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ABSTRACT
The basis of this research is an investigation into the demand, costs, and emissions of a
container freight shipping route from South America to the Port of Charleston, South Carolina.
Ports and shipping routes play the most crucial role in the global supply chain, allowing people
to maintain their standard of living. Once ashore, the delivery routes to five major metropolitan
market cities were optimized for the lowest shipping costs for road and freight rail. The costs of
transportation are a major factor in the ultimate price of consumer goods and thus must be
minimized in the transportation process. Increasing the rail modeshare from 20% to 40% reduced
the costs of transport by 25.4%. Emissions were also reduced, with a decrease of 10.29% in
PM10, 9.09% in NOx, 20.28% in SOx, and 12.17% in CO2. The impact of coastal disasters on the
global shipping and supply chain was then conveyed, stressing how resilient infrastructure must
be implemented to harden the supply chain to natural disasters and extreme weather events such
as tsunamis, hurricanes, and sea level rise. Earth’s rising temperature plays the most significant
role in sea level rise. The next step in this research deals with modeling the Earth’s temperatures
through autoregressive integrated moving average (ARIMA) model equations. ARIMA modeling
allows for cyclical and seasonal time series data, such as climate indicators, to be modelled with
accuracy where otherwise a linear trend model would not do so. The temperature on the surface
of the Earth is shown to decrease by 1.02 °C (7.56%) in 2050 when compared to 2016. Based on
these results, the ARIMA (12,0,24) model equation is recommended for future temperature
ii

predictions. Sea ice extents of the northern and southern hemispheres, both previously recorded
time series data and projected values, were also modelled using ARIMA methodology. Analysis
shows that southern hemisphere (Antarctic) sea ice extents will increase 14.0% in 2050
compared to 2016. Northern hemisphere sea ice extents (Arctic), however, will lose 13.5% in
2050 compared to 2016. The result is a net gain of 0.5% (0.25 million sq km) of sea ice in 2050
on the combined surface area of both poles. Finally, this research looks at the current electricity
generation technologies used to power the world and how the sources of fuel that drive power
generation have changed over the past decades. Renewable sources have had recent
technological advances, allowing for their wider implementation in the energy generation
portfolio. However, before their implementation, the entire life cycle assessment, both in the cost
of construction and operation/maintenance as well as sources of emission, and their reliability
must be considered when drastically changing the energy landscape. For generating the same
amount of electricity, life cycle costs of wind-driven energy is found to be 40% less expensive
than solar. Based on 120 years analysis period, the value engineering analysis ranks the electric
power generation technologies in the following order of least cost: 1) Nuclear, 2) Coal, 3) Wind,
and 4) Solar.
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CHAPTER I
INTRODUCTION

1.1 Background and Motivation
As of 2013 Census data, the United States consists of 112.5 million households, 7.4
million business establishments, and more than 90,000 governmental units [1]. All of these
entities rely on the efficient movement of freight around the world. Freight transportation has
grown over time with the expansion of population and economic activity within the United States
and with the increasing interdependence of economies across the globe. As seen in Table 1, the
U.S. population grew by 28.2% between 1990 and 2013, climbing to 318.9 million. The U.S.
economy, measured through gross domestic product (GDP), grew 75.4% in real terms (inflation
adjusted), while household income, another indicator of economic growth, remained essentially
unchanged over the same period. Foreign trade, however, grew faster than the overall economy,
more than doubling in real value over the same period, reflecting unprecedented global
interconnectivity.
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Table 1. Economic and Social Characteristics of the United States: 1990, 2000, and 2010 - 2013

1990

2000

2010

2012

Percent
Change,
1990 to
2013
2013

Resident pop.
248,791
282,172
309,347
314,112
318,857
(thousands)
Households
93,347
104,705
117,538
121,048
112,459
(thousands)
Median
household
51,735
56,800
52,646
51,758
51,939
income
Businesses
6,176
7,070
7,397
7,432
7,488
(thousands)
Government
85,006
87,576
NA
90,056
NA
units
GDP
8,955,000 12,559,700 14,783,800 15,369,200 15,710,300
(millions)
Foreign Trade
1,366,500 2,994,600 4,012,000 4,372,700 4,460,100
(millions)
Goods
NA
77.8
75.9
75.9
75.7
(percent)
Services
NA
21.1
24.1
24.1
24.3
(percent)

28.2
31.2
0.4
31.2
NA
75.4
226.4
NA
NA

The American economy stretches across a continent with links to the entire world,
requiring natural resources and manufactured products from many locations to serve markets at
home and abroad. This creates an intricate supply chain that relies on intermodal transportation
networks with distant trading partners that moved a daily average of 54.9 million tons of goods
valued at over $49.3 billion in 2013 [1]. Though there were declines in 2008 and 2009, Table 2
shows that the 2013 highs surpassed the previous 2007 high by over 6.3 percent by tonnage and
6.2 percent by value.
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Table 2 - Weight of Shipments by Transportation Mode: 2007 and 2012 (millions of tons)
2007

2013

Total Domestic Exports Imports
Total
Truck
Rail
Water
Multiple

Total Domestic Exports Imports

18,879
12,788
1,900
950

16,851
12,587
1,745
504

655
95
61
65

1,372 20,063
97 13,995
93 1,858
381
808

17,950
13,732
1,681
410

914
120
82
89

1,999
94
94
309

1,429

433

389

606 1,554

459

559

536

Table 3 shows that the ranking among America’s top trading partners shifted during the
period from 2000 to 2014 [1]. While the top trading partner with the United States remained
Canada, foreign trade with China increased its rank as trading partner from 4th to 2nd, going from
$142 billion in 2000 to $527 billion, an increase of more than 73%, in a span on only fourteen
years.

Table 3 - Top 5 Trading Partners of the United States in Merchandise Trade: 2000, 2005, 2011,
and 2012 (billions of 2009 U.S. dollars)

Partner
Canada
China
Mexico
Japan
Germany
Top 5 Total
U.S. Total Trade
Top 5 as % of Total

2014
Rank
1
2
3
4
5

2000
495
142
302
259
107
1,309
2,439
46.3

2010
520
451
389
179
129
1,668
3,153
47.1

3

2013
594
527
475
191
152
1,939
3,605
46.2

2014
608
545
494
188
159
1,994
3,081
35.3

Percent
Change
2000 - 2014
+18.6
+73.2
+38.9
-37.8
+32.7

Countries experiencing economic surges, such as China and Mexico, benefited greatly
during the period from 2000 to 2014. Countries experiencing economic hardships and
catastrophic disasters, such as Japan, actually experienced decreased trade with the U.S. These
top 5 economic trading partners constituted (except for the most recent year) nearly 50% of U.S.
merchandise trade during the 2000 – 2014 years. China alone experienced a more than double
increase in trade with the United States between 2000 – 2014, from about 5.8% of GDP in 2000
to 14.9% in 2014. This suggests that the ties, routes, and partnerships currently established are
highly vulnerable to disruptions, either through diplomatic relations or physical disasters such as
natural disasters. Any disruption to a critical link in 50% of a country’s merchandise trade results
in a loss of income and standard of living for the citizens of both countries.
Since China, Japan, and Germany are traded with mostly using shipping channels and
ports, and Mexico and Canada are traded with primarily through truck and rail, these modes
represent critical infrastructure links to American trade and economic competitiveness. Any
disruption in these services, however minor, represents a threat to the American and global
economy. These vulnerabilities are highlighted every time an earthquake or extreme weather
event occurs, such as a hurricane.

1.2 Objective and Scope
Key objectives of this research are to:
1. Review the present supply chain routes of a top commodity delivered to and within
the United States and create spatial maps of the impact of extreme weather, coastal
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disasters, and sea level rise on ports to illustrate the resulting disruption in the supply
chain and underscore a need for resilient port infrastructure.
2. Investigate trends of global temperature data and polar ice extent data.
3. Evaluate the current and future energy portfolio and its impact on a sustainable global
supply chain.

The research scope is limited to:
•

Shipping routes from South American to the East Coast city of Charleston, South
Carolina and the freight road and rail networks leading to the cargo’s destination
cities.

•

Global temperature data provided by the Global Historical Climatology Network
(GHCN) and polar ice data provided by the National Snow and Ice Data Center
(NSIDC).

•

Energy policies, emissions, costs, and impacts relating primarily to consumer electric
power generation facilities in the United States.

This research also seeks to optimize routes that intermodal shipping container units might
take along their route from their import to their final market city in the American heartland.
Through analyzing the paths taken by cargo, a better appreciation of the potential threats to the
global supply chain can be appreciated by realizing the current potential threats present along
these supply routes. Additionally, the emissions impacts of these supply routes will be estimated
in order to illustrate the impact that global freight transport plays in shaping a sustainable future.
Additionally, some discussion must be dedicated to current and future energy policies.
During the past 20 years in America, the energy portfolio has diversified, primarily shifting from
5

coal-fired plants to natural gas turbines. The impact of this cannot be understated on the
electricity produced in the United States and its positive effect on the environment through
reduction of CO2 emitted. The life cycle costs of various types of plants will be found and its
overall impact assessed, on both the environment and the economy.

1.3 Sustainable Freight Transportation and Resilient Supply Chain
A supply chain can be defined as a system of organizations, people, activities,
information, and resources involved in moving a product or service from supplier to customer.
Supply chain disruptions can have significant impact on a firm’s short-term performance. For
instance, companies suffering from supply chain disruptions experienced 33 – 40% lower stock
returns relative to their industry benchmarks [2]. With the domestic American supply chain
environment involving complex integrations of major transportation corridors consisting of
inland river ports, highway network, and freight rail infrastructure, its resilience relies on more
than just disaster resiliency. The modern supply chain must be resilient in revenue/funding
aspects, economic viability, and environmental regulatory compliance. It is critical for
sustainable and efficient transport of consumer good and commercial/industrial products.
Though often referred to as a “supply chain,” this terminology really only applies to each
product’s individual path from natural resources to development/manufacturing, to the final
product in the customer’s hand. The layout of the supply chain is, in reality, more akin to a
network, as shown in Figure 1. Part of resiliency in the supply chain is being able to draw
secondary contact lines between the shaded figures of Figure 1. In Chapters II and IV, the pitfalls
of a lack of resiliency through redundancy and/or flexibility in operations will be discussed in the
context of natural disasters.
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A focus will be placed on the use of large container ships and critical access to ports that
are vulnerable to extreme weather and coastal disasters. Internal combustion engines have
become far more efficient over the past two decades, thus reducing the emission of harmful
gasses and particulates. From 2007 to 2013, increases in fuel costs, a slight decrease in the
number of trucks on the road, and improved energy efficiency affected the number of gallons of
fuel burned by commercial trucks. As seen in Table 4, truck fuel consumption declined by 8.3

Figure 1. Interconnected Supply and Demand Network.
percent, from 47.2 to 43.3 billion gallons. Fuel use in Class I freight railroads declined by 9.2
percent, from 4.1
2007 to 3.7 billion
[1].

2007
Highway
Gasoline, diesel, and other fuels
(million gallons)
Truck, total
Truck (percent of total)

2010

2013

176,203 170,411 169,651
47,219
45,023
43,297
26.8
26.4
25.5

Rail, Class I (In freight service)
Distillate/diesel fuel (million gallons)

4,087

3,519

3,713

Water
Residual fuel oil (million gallons)
Distillate / diesel fuel (million gallons)
Gasoline (million gallons)

6,237
1,924
1,222

5,143
2,003
1,167

4,212
1,676
1,123

621,364

674,124

861,583

Pipeline
Natural gas (million cubic feet)

Table 4. Fuel consumption by mode of freight transport.
7

billion gallons in
gallons in 2013

1.4 Research Methodology
The flow chart in Figure 2 shows the data sources, research topics, and expected
products. The details of each research topic are discussed in its relevant section.

Data Sources
•

Economic indicators

•

Export countries

•

Export commodities

•

Cargo shipping data
breakbulk weights

•

Global temperature
data

•

Polar Ice Data

•
•

Research Topics

Research Products

1. Commodity Shipping Routes

Cargo shipping cost
analysis of commodities

2. Supply Chain Optimization

Optimal cargo routes for
top commodities

3. Global Temperature and
Sea Ice Data

Global temperature and
sea ice modeling

U.S. energy sources
and emissions

4. Coastal Disasters

Supply chain disruption
due to coastal disasters

Energy facility costs

5. Energy Policy Impact on
Supply Chain

Value Engineering;
Societal costs of energy
production

Figure 2. Research methodology flow chart
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CHAPTER II
GEOSPATIAL STUDY OF SHIPPING ROUTES AND SUPPLY CHAIN OPTIMIZATION

2.1 Cargo Demand for South American Shipping Routes to the Port of Charleston, S.C.
2.1.1 Increase of TEU Shipping Shares
The North American intermodal market annually generates $11 billion in revenues
through the operations of more than 10,000 third-party logistics companies shipping six million
intermodal units. It involves 7,000 trucking companies that employ 400,000 drivers, representing
one of the most ubiquitous employment sectors across the country. Annually, 63 million twentyfoot equivalent units (TEUs) are moved through U.S. ports [3]. Table 5 shows that 98.3% of all
TEU volume imported and exported move through the top 20 U.S. ports.
Ports act as critical intermodal points for processing commodity imports to be shipped
inland by road and rail networks, as well as export points for commodities that are shipped
around the world via freight shipping lines. Considering that 52% of the value of world seaborne
trade (US$) moved by container, TEU integration into the overall supply chain represents an
opportunity to reduce costs and emissions through transport [4]. Transportation accounts for a
significant part of the final cost of products and represents a vital component of the expenditures
of companies. Increased efficiency of freight movement contributes strongly to the economic
9

health of a country at both a local and national level. The optimization of these intermodal
corridors forms an integral component of the freight movement planning phase, providing a more
efficient supply chain.
Integrating ports into the freight corridors of highway trucks and freight rail allows for
more efficient movement of freight both inland as imports and abroad as exports. Ports serve as
a crucial link in the intermodal supply chain, contributing to the economic well-being of the
country at both the state and national level. Twenty-foot Contain Units (TEUs) comprise a
substantial portion of the overall trans-oceanic trade. The upgrade of the Panama Canal locks in
recent years has taken this share to new levels, with the largest containership currently able to
carry 19,224 TEUs. The standardization of containerized units allows for simplified operations
when transferring the containerized unit between ship, train, and truck at intermodal facilities,
making it a crucial development for intermodal transportation. Figure 3 shows standard lengths
of intermodal container units in use.

Figure 3. Example of the flexibility of using Twenty-Foot Equivalent Units
(TEUs), comprising container units of differing lengths.
10

Because of their integration in intermodal freight transport, TEUs are growing in share of
commodity containerization. As seen in Figure 4, the percentage of freight transported by TEUs
passing through the Panama Canal from October 2016 to May 2017 increased from 13.3% to
46.8% [5]. These TEUs contain any kind of non-bulk or break-bulk freight, from home
appliances to materials to be manufactured. Ensuring their efficient movement and timely
availability supports vital links in production, trade, and consumption by end-markets.

Table 5. Top 20 U.S. Ports.

Ranking
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

TEU Import/Export Volume
2015
2014

Port
Los Angeles
Long Beach
New York - New Jersey
Georgia Ports
Seattle / Tacoma
Virginia Ports
Houston
South Carolina Ports
Oakland
Miami
Jacksonville
Port Everglades
Delaware River Ports
Baltimore
New Orleans
North Carolina Ports
Boston
Mobile
Palm Beach
Gulfport

5,471,639
4,905,434
4,519,527
2,820,871
2,144,806
1,968,924
1,760,715
1,553,264
1,521,852
771,445
756,642
735,907
674,118
590,737
365,966
232,118
190,307
182,454
164,025
115,175

5,909,996
4,958,238
4,285,932
2,600,226
2,117,122
1,935,985
1,634,004
1,425,157
1,612,115
680,017
759,792
760,331
655,977
540,591
331,490
231,608
180,804
173,527
165,322
149,222

Top 20 U.S. Ports Total
All U.S. Ports Total

31,445,926
31,885,294

31,107,456
31,628,147
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Figure 4. Panamax and Neopanamax freight shares after opening of
larger locks.
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2.1.2 Estimation of TEU Shipping Volume at Port of Charleston, S.C.
In 2012, the Port of Charleston ranked as the 8th port in the United States by cargo value,
with $63 billion in imports and exports traded across the docks. The port currently maintains a
harbor of 45 feet draft depth, which refers to the vertical distance between the waterline and the
bottom of the hull. U.S. Army Corps of Engineers will soon begin a deepening project to create a
channel depth of 52 feet, making it the deepest harbor on the east coast [6]. In 2016, as shown in
Figure 5 there was a total cargo volume of 1,996,000 TEUs received at the Port of Charleston,
4% of which were received from the South American East Coast region [7]. Of this 4%, if we
assume that 70% of that is from the major market origin of Brazil, that puts a total of 55,888
TEUs for export from Charleston to domestic American markets.

Figure 5. Total Trade by Region for the Port of Charleston, S.C. in 2016.
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As a port handling primarily containerized cargo, there are thousands of types of goods
moving through the Port of Charleston. The top imports consist of auto parts and auto and truck
tires and tubes. These products are needed in many locations nationwide. Table 6 shows the
imports/exports at the Port of Charleston in 2016 as a percent of the total imports/exports.

Table 6. Products imported at the Port of Charleston, S.C. as a percent of all imports/exports in
2016.

Percent
Imports /
Exports

Product
Auto Parts
Auto & Truck Tire & Tubes
Furniture
General Cargo, Misc
Fabrics, Raw Cotton
Plastic Prods, Misc
Hardware, Misc
Sheets, Towels, Blankets
Synth. Resins & Plastics
Machinery Parts, Misc.
Engines, Motors, & Parts
Logs & Lumber
Metalware, Misc.
Machinery Misc, Casette Players
Yarns, Misc.
Lamps & Parts
Paper & Paperboard, Incl. Waste
Footware
Staple Fibres
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13%
6%
6%
4%
3%
3%
2%
2%
2%
2%
1%
1%
1%
1%
1%
1%
1%
1%
1%

North Charleston
Terminal

Hugh K.
Leatherman
Terminal
(under construction)

Wando Welch
Terminal

City of
Charleston

Figure 6. Major container ports in Charleston, S.C.

Figure 6 shows the major container ports for the Port of Charleston, S.C. The Wando
Welch Terminal is used for container cargo and located in the town of Mount Pleasant. The
North Charleston terminal is used for container cargo and located in the town of North
15

Charleston, S.C. The Hugh K Leatherman Terminal is an under-construction 280-acre facility
opening in 2018 to be used for container cargo. It is located in North Charleston and will
increase port capacity by 50%.
In the beginning of September 2017, the largest cargo ship, named after President
Theodore Roosevelt, traversed the canal for the first time. The ship, of record-breaking size,
arrived at the Port of Charleston on September 2. The Roosevelt ship is 1,202 feet long, can haul
as many as 14,855 containers and is part of the Ocean's Alliance South Atlantic Express service
[8]. The Roosevelt shipped out of Shanghai, China, made stops in Virginia, South Carolina,
Georgia, New York, and New Jersey before returning to Asia. The ports to call are seen in Table
7 and Figure 7.

Figure 7. East Bound and West Bound routes for the Asia - North America South Atlantic
Express route.

In addition to Theodore Roosevelt's passage, canal officials expect an increase in the
number of ships that will pass through the waterway during the 2018 fiscal year, which started
Oct. 1. The Panama Canal Authority projects about 13,000 vessels will travel through the canal
16

in the upcoming fiscal year, including 2,335 of the big container ships now calling on East Coast
ports. That represents a roughly 55% increase in the number of large container ships that traveled
through the canal during its first year of post-expansion operations [9].

Table 7. Port and operator information for the South Atlantic Express (SAX) shipping route.
Networks and Operational Information
Origin Area
Ports

Port Terminals

Shipping Agents

Hong Kong

Modern Terminal Ltd.

Yantian

Yantian International Cont. Terminal

Ningbo

Ningbo Meishan Island International

CMA CGM Ningbo

Shanghai

Yangshan Deep Water Port Phase 3 Terminal

CMA CGM (China) Shipping
Co., Ltd.

New York, NY

Maher Terminal

CMA CGM (America) LLC.

Ports

Port Terminals

Shipping Agents

New York, NY

Maher Terminal

CMA CGM (America) LLC.

Norfolk, VA

Virginia International Gateway

CMA CGM (America) LLC.

Savannah, GA

Garden City Terminal

CMA CGM (America) LLC.

Charleston, SC

Wando Welch Terminal

CMA CGM (America) LLC.

Hong Kong

Modern Terminal Limited

CMA CGM (Hong Kong)
Ltd.

CMA CGM (Hong Kong)
Ltd.
CMA CGM (China) Shipping
Co., Ltd.

Destination Area
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2.2 Cargo Shipping Cost Analysis of Top Commodities and Emissions Impacts
2.2.1 Fuel Efficiency of Major Freight Modes
The average unit costs of freight shipping by mode considering diesel fuel are shown in
Table 8. These are calculated per ton-mile. These shipping unit costs are used to calculate freight
shipping costs for freight intermodal integration studies. Table 9 shows external costs due to
social and economic factors based on the Congressional reports (GAO 2011, CBO 2015). Both
tables show truck to have the highest ton-mile shipping cost with the lowest net freight ton-miles
per gallon of diesel and highest external costs.

Table 8. Net Freight TEU-mile per gallon of diesel by mode (adapted from Iowa Dept. of
Transportation).

Mode of Transportation

Net Freight
(ton-mile)
per gallon
of diesel

Average
Shipping
Cost
(cents / tonmile)

Average
Shipping
Cost
($ per
million tonmiles)

576

2.17

21,700

413

3.95

39,500

155

34.39

343,900

Barge

Train

Semi-Truck
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Table 9. Cross-Modal comparisons of external costs for social and environmental factors.

Category of
External Cost
Air pollution: PM
and NOx

Unit Cost in 2010 Dollars per
Million Ton-Miles
Trucking Railroad Waterways

Unit Cost Ratio per Million
Ton-Miles
Trucking to
Trucking to
Waterways
Rail Ratio
Ratio

44,000

8,000

6,000

5.50

7.33

8,000

1,000

-

8.00

-

7,000

-

Unknown

7,000

-

-

11,000

-

-

Accident
Congestion
Marginal public
infrastructure costs
*
Marginal taxes and
fees (freight)

Unpriced costs –
marginal social
~55,000
~9,000
~6,000
6.11
9.17
costs minus taxes
and fees (freight)
Average CO2 cost
in 2014 dollars
2,200
500
< 500 est.
4.44
< 4.44 est.
(CBO 2015)
* FHWA data shows that trucks imposed an average marginal cost to pavement of $7,000 per million ton-miles
(pavement preservation expenditure). These are hidden costs not passed to the truck owners (GAO 2011).

2.3 Case Study of Supply Chain Route Optimization
2.3.1 Spatial and Shipping Data
This section demonstrates a case study of freight shipment distribution from the Port of
Charleston, South Carolina, the 8th busiest containerized port in the U.S., to the regional and
national major market cities of Atlanta, GA; Birmingham, AL; Jackson, MS; Memphis, TN; and
Chicago, IL, shown in Figure 8.
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Figure 8. Market cities serving as destination for freight distribution in the supply chain.

In Section 2.1.2, an estimation of the total TEU volume was made at the Port of
Charleston, SC These TEUs will be transported to five desired markets (cities). The amount of
TEUs each city is to receive out of the total amount exported from Charleston is an estimation
based on the importance of the city as a regional hub, and the city’s distance from the port, and
each city’s greater area resident population. The percent of the total port freight volume
requested are shown in Table 10, followed by each market’s TEUs to be received.
The next step was to estimate the distances that must be covered to each market city from
the port. Using the destination cities shown as points in Figure 8, the distances were found using
the Geospatial Intermodal Freight Transportation Model (WebGIFT) [10]. WebGIFT is a tool
developed through the collaborative efforts of the Rochester Institute of Technology (RIT) and
the University of Delaware. It implements geographic information system (GIS) technology and
software to evaluate the energy, emission, cost, and time-of-delivery attributes of intermodal
20

freight transport. WebGIFT itself is a web-accessible version of GIFT, allowing for easy and
accurate analysis of the costs and benefits associated with multimodal shipping routes. Users
may analyze freight routes with respect to a variety of objectives without requiring local
installation of any software or data sources, thus providing quick yet robust intermodal freight
analysis.

Table 10. TEUs requested at each market city.
City
(Receiving Market)

Greater Area
Resident Population
(millions)

Percent of Charleston
Freight Received

TEUs
Received

Atlanta, GA

5,490,000

15%

8,383

Birmingham, AL

1,128,000

20%

11,178

539,000

10%

5,589

Memphis, TN

1,318,000

25%

13,972

Chicago, IL

9,400,000

30%

16,766

Jackson, MS

Total Market Population: Total Freight Received
17,875,000
100%

Total TEUs
55,888

Figure 9 shows a map of the most direct routes for freight transportation by major road
and rail from the Port of Charleston to each market city using the WebGIFT tool. The distance
by transportation mode to each market city is shown in Table 11. The routes chosen were the
most direct apparent corridor from the port of origin to the market city based on distance
travelled for the respective freight transportation mode. Though road and rail freight corridors
generally spatially align, the distances are unequal. Road and freight rail routes must deviate for
logistical reasons such as prohibitive terrain, integration with major/minor markets along the
route, and access to operator and vehicle necessities such as driver rest and fuel.
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Figure 9. WebGIFT road and rail freight routes from the Port of Charleston to the five market
cities of Atlanta, GA; Birmingham, AL; Jackson, MS; Memphis, TN; and Chicago, IL.

Table 11 shows the distances via major road and rail corridors from the Port of
Charleston to the five market cities. The longest distance is from the Port of Charleston to the
market city of Chicago, IL (1,018 miles via rail) while the shortest is to Atlanta, GA (305 miles
via road).
Next, the cost per TEU-mile for road and freight rail must be calculated. The unit costs
for road and rail shipping are given [11] as:
•

Rail shipping unit cost = 3.70 cents per ton-mile

•

Highway/road freight truck shipping unit cost = 42.38 cents per ton-mile
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Table 11. Estimated distance between the Port of Charleston and its market cities using
WebGIFT.
Market City
Destination

Port of Origin

Port of Charleston, SC

Distance (miles)
Road

Freight Rail

Atlanta, GA

305

339

Birmingham, AL

465

515

Jackson, MS

707

760

Memphis, TN

685

761

Chicago, IL

880

1,018

The unit costs are given per ton-mile. Since the shipping vessel is intermodal shipping
containers, estimations of the mass of freight carried per TEU is required to perform linear
optimization. A TEU is a twenty-foot equivalent unit, the standard unit of freight volume for
intermodal shipping by containerized unit (whether 20 ft, 40 ft, or 53 ft). Conversion from tonmiles to TEU-miles is based on reasonable estimations of the typical weight of a container. The
maximum allowable gross mass for a 20-foot dry cargo container is 20,000 kilograms (53,000
lb). Subtracting the tare mass of the container itself, the maximum allowable freight per TEU is
reduced to approximately 21,600 kilograms (47,600 lb). Since a margin of safety of 2 could be
practically applied, the mass of cargo that can be safely transported is then 10,800 kg (23,809 lb).
Additionally, a practical assumption is made that 80% of the container’s allowable
weight capacity is utilized (to account for variations in container loading). The average TEU
weight of 8,600 kilograms (19,000 lb or 9.5 U.S. short – tons) is therefore concluded for the
purpose of calculations in this study. Other sources have listed TEU capacity as high as 14 tons
homogeneous load [12]. The total amount of freight, in tons and TEUs, to be delivered to each
market city is shown in Table 12.
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Table 12. TEUs and tons to be received at each market city from the Port of Charleston, S.C.
Market City
(Receiving)

TEUs of Freight Tons of Freight
to be Received to be Received

Atlanta, GA

8,383

79,639

11,178

106,191

Jackson, MS

5,589

53,096

Memphis, TN

13,972

132,734

Chicago, IL

16,766

159,277

Birmingham, AL

Total TEUs:
55,888

Total Tons:
530,936

The unit cost for transport by freight truck is $0.4238 per ton-mile, while the unit cost for
transport by freight rail is $0.037 per ton-mile. Using the previously estimated freight load of 9.5
short-tons per TEU, the unit cost can be converted into cost per TEU-mile using Equation [1]:

(𝑚𝑜𝑑𝑒 𝑐𝑜𝑠𝑡⁄𝑡𝑜𝑛 − 𝑚𝑖𝑙𝑒) × (𝑡𝑜𝑛𝑠⁄𝑇𝐸𝑈) = 𝑚𝑜𝑑𝑒 𝑐𝑜𝑠𝑡 𝑝𝑒𝑟 𝑇𝐸𝑈 − 𝑚𝑖𝑙𝑒

[1]

The unit cost for transport by freight truck is then $4.026 per TEU-mile, and the unit cost for
transport by freight rail is $0.352 per TEU-mile.
Table 13 shows the distance from the port to market city in miles and the corresponding
unit cost per TEU-mile for the base scenario and intermodal alternative scenario.
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Table 13. Unit costs in US$ per TEU-mile by mode.
Distance from Port to Market City and Unit Cost per TEU-Mile
Port

Market City

Charleston,
S.C.

Atlanta, GA
Birmingham, AL
Jackson, MS
Memphis, TN
Chicago, IL

Distance
Road
Rail
305
339
465
515
707
760
685
761
880
1018

US$ per TEU-mile
Road
Rail
4.026
0.352
4.026
0.352
4.026
0.352
4.026
0.352
4.026
0.352

It is clear that the cost of transporting intermodal TEUs from the Port of Charleston to the
market city depends on the distance from the port to its market. The cost from the Port of
Charleston to the city of Chicago, IL might be high because the distance from the port to the city
is the quite far (880 miles by road). The distance from the Port of Charleston to Atlanta, GA is
the shorter (305 miles by road) so the cost of transporting the TEUs might be lower.
To allow for a more realistic assessment, a condition is placed on the mode choice: to
qualify for rail shipments, the destination must be more than 500 miles by rail. If the distance
from the port to market is less than 500 miles by rail, it is considered practically prohibitive and
the truck freight mode is automatically chosen for all transport. Similarly, if the rail distance is
greater than 500 miles, a minimum of 20% of freight must move by freight rail.

2.3.2 Formulation of Objective Function and Utilizing Solver
The analysis of freight volumes allotted to certain transportation modes and/or corridors
is a quintessential optimization problem. It requires the formulation of an objective function and
its associated constraints. The objective function in this situation minimizes the total freight
shipping costs from the port to each market city.
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In this section, the following is performed:
a) Formulate the objective function of the total minimum transportation cost;
b) Formulate the constraints and ensure all constraints satisfy the required freight volumes;
c) Compose the problem in spreadsheet format;
d) Find the optimal solution for minimum total transportation cost using Excel solver.

The following terms define the variables used when the transportation costs were optimized:
𝑃𝑖

𝑃𝑜𝑟𝑡

𝑀𝑗

𝑀𝑎𝑟𝑘𝑒𝑡 𝐶𝑖𝑡𝑦

𝑠𝑖

𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦 𝑜𝑓 𝑇𝐸𝑈𝑠 𝑝𝑜𝑠𝑠𝑒𝑠𝑠𝑒𝑑 𝑎𝑡 𝑝𝑜𝑟𝑡 𝑃𝑖

𝑟𝑗

𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦 𝑜𝑓 𝑇𝐸𝑈𝑠 𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑒𝑑 𝑖𝑛 𝑚𝑎𝑟𝑘𝑒𝑡 𝑐𝑖𝑡𝑦 𝑀𝑗

𝑐𝑖𝑗

𝐶𝑜𝑠𝑡 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑖𝑛𝑔 𝑜𝑛𝑒 𝑇𝐸𝑈 𝑝𝑒𝑟 𝑡𝑜𝑛 − 𝑚𝑖𝑙𝑒 𝑓𝑟𝑜𝑚 𝑃𝑖 𝑡𝑜 𝑀𝑗

𝑦𝑖𝑗

𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦 𝑜𝑓 𝑇𝐸𝑈𝑠 𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑒𝑑 𝑓𝑟𝑜𝑚 𝑃𝑖 𝑡𝑜 𝑀𝑗

𝑑𝑖𝑗

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑃𝑖 𝑡𝑜 𝑀𝑗

𝐼

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑜𝑑𝑒𝑠 𝑜𝑓 𝑓𝑟𝑒𝑖𝑔ℎ𝑡 𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡 (2)

𝐽

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑎𝑟𝑘𝑒𝑡 𝑐𝑖𝑡𝑖𝑒𝑠 (5)

𝐶𝐼𝐽

𝑇𝑜𝑡𝑎𝑙 𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑠𝑡𝑠

There are 𝐼 modes of transport (truck and rail) that supply the freight needed in 𝐽 market
cities, 𝑀1 , … , 𝑀𝑗 , to which the TEUs are to be sent. A quantity 𝑠𝑖 of freight is transported, and
market 𝑀𝑗 must receive the amount 𝑟𝑗 of the TEUs [13].
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If 𝑦𝑖𝑗 is the quantity of the product sent via freight mode 𝑖 to a market city 𝑗 at a distance
𝑑𝑖𝑗 , Equation [2] gives the total cost:
∑(𝑐𝑖𝑗 )(𝑦𝑖𝑗 )(𝑑𝑖𝑗 )

[2]

𝑖,𝑗

where 𝑐𝑖𝑗 is the unit cost of sending the product via mode 𝑖 to market 𝑗.
There are certain restrictions which must be respected for the creation of an objective
function. The determining requirements of the markets, suppliers, and modes of freight transport
will decide in what way these constraints cannot be violated.

Constraint 1:
The sum of all commodity amounts sent from the port to all markets via the two modes of
transport cannot exceed the commodity amount available at that port. For the freight mode 𝑖, 𝑦𝑖
is the quantity to be shipped, described by Equation [3]:
∑ 𝑦𝑖𝑗 ≤ 𝑠𝑖 , 𝑖 = 1, 2 (𝑚𝑜𝑑𝑒𝑠), 𝑗 = 1, … , 5 (𝑚𝑎𝑟𝑘𝑒𝑡𝑠)

[3]

𝑖,𝑗

Constraint 2:
For every market destination, the amount received 𝑟𝑗 cannot be less than the amount requested.
This enforces the condition of Equation [4]:
∑ 𝑦𝑖𝑗 ≥ 𝑟𝑗 ,

𝑖 = 1, 2 (𝑚𝑜𝑑𝑒𝑠), 𝑗 = 1, … , 5 (𝑚𝑎𝑟𝑘𝑒𝑡𝑠)

𝑖,𝑗
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[4]

Constraint 3:
Moreover, we accept that the feature of being a market city cannot be reversed. In other words,
freight cannot be sent from the market city to either the port of origin or another market city (i.e.
a negative amount of freight cannot be sent to a market city). This imposes the constraint of
𝑦𝑖𝑗 ≥ 0, for all 𝑖, 𝑗
Altogether, the objective function states that we are seeking to minimize the cost of freight
transportation to each market, which is the summation of freight volume multiplied by unit cost
per TEU-mile and distance for each market city.

In equation form, this is Equation [5]:
Minimize: CIJ = ∑ 𝑐𝑖𝑗 𝑦𝑖𝑗

[5]

𝑖,𝑗

under
∑ 𝑦𝑖𝑗 ≤ 𝑠𝑖 , 𝑖 = 1, 2 (𝑚𝑜𝑑𝑒𝑠), 𝑗 = 1, … , 5 (𝑚𝑎𝑟𝑘𝑒𝑡𝑠)

[6]

𝑖,𝑗

∑ 𝑦𝑖𝑗 ≥ 𝑟𝑗 ,

𝑖 = 1, 2 (𝑚𝑜𝑑𝑒𝑠), 𝑗 = 1, … , 5 (𝑚𝑎𝑟𝑘𝑒𝑡𝑠)

[7]

𝑖,𝑗

𝑦𝑖𝑗 ≥ 0, for all 𝑖, 𝑗.
Table 14 shows the initial setup for the base scenario in Microsoft Excel to allow the
Solver tool to carry out the optimization analysis. The output will be the optimum proportion of
freight (TEUs) from the port to each market city at the minimum total freight transportation cost.
The freight volume cells are left blank before executing the Solver tool. It will determine these
volumes.
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Table 14. Initial setup in Microsoft Excel prior to executing Solver tool.

Row 1 shows the port of origin, Charleston, S.C. Row 2 allows for the input of each
market destination city: Atlanta, GA; Birmingham, AL; Jackson, MS; Memphis, TN; and
Chicago, IL. Rows 3 and 4 allow for the input of distances (miles) by road and rail, respectively.
In these fields, the results of the WebGIFT tool are input. Rows 5 and 6 are for the input of unit
cost, which in this case is measured in TEU-miles. Rows 7 are greyed-out as they are for
intermediate calculation steps.
Rows 8 are for the input of alternatives for value engineering. In this case study, the base
scenario is given as 20% freight transport by rail and the remaining 80% transported by truck,
assuming the minimum distance of 500 miles is satisfied. If the distance from port to market is
less than 500 miles, then 10% of freight transport is by rail and 90% is by freight truck.
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In Excel, this 20/80 (or 10/90) conditional statement can be altered by manipulating the
following cells:
Min. Rail Distance: 500 miles then 20% by rail
80% by truck

else 10% by rail
90% by truck

The values for minimum rail miles and modeshare can be easily manipulated, being reflected in
rows 8 using Excel formulas. This allows the user to easily change scenarios for other
modeshares. Constraints are visibly satisfied by formulas that sum the total TEUs sent and
received and are shown under the “Constraint #” cells.

Figure 10. Excel Solver's parameters, entered prior to solution for linear optimization.
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To calculate the objective function (cells highlighted yellow and red in Table 14), the
values in Rows 3, 4, 5, 6, and 8 are all multiplied together given the Solver-manipulated values
in Row 7. The total TEUs sent to each market via road and rail are them summarized below the
table in the yellow cells.
The objective function goal, transportation costs, is defined in the top field under “Set
Objective.” Then the option for “To: Min” is selected since the goal is to minimize transportation
costs. The cells that Solver will manipulate are selected under “By Changing Variable Cells.”
Finally, each constraint must be entered in the constraints section, making sure to satisfy each
constraint for each market city and condition. The third constraint is satisfied by selecting “Make
Unconstrained Variables Non-Negative,” which ensures that TEUs are not shipped from the
market cities to the port (negative TEU flow). Additionally, “Simplex LP” is chosen as the
method of solutions.

Figure 11. Dialogue box informing the user that
constraints are satisfied.
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The “Solve” button is selected, and Solver finds the solution for the cells chosen that
satisfied all the constraints and minimizes the transportation cost. If all formulas, constraints, and
variables are input correctly, the dialogue box shown in Figure 11 should appear informing the
user of success.

2.3.3 Optimal Solution for Minimum Transportation Costs
Table 15 shows the results for the base scenario of freight distribution using 80% truck
and 20% rail for all markets located at a direct-line rail distance of 500 miles or more. The
Solver output is summarized in
Table 16.

Table 15. Output from the Solver analysis for the base scenario of 80% truck / 20% freight rail
for rail distances ≥ 500 miles.
Port of Charleston

1

Port of Origin Name:

2

Desired Market Name:

ATL

BMH

JAC

MEM

CHI

3

Distance from port to market by road:

305

465

707

685

880

339

515

760

761

1,018

4

Distance from port to market by rail:

5

Cost from port to market by road (TEU-mile):

$ 4.026 $ 4.026 $ 4.026 $ 4.026 $ 4.026

6

Cost from port to market by rail (TEU-mile):

$ 0.352 $ 0.352 $ 0.352 $ 0.352 $ 0.352

7

8

9

8,383

11,178

5,589

13,972

16,766

8,383

11,178

5,589

13,972

16,766

% Transported by Truck:

90%

80%

80%

80%

80%

% Transported by Rail:

10%

20%

20%

20%

20%

8,383

11,178

5,589

13,972

16,766

≥

≥

≥

≥

≥

8,383

11,178

5,589

13,972

16,766

ATL

BMH

JAC

MEM

CHI

TEUs via Road:

7,545

8,942

4,471

11,178

13,413

Total Cost

TEUs via Rail:

838

2,236

1,118

2,794

3,353

$ 119,832,172.08

Calculations

∑ 𝑦𝑖𝑗 ≥ 𝑟𝑗
𝑖

Constraint #2: Amount of TEUs
required in desired market.
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Constraint #1: Amount of
TEUs at port.
55,888

≤

58,888

∑ 𝑦𝑖𝑗 ≤ 𝑠𝑖
𝑗

The optimized minimum cost of $119.8 million was calculated by shipping the following:
•

Atlanta, GA receives 8,383 TEUs total: 7,545 via road and 838 via freight rail.

•

Birmingham, AL receives 11,178 TEUs total: 8,942 by road and 2,236 via rail.

•

Jackson, MS receives 5,589 TEUs total: 4,471 via road and 1,118 via rail.

•

Memphis, TN receives 13,972 TEUs total: 11,178 via road and 2,794 via rail.

•

Chicago, IL receives 16,766 TEUs total: 13,413 via road and 3,353 via rail.

Table 16. Distribution of freight by mode for the base scenario including emissions.
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In Scenario 2, the modeshare for rail is increased from 20% to 40%, assuming that the
minimum distance of 500 miles via direct rail line is satisfied. The remaining 60% of freight is
carried by freight truck. The same freight TEU distribution to market city for the base scenario
was used in this analysis. Table 17 shows the Solver output for this scenario. The results are
summarized in Table 18.

Table 17. Output from the Solver analysis for the alternative scenario of 60% truck / 40% freight
rail for rail distances ≥ 500 miles.
Port of Charleston

1

Port of Origin Name:

2

Desired Market Name:

ATL

BMH

JAC

MEM

CHI

3

Distance from port to market by road:

305

465

707

685

880

339

515

760

761

1,018

4

Distance from port to market by rail:

5

Cost from port to market by road (TEU-mile):

$ 4.026 $ 4.026 $ 4.026 $ 4.026 $ 4.026

6

Cost from port to market by rail (TEU-mile):

$ 0.352 $ 0.352 $ 0.352 $ 0.352 $ 0.352

7

8

9

8,383

11,178

5,589

13,972

16,766

8,383

11,178

5,589

13,972

16,766

% Transported by Truck:

90%

60%

60%

60%

60%

% Transported by Rail:

10%

40%

40%

40%

40%

8,383

11,178

5,589

13,972

16,766

Calculations

∑ 𝑦𝑖𝑗 ≥ 𝑟𝑗
𝑖

Constraint #2: Amount of TEUs
required in desired market.

≥

≥

≥

≥

≥

8,383

11,178

5,589

13,972

16,766

Constraint #1: Amount of
TEUs at port.
55,888

ATL

BMH

JAC

MEM

CHI

TEUs via Road:

7,545

6,707

3,353

8,383

10,060

Total Cost

TEUs via Rail:

838

4,471

2,236

5,589

6,706

$ 95,533,249.62

∑ 𝑦𝑖𝑗 ≤ 𝑠𝑖

≤ 58,888

The optimized minimum cost of $95.5 million was calculated by shipping the following:
•

Atlanta, GA receives 8,383 TEUs total: 7,545 via road and 838 via freight rail.

•

Birmingham, AL receives 11,178 TEUs total: 6,707 by road and 4,471 via rail.

•

Jackson, MS receives 5,589 TEUs total: 3,353 via road and 2,236 via rail.

•

Memphis, TN receives 13,972 TEUs total: 8,383 via road and 5,589 via rail.

•

Chicago, IL receives 16,766 TEUs total: 10,060 via road and 6,706 via rail.
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𝑗

Table 18. Distribution of freight by mode for the alternative scenario.
Distribution of Freight: Charleston, S.C. to Market Cities
Scenario 2

Market City

Atlanta, GA

Freight
TEUs via TEUs via
Distribution
Road
Rail
(TEUs)

Emissions for Modeshare

PM10
(sh tn)

NOx
(sh tn)

SOx
(sh tn)

CO2
(sh tn)

8,383

7,545

838

2.55

91.64

0.42

2.94

11,178

6,707

4,471

2.83

106.53

0.44

4.39

Jackson, MS

5,589

3,353

2,236

0.92

39.64

0.07

2.87

Memphis, TN

13,972

8,383

5,589

3.51

137.78

0.46

7.45

Chicago, IL

16,766

10,060

6,706

4.18

169.47

0.33

10.65

55,888

36,048

19,840

545.07

1.73

28.30

100.0%

64.5%

35.5%

Birmingham, AL

Total:

14.00

2.3.4 Emissions for Freight Route
The emissions for each route to each market city are shown in Table 19. This is measured
in g/TEU. These are estimated using WebGIFT based on the material content of the fuel and the
rate of fuel consumption based on the fuel mass density, percentage of mass composed of a
specific material (carbon content), energy consumption rates (such as miles per gallon of fuel),
and other factors. The summary of emissions for each scenario are in Table 18 and Table 16.
The four categories of input values and conversion factors that drive emission
calculations are engine characteristics, fuel characteristics, emissions rates and emissions control
efficiencies, and cargo characteristics [10].
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Table 19. Emissions for each market city freight route by primary transport mode.
WebGIFT Comparisons: Port of Charleston, SC to 5 Market Cities
Freight Route

Atlanta, GA
Birmingham, AL
Jackson, MS
Memphis, TN
Chicago, IL

Primary
Transport
Mode

Miles

Km

Road

304.9

490.7

Rail

338.7

545.1

Road

464.6

Rail

Rail Miles

Energy
(Mbtu/TEU)

PM10
(g/TEU)

274.5

30.4

4.06

300

10,750

50

340

0.0

338.7

1.48

60

2,420

0

120

747.8

434.7

29.9

5.88

330

11,990

60

480

515.0

828.9

0.0

515.0

2.20

80

3,630

0

170

Road

706.9

1,137.7

696.1

10.8

7.77

170

7,190

20

610

Rail

759.9

1,223.0

0.0

759.9

3.19

120

5,300

0

250

Road

684.4

1,101.5

659.0

25.4

7.98

300

11,370

50

640

Rail

760.9

1,224.5

0.0

760.9

3.20

120

5,310

0

250

Road

879.9

1,416.1

796.8

0.0

9.42

270

10,570

30

740

1,017.9

1,638.1

0.0

1,017.9

4.24

160

7,070

0

330

Rail

Road Miles

NOX
(g/TEU)

SOX
CO2
(g/TEU) (kg/TEU)

2.3.5 Key Results and Discussion
The key results from the analysis are as follows:
•

Freight shipment using 80% truck and 20% rail is 25.4% more costly when compared to
the alternative scenario of freight shipment using 60% truck and 40% rail.

•

About $24.3 million in transportation costs are saved as a result of further rail-road
integration to ship 55,888 TEUs from the Port of Charleston, S.C. to the five market
cities of Atlanta, GA Birmingham, AL Jackson, MS Memphis, TN and Chicago, IL.

•

Markets close to the port city enjoyed lower costs than those farther away due to the
decreased distance of transport.

•

There is a decrease of 10.29% in PM10, 9.09% in NOx, 20.28% in SOx, and 12.17% in
CO2.
A major weakness of an analysis of this type by spreadsheet is the inability to practically

implement its solution in real-world scenarios. This is due to inaccuracy of results caused by
unrealistic input parameters for distance and cost. Considering the scope of this case study,
however, the results are acceptable.
36

The distance inaccuracies are caused by choosing WebGIFT as a data source for network
distances. Though quick and practical, WebGIFT chooses road and rail networks that should
instead be verified by spatial analysis. It cannot be firmed that it takes into consideration the
need for truck transportation corridors that are capable of handling heavy TEU loads rather than
local roads. Considering the proprietary nature of rail networks, WebGIFT is the best publicly
available tool to estimate accurate rail distances without private rail company database access.
Cost inaccuracies resulted from oversimplification of estimates of TEU-mile calculations.
In reality, the cost of transporting freight scales as the distance of transport increases or
decreases. For example, it is not economically feasible to transport freight via rail from the Port
of Charleston to the market city of Atlanta, GA due to its short distance of 339 miles. Tariffs,
fees, equipment, and timelines make it a costlier mode of freight transport for shorter distances.
Likewise, transporting freight via rail over longer distances becomes more economically
attractive as the overland distance increases, as in the case of shipping from the Port of
Charleston to Chicago, IL. At these longer distances, the aforementioned financial barriers
diminish in their portion of overall costs.
For future studies of intermodal integration studies, it is recommended to use more
accurate estimates of distances using geospatial analysis of select freight corridors. In reality, rail
is subject to higher traffic on certain corridors, potentially slowing the progress of freight
shipments. The proprietary barriers mentioned previously could still be present regarding
geospatial data as well. If the network data is publicly available, though, a much more accurate
estimate of costs can be achieved.
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2.4 Supply Chain Disruption due to Coastal Disasters
Ports in the United States play a crucial role in the economy, handling 99% of imports
and exports by volume and 65% by value [1]. Disaster such as floods, hurricanes, tsunamis, and
climate-related sea level rise pose critical hazards to the U.S. economy.
The share of freight handled by seaports is reported by the American Association of Port
Authorities (AAPA) as more than 99% of imports and exports by weight and 65% by value [14].
This percentage has remained consistent over the past century, but the volumes have increased
tremendously over the past decades. As international trade agreements such as WTO have
removed barriers to since the 1980s, global manufacturers have vertically integrated their
production systems into geographically dispersed supply chain systems. These provide the
flexibility to produce necessary components where the market dictates labor and supplies are
cheapest, thus keeping the end-product prices level, rather than a constantly changing price that
is subject to local conditions. This is a key component of the global trade marketplace.
Bottlenecks, whether they are a constriction of the supply chain through economic
conditions, or a natural disaster at a port, pose a serious threat to the global supply chain and the
prices consumers rely on for every day products necessary to currently accepted standards of
living. Floods and tsunamis represent a serious risk to the supply chain through damage to port
infrastructure [15]. Computer simulations have found that, for the Port of Miami, sea level rise
and tsunami create a risk for 1.42 million people, with water depths ranging from 0.2 – 1 meters
on two bridge roads connecting the mainland with the port in the simulation.
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CHAPTER III
ANALYSIS OF GLOBAL TEMPERATURE DATA AND POLAR SEA ICE MASS

3.1 Review of Current Global Temperature and Polar Sea Ice Extent Models
3.1.1 Summary of Current Global Temperature Models
According to the Intergovernmental Panel on Climate Change (IPCC) 2014 Report [16],
each of the last three decades has been successively warmer at the Earth’s surface than any
preceding decade since 1850, when collection of global temperature data began. The period from
1983 to 2012 was the warmest 30-year period of the last 800 years in the Northern Hemisphere
and the warmest 30-year period of the last 1,400 years [17]. IPCC reports a +0.72 °C warming
trend over the period of 1951 – 2012. This trend is reported as a best-fit linear trend of all points
between the years presented (1951 – 2012) using the Hadley Centre/Climatic Research Unit
gridded surface temperature data set 4 (HadCRUT4), Merged Land-Ocean Surface Temperature
Analysis (MLOST), and Goddard Institute for Space Studies Surface Temperature Analysis
(GISTEMP) data sets, as seen in Figure 12.
In many reports, such as those provided by the IPCC and World Meteorological
Organization (WMO), current temperature measurements are assessed using “temperature
anomaly,” which compares the measured temperature to the average over a chosen time period.
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These time periods are chosen based on the recommendations of the reporting agency. For
example, WMO reports their baseline period as 1961 – 1990, comparing all measurements
against this average. As shown in Figure 13, IPCC uses the period of 1986 – 2005 as the
temperature anomaly reference frame. GISTEMP analyzes temperatures using anomalies to the
base period of 1951 – 1980.

Figure 12. Linear anomaly trend of surface temperature changes using HadCRUT4,
MLOST, and GISTEMP datasets.
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Figure 13. IPCC global combined temperature anomaly, 1850 - 2012.

A variety of reasons are given as the motivation behind using temperature anomaly
instead of absolute temperature values. First, it allows for a comparison to be made from month
to month, providing a change in the expected values instead of the values themselves. For
example, it is meaningless to say that the temperature for a particular location from March was
warmer than February, whereas reporting that the average temperature for each month has
increased by 2% allows for a comparison on a monthly basis to be made. Additionally, regional
trends are allowed to be made, irrespective of geography and local climatic conditions.
One shortcoming of the anomaly-based model is the choice of baseline period. Local
conditions can dictate temperatures over shorter periods of time and affect the mean temperature
used as the baseline for the anomaly. This can result in over or under reporting of the actual
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temperature trends occurring. Due to this natural variability, IPCC cautions that trends based on
some records are very sensitive to the timeframe chosen. As an example, the reported rate of
warming over the past 15 years (1998 – 2012; 0.05 [-0.05 to 0.15] °C per decade), which begins
with a strong El Nino, is smaller than the rate calculated since 1951 (1951 – 2012; 0.12 [0.08 to
0.14] °C per decade) [16]. However, in Figure 15 the difference between average monthly
temperatures in the coldest year (1950) and the hottest year (2016) is 2.5 °C, which is about
0.4°C per decade.

Figure 14. Global average surface temperature differences between 1950 and 2016.
3.1.2 Overview of Global Historical Climatology Network (GHCN) Dataset
The Global Historical Climatology Network Monthly (GHCN-M) edition is a database of
temperature, precipitation, and pressure records managed by the National Centers for
Environmental Information (NCEI, formerly the National Climatic Data Center (NCDC)), part of
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the National Oceanic and Atmospheric Administration (NOAA). It creates climate summaries
from global land and surface stations that have been subject to a common suite of quality
assurance reviews [18]. This database was downloaded and used in the current research.
GHCN-M data are obtained from more than 20 sources. Some data are more than 175
years old while others are less than an hour old. It is the official NOAA archived dataset, and it
serves as a replacement product for older NCEI-maintained datasets that are designated for daily
temporal resolution. The 7,280-station network for the current release is shown in Figure 15 [19].
Since the early 1990s the Global Historical Climatology Network-Monthly (GHCN-M)
dataset has been an internationally recognized source of data for the study of observed variability
and change in land surface air temperature. It provides monthly mean temperature data from 226
countries and territories, ongoing monthly updates of more than 2,000 stations to support
monitoring of current and evolving climate conditions, and homogeneity adjustments to remove
non-climatic influences that can bias the observed temperature record.

Figure 15. Global Climate Network Active and Historical Temperature Stations
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The GHCN-M mean temperature dataset has been a key contributor in the effort to
understand the changes in Earth’s climate since the late 1800s. It has served as NOAA’s official
source of surface temperature data for climate monitoring. Ongoing efforts to update the dataset
each month have provided continuing perspectives on how temperatures are being affected by
natural and man-made influences.
The first version of GHCN-M was released in 1992, being built upon earlier data
collection endeavors including the decadal volumes of World Weather Records and the National
Center for Atmospheric Research (NCAR) World Monthly Surface Station Climatology [20].
The first edition of GHCN-M was compiled from these sources and included an additional 13
datasets. As subsequent dataset versions were released, improvements in update timeframe,
station metadata (vegetation, topography, local population, etc.), quality assurance checks, and
accounts for inhomogeneity in mean temperatures were implemented, resulting in a globally
comprehensive and reliable dataset.
On November 17, 2015, the most recent Version 3 of GHCN-M was released. GHCN-M
provides climatological observations for four elements; monthly mean maximum temperature,
minimum temperature, mean temperature, and monthly total precipitation. The metadata has
been carried over from Version 2 of GHCN-M. This includes the basic geographical station
information shown in Table 20.
GHCN-M remains the largest monthly surface temperature database available through the
first decade of the 21st century. As of the newest V3 release, updates to the processing of the
monthly mean temperature dataset have occurred. Changes include consolidating “duplicate”
series, updating records from recent decades, and implementing new approaches to quality
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assurance and homogenization. Although spatial and temporal coverage varies widely
throughout dataset record, it provides decadal and century-scale climate perspectives at local,
regional, and global scales.

Table 20. GHCN-M dataset metadata variables for reporting stations.
Variable

Description

ID

11-digit identifier of country and station ID.

LATITUDE

latitude of the station in decimal degrees

LONGITUDE

longitude of the station in decimal degrees

STELEV

station elevation in meters

NAME

station name

GRELEV

station elevation in meters estimated from gridded digital
terrain data

POPCLS

population class (urban, suburban, and rural)

POPSIZ

the population of the city or town the station is located in

TOPO

type of topography in the environment surrounding station

STVEG

type of vegetation in environment surrounding station

STLOC

indicated whether station is near a lake or ocean

OCNDIS

distance to nearest lake/ocean

AIRSTN

airport station indicator

TOWNDIS

distance from airport to center of associated city or town

GRVEG

vegetation type at nearest 0.5 x 0.5-degree grid

POPCSS

population class as determined by night satellite observation

Many surface weather stations undergo minor relocations through their history of
observation. Stations may also be subject to changes in instrumentation as measurement
technology evolves. Further, the land use/land cover in the vicinity of an observing site may also
change with time. Such modifications to an observing site have the potential to alter a
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thermometer's microclimate exposure characteristics and/or change the bias of measurements,
the impact of which can be a systematic shift in the mean level of temperature readings that is
unrelated to true climate variations. The process of removing such "non-climatic" artifacts in a
climate time series is called homogenization.
In version 3 of the GHCN-Monthly temperature data, the apparent impacts of
documented and undocumented inhomogeneities are detected and removed through automated
pairwise comparisons of mean monthly temperature series as detailed in Menne and Williams
[21]. In this approach, comparisons are made between numerous combinations of temperature
series in a region to identify cases in which there is an abrupt shift in one station series relative to
many others. The algorithm starts by forming a large number of pairwise difference series
between serial monthly temperature values from a region. Each difference series is then
statistically evaluated for abrupt shifts, and the station series responsible for a particular break is
identified in an automated and reproducible way. After all of the shifts that are detectable by the
algorithm are attributed to the appropriate station within the network, an adjustment is made for
each target shift. Adjustments are determined by estimating the magnitude of change in pairwise
difference series form between the target series and highly correlated neighboring series that
have no apparent shifts at the same time as the target [19]. Readers can refer to [21] for detailed
discussion on the adjustments.
Monthly mean temperatures are calculated as an average of daily observations or from
daily averages of observations collected at various times throughout the day. For some stations
and some periods, especially before 1950, only mean daily temperature data are available.
Additionally, for much older observations, the monthly mean originates from paper records in
the archives of the National Meteorological and Hydrological Services. Due to the unreliability
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of these observations, the period of 1950 to Present was chosen as the analysis period.
Despite the increasing maximum and minimum temperatures over land since 1950, there
exists substantial interannual to decadal variability in the rate of warming. Some periods exhibit
weaker trends, such as from 2000 to 2015 when the average rate of increase was lesser than the
whole of 1950 – 2016 (Figure 16). Other shorter periods exhibit uncertainty and are sensitive to
the start and end years of the analysis period.
Temperature models are mathematical representations of complex cycles affecting the
Earth’s global temperature. Models can range from simple idealized yearly linear trends to
monthly models of intermediate seasonal variability. Linear trends give an approximate
estimation as to how climate conditions are changing over extended periods of time but do not
allow for the seasonal fluctuations present in climatological data. Any reasonable temperature
model must agree with and reproduce the past-observed global-scale surface temperature
patterns and seasonal variability.

Annual Average Temperature ( C)

20
19
18
17
16
15
14

Combined Land and Ocean Historic Annual Average Temperature ( C)
(1950 - 2016)
Highest Temperatures
Top 5 Months
Temp (°C) Month
Year
22.787
July
2006
22.785
July
2012
22.681
July
2002
22.571
July
2010
22.446
July
2005

Lowest Temperatures
Top 5 Months
Temp (°C) Month
Year
2.053
January
1977
2.124
January
1982
2.440
January
1963
2.575
January
1985
2.716
January
1979

= 0.02
= 0. 0
= 0. 0

−

. 01

1991:
14.4 C

1953:
13.2 C

13
12
1989:
12.4 C

11
10
90

Year
Source: NOAA, Global History Climatology Network - Monthly dataset
https://www.ncdc.noaa.gov/ghcnm/v3.php
Accessed March 8, 2017

Craig F Davis
April 25, 2017

Figure 16. Combined Land and Ocean Annual Average Temperature, 1950 - 2016 (GHCN
dataset).
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3.1.3 Summary of Current Polar Ice Extent Models
According to the IPCC Synthesis Report on the cryosphere, Greenland and Arctic ice
sheets have been losing mass over the past two decades at a rate unprecedented in human history
[16]. The report also states that there are strong regional differences in Antarctic sea ice trends,
with a likely increase in total extent. The Greenland ice sheet has increased its ice mass loss over
the period of 1992 to 2011.
Particularly in the Arctic, the annual mean sea ice extent has decreased over the period of
1979 (when satellite observations commenced) to 2012. The most rapid decrease in decadal
mean extent has occurred in summer, where the summer sea ice minimum has shrunk by 9.413.6% per decade. However, in the Antarctic, sea ice extent has increased in the range of 1.21.8% per decade from 1979-2012, however with strong regional differences in Antarctica, with
some areas increasing and other decreasing.
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Figure 17. Greatest, least, and current southern hemisphere sea ice extent (million sq km).
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As seen in Figure 17, the highest sea ice extent for the southern hemisphere occurred in
2014, with the lowest being in 1993. Additionally, in Figure 18, the sea ice extent for October
2017 roughly aligns with that of the median ice edge from 1981 – 2010. The northern sea ice
extent datasets were downloaded [22] and analyzed in this research.
The cryosphere integrates climate variations over a wide range of time scales, making it
a natural sensor of climate variability and providing scientists with a visible expression of
changes in atmosphere. In the past, the cryosphere has undergone large variations on many time
scales associated with ice ages and with shorter-term variations, such as the Younger Dryas or
the Little Ice Age [23]. Recent decreases in ice mass are reportedly correlated with rising surface
air temperature anomalies, which is especially true for the region north of 65°N, where
temperatures have increased by about twice the global average anomaly from 1965 to 2005. This
trend is evident in Figure 19, which shows the declining ice extent of the Arctic ice sheet over
the period of 1979 to 2017 when compared to the mean ice extent of 1981 to 2010.
In the Antarctic, where the general trend of sea ice extent has remained relatively
unchanged, evidence suggests that during the satellite period (1978 to present), no ubiquitous
trend in Antarctic sea ice duration has been found, but strong regional trends have been present
[24]. Sea ice duration in the Ross Sea has increased, while in the Bellingshausen and Amundsen
Seas, it has decreased. This pattern strong reflects trends in atmospheric temperature at nearby
climate stations.
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Figure 18. Antarctic Sea Ice Extent (million sq km), October 2017. Map credit to NSIDC [22].
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Figure 19. Arctic sea ice extent in 1980 (7.86 million sq km) and 2015 (4.68
million sq km). Map created by author.
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Good agreement between Arctic sea-ice trends and those simulated by control and
transient integrations from the Geophysical Fluid Dynamics Laboratory (GFDL) and the Hadley
Centre. Although the Hadley Centre climate model underestimates sea-ice extent and thickness,
the trends of the two models are similar. Both models predict continued decreases in sea-ice
thickness and extent, so that by 2050, sea-ice extent is reduced to about 80% of area it covered at
the mid-20th century. As seen in Figure 20, the change in sea ice extent over the satellite
observation period has continued to decline, with the largest negative anomaly of -43% of period
mean sea ice extent occurring in 2012. These reported findings are based on selectively plotted
data for the month of September. It does not give overall status of monthly variations, which is
analyzed in this research.

Northern Hemisphere Sea Ice Extent Anomalies
(Annually, September: 1980-2015)
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Source: Fetterer, F., K. Knowles, W. Meier, M. Savoie, and A. K. Windnagel.
Sea Ice Index, Version 2, 2016. Sea Ice Index Monthly. Boulder, Colorado USA.
NSIDC: National Snow and Ice Data Center. doi: http://dx.doi.org/10.7265/N5736NV7.
Date Accessed: September 11, 2017
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Figure 20. Anomalies in northern hemisphere sea ice extent compared to the mean extent from
1981-2010.
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3.1.4 Overview of National Snow and Ice Data Center and Dataset
The National Snow and Ice Data Center (NSIDC) supports research into snow, ice,
glaciers, frozen ground, and climate interactions that make up the Earth’s cryosphere. NSIDC
manages and distributes scientific data, develops tools for data access, supports users of NSIDC
data, performs scientific research, and educates the public about the importance of the
cryosphere.
NSIDC began in 1976 as the World Data Center for Glaciology (WDC), an analog
archive and information center. The United States Geological Service (USGS) transferred
responsibility for the WDC to the National Oceanic and Atmospheric Association (NOAA) Data
and Information Service, and the center moved to the University of Colorado in Boulder. In
1982, NOAA created the National Snow and Ice Data Center (NSIDC) as a means to expand the
WDC holdings and as a place to archive data from some NOAA programs. In the 1980s and
1990s, support to NSIDC widened with NASA funding for the National Snow and Ice Data
Center Distributed Active Archive Center (DAAC) and National Science Foundation (NSF)
funding to manage selected Arctic and Antarctic data and metadata. It has since evolved to
manage cryosphere-related data, ranging from historical cataloging of ice data to remote sensing
data from NASA’s Earth Observing System satellite program.
NSIDC monitors changes in Arctic and Antarctic sea ice in near real-time using the
monthly sea ice index. Sea Ice Index images depict ice cover and trends in ice cover in the Arctic
and Antarctic oceans. Sea Ice Index data files tabulate ice extent in numbers. The images and
data are produced in a consistent way that makes the Index time-series appropriate for use when
looking at long-term trends in sea ice cover.
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The Sea Ice Index is a source for consistent, up-to-date sea ice extent and concentration
images in PNG format and data values in ASCII text files from November 1978 to the present.
Data parameters include sea ice extent, sea ice growth/melt, and sea ice concentration. The
spatial coverage has a resolution of 25 km x 25 km and includes the polar coordinate range of N:
-39.23, S: -90, E: 180, W: -180 and N: 90, S: 30.98, E: 180, W: -180. Formats for mapping
software include PNG, ESRI Shapefile, and GeoTIFF.
This data set is generated from brightness temperature data derived from the following
sensors: the Nimbus-7 Scanning Multichannel Microwave Radiometer (SMMR), the Defense
Meteorological Satellite Program (DMSP) -F8, -F11 and -F13 Special Sensor
Microwave/Imagers (SSM/Is), and the DMSP-F17 Special Sensor Microwave Imager/Sounder
(SSMIS). The data are provided in the polar stereographic projection at a grid cell size of 25 x 25
km [25]. Sea Ice Index images also depict trends and anomalies in ice cover calculated using a
30-year reference period of 1981 through 2010.

According to NSIDC, the Sea Ice Index contains concentration data that has potential
applications that include:
•

Monitoring the distribution, extent, and area of the Arctic and Antarctic sea ice cover

•

Identifying and monitoring large, persistent open water areas surrounded by sea ice (polynyas)

•

Analyses of regional and global trends in sea ice cover

•

Validation of sea ice models and climate models

•

Analysis of sea ice/ocean and sea ice/atmosphere interactions
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For the analysis in this chapter, sea ice extent (SIE) values in millions of square
kilometers of coverage are used. SIE shows the extent of ocean covered by ice at any
concentration greater than 15 percent for a given day based on data from 1981 to 2010. These
files provide the Arctic- or Antarctic-wide sea ice extent for each day for the entire period of
record of 1979 to the day it is accessed. The data files are available in ASCII text format (.csv).

3.2 ARIMA modeling for Global Temperature and Polar Sea Ice Extent
3.2.1 Background on ARIMA Techniques
Global temperature anomaly datasets were used for the IPCC models for prediction of
global temperature. Northern and southern hemisphere sea ice extent anomalies were also used to
calculate and predict future sea ice extent. Concern must be taken to calculate global temperature
or ice values that incorporate the incredible amount of seasonal variation that occurs annually.
This section strives to arrive at a predictive model incorporating seasonal and multi-year cycles
that may not be evident in a time-series mean value or anomaly graph.
Global historical monthly average surface temperature data were obtained from January
1950 to December 2016 using the Global Historical Climatology Network Monthly (GHCN-M)
dataset [26]. Figure 21 shows a plot of the historic monthly average surface temperature data.
There are 804 data points representing the global average surface temperature values for 804
months across the GHCN-M network of 7,280 climate observation stations. The mean
temperature for the period is 12.97 °C.
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Figure 21. Historic global monthly average surface temperature (°C) from 1950 through 2015.

The standard deviation and coefficient of variation of the averaged data are 6.11 °C and
47%, respectively. The graph above shows that the data is spread widely about the mean value,
with most data points being within the 5°C to 20°C temperature range. However, each data
point’s value and deviation from the mean is constantly changing. Thus, the correlation
coefficient (R) is only found to be 0.0781, which indicates a very poor correlation between
average global surface temperatures (°C) and the time period of month from 1950 to 2016.
Creating any meaningful temperature prediction based on historical data requires a high
correlational value.
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As shown by Nguyen [27], in the population of monthly average temperature (°C), there
is no statistically significant difference with respect to the factor of temperature periods. This
demonstrates that the difference among the mean of the monthly average temperature (°C) from
1950 to 1970, 1970 to 1990, and 1991 to 2016 is not statistically significant. This indicates that
the changes in monthly average temperature (°C) are best modeled using advanced ARIMA
modeling techniques.
An autoregressive integrated moving average (ARIMA) model is a time series data model
used to better understand or predict future points in the series, also known as forecasting.
ARIMA models are applied in cases were the data show evidence of non-stationarity, in which
parameters such as mean and variance are changing over time. In general, stationary data should
be without trend, have constant variance over time, a constant autocorrelation structure over
time, and no periodic fluctuations (seasonality) [28].
The autoregressive (AR) model consists of the terms of Equation [8]:

𝑋𝑡 = 𝛿

𝜙1 𝑋𝑡−1

𝜙 𝑋𝑡−

⋯

𝜙𝑝 𝑋𝑡−1

𝐴𝑡

[8]

where 𝑋𝑡 is the time series, 𝐴𝑡 is the white noise (error terms), and Equation [9]:

𝑝

𝛿 = (1 − ∑ 𝜙𝑖 ) 𝜇,
𝑖=1

with 𝜇 denoting the process mean. The AR component, 𝜙𝑖 , of the ARIMA model indicates that
the evolving variable of interest (in this case, temperature or sea ice) is regressed on its own
lagged (prior) values.
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[9]

Another term for modeling seasonal time series is the moving average (MA) model of
Equation [10]:
𝑋𝑡 = 𝜇

𝐴𝑡 − 𝜃1 𝐴𝑡−1 − 𝜃 𝐴𝑡− − ⋯ − 𝜃𝑞 𝐴𝑡−𝑞

[10]

where 𝑋𝑡 is the time series, 𝜇 is the mean of the series, 𝐴𝑡−𝑖 are white noise terms, and 𝜃1 , … , 𝜃𝑞
are the MA parameters of the model. Equation [10] indicates that the regression error is actually
a linear combination of error terms whose values occurred contemporaneously and at various
times in the past.
Finally, the I (for “integrated”) indicates that the data values have been replaced with the
difference between their values and the previous values. The purpose of these three features (AR,
I, and MA) is to allow the model to fit the data as closely as possible, allowing for prediction of
future values.
Traditionally, ARIMA models are denoted ARIMA(p,d,q), where the parameters p, d,
and q are non-negative integers. The term p is the order (number of time lags) of the
autoregressive model, d is the degree of differencing (the number of times the data have had past
values subtracted), and q is the order of the moving-average model. Additionally, seasonal
ARIMA models contain additional terms for data also varying according to seasonal trends. It is
written as ARIMA(p,d,q)(P,D,Q)m, where m refers to the number of periods in each season, and
the uppercase P,D,Q refer to the autoregressive, differencing, and moving average terms for the
seasonal part of the ARIMA model.
Time series data showing high autocorrelation violates the primary aspiration in
traditional regressional trendline modeling. For these time series data, ARIMA modeling is
chosen as the most accurate methodology to forecast future events involving cyclical, variable
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datasets with seasonal terms. Polar ice extent exhibits many of the same data characteristics as
global mean temperature and will also be used to model, verify, and forecast ice extents for
future periods.

3.2.2 ARIMA Modeling and Prediction of Antarctic and Arctic Sea Ice Extent
As mentioned with global average temperature, the polar ice extent is highly cyclical. In
the southern hemisphere, Figure 22 shows its range from a seasonal high of nearly 20 million
square kilometers to a summer low of 2.5 million square kilometers.
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Monthly Sea Ice Extent (million km2 )

Number of Data Points (n): 456
Maximum Ice Extent: 19.754 million
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Figure 22. Southern Hemisphere sea ice extent (million sq km), showing its cyclical nature.
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To assess the appropriate form of the ARIMA equation, in particular the AR term, a
serial correlation analysis was conducted between month number and other associated
components such as monthly average sea ice extent (SIE) (million sq km), lag 1 monthly sea ice
extent (SIE), one differencing, and moving average of monthly sea ice extent.

Table 21. Correlation of monthly average sea ice extent for the Southern Hemisphere by month
with different AR terms.
R1

R2a

R2b

R2c

R2d

Month # vs
Monthly SIE
Correlation

y1, lag 1 (y2)
Serial
Correlation

y1, lag 6 (y2)
Serial
Correlation

y1, lag 12 (y2)
Serial
Correlation

y1, lag 24 (y2)
Serial
Correlation

0.0662

0.8515

0.8087

0.8464

0.8453

Table 21 shows the results of the serial correlation analysis of monthly SIE, month, and
different lag terms of monthly SIE. R1 shows that the serial correlation between month number
and monthly SIE is poor, with a value of only 0.0662. Therefore, monthly linear trend or linear
regression analysis will not be appropriate for modeling this time series and forecasting. When
monthly SIE and lag 1 monthly SIE are correlated (AR=1), the result is 0.8515, which is much
better. This shows that ARIMA modelling is most likely the most appropriate method for
forecasting. To explore further, more AR terms were analyzed: monthly SIE correlated against
lag 6, lag 12, and lag 24 SIE. The serial correlations were found to be 0.8087, 0.8464, and
0.8453, respectively. The AR terms of lag 1, lag 6, lag 12 will be used in formulating the
ARIMA model. Next, the differencing operator and MA terms are explored.
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Table 22. Exploration of I and MA terms using one differencing and moving average periods for
Southern Hemisphere sea ice extent.
R3

R4a

R4b

R4c

R4d

Month # vs One
Differencing
Correlation

Month # vs 6
month moving
average SIE
Correlation

Month # vs 12
month moving
average SIE
Correlation

Month # vs 24
month moving
average SIE
Correlation

Month # vs 60
month moving
average SIE
Correlation

0.0092

0.0781

0.7090

0.7694

0.9204

A correlation was made between month number and one differencing of sea ice extent
values and moving average periods of sea ice extent values, as seen in Table 22. The one
differencing shows the removal of linear trend and makes the data stationary. It showed poor
correlation at 0.0092. This suggests that one differencing can’t be used for the ARIMA
modeling.
The MA terms of 6, 12, 24, and 60-month time periods were correlated to show cyclical
and seasonal relationships. The correlation value of 0.0781 was obtained for a 6-month moving
average term. This poor correlation suggests that SIE values do not correlate over a 6-month
period. The higher periods of 12, 24 and 60-months received better correlation values of 0.7090,
0.7694, and 0.9204, respectively. This increasing correlation with increasing time period
suggests that SIE is highly correlated over longer periods of time. The MA terms of 12, 24, and
60 will be tried for the ARIMA model.
Based on the correlation analyses shown in Table 21 and Table 22, five ARIMA models
were analyzed using measured time series from 1979 through 2015 (Table 23). The most
accurate model was then used to predict 2016 southern hemisphere sea ice extent values, which
were compared for accuracy against known sea ice extent measurements for 2016. If its accuracy
was acceptable, the ARIMA model was used to forecast into future years.
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The five models were ARIMA (1,1,12), ARIMA (1,1,60), ARIMA (12,1,12), seasonal
ARIMA (12,1,12) (0,0,24), and ARIMA (12,1,24). The ARIMA model equations were
implemented using Statistical Package for Social Sciences (SPSS) statistical analysis software
[29] for measured data of southern hemisphere monthly average sea ice extent from January
1979 through December 2015. Once the ARIMA models had created values for that time period,
descriptive statistics such as mean (million square kilometers), standard deviation (SD, million
square kilometers), coefficient of variation (COV, %), and average percent difference (%) were
calculated to compare the models.
The Mean Absolute Relative Error (MARE) and the Room Mean Square Error (RMSE)
were calculated to compare the model equations. MARE is a statistical accuracy parameter that
is used to filter out the most optimal models. The closer the MARE value is to zero, the better the
performance of the model [30]. MARE is calculated using Equation [11].

𝑁

MA E = [∑ |(
𝑖=1

𝑦̂𝑖 − 𝑦𝑖
)|⁄𝑁] × 100
𝑦𝑖

[11]

RMSE is used to measure the difference between values predicted by the ARIMA model
and values already measured. RMSE is an indicator of model accuracy and a value as close to
zero is desirable [31]. RMSE is calculated using Equation [12].

𝑁

MSE = √∑(𝑦𝑖 − 𝑦̂𝑖 ) ⁄𝑁
𝑖=1
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[12]

Where;
𝑦𝑖 = the NSIDC observed ice e tent values
𝑦̂𝑖 = the A IMA predicted ice e tent values
𝑁 = total number of data sets
Percent difference is used to give a cursory measure of accuracy for the ARIMA model
predicted sea ice extent values for 2016 and the NSIDC measured sea ice extent values for 2016.
Given two measurements, M1 and M , it is calculated using Equation [13].

Difference =

|M1 − M |
× 100
1
(M1 M )
2

[13]

Table 23. Measured and ARIMA modeled monthly average sea ice extent (million km2) for the
southern hemisphere, 1979 – 2015.

Statistical
Descriptive
Summary
n
Mean
(million km2)
SD
(million km2)
COV (%)
Average %
Difference
MARE (%)
RMSE
(million km2)

R = 0.983

R = 0.977

R = 0.996

R = 0.997

443

R = 0.996
ARIMA
(12,1,12)
(0,0,24)
Model 4
443

Measured
Value

ARIMA
(1,1,12)
Model 1

ARIMA
(1,1,60)
Model 2

ARIMA
(12,1,12)
Model 3

443

443

443

11.65

11.67

11.68

11.68

11.65

11.68

5.57

5.71

5.76

5.56

5.50

5.55

48.83%

48.96%

49.35%

47.57%

47.22%

47.51%

0.05%

0.03%

0.004%

0.23%

0.08%

10.60%

13.68%

4.46%

4.61%

4.23%

1.05

1.24

0.48

0.51

0.46

ARIMA
(12,1,24)
Model 5
443

Table 23 shows the comparison of results from the southern hemisphere sea ice extent
ARIMA model equations. The correlation R value of measured sea ice extent and ARIMA model
predicted sea ice extent is 0.983 for the ARIMA (1,1,12) model equation, 0.977 for the ARIMA
(1,1,60) model equation, 0.977 for the ARIMA (12,1,12) model equation, 0.996 for the seasonal
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ARIMA (12,1,12) (0,0,24) model equation, and 0.997 for the ARIMA (12,1,24) model equation.
These high R values indicate excellent agreement between the measured southern hemisphere
sea ice extent values and those predicted from the ARIMA model equations. The predicted mean
and standard deviation (SD) of all ARIMA sea ice extent model equations are close to the
measured mean and standard deviation SIE levels from 1979 through 2015, so its addition does
not contribute much to the choice of accuracy. The MARE values of ARIMA models containing
autoregressive (AR) terms of 12 are 4.46%, 4.61%, and 4.23%, which is lower than the ARIMA
models containing AR term of 1 with MARE values of 10.60% and 13.68% and RMSE values of
1.05 and 1.24. Thus, the ARIMA models with AR terms of 12 yield better results. The average
sea ice extent percent difference between measured and ARIMA predicted values is much too
miniscule (≪ 1) to result in a choice of model equation.

Figure 23. Measured and predicted southern hemisphere monthly sea ice extent from the
ARIMA (12,1,24) model equation from 1979 through 2015.
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Figure 24. Residual Autocorrelation Function (ACF) and Partial Autocorrelation
Function (PACF) from models ARIMA (12,1,12), ARIMA (12,1,12)(0,0,24),
and ARIMA (12,1,24).

Figure 23 shows a plot of the southern hemisphere measured and predicted monthly
average sea ice extent from the ARIMA (12,1,24) model equation from 1979 through 2015. It
also includes the statistical descriptive summary of both measured and predicted data.
65

Figure 24 shows the plot of autocorrelation function (ACF) and partial autocorrelation
(PACF) for the better models ARIMA (12,1,12), ARIMA (12,1,12) (0,0,24), and ARIMA
(12,1,24). The ACF plot is a bar chart of the coefficients of correlation between a time series and
lags of itself (also called residuals). The PACF plot is a plot of the partial correlation coefficients
between the series and the lags of itself. The PACF plot shows the amount of correlation that
exists between a variable and a lag of itself that is not explained by correlations at all lower-order
lags. ACF and PACF plots are used to discover seasonality. The null hypothesis for the ACF is
that the time series observations are not correlated to one another, i.e. that any pattern in the data
is from random shocks only.
The rule of thumb for ACF is if there are plotted residuals that are greater than 2 standard
errors away from the zero mean, they indicate statistically significant autocorrelation. For the
ARIMA (12,1,12) model, there are 2 residual values, at lag 12 and lag 24, that lay more than 2
standard errors away – that is, the approximate 95% confidence limits – from the zero mean.
This was interpreted as a 12-month and 24-month seasonal pattern. From the ACF and PACF
plots, the ARIMA (12,1,12)(0,0,24) and ARIMA (12,1,24) models appear to have the most
appropriate terms included due to their seasonality.
To evaluate the accuracy of the three ARIMA model equations, the accuracy of the
predictions for the 2016 southern hemisphere average sea ice extent values was used to validate
the ARIMA model equations. Predicted values of southern hemisphere monthly sea ice extent
(million km2) in 2016 of the three ARIMA model equations were reported from the SPSS results
of the model equation.
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Table 24 shows the results of the comparison of the verification results of the ARIMA
model equations. The average percent difference of the seasonal ARIMA (12,1,12)(0,0,24)
model equation is 10.51%, which is higher than the other two model equations. Its MARE is also
higher than the other model equations. The conclusion is made that the seasonal ARIMA
(12,1,12)(0,0,24) model does not perform as well as the remaining two models. The remaining
two models, ARIMA (12,1,12) and ARIMA (12,1,24) possessed nearly identical descriptive
statistics at this point.

Table 24. Southern Hemisphere, verification of ARIMA model equations using measured
monthly sea ice extent values for 2016.
Statistical
Descriptive
Summary
n
Mean
(million km2)
SD
(million km2)
COV (%)
Average %
Difference
MARE (%)
RMSE
(million km2)

Measured

ARIMA (12,1,12)

ARIMA
(12,1,12) (0,0,24)

ARIMA (12,1,24)

12

12

12

12

11.18

12.08

12.42

12.07

5.71

5.55

5.52

5.58

51.08%

45.97%

44.44%

46.20%

7.72%

10.51%

7.65%

11.53%

16.53%

11.35%

1.12

1.39

1.08

Ultimately, the best model appears to be the ARIMA (12,1,24) model equation because it
possesses the highest R correlation value with 1979 – 2015 data, has the lowest combination of
MARE and RMSE, and has less than 0.1% difference between for measured mean (Table 23).
This model has the best residual ACF and PACF plots with respect to error terms. This ARIMA
(12,1,24) accurately predicts 2016 sea ice extent values compared to measured values (Table 24).
Thus, the choice for forecasting future southern hemisphere sea ice extent is the ARIMA
(12,1,24) model.
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Table 25 shows the calculation of the mean, SD, COV, average % difference, MARE,
and RMSE of the measured and predicted monthly average southern hemisphere sea ice extent
for each month of 2016 using the ARIMA (12,1,24) model equation.
Figure 25 shows a plot of the verification of seasonal ARIMA (12,1,24) model equation
in 2016. The solid red line of the predicted data from the verification of the ARIMA (12,1,24)
model equation closely fits with the black-dashed line of the measured data for 2016 southern
hemisphere sea ice extent, indicating that the ARIMA (12,1,24) model equation represents an
accurate prediction of southern hemisphere sea ice extent.

Table 25. Verification of ARIMA (12,1,24) model equation using southern hemisphere
measured sea ice extent data from 2016.
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Measured and Predicted Southern Hemisphere Monthly Sea Ice Extent (million sq km)
ARIMA (12,1,24) Model Equation Predictions - 2016

Monthly Sea Ice Extent (million sq km)

30

25

20

2016

n:
Mean:
SD:
Avg. % Diff.:
COV:
MARE (%):
RMSE (M sq km):

Measured
12
11.179
5.710
51.08%

Measured Value
in 2016

ARIMA
(12,1,24)
12
12.068
5.575
7.65%
46.20%
11.35%
1.08

ARIMA (12,1,24)
Model Equation
Predictions for 2016

15

10

5

0

Month, Year

Figure 25. Verification of ARIMA (12,1,24) predicted values vs. actual 2016 sea ice extent
values.

Figure 26 shows the measured and predicted southern hemisphere monthly average sea
ice extent from January 1979 through December 2015, and predicted southern hemisphere sea
ice extent from January 2016 through December 2050. The average southern hemisphere sea ice
extent for 2050 is 12.87 million square kilometers. The mean of predicted monthly average
69

southern hemisphere sea ice extent from 2017 to 2050 is 12.49 million square kilometers. As
shown in Table 25, the mean of measured monthly average southern hemisphere sea ice extent in
2016 is 11.80 million square kilometers. Thus, the model indicates that the monthly average
southern hemisphere sea ice extent will increase by 1.69 million square kilometers, or by
14.04%. This model agrees somewhat with the IPCC assessment that the annual mean Antarctic
sea ice extent will increase in the range of 1.2-1.8% per decade (0.13-0.20 million km2) [16],
though it predicts about double the percent increase per decade.

Figure 26. Measured and predicted southern hemisphere monthly average sea ice extent
from the ARIMA (12,1,24) model equation.
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As a test of the ARIMA (12,1,24) model created to forecast average southern hemisphere
sea ice extent, the model was used to forecast average northern hemisphere sea ice extent. Table
26 shows the ARIMA (12,1,24) model equation results when compared to 1979 to 2015
measured values.

Table 26. ARIMA (12,1,24) model prediction values for northern hemisphere sea ice extent from
1979 to 2015.
Statistical
Descriptive
Summary
n
Mean
(million km2)
SD
(million km2)
COV (%)
Average %
Difference
MARE (%)
RMSE
(million km2)

443

R = 0.996
ARIMA
(12,1,24)
Model
443

11.558

11.556

3.196

3.178

27.65%

27.51%

Measured
Value

0.02%
2.12%
0.27

The high R correlation value in the ARIMA (12,1,24) model indicates very good
correlation between the observed 1979 to 2015 northern hemisphere sea ice extent measurements
and the model sea ice extent predictions. The MARE percent is very close to zero at 2.12%, the
RMSE is only 0.27 million km2, and the percent difference between the measured northern
hemisphere sea ice extent and the ARIMA (12,1,24) predicted sea ice extent is only 0.02%,
providing highly accurate results.
Figure 27 shows the plot of the measured and predicted monthly northern hemisphere sea
ice extent values. The extreme linearity of the data points visually shows the predictive accuracy
of the ARIMA (12,1,24) model. Descriptive statistics are summarized on the plot.
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Figure 27. Measured and predicted monthly northern hemisphere sea ice extent, 1979 to 2015.

Table 27 shows the calculation of the mean, SD, COV, average percent difference,
MARE, and RMSE of the measured and predicted northern hemisphere monthly sea ice extent
values for 2016 using the ARIMA (12,1,24) model.
Figure 28 shows a plot of the verification of the ARIMA (12,1,24) model equation in
2016. The solid red line of the predicted data from the verification of the ARIMA (12,1,24)
model equation matches very closely with the black-dashed line of the measured data for 2016
northern hemisphere sea ice extent, indicating that the ARIMA (12,1,24) model equation
represents an accurate prediction of northern hemisphere sea ice extent.
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Table 27. Verification of ARIMA (12,1,24) model equation using measured northern
hemisphere monthly average sea ice extent data for 2016.

Using the ARIMA (12,1,24) model predictions, the mean northern hemisphere sea ice
extent for 2050 is predicted to be 8.89 million square kilometers. The mean of predicted monthly
average northern hemisphere sea ice extent from 2017 to 2050 is 9.71 million square kilometers.
As shown in Table 27, the mean of measured monthly average northern hemisphere sea ice
extent in 2016 is 10.18 million square kilometers. Thus, the model indicates that the monthly
average northern hemisphere sea ice extent will decrease by 1.28 million square kilometers, or
by 13.46%. This agrees well with the IPCC assessment that the annual mean Arctic sea ice extent
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will decrease in the range of 9.4-13.6% per decade (0.73-1.07 million km2).
Measured and Predicted Northern Hemisphere Monthly Sea Ice Extent (million sq km)
ARIMA (12,1,24) Model Equation Predictions - 2016

Monthly Sea Ice Extent (million sq km)

30

25

20

2016

n:
Mean:
SD:
Avg. % Diff.:
COV:
MARE (%):
RMSE (M sq km):

Measured
12
10.177
3.583
35.20%

Measured Value
in 2016

ARIMA
(12,1,24)
12
10.569
3.448
3.78%
32.62%
4.98%
0.51

ARIMA (12,1,24)
Model Equation
Predictions for 2016

15

10

5
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Figure 28. Plot of verification of ARIMA (12,1,24) model equation using 2016 northern
hemisphere average sea ice extent data and predictions through 2050.
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3.2.3 ARIMA Modeling and Prediction of Global Average Surface Temperature
As reported by NOAA [32], every year seems to create a new climate record, and 2017 is
no different. October of 2017 was, again, warmer than average, with large positive anomalies
observed across north-central Russia, Alaska, northwestern Canada, and the northeastern
contiguous U.S., where temperature departures from average were +3.0°C or higher. For the
combined global average land and ocean temperature, October 2017 was 0.73°C above the 20th
century average of 14.0°C, tying the value set in 2003 as the fourth-highest October temperature
on record since records began in 1880 [Figure 29], behind 2015 (+1.0°C), 2014 (+0.79°C), and
2016 (+0.74°C) [32].

Figure 29. Global combined surface and ocean mean temperature anomaly since 1880 [32].

The same process of ARIMA equation modeling of southern and northern hemisphere sea
ice extent was carried out for global average surface temperature. Previous research into ARIMA
modeling of global average surface temperature was carried out by Nguyen [27] using a 60month multi-seasonal modeling equation, given as ARIMA (0,0,12) (0,0,60). The results, shown
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in Table 28, have good agreement between measured and predicted global mean temperature
values for 2016, with a similar COV, an average percent difference of 2.25%, MARE = 10.33%,
and RMSE = 1.05°C.

Table 28. Results of Nguyen global average temperature analysis using ARIMA
(0,0,12)(0,0,60) modeling equation.

Dampening was, however, noted in the model of Nguyen long-term predictions, resulting
in the range of global average temperature values being restricted as prediction time increased.
The long-term graph of projected temperatures through 2050 in shown in Figure 30.
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Measured and Predicted Monthly Average Temperature ( C), 1950 - 2050
30
Years: 1950 - 2016

Measured, 1950 - 2016

Measured ARIMA (0,0,12) (0,0,60)
n:
804
804
Mean : 12.97 C 12.97 C
SD : 6.11 C
6.0 C
COV : 47.1%
46.4%

ARIMA (0,0,12) (0,0,60) Predictions, 1950 - 2016

Monthly Average Temperature ( C)
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ARIMA (0,0,12) (0,0,60) Prediction for future months
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COV : 28.6%
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Figure 30. Results of Nguyen global average temperature predicted values through 2050 using
ARIMA (0,0,12) (0,0,60) modeling equation.

Given the previous success of the ARIMA (12,1,24) modeling equation for sea ice extent
time series data, and the similar seasonal and cyclic variation of global mean temperature time
series, this section describes the implementation of this model to improve long-term predictions
of global average temperature.
Correlation analysis was conducted between month and various levels of lag correlation,
including lag 1, lag 6, lag 12, and lag 24. The results are shown in Table 29. Immediately it is
noticed that the correlation values follow a similar trend as they did in Table 21 for monthly
average sea ice extent in the southern hemisphere. This suggests that a similar model might be as
useful for global average temperature. As before with sea ice extent ARIMA analysis, various
moving average (MA) correlation terms were also calculated. The results are shown in Table 30.
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Table 29. Correlation of monthly global average surface temperature by month with different AR
terms.
R1

R2a

R2b

R2c

R2d

Month # vs
Monthly Temp
Correlation

y1, lag 1 (y2)
Serial
Correlation

y1, lag 6 (y2)
Serial
Correlation

y1, lag 12 (y2)
Serial
Correlation

y1, lag 24 (y2)
Serial
Correlation

0.0761

0.8613

0.8375

0.8598

0.8585

Table 30. Exploration of I and MA terms using one differencing and moving average periods for
global average surface temperature.
R3

R4a

R4b

R4c

R4d

Month # vs One
Differencing
Correlation

Month # vs 6
month moving
average SIE
Correlation

Month # vs 12
month moving
average SIE
Correlation

Month # vs 24
month moving
average SIE
Correlation

Month # vs 60
month moving
average SIE
Correlation

0.0111

0.1098

0.6906

0.7097

0.7410

Two ARIMA equation models are chosen to predict global average temperature values:
ARIMA (12,1,24) and ARIMA (12,0,24). The results of the comparison of the measured and
predicted monthly average temperature values (°C) between 1950 and 2015 are shown in Table
31.
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Table 31. Measured and predicted monthly average global surface temperature (°C), 1950 2015
Statistical
Descriptive
Summary
n
Mean (°C)
SD (°C)
COV (%)
Average %
Difference
MARE (%)
RMSE (°C)

Measured
Value
792
12.971
6.103
47.05%

R = 0.9958
ARIMA
(12,1,24)
Model
792
12.958
6.100
47.08%

R = 0.9961
ARIMA
(12,0,24)
Model
792
12.955
6.085
46.97

0.10%

0.12%

5.50%
0.56

5.28%
0.54

Very little difference is noticed between the two models. The mean, SD, COV, average
percent difference, MARE, and RMSE are all very similar. The verification of the two ARIMA
models when comparing predictions to measured 2016 values yield better prediction for ARIMA
(12,0,24) due to lower average percent difference, as seen in Table 32.

Table 32. Verification of ARIMA model equations using measured monthly global average
surface temperatures in 2016.
Statistical
Descriptive
Summary
n
Mean (°C)
SD (°C)
COV (%)
Average %
Difference
MARE (%)
RMSE (°C)

Measured
Value
12
14.038
6.392
45.53%

ARIMA
(12,1,24)
Model Equation
12
14.166
6.362
44.91%

ARIMA
(12,0,24)
Model Equation
12
14.058
6.364
45.27%

0.91%

0.14%

6.60%
0.65

6.41%
0.67

Figure 31 shows a plot of the measured and predicted monthly average global surface
temperatures for 2016.
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Measured and Predicted Global Monthly Average Surface Temperature ( C)
ARIMA (12,1,24) Model Equation Predictions - 2016
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Measured and Predicted Global Monthly Average Temperature ( C)
ARIMA (12,0,24) Model Equation Predictions - 2016
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Figure 31. Measured and predicted
monthly average global
temperature (C) in 2016 for ARIMA (12,1,24) and ARIMA
(12,0,24).

Figure 32 shows the variation in prediction of global average surface temperatures through 2050
for each ARIMA model.
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Figure 32. Comparison of global average surface temperature predictions
through 2050 for model equations ARIMA (12,1,24) and ARIMA
(12,0,24).
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The ARIMA (12,0,24) model equation predicts declining temperatures through 2050. The
average temperature value from 2017 to 2050 when using this model equation is 13.30 °C, with a
2050 global average surface temperature of 13.02 °C. Given that the average global surface
temperature in 2016 was 14.038 °C, the ARIMA (12,0,24) model predicts a decline in global
surface temperature of 1.02 °C (-7.56%).

3.3 Concluding Remarks
Figure 33 shows the change in temperature since 1950 for the global average surface
temperature, repeating some of the same information as above with a nearly +2.5°C increase in
2016. Based on the results of Table 32 and Figure 31 of the results of the two models, the
ARIMA (12,0,24) model equation is recommended for future predictions, showing a 7.8%
decrease in mean global surface temperature.

Figure 33. Highest, lowest, and current global monthly average surface temperature (°C).
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CHAPTER IV
IMPACTS OF ENERGY POLICIES AND EMISSIONS ON SHIPPING SUPPLY CHAIN

4.1 Review of Energy Sources and Relationships to Anthropogenic CO2 Emissions
4.1.1 Traditional and Contemporary Sources of Energy in the United States
U.S. energy policy has changed a great deal since the introduction of the first massproduction automobile, Ford’s Model T, in 1908. That year, as seen in Figure 34, the United
States produced less than half a million barrels of oil per day, as crude oil production had barely
begun a mere half century prior [33]. At that time, crude oil was mainly refined to produce
kerosene for use in lamps. The arrival of the automobile kicked off a shift in demand for
petroleum products from kerosene for lamps to gasoline for automobiles.
The next milestone came as the country began to emerge from the Great Depression and
the end of the Second World War, as the economy grew and industry expanded. The country was
then producing around 4.6 million barrels per day. This marked a consistent increase since the
declines in the 1930s and would continue until it reached a high in 1970 of 9.6 million barrels
per day, followed by production declines after the OPEC embargo and price increases through
the next few decades. By the end of the 1990s, domestic production was back down to 1950
levels, at around 5.8 million barrels per day. Finally, following the Energy Policy Act of 2005,
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which exempted hydraulic fracking from compliance with the Safe Drinking Water Act, the
Clean Air and the Clean Water Act, oil production exploded, nearing pre-OPEC production
peaks of around 9.4 million barrels per day. It has since declined since its 2015 peak due to lessexpensive imports.

Figure 34. United States crude oil production, 1900 - 2015.

The consumption of energy in the United States has also changed significantly over the
past one hundred years. Looking at Figure 35, in 1908, the country consumer just 15 quadrillion
British thermal units (Btu), of which three-quarters was coal. By the end of the Second World
War, that number had doubled [33]. Though coal was still the main fuel, petroleum had become
a large source of energy consumption.
By the end of the 1990s, U.S. energy consumption reached similar levels to what we see
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today, at around 94 quadrillion Btu. Coal’s share had, by now, fallen to about one quarter of
total consumption, being replaced by nuclear and natural gas. Since that time, the share of
natural gas and renewables used to generate electricity have increased, resulting in an even lower
share of coal generation.
The share of non-hydro renewable consumption is actually lower today (~10%) than it
was in 1908 (~15%), as seen in Figure 35 [33]. This is due primarily to lower energy
consumption as a whole and a large amount of biomass (especially wood) consumption 100
years ago. While the non-hydro renewable share of total energy consumption is lower than in
1908, solar and wind generation continue to increase and make up a large percentage of total
non-hydro renewables.

Figure 35. United States energy sources, 1908 - 2015.

Despite these drastic changes, fossil fuel sources have continued to make up a large
85

percentage of U.S. energy consumption. In 1908, fossil fuels accounted for 85% of total
consumption. By the end of the Second World War, that share had risen to 91%, as petroleum
and natural gas had begun to account for increasing amounts of energy consumption. Fossil fuel
consumption has declined in recent years, however, accounting for 81% of total consumption in
2015.

4.1.2 Electricity Generation Diversification of the Past Decade
The importance of an adequate supply of reliable electricity for the global economy
cannot be overstated. It not only powers our entertainment and comfort in the form of televisions
and air-conditioners; it also provides for an adequate supply of life-saving medications, bulkstorage of temperature-sensitive food for sale at a cheaper cost.

Figure 36. Monthly net electricity generation for all sectors, 2005 - 2015.

Over the previous decades, a change has taken place in the energy environment.
86

Consumers, lawmakers, and most importantly the economic marketplace are demanding that
outdated and polluting power generation facilities be replaced by cleaner, less expensive, and
more environmentally friendly methods of electricity production, as seen in

Figure 36.

In the United States, as of June of 2017, the residential market commanded nearly 38% of
electricity sales, with the commercial and industrial markets not far behind, at 36.8% and 25.4%,
respectively. According to Figure 37, transportation electricity sales amounted to a mere 0.2% of
total sales, staying roughly the same since June of 2013. This number can be expected to grow, if
the electric vehicle market grows.

U.S. Electricity Sales by Market, June 2017

Commercial
36.8%
Industrial
25.4%

Residential
37.6%
Transportation
0.2%

Figure 37. U.S. electricity sales by market, June 2017.

Though the U.S. is a major consumer of electricity, it is not the top. Table 33 shows the
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top five electricity-producing countries (European Union counted as a country due to powersharing agreements) [34]. China tops the list with 6.142 Gigawatt-hours (GWh) of electricity
produced. The U.S. is the second largest electricity producer, at 4.103 GWh, followed by the
entire European Union, with 3.166 GWh. When the average kWh per person is calculated for
2016, this places China’s per capita consumption of 4,453 kWh per person at about a third of that
of the U.S. average consumption of 12,562 kWh per person. Note that the end-use of electricity
varies by country based on the country’s industrial, residential, commercial and other
development structure.

Table 33. Top 5 electricity producing countries, 2016.

1
2
3
4
5

Electricity
Produced
Country
(billion kWh)
China
6,142
United States
4,103
European Union
3,166
India
1,218
Russia
1,064

Population
(2017 est.)
1,379,302,771
326,625,791
743,100,000
1,281,935,911
142,257,519

kWh per
person
4,452.97
12,561.78
4,260.53
950.13
7,479.39

An abundance of natural gas due to technological advances in the drilling industry and
the introduction of increasingly economically competitive renewable energy has created a
transformation in the electricity generation landscape across the United States.
If the sectors shown in

Figure 36 are viewed monthly, the cyclical nature of

energy consumption as the season’s progress can be seen. Each year, the summer peak, during
the months of June and July, can be seen. This is when air conditioning is running the longest,
which is very electricity intensive. Compare with the smaller winter peak, occurring during
January/February, when lights and electric heaters are running.
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Electricity Generation by Source, 2015
Other Gas
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Petroleum Liquids
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Source: U.S. Energy Information Agency (EIA) Electricity Data
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Total US (4,092 MWh)

Figure 38. U.S. electricity generation by fuel type, 2015.

Natural Gas (NG) has been a driving force in cleaner-than-coal electricity generation in
the United States. As seen in

Figure 36, from 2005 – 2015, coal usage in power

generation facilities decreased by 0.5 million kWh, during the same period, natural gas usage
increased by 1.5 million kWh. Despite this drastic shift in energy source, a net gain was realized
in the electricity production sector. It can be difficult to estimate how much of a share of
renewable electricity fuel sources make up the overall generation amount for the last year, 2015.
To better illustrate this, the preceding pie chart, Figure 38, shows percentages and the amounts
(in MWh instead of GWh) of electricity each sector produces.
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During this same time, nuclear energy has not had an increase in capacity. As shown in
Figure 39, in 2005, the electricity generated from nuclear fueled power plants in the United
States was 782 million MWh, and in 2015 that amount only increased to 797 million MWh.

Net Electricity Generated by Nuclear Power in the US, 2005 - 2015
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Figure 39. Nuclear electricity generation, 2005 - 2015.
Though nuclear energy has its risks, the risks posed from the pollutants are in fact
deadlier. A long-term health study found that nuclear power prevented an average of 64
Gigatons of CO2e net GHG emissions globally between 1971-2009 through off-setting power
generation that would have almost certainly been generated by fossil fuels (principally coal)
[35]. Additionally, despite the three major nuclear accidents the world has experienced
(Chernobyl, 3-Mile Island, Fukushima), nuclear power prevented an average of over 1.8 million
net deaths worldwide between the years 1971-2009. This amounts to at least hundreds and more
likely thousands of times more deaths than it caused.
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Mississippi hosts the largest nuclear power generation facility by capacity in the United
States – Grand Gulf Nuclear Generating Station (GGNGS), shown in Figure 40 and Figure 41 –
in Port Gibson on the Mississippi River. The radiation dangers posed by nuclear power in
countries with proper infrastructure and safety standards is lessened, though coastal hazards still
pose a threat to this infrastructure. Disasters on a scale such as would affect GGNGS are rare
and facilities should be hardened with resilient measures. For GGNGS, The Nuclear Regularly
Commission (NRC) estimates that, for each year, an earthquake strong enough to cause core
damage is 1 in 83,333 [36].

Figure 40. Grand Gulf Nuclear Generating Station and
surrounding counties.
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Figure 41. Planimetrics of the Grand Gulf Nuclear Generating Station.

4.1.3 Spatial Maps of Electricity Fuel Source Diversification, 2005 – 2015
The electricity generated in 2005 by state in millions of kilowatt hours (kWh) is shown in
Figure 42. As can be seen, the states of California, Texas, Florida, and Pennsylvania generated
more than 200 million kWh, while most states generated less than 50 million kWh. This can be
compared to the following spatial map, which shows the change in electricity generated by state.
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The background of each state, in the next map, shows the amount of electricity generated in 2015
(compared to 2005, as above), and the overlaying symbol shows the change in generation
amount since 2005.

Figure 42. Electricity generated by state, 2005.

As can be seen in Figure 43, nine states decreased their electricity generation amounts by
more than 15%, while only three states (South Dakota, Idaho, and Mississippi) increased their
amounts generated by more than 30%. Overall, there was a slight net increase in capacity of 0.55
GWh over the time period of 2005 to 2015.
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Figure 43. Change in electricity by state for all fuels, 2005 - 2015.

Each fuel source can be displayed spatially to show which states produced their
electricity by a given fuel source. Figure 44 shows the percent of electricity for each state
generated by fossil fuels, which include coal, petroleum liquids, petroleum coke, natural gas, and
other gas (propane, butane, methane, etc.).

94

Figure 44. Percent of electricity generated by fossil fuels, 2005 - 2015.

In Figure 44, 16 states generate more than 80% of their electricity from fossil fuels
(compared to a US overall rate of 66% of electricity generated by fossil fuels). They are
Delaware (98%), Rhode Island (97%), West Virginia (96%), Kentucky (95%), and Utah (95%).
Two of the states that use fossil fuels for more than 80% of their electricity generation, Texas,
and Florida, also generate more than 200 million kWh yearly of electricity. This puts them in the
top categories for net fossil fuel usage.
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The observation that relatively few states generate a larger amount of electricity through
fossil fuels than the national average suggests that those states that do so tend to generate a
substantial amount of their electricity through fossil fuels. In other words, when a plant is built to
generate electricity through fossil fuels, it is built to handle a large capacity. This fits with
observations that fossil fuels are an energy-dense and inexpensive fuel source.

Figure 45. Change in electricity production by state for traditional sources, 2005 - 2015.

Now the change in traditional sources of electricity generation is observed, which shall
be defined as fossil fuels, nuclear power, and hydroelectric (Figure 45). From 2005 to 2015,
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there has been a 4.75% decrease in electricity generated by these traditional sources of fuel, a net
decrease. The largest reductions in traditional fuel sources of electricity generation were in the
states of Vermont (-78%), Maine (-51%), and Massachusetts (-35%), which the largest increases
in traditional sources of electricity generation were in Mississippi (+45%), Idaho (+24), and New
Jersey (+22%), which were all due to the installation of coal-powered plants in Mississippi and
Idaho and natural gas plants in New Jersey.
Though natural gas installations have played a large part in this change, many states have
seen an increase in the amount of electricity generated from nuclear and hydro over the same
time period. Figure 46 shows the change in nuclear and hydro generated electricity from 2005 to
2015.

Figure 46. Percent of electricity generated by nuclear and hydro sources by state, 2005 - 2015.
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In 9 states, there was a more than 50% increase in electricity generated through nuclear
and hydro sources. The top states were Washington (+75%), Vermont (+58%), and South
Carolina (+57%). Overall, there has been a 25.4% increase in electricity produced by nuclear and
hydro from 2005 to 2015. Since, according to Figure 39, we have seen that there hasn’t been
much change in nuclear capacity in the United States, we can deduce that most of this increase in
capacity is due to hydro and not nuclear generated power.

Figure 47. Percent of electricity generated by renewable sources, 2015.
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To see the percent of renewable electricity generated by state from 2005 to 2015, we can
view Figure 47. Here we see that, again, Vermont (45%) leads the way, with Maine (38%) and
Iowa (32%) also in the top. States in the Deep South are generally producing less than 5% of
their electricity through renewable sources. California produces more than 20% of its electricity
through renewables, most of which come from wind and solar sources. We can also view how
the renewable electricity landscape has changed from the years of 2005 to 2015 with Figure 48.

Figure 48. Change in renewable electricity by state, 2005 - 2015.
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When view from the perspective of the change in renewable electricity, the percentages
are large, but that is mostly due to the extreme changes that have taken place in the past decade
for renewable energy. There are 16 states that have been more than a 500% increase in
renewable electricity generation sources since 2005. Figure 49 ranks the states with the highest
changes in renewable generation sources.
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Figure 49. Ratio of change in renewable electricity by state, 2005 - 2015.

This graph shows the change in electricity generated by renewables from 2005 to 2015,
not the amount (that is shown in previous spatial maps). Missouri, Indiana, and Arizona have had
very large increases in renewable electricity (though that could simply be because they had very
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little in 2005 and made a modest increase). When coupled with the previous graph showing
amounts of electricity generated by renewables, we can get an idea of the kinds of serious
investments made into renewable electricity. Of the 7 state that have more than 20% of their
electricity generated from renewables, only Kansas and South Dakota also saw a more than
500% increase in investment towards renewables. This implies that they have been heavily
investing in renewable energy and seeing practical contributions to their electric capacity from it.
Other top renewable states (such as California and Vermont) have either been invested in
renewables for longer or are simply not seeing it create a contribution to their electric capacity.

4.2 Societal Costs of Emissions from Burning Fossil Fuels
4.2.1 Harmful Fossil Fuel Pollutants and Their Impact on Health
Emissions due to fossil fuel combustion influence changes in the composition of natural
atmospheric equilibrium through the introduction of air pollutants. In the United States, many of
the emissions problems of the past, namely those involving lead and sulfur, have been greatly
reduced in scale due to stricter emissions control standards by regulatory agencies, resulting in
improvements in internal combustion engine technology, adoption of cleaner unleaded fuels, and
the utilization of and improvements to automobile and industrial catalytic converters. However,
many urban areas in the United States and population centers across the world are still affected
by the major air pollutants shown in Table 34, such as ground-level ozone (O3 ), nitrogen dioxide
(NO ), particulate matter (PM), carbon monoxide (CO), and sulfur dioxide (SO ).
Particulate matter ranging in diameter of 10 microns and below (PM10 ) (≤ 1 × 10−7 m)
are easily inhalable and have a significant impact on public health. Suspended particulate matter
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with a diameter of 2.5 microns and below (PM

.5 )

(≤ 2.5 × 10−6 m) are particularly damaging

to the human respiratory system, with links to aggravated asthma, heart attacks and related
myocardial distresses, heart arrhythmia, and decreased pulmonary function [37].

Table 34. Criteria Air Pollutants by emission sector.
Transportation accounts for the majority of carbon monoxide and nitrogen oxide emissions. Highway vehicles are responsible for the
largest share of transportation emissions. The 2014 data are the latest available.

Table 12.1
Total National Emissions of the Criteria Air Pollutants by Sector, 2014
(millions of short tons/percentage)
Sector
Highway vehicles
Other off-highway
Transportation total
Stationary source fuel combustion
Industrial processes
Waste disposal and recycling total
Miscellaneous
Total of all sources

CO
22.26
32.9%
14.04
20.7%
36.30
53.6%
4.60
6.8%
1.97
2.9%
1.11
1.6%
23.78
35.1%
67.76
100.0%

NOx
4.49
36.2%
2.67
21.5%
7.16
57.7%
3.59
28.9%
1.18
9.5%
0.08
0.7%
0.40
3.2%
12.41
100.0%

VOC
2.16
12.6%
1.85
10.8%
4.01
23.4%
0.63
3.7%
7.07
41.3%
0.13
0.8%
5.29
30.8%
17.13
100.0%

PM-10
0.30
1.5%
0.19
0.9%
0.49
2.4%
0.98
4.7%
0.94
4.6%
0.19
0.9%
18.02
87.4%
20.62
100.0%

PM-2.5
0.17
2.8%
0.18
2.9%
0.35
5.7%
0.84
14.0%
0.40
6.6%
0.17
2.7%
4.49
71.0%
6.25
100.0%

SO2
0.02
0.6%
0.08
1.5%
0.10
2.1%
4.09
82.1%
0.59
11.3%
0.02
0.3%
0.20
4.2%
5.00
100.0%

Note: CO = Carbon monoxide. NOx = Nitrogen oxides. VOC = Volatile organic compounds. PM-10 = Particulate matter
less than 10 microns. PM-2.5 = Particulate matter less than 2.5 microns. SO 2 = Sulfur dioxide.
Source:
U. S. Environmental Protection Agency, National Emission Inventory Air Pollutant Emission Trends website www.epa.gov/air-emissionsinventories/air-pollutant-emissions-trends-data. (Additional resources: www.epa.gov/air-emissions-inventories/national-emissionsinventory)

The 1970 Clean Air Act (CAA) and its 1990 amendments established national ambient
air quality standards (NAAQS) for certain widespread and common pollutants, known as criteria
pollutants, which encompass the previously mentioned major pollutants in addition to lead levels
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(Clean Air Act, §§ 85-7401-7671q (2015).). The CAA requires states to adopt enforceable plans
to achieve the minimum air quality standards, implementation of which are the joint
responsibility of the individual states and the EPA. Observation stations are established across
the U.S. and monitored by the U.S. Environmental Protection Agency (EPA). If a state fails to
adopt, implement, and conform to an adequate implementation plan, the EPA is required to issue
a federal implementation plan.
The Clean Air Act identifies two types of national ambient air quality standards. Primary
standards provide public health protection, including protecting the health of "sensitive"
populations such as asthmatics, children, and the elderly. Secondary standards provide public
welfare protection, including protection against decreased visibility and damage to animals,
crops, vegetation, and buildings. Current NAAQS are shown in Table 35. An area is in violation
of the NAAQS if the concentration level for the pollutant in the evaluation period is exceeded.

National Emissions By Source Category, 2016
100%

Emissions (%)

75%

50%

25%

0%
CO

NH3

Stationary Fuel Combustion

Nox

Direct PM2.5

Industrial and Other Processes

Figure 50. Sources of major air emissions, 2016.
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Direct PM10
Highway Vehicles

SO2

VOC

Non-Road Mobile

Table 35. NAAQS.
Pollutant
Carbon Monoxide (CO)
Lead (Pb)

Nitrogen Dioxide (NO 2 )

Ozone (O 3 )

Particle Pollution (PM)

Primary /
Secondary

Averaging
Time

Level 1

8 hours

9 ppm

1 hour

35 ppm

primary

Form
Not to be exceeded more than once per year

primary and
secondary

Rolling 3 month
0.15 μg/m3
average

Not to be exceeded

primary

1 hour

100 ppb

98th percentile of 1-hour daily maximum
concentrations, averaged over 3 years

primary and
secondary

1 year

53 ppb

Annual Mean

primary and
secondary

8 hours

0.070 ppm

Annual fourth-highest daily maximum 8-hour
concentration, averaged over 3 years

primary

1 year

12 μg/m3

annual mean, averaged over 3 years

1 year

15.0 μg/m3

annual mean, averaged over 3 years

24 hours

35 μg/m3

98th percentile, averaged over 3 years

24 hours

150 μg/m3

Not to be exceeded more than once per year
on average over 3 years

primary

1 hour

75 ppb

99th percentile of 1-hour daily maximum
concentrations, averaged over 3 years

secondary

3 hours

0.5 ppm

Not to be exceeded more than once per year

PM2.5 secondary
primary and
secondary
primary and
PM10
secondary

Sulfur Dioxide (SO 2 )

4.2.2 Evaluation of Societal Costs and Benefits
During the past 20 years, EPA regulations reducing harmful pollutant emissions have had
a profound effect. Additionally, internal combustion engine technology and changing electricity
energy sources has rapidly reduced the amount of criteria pollutants released into the air, as seen
in Figure 51 [37].
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Major Air Pollutant Emissions Trends, 1990 - 2016
National Emissions Totals (thousands of tons)
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Source: U.S. Environmental Protection Agency.
National Air Pollutant Emissions Trends Data (2016)
Accessed on October 6, 2017

Figure 51. Harmful air emissions trends resulting primarily from the burning of fossil fuels.

Emissions control programs that reduce air pollution from smokestacks and tailpipes
provide enormous air quality and health benefits today, and the benefits will grow over time as
programs take their full effect. By 2020, the Clean Air Act and its amendments will prevent over
230,000 early deaths, resulting in an almost incalculable financial benefit attributable to
reductions in premature mortality. Table 36 shows other health impacts the Clean Air Act helps
to reduce.
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Table 36. Impact of criteria pollutants on public health in mortality rates and their corresponding
cost.

Air Pollutant

Endpoint of Public Health Benefit

PM

Mortality

PM

Chronic Bronchitis

PM, Ozone, NO2, SO2 , CO

All Cardiovascular

Ozone

Chronic Asthma 1

PM, Ozone, NO2, SO2

All Respiratory 1

1

1

2020 Economic Valuation
-- mean estimate -(in 2006 dollars)
$8,900,000

per case

$490,000

per case

$29,364

per case

$25,000

per case

$23,711

per case

$23,004

per case

PM

Pneumonia Admissions (ages 65+)

PM, Ozone

Emergency Room Visits for Asthma 1

$369

per case

PM

Acute Bronchitis

$512

per case

PM

Asthma Exacerbations

$54

per case

PM

Upper Respiratory Symptoms

$31

per case

PM

Lower Respiratory Symptoms

$19

per case

PM

Work Loss Days

$190

per case

PM, Ozone

Mild Restricted Activity Days

$64

per case

$69

per 10% increase in visibility 2

Welfare Benefits
DeciView 2

Visibility

SO2

Materials and Structural Damage

Ozone

Decreased Worker Productivity

Ozone

Agriculture (Net Surplus)

$110,000
$5
-

net cost - future intervention
_3
change in economic surplus

1. Condition requiring hospitilization.
2. DeciView defined as 10% improvement in status-quo viewing range.
3. Decreased productivity valued as change in daily wages (2017 daily median at $182); $5 per worker per 10% increase in
ozone.
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4.3 Value Engineering of Electricity Generation and Life Cycle Assessment
4.3.1 Importance of Value Engineering
Value Engineering (VE) is a systematic review process using a multidiscipline team that
seeks to analyze a project’s design with the goal of developing recommendations to improve the
design and/or reduce overall costs. The product of a VE study should be tangible
recommendation(s) presented to the project’s management. VE legislation began with the
National Highway System Act of 1995, which mandated VE on any NHS projects exceeding a
cost of $25 million. FHWA’s VE regulation implementing the law was published on February
14, 1997 [38].
The objectives of a VE study are to improve quality, reduce construction time, improve
constructability, insure safe operations, assure environmental and ecological goals, and minimize
total ownership costs. It uses life-cycle cost analysis (LCA), which incorporates into the total
cost the costs of acquisition, operation, maintenance, financing, and disposal (salvage) value.
Typical characteristics of a VE study focus on costs of the project, shown in Figure 52.

Figure 52. Potential savings of performing value engineering early in
the life cycle of the project [47].
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4.3.2 Life Cycle Analysis of Power Plants
To estimate the long-term costs of power plant construction, the time-oriented value of
money must be considered. In this situation, the value of a dollar diminishes with time and there
is no income through interest. To find the future value of money set aside, the investment is
compounded at a rate of interest. The find the present value of future cash, there is a discounted,
rather than growing, rate of return. This is known as the discount rate, i, and when it is applied
over the lifetime of a project, it is called the Present Worth (PW) or Present Value (PV).
The life cycle costs of coal, nuclear, solar, and wind power plants are considered in this
case study. Hydroelectric power projects are not currently in demand, so it was not included in
the value engineering analysis. The cost of each is based on the number of watts that the plant
provides. Typical costs are estimated using Table 37 from the Department of Energy study on
energy costs [39]. Environmental impacts are not assessed in this thesis.

Table 37. Cost Parameters for Alternative Power Systems.
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The typical costs in this case study will use power plants serving a population of 1 million
people. Since the total power consumption in some states vary greatly, the best estimate requires
watt hours. A city with roughly 1 million residents like the state of Delaware uses 12,500 MWh.
Other cities, like San Jose and San Francisco, use about 6,500 MWh with around 800,000
residents. A safe number for an industrialized city of 1 million would be 10,000 MWh, which is
10,000 kWh per customer. Therefore, let’s assume that the typical type of power plant needs to
have a 500-Megawatt Energy (MWe) capacity.

The examples of this case study will use equations for “uniform series” of costs, Equations [14]
and [15]:

(1 𝑖)𝑛 − 1
𝐶 = 𝐶0 [
]
𝑖(1 𝑖)𝑛
𝑅=[

1
(1

𝑖)𝑛

]

where
𝑅 = repair costs at ear 𝑛
𝐶 = cost per ear
𝐶0 = initial costs
𝑖 = discount rate
𝑛 = number of ears of life c cle assessment
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[14]

[15]

Given the above equations [14] and [15] and Table 37, the results are shown in Table 38:

Table 38. Present worth costs of power plants over a life cycle period.

When generating the same amount of electricity, life cycle costs of wind-driven energy is
found to be 40% less expensive than solar. Based on 120 years analysis period and an annual
discount rate of 5%, the value engineering analysis ranks the electric power generation
technologies in the following order of least cost: 1) Nuclear, 2) Coal, 3) Wind, and 4) Solar.

4.4 Impacts of Energy Policies on Sustainable Supply Chain
4.4.1 Increased Efficiency of Freight Transport Vehicles
Air quality issues and the regulatory environment related to the freight and transportation
sector play a critical part in planning for transportation projects, especially freight-related
projects designed to reduce or minimize pollutant emissions. Transportation and freight
practitioners must be familiar with complex air quality rules, regulations, and impacts, allowing
them to better communicate with resource agency staff and environmental regulatory
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professionals. The transportation sector accounts for 70% of 2015 domestic petroleum
consumption, as shown in Figure 53, thus minimizing the harmful emissions created by the
combustion of fossil fuels is paramount in preserving the resiliency of the global supply chain
[40].

Figure 53. Distribution of petroleum consumption by end-use sector, 2015.

There has been a steady increase in U.S. vehicle-miles of travel (VMT) over the
preceding decades, as shown in Figure 54. From 1970 to the most recent Federal Highway
Administration (FHWA) data in 2015, VMT has climbed by more than 182% [41]. Increased
VMT results in increased criteria pollutants. Nitrogen oxides (NOx ) and volatile organic
compounds (VOC) form ground-level ozone (O3 ) through a photochemical reaction involving
sunlight and hot weather. Ozone and nitrogen dioxide (NO ) produce ‘smog,’ particularly
affecting the respiratory system.
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Figure 54. Highway vehicle-miles in the U.S. from 1979 to 2015.

In the trans-oceanic shipping industry, Figure 55 shows how carriers of freight grow
larger and larger in size since they began operating over 50 years ago due to the increased eased
operating efficiency and improved environmental performance per TEU. Some of the world's
biggest container ships are about 1,300 feet (400 meters) long with a maximum width of 180 feet
(55 meters). Their engines weigh in excess of 2,300 tons and their propellers 130 tons. These
massive ships can be operated by teams of just thirteen people and a sophisticated computer
system and carry 18,000+ TEUs. If that number of containers were loaded onto a train it would
need to be 44 miles (71 km) in length.
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Figure 55. The growth in capacity of container transport vessels over the past 50 years.
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4.4.2 Impact of Hurricane Harvey on Energy Infrastructure
As Hurricane Harvey wreaked havoc on the people of Texas, its flooding affected many
of eastern Texas’s crude oil refineries. Crude oil prices declined as demand for almost 4 million
barrels of crude oil has been temporarily suspended due to the refinery shutdowns and cutbacks
seen in Table 39 [42].

Table 39. Petroleum company reductions in refinery capacity as a result of Hurricane Harvey.
Gulf Energy Infrastructure Affected by Hurricane Harvey (9/3/2017)
Company

Capacity
(b/d)

Location

50% of
Operating
Capacity (b/d) Status 1

ExxonMobil Baytown, TX

560,500

Outage

ExxonMobil Beaumont, TX

362,300

Outage

Citgo

Corpus Christi, TX

157,500

Outage

Magellan

Corpus Christi, TX

50,000

Outage

Buckeye

Corpus Christi, TX

50,000

Outage

Shell

Deer Park, TX

340,000

Outage

Petrobras

Pasadena, TX

112,229

Outage

Motiva

Port Arthur, TX

603,000

Outage

Total

Port Arthur, TX

225,500

Outage

Valero

Port Arthur, TX

335,000

Outage

Phillips 66

Sweeny, TX

247,000

Flint Hills

Corpus Christi, TX - West

230,000

115,000

Returning

Flint Hills

Corpus Christi, TX - East

70,000

35,000

Returning

Valero

Corpus Christi, TX

293,000

146,500

Returning

Valero

Three Rivers

89,000

44,500

Returning

Lyondell

Houston, TX

263,776

131,888

Reduced

Valero

Texas City, TX

225,000

112,500

Reduced

Marathon

Galveston Bay, TX

459,000

229,500

Returning

Marathon

Texas City, TX

86,000

43,000

Reduced

Valero

Houston, TX

191,000

95,500

Reduced

Total Capacity Closed:
3,043,029
Total Capacity Reduced:
953,388
Closed + Reduced Capacity: 3,996,417
Share of US Capacity:
22%
1

Assumes plants cutting runs or returning are operating at 50% capacity

As of September 3, 2017
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Outage

This caused crude oil inventories to increase after falling for nine prior consecutive
weeks. This also results in natural gas inventories to balloon due to these facilities, many of
which run on natural gas, not needing the energy source to run their operations [43].
The most significant energy infrastructure asset impacted by Harvey, surprisingly, were
the refined product pipelines Colonial and Explorer. The Colonial Pipeline alone, the biggest in
the U.S. fuel system, extends 5,500 miles from Houston to the New York harbor, delivering up
to 3 million barrels per day (bpd) of gasoline to many large populations along the east coast.
According to the U.S. Department of Energy, the pipeline was expected to begin delivering
gasoline and diesel from the Houston-based refineries starting Tuesday, September 5, but was
delayed several days due to flooding and power outages along the way. Part of the Magellan
pipeline delivering crude oil from the Permian Basin to the Houston area, the BridgeTex and
Longhorn pipelines transport almost 700,000 barrels per day. This pipeline is critical
infrastructure for the Chicago area, carrying about 350,000 bpd to the region, resulting in futures
prices for gasoline in the area being the highest since June 2016. The Gulf Coast price was at its
widest above futures since August 2012, indicating a serious lack of supply [44].
The Houston Ship Channel, a key port for exporting U.S. produced crude oil and natural
gas liquids such as propane, was also forced to close down due to flooding and hazardous
conditions. As seen in Figure 56, many of the oil refineries that closed were in the direct path of
Hurricane Harvey.
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Figure 56. Impact of Hurricane Harvey on Gulf Energy output.

The result of the closures of ports and pipelines caused vast amounts of refined product to
be “locked in” at Gulf Refineries. Markets that were supplied by the Gulf Coast were unable to
receive product and were forced to look elsewhere, increasing logistics costs and timelines for
resupply. Those that were successful found supplies from refineries that ramped up production
due to the loss of the Gulf Coast. Resulting prices in Europe and Mexico surged, with the
Eurobob gasoline swap assessed at $18.30/barrel, up $2.80 from a day before and the highest
since August 13, 2015 [42].
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4.4.3 Energy Sufficiency
An index called the energy sufficiency index (ESI) is defined as the ratio of generating
capacity to demand (both in GW) per million region population. Considerable thought went into
the phrase “region population” because, for electricity in the United States, it does not really
make sense to designate geographic boundaries to be a state-by-state basis. As is the case with
the Tennessee Valley Authority (TVA), multiple states can enter into an electric and economic
agreement to sell electricity to each other, seasonally and as-needed, at a previously agreed-upon
price, while sharing resources for distribution and maintenance. For example, Northeast
Mississippi Power Association (NEMPA) purchases electricity from and is a sub-regional entity
of TVA.
It therefore makes sense to take an inventory of these regional agreements and see what
the capacity and demand is within these regional agreement zones. Such a governing body exists
already, thanks in part to the great Northeast United States Blackout of 2003. This governing
body is known as the Federal Energy Regulatory Commission (FERC) [45], which oversees the
nation’s 10 regional electric power markets. For simplicity’s sake (and because of somewhat
scarce data availability), we have chosen a subset of FERC’s regional oversight, called the North
American Electric Reliability Corporation (NERC), which further breaks the electric boundaries
into 8 regions. These regions are shown in Figure 57.
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Figure 57. North American Electricity Reliability Corporation (NERC) Regions, 2014

For those living in the south, TVA is a part of the Southeast Reliability Corporation
(SERC), which is itself a part of the Eastern Connection Grid, which makes up half of the
national grid. Traditional-style wholesale electricity markets exist primarily in the Southeast,
Southwest and Northwest where utilities are responsible for system operations and management,
and, typically, for providing power to consumers. Utilities in these markets are frequently
vertically integrated – they own the generation, transmission and distribution systems used to
serve electricity consumers. They may also include federal systems, such as the Bonneville
Power Administration, the Tennessee Valley Authority and the Western Area Power
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Administration. Wholesale physical power trade typically occurs through bilateral transactions,
and while the industry has historically traded electricity through bilateral transactions and power
pool agreements, FERC promoted the concept of independent system operators (ISOs).
Along with facilitating open-access to transmission, ISOs operate the transmission
system independently of, and foster competition for electricity generation among, wholesale
market participants. Several groups of transmission owners formed ISOs, some from existing
power pools. FERC also encouraged utilities to join regional transmission organizations (RTOs)
which, like an ISO, would operate the transmission systems and develop innovative procedures
to manage transmission equitably among its members. Each of the ISOs and RTOs have energy
and supplementary services markets in which buyers and sellers could bid for or offer generation
on a cost-plus basis (assuming capacity and need permits). The ISOs and RTOs use bid-based
markets to determine economic need. While major sections of the country operate under more
traditional market structures, two-thirds of the nation’s electricity load is served in RTO regions.

These are the regions in which it makes the most sense to measure capacity-to-demand
ratios and determine if (1) the nation’s electricity needs are being met and (2) there is sufficient
capacity available should the need arise for more electricity on demand (such as a hot summer or
a failing RTO or ISO).
The ESI is shown in Figure 58. It shows, by NERC region, the ratio of capacity to
demand, which gives a measure of the capacity remaining after demand has been met.
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Figure 58. Energy Sufficiency Index by North American Electric Reliability Corporation
(NERC) Region.

The northeast US states (operating under the NPCC governing body) have an ESI that
gives a ratio of capacity to demand of more than 1.6, giving these states ample capacity to either
meet the demands of a hot summer of a regional partner that has a failure. The power pools of
RFC and WECC inhabit the next level, giving ample but cautious capacity to their generating
needs. Then the SRC, SPP, MRO, and FRCC pools operate at the level of an ESI of 1.2 - 1.3,
meeting their needs but needing attention in the future. Finally, TRE must be cautious should the
need arise for more electricity in the hottest months of the year. There may not be enough
capacity to spare and it will be forced to buy expensive electricity from neighboring power pools,
should they have power to spare.
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CHAPTER V
SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS

5.1 Summary of Research Accomplished
Since so much of every person’s quality of life relies on the consumer products that have
become ubiquitous around the world, the role of overseas containerized shipping and the global
supply chain cannot be overstated. The investigation of the demand, costs, and emissions of
twenty-foot-equivalent container freight shipping routes from South America to the Port of
Charleston, South Carolina undertaken in this thesis are an example of the kind of analyses
needed to ensure that way of life continues at the smallest impact to the planet and its life.
Once the freight is ashore, that investigation must continue. In this research, the supply
chain continues to the delivery routes to five major metropolitan market cities. These routes were
optimized for the lowest shipping costs for road and freight rail. Since the costs of transportation
are a major factor in the ultimate price of consumer goods, they must be minimized in the
transportation process. The impact of coastal disasters was not understated, as they have the
ability to completely sever or severely hamper the global shipping and supply chain. Resilient
infrastructure must be implemented to harden the supply chain to natural disasters and extreme
weather events such as tsunamis, hurricanes, and sea level rise.
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Earth’s rising temperature plays the most significant role in sea level rise. The next step
in this research deals with modeling the Earth’s rising temperatures through autoregressive
integrated moving average (ARIMA) equations. ARIMA modeling allowed for cyclically and
seasonally fluctuating systems, such as climate, to be modelled with accuracy where otherwise a
linear model would not do so. Sea ice extents of the northern and southern hemisphere, both
previously recorded and projected values, were also modelled using ARIMA techniques.
Analysis shows that southern hemisphere (Antarctic) sea ice extents will most likely remain at
their current levels, or otherwise not change much. Northern hemisphere sea ice extents (Arctic),
however, will diminish greatly over the coming decades, leading to extreme sea ice lows not
previously seen for eons. Though this will potentially open up new shipping lanes, it will also
cause the loss of biodiversity and possibly accelerate the warming of the Earth.
Finally, this thesis looked at the current electricity systems used to power the world and
how the sources of fuel that drive power generation have changed over the past decades.
Renewable sources have had an incredible surge in technological advances, allowing for their
wider implementation in large-scale energy generation. The ways in which these changing
energy policies may affect the supply chain are also summarized.

5.2 Conclusions
Key findings are as follows:
•

Container shipping volumes have steadily increased over the past 50 years, especially in
the past two decades. Intermodal freight delivery allows for a streamlined and
inexpensive shipping process.
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•

Optimization through linear programming shows that, given sufficient distances for
freight to travel overland, freight rail is the most cost-effective mode of transport.
Increasing the rail modeshare from 20% to 40% reduced the costs of transport by 25.4%.
Emissions were also reduced, with a decrease of 10.29% in PM10, 9.09% in NOx, 20.28%
in SOx, and 12.17% in CO2.

•

Hardened and resilient port infrastructure is the most crucial link in the global supply
chain. Sea level rise, tsunamis, and extreme weather events such as hurricanes, have the
ability to render all the advances in shipping technology and process useless if goods
cannot reach the users. When ports are offline, goods must then be transported through
more expensive and less environmentally-friendly modes, contributing to increased
consumer costs and emissions into the environment.

•

ARIMA modeling allows for predictions of global temperature and polar ice extent
levels. The model takes into consideration data that are not stationary and are subject to
seasonal and fluctuating values. The temperature on the surface of the Earth is shown to
decrease by 7.56% in 2050 when compared to 2016. Based on these results, the ARIMA
(12,0,24) model equation is recommended for future temperature predictions. ARIMA
modeling allows for cyclical and seasonal time series data, such as climate indicators, to
be modelled with accuracy where otherwise a linear trend model would not do so.

•

Analysis shows that southern hemisphere (Antarctic) sea ice extents will increase 14.0%
in 2050 compared to 2016. Northern hemisphere sea ice extents (Arctic), however, will
lose 13.5% in 2050 compared to 2016. The result is a net gain of 0.5% (0.25 million sq
km) of sea ice on the combined surface area of both poles.
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•

Electric energy sources have changed a great deal over the past two decades, resulting in
lower emissions while not compromising the steady supply of electricity. When
generating the same amount of electricity, life cycle costs of wind-driven energy is found
to be 40% less expensive than solar. Based on 120 years analysis period, the value
engineering analysis ranks the electric power generation technologies in the following
order of least cost: 1) Nuclear, 2) Coal, 3) Wind, and 4) Solar.

5.3 Recommendations
•

Global supply chains should be optimized for other factors and not just costs. Other
factors to be considered should be lowest emissions and fastest time. Though the
almighty dollar ultimately makes all decisions, there are other decisions that must be
considered. Is the lowest emission option for east-coast markets to use the U.S. as a landbridge via freight rail, or is the lowest-emission option to still continue through the
Panama Canal to the east-coast markets? What is the fastest route from Asia? What is the
fastest, lowest-emission route from Asia to markets in the United States?

•

The final ARIMA model equations developed in this study for sea ice extent and global
mean surface temperature should be updated yearly using new measured data to enhance
its accuracy for future predictions.

•

Value engineering should be carried out on all types of electricity generation technologies
to ensure that it is an economically viable choice for specific regions.
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APPENDIX A
A Step-By-Step Procedure for Creating Spatial Map for QGIS
A1

Acquiring Shapefiles for Mapping of Data

A2

Defining Map Coordinate System and Joining Data

A3

Creating Thematic Ranges and Applying Dynamic Labels

A4

Using the Print Composer for Map Finishing
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A1 Acquiring Shapefiles for Mapping of Data
The U.S. Census Bureau provides shapefiles containing geographic representations of
geographic data on its website (https://www.census.gov/geo/maps-data/data/tiger-line.html). It is
provided as part of the Topologically Integrated Geographic Encoding and Referencing (TIGER)
dataset, which is a data format used by the United States Census Bureau to describe land
attributes such as roads, buildings, rivers, and lakes, as well as areas such as census tracts.
TIGER was developed to support and improve the Census Bureau's process of taking the
Decennial Census (A 1.1).

A 1.1 TIGER logo, shown on US Census
Bureau TIGER datasets.

Another crucial shapefile resource was the Mississippi Automated Resource Information
System (MARIS). MARIS serves as the Mississippi state government clearinghouse for digital
geospatial data. A particular benefit of using MARIS is that it is updated with commonly
135

reported Census Bureau estimates (geographic and demographic) as an attached attribute to that
particular feature. MARIS is, however, a Mississippi governmental office, and as such is limited
to the state of Mississippi.

A2 Defining a Coordinate System and Joining Data
Once obtained, the shapefiles were imported into Quantum Geospatial Information
Systems (QGIS) software. One of the first decisions that must be made is that of an appropriate
Coordinate Reference System (CRS) upon which to base the map projection. The CRS is the
projection system used to properly overlay the shapefiles onto the map itself (A 2.1). It is very
important to choose a CRS that accurately displays the data in a way that is relevant to the topic
being addressed and the geography being shown. For example, if displaying data strictly
representing the contiguous United States, a CRS that is adapted for all 50 US states (as in, for
Hawaii and Alaska) should be avoided as the geography will be distorted for that geographic
topic. Since this analysis included all 50 states, the Albers Equal Area Conic CRS was used.
Next, data must be joined to the shapefile layer. This is done using the “Add Delimited
Text Layer” feature in QGIS. The data is joined from an excel Comma Separated Values (CSV)
sheet, with headings being feature classes and containing no spaces or formatting. A feature class
from the incoming excel data which is to be appended must be matched to an existing layer in
the shapefile, then joined. In QGIS, these do not have to match in heading values textually
exactly (as in GeoMedia), but the values in the field used as joining references must match or the
relevant attributes will not relate, resulting in NULL being reported in the unmatched fields. The
polygon that contains the data will be blank.
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A 2.1 Changing the QGIS Coordinate Reference System.

If, for example, the geographic data field of “STATE” is to have a specific value
associated with it, such as emissions, then each state’s attribute for the STATE field from the
incoming CSV must exactly match the field for STATE in the existing shapefile. Then, the other
information in the CSV for STATE will be joined to the shapefile for that polygon.
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A3 Creating Thematic Ranges and Applying Dynamic Labels
Once data is joined, thematic maps using attributes can be produced, allowing the user to
show geographic data using graduated ranges (A 3.1 Thematic Map options.. Ranges appropriate for
the material being displayed should be chosen. There are several options for appropriate autogenerated ranges in QGIS, such as Equal Interval, Quantile (Equal Count), Natural Breaks
(Jenks), Standard Deviation, and Pretty Breaks. QGIS checks the range for the data you wish to
show and finds values appropriate based on the option chosen. The user may also create a
custom range.

A 3.1 Thematic Map options.
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Care must be taken when assigning colors to the range of data so that the differences in
ranges are evident when printed in black and white. Hatching, dots, or other fill patterns are
useful in this function. Since relevant data were joined to the shapefile, each state polygon has
several data fields for identification (A 3.2). A field for state abbreviation was included in the
attaching process, so it should be displayed on the map for state identification.

A 3.2 QGIS attribute table, showing state abbreviations and data contained in the dataset.

In QGIS, this is done through the LABELS option. In the LAYERS panel, the user can
double click on the state geography name, then choose “Labels” (A 3.3. QGIS dynamic label
generator.).

For concision, we use the STUSPS attribute for state identification by two-letter

abbreviation (TX for Texas). Ensure that the “Placement” tab will show all labels, regardless of
polygon size. Conversely, the label’s position may be adjusted, with a leader-line inserted in
dense areas.
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A 3.3. QGIS dynamic label generator.

A4 Using the Print Composer for Map Finishing
Once the data is shown thematically and the relevant geographies are labeled, a map can
then be created for export. In QGIS, this is done through the “Print Composer” (similar to the
Layout window in GeoMedia), found in the “Project” menu. A name is first chosen for the print
composer window. Next, using the “Add New Map” tool, the user may drag a box across the
screen in which the previously created geospatial map appears. If the scale of the newly placed
map needs to be adjusted, it can be done so in the “Item Properties” pane. As many map
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windows as necessary may be inserted by the user until all features desired are present. Other
geographical infographic features may then be added, such as a scale bar, compass, title, and
legend (A 4.1). All additional items should be formatted to convey information clearly and
without confusion. If an item does not contribute information necessary to the overall analysis, it
may not be necessary to include and could contribute to clutter and confusion.

1

3

2

A 4.1 Print Composer window and settings in QGIS.

The following items should be present on spatial maps ready for export:
1. Labels for the features of interest, such as state, river, highway, etc.
2. Labels for orientation features, include bordering country names and large bodies of
water.
3. A legend that defines the labeling scheme present. If there are multiple features in a
legend category, the quantity of features should be numbered.
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4. Scale bar for distance reference.
5. Compass rose for directional orientation.
6. Concise, centered title that clearly conveys the context of the map as succinctly as
possible. If the map shows a time series, the timeframe should be shown.
7. Data source, including source title, URL (or otherwise) for access, and date of researcher
access. Small but clear font should be used.

The last step is to export the map as an image. This is done through the “Composer”
menu by selecting the “Export as Image…” option. Depending on the map’s ultimate use, a
higher resolution or dots per inch (dpi) might be necessary. If it is to be displayed on a large,
high-resolution screen during a presentation or printed on large paper, 600 dpi will yield very
crisp lines and clear text at the expense of file size. A dpi of this size is generally too large for
casual email attachments. A lower 300 dpi will suffice in most situations.
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