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Introduction
A considerable amount of research points to an implication of the GABAergic system in a wide range of physiological and pathological processes in the central nervous system (CNS). In particular, alterations in GABA A receptor expression across different brain structures have been associated, in human and animal studies, with pathologies such as schizophrenia, anxiety disorders, mood disorders and epilepsy [1] [2] [3] . Furthermore, GABA A receptor distribution can serve as a marker of cortical neuronal integrity in the context of neurodegenerative conditions as well as in ischemic and traumatic lesions of the CNS [4, 5] .
In the field of translational neuroscience, the potential for in vivo quantification of these receptors in picomolar concentrations with a sub-millimeter resolution can be a powerful tool, given the importance of rodent studies for research on the aforementioned neuropsychiatric conditions [6] . Iomazenil is a high-affinity GABA A receptor antagonist with high brain uptake and specific binding [7, 8] . Labeled with 123 I or 125 I, it has been used as a tracer in human and non-human single-photon emission computed tomography (SPECT). SPECT in small animal research has gained popularity during the past few years as significant progress has been made in the field of small animal imaging instrumentation that has most notably resulted in improvement of its major drawback, limited spatial resolution [6, 9, 10] . Despite this technical development, several factors degrade SPECT images and limit the potential for quantitative estimations. Among them, perhaps the most significant is noise in the measured data that derives from the fact that a limited number of photons are detected and its effect can be observed in the standard errors of binding parameter approximations in SPECT [11] [12] [13] [14] [15] .
Nuclear Medicine and Biology 41 (2014) [186] [187] [188] [189] [190] [191] [192] [193] [194] [195] Binding parameters in SPECT can be assessed with kinetic models, graphical approaches or equilibrium methods. In their most simplified form, a region devoid of the target molecule (in this case the GABA A receptor) is used as a reference region. As a result, estimations of binding potential, that would otherwise necessitate the measurement of non-metabolized, non-protein bound tracers in several samples of arterial blood, have become less invasive and less time-consuming [16] [17] [18] . Nevertheless, in order for accurate estimations to be made, establishing the robustness of these methods in the context of small animal SPECT is essential, given the substantial differences between human and rodent tracer kinetics. Lack of thorough evaluation of the reliability of these approaches may lead to biological studies with discrepant results, as pointed out by Shrestha et al. [19] in a recent review of PET studies on 5-HT1A receptor variations in major depressive disorder. Although the robustness of binding parameter estimation using reference tissue approaches in human iomazenil experiments has been established previously [20, 21] , to our knowledge, no data on small animal SPECT imaging using this radiotracer exist. For [16] ), Logan graphical analysis [18] and analysis of delayed activity [22] [23] [24] . Results obtained with these approaches were compared to the results of kinetic analysis with a one-and a two-tissue compartment model (1TC and 2TC) using plasma-derived input function. Alongside this, we put forward an approach for image denoising with FA [25] of SPECT data, that enables accurate estimations of binding parameters with the aforementioned models using scans of short duration and obtaining results with smaller standard error.
Materials and methods

Animal preparation
Nine male Sprague-Dawley rats weighing 370 to 400 g were used, five of which for SPECT imaging and four for metabolite measurements. For the SPECT image acquisition, the NanoSPECT scanner was employed [26] . The rats were anesthetized with isoflurane (4% for induction, 2.5% for maintenance). They were placed in the NanoSPECT gantry with their head positioned in the center of the field of view. Body temperature was maintained at 37 ± 1°C using a thermostatically controlled heating blanket. All surgical and experimental procedures were performed in accordance with the Swiss Federal Law on animal care under a protocol approved by the Ethical Committee on Animal Experimentation of the Canton of Geneva, Switzerland.
Polyethylene catheters (i.d. = 0.58 mm, o.d. = 0.96 mm) were inserted into the left femoral vein for radiotracer injection and the left femoral artery for blood sampling. along with 1 μl of 30% H 2 O 2 , 10 μl of saturated MgCl 2 solution and 10 μl of citrate buffer (1.5 M, pH 3.1). After 20 min of incubation at room temperature the mix was purified by means of isocratic HPLC, equipped with a Phenomenex Bonclone C18 column (10 μm-300 * 7.8 mm), in a mobile phase consisting of 30% ACN in 10 mM Tris (pH 7.4). Experimental protocol included a bolus injection of tracer at a volume of 0.6 ml over a 1-min period using an infusion pump at start time (T0). Average and standard deviation of specific activity of the radiotracer at the time of injection was 1.52 ± 0.39 GBq/μmol while specific activity in each experiment is listed in Table 1 . A 110-min acquisition was initiated upon injection of tracer. The acquisition protocol consisted of a set of 55 frames of 2 min. SPECT tomograms were reconstructed with an ordered subsets expectation maximization (OSEM) algorithm using the HiSPECT software (SciVis GMBH, Göttingen, Germany) [26] . SPECT data were corrected for radioactive decay but no correction of attenuation and scatter was applied.
Experimental protocol
Arterial plasma analysis
During NanoSPECT acquisitions, 15 arterial blood samples (25 μl each) were withdrawn at regular time intervals and immediately centrifuged for 5 min. Plasma 123 I radioactivities were measured with the appropriate counting system and expressed in kBq/ml after calibration.
Metabolite measurements
During NanoSPECT acquisitions, only the whole plasma radioactive concentration (C Total plasma (t)) was measured from arterial blood samples for each rat, as described above. Plasma correction for metabolites was then performed from the mean results (adjusted using a coupled fitting procedure) obtained from an independent series of experiments described below [27] .
Metabolite analysis was performed in an independent series of four rats, injected with a dose of [ Briefly, arterial blood samples were collected on heparin/coated tubes, gently stirred and centrifugated at 10,000g for 5 min at 4°C. Five microliters from each plasma sample was collected and stored in order to serve as internal reference for TLC. Plasma was then exracted two times with 100 μl of acetonitrile. The extract was then evaporated using an Eppendorf concentrator plus (30 min, 1400 rpm at 30°C) and the resulting residue was redissolved in acetonitrile (50 μl). Five microliters of each sample was deposed on the TLC plastic sheet (silica gel 60F 254 , Merck, Germany) for the migration procedure, along with another 5 μl of the same sample and 5 μl of the initial plasma extract, in a position where no migration occurs. Then, TLC sheets were positioned into a plate with a solution of 10 ml ethanol, 0.2 ml triethylamine and 90 ml ethyl acetate. After migration, the TLC sheet was air-dried and positioned into a cassete in contact with a phosphor imaging plate (BAS-IP MS2325; Fuji Photo Film Co, Ltd.). The distribution of radioactivity on the sheet was visualized with the Fujifilm BAS-1800 II phosphor imager system and Image Reader v2.02 The metabolite-corrected plasma input function was obtained using the following equation: C p (t) = f 1 * P nm (t) * C Total plasma (t) with f 1 , defined as the free fraction of plasma parent compound [28] . A coupled fitting procedure was used to adjust the mean correction values applied for the metabolite correction obtained from the group of four rats. This procedure consists of global minimization using SPECT data obtained in eight brain regions. The goal is to estimate jointly the ligand-receptor model parameters and metabolite correction model [27] .
Determination of the free fraction of parent compound (f 1 )
Arterial blood samples were collected from the four rats used for metabolite analysis on heparin-coated tubes, gently stirred and centrifuged at 5000g for 5 min at 0°C.The plasma free fraction of [ 123 I]Iomazenil was evaluated as previously described [29] using ultrafiltration through membrane filters (Microcon YM-3, Millipore, USA). [ 123 I]Iomazenil (37 KBq in 1 μl) was added to 70 μl of plasma, mixed and incubated at room temperature for 5 min. The mixture was put in membrane filter units and centrifuged 20 min at 13,000g at 4°C. The higher and lower parts of the membrane filter units were weighted (Mh and Md respectively) and radioactivity measured (Ah and Ad respectively). The free fraction (percentage) was then evaluated: Free fraction = Ad (1 + (Mh/Md))/(Ah + Ad) × 100. Average percentage of free fraction of four experiments was 47%. Free fraction of parent compound in plasma was considered to be constant for all blood samples of different rats used in this study [28, 29] .
Factor analysis
FA of dynamic images was performed using Pixies software (Apteryx, Issy-les-Moulineaux, France) as previously described [27] . FA enables decomposition of the signal contained in a series of dynamic images into a few elementary components, called factors [25] . In this study, FA correction of the images had the purpose of reducing noise in the SPECT data and thus improving image quality and kinetic parameter estimation. Co-registered SPECT images were used in the FA procedure in order to remove out-of-interest regions [27] . Three factors were computed while the rest of the signal was considered as noise. BP F and BP ND values extracted from FA-corrected images were compared (by means of regression analysis) to the BP F values obtained from raw images in order to exclude any degradation induced by FA that could significantly bias measurements.
Image analysis
Raw and FA-corrected SPECT images were processed using PMOD software (version 3.4, 2013 PMOD Technologies Ltd, Zurich, Switzerland). At first, time frames of raw dynamic images between 30 and 80 min after tracer injection were averaged, in order to enhance visualization of the different structures and to manually co-register the anatomical data to an MRI and volume-of-interest (VOI) template from rat brain [30] implemented in PMOD software. Then, the co-registration parameters were applied to dynamic raw images and time-activity curves (TACs) were generated from the template VOIs. Different model configurations were employed for estimation of volume of distribution (V T ) and binding potential (BP F and BP ND ) [31] with the PMOD software: (1) a one-tissue compartment model (1TC), (2) a two-tissue compartment model with (2TC c ) and without (2TC) a constrained K 1 /k 2 ratio value [20] , (3) the two-step Simplified Reference Tissue Model described by Wu and Carson [16] (SRTM2) and the (4) Logan graphical analysis [32] using the pons as reference region. In addition, (5) delayedactivity analysis was performed by normalizing the average activity in each VOI to the activity in the pons [24] .
1TC, 2TC and 2TC c were applied using the unchanged [ 123 I] Iomazenil radioactive concentration time course in plasma as an input function. In the 1TC, the V T is obtained as the ratio of K 1 /k 2 , K 1 corresponding to the ratio of tracer delivery to the VOI and k 2 being the efflux constant from the VOI. In the 2TC, the BP F is obtained by the value of k 3 /k 4 , i.e. the ratio of tracer delivery to tracer efflux from the compartment corresponding to the specific binding to receptors [22] . In this form, parameters resulting from 2TC tend to have an important inter-correlation, leading to diminished identifiability and aberrant BP ND values associated to large standard errors in certain VOIs [22, 33] . For this reason, the ratio of K 1 /k 2 can be fixed to a predefined value. To identify this predefined value, we applied 2TC on all TACs extracted from raw images of the five experiments. For several VOIs, 2TC already results in identifiable parameters. So, K 1 /k 2 values from these VOIs were plotted against BP F and their mean value was calculated and served as the fixed K 1 /k 2 parameter for subsequent 2TC c application in both raw and FA-corrected data.
SRTM2 derives from a simplification of SRTM in order to reduce the effect of noise on the estimation of BP ND [16] . In the original SRTM [34] , three parameters are fitted to the TACs: R 1 , which is the ratio of tracer delivery to VOI (K 1 ) and reference region (K′ 1 ), k 2a and k′ 2 which are the efflux rate constants from the VOI and reference region, respectively. The k 2a parameter refers to the apparent constant and is related to the true constant by the following equation: k 2a = k 2 / (1 + BP ND ). Finally, BP ND is given by the following equation: BP ND = R 1 (k′ 2 /k 2a ) − 1. Because of the fact that there is one reference region in the brain, a single value of k′ 2 can be used in estimations. Therefore, in SRTM2, a predefined k′ 2 is used, thus reducing the number of parameters to be fitted to two. This global k′ 2 value (i.e. the same value across all regions) was defined for each experimental subject. For this reason, we employed a couple-fitting procedure for the estimation of k′ 2 in PMOD software [35] . After a first SRTM application, VOIs with a high value of BP ND and a k′ 2 /k 2 ratio away from unity [35] were used in a coupled-fit to estimate k′ 2 . Afterward, this global value, different for each rat (and for raw and FA-corrected images of the same rat) was fixed for the application of SRTM2 and Logan graphical analysis in all VOIs.
For 2TC c and SRTM2 estimations, parameter uncertainties are approached using both the information matrix and the measure of residual differences between experimental data and model predicted values. This methodology provides an approximate parameter covariance matrix. From this matrix, an estimation of the standard error (SE) of each parameter (in this case of BP) can be deduced [15] . Therefore, a reduction of noise on data would lead to a reduction of the standard error of BP estimations and, for this reason, percent SE of BP values estimated with 2TC c and SRTM2 on raw and FA-corrected data were compared. Similarly, Akaike Information Criterion (AIC) values corresponding to fits of the aforementioned models to raw and FA-corrected data were compared.
BP ND was also estimated with Logan graphical analysis that determines the distribution volume ratio (DV R = BP ND + 1) [32] . As for SRTM2, this model requires a predefined k′ 2 value for DV R estimation, so the relevant values for each rat, defined as described above were used for Logan graphical analysis estimations.
Delayed-activity analysis was also employed in order to obtain estimations of BP ND . According to this method, we averaged tissue activity values (kBq/ml) in VOIs (C t ) including the reference region Furthermore, we evaluated the minimum duration of scan required to obtain stable binding parameters, i.e. within 5% of the value corresponding to the maximal duration and a percent SE of the parameter of less than 10%. For this reason, SRTM2 and Logan graphical analysis were applied on TACs over different durations of acquisition starting from the maximal duration with 10-min decrements, in the Superior Colliculus and Nucleus Accumbens (one highand one low-binding VOI). Representative results of one rat (along with standard errors of estimates with the SRTM2) were plotted against duration of acquisition.
Statistical analysis
Statistical analysis was performed with XLSTAT software (Addinsoft, NY, USA). Using linear regression analysis, we tested whether V T and BP values obtained with the three referene tissue approaches were correlated to those obtained with the 2TC c . Similarly, the degree of relationship between BP values from FA-corrected data (SRTM2 and delayed-activity analysis) and 2TC c in raw images was estimated. Differences in percent SE and AIC values of BP F estimations with 2TC c as well as BP ND estimations with SRTM2 in raw and FA-corrected data were assessed using paired samples Student's t-test. Significance level was set at p = 0.05.
Parametric images
Parametric images of binding parameters of SRTM2 and delayed activity were created using the pixel-wise modeling tool (PXMOD) in PMOD software from raw images of 110 min and FA-corrected images of 70 min [36] . For SRTM2, k′ 2 values, estimated for each experiment as previously described, were used. PXMOD requires a preprocessing stage, i.e. performing some preliminary calculations such as derivation of initial parameters for the pixel-wise fits. For this reason, a TAC from a high binding VOI (medial prefrontal cortex or Superior Colliculus) is fitted with SRTM2, using the pons as reference. After preprocessing, pixel-wise calculations of BP ND were performed with SRTM2. In order to evaluate the robustness of pixel-wise parameter estimation, the VOI template was used to extract regional BP ND values from parametric images of both raw and FA-corrected data, which were then compared to values obtained from VOI analysis on raw data with regression analysis.
Finally, pixel-wise calculation of BP ND with the delayed-activity analysis was carried out in PMOD software as follows: (1) image frames corresponding to 50-70 min of acquisition were averaged and (2) then, the delayed-activity analysis equation was applied to the pixel level, using averaged activity in individual pixels and in the reference region. Fig. 1(a-d) shows an example of SPECT images (rat 1) projected upon the MRI rat atlas in the coronal, sagittal and horizontal planes. For demonstration purposes, raw-image time frames between 50 and 70 min and FA-corrected image time frames between 50 and 55 min post-injection were averaged. FA-corrected images are less noised than raw, even though they correspond to a much shorter duration of acquisition. TACs were obtained from 52 VOIs drawn on an MRI rat brain template (Fig. 1a) . After injection, [
Results
[ 123 I]Iomazenil brain distribution and TACs
123 I]Iomazenil accumulates rapidly in all brain structures and presents a variable clearance rate. Fig. 1(e, f) show examples of TACs for several VOIs extracted from dynamic SPECT images of the rat of Fig. 1b and c respectively. Raw data are highly noised and this effect is substantially decreased with FA, a visual observation that is confirmed by comparison of AIC and percent SE of BP values as discussed further in this paper.
Binding potential (BP) estimations and parametric images
1TC and 2TC c were applied on raw data in order to obtain V T values. As illustrated in Fig. 2 , values obtained with these two models correlated closely. For application of 2TC c , the predefined K 1 /k 2 value was found to be 3.33. BP F values were obtained with 2TC c while BP ND values were obtained with SRTM2, Logan graphical analysis and delayed-activity analysis. For all models, good fits were observed (representative SRTM2 fits are presented in Fig. 3 ). BP F values obtained with 2TC c were considered as "reference" values and were used as a common measure of reliability of binding potential estimation with the other approaches on both raw and FA-corrected images, in terms of regression analysis. Characteristic mean BP values from five experiments are presented in Table 2 . BP values obtained from the septum, medulla oblongata and the pituitary gland were found, in the majority of cases, to be negative, so they were ultimately removed from further analysis.
BP ND values estimated with the Logan graphical analysis were consistent with those estimated with SRTM2 in raw data across all VOIs. Simple linear regression analysis revealed a significant correlation between them and BP F values obtained with 2TC c from raw data (r = 0.954 with SRTM2 and r = 0.945 for Logan graphical analysis, Fig. 4a and b) , although average BP ND values obtained with the Logan analysis were 5% lower than these obtained with SRTM2. Moreover, a minimum of 100 min of acquisition is required for the precise estimation of binding parameters with both approaches and across all experimental subjects. Results of individual correlations of the values estimated with the methods described here are presented in Table 3 . Similarly, delayed-activity analysis provided estimates of BP ND in agreement with BP F (r = 0.946, p b 0.0001, Fig. 4c) , with average values being 12% higher than the respective SRTM2-derived ones.
FA-corrected images provided substantially better fits across all experimental subjects and all regions, Fig 6 as characteristically shown by the application of SRTM2 for left Superior Colliculus and left Motor Cortex in rat 1 (Fig. 3) . Reduction of average AIC values of all VOIs between raw and FA-corrected images was highly significant for both 2TC c (839.38 for raw to 798.04 for FA-corrected data, p b 0.0001) and SRTM2 (837.891 to 785.45, p b 0.0001). FA induces an underestimation of the SRTM2-derived BP ND , but this is associated with a difference in k′ 2 values that are fixed in raw and FA-corrected images, as discussed further in this paper. Fig. 5a and b) . In addition, FAcorrected image analysis was associated with 2TC c and SRTM2 BP values with significantly lower percent SE. Reduction of average percent SE of BP F values (across the five rats) estimated with 2TC c in raw and FA-corrected images ranged from 12% to 56% and was highly significant (p b 0.0001 for all rats). Similarly, this reduction, for SRTM2, ranged from 30% to 68% across rats (p b 0.0001 for all rats). Regarding the minimum scan duration required for precise BP ND estimation, analysis of FA-corrected images could provide stable values with both approaches with a 70-min scan (Fig. 6 ). The quality of FA-corrected images of shorter duration of acquisition did not permit stable binding parameter estimation. The same pattern of parameter estimation temporal stability was observed for all experimental subjects (data not shown).
Finally, pixel-wise estimation of BP ND parameters with the different methods employed in VOI analysis in raw and FA-corrected data provided similar images as presented in Fig. 7 . Regression analysis of BP ND estimated with SRTM2 with VOI analysis and pixel-wise, revealed significant correlations (r = 0.927, p b 0.0001 for raw data, r = 0.965, p b 0.0001 for FA-corrected data, Fig. 8a and b) . The high tracer binding in colliculi and cerebral cortex is evident, particularly in frontal cortical areas. Partial volume effect between the cerebellar cortex and white matter can also be observed. Finally, the result of pixel-wise estimation of BP ND with delayed-activity analysis in raw images shows high variability across adjacent pixels (Fig. 8c) . Moreover, the parameter takes values from a very wide range for individual pixels (0 to 4.13), pointing to a profound effect of noise.
Discussion
Small animal SPECT is one of the modalities of nuclear neuroimaging, the other being positron emission tomography (PET). Compared to PET, SPECT suffered from limited spatial resolution and lower detection sensitivity and this is one of the reasons for the much higher frequency of PET-related research published in literature. However, the continuously evolving field of acquisition modalities has redetermined the position of SPECT among the methods of translational neuroimaging. Along with this remarkable progress, several other advantages can promote SPECT use in the context of neuroscientific research. Long half-lives of radionuclides used in SPECT (e.g. 13.2 h for 123 I, 59.9 days for 125 I, 6 h for 99m Tc) can be exploited for imaging slow kinetic processes, while an in-house radionuclide production facility is not necessary (as opposed to PET, which uses radionuclides with a much shorter half-life) [6] . Furthermore, using isotopes that emit photons with different energy windows enables a simultaneous study of two different processes (e.g. cerebral blood flow and GABA A receptor distribution for the study of cerebral ischemia) [4, 6] .
GABA A receptor is abundantly expressed in the rat brain. The specific pattern of tracer binding distribution in our study (Table 2) is Table 3 Detailed results of correlations obtained data from five experiments.
in accordance with literature where GABA A receptor localization was assessed with autoradiography or immunohistochemistry [37] [38] [39] . Increased tracer binding areas include the cerebral cortex (particularly the frontal areas), superior and inferior colliculus, hippocampus and thalamus, while the pons, which lacks significant receptor expression, is used as a reference region. The cerebellar cortex, on the other hand, appears to have a low [ 123 I]IMZ binding level in our study, which does not correspond to the well documented high level of GABA A receptor expression in the granular and molecular layers [37] [38] [39] . Partial volume effects account for this significant underestimation. Indeed, cerebellar white matter, a region devoid of this type of receptors, appears to have a comparable amount of signal (in terms of BP ND values) with adjacent gray matter (Table 2) , an effect that can be explained as a result of spillover activity contamination. For the quantification of neurotransmitter receptors by means of SPECT or PET, several kinetic modeling techniques have been developed [17, 31] . Obviously, performing scans of minimal duration, employing a model that requires no blood sampling and yet obtaining accurate parameters is a critical factor for the success of clinical and preclinical experiments. All these questions have been thoroughly assessed in human and other primate studies regarding kinetic, graphical and equilibrium analyses [7, 20, 22, 23, 33, [40] [41] [42] . Nevertheless, no study on rodent GABA A quantification with SPECT exists. On the other hand, the differences between primate and rodent kinetic profile for many pharmacological agents do not allow the use of the aforementioned modalities without prior validation. Therefore, we considered it necessary to evaluate the precision of binding parameters estimation with two well-described reference tissue models. As a mesure of comparison we used BP F values obtained from the application of compartmental kinetic modeling (1TC and 2TC models) and an arterial plasma-derived input function. In addition, we examined the stability of binding potential estimation across different scan durations. The reference tissue models that we employed are widely used in clinical and preclinical settings: we used the two-step simplified reference tissue model as modified by Wu and Carson [16] (SRTM2). This model is associated with a smaller effect of noise on BP ND because of the smaller number of parameters to be estimated. We also used the Logan graphical approach [32] , another popular method for quantification of reversible tracer distribution volumes using activity in a reference region and not arterial concentration of the tracer. Both models were associated with sufficiently good fits with raw data and substantially better ones with FA-corrected data. As expected, regression analysis showed that BP ND values obtained with these two methods were highly correlated with BP F values obtained from 2TC c application in raw data, although Logan graphical analysis provided slightly underestimated BP ND values than SRTM2 (by 5% on average). For both models, scans of a duration of 100 min are sufficiently long for accurate estimations. As scan duration diminishes, data fitting becomes more sensitive to noise and may lead to significant deviations from the "real" BP ND value.
The delayed-activity analysis that we employed here relies on the fact that after a certain time, the clearance rate of [ 123 I]IMZ from the VOI and the reference region is equal and thus the activity in each VOI as measured by SPECT, when "normalized" to the activity measured in Fig. 6 . Stability of BP ND values estimated using SRTM2, in superior colliculus (black diamonds) and nucleus accumbens (black squares) and Logan graphical analysis, in superior colliculus (gray diamonds) and nucleus accumbens (gray squares) in raw (a) and factor analysis-corrected (b) data versus duration of acquisition in experimental subject 4 ( the reference region, corresponds to the binding potential of the tracer [24] . Previously, Millet et al. [22] established the reliability of binding parameter estimations analyzing delayed activity acquired between SPECT scans for [ 123 I]IMZ binding quantification in humans.
In this study, we performed this type of analysis for consequent frames of 10 or 20 min starting from the 40th minute of acquisition and we concluded that activity from an image 50-70 min postinjection provides the parameters that best correlate with parameters obtained with SRTM2. Finally, to deal with noise, we applied factorial analysis of raw images. Noise has a significant degrading effect on the quality of SPECT and PET images. It is an inherent characteristic of nuclear imaging and derives from the stochastic nature of the radioactive decay and the limited number of photons measured by the SPECT/PET camera [12, 43] . The "uncertainty" that it induces in image analysis is translated to less precise parameter estimations with high standard errors and, in clinical or experimental settings, to limited sensitivity toward alterations of biological phenomena under study. Subsequently, to diminish this effect one has to increase the number of photons that are detected, which means injecting higher doses of radioactivity. FA attempts to separate the signal of dynamic images into a finite number of factor images each of which has a certain contribution [13, 25, 27, 44] . Factors associated with noise, as is the case in our study and as already reported in SPECT studies of myocardial blood flow [13] , are removed. Thus, "pure" images are obtained for further analysis, something that is obvious in our study: activity is more homogeneously distributed and varies less between adjacent structures in FA-corrected images of 5 min. On the other hand, raw images of 20 min are more affected by noise (Fig. 1b and c) . Apart from this, diminution of the effect of noise on binding potential estimations from FA-corrected images is pointed out by the significantly diminished values of AIC and percent SE when compared to estimations from raw images. FA can also be used to assess problems such as spillover contamination of brain structures from adjacent extracerebral tissues, as described by Millet et al. [27] . In that study, the use of tracer displacement protocol enabled the interpretation of the biological significance of each factor. While a similar protocol was not followed in this study, retaining only three factors and interpreting the rest of them as noise seems justified, as BP F and BP ND values obtained with FA were in accordance with those obtained from raw data analysis, despite an average underestimation of 14.4% for BP ND values from FA-corrected data compared to those from raw images. This underestimation is due to the fact that the k′ 2 parameter used for the application of SRTM2 in each FA-corrected image was not the same as the parameter used in corresponding raw images. In fact, the k′ 2 parameter was determined independently in FA-corrected images using the procedure described in the Materials and Methods section so it differs from the parameter estimated from raw images. Indeed, fixing the k′ 2 parameter used in analysis of raw images resulted in a negligible underestimation. To further confirm the argument that FA did not mitigate the signal integrity, we averaged the pixel-wise estimated BP ND values in each VOI [30] , in raw and FAcorrected images, and compared them with the values estimated with SRTM2 at the VOI level in raw images. High correlations were found between pixel-wise estimated binding parameters and values estimated with VOI analysis. FA-corrected images provided even higher correlation values than their raw counterparts in spite of the fact that pixel-wise BP ND values were obtained from FA-corrected images of 70 min, whereas estimations from raw images corresponded to scans of 110 min.
How FA improved our estimations can be observed in the binding parameter stability study on raw data. Noise in the images does not enable reliable estimations from scans shorter than 100 min. Denoising with FA led to stable BP ND values acquired from scans of 70 min and, interestingly, associated with significantly less standard errors than those from analysis of raw data, enabling less time-consuming yet precise SPECT acquisitions. In fact, standard errors remained virtually unchanged for all scan durations (70 min or longer, Fig. 6 ). The impact of FA in standard error reductions is higher in more noisy VOIs. Potentially, processing images in this way could also enable a decrease in the radioactivity needed for minimization of noise.
In conclusion, we proposed different methods for GABA A receptor quantification in rats using reference kinetic, graphical approaches and equilibrium approaches. Scan duration required for reliable estimation can be substantially diminished by using images representing delayed activity resulting in the possibility of conducting a large number of studies and thus using a large number of rats in a short time. Alternatively, scan duration can be reduced by denoising images with factorial analysis that also enables significantly smaller standard errors of BP estimations to be obtained. Our results are potentially applicable to imaging of GABA A in human experiments, where shorter acquisition times and the possibility of acquiring images of equal quality with reduced doses of radioactivity by employing FA are highly advantageous. was created in 2009 at the initiative of the "Fondation pour la Recherche sur Alzheimer" (formerly IFRAD France). Author S.T. received a scholarship from the Greek National Scholaship Foundation.
