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Abstract
Wada and Suyari proposed a two-parameter generalization of Shannon-Khinchin axioms (TGSK axioms) [T. Wada and
H. Suyari, Physics Letters A, 368(3)]. We derive a new class of entropies which differs from Wada-Suyari’s class by
fixing the incorrectness which occurs in the mentioned paper. Also, we consider a two-parameter class of entropies
derived from the maxent principle proposed in [Kaniadakis, G. and Lissia, M. and Scarfone, AM, Physica A: Statistical
Mechanics and its Applications, 340(1)]. We rederived this class by changing initial condition, obtaining the same class
as our class derived from TGSK axioms.
1. Two-parameter deformed entropy derived by TGSK
axioms
Let ∆n be an n-dimensional simplex
∆n ≡
{
(p1, . . . , pn)
∣∣∣ pi ≥ 0, n∑
i=1
pi = 1
}
, (1)
and let the set Rαβ be given with
Rαβ = Rα ∪Rβ , (2)
where
Rα =
{
(α, β) ∈ R2| α ≥ 1, 0 ≤ β ≤ 1, (α, β) 6= (1, 0)
}
,
Rβ =
{
(α, β) ∈ R2| 0 ≤ α ≤ 1, β ≥ 1, (α, β) 6= (0, 1)
}
.
Let sα,β denote a function sα,β : [0, 1] → R. For a
generalized entropy, Sα,β : ∆n → R
+, (α, β) ∈ Rαβ , n ∈
N, of trace form
Sα,β(p1, p2, ..., pn) =
n∑
i=1
sα,β(pi), (3)
the following two-parameter generalized Shannon-Khinchin
axioms are defined in [1]:
• [TGSK1] continuity: Sα,β is continuous in ∆n and
with respect to α and β;
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• [TGSK2]maximality: for any n ∈ N and any (p1, . . . , pn) ∈
∆n
Sα,β(p1, . . . , pn) ≤ Sα,β(
1
n
, . . . ,
1
n
) (4)
• [TGSK3] two-parameter generalized Shannon addi-
tivity: if
pij ≥ 0, pi ≡
mi∑
j=1
pij , p(j|i) ≡
pij
pi
,
∀i = 1, . . . , n, ∀j = 1, . . . ,mi, (5)
then the following equality holds:
n∑
i=1
mi∑
j=1
sα,β(pij) =
n∑
i=1
pαi
mi∑
j=1
sα,β (p(j|i))
+
n∑
i=1
sα,β(pi)
mi∑
j=1
p(j|i)β. (6)
• [TGSK4] expandability:
Sα,β(p1, . . . , pn, 0) = Sα,β(p1, . . . , pn). (7)
Theorem 1.1. Let Sα,β : ∆n → R
+, (α, β) ∈ Rαβ, n ∈ N
be a function of trace form (3), which is not identically
equal to zero for n > 1 and which satisfies [TGSK1]-
[TGSK4]. Then, Sα,β : ∆n → R
+, n ∈ N, is uniquely
determined with
Sα,β(p1, . . . , pn) =
n∑
i=1
pαi − p
β
i
Cα,β
, (8)
and Cα,β satisfies the following properties I)-IV):
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I) Cα,β is continuous w.r.t. α and β, and has the
same sign as β − α. Consequently, Cα,β is anti-
symmetric under the interchange of α and β, i.e.,
Cβ,α = −Cα,β;
II) limα→β Cα,β = 0, and Cα,β 6= 0 for α 6= β;
III) there exists an interval (a, b) ∈ R such that Cα,β
is differentiable w.r.t. both α and β on the interval
(a, 1) ∪ (1, b);
IV) there exists a positive constant k such that
limα→1
dCα,β
dα
= − 1
k
, and limβ→1
dCα,β
dβ
= 1
k
.
Remark 1. For α = 1 and β = 1, [TGSK1]-[TGSK4] re-
duce to original Shannon-Khinchin axioms, which uniquely
determined Shannon entropy [2]:
S1,1=−k
n∑
i=1
pi ln pi, (9)
where k > 0. Because of [TGSK1], we have
lim
α→1
β→1
Sα,β = S1,1=−k
n∑
i=1
pi ln pi. (10)
According to proof from [1], form (8) is uniquely de-
termined by solving functional equation (6) from [TGSK3]
and by using the continuity with respect to ∆n as as-
sumed in [TGSK1]. Property (II) is sufficient and nec-
essary for continuity with respect to α and β when α 6= β.
Properties (III)-(IV) were required to ensure continuity in
(α, β) = (1, 1), so that in the limit case Sα,β reduces to
standard BGS entropy, i.e. to satisfy the property defined
by equation (10). The role of those properties was to en-
able application of l’Hopital’s rule to (8).
Here, we follow a different approach and use the equal-
ity
lim
x→0
y→0
px − py
x− y
= lim
y→0
py · lim
x→0
y→0
px−y − 1
x− y
= lim
t→0
pt − 1
t
= ln p. (11)
Accordingly, we have:
lim
α→1
β→1
Sα,β(p1, . . . , pn) = lim
α→1
β→1
n∑
i=1
pαi − p
β
i
Cα,β
= lim
α→1
β→1
n∑
i=1
α− β
Cα,β
·
pαi − p
β
i
α− β
= lim
α→1
β→1
α− β
Cα,β
· lim
α→1
β→1
n∑
i=1
pi ·
pα−1i − p
β−1
i
(α− 1)− (β − 1)
= −k ·
n∑
i=1
pi ln pi (12)
and, therefore, properties (III) and (IV) should be replaced
by
III′)
Cα,β
α−β
is continuous in (1, 1) and
lim
α→1
β→1
Cα,β
α− β
= −
1
k
. (13)
Equivalently, the function Cα,β should be differentiable
only in (α, β) = (1, 1), but need not be differentiable in a
neighbourhood of (α, β) = (1, 1), as required by properties
(III) and (IV).
2. Counterexamples to Wada-Suyari’s theorem
In this section we show that:
a) there exists a function Sα,β which does not belong to
Wada-Suyari class but has the form (8), with proper-
ties (I),(II) and (III′) satisfied, which means that the
conditions given by Wada and Suyari are not necessary
for satisfaction of the axioms [TGSK1]-[TGSK4], and
b) there exists a function Sα,β which belongs to Wada-
Suyari class but the limit limα→1,β→1 Sα,β does not ex-
ist, which means that the conditions given byWada and
Suyari are not sufficient for satisfaction of [TGSK1]-
[TGSK4].
Counterexample a:
The Weierstrass function is a well known example of
nowhere differentiable continuous function [3]. It is defined
with:
W (x) =
∞∑
k=0
ak cos
(
bkpix
)
, (14)
where 0 < a < 1 , b is a positive odd integer, ab > 1+3pi/2
and x ∈ R. The Weierstrass function is bounded, since
|W (x)| ≤
∞∑
k=0
ak| cos
(
bkpix
)
| ≤
∞∑
k=0
ak = W (0) <∞,
(15)
where W (0) = 1/(1 − a). Using the Weierstrass function
we construct Cα,β(α, β), which satisfies properties (I), (II)
and (III′), but not properties (III) and (IV).
Let
Cα,β(α, β) =
1− α
k
·
W (α− 1) + 2 ·W (0)
3 ·W (0)
. (16)
SinceW (x) is continuous andW (x)+2W (0) > 0 according
to (15), Cα,β(α, β) satisfies properties (I) and (II). More-
over,
lim
α→1
β→1
Cα,β
α− β
= lim
α→1
Cα,β
α− 1
= −
1
k
(17)
and function Cα,β(α, β) satisfies property (III
′),
However, function Cα,β(α, β) does not satisfy property
(III) from Wada-Suyari theorem since it is differentiable
with respect to α only in α = 1. Oppositely, the function
1
α− 1
· Cα,β(α, β) =
1
k
·
W (α− 1) + 2 ·W (0)
3 ·W (0)
(18)
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should be differentiable for some α 6= 1 as a product of
differentiable functions, further implying differentiability
of W (α − 1), which is impossible since the Weierstrass
function is nowhere differentiable.
Counterexample b
Let Cαβ : Rαβ → R
Cα,β =
α− β
2k
·
(
(α− 1)(β − 1)
(α− 1)2 + (β − 1)2
− 1
)
(19)
if (α, β) 6= (1, 1) and
C1,1 = 0 (20)
Note that for (x, y) ∈ R2 \ (0, 0)
−
1
2
≤
xy
x2 + y2
≤
1
2
, (21)
which follows from (x ± y)2 ≥ 0. If we set x = α − 1 and
y = β−1 in (21), it follows that the term in brackets in ex-
pression (19) is always negative, which further implies that
Cα,β has the same sign as β − α. In addition, for (α, β) ∈
Rαβ \ (1, 1), the function Cα,β is continuous as composi-
tion of continuous functions, while for (α, β) = (1, 1) it is
continuous since α − β → 0 for α, β → 0 and the term
in brackets is bounded. Accordingly, Cα,β satisfies prop-
erty I. In addition, properties II-IV are straightforwardly
satisfied.
On the other hand, limα→1,β→1 Cα,β/(α− β) does not
exist, since the expression
(α− 1)(β − 1)
(α− 1)2 + (β − 1)2
(22)
has no unique limit when (α, β) approaches (1,1) over dif-
ferent directions, which follows directly from
lim
x→0
y=kx
xy
x2 + y2
= lim
x→0
x · kx
x2 + (kx)2
=
k
1 + k2
. (23)
According to (12), the entropy Sα,β also has no limit
when (α, β)→ (1, 1), despite its belonging to Wada-Suyari
class. On the other hand, the continuity of Cα,β/(α − β)
in (1, 1) is explicitly required by our property (III′), which
means that the corresponding entropy does not belong to
our class.
3. Two-parameter deformed entropy derived by max-
imum entropy principle
Kaniadakis et. al. [4] considered the following class of
trace-form entropies (in this work kB = 1)
S(p1, . . . , pn) = −
n∑
i=1
p
i
Λ(p
i
) , (24)
where (p1, . . . , pn) ∈ ∆n represents a discrete probability
distribution, and Λ(x) is an analytical function that gener-
alizes the logarithm. The canonical distribution (p1, . . . , pn)
is obtained by maximizing the entropy in equation (24) for
fixed normalization and energy, by requiring that the so-
lution is represented with generalized exponential E(x) =
Λ−1(x). The following functional form for logarithm is
derived:
Λ(x) = A
1
(κ
1
, κ
2
)xκ1 +A
2
(κ
1
, κ
2
)xκ2 , (25)
where A
i
(κ
1
, κ
2
) are integration constants which should
be determined from the initial conditions and from the
continuity property of entropy. The following initial con-
ditions:
Λ(1) = 0, (26)
dΛ(x)
d x
∣∣∣∣∣
x=1
= 1 (27)
are used for all κ
1
, κ
2
. From condition (26), it follows that
A1(κ1, κ2) = −A2(κ1, κ2) = A(κ1, κ2), (28)
and the logarithm takes the form
Λ(x) = A(κ1, κ2) · (x
κ1 − xκ2);
and if the condition (27) is used, than we have
Λ(x) =
xκ1 − xκ2
κ
1
− κ
2
. (29)
Conditions (26) and (27) are imposed with the intention
that Λ(x) reduces to ln(x) and S(p) reduces to standard
Shannon entropy in the limit case when κ1 and κ2 ap-
proach 0. However, to accomplish the same goal, it seems
more natural to keep condition (26) and require
lim
κ1→0
κ2→0
Λ(x) = ln(x) (30)
instead of condition (27). By using limit condition (30),
we obtain
lnx = lim
κ1→0
κ2→0
Λ(x) = lim
κ1→0
κ2→0
A(κ1, κ2) · (x
κ1 − xκ2)
= lim
κ1→0
κ2→0
A(κ1, κ2) · (κ1 − κ2) ·
xκ1 − xκ2
κ1 − κ2
= lim
κ1→0
κ2→0
A(κ1, κ2) · (κ1 − κ2) · lim
κ1→0
κ2→0
xκ1 − xκ2
κ1 − κ2
and by using equality (11) limit condition (30) becomes
condition
lim
κ1→0
κ2→0
A(κ1, κ2) · (κ1 − κ2) = 1. (31)
Note that limit condition (30) is equivalent to the following
modification of condition (27):
lim
κ1→0
κ2→0
dΛ(x)
d x
∣∣∣∣∣
x=1
= 1. (32)
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Now, by imposing condition (31), entropy (24) takes
the form
S(p) = −k ·
n∑
i=1
A(κ1, κ2) · (p
κ1+1
i − p
κ2+1
i ). (33)
If we introduce κ1 = α− 1, κ2 = β − 1 and
C(α, β) = −
1
k ·A(α− 1, β − 1)
, (34)
the functional form of the entropy is the same as the one
derived by the functional equation given by [TGSK3]. In
addition, if the continuity condition given by [TGSK1] is
imposed, condition (31) reduces to the conditions [I], [II]
and [III′]. Accordingly, the entropy class of entropies (24)
is the same as the one proposed in section 1.
References
[1] T. Wada and H. Suyari, “A two-parameter generalization of
shannon–khinchin axioms and the uniqueness theorem,” Physics
Letters A, vol. 368, no. 3, pp. 199–205, 2007.
[2] A. Khinchin, Mathematical foundations of information theory.
Dover Publications, 1957.
[3] G. Hardy, “Weierstrass’s non-differentiable function,” Transac-
tions of the American Mathematical Society, vol. 17, no. 3, pp.
301–325, 1916.
[4] G. Kaniadakis, M. Lissia, and A. Scarfone, “Deformed logarithms
and entropies,” Physica A: Statistical Mechanics and its Appli-
cations, vol. 340, no. 1, pp. 41–49, 2004.
4
