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𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 = 	𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝐺𝑙𝑖𝑡𝑐ℎ𝑒𝑠	𝑎𝑡	𝑜𝑟	𝐴𝑏𝑜𝑣𝑒	𝑅𝑎𝑛𝑘𝑇𝑜𝑡𝑎𝑙	𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝐺𝑙𝑖𝑡𝑐ℎ𝑒𝑠
𝐹𝑎𝑙𝑠𝑒	𝐴𝑙𝑎𝑟𝑚	𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 	𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝐶𝑙𝑒𝑎𝑛	𝑎𝑡	𝑜𝑟	𝐴𝑏𝑜𝑣𝑒	𝑅𝑎𝑛𝑘𝑇𝑜𝑡𝑎𝑙	𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝐶𝑙𝑒𝑎𝑛𝑠
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By	looking	at	triggers	in	
auxiliary	channels	that	are	
safe	from	gravitational	
waves	we	are	able	to	build	
both	training	and	
evaluation	data	sets.	These	
data	sets	are	built	by	
taking	data	that	is	free	of	
gravitational	waves	and
sampling	random	times	in	the	segment	of	data.	These	times	will	either	
have	a	glitch	(unclean)	or	not	have	a	glitch	(clean).	Glitches	are	identified	
and	decomposed	by	match-filtering	with	a	half-sine	Gaussian	template.
Time
Trigger:	Any	time	we	filter	with	a	half-
sine	Gaussian	that	has	a	signal	to	noise	
ratio	(SNR)	that	is	above	some	threshold.
Glitch:	A	time	with	a	trigger	in	the	main	
gravitational	wave.
Figures	10	&	11:	Using	Kyle	Rose’s	6th feature,	time	since	lock,	Tensor	Flow	was	able	to	
more	accurately	identify	glitches	from	auxiliary	channels.	In	comparison,	MVSC’s	
efficiency	did	not	change	in	the	10-'	range	of	false	alarm	probability.	This	shows	that	a	
more	accurate	definition	of	a	glitch	could	lead	to	a	better	classifier	
