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Hoy en día, los estándares Ethernet ópticos de alta velocidad están
ampliamente extendidos. Diferentes técnicas de encriptación pueden
ser aplicadas para lograr la confidencialidad de los datos en los
diferentes niveles de la comunicación. Cuando la encriptación se lleva
a cabo en la capa física algunos de los beneficios que se pueden
conseguir son la no pérdida de rendimiento en la transmisión de
datos y el enmascaramiento de las comunicaciones.
Encriptación sobre Capa Física para Ethernet Optico de Alta
Velocidad explora diferentes arquitecturas de encriptación por
streaming en la capa PCS (Physical Coding Sublayer) de dos de los
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1.1 Introducción 
1.2 Objetivos de la Tesis 
1.3 Metodología y Estructura de la Tesis 
1.4 Conceptos básicos – Capas físicas Ethernet 
1.5 Conceptos básicos – Criptografía 
1.1 Introducción 
Hoy en día, los enlaces ópticos con tasas de transmisión de hasta 100 Gbps y 
superiores son ya una realidad. Gracias a los avances logrados en las 
comunicaciones ópticas durante las últimas décadas es posible afrontar anchos 
de banda cada vez mayores, lo que satisface las demandas de las aplicaciones 
más exigentes [CIS16], como por ejemplo las basadas en cloud computing o big 
data. Por otro lado, la seguridad en la información sigue siendo un asunto de 
gran importancia en las comunicaciones ya que el volumen de amenazas en la 
red se ha incrementado durante los últimos años [CIS18]. Los fallos en la 
seguridad podrían llevar al mal funcionamiento de un servicio o la pérdida de 
confidencialidad en datos críticos de los clientes. 
En un sistema de comunicaciones por capas, como por ejemplo en el modelo 




Capítulo 1  
Protocol/Internet Protocol), se pueden llevar a cabo tanto ataques pasivos como 
activos en los diferentes niveles de la comunicación. Dependiendo de las capas 
de comunicación utilizadas, distintos mecanismos pueden ser adoptados para 
lograr la seguridad de la información. Por ejemplo, protocolos estandarizados 
tales como MACsec [IEE06] o IPsec [KEN05] son empleados normalmente en la 
capa 2 (capa de enlace de datos) y capa 3 (capa de red), respectivamente. En 
ambos casos la encriptación es llevada a cabo en cada trama o paquete de datos 
de forma individual. 
Para el caso particular de las redes ópticas, el análisis de las amenazas en su 
capa 1 (capa física) también es considerado crítico para garantizar unas 
comunicaciones seguras [SKO16], [FUR14]. En este caso se pueden destacar 
tres tipos de ataques: ataques de inserción de señal, ataques por splitting y 
ataques a las infraestructuras físicas. Los ataques por splitting son normalmente 
empleados para espionaje pasivo o para producir degradación en la señal 
[SKO16], estos se pueden llevar a cabo fácilmente gracias a técnicas de 
derivación en la fibra. De hecho hoy en día ya existen métodos de bajo coste 
para interceptar la señal óptica gracias a dispositivos de acoplamiento óptico y 
conversores electroópticos sin la necesidad de interferir perceptiblemente en las 
comunicaciones [ZAF11]. Para evitar o detectar escuchas ilegales, tanto la 
encriptación como los IDS (Intrusion Detection Systems) son considerados como 
posibles soluciones. 
Con el fin de tratar estas amenazas y proteger la confidencialidad de los datos 
en la capa física, varios mecanismos relacionados con tecnologías fotónicas han 
sido propuestos [FOK11], por ejemplo OCDM (Optical Code Division 
Multiplexing) [JI17], SCOC (Secure Communications using Optical Chaos) 
[HIZ10] o QKD (Quantum Key Distribution) [ELK13]. Otras técnicas, también 
relacionadas con protocolos de capa física, cifran la información a nivel de bit 
independientemente de la tecnología fotónica empleada, como la encriptación 
de los datos del payload en las tramas OTN (Optical Transport Network) 
[GUA16].  
Algunas de las ventajas reivindicadas por estas técnicas de encriptación 
consisten en cifrar la información “al vuelo” introduciendo un overhead nulo en 
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información transmitida [GUA16]. De hecho, hoy en día ya están disponibles en 
el mercado equipos de comunicaciones OTN que realizan el cifrado a la 
velocidad de línea sin mermar el throughput, es decir consiguiendo un 
rendimiento de la transmisión del 100% [MIC16]. Esto contrasta con lo que hacen 
ciertos protocolos en otras capas de comunicación [KOL13], [XEN06]. Por 
ejemplo IPsec generalmente introduce latencias en el rango de milisegundos. 
Además, el overhead introducido por IPsec durante el cifrado limita el 
rendimiento de transmisión a valores entre el 20% y el 90% de la máxima tasa 
de datos posible sin encriptación [TRO05], [KOL13]. 
Aparte de lograr la confidencialidad, alguno de los métodos mencionados 
anteriormente también es capaz de conseguir privacidad contra intrusos pasivos 
[FOK11], entendiendo esta como la amenaza cuando dichos intrusos pueden 
detectar simplemente la presencia de comunicaciones aunque sean incapaces 
de descifrar el contenido de la información de las mismas. Esta habilidad puede 
ofrecer seguridad contra ataques basados en el análisis de los patrones del 
tráfico, que permitirían revelar información del comportamiento de una compañía 
o instalación. 
Dentro de los estándares de comunicaciones ópticas, Ethernet es uno de los más 
empleados hoy día. Un claro ejemplo es el acceso a las redes de transporte 
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ópticas donde este estándar es utilizado normalmente cuando las tasas de 
acceso superan el gigabit por segundo. Tal y como se muestra en la Fig.1-1, 
algunas tecnologías de acceso en los tramos de última milla de las CEN (Carrier 
Ethernet Networks) son Ethernet sobre fibra (Fibra Directa con Ethernet, 
Ethernet sobre SONET/SDH, Ethernet sobre PON), Ethernet sobre PDH o 
Ethernet inalámbrico [MET09]. 
Otros ejemplos de aplicaciones donde Ethernet óptico se ha implantado 
ampliamente son las redes industriales. En las últimas décadas, las soluciones 
de comunicación a nivel de automatización en los ICS (Industrial Control 
Systems) han evolucionado desde los tradicionales buses de campo a la 
tecnología Ethernet [SAU10], [LEE06], [SAU11]. Por un lado, Ethernet ha 
incrementado su uso como solución de comunicación para redes SCADA 
(Supervisory Control And Data Acquisition). Por otro, en este tipo de redes no 
solo se transporta la información de equipos industriales, sino que también se 
mezcla con los datos de redes de seguridad con video vigilancia y de futuras 
aplicaciones de IoT, tal y como se muestra en la Fig.1-2. Ambas aplicaciones 
demandan un elevado ancho de banda, lo que hace que muchos proveedores 
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dispongan de equipos de telecomunicación adaptados a entornos industriales 
con velocidades de hasta 1 Gbps y superiores. 
Dos de los estándares ópticos Ethernet más empleados hoy en día son los 
denominados 1000Base-X y 10GBase-R con tasas de transmisión de 1 Gbps y 
10 Gbps, respectivamente.  
1.2 Objetivos de la Tesis 
En el caso de las comunicaciones sobre Ethernet óptico no existe ningún 
mecanismo que logre la mencionada privacidad al mismo tiempo que la 
confidencialidad, sin que además introduzca un overhead o latencias 
indeseadas. 
El objetivo de esta tesis es el de proporcionar soluciones a dos de los estándares 
ópticos Ethernet más empleados, tales como 1000Base-X o 10GBase-R, 
logrando las características citadas anteriormente. 
En general los principales aspectos que se pretenden desarrollar en esta tesis 
son los siguientes: 
 Realizar propuestas viables de modificación de ambos estándares, 
1000Base-X y 10GBase-R, de forma que se pueda llevar a cabo la 
encriptación en la capa física. 
 Lograr la compatibilidad de las nuevas arquitecturas de encriptación con 
dichos estándares de forma que el hardware electrónico más dependiente 
del medio de transmisión, como los módulos ópticos SFP, los SERDES o los 
circuitos de recuperación de reloj y datos, no necesite modificaciones 
adicionales. 
 Realizar un estudio de los posibles esquemas de encriptación por streaming 
que sean capaces de cifrar datos a velocidades superiores a 1 Gbps y 
adaptarlos a las arquitecturas propuestas.  
 Estudiar posibles mecanismos para llevar a cabo la sincronización de los 
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 Lograr que las soluciones propuestas lleven a cabo la encriptación 
introduciendo la menor latencia posible, al menos en un orden de magnitud 
igual o inferior al de soluciones en otros estándares de comunicaciones como 
OTN. 
 Llevar a cabo un análisis de la seguridad de las soluciones propuestas, 
incluyendo el estudio de la capacidad de privacidad en las comunicaciones. 
 Proponer un esquema de chequeo de integridad, autenticación y refresco de 
claves a nivel de capa física. 
 Llevar a cabo la implementación y verificación física de las soluciones 
propuestas. 
1.3 Metodología y Estructura de la Tesis 
Durante el desarrollo de la tesis, se ha abordado el estudio de diferentes 
soluciones de encriptación para flujos de datos de alta velocidad, consistentes 
en cifradores por streaming, prestando atención tanto a las soluciones 
sincronizadas como autosincronizadas. Al mismo tiempo se ha llevado a cabo el 
estudio de mecanismos capaces de logar el cifrado preservando el formato de la 
codificación de los datos encriptados, de forma que se pueda lograr la 
compatibilidad necesaria con los estándares Ethernet mencionados. Una vez 
llevados a cabo estos estudios se han propuesto cambios en las arquitecturas 
de las capas PCS de ambos estándares, 1000Base-X y 10GBase-R. 
Concretamente se ha indicado tanto la forma de llevar a cabo la operación de 
cifrado entre el texto plano y el keystream como su localización en el camino de 
datos de transmisión y recepción. Finalmente se han diseñado y analizado 
diferentes soluciones para la generación de las secuencias de keystream 
atendiendo a la seguridad de las mismas, mediante el estudio de su ventaja de 
tipo IND-CPA. 
Las diferentes soluciones en ambos estándares han sido diseñadas y simuladas 
en lenguajes HDL (Hardware Description Languaje) haciendo uso del simulador 
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algoritmos FPE también han sido inicialmente simuladas mediante entorno 
Matlab de Mathworks.  
La implementación hardware se ha realizado sobre plataformas FPGA del 
fabricante Xilinx, concretamente utilizando el dispositivo Virtex-7. La herramienta 
software Vivado, también de dicho fabricante, ha sido la empleada tanto en la 
síntesis como la implementación de las diferentes soluciones. El testeo del 
sistema se ha llevado a cabo sobre la placa de evaluación VC707 utilizando un 
enlace de fibra óptica multimodo y módulos ópticos SFP+ comerciales, capaces 
de transmitir a tasas de hasta 10 Gbps. 
Esta memoria se divide en tres capítulos. El primer capítulo se dedica a introducir  
conceptos básicos de la capa física Ethernet y criptografía en general. En el 
segundo se presentan los trabajos desarrollados en esta tesis, donde se tratan 
diversas soluciones de encriptación aportadas para los estándares 1000Base-X 
y 10GBase-R, incluyendo su implementación y una discusión sobre la seguridad 
de las mismas. En el tercero se resumen las conclusiones y aportaciones de este 
trabajo. Posteriormente, se adjunta un apartado donde se incluyen las 
referencias bibliográficas citadas a lo largo de la memoria. Finalmente, se 
añaden tres apéndices que contienen una copia de las publicaciones que 
conforman la tesis, la información relativa a los factores de impacto y áreas 
temáticas de las revistas donde han sido publicadas y un listado de las 
publicaciones del autor de la tesis. 
1.4 Conceptos básicos – Capas físicas Ethernet 
1.4.1 Introducción capas Ethernet 
El estándar Ethernet, al igual que otros sistemas de comunicaciones se 
encuentra dividido en diferentes capas tal y como se especifica en el modelo 
OSI. Particularmente Ethernet se corresponde con las dos primeras capas de 
este modelo, la capa física o capa 1 y la capa de enlace de datos o capa 2. A 
estas capas también se les suele denominar PHY en el caso de la capa 1 y MAC 
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De las dos capas, la capa física es la encargada de llevar a cabo las funciones 
de más bajo nivel en la transmisión. Según el modelo OSI, esta define las 
especificaciones eléctricas, mecánicas y funcionales para activar, mantener y 
desactivar el enlace físico. En el caso de los estándares Ethernet se suele dividir 
en otras tres subcapas con diferentes funcionalidades: PMD (Physical Medium 
Dependent), PMA (Physical Medium Attachment) y PCS (Physical Coding 
Sublayer). El nivel PMD desempeña principalmente las funciones más 
dependientes del medio físico, por ejemplo en el caso de una transmisión óptica 
lo identificaríamos con componentes como el láser o fotodiodo de un transceptor 
óptico. El nivel PMA se encarga de la adaptación y conexión entre la capa de 
codificación PCS y la dependiente del medio PMD, e incluye componentes o 
bloques electrónicos tales como los SERDES (Serializer/Deserializer) o circuitos 
CDR (Clock and Data Recovery) para recuperación de reloj y datos. Finalmente, 
el nivel PCS es el encargado de llevar a cabo la codificación de los datos, el 
scrambling, la adaptación de tasas y relojes entre terminales y otro tipo de 
funcionalidades dependientes del protocolo de capa física, como la 
autonegociación y el establecimiento del enlace [IEE16]. 
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A modo de ejemplo, en la Fig.1-4 se muestra una tarjeta comercial Ethernet en 
la que cada bloque/capa de comunicación se encuentra implementado por 
diferentes elementos electrónicos. En dicha imagen se pueden distinguir tres de 
los elementos principales de la tarjeta electrónica, un módulo óptico o módulo 
SFP (Small Form-Factor Pluggable) y dos ASICs (Application-Specific Integrated 
Circuit) de los fabricantes AMCC y Tehuti Networks. 
En el primero de los ASICs, de Tehuti Networks, se implementan las funciones 
de la MAC que genera los paquetes de datos Ethernet. Estos paquetes son 
transferidos al segundo ASIC, del fabricante AMCC, donde el bloque PCS 
codifica los datos y los transfiere al nivel PMA. Dentro de este nivel, el SERDES 
lleva a cabo la serialización de los datos codificados dando lugar a un flujo de 
bits serie o bitstream de alta velocidad. En recepción la operación es la opuesta, 
el SERDES se encarga de recibir el bitstream serie y paralelizarlo para llevar a 
cabo su decodificación en el PCS. 
Fig.1-4. Tarjeta controladora Ethernet 10 Gbps modelo D-Link DXE-810S basada en los ASICs 
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En el extremo de la cadena se encuentra el módulo SFP óptico que implementa 
el nivel PMD y engloba el hardware necesario para llevar a cabo las funciones 
más dependientes del medio (transmisión y recepción por fibra óptica) que en 
este caso son principalmente el láser, fotodiodo y su electrónica asociada. 
1.4.2 Codificaciones del nivel PCS 
En una transmisión serie de alta velocidad los datos son serializados y 
transmitidos sin enviar físicamente la señal de reloj con la que están 
sincronizados. En el receptor es necesario extraer dicho reloj a partir de las 
transiciones del flujo de datos recibido, de forma que a su vez estos puedan ser 
muestreados en el instante óptimo. El circuito encargado de realizar esta función 
es denominado CDR. Para facilitar la labor del CDR, es necesario que el 
transmisor genere suficientes transiciones en los bits enviados de forma que la 
información frecuencial del reloj esté contenida en el propio bitstream. 
Por esta razón una de las funciones de la capa PCS es la de codificar los datos 
forma que se genere un bitstream que no contenga secuencias demasiado largas 
de un mismo valor de bit, lo que disminuiría las transiciones entre unos y ceros. 
Esto dificultaría la labor del CDR en el receptor pudiendo hacer que este perdiese 
su sincronismo. 
Por otro lado, el hecho de que la diferencia entre ceros y unos esté 
desbalanceada introduce un offset en el nivel de DC del enlace serie. Si se trata 
de un enlace con acoplo AC esto puede producir errores en el receptor. Debido 
a esto, otra de las funciones de la codificación es la de minimizar la diferencia 
entre la cantidad de unos y ceros transmitidos (también conocida como 
disparidad) y así evitar este desbalanceo. 
Por último, la capa PCS también ha de introducir ciertas secuencias en los bits 
transmitidos que permitan realizar un alineamiento de los datos una vez estos 
han sido paralelizados en recepción. Esto es necesario para poder delimitar los 
bits de inicio y fin de cada símbolo o dato codificado. En el caso del estándar 
1000Base-X la secuencia de alineamiento se denomina comma, mientras que 





 Introducción y Conceptos Básicos 
Las funciones mencionadas, limitación de la longitud de las ráfagas de bits, alta 
densidad en las transiciones de bit, balanceo en DC y alineamiento del bitstream 
son conseguidas gracias al empleo de codificaciones. Particularmente, en el 
caso del estándar 1000Base-X esto se consigue gracias a la codificación 8b/10b, 
mientras que en 10GBase-R se logra mediante la combinación de la codificación 
64b/66b y posteriormente un proceso de scrambling [IEE16]. Un esquema 
conceptual de los esquemas PCS en ambos estándares se muestra en la Fig.1-5. 
Como se verá más adelante, las soluciones de encriptación propuestas en la 
capa física se han llevado a cabo en el nivel PCS. Por tanto, es importante tener 
en cuenta que el hecho de tener que preservar las propiedades inferidas por la 
codificación a los datos influirá en la localización los bloques de encriptación y 
desencriptación. Esto ocurrirá tanto dentro de la cadena de transmisión como la 






Fig.1-5. (a) Estructura PCS para el estándar 1000Base-X; (b) estructura PCS para el estándar 
10GBase-R. Los bloques P/S y S/P representan al serializador y deserializador de la 
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1.5 Conceptos básicos – Criptografía 
1.5.1 Criptografía – Introducción 
Se define criptografía como el estudio y desarrollo de técnicas matemáticas 
relacionadas con la seguridad de la información para dotar de confidencialidad, 
privacidad, integridad y autenticidad a un conjunto de datos determinado. 
Cada una de las funcionalidades mencionadas se explica a continuación: 
 Confidencialidad: permitir el acceso a la información sólo a aquellos usuarios 
que estén autorizados a ello. Para ello pueden ser empleadas técnicas como 
la protección física de la información o el tratamiento de datos haciéndolos 
ininteligibles. 
 Privacidad: evitar que un observador malintencionado pueda detectar la 
presencia de una comunicación de datos en el canal de transmisión. 
 Integridad: evitar que la información sea alterada sin autorización, 
detectando la inserción, eliminación o sustitución de datos no deseados. 
 Autenticación: permitir que los dos participantes en una comunicación se 
identifiquen y que dicha identidad sea verificada. También permite a los 
participantes acreditar que los mensajes transmitidos hayan sido generados 
por ellos mismos. 
De las funcionalidades mencionadas, el sistema de encriptación de capa física 
propuesto en esta tesis se encarga principalmente de las dos primeras, es decir, 
no solo cifrará los datos a transmitir (confidencialidad) sino que también 
enmascarará la presencia de las tramas Ethernet y por tanto el patrón y la 
actividad del tráfico de datos (privacidad). Estas funcionalidades son 
implementadas en ambos estándares de comunicación, 1000Base-X y 
10GBase-R, introducidos en el Apartado 1.4. En cuanto a las funcionalidades de 
integridad y autenticación, una solución es aportada, pero sólo para el estándar 
1000Base-X. 
Las herramientas criptográficas básicas que permiten abarcar estos objetivos 
son denominadas “primitivas criptográficas”. Los cifradores son las primitivas 
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los de clave simétrica (privada) y los de clave asimétrica (pública). Para la 
encriptación de datos a alta velocidad se suelen emplear los primeros ya que 
requieren una carga computacional menor y su tasa de encriptación puede 
alcanzar mayores cotas. Su inconveniente es que tanto el transmisor como el 
receptor han de compartir la misma clave para las operaciones de encriptación 
y desencriptación, lo que requiere un intercambio previo de dicha información. 
Respecto a los sistemas de cifrado de clave asimétrica, estos suelen tener mayor 
carga computacional, alcanzando por tanto menor velocidad. Como ventaja no 
requieren que ambos terminales, transmisor y receptor, compartan la misma 
clave previamente. Por esta razón, los sistemas de encriptación de clave pública 
suelen ser empleados en el cifrado de pequeños volúmenes de información 
sensible en el que no se requiere un elevado ancho de banda. 
Los sistemas de encriptación de clave simétrica se pueden definir de forma 
genérica de la siguiente manera [STI02]: 
Un criptosistema es una quíntupla (𝓟, 𝓒, 𝓚, 𝓔, 𝓓) donde se satisfacen las 
siguientes condiciones: 
 𝓟 es un set finito de posibles textos planos o plaintext (datos sin cifrar). 
 𝓒 es un set finito de posibles textos cifrados o ciphertext (datos cifrados). 
 𝓚 es el espacio de claves, un set finito de posibles claves. 
 Para cada clave 𝑘 ∈ 𝓚, hay una regla de encriptación 𝐸𝑘 ∈ 𝓔 y una regla 
de desencriptación 𝐷𝑘 ∈ 𝓓. Cada 𝐸𝑘: 𝓟 → 𝓒 y 𝐷𝑘: 𝓒 → 𝓟 son funciones 
tales que 𝐷𝑘(𝐸𝑘(𝑃)) = 𝑃 para todo elemento 𝑃 ∈ 𝓟. 
Inicialmente, antes de una transmisión el transmisor y receptor escogen una 
clave aleatoria 𝑘 ∈ 𝓚, desconocida para observadores externos. Esta clave 
puede ser generada por el transmisor y ser enviada por un canal seguro al 
receptor, tal y como se muestra en la Fig.1-6. Posteriormente, el transmisor 
aplica la transformación 𝐸𝑘 a todos los textos planos que envíe, mientras que el 
receptor realiza la transformación inversa 𝐷𝑘 recuperando el mensaje original sin 
encriptar. Al no conocer la clave 𝑘, los posibles observadores pasivos en mitad 
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Dentro de los sistemas de clave simétrica encontramos dos subcategorías, los 
cifradores por streaming y los cifradores por bloque. Los primeros encriptan el 
texto plano cifrando individualmente los caracteres o palabras de bits con una 
transformación que varía a lo largo del tiempo, mientras que los cifradores por 
bloque encriptan bloques de caracteres de forma simultánea con una 
transformación que es fija. Los cifradores por streaming suelen ser más rápidos 
que los de bloque por lo que son más aptos para sistemas de comunicaciones 
donde se requiere una elevada tasa de transmisión. 
1.5.2 Cifradores por streaming sincronizados 
Los cifradores por streaming se fundamentan en un criptosistema llamado OTP 
(One-Time Pad) y patentado por Gilbert Vernam en 1917. Claude E. Shannon 
demostró matemáticamente que este criptosistema era invulnerable ya que 
cumplía una propiedad criptográfica que él mismo había denominado como 
‘secreto perfecto’ [SHA45]. Los cifradores por streaming surgieron como una 
forma práctica de implementar un sistema similar al OTP pero sacrificando esta 
condición de invulnerabilidad. El esquema teórico de un cifrador por streaming 
es definido en la Fig.1-7. 
A diferencia de la Fig.1-6 donde el bloque KEY SOURCE genera directamente 
la clave 𝑘, que es la que opera en la encriptación, en un cifrado por streaming 
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este bloque genera como clave una semilla o valor inicial 𝑋0 y un parámetro de 
control 𝛾 que configuran un módulo denominado KEYSTREAM GENERATOR. 
El generador de keystream es el encargado de generar 𝑘, que en este caso 
consiste en una secuencia o stream de valores obtenidos de forma 
pseudoaleatoria mediante un algoritmo matemático conocido. En la práctica la 
clave ‘secreta’ de este sistema ya no será 𝑘, como en la Fig.1-7, sino 𝑋0 y 𝛾. 
Tanto en el receptor como en el transmisor existirá un generador de keystream 
y en ambos estará configurado de la misma forma. Cada generador  actualiza el 
estado interno en función del estado actual 𝑋𝑖 y de 𝛾 mediante una función 
matemática 𝐹. La salida del generador se obtiene a partir 𝑋𝑖 y 𝛾 gracias a la 
función 𝐺. Posteriormente, el keystream generado opera con el texto plano a 
través de la función 𝐻 en el transmisor o la inversa de 𝐻 en el receptor.  
Para sistemas donde el cifrado se realiza bit a bit, 𝐻 normalmente se suele 
implementar como una función XOR, tal y como funciona el mencionado OTP. 
Esta operación es equivalente a realizar la suma módulo-2 entre el bit a cifrar y 
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el bit correspondiente del keystream. En caso de no realizar un cifrado de valores 
comprendidos entre 0 y 1 (bit a bit), sino entre 0 y N-1, la operación 𝐻 se podría 
extender a una suma módulo-N. 
El cifrador que acabamos de definir se trata de un cifrador por streaming 
síncrono, es decir necesita que los generadores de keystream en el receptor y 
transmisor estén sincronizados de forma que un mismo dato del texto plano 
opere con el mismo valor del keystream en transmisión y recepción. Esto implica 
que el transmisor y receptor han de establecer un mecanismo o protocolo de 
sincronización lo que incrementa la complejidad del sistema.  
1.5.3 Cifradores por streaming autosincronizados 
En los cifradores por streaming autosincronizados no es necesario sincronizar 
sus generadores de keystream por medio de protocolos u otros mecanismos, 
sino que de forma automática los algoritmos que los definen son capaces de 
lograr dicho alineamiento. Estos generadores de keystream suelen actualizar su 
estado interno en función del texto cifrado que se ha generado en instantes 
anteriores. El nuevo estado interno junto con parte de la clave opera en la función 
𝐺 generando los nuevos valores del keystream. En recepción se lleva a cabo la 
misma operación, empleando el texto cifrado recibido para la actualización del 
estado interno. Un esquema típico de este tipo de cifradores se muestra en la 
Fig.1-8. 
1.5.4 Cifradores por streaming basados en cifradores por bloque 
Los tipos de cifradores por streaming explicados en los dos apartados anteriores 
se caracterizan por tener una estrategia de implementación ad-hoc, es decir que 
sin basarse en bloques preconstruidos los algoritmos de encriptación son 
diseñados específicamente para funcionar en este tipo de cifradores. Como 
ejemplo de los mismos se pueden destacar los pertenecientes a la propuesta del 
proyecto europeo eSTREAM [ROB08], tanto para versiones sincronizadas, por 
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Otra forma de llevar a cabo el diseño de cifradores por streaming es a partir de 
cifradores por bloque funcionando en determinados modos de operación. Es 
decir, en este caso no serían cifradores por streaming diseñados ad-hoc, sino 
que se basarían en bloques prediseñados de antemano, que serían cifradores 
por bloque. Un ejemplo típico es el cifrador AES (Advanced Encryption 
Standard), que funcionando en modo CTR (Contador) es capaz de generar el 
keystream necesario para la encriptación. 
Los cifradores por streaming ad-hoc suelen ser aptos para aplicaciones de alta 
velocidad donde los recursos de computación empleados y su consumo en 
potencia son críticos. En cambio, una ventaja de los cifradores por bloque, 
aunque no sean tan aptos para dichas aplicaciones, es que gracias a su 
modularidad su análisis criptográfico suele estar más desarrollado y es más 
comprensible que en los de streaming, lo que resulta en una mayor facilidad de 
uso por parte de los mismos [KLE13]. De hecho, gracias a esto es posible 
estudiar el modo de operación de un cifrador por bloque sin necesidad de 
comprender al detalle su estructura interna. 
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Tal y como se ha mencionado en el Apartado 1.5.1, un cifrador por bloque 
encripta la información del texto plano en bloques de datos simultáneamente. 
Por tanto este tipo de cifradores se pueden modelar como una función 𝐹𝑘 tal que 
𝐹: 𝒦 ×  {0, 1}𝑙 →  {0, 1}𝑙, donde 𝒦 es el espacio de claves, 𝑘 es la clave del 
sistema y 𝑙 es el tamaño de bloque del cifrador en bits, es decir el cifrador encripta 
simultáneamente 𝑙 bits en bloque. 
Según [BEL05a], un modo de operación de un cifrador por bloque se puede 
definir como un criptosistema de clave simétrica Sℰ cuyas reglas de 
encriptación/desencriptación 𝐸𝑘 y 𝐷𝑘 son definidas en base a la función de 
encriptación 𝐹𝑘 de dicho cifrador. Estos modos se suelen emplear cuando la 
longitud del mensaje a transmitir es mayor que la longitud del bloque de datos 
de encriptación. En dicho caso, el mensaje se ha de dividir en subbloques con 
tamaño igual al tamaño de bloque del cifrador y emplearlo en el modo escogido 
para encriptar cada uno de los subbloques. 
Por ejemplo dos de los modos más comúnmente empleados, CBC (Cipher Block 
Chaining) y CTR son definidos en [BEL05a] tal y como muestran los algoritmos 
de la Fig.1-9 y Fig.1-10, respectivamente. 
Esquema CBC: Asumamos que 𝐹: 𝒦 × {0, 1}𝑙 →  {0, 1}𝑙 es un cifrador por 
bloque. Haciéndolo operar en modo CBC con un contador 𝑐𝑡𝑟 e IV (Initialization 
Vector), se obtiene un sistema de encriptación simétrico Sℰ con estado. 
Inicialmente se escoge una clave aleatoria 𝑘 𝜖 𝒦 para la función 𝐹. La función de 
𝐚𝐥𝐠𝐨𝐫𝐢𝐭𝐡𝐦 𝐸𝑘(𝑃) 
static 𝑐𝑡𝑟 ← 0 
 
Break 𝑃 into 𝑙 bit blocks  
𝑃[1] … 𝑃[𝑚] 
 
𝐶[0] ← 𝐼𝑉 ← 𝑐𝑡𝑟 
𝐟𝐨𝐫 𝑖 ← 1 𝐭𝐨 𝑚 𝐝𝐨 
𝐶[𝑖] ←  𝐹𝑘(𝐶[𝑖 − 1]⨁𝑃[𝑖]) 
𝐶 ← 𝐶[1] … 𝐶[𝑚] 
𝑐𝑡𝑟 ← 𝑐𝑡𝑟 + 1 
𝐫𝐞𝐭𝐮𝐫𝐧 〈𝐼𝑉, 𝐶〉  
𝐚𝐥𝐠𝐨𝐫𝐢𝐭𝐡𝐦 𝐷𝑘(〈𝐼𝑉, 𝐶〉)  
 
 
Break 𝐶 into 𝑙 bit blocks  
𝐶[1] … 𝐶[𝑚] 
 
𝐶[0] ← 𝐼𝑉 
𝐟𝐨𝐫 𝑖 ← 1 𝐭𝐨 𝑚 𝐝𝐨 
𝑃[𝑖] ←  𝐹𝑘
−1(𝐶[𝑖]⨁𝐶[𝑖 − 1]) 
𝑃 ← 𝑃[1] … 𝑃[𝑚] 
𝐫𝐞𝐭𝐮𝐫𝐧 𝑃 
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encriptación 𝐸𝑘 mantiene el valor inicial del contador 𝑐𝑡𝑟 a cero. Al IV se le carga 
el valor actual del contador 𝑐𝑡𝑟. El contador es incrementado cada vez que un 
mensaje es encriptado y a su vez es una variable estática, lo que significa que 
su valor es preservado entre diferentes invocaciones del algoritmo, 
representando así el estado interno del sistema de encriptación. Los algoritmos 
de encriptación/desencriptación 𝐸𝑘 y 𝐷𝑘 se muestran en la Fig.1-9. 
Esquema CTR: Asumamos que 𝐹: 𝒦 ×  {0, 1}𝑙 →  {0, 1}𝑙 es un cifrador por 
bloque. Haciéndolo operar en modo CTR con un contador 𝑐𝑡𝑟 e IV, se obtiene 
un sistema de encriptación simétrico Sℰ con estado. Inicialmente se escoge una 
clave aleatoria 𝑘 𝜖 𝒦 para la función 𝐹. La función de encriptación 𝐸𝑘 mantiene 
el valor inicial del contador 𝑐𝑡𝑟 a cero. No se permite que el contador 𝑐𝑡𝑟 sea 
reiniciado en ningún momento y su valor es preservado entre diferentes 
invocaciones del algoritmo, representando así el estado interno de Sℰ. Los 
algoritmos de encriptación/desencriptación 𝐸𝑘 y 𝐷𝑘 se muestran en la Fig.1-10. 
Dada la definición del modo CTR y tal y como se ha comentado al principio de 
este apartado, se podría visualizar este modo como una forma de 
implementación de un cifrador por streaming donde el texto plano estaría 
formado por los 𝑚 bloques a cifrar 𝑃[0] … 𝑃[𝑚 − 1] de tamaño 𝑙 bits. Para obtener 
los bloques texto cifrado 𝐶[0] … 𝐶[𝑚 − 1] se aplicaría la operación XOR entre el 
𝐚𝐥𝐠𝐨𝐫𝐢𝐭𝐡𝐦 𝐸𝑘(𝑃) 
static 𝑐𝑡𝑟 ← 0 
 
Break 𝑃 into 𝑙 bit blocks  
𝑃[0] … 𝑃[𝑚 − 1] 
 
𝐼𝑉 ← 𝑐𝑡𝑟 
𝐟𝐨𝐫 𝑖 ← 0 𝐭𝐨 𝑚 − 1 𝐝𝐨 
𝐾[𝑖] ←  𝐹𝑘(𝑐𝑡𝑟)  
𝐶[𝑖] ←  𝐾[𝑖] ⨁𝑃[𝑖] 
𝑐𝑡𝑟 ← 𝑐𝑡𝑟 + 1 
𝐶 ← 𝐶[0] … 𝐶[𝑚 − 1] 
𝐫𝐞𝐭𝐮𝐫𝐧 〈𝐼𝑉, 𝐶〉  
𝐚𝐥𝐠𝐨𝐫𝐢𝐭𝐡𝐦 𝐷𝑘(〈𝐼𝑉, 𝐶〉)  
 
 
Break 𝐶 into 𝑙 bit blocks  
𝐶[0] … 𝐶[𝑚 − 1] 
 
𝑐𝑡𝑟 ←  𝐼𝑉 
𝐟𝐨𝐫 𝑖 ← 0 𝐭𝐨 𝑚 − 1 𝐝𝐨 
𝐾[𝑖] ←  𝐹𝑘(𝑐𝑡𝑟)  
𝑃[𝑖] ←  𝐾[𝑖]⨁𝐶[𝑖] 
𝑐𝑡𝑟 ← 𝑐𝑡𝑟 + 1 
𝑃 ← 𝑃[0] … 𝑃[𝑚 − 1] 
𝐫𝐞𝐭𝐮𝐫𝐧 𝑃 
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texto plano y la secuencia de keystream 𝐾[0] … 𝐾[𝑚 − 1]. Esta secuencia se 
obtendría como la salida del cifrador por bloque 𝐹𝑘(∙) al encriptar los sucesivos 
valores del contador 𝑐𝑡𝑟. Una representación gráfica de este esquema se 
muestra en la Fig.1-11. En relación al esquema genérico de un cifrador por 
streaming de la Fig.1-7 vemos que se ha sustituido la función 𝐺 por la función 
del cifrador por bloque 𝐹𝑘(∙), la función 𝐹 por un bloque de incremento ‘+1’ y la 
función 𝐻 por la operación XOR. El estado 𝑋𝑖 se corresponde ahora con el 
contador 𝑐𝑡𝑟 del modo de operación CTR. Aunque en el algoritmo de la Fig.1-10 
el valor de 𝑐𝑡𝑟 se inicializa a cero, en la práctica este se podrá inicializar a un 
valor inicial 𝑋0 que deberán conocer ambos terminales, transmisor y receptor. 
Respecto a la clave 𝑘, esta se corresponderá con el parámetro 𝛾, pero se 
empleará únicamente como clave de configuración del cifrador por bloque 𝐹𝑘(∙). 
 
 




 Introducción y Conceptos Básicos 
1.5.5 Concepto de seguridad IND-CPA 
Hoy en día se puede entender como noción de seguridad de un esquema de 
encriptación la imposibilidad de relacionar diferentes textos cifrados resultado de 
la encriptación de mensajes con igual longitud. De esta manera se intenta evitar 
que se produzcan fugas de información. Según [BEL05a] esto implica que la 
encriptación debe ser probabilística o depender del estado actual del sistema de 
cifrado. Si no es así cualquier mensaje que fuese reenviado sería cifrado de la 
misma forma dos veces, lo que permitiría al adversario su detección aun sin 
conocer la clave del sistema ni el contenido del mensaje. 
Esta noción de seguridad va en contra de la noción popular e histórica de la 
encriptación, donde un mapeo fijo de textos planos es realizado sobre textos 
cifrados. Sin embargo la visión actual no es esta, ya que un texto plano debería 
tener muchos mapeos posibles en textos cifrados, por ejemplo dependiendo del 
estado de encriptación del algoritmo en cada momento. 
Teniendo en cuenta lo explicado anteriormente, se define como criterio de 
seguridad la indistinguibilidad bajo un ataque de texto plano conocido o IND-CPA 
(Indistinguishability under Chosen Plaintext Attack). Para ello, se considera que 
el adversario (sin saber la clave) es capaz de encriptar dos mensajes de la misma 
longitud conocidos por él mismo gracias al acceso a un oráculo [BEL05a]. 
Supongamos un adversario A, el modelo para analizar la seguridad IND-CPA 
consistiría en un juego realizado entre dicho adversario y un oráculo capaz de 
implementar el esquema de encriptación que queremos estudiar. Dicho esquema 
de encriptación  Sℰ estaría configurado por una clave 𝑘 y un bit de experimento 
𝑏. Durante el juego, el adversario A escoge una secuencia de 𝑞 pares de 
mensajes de igual longitud (𝑀1
0, 𝑀1
1), … , (𝑀𝑞
0, 𝑀𝑞
1) y los envía al oráculo. Por cada 
par de mensajes (𝑀𝑖
0, 𝑀𝑖
1) el adversario recibe del oráculo el texto cifrado 𝐶𝑖 
correspondiente al mensaje 𝑀𝑖
𝑏. Finalmente este ha de adivinar qué set de 
mensajes (𝑀1
0, … , 𝑀𝑞
0) o (𝑀1
1, … , 𝑀𝑞
1) fue encriptado durante el juego, lo que 
implica que el adversario ha de adivinar el bit 𝑏 que configura el experimento. 
Suponiendo que el esquema de encriptación Sℰ es CTR, el diagrama del juego 
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En el esquema mostrado se ha sustituido el cifrador por bloque por una función 
más generalista 𝐹𝑘 cuyo tamaño de bloque es diferente en la entrada y la salida, 
con 𝑙 y 𝐿 bits respectivamente. El bloque 𝑐𝑡𝑟 representa al contador mencionado 
en la Fig.1-10, en este caso con longitud 𝑙 bits. Cada mensaje 𝑀𝑖
𝑏 tiene una 
longitud de 𝑚𝑖 bloques de 𝐿 bits, así que para encriptar el 𝑀𝑖
𝑏 escogido, el oráculo 
ha de ejecutar 𝑚𝑖 veces la encriptación del contador, concatenar los 𝑚𝑖 bloques 
encriptados en el bloque “&” y finalmente realizar la XOR con el mensaje 
seleccionado según 𝑏. Al final del experimento el adversario devuelve la 
estimación ?̂? del bit 𝑏. 
Como medida de la capacidad de un adversario para romper el esquema de 
encriptación Sℰ, en [BEL05b] se define la ventaja IND-CPA del adversario 
respecto del esquema de encriptación 𝑆ℰ con la siguiente expresión: 
𝐴𝐷𝑉𝑆ℰ(𝐹)
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) = 2 ∙ Pr(?̂? = 𝑏)  − 1 (1) 
donde 𝐴𝐷𝑉𝑆ℰ(𝐹)
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) es la ventaja del adversario A sobre el esquema de 
encriptación y Pr(?̂? = 𝑏)  es la probabilidad de que el adversario adivine el valor 
correcto de 𝑏. Esta ventaja puede ser entendida como el exceso de esta 
probabilidad sobre 1/2. Cuando la probabilidad de adivinar 𝑏 es casi 1/2 y la 
ventaja del adversario es despreciable, se puede considerar que el esquema de 
encriptación Sℰ analizado es seguro. 
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Asumiendo que la función 𝐹𝑘 es una PRF (Pseudo Random Function), se puede 
demostrar en [BEL05c] que un adversario B atacando la seguridad de 𝐹𝑘 puede 
ser construido gracias al adversario A tal y como se muestra en la Fig.1-13. 
En este juego el adversario B trata de adivinar si el oráculo está implementando 
la encriptación mediante una función PRF 𝐹𝑘 o una función aleatoria 𝐹𝑢𝑛𝑐 . Esto 
significa que el adversario trata de obtener una estimación del bit del nuevo 
experimento, en este caso 𝑏′. Durante el experimento el adversario lanza 𝑞′ 
consultas de valores de contador que son encriptadas en el oráculo. Ya que B 
está construido a partir de A, 𝑞′ será el número total de bloques correspondiente 
con la longitud total de los 𝑞 mensajes 𝑀𝑖
𝑏 encriptados desde el punto de vista 
de A. Al final del juego, el adversario B devuelve una estimación del bit de 
experimento 𝑏′̂, que será la comparación entre 𝑏 y ?̂?. 
La ventaja de B sobre la función 𝐹𝑘 medirá la capacidad del adversario de 
distinguir dicha función pseudoaleatoria de una función completamente aleatoria. 
Dicha ventaja se puede relacionar con la ventaja IND-CPA de A sobre el 
esquema Sℰ con la siguiente expresión: 
𝐴𝐷𝑉𝑆ℰ(𝐹)




𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) es la ventaja de A al atacar Sℰ cuando su función interna 
es la PRF 𝐹𝑘, 𝐴𝐷𝑉𝑆𝐸(𝐹𝑢𝑛𝑐)
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) es la ventaja of A sobre Sℰ cuando la función 
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interna es una función aleatoria 𝐹𝑢𝑛𝑐(𝑙, 𝐿) y 𝐴𝐷𝑉𝐹
𝑃𝑅𝐹(𝐵)  es la ventaja de tipo PRF 
de B tal y como se define en [BEL05a] de acuerdo al experimento mostrado en 
la Fig.1-13. 
Como generalización, hemos supuesto desde un principio que la función 𝐹𝑘 que 
opera en el modo de encriptación es una PRF, sin embargo los cifradores por 
bloque se corresponden mejor con una PRP (Pseudo Random Permutation) 
donde las longitudes de los bloques de entrada y salida son iguales. Las ventajas 
del oráculo B frente a una PRF o una PRP se pueden relacionar según el lema 
de conmutación PRF-PRP [BEL97]. Teniendo en cuenta esto y desarrollando la 
ecuación de 𝐴𝐷𝑉𝑆ℰ(𝐹)
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) en cada uno de los modos de encriptación es posible 
llegar a una expresión que depende de la cantidad de información encriptada y 
de ciertos parámetros del cifrador por bloque funcionando en dicho modo. 
Por ejemplo, para los modos CTR y CBC mencionados previamente las 
expresiones finales de su ventaja IND-CPA quedarían de la siguiente manera:  
𝐴𝐷𝑉𝐶𝑇𝑅𝐶(𝐹)











donde 𝜇 es el número total de bits encriptados en las 𝑞 consultas llevadas a cabo 
durante el juego del adversario A frente al oráculo, 𝐿 es el tamaño de bloque de 
entrada y salida del cifrador por bloque, 𝐴𝐷𝑉𝐹
𝑃𝑅𝑃(𝐵) la ventaja de tipo PRP del 
adversario B frente al cifrador y 𝐴𝐷𝑉𝐶𝑇𝑅𝐶(𝐹)
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) y 𝐴𝐷𝑉𝐶𝐵𝐶(𝐹)
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) son las ventajas 
IND-CPA de A frente a ambos esquemas de encriptación CTR y CBC, 
respectivamente. 
Suponiendo que el cifrador por bloque es seguro y que podemos considerarlo 
una buena PRP con un valor de 𝐴𝐷𝑉𝐹
𝑃𝑅𝑃(𝐵) despreciable, se puede observar 
que la ventaja del adversario aumenta en el juego de ambos esquemas de 
encriptación conforme mayor es la longitud de los datos cifrados 𝜇, es decir, la 
seguridad del sistema de encriptación quedaría comprometida cuanta mayor 
cantidad de información cifremos con la misma clave. Además se puede concluir 
que aproximando 𝐴𝐷𝑉𝐹
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sobre el esquema CBC es el doble que sobre CTR, lo que implica que el modo 
CTR es más seguro que el CBC. De hecho, según [ROG11], el modo CTR puede 
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2.1 Localización del cifrador y estructura para 1000Base-X 
Tal y como se ha comentado en el Apartado 1.4.2, la localización de los módulos 
de encriptación en el camino de datos se ha de hacer de tal forma que se 
preserven las propiedades de la codificación del estándar correspondiente. En el 
caso de 1000Base-X el codificador 8b/10b es el que consigue la limitación de 
ráfagas, la alta densidad de transiciones de bit, y el balanceo en la disparidad. 
Por ello el mecanismo de encriptación para soluciones de Gigabit Ethernet como 
en [PER19a], [PER19b] y [PER20a] se localiza entre el controlador PCS y el 
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Al preservar las propiedades que transfiere el codificador 8b/10b a los datos, se 
puede conseguir que el mecanismo de encriptación mantenga la compatibilidad 
con el resto de elementos hardware más dependientes del medio, en las 
subcapas PMA y PMD. Por ejemplo, módulos ópticos comerciales como los SFP 
o circuitos electrónicos como los CDR o SERDES en el estándar 1000Base-X 
serán compatibles con el esquema de encriptación propuesto. 
En general, los codificadores de línea por bloque, como el 8b/10b, agrupan la 
información en bloques de 𝑚 bits que son mapeados en grupos de 𝑛 bits, donde 
𝑛 > 𝑚. Gracias a la redundancia introducida en los datos, el codificador por 
bloque logra las propiedades mencionadas anteriormente. Para llevar a cabo la 
encriptación antes que la codificación cada símbolo de 𝑚 bits ha de ser cifrado 
de forma que dé lugar a otro símbolo de 𝑚 bits, también válido en el estándar. 
Hemos de tener en cuenta que el esquema de cifrado tiene la estructura de un 
cifrador por streaming, donde se aplica una operación matemática a cada uno 
de los datos del texto plano con la salida del generador de keystream. Si 𝑆 es el 
número posible de símbolos, la operación matemática a aplicar deberá ser una 
suma módulo-S en vez de la clásica XOR (suma módulo-2), ya que los datos en 
este caso no son binarios sino que se encuentran representados en base 𝑆. 
Además, los símbolos  de 𝑚 bits han de ser mapeados a un valor perteneciente 
al intervalo [0, 𝑆 − 1] antes de aplicar la suma, y el proceso inverso ha de ser 
llevado a cabo sobre el resultado de esta para obtener finalmente los símbolos 
cifrados de 𝑚 bits. Por otro lado, el generador de keystream deberá ser capaz 
de generar una secuencia uniformemente distribuida de valores en base 𝑆. 
Según esto, la estructura  necesaria para el esquema de cifrado se muestra en 
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la Fig.2-2. La estructura de desencriptación será la misma que la mostrada en 
dicha figura pero utilizando una resta módulo-S en vez de la suma. En la Fig.2-
2, los valores mapeados en el intervalo [0, 𝑆 − 1] son representados con 𝑏 bits 
siendo 𝑏 = ⌈log2 𝑆⌉. Una vez encriptado el texto plano, este será demapeado a 
símbolos de 𝑚 bits y finalmente codificado a valores de anchura 𝑛 bits.  
En el estándar 1000Base-X los símbolos de datos y de control suman 267 
posibles símbolos, lo que implica que 𝑆=267 y 𝑏=9. Teniendo en cuanta esto, el 
esquema de encriptación genérico para 1000Base-X se muestra en la Fig.2-3. 
En este estándar, cada símbolo 8b/10b sin codificar se representa por un valor 
de 8 bits acompañado de un bit de control llamado flag K indicando el tipo de 
símbolo que le corresponde, que puede ser control o datos. Los símbolos son 
mapeados en un valor en base 267, antes de su encriptación y después son 
demapeados de nuevo y codificados en un valor de 10 bits, que será el que se 
transmita a la línea serie. 
 
Fig.2-2. Localización y estructura genérica de un cifrador en una capa física con codificador de 
línea por bloque 𝑚/𝑛.  
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Como veremos más adelante, los esquemas de encriptación propuestos en esta 
tesis para el estándar 1000Base-X tratarán de dar diferentes soluciones para la 
implementación del generador de keystream, siendo la operación de cifrado igual 
en todos ellos.  
2.2 Localización del cifrador y estructura para 10GBase-R 
En el caso del estándar 10GBase-R, como ya se ha mencionado en el 
Apartado 1.4.2, se emplea una codificación densa por bloque denominada 
64b/66b. En este tipo de esquemas la densidad en las transiciones de bit y su 
balanceo en DC son conseguidas de forma estadística gracias al scrambler 
después del codificador, mientras que la longitud de ráfaga es limitada gracias a 
la cabecera de sincronismo que se añade a cada bloque de 64 bits durante su 
codificación.  
Una vez que los bloques de 64 bits son codificados dan lugar a bloques de 66 
bits, de los cuales dos son la cabecera mencionada mientras que el resto 
conforman el payload de cada bloque. De estos bloques de 66 bits sólo el 
payload es procesado por el scrambler, dejando intacta la cabecera. 
Para mantener las propiedades del scrambler será necesario por tanto llevar a 
cabo la encriptación de los datos justo antes del mismo [PER19c], [PER19d], tal 
y como se muestra en la Fig.2-4. 
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Al igual que en con el estándar 1000Base-X el mecanismo de encriptación está 
basado en un cifrado por streaming, por lo que el cifrado se ha de llevar a cabo 
operando por separado cada bloque codificado con la secuencia de keystream. 
En una codificación densa como esta se ha de mantener intacta la transición de 
bits introducida por la cabecera a la par que es encriptada. Es necesario, por 
tanto, obtener un valor válido de cabecera después de su encriptación. Para ello, 
después de la codificación, esta ha de ser mapeada en el intervalo [0, 𝑆 − 1]  
siendo 𝑆 el número de posibles valores que puede tomar según el estándar. Su 
encriptación se llevará a cabo mediante una suma módulo-S entre dichos valores 
mapeados y una secuencia de keystream que también tomará valores en     
[0, 𝑆 − 1]. Finalmente, a la cabecera encriptada se le aplicará el mapeo inverso 
realizado antes del cifrado obteniendo un valor válido del estándar que mantenga 
las transiciones de bit.  
Para el resto de la información del bloque, el payload, será necesario llevar a 
cabo la operación XOR entre dichos bits y otra secuencia de keystream que será 
binaria. Directamente el valor del payload será concatenado a la cabecera 
encriptada obteniendo el resultado final del bloque encriptado. 
Según lo explicado anteriormente la estructura general de la operación de cifrado 
se muestra en la Fig.2-5, donde cada bloque codificado está representado por 𝑛 
bits de los cuales 𝑙 representan al payload. La cabecera de sincronismo, 
mapeada en el intervalo [0, 𝑆 − 1], vendrá representada por  𝑏 bits con 𝑏 =
⌈log2 𝑆⌉. 
 
Fig.2-5. Localización y estructura genérica de un cifrador en una capa física con una 
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En el caso de la codificación 64b/66b los posibles valores de la cabecera son 
sólo dos, lo que implica que la cabecera sea mapeada en un solo bit y se pueda 
emplear la operación XOR en su encriptación. Por ello, particularizando el 
esquema de la figura Fig.2-5 al del estándar 10GBase-R se obtiene la estructura 
mostrada en la Fig.2-6, donde sólo es necesario un keystream binario de anchura 
65 bits para realizar el cifrado de los bloques. 
2.3 Encriptación por streaming sincronizada para 
1000Base-X 
Tal y como se ha explicado en el Apartado 1.5.2 los cifradores por streaming  
síncronos necesitan que los generadores de keystream en el receptor y 
transmisor estén sincronizados para que los símbolos Ethernet originales se 
puedan desencriptar correctamente. Para ello es necesario un mecanismo de 
sincronización entre ambos terminales. 
Un protocolo básico de sincronización se ha aplicado en las soluciones 
propuestas para 1000Base-X y este ha sido detallado en [PER19a]. En este 
mecanismo se ha propuesto la introducción de un nuevo set ordenado Ethernet 
que se ha denominado /X/ y cuya estructura se muestra en la Tabla 2-1 junto al 
resto de sets ordenados ya existentes en el estándar. 
 
Fig.2-6. Esquema de la operación de encriptación en el estándar 10GBase-R. La cabecera de 
de sincronismo es mapeada en un bit y concatenada al payload. Ambos son encriptados 
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El mecanismo de sincronización consiste en la introducción del set ordenado /X/ 
antes del módulo que ejecuta la operación de encriptación. Para su inserción en 
el flujo de símbolos 8b/10b dos sets consecutivos de tipo idle son reemplazados 
por los símbolos que componen /X/. Cuando /X/ es detectado justo antes del 
bloque de encriptación se habilita tanto la operación de cifrado como el 
generador de keystream, comenzando así a cifrar los símbolos después de que 
/X/ haya sido transmitido. 
De igual forma, en el receptor, el set /X/ al ser detectado habilita la operación de 
descifrado y el generador de keystream, lo que permite la desencriptación de los 
símbolos 8b/10b recibidos posteriormente a /X/. Finalmente /X/ es reemplazado 
en el receptor por dos sets consecutivos de tipo idle antes de que el flujo de 
símbolos llegue al controlador PCS. 
Para llevar a cabo esta manipulación del flujo de octetos 8b/10b es necesario 
introducir un bloque de control tal y como se muestra en la Fig.2-7, donde el 
bloque MANAGEMENT es el encargado de insertar y extraer los nuevos sets /X/. 
Code Ordered Set 
Number of  
Code-Groups 
Encoding 
/C/ CONFIGURATION  Alternating /C1/ and /C2/ 
/C1/ Configuration 1 4 /K28.5/D21.5/Config_Reg 
/C2/ Configuration 2 4 /K28.5/D2.2/Config_Reg 
/I/ IDLE  Correcting /I1/, Preserving /I2/ 
/I1/ Idle 1 2 /K28.5/D5.6/ 
/I2/ Idle 2 2 /K28.5/D16.2/ 
 ENCAPSULATION   
/R/ Carrier_extend 1 /K23.7/ 
/S/ Start_of_Packet 1 /K27.7/ 
/T/ End_of_Packet 1 /K29.7/ 
/V/ Error_Propagation 1 /K30.7/ 
 ENCRYPTION  Enable/Disable 
/X/ Cipher_on_off 4 /K28.1/D21.5/D21.2/D21.2/ 
Tabla 2-1. Estructura de los sets ordenados Ethernet en 1000Base-X incluyendo la propuesta 
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Fig.2-7. Emplazamiento del módulo de encriptación en la capa física 1000Base-X junto a 
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Este mecanismo de inserción y extracción de /X/ se muestra de forma 
simplificada en la Fig.2-8. Una explicación más detallada del funcionamiento del 
sistema se encuentra disponible en [PER19a]. 
A continuación, en los siguientes apartados se presentan las diferentes 
soluciones aportadas para la implementación del generador de keystream, 
donde se han empleado tanto soluciones ad-hoc como basadas en el empleo de 
cifradores por bloque.  
2.3.1 Encriptación por streaming ad-hoc para 1G 
Como ya se ha mencionado en el Apartado 1.5, los cifradores por streaming se 
pueden implementar ad-hoc con estructuras específicamente diseñadas para 
ese propósito o mediante bloques preconstruidos, como los cifradores por bloque 
funcionando en ciertos modos de operación. 
En la implementación desarrollada en [PER19a] se optó por la primera opción. 
Concretamente se implementó un cifrador por streaming basado en un algoritmo  
caótico consistente en una modificación del mapa caótico denominado skew-tent  
map [GAR17a], [GAR17b]. La estructura propuesta del keystream consistió en 
un generador pseudoaleatorio basado en el mencionado algoritmo a cuya salida 
se le aplicó la operación módulo-267, tal y como se muestra en la Fig.2-9. En 
esta estructura, al igual que en la Fig.2-3, del controlador PCS salen los símbolos 
8b/10b formados por su valor de 8 bits D_in más el flag de control K, K_in. 
 
Fig.2-9. Estructura del generador de keystream ad-hoc junto con la operación de encriptación.  
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Ambos, {D_in, K_in}, formarán la entrada del módulo de cifrado. Después de su 
encriptación, los nuevos símbolos encriptados {D_out, K_out} son codificados 
para obtener los 10 bits que se envían al SERDES. 
En [PER19a] la operación módulo-267 es utilizada para obtener un keystream 
compuesto por palabras de 9 bits con valores comprendidos entre 0 y 266, aptos 
para cifrar los símbolos 8b/10b ya mapeados. Un inconveniente surge al emplear 
este método de generación de keystream, ya que si la salida del generador 
pseudoaleatorio estuviera compuesta por palabras de 9 bits sus valores estarían 
comprendidos entre 0 y 29-1. Al realizar la operación módulo-267, aunque 
obtuviéramos valores entre 0 y 266, se introduciría un sesgo en la distribución 
de la secuencia de números resultante, es decir, el keystream no estaría 
uniformemente distribuido. 
Según la recomendación del NIST (National Institute of Standards and 
Technology) [NIS15], para generar secuencias de números pseudoaleatorios 
comprendidas en un intervalo determinado y obtenidas a partir de una operación 
módulo sobre una secuencia pseudoaleatoria, es necesario que el tamaño en 
bits de los valores sobre los que se aplica la operación módulo sea 
suficientemente grande, de forma que se evite el sesgo mencionado 
anteriormente. Concretamente, en [NIS15] se establece que dicho tamaño ha de 
superar al menos en 64 bits a la anchura los datos a la salida de la operación 
módulo. Esto da como resultado que el generador caótico pseudoaleatorio tenga 
que producir palabras de al menos 73 bits, tal y como se muestra en Fig.2-9. 
La estructura del generador pseudoaleatorio ha sido diseñada mediante la 
implementación de un banco de 9 generadores caóticos cuyas salidas son 
concatenadas para lograr la anchura de 73 bits deseada. Cada uno de los 
generadores está basado en el algoritmo skew-tent map según la modificación 
propuesta en [GAR17b] y su estructura se muestra en la Fig.2-10. Las 
operaciones del algoritmo skew-tent map son llevadas a cabo en el bloque 
STM_CELL y los 8 bits más bajos de su salida 𝑥𝑖 son operados con la salida de 
un LFSR (Linear Feedback Shift Register). La palabra resultante 𝑥?̃? es utilizada 
como nueva entrada de la celda STM_CELL y finalmente sus 8 bits más bajos, 
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La estructura final de los generadores caóticos y su agrupación en el banco de 
generadores para dar lugar al keystream se muestra en la Fig.2-11. 
Para considerar la secuencia de keystream como válida, esta debe ser 
indistinguible de una secuencia verdaderamente aleatoria. Por un lado es 
necesario comprobar que la secuencia del generador pseudoaleatorio pasa 
ciertos test de aleatoriedad y por otro que el sesgo introducido por la función 
módulo-267 es despreciable.  
Para lo primero se llevó a cabo la batería de test de aleatoriedad recomendados 
por el NIST [NIS10] a diferentes secuencias generadas por el generador básico 
mostrado en la Fig.2-10. Esta batería de test comprende diversos tests 
estadísticos que permiten determinar si una secuencia es o no aleatoria. Estos 
 
Fig.2-11. Banco de generadores caóticos junto a operación módulo. La salida de cada módulo 
caótico está formada por 8 bits, ?̃?𝑖[7: 0], excepto en el último de los módulos del que se toman 
los 9 bits ?̃?𝑖[8: 0]. 
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se definieron con un nivel de significancia 𝛼 = 0.01 y como ejemplo, en la 
Fig.2-12 se muestra el resultado satisfactorio de los mismos al aplicarse a una 
secuencia en particular. 
Para lo segundo se obtuvieron los histogramas de las secuencias de salida de la 
operación modulo-267, tanto al cumplir la recomendación del NIST usando datos 
de entrada con anchura de 73 bits, como empleando datos de tan solo 9 bits, es 
decir sin cumplir dicha recomendación. Se observó claramente cómo existía un 
sesgo en la distribución de los valores de secuencia del segundo caso mientras 
que era inexistente en el primero. Una manera de analizar este sesgo sería 
aplicando algún test de aleatoriedad a los datos de salida de la operación 
módulo, sin embargo las baterías de test más utilizadas, tales como la del NIST 
[NIS10], u otras como Diehard [MAR97] o TestU01 [LEC07] están pensados para 
secuencias de números enteros dentro de un rango que sea potencia de dos. En 
nuestro caso la secuencia no se encuentra en un rango así, ya que está 
comprendida entre 0 y 266. Para analizar su aleatoriedad se aplicaron varios de 
los tests propuestos por Knuth [KNU97]. Concretamente la secuencia de salida 
fue sometida al test de frecuencia, test serie para parejas y tripletes de símbolos 
y test de póker, con lo que se pudo concluir que efectivamente se correspondía 
con una secuencia uniformemente distribuida entre 0 y 266. 
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Una de las ventajas de los cifradores por bloque respecto a los cifradores por 
streaming es que el análisis criptográfico suele estar más desarrollado y es más 
compresible. En este caso en particular, tanto en [GAR17b] como en [PER19a] 
no existe un criptoanálisis exhaustivo del algoritmo caótico que garantice su 
seguridad. Por ello resulta de interés proponer otras soluciones basadas en 
cifradores por bloque con un criptoanálisis conocido. Como se verá en los 
siguientes apartados, estas soluciones tendrán que ser capaces de proponer 
modos de funcionamiento seguros para dichos cifradores que al mismo tiempo 
preserven el formato de los símbolos 8b/10b. 
2.3.2 Encriptación por streaming con modo CTR-FPE para 1G 
Actualmente no existe ningún estándar o recomendación de cifrador por 
streaming que preserve el formato de los datos del texto plano. Sin embargo sí 
que existen modos de operación recomendados por el NIST [NIS16] para 
cifradores por bloque. Estos modos son denominados modos FPE (Format 
Preserving Encryption). Aunque la recomendación [NIS16] describe modos de 
operación, en la práctica las estructuras de encriptación resultantes al emplear 
dichos modos se comportan propiamente como cifradores por bloque, es decir, 
estos modos no realizan una encriptación por streaming, como CTR o CBC, sino 
que cifran bloques de datos de forma independiente, con la particularidad de que 
pueden configurarse para trabajar con diferentes anchuras de bloque y con datos 
representados en diferentes bases numéricas, no sólo binarias como en los 
cifradores por bloque tradicionales. 
De hecho, en [NIS16], los modos descritos se basan fundamentalmente en el 
empleo de una red tipo Feistel, y tal y como se demostró en [LUB88], dicho tipo 
de redes pueden ser consideradas buenas PRPs y al mismo tiempo ser 
empleadas en la construcción de cifradores por bloque, como por ejemplo DES 
(Data Encryption Standard). 
Una posible alternativa para el diseño de un generador de keystream que 
preserve el formato para un texto plano comprendido entre 0 y 266 es la 
utilización de uno de los modos FPE descritos en [NIS16] a modo de cifrador por 
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modo sería como el mostrado en la Fig.1-10 pero empleando una base distinta 
a 2. Siendo 𝐹𝑘 la función del “cifrador por bloque” FPE tal que 𝐹: 𝒦 ×
 {0, 1, … , 𝑆-1}𝑙 →  {0, 1, … , 𝑆-1}𝑙 donde 𝑙 es el tamaño de bloque, 𝒦 el espacio de 
claves y 𝑆 la base en la que trabaja el cifrador y en la que se expresan  los 
símbolos del texto plano, el nuevo algoritmo en modo CTR es descrito en la 
Fig.2-13. 
La diferencia principal con el modo CTR original estriba en que el contador ya no 
es binario sino que se encuentra en base  𝑆, al igual que la operación de 
encriptación, ya no es una XOR (suma módulo-2), sino una suma módulo-𝑆. 
De acuerdo con [PER19b], es posible emplear este mecanismo de cifrado 
obteniendo al menos la misma seguridad que tendría un cifrador binario estándar 
tipo AES funcionando en modo CTR tradicional. Tal y como se explica en 
[PER19b] la ventaja de cualquier adversario A sobre el esquema CTR propuesto, 
al que denominamos CTR-FPE, viene determinada por la siguiente ecuación: 
𝐴𝐷𝑉𝐶𝑇𝑅−𝐹𝑃𝐸
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) ≤ 2 ∙ 𝐴𝐷𝑉𝐹
𝑃𝑅𝑃(𝐵) +
𝜇2
𝑇2 ∙ 𝑙2 ∙ 𝑆𝑙
         (5) 
donde 𝜇 es el número total de bits encriptados durante el juego del adversario, 𝑙 
es el tamaño de bloque de entrada y salida del cifrador por bloque FPE, 𝑆 es la 
base numérica del texto plano y texto cifrado y 𝑇 el número de bits representado 
por cada símbolo. 𝐴𝐷𝑉𝐹
𝑃𝑅𝑃(𝐵) es la ventaja de tipo PRP frente al cifrador y 
𝐴𝐷𝑉𝐶𝑇𝑅−𝐹𝑃𝐸
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) es la ventaja IND-CPA de A frente al esquema propuesto 
CTR-FPE. 
Teniendo en cuenta la expresión de la ventaja de un adversario A sobre el 
esquema CTR en la Fig.1-10 y comparándola con la que tendría sobre el 
esquema descrito en la Fig.2-13, en [PER19b] se concluye que el esquema en 
la Fig.2-13 tendrá la misma seguridad o mayor siempre y cuando se cumpla la 
siguiente condición: 
𝑇2 ∙ 𝑙𝐶𝑇𝑅−𝐹𝑃𝐸
2 ∙ 𝑆𝐿 ∙ 2𝑙𝐶𝑇𝑅−𝐹𝑃𝐸 ≥ 𝑙𝐶𝑇𝑅
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donde 𝑙𝐶𝑇𝑅−𝐹𝑃𝐸 y 𝑙𝐶𝑇𝑅 son las longitudes de bloque de los cifradores en modo 
CTR-FPE y CTR, respectivamente.  
De acuerdo con esto se concluye que para lograr la misma seguridad que un 
cifrador por bloque de 128 bits, 𝑙𝐶𝑇𝑅 = 128, como AES funcionando en modo 
CTR, será necesario que el cifrador por bloque FPE en modo CTR-FPE tenga al 
menos una longitud de bloque igual o superior a 16 símbolos, 𝑙𝐶𝑇𝑅−𝐹𝑃𝐸 ≥ 16, ya 
que en nuestro caso 𝑆 = 267 y 𝑇 = 𝑙𝑜𝑔2 𝑆 ≅ 8 bits/símbolo. 
En [PER19b] el cifrador por bloque FPE fue implementado utilizando una 
estructura como la recomendada en el modo FF3 del NIST [NIS16]. De entre las 
dos estructuras recomendadas, FF1 y FF3, FF3 es la que menos rondas de 
procesado requiere en su red Feistel, y por tanto menores recursos hardware 
son necesarios. En este modo, la longitud del bloque de la estructura FPE está 
limitada por lo siguiente: 
𝑆 ⋲ [2 … 216]  
𝑆𝑚𝑖𝑛𝑙𝑒𝑛 ≥ 100   (7) 
2 ≤ 𝑚𝑖𝑛𝑙𝑒𝑛 ≤ 𝑚𝑎𝑥𝑙𝑒𝑛 ≤ 2⎿𝑙𝑜𝑔𝑆(2
96)⏌  
Donde 𝑚𝑖𝑛𝑙𝑒𝑛 y 𝑚𝑎𝑥𝑙𝑒𝑛 son los límites mínimo y máximo para el tamaño de 
bloque y ⌊∙⌋ el operador de truncado. Como la base de nuestro cifrador es 
𝑆 = 267, el valor de 𝑙𝐶𝑇𝑅−𝐹𝑃𝐸 tendrá que estar entre 2 y 22. Además, como según 
𝐚𝐥𝐠𝐨𝐫𝐢𝐭𝐡𝐦 𝐸𝑘(𝑀) 
static 𝑐𝑡𝑟 ← 0 
 
Break 𝑀 into 𝑙-symbol blocks  
𝑀[0] … 𝑀[𝑚 − 1] 
 
𝐼𝑉 ← 𝑐𝑡𝑟 
𝐟𝐨𝐫 𝑖 ← 0 𝐭𝐨 𝑚 − 1 𝐝𝐨 
𝐶[𝑖] ← (𝐹𝑘(𝑐𝑡𝑟) + 𝑀[𝑖])𝑚𝑜𝑑 𝑆 
𝑐𝑡𝑟 ← 𝑐𝑡𝑟 + 1 
𝐶 ← 𝐶[0] … 𝐶[𝑚 − 1] 
𝐫𝐞𝐭𝐮𝐫𝐧 〈𝐼𝑉, 𝐶〉  
𝐚𝐥𝐠𝐨𝐫𝐢𝐭𝐡𝐦 𝐷𝑘(〈𝐼𝑉, 𝐶〉)  
 
 
Break 𝐶 into 𝑙-symbol blocks  
𝐶[0] … 𝐶[𝑚 − 1] 
 
𝑐𝑡𝑟 ←  𝐼𝑉 
𝐟𝐨𝐫 𝑖 ← 0 𝐭𝐨 𝑚 − 1 𝐝𝐨 
𝑀[𝑖] ← (𝐹𝑘(𝑐𝑡𝑟) − 𝐶[𝑖])𝑚𝑜𝑑 𝑆 
𝑐𝑡𝑟 ← 𝑐𝑡𝑟 + 1 
𝑀 ← 𝑀[0] … 𝑀[𝑚 − 1] 
𝐫𝐞𝐭𝐮𝐫𝐧 𝑀 
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(6), 𝑙𝐶𝑇𝑅−𝐹𝑃𝐸 ≥ 16, en la implementación de [PER19b] se escogió 𝑙𝐶𝑇𝑅−𝐹𝑃𝐸 = 22, 
ya que este valor implicaba una implementación hardware más eficiente en el 
caso de emplear una arquitectura de tipo pipeline en la estructura FF3. 
Dado este parámetro y sustituyendo el bloque de generación de keystream de la 
estructura mostrada en Fig.2-3 por el generador descrito en la Fig.2-13 el cifrador 
por streaming de esta solución fue implementado tal y como se muestra en la 
Fig.2-14. En dicha estructura el módulo FPE_BLOCKCIPHER representa al 
cifrador por bloque FPE cuya salida da lugar al keystream necesario para la 
encriptación. La anchura de bloque de este cifrador es de 22 símbolos y su 
entrada proviene del módulo contador COUNTER. A su vez, el módulo 
cnt_mod_22 es un contador módulo 22. Por cada vuelta de este contador se 
incrementa el valor de COUNTER y se obtiene un nuevo valor a la salida de 
FPE_BLOCKCIPHER. 
Tal y como se ha comentado anteriormente, la estructura del cifrador por bloque 
FPE consiste en una red de tipo Feistel y según [NIS16] esta ha de ser 
implementada internamente con un cifrador por bloque AES. Según esto, la 
implementación de la estructura FF3 se llevó a cabo tal y como se muestra en la 
 
Fig.2-14. Estructura completa del sistema de encriptación por streaming sincronizado empleando 
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Fig.2-15, donde los datos de entrada son los valores del módulo COUNTER de 
la Fig.2-14 y el resultado a la salida los valores del propio keystream. 
2.3.3 Encriptación por streaming con modo CTR-MOD para 1G 
Con el objetivo de reducir la complejidad y los recursos hardware de la solución 
descrita en el Apartado 2.3.2, en esta solución, detallada en [PER20a], el 
generador de keystream fue construido a partir de un cifrador por bloque binario 
funcionando en modo CTR a cuya salida se le aplicó la operación módulo-267.  
Esta estructura es similar a la del Apartado 2.3.1 pero con la posibilidad de 
emplear un cifrador por bloque cuya seguridad esté reconocida y su criptoanálisis 
sea más claro que con un cifrado por streaming diseñado ad-hoc. Aún con todo, 
a pesar de poder aplicar la recomendación del NIST [NIS15] como en [PER19a], 
el hecho de utilizar una operación módulo, y por tanto de introducir un sesgo, 
debería ser analizada desde el punto de vista criptográfico. 
Si 𝐸𝑘 es la función de encriptación que describe al cifrador por bloque de longitud 
de bloque 𝑙, la estructura mencionada ha sido denominada modo de operación 
CTR-MOD y se puede representar como en Fig.2-16. 
En esta estructura se toman 𝐿 bits de la salida del cifrador 𝐸𝑘 y se operan con la 
operación módulo-S obteniendo símbolos en base 𝑆 que representan 𝑇 bits de 
información. El hecho de truncar la salida de 𝐸𝑘 en 𝐿 bits equivale a realizar la 
operación módulo-2L. En la Fig.2-16 se ha denominado 𝐹𝑘 a la función formada 
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por 𝐸𝑘 más la operación módulo-2
L, y a 𝐹𝑘_𝑀𝑂𝐷 a la función formada por 𝐹𝑘 y la 
operación módulo-S. La función resultante 𝐹𝑘_𝑀𝑂𝐷 tiene por entrada números 
en base binaria de longitud 𝑙 bits provenientes de un contador 𝑐𝑡𝑟, mientras que 
su salida será el keystream formado por valores enteros en base 𝑆. 
En [PER20a] se demuestra que la ventaja de un adversario A sobre dicho 
esquema se puede expresar como en (8). 
𝐴𝐷𝑉𝐶𝑇𝑅−𝑀𝑂𝐷









𝐼𝑁𝐷−𝐶𝑃𝐴 (A) es la ventaja del adversario A sobre dicho modo, 
𝐴𝐷𝑉𝐸
𝑃𝑅𝑃(𝐵) es la ventaja de tipo PRP sobre 𝐸𝑘, 𝜇 es el número de bits encriptado, 
𝑇 son los bits de información por símbolo, 𝑙 es el tamaño de bloque e 𝐼 es la 
diferencia entre  los bits de entrada a la operación modulo-S y 𝑇. 
Para garantizar que el cifrador 𝐸𝑘 operando en el modo CTR-MOD logra al 
menos la misma seguridad que un cifrador tradicional, en [PER20a] se compara 
la expresión de 𝐴𝐷𝑉𝐶𝑇𝑅−𝑀𝑂𝐷
𝐼𝑁𝐷−𝐶𝑃𝐴 (A) con la expression de la ventaja de A sobre el 
modo CTR clásico funcionando con un cifrador con longitud de bloque 𝑙𝐶𝑇𝑅. De 
esta forma se extrae la conclusión de que la longitud del bloque de 𝐸𝑘 ha de 
cumplir la condición mostrada en (9). 









Fig.2-16. Estructura del generador de keystream basado en el cifrador por bloque 𝐸𝑘 funcionando 
en el modo CTR-MOD. Cada símbolo del keystream ∈ [0, 𝑆-1] estará codificado en 𝐵 bits y 
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Si asumimos que se desea conseguir una seguridad de tipo IND-CPA igual o 
mayor que un cifrador de 128 bits y teniendo en cuenta que 𝑇 = 𝑙𝑜𝑔2 𝑆 con 
𝑆=267, entonces se deberá cumplir que 𝑙𝐶𝑇𝑅−𝑀𝑂𝐷 ≥ 149 bits. 
De acuerdo con esto, al reemplazar el bloque de generación de keystream de la 
Fig.2-3 con la estructura mostrada en Fig.2-16 se obtiene el esquema completo 
para esta solución, mostrado en la Fig.2-17.  
En esta implementación se empleó el cifrador por bloque Rijndael. Como se ha 
de cumplir la condición 𝑙𝐶𝑇𝑅−𝑀𝑂𝐷 ≥ 149 bits, de sus tres posibles anchuras de 
bloque, 128, 192 y 256 se optó por una configuración con 192 bits,  que es el 
valor inmediatamente superior a 149. 
Como veremos en el Apartado 2.6, con este esquema conseguimos mejores 
resultados en cuanto a recursos hardware que con las soluciones mostradas en 
los Apartados 2.3.1 y 2.3.2, al mismo tiempo que garantizamos la seguridad del 
sistema al basarnos en cifradores por bloque estándar cuyo criptoanálisis es 




Fig.2-17. Estructura completa del sistema de encriptación por streaming empleando un cifrador 
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2.4 Encriptación por streaming sincronizada para 
10GBase-R 
A igual que para el estándar 1000Base-X, en una solución de encriptación por 
streaming sincronizado para 10GBase-R es necesario un mecanismo para lograr 
el alineamiento de las secuencias de keystream tanto en el receptor como en el 
transmisor. 
Un mecanismo básico de sincronización se aplicó en la solución para 
10GBase-R y este fue detallado en [PER19c]. Al igual que en [PER19a], se 
definió una secuencia de sincronización, pero esta vez acorde a la codificación 
de este estándar, es decir basada en bloques 64b/66b. De entre los diferentes 
tipos de bloques de 66 bits fue escogido el tipo 0x55  tal y como se muestra en 
la Tabla 2-2. 
 






Capítulo 2  
El bloque 64b/66b de tipo 0x55 está compuesto por una cabecera de sincronismo 
‘10’ y dos sets ordenados, {𝑂0, 𝐷1, 𝐷2, 𝐷3} y {𝑂4, 𝐷5, 𝐷6, 𝐷7}. Cada set ordenado es 
iniciado por un carácter de control 𝑂 y contiene tres caracteres de datos 𝐷 que 
definen el tipo de secuencia del set.  Estas secuencias son empleadas en el 
estándar para notificar ciertas señalizaciones entre los dos terminales de una 
comunicación y tienen un valor comprendido entre 0x000000 y 0x000003 tal y 
como se muestra en la Tabla 2-3. En esta misma tabla se han definido dos 
nuevas secuencias de set ordenado con el propósito de iniciar y finalizar una 
sesión de encriptación. Su funcionamiento es análogo al del set ordenado /X/ 
definido en el Apartado 2.3. Por ejemplo, para iniciar la encriptación, el set 
ordenado ‘Cipher ON’ ha de ser introducido en el flujo de bloques de 66 bits 
reemplazando un bloque completo de idles antes de que los datos sean 
encriptados. Una vez que ‘Cipher ON’ es transmitido se inicia la encriptación. De 
la misma forma cuando en el receptor dicho set es detectado se activa su 
generador de keystream y se inicia su operación de desencriptación. Finalmente, 
el bloque que contiene ‘Cipher ON’ es reemplazado por un bloque completo de 
idles antes de entrar en el decodificador 64b/66b. 
Al igual que en [PER19a], para llevar a cabo esta manipulación del flujo de 
bloques 64b/66b es necesario introducir un bloque de control, bloque 
MANAGEMENT, encargado de introducir y extraer dichos sets ordenados, tal y 
como se muestra en la Fig.2-18. 
LANE 0 LANE 1 LANE 2 LANE 3 DESCRIPTION 
Sequence 0x00 0x00 0x00 Reserved 
Sequence 0x00 0x00 0x01 Local Fault 
Sequence 0x00 0x00 0x02 Remote Fault 
Sequence 0x00 0x00 0x03 Link Interruption 
Sequence 0x00 0x00 0x04 Cipher ON 
Sequence 0x00 0x00 0x05 Cipher OFF 
Sequence ≥0x00 ≥0x00 ≥0x06 Reserved 
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En el siguiente apartado se presenta la solución aportada para la implementación 
del generador de keystream, donde se han empleado una solución ad-hoc 
sincronizada. 
2.4.1 Encriptación por streaming ad-hoc para 10G 
En la implementación desarrollada en [PER19c] se opta por la utilización de un 
cifrador por streaming basado en el mismo algoritmo caótico que en [PER19a]. 
Para obtener los 65 bits de anchura del keystream mostrado en la Fig.2-6, la 
estructura del generador consiste por un lado en un banco de cuatro generadores 
caóticos con una estructura similar a los empleados en [PER19a]. Estos dan 
lugar a los 64 bits necesarios para la encriptación del payload de los bloques 
64b/66b. Por otro lado, un generador caótico aislado del que se toma un solo bit 
se emplea para encriptar la cabecera de sincronismo. El esquema de 
encriptación basado en dichos generadores pseudoaleatorios se muestra en la 
Fig.2-19. 
Las estructuras del generador caótico básico y del banco de generadores 
caóticos se muestran en las Fig.2-20 y Fig.2-21, respectivamente. Estos son 
explicados con más detalle en [PER19c]. Al igual que en [PER19a], Las 
operaciones del algoritmo skew-tent map son llevadas a cabo en la celda STM 
(STM_CELL). Los 8 bits más bajos de salida 𝑥𝑖 de este algoritmo son operados 
 
Fig.2-18. Emplazamiento del módulo de encriptación en la capa física 10GBase-R junto al 
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con la salida de un LFSR y la palabra resultante 𝑥?̃? será realimentada como nueva 
entrada de la celda STM. En este caso son los 16 bits más bajos, ?̃?𝑖[15: 0], los 
que se toman como salida del generador caótico. 
Finalmente, al igual que en el Apartado 2.3.1 es necesario comprobar que la 
secuencia de keystream sea indistinguible de una secuencia verdaderamente 
aleatoria. Por ello también se llevaron a cabo las pruebas de aleatoriedad 
recomendadas por el NIST [NIS10], obteniendo también resultados satisfactorios 
similares a los obtenidos en [PER19a]. 
 
Fig.2-20. Generador caótico básico. En el caso de utilizar el generador caótico básico para 
encriptar la cabecera se toma como salida sólo un bit: ?̃?𝑖[0]. 
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2.5 Encriptación por streaming autosincronizada 
Los cifradores por streaming autosincronizados generalmente generan el 
keystream en función de la clave y el bitstream cifrado anteriormente. A pesar de 
sus propiedades de sincronización automática, este tipo de cifradores son menos 
conocidos y su análisis de seguridad es más complejo que los cifradores por 
streaming sincronizados tradicionales. De hecho, hay pocas propuestas de estos 
algoritmos. Por ejemplo, solo dos de los cifradores por streaming propuestos en 
el proyecto eSTREAM, SSS y Mosquito, fueron autosincronizados [ROB08]. 
Además ambos fueron rechazados debido a sus vulnerabilidades [DAE05], 
[JOU06]. Como se ha comentado en apartados anteriores, los cifradores por 
streaming también se pueden basar en los diferentes modos de operación de los 
cifradores por bloque, como CTR, CBC, OFB (Output Feedback) o CFB (Cipher 
Feedback) [NIS01]. Para sincronización automática, CFB es el único modo 
recomendado por el NIST. 
Al igual que el resto de modos, CFB utiliza internamente un cifrador por bloque. 
Supongamos que 𝑙 es el tamaño de bloque de dicho cifrador. Para lograr la 
sincronización después de una pérdida de un número arbitrario de bits en el 
canal, este modo solo puede retroalimentar un bit de texto cifrado por cada 
operación del cifrador por bloque. Por esta razón, la tasa de encriptación 
 
Fig.2-21. Banco de generadores caóticos. La salida de cada módulo caótico está formada por 16 
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resultante al operar en modo CFB será de 1/𝑙 del máximo que podría alcanzar, 
ya que tan sólo un bit de cada 𝑙 es aprovechado como keystream a la salida del 
cifrador por bloque.  
Para resolver esta limitación en el rendimiento de la encriptación, se propusieron 
modos de operación como SCFB (Statistical Cipher Feedback) [JUN99] y OCFB 
(Optimized Cipher Feedback) [ALK02]. Particularmente, SCFB fue analizado en 
[HEY03], [HEY01], y en [YAN04] se comparó con OCFB, concluyendo que en 
dicho modo se podrían lograr mejores propiedades para la seguridad en flujos 
de datos de alta velocidad. A pesar de esta ventaja, se recomienda limitar el uso 
de SCFB hasta un rendimiento del 50% del máximo alcanzable por el cifrador 
por bloque empleado en dicho modo. Esta restricción es necesaria para 
garantizar que no se pierdan bits del texto plano debido al desbordamiento en 
los buffers de entrada/salida de la estructura SCFB. Para superar esta limitación, 
se propuso el modo PSCFB (Pipelined Statistical Cipher Feedback) [HEY11]. En 
este modo, gracias a su estructura con pipeline, se puede obtener un rendimiento 
cercano al 100%. 
En esta tesis, tanto para la solución de encriptación autosincronizada del 
estándar 1000Base-X como del 10GBase-R se ha propuesto la utilización y 
modificación del modo PSCFB ya que su rendimiento en la encriptación es el 
mayor de los modos autosincronizados propuestos hasta la fecha. La estructura 
genérica de dicho modo de encriptación se muestra en la Fig.2-22. 
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El modo PSCFB se puede entender como una combinación de dos modos, CTR 
y CFB. En la Fig.2-22 el cifrador por bloque, representado por la PRP 𝐸𝑘, 
funciona normalmente en modo CTR mientras el texto cifrado es analizado por 
el módulo CHECK_PATTERN, que busca de un patrón predefinido de 
sincronización. En el momento que este patrón es detectado, el cifrador cambia 
su modo de funcionamiento a CFB, lo que implica que el contador CNT ya no es 
incrementado como en el modo CTR, sino reinicializado por la secuencia de 
datos posterior al patrón de sincronismo mencionado. A dicho valor de 
actualización del contador se le denomina IV (Initialization Vector). Como el 
patrón de sincronismo es detectado tanto en transmisión como en recepción, los 
contadores de ambos terminales se sincronizarán periódicamente, ambos con el 
mismo valor, y por tanto el mismo keystream será generado tanto en la 
encriptación como en la desencriptación. 
2.5.1 Encriptación por streaming con modo PSCFB para 10G 
Esta solución fue desarrollada en [PER19d], donde un cifrador por bloque fue 
utilizado en modo PSCFB para encriptar los bloques 64b/66b. La estructura de 
cifrado general es como la mostrada en la Fig.2-6, pero sustituyendo el módulo 
de generación del keystream por un cifrador por bloque en modo PSCFB. 
Para conocer las propiedades que ha de tener el cifrador por bloque funcionando 
en dicho modo se analizó el esquema de encriptación con el objeto de obtener 
la expresión de la ventaja IND-CPA de cualquier posible adversario sobre dicho 
modo. Modelando el cifrador por bloque como una PRP 𝐸𝑘, se pudo obtener en 
[PER19d] la siguiente ventaja: 
𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵












𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) es la ventaja del adversario A sobre dicho esquema de 
encriptación, 𝐴𝐷𝑉𝐸
𝑃𝑅𝑃(𝐵) es la ventaja de tipo PRP sobre el cifrador por bloque 
funcionando en dicho modo, 𝜇 es el número de bits encriptado, 𝑙 es el tamaño 
de bloque y 𝑃 el número de etapas internas de la arquitectura pipeline del cifrador 
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Para garantizar que el cifrador operando en el modo PSCFB logra al menos la 
misma seguridad que un cifrador tradicional sincronizado, en [PER19d] se 
comparó la expresión de 𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) con la expresión de la ventaja de A 
sobre el modo CTR clásico funcionando con un cifrador con longitud de bloque 
𝑙𝐶𝑇𝑅. De esta forma se extrajo la conclusión de que la longitud por bloque de 𝐸𝑘, 
𝑙𝑃𝑆𝐶𝐹𝐵, ha de cumplir la condición mostrada en (11). 
𝑙𝑃𝑆𝐶𝐹𝐵
2 ∙ 2𝑙𝑃𝑆𝐶𝐹𝐵 ≥ 𝑙𝐶𝑇𝑅







Teniendo en cuenta que en la ecuación anterior el término de la derecha se hace 
máximo con 𝑃 = 1 y asumiendo que se desea conseguir una mayor seguridad 
de tipo IND-CPA que un cifrador tradicional, como AES, con 𝑙𝐶𝑇𝑅 = 128 bits y 
funcionando en modo CTR,  entonces se tendrá que cumplir que 𝑙𝑃𝑆𝐶𝐹𝐵 ≥ 130 
bits.  
En [PER19d], para lograr la implementación de un cifrador con tamaño de bloque 
superior a 128 bits se hizo uso de un cifrador tipo FPE FF3 de base 2 y tamaño 
de bloque 192 bits, lo que sobrepasa suficientemente el valor recomendado para 
𝑙𝑃𝑆𝐶𝐹𝐵. La estructura propuesta para este cifrador por bloque se muestra en la 
Fig.2-23. Finalmente, haciendo uso de este cifrador FPE y adaptando el sistema 
PSCFB de la Fig.2-22 al esquema genérico de encriptación en 10GBase-R de la 
 
Fig.2-23. Estructura de la implementación del cifrador por bloque FPE FF3 en base binaria para 
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Fig.2-6 se desarrolló el sistema mostrado en Fig.2-24, donde la estructura 
PSCFB se utiliza internamente para implementar el generador de keystream. 
Respecto a soluciones no autosincronizadas, la diferencia principal en la 
operación de cifrado es la utilización de un buffer de entrada y otro de salida para 
adaptar los relojes de la estructura PSCFB y el resto del camino de datos. Para 
lograr una encriptación a máxima tasa de transmisión es necesario que el reloj 
del modo PSCFB funcione a una frecuencia algo mayor que la empleada en el 
resto del sistema. 
2.5.2 Encriptación por streaming con modo PSCFB-FPE para 1G 
Para lograr la encriptación autosincronizada en 1000Base-X se propuso en 
[PER19e] una adaptación del modo PSCFB a la solución no autosincronizada 
implementada en [PER19b]. Suponiendo que trabajamos con un texto plano 
compuesto por símbolos en base 𝑆, se podría generalizar la estructura PSCFB 
para utilizar un cifrador por bloque FPE tal y como se muestra en la Fig.2-25. En 
este caso el cifrador por bloque está en base 𝑆 y tiene longitud de bloque de 𝐿 
símbolos. El módulo P/S serializa los 𝐿 símbolos para después llevar a cabo la 
operación módulo-S con el texto plano. El texto cifrado es analizado, al igual que 
 
Fig.2-24. Estructura completa del sistema de encriptación por streaming empleando un cifrador 
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en la Fig.2-22, para buscar el patrón de sincronismo de 𝑛 símbolos de longitud 
que indicará cuando se ha de reiniciar el contador CNT con el nuevo IV, ambos 
en base 𝑆. 
De igual manera que en [PER19d] se puede demostrar que la ventaja IND-CPA 
de cualquier adversario sobre este esquema de encriptación viene definida por 
la siguiente expresión: 
𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵−𝐹𝑃𝐸
𝐼𝑁𝐷−𝐶𝑃𝐴 (𝐴) ≤ 2 ∙ 𝐴𝐷𝑉𝐸
𝑃𝑅𝑃(𝐵) +
𝜇2









𝐼𝑁𝐷−𝐶𝑃𝐴 (𝐴) es la ventaja del adversario A sobre dicho esquema de 
encriptación, 𝐴𝐷𝑉𝐸
𝑃𝑅𝑃(𝐵) es la ventaja de tipo PRP sobre el cifrador por bloque 
funcionando en dicho modo, 𝜇 es el número de bits encriptado, 𝑙 es el tamaño 
de bloque en símbolos de base 𝑆, 𝑇 es el número de bits por símbolo, 𝑇 = log2 𝑆, 
y 𝑃 el número de etapas internas de la arquitectura pipeline del cifrador por 
bloque FPE 𝐹𝑘. 
Para garantizar que el cifrador operando en el modo PSCFB logra al menos la 
misma seguridad que un cifrador tradicional, en [PER19e] se comparó la 
expresión de 𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵−𝐹𝑃𝐸
𝐼𝑁𝐷−𝐶𝑃𝐴 (𝐴) con la expresión de la ventaja de A sobre el modo 
CTR clásico funcionando con un cifrador con longitud de bloque 𝑙𝐶𝑇𝑅. De esta 
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forma se extrae la conclusión de que la longitud por bloque de 𝐹𝑘, 𝑙𝑃𝑆𝐶𝐹𝐵, ha de 
cumplir la condición en (13). 
𝑙𝑃𝑆𝐶𝐹𝐵











Teniendo en cuenta que el término de la derecha en la ecuación anterior se hace 
máximo con 𝑃 = 1, que se desea conseguir una mayor seguridad de tipo 
IND-CPA que un cifrador con 𝑙𝐶𝑇𝑅 = 128 bits funcionando en modo CTR y que 
en 1000Base-X 𝑆 = 267,  entonces se deberá cumplir que 𝑙𝑃𝑆𝐶𝐹𝐵 ≥ 17 símbolos 
en base 267. 
Finalmente, haciendo uso del mismo cifrador FPE que en [PER19b], con una 
longitud de bloque de 22 símbolos, y adaptando el modo PSCFB de la Fig.2-25 
en el esquema de encriptación de 1000Base-X de la Fig.2-2, se implementó la 
estructura mostrada en la Fig.2-26. Como se puede observar, una de las 
principales diferencias entre esta estructura y la de la Fig.2-14 estriba en que en 
la operación de cifrado es necesario la utilización de los buffers, ya que al tratarse 
del modo PSCFB es necesario llevar a cabo la adaptación de tasas entre el 
generador de keystream y el resto del sistema. 
 
Fig.2-26. Estructura completa del sistema de encriptación por streaming empleando un cifrador 
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2.5.3 Encriptación por streaming con modo PSCFB-MOD para 1G 
Con el objetivo de lograr la encriptación autosincronizada para 1000Base-X 
intentando reducir los recursos hardware empleados en [PER19e] se propuso 
adaptar el modo PSCFB a la solución sin autosincronización implementada en 
[PER20a]. 
En el apartado anterior hemos generalizado el modo PSCFB de forma que el 
cifrador por bloque subyacente no tenga por qué estar en base binaria, sino una 
base cualquiera 𝑆. En dicho caso se ha considerado que el cifrador por bloque 
se puede emular como una PRP con una determinada anchura de bloque 𝑙𝑃𝑆𝐶𝐹𝐵. 
Al adaptar el modo PSCFB a la solución [PER20a] se podría considerar el 
análisis del bloque del cifrador junto a la operación módulo como una PRF de 
diferentes anchuras de datos en su entrada y salida. En [PER20b] se llevó a cabo 
esta generalización, realizando el análisis de seguridad de esta nueva estructura 
PSCFB. 
En la Fig.2-27, se muestran los dos esquemas implementados en esta tesis para 
autosincronización en 1000Base-X. A la izquierda se muestra la estructura 
estudiada en [PER19e], cuyo cifrador por bloque es un cifrador FPE en base 𝑆 = 
267 y anchura 𝐿 símbolos con 𝐿 = 22. A la derecha se muestra la adaptación a 
PSCFB de un cifrador por bloque binario junto a una operación módulo 𝑆. En 
[PER20b] ambos bloques representan una PRF denominada 𝐹𝑘_𝑀𝑂𝐷, al igual 
que en la figura Fig.2-16. El modo resultante ha sido denominado PSCFB-MOD. 
Al igual que en anteriores soluciones, para la estructura de la derecha en la 
Fig.2-27 se llevó a cabo el análisis de la ventaja IND-CPA. La expresión de dicha 
ventaja se muestra en (14). 
𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷
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donde 𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷
𝐼𝑁𝐷−𝐶𝑃𝐴 (A) es la ventaja del adversario A sobre dicho modo, 
𝐴𝐷𝑉𝐸
𝑃𝑅𝑃(𝐵) es la ventaja de tipo PRP sobre 𝐸𝑘, 𝜇 es el número de bits encriptado, 
𝑇 son los bits de información por cada símbolo, 𝑙 es el tamaño de bloque de 𝐸𝑘, 
𝐿𝐼𝑉−𝑆𝑂 es el tamaño del IV en número de símbolos e 𝐼 es la diferencia entre los 
bits de entrada a la operación modulo-S y 𝑇. Por otro lado, el término 𝑃 hace 
referencia al número de etapas total de procesado implementadas en la 
estructura 𝐹𝑘_𝑀𝑂𝐷, incluyendo las etapas del cifrador por bloque 𝐸𝑘 más las de 
la operación módulo, como si se trataran en conjunto de una única estructura en 
pipeline. 
Para garantizar que el cifrador 𝐸𝑘 operando en este modo PSCFB logra al menos 
la misma seguridad que un cifrador tradicional sin autosincronización, en 
[PER20b] se compara la expresión de 𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷
𝐼𝑁𝐷−𝐶𝑃𝐴 (𝐴) con la expresión de la 
ventaja de A sobre el modo CTR clásico con una longitud de bloque 𝑙𝐶𝑇𝑅. De esta 
forma se puede extraer alguna conclusión de cómo han de ser los parámetros 
del sistema propuesto. Concretamente en [PER20b] se llegó a la relación 
mostrada en (16) entre los parámetros mencionados anteriormente en la 
ecuación (14) y 𝑙𝐶𝑇𝑅. 
 
(a)                  (b) 
Fig.2-27. Esquemas implementados de tipo PSCFB para encriptación en 1000Base-X, (a) modo 


















Suponiendo que la estructura formada por el cifrador por bloque y la operación 
módulo-S es la misma que en [PER19b] se cumple que: 𝑙 = 192, 𝑆 = 267, 
T = log2 𝑆 ≅ 8.06, 𝐼 = 𝑀 − 𝑇 y 𝑀 = 149. Lo que implica que para cumplir la 
condición en (16) 𝐿𝐼𝑉−𝑆𝑂 ≥ 17. Es decir, el tamaño del IV en dicho esquema ha 
de ser de al menos 17 símbolos en base 𝑆. 
Finalmente, de acuerdo con los valores de los parámetros citados, se llevó a 
cabo la implementación de la estructura mostrada en la Fig.2-28. 
2.6 Implementación sobre FPGA 
Para llevar a cabo el testeo de cada una de las soluciones de encriptación 
propuestas en esta tesis, estas han sido integradas en interfaces Ethernet e 
implementadas sobre una FPGA (Field Programmable Gate Array) Virtex 7 del 
 
Fig.2-28. Estructura completa del sistema de encriptación por streaming empleando un cifrador 
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fabricante Xilinx. Los interfaces se componen de una capa física que incluye el 
sistema de encriptación junto a una capa MAC conectada a la misma, tal y como 
se muestra para cada uno de los estándares 1000Base-X y 10GBase-R en las 
Fig.2-29 y Fig.2-30, respectivamente.  
En el set-up de test de cada uno de los estándares se implementaron dos 
interfaces. Por el lado de la MAC los interfaces fueron conectados a dos 
generadores de tramas Ethernet internos en la FPGA, mientras que por el lado 
de la capa física estos se conectaron a dos módulos ópticos externos SFP (Small 
Form Factor Pluggable) a su vez enlazados entre si gracias a un  enlace de fibra 
óptica multimodo. El esquema del set-up de test y una fotografía del mismo se 
muestran en la Fig.2-31 y Fig.2-32, respectivamente. Gracias a los módulos 
generadores de tramas se pudo verificar el enlace encriptado utilizando tráfico 
real de datos. Este se configuró mediante ráfagas de tramas Ethernet de 
diferentes longitudes y espaciado IFG (Inter Frame Gap) entre ellas. Se pudo 
comprobar que el sistema de encriptación funcionaba sin interferir 
negativamente en la transferencia de paquetes, ya que en la recepción no se 
produjeron pérdidas de tramas ni errores en el CRC (Cyclic Redundancy Check) 
de las mismas. 
 
Fig.2-29. Interfaz Ethernet integrando el sistema de encriptación para 1000Base-X. 
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En la Tabla 2-4 se observan los recursos hardware empleados en la 
implementación de cada una de las soluciones propuestas. Junto a estos se 
muestran también los valores de la latencia introducida en el camino de datos de 
la capa física debido a la operación de encriptación. Se puede comprobar que la 
latencia es la misma en las soluciones [PER19a], [PER19b], [PER20a] y 
[PER20b], ya que todas ellas introducen únicamente el retardo de la operación 
suma/resta modulo-267 y el mapeo/demapeo de los símbolos 8b/10b. En el caso 
de [PER19c] el retardo es debido a la operación XOR y el mapeo/demapeo de 
 
Fig.2-31. Esquema del set-up de test. Los interfaces Ethernet son conectados por el lado de la 
MAC a generadores de tramas, mientras que por el lado de la capa física se conectan a los 
módulos ópticos SFP. 
 
 
Fig.2-32. Foto del set-up de test. La FPGA forma parte de la placa de evaluación VC707 del 
fabricante Xilinx. Los módulos SFP son insertados en una placa de expansión conectada a la 
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las cabeceras 64b/66b. Las soluciones [PER19d] y [PER19e], aparte del retardo 
de la operación de encriptación, introducen también el retardo debido a los 
buffers de adaptación de tasas para PSCFB, lo que incrementa sustancialmente 
la latencia respecto al resto de soluciones. 
2.7 Análisis de la seguridad de las soluciones propuestas 
Para realizar un análisis completo de la seguridad de las soluciones propuestas 
se ha de tener en cuenta tanto la seguridad de los cifradores por bloque o 
generadores de keystream subyacentes a los modos de encriptación, como la 
seguridad de tipo IND-CPA de cada uno de los modos propuestos. 
En las soluciones estudiadas en [PER19a] y [PER19c] los generadores de 
keystream están construidos a partir de PRNG (Pseudo Random Number 
Generator) caóticos. Su seguridad fue sucintamente discutida en ambas 
propuestas. Por un lado la longitud de clave podría considerarse adecuada ya 
que supera los 128 bits, suficientes según la recomendación de ENISA 
(European Union Agency for Network and Information Security) respecto a la 



















Registers 6097 11127 8807 2271 19154 24979 10317 
LUTs 13391 16978 10974 4680 17599 26455 12261 
18K Block 
RAMs 
0 77 78 0 153 77 78 
DSP cells 144 0 0 80 0 0 0 
Slices 4110 5636 3844 1454 6794 9737 4355 
Encryption Rate 
(Mbps) 




243.3 177.4 260.1 6878 1471.8 102.7 229.6 
Latency (ns) 48 48 48 38.4 266 648 48 
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otras consideraciones como la sensibilidad o la posibilidad de ataques de 
reconstrucción de los mapas caóticos fueron tratadas tanto en [PER19a] como 
en [PER19c]. Sin embargo, dichas estructuras o PRNGs carecen de un 
criptoanálisis riguroso, lo que limita su seguridad. 
En el resto de propuestas, [PER19b], [PER20a], [PER19d], [PER19e] y [PER20b] 
se optó por la utilización de cifradores por bloque ya diseñados que no tienen la 
carencia mencionada anteriormente y cuya seguridad es suficientemente 
reconocida, como AES, Rijndael o las estructuras FPE recomendadas por el 
NIST. 
En cuanto a la seguridad de los modos propuestos, esta se midió en términos de 
la ventaja IND-CPA, tal y como se mide en los modos tradicionales como CTR o 
CBC. Una vez obtenida la expresión de la ventaja IND-CPA sobre cada modo, 
se pudo obtener un límite para ciertos parámetros dentro de la estructura de cada 
uno de ellos y así garantizar una seguridad igual o mayor que el modo tradicional 
tomado como referencia. En esta tesis, puesto que de los modos recomendados 
por el NIST el CTR es considerado el mejor en términos de ventaja IND-CPA, 
este ha sido el tomado como referencia. 
En la Tabla 2-5 se muestra un resumen de las ventajas de cada modo y el valor 
necesario que han de tomar ciertos parámetros de su estructura para que logren 
al menos una seguridad de tipo IND-CPA mejor que el modo de referencia, es 
decir, CTR con 128 bits de tamaño de bloque. 
Otro de los aspectos de la seguridad que se ha de remarcar es que las soluciones 
propuestas, además de conseguir la confidencialidad de la información, también 
son capaces de lograr la privacidad, entendida esta como la habilidad de ofuscar 
la presencia de las comunicaciones. En el caso del estándar 1000Base-X, al 
llevarse a cabo la encriptación de todo el flujo de símbolos 8b/10b incluyendo 
tanto los símbolos de datos como de control, no sólo la información de los 
paquetes de datos es encriptada, sino también los caracteres que sirven para 
señalización del inicio/fin de los mismos o de inactividad de la transmisión en el 
enlace. Concretamente, los símbolos 8b/10b se componen de un valor de 8 bits, 
junto con un bit de control, llamado flag K, que indica si el valor del símbolo es 
de datos o de control dependiendo de si este vale ‘0’ o ‘1’. Tanto el bus de datos 
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para ser transformado en un valor de 10 bits. Durante la transmisión del payload 
de un paquete Ethernet el flag K permance a cero indicando que los bytes 
transmitidos son datos, sin embargo cuando no se transmiten paquetes, el 
enlace es mantenido mediante la transmisión de sets ordenados de tipo idle. 
Dichos sets están formados por dos símbolos consecutivos, el símbolo de control 
/K28.5/ (con flag K de valor 1) y un símbolo de datos (con flag K de valor 0). Esto 
hace que en un estado de idle o inactividad se produzcan transiciones continuas 
entre 1 y 0 en el flag K. En la Fig.2-33 se puede observar el patrón o forma que 
toma el flag K antes de la encriptación cuando el enlace se encuentra sin 
transmitir tramas Ethernet y cuando se encuentra transmitiendo una ráfaga de 
paquetes. En el momento en el que activamos la encriptación, los símbolos son 
completamente aleatorizados deshaciendo el patrón del flag K 
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𝑃 − 1 + 𝐿𝐼𝑉−𝑆𝑂
) 
𝐿𝐼𝑉−𝑆𝑂 ≥ 17 symbols 













) 𝑙 ≥ 130 bits 




 𝑙 = 128 bits 
Tabla 2-5. Comparativa de la ventaja IND-CPA entre las diferentes soluciones. El parámetro 𝑙 
es la longitud de bloque y 𝐿𝐼𝑉−𝑆𝑂 el tamaño de IV en el modo PSCFB-MOD. La expresión de las 
ventajas IND-CPA en los casos de [PER19a] y [PER19c] ha sido calculada posteriormente al 
desarrollo de dichos trabajos y su razonamiento no está incluido en esta tesis. El término 𝐴𝐷𝑉𝐺
𝑃𝑅𝐺 
se refiere a la ventaja de tipo PRG (Pseudo Random Generator) de un adversario cualquiera     
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lo que hace indistinguible la presencia de la propia transmisión respecto a una 
situación de inactividad. 
Esta monitorización del flag K fue llevada a cabo tanto en [PER19a] como en 
[PER19b]. Además en [PER19b] se midió matemáticamente la entropía de los 
símbolos 8b/10b con un enlace transmitiendo diferentes patrones de tráfico, 
incluyendo el caso en el que no hubiera transmisión de datos, es decir, solo idles.  
La ecuación utilizada para el cálculo de la entropía se muestra en (17). Esta fue 
calculada agrupando los símbolos 8b/10b en tuplas 𝛽𝑛 de 𝑛 símbolos en base 𝑆 
cada una y midiendo la probabilidad de aparición de cada posible valor de las 
mismas, 𝑃(𝛽𝑛). Se obtuvieron los valores para la entropía en los casos con 𝑛 
igual a 1, 2 y 3 símbolos. 
Fig.2-33. (a) Patrón del flag K sin encriptación cuando ninguna trama Ethernet es transmitida; (b) 
patrón del flag K sin encriptación cuando se transmite una ráfaga de tramas Ethernet, (c) patrón 













Fig. 11. (a) K flag pattern without encryption when no Ethernet frame is transmitted; (b) K flag pattern without encryption 
when transmitting an Ethernet frame burst; (c) K flag pattern after encryption regardless of the transmission or non-








∙ ∑ 𝑃(𝛽𝑛) ∙ log2 𝑃(𝛽𝑛)
𝛽𝑛<𝑆𝑛
     (17) 
Con esta medida se obtuvo una gráfica como la mostrada en la Fig.2-34. En 
dicha figura, se muestra la entropía de cinco patrones: A, B, C, D y E. El patrón 
A corresponde con el caso de no transmisión de tramas, donde sólo los idles son 
transmitidos en el enlace. Los patrones B, C y D coinciden con una transmisión 
continua de tramas de longitud 1024 bytes y payload pseudoaleatorio con tasas 
de 10.2%, 50% y 91% del máximo alcanzable de la tasa de línea en 1000Base-
X, respectivamente. El patrón E corresponde con la señal ya aleatorizada 
después de encriptar el patrón A, el peor en términos de entropía. Se observa 
claramente como el patrón E encriptado obtuvo la máxima entropía posible 𝑆𝐸 =
log2 𝑆 = log2 267 ≅ 8.0606, ya que en dicho caso 𝑃(𝛽𝑛) es igual para todas las 
𝛽𝑛. 
En el caso del estándar 10GBase-R la encriptación se llevó a cabo en todo el 
flujo de bloques 64b/66b. El bus de datos 64b/66b está formado por la cabecera 
de dos bits de sincronismo y el bloque de 64 bits de payload. Sin encriptación 
habilitada, la cabecera tomará valores de ‘10’ cuando las tramas están 
transmitiéndose y ‘01’ mientras no hay transmisión, por ejemplo durante el IFG 
 
Fig.2-34. Entropía obtenida agrupando los símbolos 8b/10b en tuplas de 1, 2 y 3 símbolos. Los 
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entre tramas. Sin embargo, cuando se activa la encriptación, a la entrada del 
scrambler se puede observar una cabecera que cambia de forma aleatoria entre 
los valores ‘01’ y ‘10’ y de la misma manera un valor de payload completamente 
aleatorizado. Esto ocurre independientemente de que se estén transmitiendo o 
no tramas Ethernet durante la encriptación. Estos tres casos fueron 
monitorizados tanto en [PER19c] como en [PER19d], y se pueden apreciar en la 
Fig.2-35. 
Además en [PER19d] se realizó el cálculo matemático de la entropía tanto de la 
cabecera de sincronismo ya mapeada como del payload en diferentes patrones 





∙ ∑ 𝑃(𝛽𝑛) ∙ log2 𝑃(𝛽𝑛)
𝛽𝑛<2𝑛
     (18) 
Fig.2-35. (a) Patrón de cabecera de sincronismo sin encriptación cuando no hay tramas Ethernet 
transmitidas; (b) patrón de cabecera de sincronismo sin encriptación cuando se transmiten 
paquetes Ethernet; (c) patrón de cabecera de sincronismo después de la encriptación 
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Ambos bitstreams, cabecera y payload, fueron agrupados en tuplas 𝛽𝑛 de 
longitud 𝑛 bits. Las entropías fueron medidas con 𝑛 igual a 4, 8 y 12 bits. 
En la figura Fig.2-36 se muestran los resultados obtenidos en diferentes patrones 
de tráfico A, B, C, D, E y F. A se corresponde con el caso de no transmisión de 
tramas, es decir, donde sólo se envían bloques 64b/66b de control llenos de 
idles. Los casos B, C y D se corresponden con una transmisión continua de 
tramas de 1024 bytes con payloads pseudoaleatorios y tasas de 10.2%, 50% y 
98% del máximo del ancho de banda de línea, respectivamente. El patrón E es 
igual que los tres anteriores pero empleando tramas de longitud aleatoria. 
Finalmente, el patrón F es el resultante de encriptar el A, que es el peor de todos 
ellos en términos de entropía. En este último caso se observa que gracias a la 
encriptación la entropía obtenida es máxima, 𝑆𝐸 = log2 𝑆 = log2 2 = 1. 
2.8 Mecanismo de autenticación, integridad y refresco de 
claves 
En cualquier sistema criptográfico, la confidencialidad y la privacidad no son las 
únicas características de seguridad que deben cumplirse. Desde una perspectiva 
de seguridad completa, se deben abordar algunos problemas como la integridad, 
la autenticidad, el refresco de los datos y otros aspectos, como la actualización 
Fig.2-36. (a) Entropía de los payloads de los bloques 64b/66b con 𝑛 igual a 4, 8 y 12 en cada 
uno de los patrones de tráfico Ethernet; (b) Entropía de las cabeceras de sincronismo medidas 
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de claves. En [PER20b] se implementó un protocolo ligero, basado en pequeños 
paquetes formados por símbolos 8b/10b, capaz de desempeñar las 
funcionalidades mencionadas en un enlace de comunicaciones que emplee el 
estándar 1000Base-X. 
La generación y configuración inicial de la clave maestra está fuera del alcance 
de este trabajo. Como en otros mecanismos de cifrado, esta tarea puede llevarse 
a cabo inicialmente por las capas superiores de la comunicación, como por 
ejemplo en el estándar MACsec con protocolos como IEEE 802.1X. Después de 
un establecimiento inicial de la clave maestra, 𝐾𝑀, en los dos terminales de la 
comunicación, se pueden generar diferentes claves de sesión, 𝐾𝑆, derivadas de 
dicha clave que servirán como claves del sistema al comienzo de cada sesión 
de encriptación. Esto implica que cada terminal, partiendo de su clave maestra 
inicial 𝐾𝑀, un índice 𝑖𝑑𝑥 que identifica la sesión y una función 𝑓(∙), será capaz de 
generar nuevas claves de sesión de la forma 𝐾𝑆(𝑖𝑑𝑥) = 𝑓(𝐾𝑆(𝑖𝑑𝑥-1)) con 𝐾𝑆(0) =
𝐾𝑀, sin necesidad de llevar a cabo un intercambio de claves entre ambos. 
A partir de 𝐾𝑆(𝑖𝑑𝑥) los terminales calcularán tres claves distintas empleadas a lo 
largo de la sesión: clave de cifrado, 𝐾𝐶𝐼𝑃𝐻(𝑖𝑑𝑥), clave para el chequeo de 
integridad y autenticación de las tramas del protocolo, 𝐾𝐹𝑅𝐴𝑀𝐸(𝑖𝑑𝑥), y clave para 
el chequeo de la integridad y autenticación del flujo de símbolos en el enlace, 
𝐾𝐼𝐶𝑀(𝑖𝑑𝑥).  
𝐾𝐶𝐼𝑃𝐻 se utiliza como clave de encriptación/desencriptación de los datos, es 
decir, se corresponde con la clave de 128 bits que configura los sistemas de 
cifrado descritos a lo largo de esta tesis. 𝐾𝐹𝑅𝐴𝑀𝐸 es utilizada para realizar el 
cálculo del campo MAC (Message Authentication Code) necesario para verificar 
la integridad y autenticidad de cada paquete del protocolo de control. Finalmente, 
𝐾𝐼𝐶𝑀 también se utiliza en el cálculo de un campo MAC, pero en este caso para 
verificar la integridad y autenticidad de todo el enlace, es decir de todo el flujo de 
símbolos 8b/10b que está siendo encriptado. 
En este trabajo se han establecido unos roles de funcionamiento 
maestro/esclavo entre los terminales de la comunicación. El maestro es 
responsable de iniciar y finalizar la sesión de cifrado, que siempre se establece 
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ambas direcciones de la comunicación, maestro a esclavo y esclavo a maestro, 
son encriptadas. Una vez que se establece la sesión de cifrado, la integridad y 
autenticidad de los datos se verifican periódicamente hasta que se finaliza la 
misma. Además, el maestro es responsable de realizar la actualización periódica 
de la clave mientras el enlace permanezca encriptado.  
En la Fig.2-37 se muestra la estructura de los mensajes del protocolo de control 
propuesto para las tareas descritas. Su longitud es igual en todos ellos, de 16 
bytes. Los dos primeros bytes contienen un encabezado de dos símbolos 8b/10b, 
uno de control y otro de datos, que indica el tipo de mensaje en cuestión.  
En general, los mensjaes se clasifican en dos grupos según su funcionalidad. 
Por un lado, mensajes no periódicos, formados por SEM (Start Encryption 
Message), SDM (Start Decryption Message), EEM (End Encryption Message) y 
EDM (End Decryption Message), utilizados para controlar el inicio y el final de la 
sesión de cifrado. Por otro lado, mensajes periódicos, SCM (State Check 
Message) e ICM (Integrity Check Message), utilizados para refrescar la 
información del estado de cada terminal en el terminal remoto correspondiente y 
para verificar la integridad y autenticidad del enlace, respectivamente. 
2.8.1 Establecimiento de la sesión de encriptación 
El establecimiento de una sesión de cifrado comienza cuando el maestro envía 
un mensaje SEM al esclavo. En este mensaje, el campo KEY_INDEX, mostrado 
 
Fig.2-37. Estructura de los diferentes mensajes utilizados en el mecanismo de control de 
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en la Fig.2-37, representa al índice 𝑖𝑑𝑥 a partir del cual se determina la clave de 
sesión 𝐾𝑆(𝑖𝑑𝑥) y el resto de claves. Cuando el SEM es recibido en el esclavo, 
este responde con un SDM, que contiene el mismo índice de clave, hacia el 
maestro, activando inmediatamente después la encriptación en la dirección 
esclavo-maestro y utilizando como clave de cifrado el valor de 𝐾𝐶𝐼𝑃𝐻 
correspondiente al índice utilizado en KEY_INDEX. Por otro lado, el esclavo 
también comienza la transmisión periódica de mensajes SCM e ICM. Con el SCM 
actualiza su estado de cifrado en el maestro, mientras que con el ICM permite al 
maestro verificar la integridad y autenticidad del enlace en la dirección 
esclavo-maestro.  
Después de la recepción del SDM, el maestro activa la desencriptación del 
enlace con el mismo valor de clave 𝐾𝐶𝐼𝑃𝐻. A continuación verifica la recepción 
correcta de los SCM e ICM provenientes del esclavo. Una vez hecho esto, 
responde con un SDM al esclavo activando su cifrado con la misma clave y 
enviando también periódicamente los mensajes SCM e ICM. El esclavo realizará 
las mismas acciones que el maestro, activando la desencriptación después de la 
recepción SDM y verificando la recepción periódica de SCM e ICM en la dirección 
maestro-esclavo.  
Un proceso análogo es llevado a cabo cuando el maestro finaliza la sesión de 
encriptación, pero utilizando los mensajes EEM y EDM. En la Fig.2-38 se 
muestra un diagrama de un establecimiento de sesión de cifrado. De acuerdo 
con esto, los únicos mensajes de control que no están encriptados son los 
mensajes SEM y SDM transmitidos al inicio, justo antes de activar la 
encriptación. El resto de mensajes transmitidos mientras la sesión de cifrado está 
en proceso se enviarán encriptados al igual que el flujo de símbolos 8b/10b. 
2.8.2 Autenticación de mensajes y frescura de datos 
Para garantizar que ningún adversario pueda inyectar o alterar mensajes de 
control falsos en el enlace, se ha agregado un campo MAC al final de cada 
mensaje denominado MAC_F. Además, para conseguir la frescura de los 
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campo de contador COUNTER de varios bytes de anchura, tal y como se 
muestra en la Fig.2-37. El campo MAC_F se calcula de la siguiente manera: 
𝑀𝐴𝐶_𝐹 = 𝐶𝑀𝐴𝐶(𝐾𝐹𝑅𝐴𝑀𝐸 , 𝐻|𝐷|𝐶𝑁𝑇, 64)    (19) 
donde 𝐶𝑀𝐴𝐶(𝐾, 𝑀, 𝑇𝑙𝑒𝑛) es una función descrita en [NIS05] que consiste en un 
cifrador por bloque AES con una clave de 128 bits trabajando en modo CMAC 
(Cipher-based Message Authentication Code). Esta función calcula el campo 
MAC de tamaño 𝑇𝑙𝑒𝑛 bits para un mensaje 𝑀, con una clave 𝐾. En (19) 𝑀𝐴𝐶_𝐹 
es un campo de 64 bits de longitud y 𝐾𝐹𝑅𝐴𝑀𝐸 es la clave utilizada para el cálculo 
de 𝑀𝐴𝐶_𝐹 y que se deriva de la clave de sesión 𝐾𝑆. El campo 𝐻|𝐷|𝐶𝑁𝑇 
representa el contenido del mensaje. Este es la concatenación de los campos 𝐻, 
𝐷 y 𝐶𝑁𝑇, siendo estos la cabecera HEADER, los datos específicos del mensaje 
(como KEY_INDEX en SEM o el estado STATE en SCM) y el valor del campo 
COUNTER del mensaje, respectivamente. 
Por cada mensaje recibido, tanto el maestro como el esclavo calculan el código 
MAC y lo comparan con el valor de campo 𝑀𝐴𝐶_𝐹 del mismo mensaje. Si estos 
valores no coinciden el mensaje es descartado. 
 
Fig.2-38. Diagrama del establecimiento de una sesión de encriptación. Al inicio de la sesión el 
maestro configura sus claves de cifrado y descifrado, 𝐸𝐾 y 𝐷𝐾, respectivamente, con el valor de 
la clave 𝐾𝐶𝐼𝑃𝐻. Esta depende a su vez de la clave de sesión 𝐾𝑆. El campo KEY_INDEX de los 
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En cuanto al valor del campo COUNTER, se han utilizado dos contadores 
internos en cada terminal, uno para los mensajes no periódicos y otro para los 
periódicos. El contador de los mensajes no periódicos en el transmisor se 
incrementa cada vez que un mensaje del tipo SEM, SDM, EEM o EDM es 
transmitido. En cuanto a los mensajes periódicos, estos son enviados en 
conjuntos formados por varios mensajes ICMs y un SCM. Todos ellos son 
transmitidos con el mismo valor de contador, que es incrementado por cada 
transmisión de dicho grupo de mensajes. 
En recepción, cualquier mensaje recibido con un contador inferior al esperado 
se descarta. Esto evitará que un observador malintencionado con capacidad de 
capturar mensajes pueda realizar reenvíos de mensajes antiguos ya 
transmitidos, por ejemplo, en sesiones de encriptación previas. 
2.8.3 Chequeo de la integridad del enlace 
La integridad del enlace se evalúa periódicamente durante la sesión de cifrado 
que se divide en periodos de tiempo de aproximadamente 100 µs cada uno. A 
su vez, cada periodo es dividido en cuatro subintervalos y se delimita por la 
transmisión del mensaje ICM0 al comienzo del primer subintervalo. En el 
segundo y tercer subintervalos se envían los mensajes ICM1 e ICM2, 
respectivamente.  
El transmisor calcula el valor del código MAC de todo el flujo de símbolos 8b/10b 
encriptado entre dos mensajes ICM0 para que el receptor pueda periódicamente 
chequear la integridad del enlace. El mensaje ICM1 se transmite al comienzo del 
segundo subintervalo y lleva el campo MAC_I correspondiente al código MAC 
calculado durante el periodo anterior, tal y como se muestra en la Fig.2-39. Dicho 
valor MAC se calcula de acuerdo a la siguiente ecuación: 
𝑀𝐴𝐶_𝐼(𝑖) = 𝐶𝑀𝐴𝐶(𝐾𝐼𝐶𝑀, 𝑆_𝑑𝑎𝑡(𝑖-1),64) (20) 
donde 𝑀𝐴𝐶_𝐼(𝑖) es el valor del código MAC calculado durante el periodo 𝑖-1 y 
transmitido en el 𝑖-ésimo periodo, 𝑆_𝑑𝑎𝑡(𝑖-1) es la concatenación de todos los 
símbolos 8b/10b del periodo anterior y 𝐾𝐼𝐶𝑀 es la clave utilizada para el cálculo 
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Respecto a la integridad de los mensajes ICM0 e ICM1, tal y como se muestra en 
la Fig.2-37, el mensaje ICM0 lleva su propio código de autenticación 𝑀𝐴𝐶_𝐹, sin 
embargo los mensajes ICM1 no llevan ningún campo para su chequeo ya que 
han de transportar el valor de 𝑀𝐴𝐶_𝐼. Para chequear la integridad de estos se 
transmite un último mensaje ICM2 al principio del tercer subintervalo. Este 
mensaje transporta el código de autenticación MAC calculado a partir del 
contenido de ICM1 e ICM2 tal y como se muestra en (21). 
𝑀𝐴𝐶_𝐹𝐼 = 𝐶𝑀𝐴𝐶(𝐾𝐹𝑅𝐴𝑀𝐸 , 𝐼𝐶𝑀_𝑑𝑎𝑡1|𝐼𝐶𝑀_𝑑𝑎𝑡2, 64) (21) 
donde 𝐼𝐶𝑀_𝑑𝑎𝑡1 = 𝐻𝐼𝐶𝑀1|𝐶𝑁𝑇𝐼𝐶𝑀|𝑀𝐴𝐶_𝐼, 𝐼𝐶𝑀_𝑑𝑎𝑡2 = 𝐻𝐼𝐶𝑀2|𝐶𝑁𝑇𝐼𝐶𝑀, 𝐻𝐼𝐶𝑀1 y 
𝐻𝐼𝐶𝑀2 son las cabeceras de ICM1 e ICM2, respectivamente, y 𝐶𝑁𝑇𝐼𝐶𝑀 el contador 
del set de mensajes ICM. 
Se pueden detectar tres tipos de errores con respecto a los ICM. Un conjunto de 
ICM mal formado por pérdida de alguno de los tres mensajes ICMi, un campo de 
contador de ICM incorrecto porque el contador del ICM0 recibido es inferior al 
esperado o porque los mensajes ICMi en el conjunto no tienen el mismo valor de 
contador, y por último la recepción de valores erróneos de los códigos MAC 
asociados al set: el campo 𝑀𝐴𝐶_𝐹 del ICM0, el 𝑀𝐴𝐶_𝐼 en el ICM1 o el 𝑀𝐴𝐶_𝐹𝐼 en 
el ICM2. Cuando se reciben varios grupos ICM completos con un valor adecuado 
de contador y de los campos MAC durante varios periodos, el receptor considera 




Fig.2-39. Esquema de dos periodos completos de ICMs. 𝑆_𝑑𝑎𝑡(𝑖-1) representa los octetos del 
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2.8.4 Refresco de claves 
Para llevar a cabo la actualización de las claves del sistema el terminal maestro 
lleva a cabo la inicialización de una nueva sesión de encriptación empleando un 
nuevo índice de sesión. En primer lugar, el maestro incrementa el índice interno 
de sesión, 𝑖𝑑𝑥 y obtiene la nueva clave de sesión, 𝐾𝑆, y de esta los nuevos 
valores de 𝐾𝐶𝐼𝑃𝐻, 𝐾𝐹𝑅𝐴𝑀𝐸 y 𝐾𝐼𝐶𝑀. 
Una vez calculados estos nuevos valores lleva a cabo el envío de un nuevo SDM 
sin necesidad de finalizar la sesión actual de encriptación, es decir sin mandar 
un EEM ni EDM. En el nuevo SDM el campo KEY_INDEX es configurado con el 
nuevo valor 𝑖𝑑𝑥, de forma que con este nuevo índice el esclavo también será 
capaz de calcular los valores para 𝐾𝑆, 𝐾𝐶𝐼𝑃𝐻, 𝐾𝐹𝑅𝐴𝑀𝐸 y 𝐾𝐼𝐶𝑀.   
En ambos terminales no es necesario detener el proceso de encriptación ni 
desencriptación para actualizar las claves. El maestro configurará su hardware 
con las nuevas claves posteriormente a la transmisión del SDM, mientras que el 
esclavo lo hará una vez que lo haya recibido. Este procedimiento es llevado a 
cabo de forma sincronizada entre ambos terminales, de forma que el enlace 
permanece encriptado en todo momento además de que se sigue analizando su 
integridad y autenticidad. 
Después de recibir el SDM, el terminal esclavo envía un nuevo SDM hacia el 
maestro utilizando el mismo índice de clave y, por lo tanto, realiza el mismo 
proceso que el mencionado en la dirección maestro-esclavo. 
Los tres tipos de claves 𝐾𝐶𝐼𝑃𝐻, 𝐾𝐹𝑅𝐴𝑀𝐸 y 𝐾𝐼𝐶𝑀 se obtienen gracias a la clave de 
sesión 𝐾𝑆, y esta gracias a la clave maestra 𝐾𝑀 y al índice 𝑖𝑑𝑥 de sesión. Para 
realizar el cálculo de estas claves se ha implementado el algoritmo KDF (Key 
Derivation Function) en modo contador como se especifica y analiza en [NIS09] 
y [ABD00], respectivamente. 
El modo contador del algoritmo KDF se corresponde con el generador de claves 
paralelo descrito en [ABD00]. Con este método de generación de claves, a partir 
de una clave inicial 𝐾 y una PRF 𝐹𝐾(∙) se generan las sucesivas claves 𝐾𝑖 de la 
forma 𝐾𝑖 = 𝐹𝐾(𝑖) , siendo 𝑖 un contador tal que 1 ≤ 𝑖 ≤ 𝑛 y 𝑛 el número de claves 
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en función del valor de la ventaja de tipo PRF 𝐴𝐷𝑉𝐹
𝑃𝑅𝐹 sobre 𝐹𝐾(∙). Es decir, si la 
PRF empleada para la generación de claves tiene una ventaja 𝐴𝐷𝑉𝐹
𝑃𝑅𝐹 
despreciable, el algoritmo de generación de claves se podrá considerar un 
algoritmo seguro. 
Además, en [ABD00] se analiza la seguridad de un mecanismo de generación 
de claves basado en una estructura de árbol que también es incluido como 
recomendación en [NIS09]. Según este mecanismo cada una de las claves 𝐾𝑖 
generadas gracias a 𝐹𝐾(∙) pueden ser empleadas como claves a partir de las 
cuales se deriven otras nuevas. Es decir, si a partir de una clave 𝐾 y una función 
𝐹𝐾(∙) se derivan claves 𝐾𝑖 con 1 ≤ 𝑖 ≤ 𝑛, entonces se podrán establecer 𝑛 nuevos 
generadores de claves basados en las PRFs 𝐹𝐾𝑖(∙). Realizando este proceso de 
forma iterativa se obtendría una estructura en árbol como la mostrada en la 
Fig.2-40. 
En este trabajo, el algoritmo KDF en modo contador es ejecutado para obtener 
un material de clave con longitud 𝐿𝑀𝐴𝑇 igual a 512 bits, que representa la 
concatenación de cuatro claves de 128 bits cada una. 
Cada una de las claves es obtenida de acuerdo a las expresiones mostradas en 
(22). Estas ecuaciones son equivalentes a lanzar una iteración del algoritmo KDF 
configurado para obtener 𝐿𝑀𝐴𝑇 bits. 
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𝐾𝐶𝐼𝑃𝐻(𝑖𝑑𝑥) = 𝑃𝑅𝐹_𝑓𝑢𝑛𝑐(𝐾𝑆(𝑖𝑑𝑥), 0𝑥01|𝑉𝐴𝐿|𝐿𝑀𝐴𝑇) 
𝐾𝐹𝑅𝐴𝑀𝐸(𝑖𝑑𝑥) = 𝑃𝑅𝐹_𝑓𝑢𝑛𝑐(𝐾𝑆(𝑖𝑑𝑥), 0𝑥02|𝑉𝐴𝐿|𝐿𝑀𝐴𝑇) 
𝐾𝐼𝐶𝑀(𝑖𝑑𝑥) = 𝑃𝑅𝐹_𝑓𝑢𝑛𝑐(𝐾𝑆(𝑖𝑑𝑥), 0𝑥03|𝑉𝐴𝐿|𝐿𝑀𝐴𝑇) 
𝐾𝑆(𝑖𝑑𝑥 + 1) = 𝑃𝑅𝐹_𝑓𝑢𝑛𝑐(𝐾𝑆(𝑖𝑑𝑥), 0𝑥04|𝑉𝐴𝐿|𝐿𝑀𝐴𝑇) 
(22) 
El valor inicial de 𝐾𝑆(𝑖𝑑𝑥) es la clave maestra del sistema, esto es 𝐾𝑆(0) = 𝐾𝑀, y 
se establece después de adquirir dicha clave al inicio de la primera sesión de 
encriptación. 𝑃𝑅𝐹_𝑓𝑢𝑛𝑐 es una PRF utilizada en la definición de KDF. Esta se 
puede identificar con la PRF empleada para el generador de claves paralelo 
descrito en [ABD00], tal que 𝑃𝑅𝐹_𝑓𝑢𝑛𝑐(𝐾𝑆(𝑖𝑑𝑥),∙) = 𝐹𝐾𝑆(𝑖𝑑𝑥)(∙).  En nuestro caso 
esta función se corresponde con un cifrador AES con clave de 128 bits 
trabajando en modo CMAC. El segundo argumento de la función 𝑃𝑅𝐹_𝑓𝑢𝑛𝑐 ha 
sido definido como en la especificación del KDF: la concatenación de un contador 
(que en este caso se incrementa tomando valores entre 0x01 y 0x04), una 
constante 𝑉𝐴𝐿 que en nuestro caso se ha dejado a cero y la longitud del material 
de clave 𝐿𝑀𝐴𝑇. El árbol de generación de claves quedaría finalmente como en la 
Fig.2-41. 
 
Fig.2-41. Árbol de generación de claves implementado en tres sesiones de encriptación. En la 
sesión con índice  𝑖𝑑𝑥 = 0, la clave de sesión es la clave maestra, 𝐾𝑆 = 𝐾𝑀. A partir de 𝐾𝑆(𝑖𝑑𝑥) 
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2.8.5 Inserción de los mensajes de control en el flujo 8b/10b 
Tal y como se muestra en la Fig.2-37 el tamaño de los mensajes de control es 
constante e igual a 16 bytes. Para insertar estos mensajes se ha utilizado un 
mecanismo similar al presentado en [PER19a] y representado en la Fig.2-8. En 
este mecanismo, antes de llevar a cabo la encriptación, se analizan los símbolos 
8b/10b buscando la presencia de sets de tipo idle. Cuando se detectan al menos 
ocho sets idle continuos, el mensaje a enviar se inserta en el flujo de símbolos 
8b/10b reemplazando estos idles por los símbolos que forman el propio mensaje. 
En el receptor, después de la desencriptación se realiza el proceso inverso, 
extrayendo el mensaje de control y reemplazándolo por ocho idles. 
Los idles están formados por dos símbolos 8b/10b, uno de control y otro de 
datos. Están presentes continuamente en el enlace cuando no se transmite  
ninguna trama. Cuando las tramas se transmiten continuamente, los idles 
estarán presentes solo durante el IFG entre ellas. Si el ancho de banda ocupado 
por el tráfico de las tramas es suficientemente bajo y los IFG son lo 
suficientemente largos, al menos equivalentes a ocho idles consecutivos, 
entonces será posible la inserción de los mensajes de control. Sin embargo, si el 
ancho de banda ocupado es el máximo posible, el IFG será mínimo y, según lo 
especificado por el estándar, la longitud mínima de los IFGs ha de ser al menos 
de 96 µs, lo que equivale a seis idles consecutivos. En este caso, será imposible 
insertar los mensajes de control a menos que no reduzcamos el ancho de banda 
empleado por las tramas de datos. Para evitar este problema y mantener el 
ancho de banda de datos al máximo en la solución propuesta, el preámbulo de 
las tramas transmitidas se ha reducido en seis bytes, lo que amplía el IFG mínimo 
hasta nueve idles, que es suficiente para nuestros propósitos. En el receptor, 
después de descifrar y extraer los mensajes de control, el preámbulo de las 
tramas Ethernet se restaura a su tamaño original antes de que estas lleguen a la 
capa MAC. 
2.8.6 Implementación sobre FPGA 
El mecanismo de chequeo de autenticación, integridad y refresco de claves fue 
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descrito en el Aparado 2.5.3. Al igual que las implementaciones explicadas en el 
Apartado 2.6, el sistema descrito fue integrado en un interfaz Ethernet como el 
de la Fig.2-29, donde en este caso el bloque MANAGEMENT también es el 
encargado de generar y procesar los mensajes de control y de llevar a cabo el 
cálculo y refresco de las claves del sistema. Dos interfaces Ethernet fueron 
enfrentados tal y como se muestra en el diagrama de la Fig.2-42, haciendo uso 
también de dos generadores de tramas Ethernet para el chequeo del tráfico de 
datos. En este caso dos placas de evaluación VC707 fueron configuradas con 
los roles de maestro y esclavo, respectivamente, como muestra en la foto del 




Fig.2-42. Esquema del set-up de test para verificar el protocolo de control. 
 
 







3.1. Conclusiones generales 
3.2. Líneas de investigación futuras 
3.1 Conclusiones generales 
Hoy en día, Ethernet óptico es un estándar de comunicaciones ampliamente 
utilizado en aplicaciones donde son necesarias altas tasas de transmisión de 
datos. Desde redes en entornos industriales con velocidades de hasta 1 Gbps, 
a enlaces de acceso o transporte de datos en redes de banda ancha, donde se 
llegan a superar tasas de 100 Gbps. 
Respecto a la seguridad en la transmisión de datos, existen diferentes 
mecanismos o protocolos estandarizados en distintas capas de comunicación, 
como por ejemplo IPsec o MACsec. Dichos mecanismos son capaces de 
garantizar tanto la confidencialidad, autenticidad como la integridad de la 
comunicación. Normalmente introducen un overhead en los datos, lo que 
disminuye la tasa neta de transmisión al mismo tiempo que incrementa su 
latencia. Por otro lado, la encriptación es llevada a cabo a nivel de paquete 
logrando su confidencialidad, sin embargo no logra su privacidad, es decir, no 
permite ofuscar la presencia de una transmisión. Este hecho implica que aunque 
un observador malintencionado no sea capaz de interpretar el contenido de los 
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analizar el patrón o comportamiento de las comunicaciones. Todo esto gracias 
al procesado de información como la longitud de los paquetes o la duración y 
frecuencia de las transmisiones. 
En el caso de las comunicaciones sobre Ethernet óptico, hasta la fecha no se 
han propuesto mecanismos que logren la mencionada privacidad al mismo 
tiempo que la confidencialidad, sin que además introduzca un overhead o una 
latencia indeseada. 
En la presente tesis se han realizado propuestas viables de modificación en dos 
de los principales estándares ópticos Ethernet, 1000Base-X y 10GBase-R, de 
forma que se pueda llevar a cabo la encriptación en su capa física. Dichas 
modificaciones han sido diseñadas de forma que mantengan la compatibilidad 
con el hardware electrónico más dependiente del medio de transmisión en dichos 
estándares, como los módulos ópticos SFP, los SERDES o los circuitos de 
recuperación de reloj y datos. 
Por otro lado, se ha realizado un estudio de posibles esquemas de encriptación 
por streaming que sean capaces de cifrar datos a velocidades superiores a 
1 Gbps y adaptarlos a las arquitecturas propuestas. Además se han propuesto 
posibles mecanismos para llevar a cabo la sincronización de los módulos de 
encriptación entre dos terminales remotos. 
Una vez implementadas, se ha conseguido que las soluciones propuestas lleven 
a cabo la encriptación introduciendo la menor latencia posible, al menos en un 
orden de magnitud igual o inferior al de soluciones en otros estándares de 
comunicaciones como OTN. 
Para evaluar la confidencialidad de los diferentes mecanismos de encriptación 
se ha llevado a cabo el estudio de su ventaja de tipo IND-CPA extrayendo su 
expresión de seguridad. Además se han establecido unas condiciones de diseño 
que permitan lograr al menos una seguridad mayor o igual que con el esquema 
de referencia CTR funcionando con un cifrador por bloque con un tamaño de 
bloque estándar de 128 bits.  
Respecto a la privacidad, esta se ha podido analizar mediante la medida de la 
entropía de diferentes flujos de información correspondientes a diferentes 





ha comprobado que los patrones encriptados adquieren el máximo valor posible 
independientemente del tipo de tráfico al que representen, incluyendo los 
patrones correspondientes al estado de no transmisión, no siendo así cuando no 
hay encriptación activa. Esto permite concluir que las situaciones de transmisión 
y no transmisión de datos son indistinguibles gracias al uso de los mecanismos 
propuestos, logrando así la privacidad mencionada. 
Además de la confidencialidad y privacidad, también se ha implementado una 
propuesta para lograr la integridad, autenticación y refresco de claves a nivel de 
capa física en el caso del estándar 1000Base-X. 
Todas las soluciones mencionadas han sido implementadas físicamente en 
dispositivos tipo FPGA para poder evaluar su viabilidad en un entorno de 
comunicaciones real empleando elementos hardware comerciales. 
3.2 Líneas de investigación futuras 
En este trabajo se han propuesto e implementado diversas soluciones para 
conseguir la encriptación a nivel de capa física en dos de los estándares ópticos 
Ethernet más empleados, 1000Base-X y 10GBase-R. Aunque las propuestas 
atañen sólo a estos dos estándares ambos están basados en las principales 
codificaciones para transmisiones de alta velocidad, 8b/10b y 64b/66b. Esto 
permitiría escalar o adaptar estas soluciones de encriptación a estándares 
Ethernet con mayores tasas de transmisión, como 40 Gbps o 100 Gbps, ya que 
estos se basan en las mismas codificaciones. Lo mismo podría concluirse con 
otros estándares no Ethernet como Fibre channel o PCI-express, basados 
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Chaotic Encryption for 10-Gb
Ethernet Optical Links
Adrián Pérez-Resa , Miguel Garcia-Bosque , Carlos Sánchez-Azqueta , and Santiago Celma
Abstract— In this paper, a new physical layer encryption
method for optical 10-Gb Ethernet links is proposed. Necessary
modifications to introduce encryption in Ethernet 10GBase-R
standard have been considered. This security enhancement has
consisted of a symmetric streaming encryption of the 64b/66b
data flow at physical coding sublayer level thanks to two
keystream generators based on a chaotic algorithm. The overall
system has been implemented and tested in a field programmable
gate array. Ethernet traffic has been encrypted, transmitted, and
decrypted over a multimode optical link. Experimental results
are analyzed concluding that it is possible to cipher traffic at
this level and hide the complete Ethernet traffic pattern from
any passive eavesdropper. In addition, no overhead is introduced
during encryption, getting no losses in the total throughput.
Index Terms— Ethernet, 10GBASE-R, cryptography, stream
cipher, skew tent map.
I. INTRODUCTION
NOWADAYS, thanks to advances in optical com-munication technologies it is possible to meet the
ever-increasing data traffic demand of modern networks.
It is estimated that IP traffic in data centers will reach
15.3 Zettabytes per year by 2020 [1].
On the other hand, security and confidentiality in communi-
cations networks are important fields of study. In the specific
case of optical networks, some studies were carried out in the
past to discern whether the degradation of a link or failure
of a service is due to a natural network defect or an external
attack [2], [3]. In fact, threat analysis in the physical layer
is considered crucial for secure communications [4], [5].
However, nowadays there are simple methods for intercepting
the signal without appreciably interfering in optical communi-
cation [6]. Such methods use simple fiber coupling devices and
electro-optical converters and numerous examples are easily
available for the public on the Internet.
In a layered communication model, such as OSI (Open
System Interconnection) or TCP/IP (Transmission Control
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Fig. 1. Simple example of different access technologies for a CEN (Carrier
Ethernet Network).
Protocol/Internet Protocol), ‘in-flight’ encryption can be car-
ried out at different communication layers. For example, well
known encryption methods for layer 2 and layer 3 are the
protocols MACsec [7] and IPsec [8] respectively.
At physical layer, there are security solutions directly
related to the optical technology such as QKD (Quantum
Key Distribution) [9] or OCDM (Optical Code-Division
Multiplexing) [10], or related to payload encryption in some
optical protocols as OTN (Optical Transport Network) stan-
dard [11]. Encryption at physical layer brings some bene-
fits such as minimum latency and zero overhead, achieving
maximum link efficiency. In fact, commercial OTN equipment
performing encryption at line rate is able to achieve a 100%
throughput in contrast with encryption at other communication
layers [12]. As an example, in IPsec the inherent overhead
introduced during encryption reduces the overall throughput
between 20% and 90% of the maximum achievable [13].
Today one of the most used technologies for the
access to optical transport networks is Ethernet. As shown
in Fig. 1, some access technologies in CENs (Carrier
Ethernet Networks) ‘last mile’ are Ethernet over Fiber (Direct
Fiber, SONET/SDH, PON), Ethernet over PDH, Wireless
Ethernet, etc. [14].
10GBase-R is one of the most widely used physical layer
standards for Ethernet at 10 Gbps in optical links, but nowa-
days there is no mechanism or standard providing physical
layer security on it. For this reason, the main motivation of this
work is to propose and implement the necessary modifications
1549-8328 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Fig. 2. PCS structure and the proposed encryption function 10G-PHYsec.
to introduce encryption in its PCS (Physical Coding Sublayer)
level. We have called this method 10G-PHYsec.
An encryption system at physical layer of Ethernet provides
the mentioned advantages such as no overhead, low latency
and also obfuscation of customer data traffic patterns, which
results in an overall improvement of security. An example of
the same property is proved at a lower transmission speed in
an Ethernet interface using 1000Base-X physical layer [15].
In this case the encryption mechanism is completely different,
as 8b/10b encoding is used, consisting of an additive stream
cipher where modulo-267 addition is performed between the
keystream and plaintext.
The article is organized as follows: Section II explains the
general structure of the encryption system in the Ethernet
physical layer 10GBase-R, Section III explains the encryption
infrastructure composed by the stream cipher operation and
the synchronization mechanism between TX (transmitter) and
RX (receiver), Section IV deals with keystream generation
of the proposed stream cipher; Section V details the system
implementation and test results and finally in Section VI
conclusions obtained in this work are given.
II. PCS LAYER ENCRYPTION
In Ethernet standards, the physical layer is usually divided
into three sublayers with different functionalities: PCS (Phys-
ical Coding Sublayer), PMD (Physical Medium Dependent)
and PMA (Physical Medium Attachment). PCS sublayer per-
forms functions such as link establishment, data encoding,
scrambling, synchronization, clock rate adaptation, etc.
As many high speed standards in optical Ethernet, a base-
band serial data transmission is carried out while clock fre-
quency information is embedded in the serial bitstream itself.
At PMA sublayer a CDR (Clock and Data Recovery) circuit
is responsible for extracting timing information from the data
stream. As a critical part of a typical transceiver for high
speed communications many researches have been carried out
about this kind of circuits [16], [17]. In order to facilitate the
work of the CDR circuit, information is usually encoded in
such a way that a good transition density and short run length
are achieved. Also a DC-balanced serial data stream must be
guaranteed by getting a good disparity, which is important for
some transmission media, as optical links.
In the case of 10GBase-R standard, 64b/66b encoding
is used at PCS sublayer. This type of block-line encoding
achieves the properties set out before in a statistical way thanks
to the scrambling of the bitstream. The basic structure of the
PCS sublayer in 10GBase-R standard is shown in Fig. 2, where
its main function blocks such as 64b/66b encoder/decoder and
scrambler/descrambler are shown.
In order to encrypt physical layer when block-line encoding
is used, it is necessary to preserve the mentioned encoder
properties, therefore the location of the cipher in the datapath
must be taken into account. In this work we propose to carry
out encryption at the input of the scrambler and decryption at
the output of the descrambler as shown in Fig. 2
Unlike other encryption mechanisms such as the MACsec,
where the encrypted data are directly the Ethernet packets,
in this work, the 64b/66b data flow is directly encrypted thanks
to a stream cipher based on a chaotic algorithm. The main
advantages of this method is that there is no throughput loss
and that not only data packet content is encrypted but also the
link activity or Ethernet data traffic pattern. By encrypting
at 64b/66b block level, both data and control blocks are
obfuscated, such as start and end frame blocks or control
blocks with IDLE control characters inside, making frame
pattern indecipherable.
III. ENCRYPTION INFRASTRUCTURE
The encryption infrastructure is shown in Fig. 3. This
structure is composed of three blocks, the TX_ENCRYPT,
RX_DECRYPT and the MANAGEMENT module.
A. Encryption Function
The stream cipher operation is performed by the
CIPHER_OP_TX and CIPHER_OP_RX modules in Fig. 3.
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Fig. 3. Encryption infrastructure for 10G-PHYsec function.
The encoded blocks after the 64b/66b encoder are composed
of a two-bit synchronization header plus a 64-bit payload,
forming a 66-bit block. On the one hand, the 66-bit block
type depends on the type field inside the block payload and
the value of the 2-bit block synchronization header, then both,
block payload and synchronization header are necessary to be
encrypted to mask the block type. On the other hand, the main
purpose of the synchronization header is to guarantee 66-bit
block alignment while limiting the run length to 66 bits. This
header only has two possible values (‘01’ or ‘10’), which
produces a transition between 0 and 1 every 66 bits. Thus,
after encryption, it is necessary to preserve this bit transition.
The stream cipher operation is shown in Fig. 4. Both
modules CIPHER_OP_TX and CIPHER_OP_RX perform the
same operation. Firstly, the 66-bit block, D_IN, is split in two
parts, the synchronization header and the block payload. The
block payload is directly encrypted by performing an XOR
operation between its 64 bits and a 64-bit keystream data
sequence, called ‘keystream data’ in Fig. 4. The 2-bit syn-
chronization header is mapped to values ‘0’ or ‘1’ depending,
respectively, on whether it is equal to ‘01’ or ‘10’. Then,
the mapped value is encrypted performing an XOR operation
with a 1-bit keystream sequence called ‘keystream sync’. After
encryption, this new value is reverse mapped resulting in a new
header ‘01’ or ‘10’ depending on whether it is ‘0’ or ‘1’. In this
way, the transition between 0 and 1 every 66 bits is guaranteed.
Finally, the new synchronization header is concatenated with
the encrypted block payload resulting in the output D_OUT,
which is sent to the scrambler when encrypting or to the
64b/66b decoder when decrypting.
B. Encryption Synchronization
It is necessary to activate and deactivate the keystream
generators and the encryption operation synchronously
between transmitter and receiver. For that purpose, the
MANAGEMENT module in Fig. 3 performs the insertion and
extraction of two management sequences into the 64b/66b
block stream. One of these sequences is used for the encryp-
tion activation and the other one for deactivation.
TABLE I
64B/66B BLOCK FORMATS IN 10GBASE-R STANDARD
TABLE II
LINK FAULT SIGNALING ORDERED SETS AND
NEW PROPOSED ORDERED SETS
In order to maintain the concordance with the standard,
the format of the implemented control sequence is equivalent
to that of an ordered set. Among available 64b/66b block types,
the one selected for this work is 0x55. As shown in Table I,
inside this block type two consecutive ordered sets can be
transmitted.
On the other hand, the possible ordered sets established in
the standard are between values 0x00 and 0x03 and they are
used for link fault signaling. Since values above 0x03 are out
of use and are reserved for future standardization, in this work
the new ordered sets for encryption control signaling have been
defined as shown in Table II. They have been called ‘Cipher
ON’ and ‘Cipher OFF’, and their values are 0x04 and 0x05,
respectively.
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Fig. 4. Stream cipher operation.
The final encryption sequence for enabling the encryption
consists of the 0x55 block type filled with two consecutive
‘Cipher ON’ ordered sets. In this work this block is called
‘Cipher_ON block’. For disabling encryption the sequence is
the same but using two ‘Cipher OFF’ ordered sets and the
resulting block is called ‘Cipher_OFF block’.
For carrying out the insertion of these new control sequences
the structure shown in Fig. 3 has been used. This infrastructure
allows carrying out the generation, insertion and capture of
a future set of messages that extends the encryption man-
agement functionality, such as key refresh or other options
between transmitter and receiver. The basic operation of this
infrastructure is described below.
The CIPHER_OP_TX module is responsible for implement-
ing the encryption operation. Initially, it is disabled, allowing
the 64b/66b blocks to be transparently passed from the encoder
to the scrambler. To start the encryption of the 64b/66b block
stream, the MANAGEMENT module acts on the INSERT
module to send the encryption start message. This message
is inserted in 64b/66b block stream by replacing one 0x1E
type block filled with IDLE control characters /I/ with the new
Cipher_ON block. When CAPTURE module detects the pres-
ence of a Cipher_ON block it enables the CIPHER_OP_TX
module and TX keystream generators (KEYSTREAM TX
SYNC and KEYSTREAM TX DATA in Fig. 3), which
starts the encryption process after Cipher_ON block has been
transmitted.
In the receiver, the module CIPHER_OP_RX is in charge
of performing the decryption operation. Like the transmit-
ter, it is initially inactive, enabling 64b/66b blocks to be
transparently passed from the descrambler to the decoder.
When the CAPTURE module receives the Cipher_ON block,
CIPHER_OP_RX module and RX keystream generator mod-
ules (KEYSTREAM RX SYNC and KEYSTREAM RX DATA
in Fig. 3) are enabled, starting to decrypt the 64b/66b data flow
after Cipher_ON block. Subsequently, the control sequence
Cipher_ON is extracted from the data stream in the EXTRACT
module, which replaces it with a 0x1e type block filled with /I/
control characters (reverse operation of the INSERT module).
Thanks to this procedure, the keystream generators in TX and
RX are synchronized and data can be deciphered correctly.
In order to disable the encryption, the same process is used,
but sending Cipher_OFF blocks instead of Cipher_ON.
IV. ENCRYPTION KEYSTREAM
The keystream generator is responsible for generating a
pseudorandom sequence to carry out the encryption of the
signal. In this work the generation of this pseudorandom
sequence is based on a chaotic algorithm.
As the encryption operation consists of two XOR opera-
tions, one for block payload and another one for the syn-
chronization header, two keystream generators are necessary.
Both generators have different output widths, the generator for
block payload encryption produces a 64-bit sequence, while
the keystream generator for synchronization header is only
1-bit wide, as shown in Fig. 4.
Next, a description of the keystream generator is given, and
also some security considerations are discussed, such as the
achieved keystream randomness or the key space used.
A. Chaotic Pseudorandom Bitstream Generator
In the last decades chaotic systems have been taken into
account for the design of new cryptographic systems. Their
high sensitivity to the initial conditions or control parame-
ters (also called ’butterfly effect’) and their unpredictable
pseudo-random orbits are the most well-known characteristics
of chaotic systems. These characteristics are very similar to
those that a good cryptographic algorithm should have [18].
All these considerations have given rise to new private and
public encryption proposals [19], [20].
A variant of the chaotic map called STM (Skew-Tent-Map)
has been used in this work to generate the pseudorandom
bitstream, used as keystream of the proposed cryptographic
system. Based on previous work by our group, this chaotic
map has already been theoretically studied in [21] and [22].
The hardware block diagram of the basic STM algorithm is
shown in Fig. 5 and its equations are shown below:






(1 − xi ) / (1 − γ ) , xi ∈ (γ, 1] (1)
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Fig. 5. Skew Tent Map block diagram.
Fig. 6. Basic keystream generator. The 189-bit key is the concatenation of
the three parameters (y0, x0, γ ).
where its control parameter γ and initial state x0 are real
numbers whose values are included in the interval (0, 1).
One of the main advantages of this chaotic map is that
it maintains its chaoticity for all values of γ and x0,
which makes it more adequate for cryptographic applications
than other maps whose parameter space contains periodic
windows [18].
One important problem of digital implementations of
chaotic maps under finite-precision and fixed-point arithmetic
is that their dynamical properties are degraded with respect
to their original continuous versions [23]. As studied in [21]
and [22] an LFSR (Linear Feedback Shift Register) can be
used to improve the digital implementation of the chaotic map
shown in (1), reducing the mentioned dynamical degradation.
Thanks to this modification it is possible to obtain an important
increase in the keystream period and therefore achieve better
randomness [24].
The basic keystream generator used in this work is shown
in Fig. 6. A 61-step LFSR has been added to the Skew
Tent Map module. The key for this basic keystream generator
consists of the initial state and control parameter (γ, x0), of the
STM cell and the initial state of the LFSR (y0).
The STM cell has been implemented with an internal 64-bit
state whose output is the vector xi [63 : 0]. The improvement
related to the LFSR is to perform the XOR operation between
the least significant 8 bits of LFSR and the STM cell outputs.
The state returned to the STM cell will no longer be the
previous state calculated by it, but a new state, x̃i to which a
small noise generated by the LFSR has been added thanks to
the XOR operation. The generator output function consists of
taking the 16 least significant bits of xi and discarding the rest.
For the payload block encryption, a 64-bit keystream
sequence is necessary, thus a bank of basic keystream genera-
tors has been built. The bank consists of four 16-bit generators
Fig. 7. 64-Bit Keystream Generator for 64b/66b block payload.
Fig. 8. NIST test results for a bitstream generated using STM-LFSR
algorithm.
whose outputs are concatenated to give a 64-bit output. This
structure is shown in Fig. 7.
For the synchronization header encryption, as only a 1-bit
keystream sequence is needed the basic STM cell in Fig. 6 has
been used, but in this case only the least significant bit of xi
is taken as output.
B. Keystream Output Analysis
The keystream obtained at the output of both generators
must be analyzed in order to test their randomness, as one
important requirement for a secure stream cipher is that their
keystream must be undistinguishable from a truly random
sequence. In order to check this property, sequences gener-
ated by the basic generator in Fig. 6 were subjected to the
NIST (National Institute of Standards and Technology) SP
800-22 battery of test [25]. Both generators passed these tests.
An example is shown in Fig. 8, where a particular sequence
is tested.
C. Security Considerations: Key Space
One of the security considerations that has to be taken
into account is the key space size [18]. Some recommen-
dations establish 112 bits as minimum key size, as NIST
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Fig. 9. Scheme of FPGA implementation for 10G Ethernet interface with encryption function.
recommendation [26], others as ENISA (European Union
Agency for Network and Information Security) report [27]
recommends 128 or 256 bits for mid-term and long-term
security respectively.
For the basic keystream generator in Fig. 6, the complete
key is composed by two 64-bit parameters (γ, x0) and one
61-bit parameter y0. The resulting key is 189-bit length, which
can be considered good enough to guarantee security against
brute-force attacks.
D. Security Considerations: Sensitivity
Sensitivity to the initial conditions and control parameters
is a well-known characteristic of chaotic maps. It leads to
the desired diffusion property that any cryptosystem must
have under small changes in the secret key. While in the
proposed cryptosystem, the STM cell meets this property,
sensitivity to plaintext and ciphertext changes is not achieved.
It means that as other stream ciphers, a single bit change on
the plaintext only changes one bit on the ciphertext and vice
versa. Therefore if the keystream generator was restarted with
the same key a successful differential known-plaintext attack
could be applied. This fact must be taken into account, above
all when continuous IDLE sets are being transmitted over the
link.
E. Security Considerations: Map Reconstruction Attack
One important security problem related with chaotic sys-
tems is the possibility of reconstructing the map and inferring
the control parameters. This type of attack can be performed
by analyzing the output sequence and plotting xi+1 versus xi .
As an example, if the attacker knows the value of xi and
xi+1 , he could use (1) for f (xi−1) and f (xi ) to calculate
the values of γ and xi−1. Solutions for this kind of attacks
are to shuffle/truncate the chaotic orbit before using it for
encryption [28].
The fact that we are using only the least 16 significant bits
from each xi for the encryption, limits the information revealed
to an attacker. If an attacker could know the least significant
16 bits of xi and xi+1, there would still be 248 possible values
for each xi or xi+1, then 296 for the combination of both.
In addition, the eight least significant bits of each xi
are XORed with the LFSR output which makes the map
reconstruction more difficult.
Fig. 10. Test setup scheme.
F. Security Considerations: Other Considerations
Initial key configuration and key refreshing are important
mechanisms in any cryptographic system. In this work, keys
have been preconfigured in transmitter and receiver thanks
to the FPGA debug system. The implementation of the key
management procedure based on 64b/66b control blocks has
been let as future work.
As mentioned in Section III, a future set of control messages
could be expanded thanks to encryption infrastructure shown
in Fig. 3. In order to avoid malicious manipulation or gener-
ation of these kinds of messages, a MAC (Message Authenti-




The overall system has been implemented in a Xilinx
Virtex 7 FPGA. In the setup for test, the FPGA has been con-
nected to two SFP+ (Small Form-Factor Pluggable) modules
capable of transmitting at a rate of 10.3125 Gbps at 850 nm
over multimode fiber. The FPGA design consists of two 10G
Ethernet interfaces including the 10G-PHYsec function and
two Ethernet Frame Generator modules connected to them.
The structure of the 10G Ethernet Interfaces is shown in Fig 9.
It includes the MAC module and the PHY (PCS and PMA
blocks). The PHY is connected directly to the SFP+ modules
thanks to the FPGA SERDES (Serializer-Deserializer) circuit.
In the MAC side, Ethernet Interface is connected to the
Ethernet Frame Generator to test the encrypted link with real
traffic. It allows to verify that no frames are lost and no
CRC (Cyclic Redundancy Check) errors are produced during
encryption.
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Fig. 11. Test setup photo with SFP+ modules working at 10 Gbps rate.
In Fig. 10 and Fig. 11 the diagram and a photo of the
hardware test setup are shown, respectively. Since the key can
be configured separately for TX and RX encryption modules
in each interface, it is possible to test the bidirectional link
with different keys in each direction.
B. Encryption Results
The conclusions drawn from simulation and hardware
debugging can be summarized in the following points:
1) Encryption/Decryption works correctly and synchro-
nously without harming data traffic or link establishment
between 10G Ethernet interfaces. Thanks to the frame
and CRC counters inside Ethernet Frame Generators it
has been possible to check that neither frame losses
nor CRC errors are produced. Particularly, bursts of
1024-byte length frames were tested with a duration up
to 106 frames and a throughput between 10% and 98%
of the maximum line rate.
2) Transmitted frames are indecipherable thanks to encryp-
tion. When encryption keys are different between trans-
mitter and receiver, no valid frames are received in
the receiver because it is impossible to recover the
right 64b/66b block flow.
3) When encrypting, data traffic pattern is indistinguishable
from a continuous IDLE pattern, then it is able to
hide the pattern of Ethernet traffic from any malicious
observer.
For this last capability it is interesting to know the signal
behavior at the input of the scrambler and output of the
descrambler. Particularly, the block synchronization header can
give information about the transmission state.
If the encryption is not enabled, the synchronization header
takes the value “10” when transmitting Ethernet frames and
“01” during the IFG (Inter Frame Gap) periods and frame
boundaries. If no frame is transmitted, the synchronization
header is a continuous value “01”, as IDLE control characters
are being continuously transmitted.
When encryption is enabled, the synchronization header
switches randomly between “01” and “10” and the same
TABLE III
FPGA RESOURCES USED BY PCS MODULE
TABLE IV
FPGA RESOURCES USED BY ENCRYPTION INFRASTRUCTURE
AND KEYSTREAM GENERATORS IN RX AND TX
TABLE V
FPGA RESOURCES USED IN KEYSTREAM GENERATOR SUBMODULES
happens with the 64b/66b block payload that is randomized
thanks to the keystream. This happens in both situations,
with or without Ethernet traffic being transmitted over the link.
This effect makes the data traffic pattern indistinguishable.
C. Implementation Results
Regarding the resources used by the PCS layer, it is
interesting to study the increase in resources needed to imple-
ment the encryption features. In Table III, post-synthesis
resource estimation is shown. When encryption is included it
is possible to see a large increase in LUTs (Look-Up Table),
registers and DSP (Digital Signal Processing) cells. Approx-
imately this increment consists of 10100 LUTs, 4915 reg-
isters and 160 DSP cells and is distributed among the
RX/TX keystream generators and the encryption infrastruc-
ture, as shown in Table IV. In Table V, resources for
keystream generator (KEYSTREAM GEN) are decomposed
into the 64- bit keystream generator (STM BANK) plus
LFSR module used in block payload encryption and the 1-bit
keystream generator (STM_1BIT) for block synchronization
header encryption.
In the case of DSP cells, 16 of them are necessary to
implement the multiplications inside each STM_CELL, as the
chaotic map implementation requires it. A total of 80 DSP
cells are necessary for the complete keystream generator.
D. Comparison With Other Solutions
In Table VI a resource and throughput comparison with
other chaotic encryption solutions is shown. This comparison
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TABLE VI
CHAOTIC CELL COMPARISON WITH OTHER SOLUTIONS
is only illustrative as the FPGA device used in each implemen-
tation is different. In this work Virtex-7 is used, however in
the other solutions different devices are used, such as Artix-7,
Virtex-6, Virtex-5 and Spartan-3E. While CLB structure in
Artix-7, Virtex-6 and Virtex-7 is similar in terms of LUTs
and registers, with four 6-input LUTs and 8 registers per
slice, in Virtex-5 each slice contains four 6-input LUTs
and 4 registers. The difference is higher with Spartan-3E,
a much older device with only 2 LUTs and 2 register per
slice. For this reason the comparison is made in terms of
Encryption_rate/register and Encryption_rate/LUT.
As a comparison among different chaotic cells is a difficult
task, we have included in Table VI not only their hardware
resources and encryption throughput but also some parameters
relative to their structure, such as the internal state and output
bit width, and the total key/parameters length. Assuming that
every chaotic cell passes the randomness tests, authors con-
sider that the mentioned parameters are important as a measure
of the overall security provided by them. Indeed, some of
the solutions shown in Table VI are proposed as encryption
algorithms while others are used only as PRNGs (Pseudo
Random Number Generator) for cryptographic applications,
such as key generation.
On the one hand, key size shows how secure can be a
cell against brute-force attacks, while the bit width difference
between the internal state and output shows how secure can be
against a map reconstruction attack. Both parameters affect the
results in the hardware resources and encryption rate shown
in Table VI. In particular, a longer key and internal state mean
that the overall hardware resources are increased, since the
width of arithmetic operands inside the cell also increases.
In the same way the maximum operation frequency achieved
by the cell is decreased, which reduces the final throughput.
On the other hand, the opposite effect happens with the output
width, a longer output means higher throughput, as more
bits per cycle are available for being used in the encryption
process.
For example, in [29] the resulting chaotic cell with a 192-bit
key obtains its output from the 16 least significant bits of its
64-bit internal state, while in [30], the chaotic cell, also with
a 64-bit state, uses only as output one of its bits, however
it has a key of only 64 bits. In [31], among the several
maps that are implemented, we have selected Bernoulli for
the comparsion, it has a 52-bit state and only outputs one bit
every 5 clock cycles. Other implementations, as [32], and [33]
use their complete state as output, with 96 and 20 bits, respec-
tively. Regarding [34] and [35], they use a chaotic iteration
post-processing technique to improve the randomness of linear
PRNGs. These do not need DSP cells, however the complete
output of the chaotic post-processing is used as output.
According to these parameters, key size, internal state and
output bits, the proposed work, together with [29] and [31],
presents the best security, with a key of more than 128 bits
and less than the 25% of its internal state bits revealed.
In terms of Encryption_rate and Encryption_rate/resource
the implementation in this work clearly achieves a good result.
Although [32], [34] and [35] present better Encryption_rate,
it is at expense of using their complete state as output, which
reduces the security. Indeed they are mainly proposed as
PRNGs.
Regarding to the DSP cells used, the proposed solution
needs a higher quantity than others, as in [31] and [33].
However, it is also at the expense of reducing other parameters.
For example in both solutions Encryption_rate is lower than
this work. Moreover, in [33] the complete state is taken as
output and the key size is only 60 bits, which disminishes the
security achieved by this solution.
Finally, if we compare this work with [29], the most similar
in terms of security, this work achieves better Encryption_rate
figures. However, it is important to remark that the FPGA used
in [29] is a Virtex-6, a 40 nm device, while Virtex-7 used in
this work is a 28 nm device. Because of that, the proposed
STM cell has been also implemented configuring the target
device as the same in [29]. In this case the obtained hardware
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resources are similar to those used in Virtex-7 but resulting
in a lower maximum operation frequency of 154.2 MHz. This
fact reduces the Encryption_rate but anyway it is still higher
that in [29].
VI. CONCLUSION
As far as the authors are aware, this is the first time that
a 10GBase-R Ethernet physical layer encryption method has
been proposed and developed. The proposed new encryption
function 10G-PHYsec consists of symmetric ciphering at PCS
sublayer of the 64b/66b block stream transmitted over an
optical link. Encryption based on an original chaotic cipher
has been tested with real Ethernet traffic and it has been
concluded that the proposed system works correctly without
harming data traffic or link establishment, making Ethernet
frames indecipherable and obfuscating completely the data
traffic patterns. These features improve the security at physical
level with no throughput losses, null overhead and low latency,
and it is compatible with other solutions at other layers where
data packets must be modified by adding extra overhead and
delay during their transmission.
Another advantage of the proposed method is that by
preserving 64b/66b coding properties as DC-balance, short
run length, and transmission density, physical layer encryption
is achieved without the necessity of change any of subse-
quent hardware elements in the TX/RX chain, as SERDES
(Serializer/Deserializer), CDR and driver circuits or optical
components as commercial SFP modules. In addition, as this
method is based in the 64b/66b encoding, it could be scaled
to other standards with higher transmission rates based also in
this encoding method, such as in 40 or 100 Gigabit Ethernet.
Although it is necessary an increment of FPGA resources
for the proposed physical layer modifications, it mainly lies
with the keystream generator module and entails an encryption
throughput better than other solutions based on chaotic maps.
Finally, we are working on improving the encryption pro-
tocol to add functionalities such as new control messages
for temporary key refresh and some mechanism for message
authentication control.
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Physical Layer Encryption for Industrial Ethernet
in Gigabit Optical Links
Adrián Pérez-Resa , Miguel Garcia-Bosque , Carlos Sánchez-Azqueta , and Santiago Celma
Abstract—Industrial Ethernet is a technology widely
spread in factory floors and critical infrastructures where
a high amount of data need to be collected and transported.
Fiber optic networks at gigabit rates fit well with that type of
environment, where speed, system performance, and relia-
bility are critical. In this paper, a new encryption method for
high-speed optical communications suitable for such kinds
of networks is proposed. This new encryption method con-
sists of a symmetric streaming encryption of the 8b/10b
data flow at physical coding sublayer level. It is carried out
thanks to a format preserving encryption block cipher work-
ing in CTR (counter) mode. The overall system has been
simulated and implemented in a field programmable gate ar-
ray. Thanks to experimental results, it can be concluded that
it is possible to cipher traffic at this physical level in a secure
way. In addition, no overhead is introduced during encryp-
tion, getting minimum latency and maximum throughput.
Index Terms—Cryptography, Industrial Ethernet, optical
communications, stream cipher.
I. INTRODUCTION
THANKS to advances in Information Technology duringthe last decades, communication solutions at automation
level in the industrial control systems (ICS) have evolved from
legacy field buses to Ethernet technology [1]–[3]. Ethernet has
increased significantly its use as communication solution for
supervisory control and data acquisition (SCADA) networks.
On the other hand, not only data from industrial equipment
are supported in SCADA networks, but also data traffic from
surveillance video security and future Internet of Things appli-
cations. Both kinds of applications demand a high-transmission
bandwidth. Therefore, telecommunication equipment adapted
for industrial environments with rates up to 1 Gbps and beyond
are available from many vendors. A simple scheme of a SCADA
network is shown in Fig. 1.
Among different transmission media in Ethernet standards,
optical fiber provides the best bandwidth, less signal loses, and
Manuscript received February 6, 2018; revised April 13, 2018 and
May 15, 2018; accepted June 5, 2018. Date of publication June 21,
2018; date of current version November 30, 2018. This work was sup-
ported in part by MINECO-FEDER under Grant TEC2014-52840-R and
Grant TEC2017-85867-R and in part by the FPU Fellowship Program to
M. Garcia-Bosque under Grant FPU14/03523. (Corresponding author:
Adrián Pérez-Resa.)
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Fig. 1. Simple example of a SCADA network sharing field device traffic
and video security.
more immunity to electromagnetic interference than other wired
systems. Owing to these advantages, a lot of research related
with multigigabit optical transceivers has been carried out for
applications in industrial environments [4], [5].
With respect to wireless systems, optical communications can
be considered safer as they do not emit any radiation that can
be captured by an intruder. However, the optical signal can be
intercepted easily, thanks to fiber coupling devices and electro-
optical converters [6]. Moreover, it can be performed without
perceptibly interfere in communications.
In layered communication models like OSI (Open Systems
Interconnection) or TCP/IP, several encryption techniques can
be used to avoid passive eavesdropping. It depends on the com-
munication layer where confidentiality is needed. Many solu-
tions proposed for industrial Ethernet encryption are usually for
layers 3 or 4, such as IPsec or transport layer security standards,
respectively. These offer security when field buses are attached
to IP networks by means of a gateway [7]. Other solutions are
proposed for layer 2, such as MACsec standard [8]. Moreover,
industrial communication equipment, with layer 2 and layer 3
encryption capabilities, is nowadays available from some ven-
dors, and is used to protect ICS from both internal and external
cyberattacks.
Regarding layer 1 encryption in optical communications,
there is no proposal for Ethernet. However, there are solutions
related with optical technology, such as optical code-division
multiplexing [6], or with physical layer protocols, such as the
encryption of optical transport network (OTN) frame payloads
[9]. The latter is mainly used by service providers to grant se-
curity on the carrier telecommunication networks.
0278-0046 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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One of the advantages of performing encryption at layer 1
is that no extra data fields are introduced on ciphering pack-
ets, unlike protocols at other layers do [10]. Thanks to this, no
throughput is wasted for transmitting this extra overhead. For
example, OTN commercial equipment is usually able to per-
form encryption at line rate, achieving a 100% throughput and
introducing very low latency [11], in the range of nanoseconds.
It contrasts with other encryption methods, such as IPsec, which
usually introduces latencies in the range of milliseconds.
Regarding to Ethernet, 1000Base-X is one of the most widely
used physical layer standards at 1 Gbps rate in optical commu-
nications, and there is no mechanism providing layer 1 security
on it. On the other hand, Gigabit optical Ethernet is widely used
in industrial Ethernet networks, where for certain applications
a high level of determinism is needed, and there can be strict
requirements for network delay and jitter [12]. A physical layer
encryption mechanism could provide the mentioned advantages
such as zero overhead and low latencies. This kind of ‘in-flight’
encryption could be useful with real time protocols, such as
EtherCAT or PROFINET IRT [12], [13], enabling encryption to
be performed at line rate.
The main motivation of this paper is to propose and implement
an encryption method suitable for the physical coding sublayer
(PCS) of the 1000Base-X standard. The physical coding of this
Ethernet layer is the well-known 8b/10b encoding. To get “in-
flight” encryption of the 8b/10b symbol stream, a stream cipher
that preserves the format of this codification is necessary.
As far as the authors are concerned, there is no standardized
or recommended format preserving stream cipher. However,
recently, several format preserving encryption (FPE) modes of
operation have been approved by National Institute of Standards
and Technology (NIST) [14]. The structures described in these
modes can be understood as a kind of FPE “block ciphers”
[15] that are able to encrypt data in the desired format. Its use
in a like of electronic code book mode is proposed to provide
security in databases with an arbitrary format [15] or in legacy
ICS protocols [16].
In this paper, CTR (counter) mode is proposed to be used
with “FPE block ciphers” to achieve security in high-throughput
applications where data format must be preserved. For example,
the Gigabit Ethernet 1000Base-X physical layer.
This paper is divided into the following sections. In Section II,
an introduction to PCS layer encryption necessities is given; in
Section III, an introduction to the FPE NIST recommendations
is made. In Section IV, security considerations of the proposed
structure are given and the analysis of the keystream output is
carried out. Subsequently, Section V deals with the practical case
for Gigabit Ethernet 1000Base-X layer and the overall structure
of the proposed encryption system. In Section VI, the hardware
implementation of the cipher is described and results of the
encryption are explained. Finally, in Section VII, conclusions
are given.
II. CODING PRESERVING ENCRYPTION
Physical coding sublayer is part of the Ethernet 1000Base-X
standard and performs functions such as autonegotiation, link
establishment, clock rate adaptation, and data encoding.
Fig. 2. Location and generic structure of a stream cipher in a physical
layer with block line encoding.
As other high-speed standards, a baseband serial data trans-
mission is carried out while clock frequency information is em-
bedded in the serial bitstream itself. Thanks to bit transitions in
the data stream, the clock recovery circuits are able to extract
the frequency information at the receiver.
Consequently, serial data sampling is made at the appropriate
time. In order to facilitate the work of the clock and data recovery
circuit, information must be encoded in such a way that a good
transition density and a short run length are achieved. Also a
dc-balanced serial data stream must be guaranteed by getting a
good disparity.
Block line encoders group input bits into m-bit blocks and
map these blocks into n-bit blocks, where n is greater than
m. Thanks to the redundancy introduced in data, block en-
coders achieve the attributes mentioned previously [17] (tran-
sition density, short run length, and dc-balance). In the case of
1000Base-X, 8b/10b encoding is used.
Normally, an additive stream cipher is implemented by carry-
ing out the XOR operation between the plaintext and a keystream
obtained from a secure pseudorandom generator. In case of en-
crypting physical layer when block-line encoding is used, it is
necessary to preserve the mentioned encoder properties; there-
fore, the location of the encryptor in the datapath must be taken
into account. In the case of a block line code such as 8b/10b,
encryption should be carried out before the encoder and the XOR
operation would not be suitable. An m-bit symbol should be en-
crypted giving rise to another m-bit symbol, within the alphabet
of symbols supported by the encoding standard. If R is the num-
ber of possible symbols, then the operation performed by the
stream cipher should be a modulo-R addition instead of an XOR.
Moreover, m-bit symbols should be mapped in a value between
0 and R − 1 before this addition, and the resulting value should
be reverse-mapped to the corresponding new m-bit symbols that
are finally encoded.
In Fig. 2, the generic mechanism is shown with such kind of
encoding. The m-bit symbols are mapped to b-bit values that
are encrypted, reverse-mapped, and, finally, encoded into n-bit
words. In addition to these operations, the keystream genera-
tor must be able to produce a uniformly distributed keystream
in the range of the available alphabet of symbols. To achieve
this, in this paper, CTR mode is proposed to be used with
FPE block ciphers. FPE modes are introduced in Section III,
and security considerations of the overall structure are given in
Section IV.
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Fig. 3. Scheme of block cipher operation modes. (a) CBC. (b) CTR.
Plaintext is split in N − 1 blocks of B bits {P0 , P1 , . . . ,PN−1} to get
N − 1 blocks for ciphertext {C0 , C1 , . . . ,CN−1}. IV is the initial value for
CBC and CNT the counter for CTR mode, both are B-bit wide. EK is the
underlying block cipher and B its blocksize in bits.
III. FPE CIPHER MODES
FPE encrypts plaintext in a ciphertext, preserving its original
format and length. Some examples where this type of encryp-
tion is useful are the primary account numbers or social security
numbers for which standard block ciphers or their operating
modes would not preserve the format. Currently, two operation
modes for FPE are recommended by NIST, FF1, and FF3 [14].
Both “ciphers” (actually, they are considered operation modes)
have a scheme based on a nonbinary Feistel structure. In NIST
recommendations, the underlying round function of the Feis-
tel network consists of an advanced encryption standard (AES)
block cipher, although in its original specifications this pseu-
dorandom function (PRF) can be also implemented by a hash
function based on hash-based message authentication code [18].
The main differences between both modes, FF1 and FF3, are
the number of rounds in the Feistel structure (with a smaller
number in FF3) and the way to achieve the arbitrary length
message encryption. In the case of FF1, its specification allows
message lengths up to 232 words, whereas in FF3 message length
is more limited and it is constrained by the input data radix.
However, in the original proposal for FF3, also called Brier,
Peyrin, and Stern (BPS), the basic block cipher component BPS-
BC is proposed to be used in cipher block chaining (CBC) mode
for encryption of arbitrary length messages [14]. In spite of this,
CBC operation mode properties result in frequent misuse among
classical confidentiality block cipher modes. Indeed, CTR can
be considered the best and most modern way to achieve privacy-
only encryption [19]. The basic operation for both modes is
shown in Fig. 3.
As far as the authors know, there is no stream cipher pro-
posal able to preserve the format of the plaintext symbols. The
main stream cipher proposals are oriented to generate binary
keystreams, as the finalists of eSTREAM project [20] or the
well-known solution formed by secure block ciphers in CTR
mode. Due to this absence, we consider that the use of the re-
cent FPE modes approved by NIST in conjunction with CTR
mode could be a good solution.
IV. SECURITY CONSIDERATIONS
A. FPE With CTR Mode
Assuming that the plaintext is a stream of symbols defined
with radix R, we can define the CTR mode for our purpose
Fig. 4. Scheme of CTR mode using a FPE block cipher FK . Plaintext
is split in N − 1 blocks of B symbols with radix R {P0 , P1 , . . . , PN−1}
to get N − 1 blocks for ciphertext {C0 , C1 , . . . ,CN−1}. Counter values
{CNT0 , CNT1 , . . . , CNTN−1} and keystream values {K0 , K1 , . . . ,KN−1}
are also blocks of B symbols with radix R. Modulo-R addition is done
symbol by symbol inside each block between keystrem and plaintext.
Algorithm 1: CTR mode for FPE encryption.
CNT0 = INIT CNT
Ki = FK [CNTi ] for i = 0, 1, . . . , N − 1
CNTi+1 = CNTi + 1 for i = 0, 1, . . . , N − 1
Ci = (Pi + Ki)mod R for i = 0, 1, . . . , N − 2
CN −1 = (PN −1 + MSB(KN −1))mod R
as described by NIST [21] but using a modulo-R addition as
encryption operation instead of an XOR. For a family of functions
F such that
F : K × {0, 1, . . . , R − 1}B → {0, 1, . . . , R − 1}B ,
where B is the block size and K the keyspace, and given a
plaintext P = {P0 , P1 , . . . , Pl−1} with l > B, P is divided
into N blocks Pi : N − 1 blocks with B symbols plus one
block with the rest. The N blocks of the ciphertext Ci are
obtained applying Algorithm 1, where N Ki blocks are the
keystream obtained from N successively counter values CNTi .
MSB(KN −1) are the most significant symbols of the last
keystream block that operate with the remaining symbols in the
last plaintext block PN −1 . The modulo-R addition is performed
symbol by symbol between each plaintext and keystream
blocks. In Fig. 4, the proposed scheme is shown.
The decryption algorithm will be as Algorithm 1, but replac-
ing the plaintext P with the ciphertext C and the modulo-R
addition by a modulo-R subtraction.
According to [22] and posterior studies, it can be shown that
in the sense of IND-CPA (indistinguishability against chosen-
plaintext attacks) security, given an adversary X attacking a
CTR scheme, it’s possible to built an adversary Y attacking
the PRF security of the underlying function FK of that CTR
scheme. The advantages, ADV, of such adversaries are related
as
ADVIND−CPACTR (X) ≤ 2 · ADVPRFF (Y ) . (1)
Also according to its proof, it can be concluded that it holds
independently of the radix R on which the CTR mode operates.
On the other hand, according to the PRF–PRP switching lemma
[22] and since the underlying function FK is a block cipher
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that can be considered a pseudorandom permutation (PRP), it
is well-known that the cited advantage is degraded by a term of
Q2/2B+1 , as
ADVIND−CPACTR (X) ≤ 2 · (ADVPRPF (Y ) + Q2/2B+1) (2)
where Q is the number of queries made by the adversary Y and
B is the blocksize of the blockcipher. In the case of an FPE
block cipher with radix R, this factor will be Q2/2RB . Indeed,
due to the birthday paradox, it could be considered insecure to
encrypt more than Q =
√
RB blocks with the same key.
It is possible to conclude that, in the same way that the use
of CTR mode with a standard block cipher is considered safe,
we can safely use the CTR mode with an FPE block cipher. On
the other hand, it will be important to take into account that the
block size B is a configurable parameter for FPE block ciphers,
and it affects the overall security of the CTR scheme.
One requisite for B could be to provide the same security
limit as a recommended block cipher with a 128-bit blocksize.
For AES working in CTR mode, Q = 264 , then the data limit
to be transmitted before key refreshing should be lower than
L = Q · 128 = 271 bits. As the proposed system in this paper
should have at least the same bound, we have taken as design
constraint the requisite
L = Q · B · b ≥ 271 →
√




where B is the blocksize in symbols defined with radix R and
b is the information bits represented by each symbol in the
encoding standard. This constraint gives a lower bound for B
and it is taken into account in Section V, where the cipher
parameters are explained.
B. Keystream Analysis
It is well-known that one of the security criteria of a stream
cipher is based on the fact that the generated keystream is in-
distinguishable from a truly random sequence. Therefore, it is
useful to check the randomness of the obtained keystream se-
quence {K0 ,K1 , . . . , KN −1} in Fig. 4.
Among the most used tests for randomness, we can highlight
some of them such as NIST [23], Diehard [24], or TestU01
[25]. All of them need as input a binary stream or a sequence of
integers within a range that is a power of two. In our case, the
keystream values are not included in a range like that due to the
encoding used. The range of possible values for the keystream
will be explained later in Sections V and VI. As far as the
authors know, there is no standardized set of tests able to check
the randomness of a sequence of integer numbers that are not
included in a power of two ranges. However, the battery of
tests proposed by Knuth [26] does include different tests that
are suitable for our purpose, as they do not have the mentioned
constraint.
In this paper, the keystream resulting from our FPE imple-
mentation was evaluated applying the following tests described
in [26]: frequency test, serial test for pairs and triples of symbols,
poker test, run and serial correlation test.
Regarding frequency and serial test, chi-square goodness-of-
fit test was applied successfully with 5% and 1% of significance
Fig. 5. Histograms obtained. (a) Frequency test. (b) Serial test. Se-
quence values units in (b) are given in thousands.
level. Histograms for the keystream sequence organized in tuples
of one and two symbols are shown in Fig. 5(a) and (b) for
sequences of 3 and 15 millions of tuples, respectively.
As for the poker test, chi-square goodness-of-fit test was also
applied using the five categories described by Knuth [26].
With respect to the run test, it was applied to runs up and
down successfully for sequences of 5000 values.
Correlation coefficient was calculated for a window of 25 000
samples and shifts up to 100 000, giving a result between the
bounds recommended for this test.
Although the fulfillment of a statistical test does not guaran-
tees that the sequence is truly random, we can conclude that the
generated sequence is suitable as keystream for the proposed
stream cipher.
V. APPLICATION CASE: ETHERNET 1000BASE-X
In this paper, we have focused on the case of high-speed
communications, particularly in the 1000Base-X standard used
in optical Gigabit Ethernet links. In this standard, the PCS level
is responsible for generating and encoding control and data
symbols that are transmitted to the optical line. As the block
line coding is 8b/10b, the purpose of the encryption will be to
cipher the complete 8b/10b symbol flow as shown in Fig. 2.
The main advantage of the proposed method is that there is
no throughput loss because no extra data fields are added to
the packets when they are encrypted, then no overhead is intro-
duced. Moreover, it not only encrypts the contents of the packets,
but also the activity or data traffic pattern. This is because by
encrypting at 8b/10b symbol level, control symbols and ordered
sets are also encrypted, such as packet start and end symbols or
IDLE sets in the interframe gap (IFG). This last capacity could
improve security as it prevents passive eavesdroppers from per-
forming traffic analysis attacks. It would be useful in scenarios
where traffic pattern analysis could reveal sensitive information
about the behavior of a critical infrastructure or facility.
The dataset to be encrypted is a limited set, since the valid
8b/10b symbols are composed of 256 data symbols plus 12 con-
trol symbols, a total of 268 symbols that do not generate code
errors. On the other hand, the special control symbol /K28.7/
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used only in diagnostic functions is capable of generating an
undesired Ethernet “comma” sequence if it coincides sequen-
tially with some particular symbols [27]. A comma across any
two adjacent code-groups may cause code-group realignment.
Symbol /K28.7/ is not used for standard data communication,
and in order to avoid the accidental generation of it in the en-
cryption of any 8b/10b symbol it has been excluded from the
encryption symbol mapping.
Therefore, the valid set of symbols consists of 267 possi-
ble values to be encrypted. As in Fig. 2, in order to carry out
the encryption, the 267 possible symbols are mapped in the
range of 0 to 266, giving a value of 267 for radix parameter R.
After symbol mapping, modulo-R addition is performed with
the keystream. Once the cipher operation is done, the result-
ing values are reverse-mapped to the corresponding new 8b/10b
symbol. The new symbols will generate neither code error nor
realignment as they exist in the set of 267 possible symbols and
/K28.7/ has been excluded from it.
To generate the keystream, an FPE block cipher in CTR mode
has been built. Among the two NIST recommendations, FF1
and FF3, we have selected the latter. FF1 mode is not as limited
in block length as FF3, since its specification says that it can
reach up to 232 symbols; therefore, a greater security could
be achieved. However, since for FF3 mode fewer rounds are
required in the Feistel network, the cost in hardware resources
is lower. In this mode, the block size is limited according to the
radix used, mathematically expressed as follows:
R ∈ [2 . . . 216]
Rminlen ≥ 100





where R is the radix, and minlen and maxlen are the bounds
for the block size B. Since radix is 267, according to (4), block
size B is between 2 and 22.
On the other hand, according to (1), for R = 267 and b = 8
information bits/symbol, B should be greater than or equal to
16; therefore, it is possible to achieve this value using FF3 mode,
as 22 is the maximum allowable value for B.
In this paper, the selected value for block size is the maximum,
it means 22. The maximum block size means a greater number of
cycles available per stage for a possible pipelined architecture,
which allows for a better reuse of the resources consumed by
the hardware.
Given these parameters, the structure of the full streaming
encryption system is shown in Fig. 6. It is similar to Fig. 2, but
the keystream generator module has been replaced with the final
CTR structure based on FPE block cipher.
In Fig. 6, TX_PCS_CTRL module represents the PCS con-
troller that generates the 8b/10b symbol flow. Each symbol is
formed by its 8-bit value D in and the control flag K in. This
control flag signals if the 8b/10b symbol is a control or data one,
depending if its value is “1” or “0”, respectively. Both signals
D in and K in are the input to the cipher. The encrypted output
is a new 8b/10b symbol formed by D out and K out, and it is
the input of the encoder.
Fig. 6. Overall structure for the streaming encryption system in a phys-
ical layer with 8b/10b encoding. Decryption will be as encryption but
using a modulo-267 subtraction instead of an addition.
In this structure, for each clock cycle, a modulo-22 counter
(called “cnt_mod_22” in Fig. 6) selects one of the 22 symbols
from the output block of the FPE block cipher. In Fig. 6, these
symbols are represented by the set {S0 , S1 , . . . , S21}. The se-
lected output symbol will be added to the incoming plaintext,
thanks to the modulo-267 addition. The FPE output block is re-
freshed every 22 cycles. The same happens with its input block
that comes from CTR counter (called COUNTER in Fig. 6).
This COUNTER will also increment its value every 22 cycles.
VI. SYSTEM IMPLEMENTATION
A. System Description
FF3 encryption algorithm is described in [14], and it imple-
ments a nonbinary Feistel network. In this paper, the cipher
tweak value has been set to zero, and only the key is config-
urable. By taking into account the parameters that we need for
our system (radix R = 267 and block size B = 22), the hard-
ware structure for the FPE block cipher can be particularized and
represented as shown in Fig. 7, where the main functions are im-
plemented in modules REV, NUM, STR, AES, and mod 26711 ,
all of them are described in [14]. In this implementation, AES
module has a key size of 128 bits.
The width of the data bus in each branch of the Feistel network
is 11 symbols, i.e., half of the block size.
This design has a pipelined architecture to achieve the re-
quired throughput; as blocksize is 22, for every 22 cycles 22
symbols are generated in the block cipher output and each stage
in the pipeline can last at most 22 cycles. Each round can be
implemented in several stages and its number depends on the
functions that it carries out. Particularly, in this implementation,
function REV takes zero stages, NUM and AES take one stage,
STR takes 10 stages, and mod 26711 takes two stages.
B. Implementation Results
The system described in Fig. 7 has been implemented in a
Xilinx Virtex 7 field programmable gate array (FPGA). Regard-
ing the resources used for the FPE block cipher, these are shown
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Fig. 7. Hardware structure of the implemented FPE block cipher of Fig. 6. Its input is the stream of counter values and its output the keystream.
TABLE I
COMPARISON WITH OTHER SOLUTIONS
in Table I in terms of look-up tables (LUTs), registers, and block
RAMs. In this design, no digital signal processing cell has been
used.
Table I also shows a resource comparison with other imple-
mentations, particularly with [16], where FF1 and FF3 modes
are implemented. Such implementations use an iterative looping
architecture that saves resources but increments the number of
cycles to carry out one block encryption. Although it is difficult
to establish a comparison, it has been made in terms of through-
put/resources. Among the three modes studied in [16], only FF1
and FF3 modes have been selected for the comparison, as FF2
was removed from NIST recommendation.
As shown in Table I, the proposed system in this paper entails
a throughput/resources ratio better than that of the existing FPE
implementations. This comparison is only orientative as FPGA
devices used in both implementations are different. While in
[16], implementation is made over a Virtex-6 device, in this
paper, Virtex-7 is used. Anyways, in both devices, the CLB
structure is similar in terms of LUTs and registers, with four
six-input LUTs and eight registers per slice.
Fig. 8. Test setup scheme.
Also, it is important to remark that in this paper the necessary
radix is 267. It implies that mod 26711 and STR modules are
more complex to implement than the cases where radix is a
power of two. In the latter division and modulo, operations
could simply be reduced to shifting and slicing operations over
bit vectors.
C. Encryption Setup
To test the proposed encryption system, the overall system
described in Fig. 6 has been integrated in a 1000Base-X Ethernet
interface linked to an Ethernet frame generator. Two chains, each
consisting of an Ethernet interface and Ethernet frame generator,
have been implemented over a Xilinx Virtex 7 FPGA. In the
setup for test, the Ethernet interfaces have been connected to
two small form-factor pluggable (SFP) modules suitable for
Gigabit Ethernet standard over multimode fiber. The overall
setup scheme and a photo of the hardware system are shown
in Figs. 8 and 9, respectively. In Fig. 10, the structure of the
Ethernet interface is shown. Ethernet frame generators have
been used to check the encrypted link with real traffic and verify
that no frames are lost and no cyclic redundancy check (CRC)
errors are produced during encryption.
The final PCS structure, shown in Fig. 10, contains the en-
cryption and decryption modules. In the 8b/10b TX datapath, the
latency introduced by the encryption module TX_ENCRYPT is
192 ns, and approximately the same for the RX datapath. In
addition, no overhead is introduced in the encryption process;
thus, a 100% throughput is achieved.
These values of latency and throughput are a doubtless im-
provement with respect to other encryption mechanisms, such
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Fig. 9. Test setup photo with SFP modules working at 1 Gbps.
Fig. 10. Structure of the Ethernet Interface. It is composed by the MAC
module, the PCS and the SERDES. In the PCS layer, TX_ENCRYPT
and RX_DECRYPT are the encryption/decryption modules. Both include
the CIPHER_OPERATION and KEYSTREAM_GENERATOR modules
shown in Fig. 6. TX_PCS_CTRL and RX_PCS_CTRL are the PCS con-
trollers in charge of generating and receiving the 8b/10b symbols.
Fig. 11. (a) K flag pattern without encryption when no Ethernet frame
is transmitted. (b) K flag pattern without encryption when transmitting an
Ethernet frame burst. (c) K flag pattern after encryption regardless of the
transmission or nontransmission of Ethernet frames.
as IPsec. As an example, in [28] latency measurements made
over commercial equipment that implements IPsec give values
between 50 and 350 ms. Moreover, the inherent overhead intro-
duced by IPsec during encryption limits the throughput of these
equipment to values between 20% and 90% of the maximum
achievable.
D. Encryption Results
Different Ethernet traffic patterns have been tested. Particu-
larly, no frame transmission and transmission of frames with
randomized payload at different rates have been encrypted. Pat-
terns have been named A, B, C, and D. A corresponds with the
case of no frame transmission, where only IDLES are transmit-
ted over the link. B, C, and D correspond to continuous frame
transmission of 1024-bytes length at rates of 10.2%, 50%, and
91% of the maximum Gigabit line rate, respectively.
As mentioned previously, the proposed encryption system is
able to make indistinguishable data traffic patterns. Regarding
to this capability, it is interesting to monitor the signal waveform
at the input of the 8b/10b encoder. As shown in Figs. 6 and 10,
the output of the encryption is the input of the encoder, and it
is formed by the 8b/10b symbol value D out and its K control
flag (named K out). Each 8b/10b symbol is a control or data
one depending on whether its K flag is “1” or “0,” respectively.
D out and K out are used by the 8b/10b encoder to encode an
8-bit symbol into a 10-bit one.
K control flag pattern has been monitored for each of the
mentioned traffic patterns (from A to D) with the encryption
activated and deactivated.
When the encryption is not enabled in the case of A pat-
tern, where no frames are transmitted, K control flag wave-
form is a signal that switches continuously between “0” and
“1,” as shown in Fig. 11(a). It is because when no frame is
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Fig. 12. SE measured with n from 1 to 3, and for all mentioned Ethernet
traffic patterns, A, B, C, D, and E.
transmitted, the physical layer controller (TX_PCS_CTRL mod-
ule in Fig. 10) transmits continuously IDLE sets to the 8b/10b
encoder. These IDLE sets are composed by two consecutive
symbols, the control symbol /K28.5/ (with K flag equals to “1”)
plus a data symbol (with K flag equals to “0”).
However, with encryption disabled for patterns B, C, and D,
the K flag waveform seems a blast signal, as IDLE transmis-
sion only occurs in the IFG between frames, and during frame
transmission only 8b/10b data symbols are transmitted (setting
K flag continuously to “0”). It is shown in Fig. 11(b).
On enabling encryption, the K flag waveform is completely
randomized in all cases, A, B, C, and D, making indistinguish-
able which pattern is being transmitted, as shown in Fig. 11(c).
As an overall result of encryption, Shannon entropy (SE) has
been measured for each of the mentioned patterns before and
after encryption as





P (βn ) · log2P (βn ) . (5)
The 8b/10b symbol stream for each traffic pattern, mapped
between 0 and R − 1, has been grouped in tuples of n symbols,
called βn , and the probability for each tuple P (βn ) has been
calculated. Particularly, SE has been measured for values of n
from 1 to 3 in each of the mentioned patterns A, B, C, and D.
For each n, 1, 2, and 3, the length of the used sequences has
been 2.67, 14.26, and 571 M samples, respectively.
Because in (5) logarithms with base 2 are used, the SE result
is given in bits/symbol. Ideally, if every n-tuple (βn ) is equally
likely with probability P (βn ) = p = R−n , the value of SE for
every n is given as
− 1
n
· Rn · p · log2p = log2R = log2267 ∼= 8.0606. (6)
Owing to the limited memory in FPGA hardware resources,
measurements for each pattern have been calculated at simula-
tion stage, but this fact does not invalidate experimental results.
In Fig. 12, values of SE with n from 1 to 3 and for patterns
A, B, C, and D are shown. These values are compared with
a fifth case named E, which corresponds to the randomized
signal after encryption of pattern A, which can be considered
the worst case in terms of entropy. In this last pattern E, it is
possible to notice that SE is, as expected, almost the ideal value,
i.e., 8.0606. However, as the transmission rate decreases from D
to A, the SE value also decreases. It is a logical result, as when a
lower bandwidth transmission is used, IFGs full of IDLES take
more bandwidth percentage versus the random payloads of the
transmitted frames.
Thank to this result, it is possible to conclude that encryption
works and makes indistinguishable data traffic patterns, which
permits hiding of the pattern and contents of Ethernet traffic
from any passive eavesdropper.
VII. CONCLUSION
As far as the authors are aware, this paper was the first time
that an encryption mechanism was proposed for ciphering phys-
ical layer communications based on 8b/10b coding. This new
encryption system consists of symmetric ciphering of the com-
plete 8b/10b symbol stream. Encryption based on an FPE block
cipher working in CTR mode was simulated and implemented.
Also, security considerations were taken into account. The pro-
posed system was able to obfuscate the data traffic pattern, which
could improve the overall security, with no throughput losses,
null overhead, and low latency.
These properties make this kind of “in-flight” encryption suit-
able for protocols where delay and jitter are critical, such as the
real-time Ethernet in industrial environments, which would im-
prove security in modern optical SCADA networks.
In addition to this, by preserving coding properties such as dc-
balance, short run length, and transition density, physical layer
encryption was easily achieved without making changes in the
subsequent hardware elements or medium-dependent circuitry.
As an example, in Ethernet 1000Base-X standard, SERDES
(Serializer/Deserializer), and commercial SFP, optical modules
could be compatible with the proposed encryption system.
Regarding its implementation, although in the proposed
system there was an increment in the hardware resources with
respect a standard AES block cipher, this system entails a
throughput/resources ratio better than that of the existing FPE
implementations.
Finally, as future work, authors consider studying the im-
plementation of physical layer encryption for other Ethernet
standards with higher transmission rates such as 10G-BaseR.
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Self-Synchronized Encryption for Physical
Layer in 10Gbps Optical Links
Adrian Perez-Resa , Miguel Garcia-Bosque , Carlos Sanchez-Azqueta , and SantIago Celma
Abstract—In this work a new self-synchronized encryption method for 10 Gigabit optical links is proposed and developed. Necessary
modifications to introduce this kind of encryption in physical layers based on 64b/66b encoding, such as 10 GBase-R, have been
considered. The proposed scheme encrypts directly the 64b/66b blocks by using a symmetric stream cipher based on an FPE (Format
Preserving Encryption) block cipher operating in PSCFB (Pipelined Statistical Cipher Feedback) mode. One of the main novelties in
this paper is the security analysis done for this mode. For the first time, an expression for the IND-CPA (Indistinguishability under
Chosen-Plaintext Attack) advantage of any adversary over this scheme has been derived. Moreover, it has been concluded that this
mode can be considered secure in the same way of traditional modes are. In addition, the overall system has been simulated and
implemented in an FPGA (Field Programmable Gate Array). An encrypted optical link has been tested with Ethernet data frames,
concluding that it is possible to cipher traffic at this level, getting maximum throughput and hiding traffic pattern from passive
eavesdroppers.
Index Terms—Optical communications, Ethernet, self-synchronous encryption, pipeline statistical cipher feedback
Ç
1 INTRODUCTION
TODAY, high speed optical networks are a reality. Thanksto the advances in these technologies it is possible to
afford the bandwidth growth that nowadaysmodern applica-
tions demand [1], such as cloud computing and big data. In
addition, information security has become an important issue
as the volume of threat events has increased over the last years
[2]. Failures in security can lead to themalfunction of a service
or the confidentiality loss in customer critical information.
In a layered communication system, such as OSI (Open
System Interconnection) or TCP/IP (Transmission Control
Protocol/Internet Protocol), passive or active attacks can be
carried out at different communication levels. Depending
on the communication layer, different approaches are used
for getting information confidentiality. For example, stan-
dardized protocols such as MACsec [3] or IPsec [4] are usu-
ally used at layer 2 (Data link layer) and layer 3 (Network
layer), respectively. In these cases, encryption is carried out
in each frame individually.
For the particular case of optical networks, the threat
analysis in its physical layer is also considered critical to
guarantee secure communications. [5], [6]. Among the most
important attacks at this level, signal splitting attacks must
be taken into consideration. Nowadays thanks to low-cost
tapping techniques it is possible to intercept the optical
signal without the need to perceptibly interfere in commu-
nications or create visible side-effects [7].
To deal with these threats and protect data confidentiality,
several physical layer mechanisms related with photonic
technologies have been proposed [8], for example OCDM
(Optical Code Division Multiplexing) [9], SCOC (Secure
Communications using Optical Chaos) [10] or QKD (Quan-
tum Key Distribution) [11]. Other techniques, related with
physical layer protocols, cipher the information at bit level,
for example the encryption of OTN (Optical Transport Net-
work) frame payloads [12]. Some of the advantages claimed
by these techniques are that they achieve in-flight encryption
introducing null overhead and a very low latency (in the
range of nanoseconds) in data packets [12]. In fact, OTN com-
munication equipment performing encryption at line rate
and getting a 100 percent throughput are already available
on the market [13]. This contrasts with what protocols at
other layers do [14], [15]. For example IPsec usually introdu-
ces latencies in the range of milliseconds.Moreover, the over-
head introduced by IPsec during encryption limits the total
throughput to values between 20 and 90 percent of the maxi-
mum achievable [16], [17].
Some applications for 10 Gigabit Ethernet standards are
shown in Fig. 1. Nowadays one of the most used technologies
for the access to optical transport networks is Ethernet, and
for high data rates 10 Gigabit Ethernet is widely deployed in
MAN (Metro Area Networks) and WAN (Wide Area Net-
works) environments. Optical 10 Gigabit Ethernet standards
are also available for EFM (Ethernet in the First Mile) applica-
tions, allowing customers the access to the provider network
through a PON (Passive OpticalNetwork) infrastructure.
Regarding the physical layer security in these standards, a
new mechanism was proposed in [18]. The encryption solu-
tion consisted of a symmetric chaotic stream cipher, suitable
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for the encryption of 64b/66b blocks. This kind of encryption
could provide the mentioned advantages such as maximum
throughput and low latency. However, although stream
ciphers are suitable for high speed applications, their crypt-
analysis and design criteria are less understood than block
ciphers [19]. Indeed a stream cipher application can be imple-
mented easily thanks to a secure block cipher such as AES
working in CTRmode, considered secure thanks to its formal
security proof [20]. Furthermore, in [18] the implemented
stream cipher is based on a chaotic structure whose crypt-
analysis could be not clear enough and it is mainly based on
its randomness analysis.
On the other hand, the encryption system in [18] is not
self-synchronized. To get synchronization, a mechanism
was implemented based on the usage of new ordered sets
in a specific 64b/66b block type, which increments the com-
plexity of the overall system. In addition, in case of missing
the synchronization in the middle of an encryption session
there is a lack of a protocol to recover it.
In this work, a complete solution to overcome the men-
tioned disadvantages is proposed.
Regarding self-synchronization, in Ethernet data stream
at PCS level there is no possibility to synchronize TX and
RX stream ciphers thanks to standardized data fields or
structures, as in OTN, where data stream is composed of
continuous and periodic data containers.
To get synchronization in the symmetric encryption
scheme, a self-synchronized operating mode called PSCFB
has been analyzed and implemented. Moreover, a formal
security expression for this operation mode has been
deduced, concluding that it can be considered secure in the
same way as other traditional modes.
The paper is divided into the following sections. Section 2
explains PCS layer encryption necessities when using
64b/66b encoding, in Section 3 an introduction to the PSCFB
(Pipeline Statistical Cipher Feedback) mode of operation
is made. In Section 4 IND-CPA (Indistinguishability under
Chosen-Plaintext Attack) advantage expression for this
operation mode is proposed. Subsequently, Section 5 deals
with the practical case of 10 Gigabit Ethernet, particularly
with the standard 10 GBase-R, and the overall scheme of the
proposed encryption system. In Section 6, the hardware
implementation of the cipher is described while in Section 7
results of the encryption are explained. Other security
considerations as key distribution are taken into account in
Section 8. Finally, in Section 9 conclusions are given.
2 CODING PRESERVING ENCRYPTION
Typically, in Ethernet standards, the physical layer is
divided into three sublayers, PCS (Physical Coding Sub-
layer), PMD (Physical Medium Dependent) and PMA
(Physical Medium Attachment). The Physical Coding Sub-
layer carries out functions such as link establishment, clock
rate adaptation, data encoding and scrambling.
Optical Ethernet standards are high-speed communica-
tion systems where a baseband serial data transmission is
carried out while clock frequency information is embedded
in the serial bitstream itself. At the receiver, the clock recov-
ery circuits must be able to extract the frequency informa-
tion thanks to the bit transitions in the data stream. After
that, serial data sampling can be made at the appropriate
time. In order to facilitate the work of the CDR (Clock and
Data Recovery) circuit, information must be encoded in
such a way that a good transition density and a short run
length are achieved. Also a DC-balanced serial data stream
must be guaranteed, which is important for some transmis-
sion media, such as optical links.
In the case of PCS sublayers using a dense coding such as
64b/66b the mentioned properties, DC-balance and transi-
tion density, are achieved in a statistical way thanks to the
scrambling of the bitstream. On the other hand, the short
run length is guaranteed thanks to a synchronization header
at the beginning of each 66-bit block, whose only two possi-
ble values are ‘10’ or ‘01’.
Usually stream ciphers are implemented by carrying out
the XOR operation between the plaintext and a keystream
obtained from a secure pseudorandom generator. In case of
using physical layer encryption in the PCS sublayer, it is
necessary to preserve the properties of the block line
encoder, therefore the location of the XOR operation in the
datapath must be taken into account. For 64b/66b encoding
where first the blocks of bits are formatted and finally proc-
essed by a scrambler, the stream cipher should implement
the XOR operation before the scrambler to guarantee that
the scrambler transfers its statistical properties to the result-
ing bitstream before being transmitted.
As mentioned before, the synchronization header of each
66-bit block is composed of a pair of bitswith two possible val-
ues ‘01’ or ‘10’. On the one hand, it is necessary for avoiding
long runs of zeros or ones, which limits the run length to a
maximum of 66 bits. On the other hand, it is used to detect the
66-bit block boundary in the receiver and perform the decod-
ing process properly. For this reason, this 2-bit header is kept
untouched and is not scrambled as the rest of the 66 bit block.
To preserve the two-bit transition of the sync header, the
XOR operation must be carried out as shown in Fig. 2. The
2-bit header must be mapped to values ‘0’ or ‘1’ depending
on whether it is equal to ‘01’ or ‘10’, respectively. Then the
mapped value is concatenated to the 64-bit block payload.
These two operations are performed in the HEADER_MAP
block. The resulting output is a 65-bit word that is XORed
with the keystream, giving a new 65-bit word. The first bit
of this word will be reverse mapped giving the new 2-bit
header while the subsequent 64 bits will be directly the new
payload. The concatenation of both data fields will result on
the new ciphered 66-bit block. These last operations are per-
formed in the HEADER_REVERSE_MAP module.
Fig. 1. Example of two different 10 Gigabit Ethernet standards in optical
networks for WAN and EFM applications: 10GBase-R (upper) and
10GBase-PR (lower).
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3 SELF-SYNCHRONIZED ENCRYPTION
3.1 Self-Synchronized Stream Ciphers
Self-synchronized stream ciphers usually generate the
keystream as a function of the key and the preceding
ciphered bitstream. In spite of its self-synchronizing proper-
ties, this kind of ciphers are less understood and their secu-
rity analysis is more difficult than typical synchronized
stream ciphers. Indeed, there are few proposals of these
algorithms. For example, only two of the proposed stream
ciphers in eSTREAM project, SSS and Mosquito were self-
synchronized [21]. However, they were dismissed owing to
their vulnerabilities [22], [23].
On the other hand, stream ciphers can also be based on dif-
ferent operatingmodes of block ciphers, such asOFB (Output
Feedback), CFB (Cipher Feedback) or CTR (Counter) modes
[24]. For self-synchronized purposes CFB is the only one rec-
ommended by the NIST (National Institute of Standards and
Technology). However, to achieve synchronization with a
loss of an arbitrary number of bits, CFBmodemust only feed-
back one ciphertext bit for every block cipher operation. For
this reason, if the block size of the underlying block cipher
working in CFB mode is L, the CFB resulting throughput
would be 1=L of the underlying block cipher.
To solve this throughput limitation, SCFB (Statistical
Cipher Feedback) [25] and OCFB (Optimized Cipher Feed-
back) [26] modes were proposed. Particularly, SCFB was
deeply analyzed in [27], [28], and in [29] was compared with
OCFB, resulting in better properties for high-speed physical
layer security. In spite of this advantage, it is recommended
that an implementation of conventional SCFB be constrained
to 50 percent of the throughput of its underlying block cipher.
This constraint is necessary to ensure that no bits are lost due
to queue overflow in the SCFB system.
To overcome this limitation, PSCFB (Pipelined Statistical
Cipher Feedback) was proposed [30]. This mode allows an
efficient utilization of a block cipher using a pipeline archi-
tecture, which results in implementations with a through-
put near to 100 percent.
3.2 PSCFB Mode of Operation
The PSCFB mode of operation is essentially a hybrid of CFB
and CTRmodes, where the underlying block cipher is imple-
mented with a pipelined architecture of P stages and a block
size ofL bits. Let us assume that the cipher is configuredwith
a keyK and it has an encryption function EKð  Þ. The cipher
operates in conventional CTR mode while scanning the
ciphertext looking for a special n-bit length synchronization
pattern. Assuming that the underlying block cipher is a good
PRP (Pseudo Random Permutation), each value of the key-
stream block cipher output can be seen as randomly and
independently chosen, giving also random and independent
values of ciphertext blocks after performing the XOR. There-
fore, the sync pattern will be observed at a statistically ran-
dom point in the ciphertext stream. When this pattern is
detected, the next L bits are captured and used as an initiali-
zation vector (IV ) that feeds back the counter value at the
block cipher input. Therefore, it can be considered that the
block cipher temporarily works in CFB mode. On the other
hand, it is necessary to disable the sync pattern scanning
since the IV is captured untilEKðIV Þ is available as new key-
stream block. This interval is called the blackout period.
In Fig. 3 and Fig. 4 the structure of PSCFB mode and the
complete synchronization cycle are shown, respectively.
4 SECURITY CONSIDERATIONS
4.1 Background of PSCFB Security
Regarding to the security of SCFB and PSCFB modes, the
probability of generating repeated keystream blocks has been
analyzed in [22] and [27]. If the counter reaches some value
already used in previous synchronization cycles, the key-
stream will be repeated until next sync pattern detection.
This issuewould compromise the security of thesemodes.
The conclusion of these analyses is that the probability of
repeated keystream is very low for both modes with typical
size parameters, such as 128-bit block size. However,
Fig. 3. Structure of PSCFB mode for encryption and decryption. The
block cipher EKð  Þ has a block size of L bits, and is implemented using
P internal stages. The difference between the encryption and decryption
is that the sync pattern scan is performed after the XOR operation in the
transmitter and before the XOR in the receiver.
Fig. 2. Location and generic structure of a stream cipher in a physical
layer with a dense block line encoding. In the case of 64b/66b encoding,
parameters n, m, and b are 64, 66 and 65 bits, respectively. The output
of the encoder is a 66-bit block whose 2-bit header is mapped to a value
‘0’ or ‘1’ and concatenated with the rest of the block in the HEADER
MAP module. The result is a 65-bit block that is encrypted in a one-time
pad fashion thanks to the XOR operation.
Fig. 4. Structure of the synchronization period in PSCFB mode. A com-
plete synchronization period is formed by the sync pattern, blackout
period and scan period. As the cipher has P stages, the encrypted value
of the IV , EKðIV Þ is used as keystream P blocks later, when it has been
fed back as a new counter value.
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although PSCFB mode is built from two secure modes, CTR
and CFB, with formal security proofs [20] [26], no formal
security proof exists for PSCFB, and it has been let as an
open problem [30].
In this section we discuss the security for PSCFB mode.
This mode can be considered similar to other one called
CTR$, for which a security proof exists. Based on this proof
it is possible to derive a formal security expression for
PSCFB for the first time and determine under which condi-
tions it can be considered, at least, as secure as other tradi-
tional modes, e.g., CTR.
In the next subsection, CTR$ mode and its formal secu-
rity proof are introduced. Authors consider that this expla-
nation is convenient for the understanding of Section 4.3,
where the IND-CPA advantage for PSCFB is derived.
4.2 CTRC and CTR$ Modes
Concrete security analysis for CTRC and CTR$ were origi-
nally established in [20]. The CTRC scheme is a stateful
(counter based and deterministic) while the CTR$ is a state-
less (randomized) variant of CTRC.
Let us consider a family of functions F such that:
F : K  f0; 1gl ! f0; 1gL where L is the block size and K
the keyspace. Given a plaintextM formed bym L-bit blocks
fM0;M1; . . . ; Mm1g, then them blocks of the output cipher-
text Ci are obtained in each SE (encryption scheme) CTRC
and CTR$, applying their encryption functions. Encryption
function for CTR$ is shown in Algorithm 1.
Algorithm 1. Function E  CTR$F ðMÞ
R $ f0; 1gl
CNT0 ¼ Rþ 1
Ki ¼ FK ½CNTi for i ¼ 0; 1; . . . ;m 1
CNTiþ1 ¼ CNTi þ 1 for i ¼ 0; 1; . . . ; m 2
Ci ¼ ðMi KiÞ for i ¼ 0; 1; . . . ;m 1
Return fC0; C1; . . . ; Cm1g
In this algorithm CNTi and Ki are the values of the
counter and keystream block in each encryption step. FK is
the underlying encryption function and R is an l-bit random
value. In CTR$ the counter is set to a random value R at the
beginning of each message encryption.
Usually the security of these modes is studied in the
sense of IND-CPA (Indistinguishability under Chosen-
Plaintext Attack) security [31]. An advantage expression is
obtained thanks to a game between an active adversary A
and an encryption oracle performing the encryption scheme
SE, configured with a key K and an experiment bit b.
It is demonstrated in [32] that an adversary B attacking
the PRF security of FK can be built thanks to the adversary
A and their advantages are related as follows:
ADV INDCPASE Fð Þ Að Þ ¼ 2  ADV PRFF Bð Þ þADV INDCPASE Funcð Þ Að Þ; (1)
where ADV INDCPASEðF Þ ðAÞ is the advantage of A attacking SE
when its underlying encryption function is a PRF FK ,
ADV INDCPASEðFuncÞ ðAÞ is the advantage of A over SE when the
underlying encryption function is a random function
Funcðl; LÞ and ADV PRFF ðBÞ is the prf-advantage of B as
defined in [31].
In the formal security proofs of CTRC and CTR$ modes
the term ADV INDCPASEðFuncÞ ðAÞ is obtained [32], then allowing to
reach the final advantage expression. It is proven that:
ADV INDCPASE Funcð Þ Að Þ  Pr colð Þ (2)
where PrðcolÞ is the probability of a collision among the
counter values used during the game.
Given the experiment bit b, during the attacking game
the adversary performs q queries of a pair of messages. For
each pair ðM0i ;M1i Þ it receives from the oracle the ciphertext
Ci corresponding to the message M
b
i : Assuming that each
encrypted message Mbi has a length of mi blocks, the coun-
ters used during the game session can be represented as in
the following table:
r1 þ 1; r1 þ 2; . . . ; r1 þm1
r2 þ 1; r2 þ 1; . . . ; r2 þm2
. . . . . . . . .
rq þ 1; rq þ 1; . . . ; rq þmq;
(3)
where ri is the randomized counter value loaded at the
beginning of the message Mbi with length mi. The subse-
quent counters from ri in advance will be incremented up
to ri þmi. According to (3), the probability of collision of
every counter value, PrðcolÞ, can be bounded with the fol-
lowing expression:
Pr colð Þ  q  1ð Þ 
Pi ¼ q
i ¼ 1 mi
2l
; (4)
Thanks to (4) it is possible to derive an upper bound for
ADV INDCPASEðFuncÞ ðAÞ, and by replacing it in (1), the final
ADV INDCPASEðF Þ ðAÞ expression of CTR$ mode.
4.3 PSCFB vs CTR$
In PSCFB, the sync pattern will be observed at a statistically
random point in the keystream. On the other hand, if the
block cipher is considered a good PRF and there are no colli-
sions among the counter values, ciphertext blocks can be
considered random and independent. Therefore, we can
consider the new IV as a random value. As we consider the
block cipher F such that: F : K  f0; 1gl ! f0; 1gL, in
this section we let the IV be an l-bit word and the blackout
period will have a length of ðP  1Þ  Lþ l bits.
Let us assume that the adversary tries a game over an
oracle performing a PSCFB encryption scheme. The adver-
sary sends q queries to the oracle, but now, unlike the CTR$
mode, the counter of the PSCFB scheme is not reinitiated
randomly at the beginning of each message. The counter
could be reseeded at a random point of each message.
Depending on the length of the messages this initialization
could happen more or fewer times. For example if the
length of a message is shorter than the mean synchroniza-
tion period, possibly in that message only a new sync pat-
tern is received and then the counter is reinitiated only once
to a random IV . However, for longer messages this could
happen more times.
In general, in CTRC, CTR$ and PSCFB we can understand
that the counter behaves in a cyclic fashion during the
encryption session. We call this type of cycle a counter
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window. Inside each window, the counter is incremented
and not repeated. In the case of CTRC there is only one
counter window, which means that the counter is initialized
only once, at the beginning of the first message, and never
repeated. In CTR$ there are so many windows as encrypted
messages because the counter is reinitialized randomly at the
beginning of each message. In the same way in PSCFB there
are so many windows as synchronization cycles are pro-
duced during the whole session, as the counter is reseeded at
the beginning of each blackout period. The counter window
will start at the beginning of a scan period and will finish at
the end of the next blackout period, as shown in Fig. 5.
In addition, the counter window length is different in
each mode. In CTRC and CTR$ the length is a number of
bits that is multiple of the block size, while in PSCFB it is
multiple of the block size plus a random number of bits
between 0 and the block size. This fact depends on when
the end of the blackout period happens, as it could be not
aligned with the end of an encrypted block of bits. An exam-
ple is shown in Fig. 5, where the counter windows IV0 and
IV1 do not finish exactly in block boundaries.
Starting from (1), which can be considered generic for
any counter encryption scheme we will have:
ADV INDCPAPSCFB Fð Þ Að Þ ¼ 2 ADV PRFF Bð Þ þADV INDCPAPSCFB Funcð Þ Að Þ:
(5)
As we can consider PSCFB a counter mode, it is possible
to make the same assumptions as in [32] to reach equation
(6), that is, if the block cipher is a good PRF and there are no
repeated counter values during the game session, then the
adversary has zero advantage in winning the game and the
encryption scheme behaves as a one-time pad. Then next
condition is fulfilled:
ADV INDCPAPSCFB Funcð Þ Að Þ  Pr colð Þ: (6)
During the game session the adversary sends q messages
of length mi blocks. The block size is L bits and the total
number of bits in the session is m. Let us assume that in the
case of PSCFB N sync cycles happen during the whole ses-
sion. Therefore we can consider that the counter table (3) for
PSCFB can be represented as:
r1; r1 þ 1; . . . ; r1 þ k1  1
r2; r2 þ 1; . . . ; r2 þ k2  1
. . . . . . . . .
rN; rN þ 1 . . . ; rN þ kN  1:
(7)
where ki is the length in data blocks for the ith counter win-
dow. As the bit length of a counter window could not be a
multiple of the block size, the length ki will be: ki ¼ dmi=Le ,
where mi is its length in bits and the operator d  e means its
rounded up value.
As in (4), PrðcolÞ for PSCFB case is obtained:





Since ki ¼ dmi=Le  mi=Lþ 1, then:
Pr colð Þ  N  1ð Þ 
Pi ¼ N









Let us consider Nmax the maximum number of sync
cycles in m bits and Cmin the minimun posible size of a sync
cycle. Therefore Nmax ¼ m=Cmin. Let C ¼ ðP  1Þ  Lþ l,
since Cmin ¼ ðP  1Þ  Lþ lþ n, then Nmax ¼ m=Cmin 
m=C. Therefore, it is possible to rewrite equation (9) as:
Pr colð Þ 
m






 C þ L
C2  L : (10)
Finally, according to (5), the IND-CPA advantage of
adversary A against PSCFB can be expressed as:
ADV INDCPAPSCFB Fð Þ Að Þ  2  ADV PRFF Bð Þ þ
m2
2l
 C þ L
C2  L : (11)
Although block ciphers are analyzed as PRFs, their input
and output size are equal, therefore if we consider that
L ¼ l, C ¼ P  L, then the advantage result is:
ADV INDCPAPSCFB Fð Þ Að Þ  2  ADV PRFF Bð Þ þ
m2
L22L
 P þ 1
P 2
; (12)
Supposing that the term ADV PRFF ðBÞ is negligible,
ADV PRFPSCFBðAÞ will be negligible when the following condi-
tion is accomplished:
Fig. 5. Counter windows in PSCFB mode. Each IV used in each counter window is captured in the previous one. For example, IV1 is captured at the
beginning of the blackout period in counter window IV0. Then its encrypted value FKðIV1Þ is used as the first keystream block in next scan period (in
counter window IV1). In counter window IVi the counter ri takes values from IVi to IVi þ ki  1 where ki ¼ mi=L , mi is the length in bits of this
counter window and L is the block size.






We can conclude that the PSCFB mode can be considered
secure under certain conditions, in the same way that hap-
pens with CTR$ mode. According to (12), the advantage of
an adversary over PSCFB will be reduced if the size of the
blackout period P is lengthened, which is directly related
with the number of pipeline stages with which the block
cipher has been implemented. It is a coherent result,
because the longer the sync period the fewer random
counter initializationswill be produced, consequently reduc-
ing the probability of a collision and increasing the security.
However, as proved in [30] longer P means worst values of
SRD (Synchronization Recovery Delay) and EPF (Error Prop-
agation Factor) in the PSCFB system. It is possible to con-
clude that there is a compromise between security and
inherent properties of PSCFBmeasured by SRD and EPF.
4.4 PSCFB vs CTR
As mentioned before, usually block ciphers are analyzed as
PRFs, however it is well known that the PRPs (Pseudo Ran-
dom Permutation) are what best models them. It is known
that the prp-security and prf-security of a block cipher are
related thanks to the PRF-PRP switching lemma [20]. Due to
this, the overall advantage of the adversary A over the
CTRC scheme is degraded by an amount given by the birth-
day attack, it is m2=L22Lþ1, which means that its advantage
can be written as:




The same consideration can be taken for PSCFB, for
which advantage can also be rewritten as:


























In Table 1, a comparison between the derived advantage
of PSCFB and other operation modes is shown. As men-
tioned in [33] CTRC can be considered the best and most
modern way to achieve privacy-only encryption. For this
reason it is useful to make a comparison between the IND-
CPA advantages between this mode and PSCFB.
Let us suppose that the underlying block ciphers for the
two modes, CTRC and PSCFB, are good PRPs and have the
same prp-security, then we can stablish under what values
of block size and pipelining the block cipher in PSCFB
mode has at least the same security as that in CTRC when
encrypting the same amount of information. For this pur-













where LPSCFB and LCTR are the block sizes of the underlying
block ciphers in PSCFB and CTRC modes respectively.
According to (17), we can deduce the block size that a secure
pipelined block cipher should have in case of being used
in PSCFB mode if we want to provide the same security
as another one with the same prp-security working in
CTRC mode.
For example, let us assume that we have an AES
(Advance Encryption Standard) block cipher working in
CTRC mode, then LCTR ¼ 128 bits. We can stablish the
value of LPSCFB provided that:
L2PSCFB  2LPSCFB 















 1 the right termwill bemaximumwithP ¼ 1, then
L2PSCFB  2LPSCFB 
 2142  3: (19)
This inequality is fulfilled with LPSCFB 
 130 bits. For
P > 1 the condition is fulfilled with LPSCFB > 128.
Therefore, we can conclude that given two block ciphers
with the same prp-security that work in two different
modes, CTRC and PSCFB, if the block size of the one work-
ing in CTRC is 128 bits, then the other must have a block
size larger than 128 to get the same or better IND-CPA secu-
rity when encrypting the same amount of data.
In case of setting the same block size for both block
ciphers, to get better IND-CPA security in PSCFB mode,
less amount of data could be encrypted per key session.
5 APPLICATION CASE: ETHERNET 10 GBASE-R
In this paper we have focused on the case of high-speed
communications, particularly in the 10 GBase-R standard
used in 10 Gigabit Ethernet optical links. In this standard,
the PCS level is responsible for generating, encoding and
scrambling the control and data blocks that are transmitted
to the optical line. As block line coding is 64b/66b, the pur-
pose of the encryption will be to cipher the complete 64b/
66b block flow as shown in Fig. 2.
TABLE 1




ADV INDCPASEðF Þ ðAÞ
PSCFB 2  ADV PRPF ðBÞ þ m
2
L22L
 ð1þ 1P þ 1P 2Þ
CTRC 2  ADV PRPF ðBÞ þ m
2
L22L
CTR$ 2  ADV PRPF ðBÞ þ 2m
2
L22L
CBC 2  ADV PRPF ðBÞ þ 2m
2
L22L
CFB2 2 ADV PRFF ðBÞ þ m
2
m22Lþ1
1In each expression L is the block size and m the number of encrypted bits.
2The term ADV PRFF refers to the prf-advantage where FK is the function
selectðEKð  ÞÞ.EKð  Þ is the block cipher with blocksize L and selectð  Þ is a
function that outputs m fixed bits from its input.
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Because no extra data fields are added to the packets
when they are encrypted, then no overhead is introduced and
no throughput loss is produced.Moreover it not only encrypts
the contents of the packets but also the activity or data traffic
pattern. This is because by encrypting at 64b/66b block level,
control blocks are also encrypted, such as packet start and end
blocks or control blocks full of idle characters when no traffic
is transmitted or during the IFGs (Inter Frame Gaps). Thanks
to this last property, security could be improved, as passive
eavesdroppers would be prevented from performing traffic
analysis attacks. It would be useful in scenarios where traffic
pattern analysis could reveal sensitive information about the
behavior of a critical infrastructure or facility.
In this work the keystream generator of Fig. 2 has been
implemented thanks to a block cipher working in PSCFB
mode. As concluded in Section 4.4, to provide the same
security level as a 128-bit block cipher working in CTRC
mode when transmitting the same amount of data, it is nec-
essary to use a block cipher with larger block size. In partic-
ular, for P > 1 this block size must be larger than 128 bits.
A possible block cipher candidate could be the well-
known cipher Rijndael [34]. The main difference between
Rijndael and AES is the range of configuration values for
the block size and key length. Particularly, AES is a subset
of Rijndael that uses a fixed block size of 128 bits and a key
length of 128, 192 or 256 bits. On the contrary, the original
specification of Rijndael also included 192 and 256 bits as
possible block sizes. However, only the subset correspond-
ing to the current version of AES was standardized by
NIST, and as far as the authors know, there is no recom-
mended block cipher with a block size greater than 128 bits.
Other solution for building a suitable and standardized
block cipher with more than 128-bits block size is the use of
the recent FPE (Format Preserving Encryption) modes
approved by NIST [35]. FPE modes encrypt plaintext in a
ciphertext preserving its original format and length. Typical
applications of this modes are the encryption of PANs (Pri-
mary Account Numbers) or SSNs (Social Security Numbers)
where a standard block cipher would not preserve their
format.
Currently, two FPE modes are recommended by NIST,
FF1 and FF3 [35]. Both modes are based on a non-binary
Feistel structure, whose underlying round function consists
of an AES block cipher. These are considered AES modes
allowing to configure the block size and data radix of the
resulting FPE block cipher.
Between the two NIST recommendations, we have
selected FF3, as it is built with less rounds in its Feistel net-
work and the cost in hardware resources is lower. In this
mode the block size is limited according to the radix used,
as shown in (20):
R 2 2 . . . 216½ 
Rminlen 
 100




where R is the radix andminlen andmaxlen the bounds for
the block size. With R ¼ 2, the block size is between 2 and
192.
In this work the selected value for block size is the maxi-
mum, L ¼ 192. With this size it is possible to get a major
margin of cycles available per stage in a possible pipelined
architecture. This fact allows a better reuse of the hardware
resources.
According to this parameter, the final structure of
the self-synchronized encryption system is shown in Fig. 6.
It is similar to Fig. 2, but the keystream generator has been
replaced with the final self-synchronous PSCFB structure
based on AES in FPE mode. Also, in this figure it is shown
that buffers are required at the input and output sides of
the encryption structure. They are necessary to achieve
100 percent efficiency of the final encryption scheme.
6 SYSTEM IMPLEMENTATION
6.1 PSCFB System Implementation
The underlying block cipher of the implemented PSCFB
mode has been built using an FF3 structure. FF3 algorithm
is described in [35]. In this work the cipher tweak value has
been set to zero, while only the key is configurable. Taking
Fig. 6. Overall structure of the PSCFB system in the encryption module. In the decryption side the scheme is the same, however the check pattern
input is taken directly from the input buffer output, before performing the XOR operation.
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into account the selected parameters for our FF3 implemen-
tation, R ¼ 2 and L ¼ 192, its structure is shown in Fig. 7
where one AES core is used each four stages of the Feistel
network. The final latency introduced in its pipelined struc-
ture is 58 cycles.
Regarding to the system throughput, the efficiency h of
an encryption scheme represents the amount of ciphered
information that it can produce relative to the number of
bits generated by its underlying block cipher. In the case of
PSCFB, as the sync cycle length can be different to a multi-
ple of the block size in bits, then not all blocks produced by
the block cipher will be used completely for encryption.
Indeed, the end of the blackout period could not be aligned
with a kesytream block ending. It means that in the last
block cipher operation of the blackout period the block
cipher output could be used partially producing less cipher-
text bits than the block size.
As explained in [30], it can be shown that the efficiency
can be lower bounded by h ¼ P=ðP þ 1Þ, which means
that for T bits produced by the block cipher output at least
T  P=ðP þ 1Þ ciphertext bits of PSCFB are generated. There-
fore, to generate the ciphertext stream at the 100 percent
throughput rate of a 10 Gbps Ethernet system, it is necessary
to overclock the PSCFB subsystem with respect to the PCS
sublayer. For this reason the two buffers shown in Fig. 6
have been introduced, to isolate the different clock domains
of PSCFB and PCS.
On the other hand, these buffers also work as the input/
output queues defined in the original specification of
PSCFB, necessary to store information temporarily during
periods of resynchronization, where partial block cipher
outputs are used to encrypt data due to the fact that the
sync pattern is not aligned with the end of the block cipher
output.
Taking into account that the bus widths for PSCFB and
PCS are 192 and 65 bits respectively, and equating the PCS
64b/66b bit throughput with that of the PSCFB, the follow-
ing condition must be achieved:
TPSCFB  192 ¼ h  TFPE  192 ¼ TPCS  65 (21)
where TPSCFB; TFPE and TPCS are the word throughputs of
PSCFB, FPE and PCS domains, respectively, measured in
words per second.
As in our FF3 implementation we are using two AES
cores that have to attend to four stages each one, the total
throughput of each AES core, TAES , will be four times that
of the FF3. Then (21) can be rewritten as:
P
P þ 1 
TAES
4
 192 ¼ TPCS  65 (22)
As P ¼ 58 and the PCS word rate is 156.25 MHz, the result-
ing clock frequency at which AES cores should work for get-
ting a 100 percent throughput is 215.24 MHz. In this work
the total frequency used for PSCFB system has been set to
217 MHz.
The described system in Fig. 6 has been implemented in
a Xilinx Virtex 7 FPGA (Field Programmable Gate Array).
In Table 2, the hardware resources of the PSCFB system
are shown. It includes the resources used by the main mod-
ules in Fig. 6, KEYSTREAM_GENERATOR and CIPHER_
OPERATION. Moreover, in Table 2, a comparison in terms
of LUTs (Look-Up Tables), registers and BRAMs (Block
RAMs) is made between this work and other implementa-
tions [36], [37]. Particularly, in [36] the FPGA used is a
Virtex-6 device, different model than in this work, however
the CLB structure in both devices is similar in terms of
LUTs and registers, with four six-input LUTs and eight
registers per slice. Although the implementation in this
work entails more hardware resources, the ratio Encryp-
tion_Rate/Slice is clearly superior.
In general, although the inherent structure of an AES in
FPE mode consumes more resources than the AES core,
Fig. 7. Structure of the Feistel network for the 192-bit FPE cipher.
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authors have considered this option to grant that the secu-
rity of the PSCFB system is not degraded in respect a typical
CTRC implementation of AES. On the other hand, although
implementations of a 192-bit block cipher such as Rijndael
could have been possible, they are not recommended by
NIST, as the FPE option is.
6.2 Test Setup
To carry out the test of the system, the proposed encryption
scheme has been integrated in a 10 GBase-R Ethernet inter-
face. In Fig. 8, the complete PCS structure is shown. Apart
from the 64b/66b encoding and scrambling functions it con-
tains the encryption and decryption modules.
Moreover, a traffic generator has been also implemented
and linked to the Ethernet interface to test it with real data
frames. Two chains composed each one by the 10 GBase-R
Ethernet interface and a frame generator have been imple-
mented over the Xilinx Virtex 7 FPGA. Both Ethernet inter-
faces have been connected to two SFPþ (Small Form-factor
Pluggable) modules configured to work at 10 Gbps speed
and linked between them with a multimode fiber patch
cord. Some of the parameters of the transmitter/receiver
and the fiber link are shown in Table 3.
A scheme of the setup for test is shown in Fig. 9. Thanks to
the Ethernet frame generators, it has been possible to check
the encrypted link with real data packets without producing
any frame loss or CRC (Cyclic RedundancyCheck) errors.
The extra hardware resources introduced in the PCS data-
path generate an extra latency of 266 ns for both transmission
and reception. It is noteworthy that the proposed encryption
system gets values comparable to those achieved by OTN
equipment [12]. Moreover, no overhead is introduced in the
encryption process allowing data be encrypted at line rate.
This is a clear advantage over other encryption mecha-
nisms whose inherent overhead limits the total throughput
to values lower than 100 percent [16].
7 ENCRYPTION RESULTS
7.1 Encryption Properties
The encrypted link has been tested with different Ethernet
traffic flows. Thanks to the Ethernet frame generators four
different traffic patterns have been encrypted. These have
been named A, B, C and D. Pattern A corresponds with the
case of no frame transmission, where only 64b/66b control
blocks full of idle characters are transmitted over the link.
Patterns B, C and D correspond to continuous frame
transmission of 1024-bytes length at rates of 10.2, 50 and
98 percent of the maximum 10 Gigabit line rate, respec-
tively, and with random payloads.
Two conclusions arise from simulation and hardware
debugging. On the one hand, encryption and decryption
work correctly and synchronously without harming data
traffic or link establishment between 10G Ethernet interfa-
ces. No CRC errors are produced when transmitting the
mentioned traffic patterns. On the other hand encrypted
traffic patterns are masked, which can improve the overall
security against passive eavesdroppers.
Regarding this capability, it is interesting to monitor
signal waveforms after the encryption module, at the input
TABLE 2
Comparison with Other Solutions
FF1 [36] FF3 [36] FF3 [37] This work
Slice Registers 11285 5592 11127 19154
Slice LUTs 7426 3587 16978 17599
18K Block RAMs1 343 170 77 153
Slices2 3268 1596 5636 6794
Operation Freq.
(MHz)
279.6 283.5 125 217
Cycles/Encryp-
tion
707 269 1 1
Bytes/Encryption 13 13 1 192
Encryption Rate
(Mbps)
41.1 109.6 1000 10000
Encryption Rate/
Slice (Kbps/Slice)
12.57 68.7 177.4 1471.8
1The 153 Block RAMs used in this work are due to the AES cores.
2Slices are estimated from the number of register and LUTs, assuming they are
not packed together.
Fig. 8. Structure of the 10G Ethernet interface including the encryption function. It is composed by the MAC module, the PCS and the SERDES. In
the PCS layer, TX_ENCRYPT and RX_DECRYPT are the encryption/decryption modules. Both include the CIPHER_OPERATION and KEY-




Transmitter Average Launch Power (dBm) 1
Optical Wavelength (nm) 850
RMS Spectral Width (dB) 0.45
Optical Extinction Ratio (dB) 5.5
Receiver Receiver Sensitivity (dBm) 11.1
RXWavelength Range (nm) 840-860
Fiber Link Link Length (m) 1
Fiber diameter - core/cladding (nm/mm) 62.5/125
Modal Bandwidth (MHz x km) 200
Attenuation (dB/km) 3
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of the scrambler. The 64b/66b data bus is formed by the 2-
bit sync header and the 64-bit block payload. If encryption
is disabled, the synchronization header takes the value ‘10’
when frames are transmitted and ‘01’ during the IFG
between frames. In t-he case of pattern A, as no frames are
transmitted, sync header is always equal to ‘01’. However
when encryption is enabled, the sync header takes random
values between ‘10’ and ‘01’. Also, the 64-bit block payload
is randomized. In this way the traffic pattern is indistin-
guishable, independently of whether frames are being
transmitted or not. In Fig. 10 waveforms of an encrypted
pattern are shown.
In order to check this masking property, the randomness
test suite proposed by NIST [38] has been used to evaluate
encrypted patterns. Also SE (Shannon Entropy) has been
measured and compared among the mentioned non-
encrypted patterns and the encrypted signal.
Owing to the limited memory in FPGA hardware resour-
ces, these tests have been performed at simulation stage,
but this fact does not invalidate experimental results.
Regarding the NIST tests, sync header and block payload
have been evaluated separately with these tests concluding
that both can be considered random sequences after encry-
pting any of the mentioned patterns. As an example, results
for NIST test applied to the patterns D and C before and
after encryption are shown in Fig. 11. It is possible to
conclude that although they are very different patterns,
after encryption they are transformed into a sequence that
passes these tests, which makes them indistinguishable
from a random stream.
As for SE measurement, it has also been calculated for
the mapped sync header and block payload separately as
defined in (23).






P bnð Þ  log 2 P bnð Þ (23)
In both cases the bit stream has been grouped in tuples of
n bits called bn and the probability for each tuple, P ðbnÞ, has
been calculated. SE has been measured for values of n equal
to 4, 8 and 12 bits in each of the mentioned non-encrypted
patterns A, B, C and D, all of them with fixed length frame
and random payloads. In addition two more patterns have
been added: E and F. Pattern E corresponds to continuous
frame transmission with random payloads and random
length between 64 and 1516 bytes while pattern F corre-
sponds to the randomized signal after encryption of pattern
A, which can be considered the worst case in terms of
entropy. In Figs. 12 and 13 the comparison among the mea-
sured SE is shown. It is possible to notice that SE in pattern
F is as expected, almost the ideal value of 1 in both cases,
block payload and sync header, as it is encrypted. In the
rest of non-encrypted patterns SE of block payloads
decreases as the transmission rate decreases from E to A.
This effect is owing to the ratio of the bandwidth that is
used by the IFGs (Inter Frame Gaps). As when lower band-
width is used, the IFGs full of idle sets takes more band-
width percentage versus the random payloads of the
transmitted frames, resulting in a lower SE. In the case of
sync header entropy, clearly all non-encrypted patterns
achieve a very low value.
Fig. 9. Test setup scheme with SFPþmodules working at 10Gbps rate.
Fig. 10. (a) SYNC header pattern without encryption when no Ethernet frame is transmitted; (b) SYNC header pattern without encryption when trans-
mitting an Ethernet frame burst; (c) SYNC header pattern after encryption regardless of the transmission or non-transmission of Ethernet frames.
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Thank to this result it is possible to conclude that encry-
ption makes indistinguishable data traffic pattern, as the
maximum value for SE is obtained and NIST tests are
passed successfully when traffic is encrypted.
7.2 Self-Synchronization
The SRD (Synchronization Recovery Delay) is the metric
used to examine the resynchronization properties of SCFB
and PSCFB modes [27]. It is defined as the expected number
of bits following a sync loss before synchronization is rees-
tablished. According to [30], upper and lower bounds for
SRD depend on the block size L, number of pipelines P and
size of the synchronization pattern n. Taking into account
that in this system L ¼ 192 and P ¼ 58, upper and lower
SRD bounds calculated with different values of n are shown
in Fig. 14. As for n below 11 the upper bound grows, those
values have not been shown. In this work n ¼ 12 has been
used, limiting the upper bound of SRD to 304 encrypted
64b/66b blocks.
Experimental results and simulation show that self-
synchronization works correctly. By removing the optical
fiber with encryption activated between Ethernet interfaces,
both link status and encryption synchronization are lost.
However, when restoring the optical fiber encryption syn-
chronization is always recovered after PCS link status is
achieved. Traffic bursts were correctly tested after synchro-
nization recovering to check the integrity of the link.
Fig. 11. NIST test results for the 64b/66b block payload of D pattern, (a) before encryption and (b) after it. NIST test results for the 64b/66b block pay-
load of C pattern, (c) before encryption and (d) after it.
Fig. 12. Shannon Entropy of block payloads measured with n equal to 4,
8 and 12 in Ethernet traffic patterns from A to F.
Fig. 13. Shannon Entropy of mapped sync header measured with n
equal to 4, 8 and 12 in Ethernet traffic patterns from A to F. In the case
of A pattern, sync header has a continuous value, which means that its
entropy is zero. Because of this, A bar is zero in this figure.
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8 OTHER SECURITY CONSIDERATIONS
Although in this paper physical layer encryption mecha-
nism is proposed and developed, other security considera-
tions must be taken into account, especially regarding the
key configuration and refreshing. One possible solution
could be the use of classical public key encryption schemes,
where the interchange of the symmetric master key is per-
formed thanks to algorithms such as RSA used by protocols
at higher communication layers. As an example, in the layer
2 encryption protocol MACsec, the master key negotiation
is outside of its specification and is carried out by IEEE
802.1X standard. Therefore, the same idea could be consid-
ered for this work.
Other possible solutions for key distribution are optical
mechanisms such as QKD (Quantum Key Distribution) that
is based on the laws of physics rather than classic asymmet-
ric cryptography algorithms. In spite of the crosstalk that
classical signals can introduce to QKD channels, successful
experiments where QKD channels coexist with classical data
traffic are a reality [39], [40]. Thanks to WDM (Wavelength-
Division-Multiplexing) techniques it is possible to reduce
the crosstalk noise to a tolerable level, which means that
QKD could also be considered for its use with the encryption
mechanism presented in this work.
9 CONCLUSION
To the authors best knowledge, this is the first time that a self-
synchronous encryption method is proposed for ciphering
physical layer communications based on 64b/66b encoding.
The new encryption system consists of a self-synchronous
symmetric ciphering of the complete 64b/66b block stream.
The encryption is based on the PSCFB mode, and it has been
simulated and implemented over an FPGA. Also security
considerations for this mode have been taken into account,
deriving a formal security expression similar to that known
for other operationmodes.
This new mechanism is able to perform encryption at a
line-rate introducing a latency in the range of nanoseconds,
while the complete data traffic pattern is masked, improv-
ing the overall security.
Although thismechanism is proposed for 10Gbps Ethernet
links, 64b/66b encoding is used in other standards at higher
rates, as 100 Gigabit Ethernet. It means that the same encryp-
tion scheme could be applied not only to the access networks
but also to long-haul optical links in transport networks.
In addition to this, by preserving coding properties such
as short run length and transition density, physical layer
encryption is achieved without making changes in the sub-
sequent circuitry. For example, commercial SFPþ modules
or SERDES at 10 Gbps rate are compatible with the pro-
posed encryption scheme.
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Chaotic Encryption Applied to Optical Ethernet
in Industrial Control Systems
Adrián Pérez-Resa , Miguel Garcia-Bosque, Carlos Sánchez-Azqueta, and Santiago Celma
Abstract— In the past decades, Ethernet has become an
alternative technology for the field buses traditionally used in
industrial control systems and distributed measurement systems.
Among different transmission media in Ethernet standards,
optical fiber provides the best bandwidth, excellent immunity
to electromagnetic interference, and less signal loses than other
wired media. Due to the absence of a standard that provides
security at the physical layer of optical Ethernet links, the
main motivation of this paper is to propose and implement
the necessary modifications to introduce encryption in Eth-
ernet 1000Base-X standard. This has consisted of symmetric
streaming encryption of the 8b10b symbols flow at physical
coding sublayer level, thanks to a keystream generator based
on chaotic algorithm. The overall system has been implemented
and tested in an field programmable gate array and Ethernet
traffic has been encrypted and transmitted over an optical link.
The experimental results show that it is possible to cipher traffic
at this level and hide the complete Ethernet traffic pattern
from passive eavesdroppers. In addition, no space overhead
is introduced in data frames during encryption, achieving the
maximum throughput.
Index Terms— 1000Base-X, chaos, cryptography, Ethernet,
field-programmable gate array (FPGA), stream cipher.
I. INTRODUCTION
IN RECENT decades, Ethernet has expanded widelyin industrial control systems and critical infrastructures,
replacing the traditional communication field buses [1], [2].
Ethernet has proved to be an efficient technology to create
distributed acquisition systems such as supervisory control and
data acquisition networks. At present, this kind of networks
not only supports measurement and control systems but also
data traffic for surveillance video security and future Internet
of Things (IoT) applications. Both, distributed measurement
platforms with integrated Ethernet ports and industrial network
equipment up to 1-Gb/s rates and beyond, are available from
many vendors. A simple scheme of a distributed control and
data acquisition network is shown in Fig. 1.
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Fig. 1. Simple example of a distributed control and data acquisition network
and an eavesdropper attack with a tapping fiber.
Optical Ethernet is widely used in industrial environments.
Optical fiber has some advantages over other wired methods,
such as higher bandwidth, less signal losses, and more immu-
nity to electromagnetic interference. In addition, as it does not
emit any radiation, it is safer than wireless systems that are
more exposed to eavesdropping.
However, vulnerability and threat analysis in the physi-
cal layer of optical systems is critical to guarantee secure
communications [3], [4]. One of the most important attacks
is the splitting attack. It is normally used for either eaves-
dropping or signal degradation and can be easily performed
with tapping techniques. At present, low-cost methods for
intercepting the optical signal through fiber coupling devices
and electrooptical converters are available without the need to
perceptibly interfere in communications [5]. To avoid or detect
eavesdropping, encryption and intrusion detection systems
have been proposed as solutions [3].
In a layered communication model, encryption methods can
be implemented at different communication levels. It depends
on the communication layer where confidentiality is needed.
In the particular case of industrial Ethernet, solutions are usu-
ally proposed for network and transport layers (layers 3 and 4),
such as IPsec or transport layer security protocols [6], [7].
Other solutions are proposed for the data link layer (layer 2),
such as MACsec standard [8].
0018-9456 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Fig. 2. PCS structure with the proposed encryption function PHYsec included.
Regarding physical layer encryption in optical communica-
tions, there are some solutions for protocols such as optical
transport network [9]. However, they are only oriented to
telecommunication networks. One advantage of encryption at
the physical layer is that it can be performed at a line-rate
introducing a very low latency. In the particular case of indus-
trial Ethernet networks, high level of determinism is usually
needed, and for certain applications, there can also be strict
requirements for network delay and jitter [10]. A physical layer
encryption mechanism could be useful for encrypting traffic
of real-time protocols such as EtherCAT or PROFINET IRT
[10], [11], enabling encryption to be performed at line rate.
As 1000Base-X standard is one of the most widely used
physical layer standards at 1 Gb/s, the main motivation of this
paper is to propose and implement an encryption method suit-
able for the physical coding sublayer (PCS) of this standard.
As the main coding in 1000Base-X is the well-known 8b10b
encoding, a stream cipher that preserves the format of this
codification is needed.
In general, two approaches are usually used to build stream
ciphers: ad hoc stream ciphers, as those proposed in [12],
and secure blockciphers, such as advanced encryption standard
(AES), working in a specific operation mode, e.g., counter
mode (CTR). These two approaches are focused on plaintext in
binary format, which are not suitable for our purposes. Among
different ad hoc stream ciphers solutions, there are those based
on chaotic algorithms. The characteristics of these are very
similar to those that a good cryptographic algorithm should
have. They have been analyzed from several points of view
[13], [14] and have given rise to new encryption proposals
related with several areas, such as IoT applications [15],
communications [16], or image encryption [17], [18]. On the
other hand, chaotic encryption has been applied with different
technologies, using analog and digital electronic circuits [19],
[20] or optical and electrooptical mechanisms [21], [22].
To encrypt data preserving its format with a stream cipher,
a solution was initially proposed in [23], where the keystream
generator was based on a format preserving encryption (FPE)
blockcipher working in CTR mode.
This paper is an extension of [24], where a new alternative
to [23] is proposed. In this paper, this encryption method has
been named PHYsec and the keystream generator is now based
on a chaotic stream cipher.
An electronic implementation for the chaotic algorithm
has been carried out in a digital programmable platform as
in [23]. Thanks to the proposed structure, it is possible to
save hardware resources while reaching the same encryption
throughput. Moreover, the power consumption is reduced by
more than 50%.
In addition, this paper deals with another important issue
relative to the encryption system such as the keystream syn-
chronization, a topic that is not addressed in [23].
This paper is organized as follows. Section II explains the
overall structure of the encryption mechanism in the PCS
sublayer. Sections III and IV deal with the encryption opera-
tion for PHYsec and the synchronization mechanism between
TX (transmitter) and RX (receiver), respectively. Section V
explains the keystream generation and some considerations
about the key space. Section VI details the system implemen-
tation and test results. Finally, Section VII summarizes the
conclusions obtained in this paper.
II. PCS LAYER ENCRYPTION
The physical layer or PHY is responsible for carrying
out the lower level functions in the transmission. It defines
the electrical, mechanical, and functional specifications to
activate, maintain, and deactivate the physical link. In the
case of Ethernet standards, it is usually divided into three
other sublayers with different functionalities: PCS, physical
medium attachment (PMA), and physical medium dependent.
PCS layer performs functions such as autonegotiation, link
establishment, 8b10b data encoding, symbol synchronization,
clock rate adaptation, and so on.
The basic structure of the PCS layer and its interface
with the medium access control (MAC) and the PMA levels
are shown in Fig. 2. The coding function is separated into
encoder and decoder blocks while the rest of the functions
of the PCS layer would reside in the RX_PCS_CTRL and
TX_PCS_CTRL modules.
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Fig. 3. Encryption infrastructure for PHYsec function.
Unlike other encryption mechanisms such as IPsec or MAC-
sec, where the data packets are encrypted individually, in this
paper, the 8b10b symbol flow is directly and continuously
encrypted. One advantage of this method is that no extra data
field is added to packets, which would reduce the overall data
throughput. In addition, by encrypting the complete 8b10b
symbol flow, it also achieves to mask the activity or data traffic
pattern. This is because by encrypting at 8b10b symbol level,
control symbols and ordered sets are also encrypted, such as
packet start and end symbols or idle sets in the interframe
gap (IFG). Some important properties of the 8b10b encoder
are the transition density and the short run length introduced
in the encoded serial data. These are necessary to facilitate
the operation of the remote clock and data recovery (CDR)
circuit. To preserve these properties, it is proposed to perform
the encryption operations at the input of the encoder and
decryption at the output of the decoder, as shown in Fig. 2.
One advantage of performing the encryption preserving
the coding properties and maintaining the rest of physical
layer features untouched is that the physical layer encryption
maintains compatibility with the subsequent hardware ele-
ments or medium-dependent circuitry. For example, commer-
cial optical modules as small form-factor pluggable (SFP) and
electronic circuits as CDR or serializer/deserializer (SERDES)
for 1000Base-X standard would be also compatible with the
proposed encryption method.
In the proposed system, encryption is carried out by a sym-
metrical stream cipher, as it fits well with a continuous data
flow such as 8b10b symbol transmission. We divide the system
into three functional parts. The first consists of the encryp-
tion and decryption blocks, which includes the mathematical
stream cipher operation. The second is the synchronization
mechanism between TX and RX. Finally, the third is the
keystream generator used in the cipher function. These parts
are explained in Sections III, IV, and V, respectively.
III. ENCRYPTION AND DECRYPTION OPERATIONS
The stream cipher operation is performed in the
CIPHER_OP_TX and CIPHER_OP_RX modules in Fig. 3.
The data set to be encrypted is a limited set, since the
valid 8b10b symbols are composed of 256 data symbols plus
12 control symbols, a total of 268 symbols which do not
generate code errors.
Nevertheless, one of the 12 control symbols (/K28.7/) is not
used for standard data communication [25], and to avoid its
accidental generation in the encryption of any 8b10b symbol,
it has been excluded from the encryption symbol mapping,
explained in the following. Therefore, the number of valid
symbols is 267.
As the encryption is performed before the encoding and it is
necessary to preserve the coding properties, the encrypted data
must be valid 8b10b symbols inside the 267 possible symbols.
To achieve this goal, the symbols are mapped to an integer
value in the range of 0–266. After the mapping, stream cipher
operation is performed. This operation consists of a modulo-
267 addition between the mapped symbols and the keystream,
which also takes values uniformly distributed between 0 and
266. Once the cipher operation is done, the resulting values
are reverse-mapped to the corresponding new 8b10b symbol.
The decryption process is the same, only that the decryption
operation is a modulo-267 subtraction. In Fig. 4, the structure




MANAGEMENT module in Fig. 3 is the part of the
system that configures, controls, and reports the encryption
status between both PHYs. It implements the initial synchro-
nization procedure and collects the alarms relative to the
synchronization status, by which the user can perform the
necessary actions for achieving a coherent communication
between receiver and transmitter.
For example, in case of a mismatch between encryption
status (one PHY encrypting and the other not), or a bad syn-
chronization status (misaligned keystream generators between
remote PHYs), several alarms can be triggered and latched
in the MANAGEMENT module, which reports them to the
user, thanks to the field-programmable gate array (FPGA)
debug system. The system is able to detect the loss of
synchronization 2.136 μs after the misalignment is produced.
After this notification, the user is able to stop keystream
generators and restart encryption synchronization procedure
in a way that a new coherent encryption status between
the two PHYs is achieved. In the long term, under normal
working conditions, we could consider that the probability of a
synchronization loss is negligible, as the implemented system
uses commercial components compatible with the standard.
For example, SFP modules, optical fiber, or the transceiver
circuitry. The standard guarantees a very low bit error rate,
under 10−12, and the ability of clock recovering with a clock
tolerance of ±100 ppm.
In order to maintain the concordance with the standard,
communication between the MANAGEMENT modules of
remote PHYs has been planned to be based on control
messages formatted like 1000Base-X ordered sets. The inser-
tion/extraction of the new and future control messages in the
8b10b data flow is performed by MANAGEMENT module,
Authorized licensed use limited to: Universidad de Zaragoza. Downloaded on February 19,2020 at 22:53:12 UTC from IEEE Xplore.  Restrictions apply. 
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Fig. 4. Stream cipher operation performed in CIPHER_OP module next to one of the keystream generators (RX or TX).
Fig. 5. Initial synchronization procedure, based on the proposed /X/ ordered set. (a) Transmission. (b) Reception.
thanks to INSERT and EXTRACT blocks in Fig. 3, and it is
explained in Section IV-B.
B. Initial Synchronization Procedure
To achieve encryption synchronization with a stream cipher,
it is necessary that the keystream sequence generated at RX
side is exactly aligned with the incoming keystream sequence
embedded into the ciphertext and generated at TX side. The
initial synchronization procedure is in charge of this mecha-
nism. For that purpose, MANAGEMENT module in Fig. 3 per-
forms the insertion and extraction of a control sequence into
the 8b10b symbol stream to indicate the remote PHY when to
start/stop its decryption process. This sequence is used for
both the activation and deactivation of the encryption and
decryption.
The format of the implemented control sequence is similar
to an ordered set one. In Table I, this sequence is called /X/ and
it is shown along with those that already exist in the standard.
The first character in the new set is /K28.1/ and as /K28.5/, it
includes the comma sequence.
The basic operation of this procedure is described next
and is shown in Fig. 5(a) and (b). In Fig. 5(a), the
CIPHER_OP_TX module, responsible for performing the
encryption operation, is initially disabled, allowing the 8b10b
symbols to be transparently passed from the TX_PCS_CTRL
to the 8b10b encoder. In order to start encrypting the 8b10b
symbol stream, the MANAGEMENT module acts on the
INSERT block to insert a /X/ encryption start message in the
8b10b symbol flow. As shown in Fig. 5(a), this message is
represented as a set of four symbols and it is inserted in the
line by replacing idle ordered sets with the octets that form the
message itself. Before passing through the CIPHER_OP_TX
module, /X/ is detected by the CAPTURE module. Then
the CAPTURE module enables CIPHER_OP_TX and the
keystream generator (KEYSTREAM_GENERATOR TX),
which initiates the encryption process after /X/ has been
transmitted. As shown in Fig. 5(a), at the output of the
CIPHER_OP_TX module, every 8b10b symbol after /X/
is encrypted, including idle sets and complete Ethernet
frames.
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TABLE I
IEEE 802.3 ORDERED SETS [25] AND PROPOSED ORDERED SET /X/
At the receiver, as shown in Fig. 5(b), the module
CIPHER_OP_RX is in charge of performing the decryp-
tion operation. As in the transmitter, it is initially inactive,
enabling 8b10b symbols to be transparently passed from
the 8b10b decoder to the controller RX_PCS_CTRL. When
the CAPTURE module detects /X/ in reception, decipher
module (CIPHER_OP_RX) and the keystream generator
(KEYSTREAM_GENERATOR RX) are enabled, starting to
decrypt the 8b10b stream after the /X/ set. Subsequently,
the control message /X/ is extracted from the data stream in the
EXTRACT module, which replaces it with idle ordered sets
in the 8b10b symbol flow (reverse operation of the INSERT
module).
Thanks to this procedure, the beginning of the ciphertext
is detected at the receiver allowing to generate a keystream
sequence that is aligned with the incoming data, then per-
forming decryption properly.
The way to insert set /X/ is shown in Fig. 6. INSERT
module contains a buffer where the MANAGEMENT mod-
ule can write messages while there is enough space. These
messages can only be read from the buffer when the
INSERT_MACHINE block in Fig. 6 indicates that it is possi-
ble to do so.
The INSERT_MACHINE block monitors a pipeline where
the 8b10b symbol stream passes through. Initially, the output
of the INSERT module is selected as the output of the pipeline.
When a number of idle ordered sets, equivalent to the size of
the next message to be read, is detected inside the pipeline,
the output of INSERT module is switched to the data coming
from the message buffer. Then the pending message is read
and the pipeline is emptied from the stored idles. Once the
message has been transmitted, the output of INSERT module
switches to the pipeline output again.
V. KEYSTREAM GENERATOR
The keystream generator is responsible for calculating
pseudorandom numbers to carry out the encryption of the
signal. As the encryption operation consists of a modulo-
267 addition, the values of the pseudorandom sequence must
be between 0 and 266. In order to build that sequence two
Fig. 6. INSERT module. Several finite-state machines (FSMs) govern this
module. FSM_WR and FSM_RD control the write and read of message buffer
and FMS_INSERT the message insertion on the line.
steps are carried out in each keystream generator (TX and
RX), first, a pseudorandom bitstream is generated based on
a chaotic algorithm, which is considered the core of this
stream cipher. Second, modulo-267 operation is applied to the
output of the chaotic algorithm. The result is a pseudorandom
sequence composed of 9-bit words with values between 0 and
266. The keystream generator structure is shown in Fig. 4,
where the CHAOTIC_BITSTREAM_GENERATOR generates
the pseudorandom bitstream and MOD-267 block carries out
the modulo operation.
A. Modulo Operation
The modulo operation must be applied to words with 9
bit width or more to result in a 9-bit-width output. When
doing such operation, a bias is introduced in the distribution
of the resulting number sequence. According to the National
Institute of Standards and Technology (NIST) recommendation
[26], in order to make this bias negligible, the input width
of the modulo operation shall be at least 64 bits longer
than the output. As in our case 9-bit numbers are necessary,
the pseudorandom bitstream generator output and modulo
operator input have to be at least 73 bits width.
The implementation of modulo-267 operation has been
based on [27], which presents a high-speed hardware imple-
mentation for a generic operation “x mod z” that can be
fragmented into a pipeline of n − m + 1 stages, where x is
represented by n bits and z by m bits. In our case, z has
been taken as a constant value equal to 267. According to
this, the resulting hardware structure should have 65 stages as
shown in Fig. 7. However, by implementing an overclocked
structure, this number can be reduced to 33.
B. Pseudorandom Bitstream Generator
The study of chaos and the systems derived from it
have aroused interest as possible design solutions of new
Authorized licensed use limited to: Universidad de Zaragoza. Downloaded on February 19,2020 at 22:53:12 UTC from IEEE Xplore.  Restrictions apply. 
PÉREZ-RESA et al.: CHAOTIC ENCRYPTION APPLIED TO OPTICAL ETHERNET IN ICSs 4881
Fig. 7. Modulo 267 hardware.
cryptographic systems. From a theoretical point of view,
a good cryptographic algorithm should have properties such
as confusion, diffusion, and sensitivity to changes in plaintext
and secret key. Apart from that, the most well-known char-
acteristics of chaotic systems are the high sensitivity to the
initial conditions or control parameters (also called “butterfly
effect”) and the unpredictable pseudorandom orbits generated
by their algorithms.
Among chaos-based cryptosystems, there are two main
approaches for their design. On the one hand, analog chaotic
cryptosystems based on chaos synchronization, where two
chaotic systems can synchronize under the driving of scalar
signals sent from one system to another. These kinds of
cryptosystems are usually implemented in the analog domain
and need very accurate components to ensure information
recovery.
On the other hand, a second approach is the discrete chaos-
based cryptosystems, where one or more chaotic maps are
implemented using finite precision and they do not depend on
chaos synchronization at all. Many hardware implementations
have been proposed for a wide variety of chaotic maps such as
in [28], [29], or [30] where the well-known modified logistic
map, Hennon map, and Bernoulli map, respectively, were built.
Although there are analog solutions that have been digitized,
as in [20], the discrete chaos-based approach is more suitable
for digital hardware platforms as FPGAs.
In this paper, for generating the pseudorandom bitstream,
a variant of the chaotic map called skew tent map (STM)
has been used. This chaotic map has already been extensively
studied in [31] and [32], based on the previous work by our
group.
The equations of this map are shown in the following
equation:
f (xi ) = xi+1 =
{
xi/γ, xi ∈ [0, γ ]
(1 − xi )/(1 − γ ), xi ∈ (γ, 1] (1)
where its control parameter and initial state are γ and x0,
respectively, and their values are included in the interval
(0, 1). One important characteristic of STM is that it is a
piecewise linear map and has positive Lyapunov exponent for
any selected value of γ and x0. This fact can satisfy always the
chaoticity of this map [13] and makes it more adequate than
others for cryptographic applications. In Fig. 8, the hardware
block diagram of the basic STM algorithm is shown.
In this paper, a fixed-point implementation of the STM
algorithm has been carried out. A typical problem of this
kind of implementations is that due to the finite word length,
Fig. 8. STM block diagram.
Fig. 9. Basic keystream generator.
degradation is produced in the dynamical properties of the
chaotic map. When the STM is implemented with a presicion
of n bits, there are only 2n possible values for each xi , giving
a maximum period for the keystream of 2n possible samples.
In spite of this, cycle lengths are found empirically to be
much shorter. Owing to this fact, usually some randomness
test applied to the chaotic sequences fail. One recommended
solution for increasing this period is the use of a pseudorandom
number generator to perturb the chaotic orbits of this kind of
algorithms [33].
For this purpose, the structure in Fig. 8 has been improved
by using a linear feedback shift register (LFSR), obtaining
a significant increase in the keystream period and, therefore,
better properties as a pseudorandom sequence [32], [34].
According to [32], by selecting an LFSR with 61 steps,
it is possible to guarantee an enough length for the chaotic
sequence that makes it pass the randomness tests.
Fig. 9 shows the structure of the basic keystream generator
used in this paper. A 61-step LFSR has been added to the STM
module. The cryptographic key used to configure this basic
generator will consist of the initial state and control parameter
(γ, x0) of STM cell and the initial state of the LFSR (y0).
The STM cell has been implemented with an internal 64-bit
state whose output is the vector xi [63 : 0]. The improvement
related to LFSR is to perform the XOR operation between the
least significant 8 bits of LFSR output and the STM cell before
applying the generator output function. The state returned to
the STM cell will no longer be the previous state calculated
by it, but a new state x̃i to which a small noise generated by
the LFSR has been added.
The generator output function in Fig. 9 is to take the 8 least
significant bits of x̃i . Since the output bus of the keystream
generator must be 73 bits width, a bank of basic keystream
generators has been built. The bank consists of eight 8-bit-
width generators and one 9-bit-width generator; their outputs
are concatenated to give a 73-bit output. The final structure
for the keystream generator is shown in Fig. 10.
Authorized licensed use limited to: Universidad de Zaragoza. Downloaded on February 19,2020 at 22:53:12 UTC from IEEE Xplore.  Restrictions apply. 
4882 IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. 68, NO. 12, DECEMBER 2019
Fig. 10. Keystream generator.
Fig. 11. NIST test results for a bitstream generated using STM-LFSR
algorithm.
C. Keystream Output Analysis
One of the main requirements of a secure stream cipher is
that its keystream should be undistinguishable from a truly
random sequence. On the one hand, it is necessary to test the
randomness of the chaotic bitstream, and on the other hand,
it is necessary to check that the bias introduced by module
267 operator is negligible.
In order to test the randomness of chaotic bitstream,
sequences generated by the basic generator in Fig. 9 were
subjected to the NIST SP 800-22 battery of tests [35]. The
generator passed these tests, and an example of the results for
a particular sequence is shown in Fig. 11.
In order to check the uniformity between 0 and 266 of
the resulting keystream after modulo operation, histograms
for different sequences were obtained. In Fig. 12, two cases
are shown for a sequence of 1 310 720 values, one of them
[Fig. 12(b)] is the histogram obtained when NIST recommen-
dation [26] is applied and the input to module 267 operator is
73 bit width. The other case [Fig. 12(a)] is when only a 9-bit-
width input is used in the module operation. Clearly, a bias
appears in the second case, but it seems negligible in the first.
Moreover, chi-square goodness of fit test has been used to
determine if the resulting keystream obtained when applying
[26] comes from a uniform distribution between 0 and 266.
The test has not rejected this hypothesis at 5% of significance
level. However, this kind of tests for uniform distributions does
not guarantee the randomness for the final keystream.
Fig. 12. Histogram of output keystream (a) Without applying NIST
recommendation and (b) Applying it.
Fig. 13. Test setup scheme.
The NIST battery of test is suitable for binary streams
of data; however, it is not directly applicable to nonbinary
data sets when they are not power of two. As far as we are
concerned, there is not a standardized set of test for checking
randomness of nonbinary sources.
In this paper, some tests suitable for nonbinary sources
described in [36] have been applied. Particularly, frequency
test, serial test, and poker test were used successfully. As for
frequency and serial test, the chi-square goodness of fit test
was successfully passed to sequences of 3 and 15 millions
of tuples, respectively. Regarding the poker test, also the chi-
square goodness of fit test was carried out by using the five
categories described by Knuth [36].
D. Key Space
In the proposed system, the key space size of a single cell
would be given by all the possible values of γ and x0, with
64 bits each one, and the initial 61-bit-length LFSR state, y0.
This gives a total key space size of 264+64+61 = 2189. Some
guidelines recommend that in order to be secure for the coming
years, the key space size should be greater than 2112 or 2128
[37], [38]. Therefore, the key space size of this algorithm is




The complete system has been implemented in a Xil-
inx Virtex 7 FPGA. In the setup for test, the FPGA has
been connected to two SFP modules capable of transmitting
at a rate of 1.25 Gb/s at 850 nm over multimode fiber.
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Fig. 14. Scheme of FPGA implementation for Ethernet interface with the encryption function. TX and RX PCS datapaths work with different clock domains.
In TX datapath, the system clock is used. However, for the RX datapath, is necessary to use the recovered clock from PMA block. This clock is used on the
RX side of the PCS block until the elastic buffer. Elastic buffer is used for rate adaptation between MAC and RX interface of PCS block.
Fig. 15. Test setup photograph.
The FPGA design consists of two Ethernet interfaces with
PHYsec function and two Ethernet frame generator modules
connected to them. Each Ethernet interface contains the MAC
module and the PHY (PCS and PMA blocks) including the
encryption system explained along this paper. The scheme
of the overall hardware system and the structure of the
Ethernet interfaces are shown in Figs. 13 and 14, respectively.
In Fig. 15, a photograph of the test setup is also shown.
The PHY is connected directly to the SFP modules, thanks
to the FPGA SERDES circuit. In the MAC side, Ethernet
interface is connected to the Ethernet frame generator to test
the encrypted link with real traffic and verify that no frames
are lost and no cyclic redundancy check (CRC) errors are
produced during encryption.
It is important to remark that the initial PCS structure of
this paper (without the encryption mechanism) parts from an
implementation compatible with the standard. The PHYsec
functionality has been developed and incorporated to this
initial PCS sublayer.
Moreover, the final PCS structure, including PHYsec func-
tionality, introduces an extra latency in the 8b10b TX data-
path of 192 ns, in respect the baseline implementation, and
approximately the same in the RX datapath. This extra latency
is due to the new hardware modules added to PCS sublayer
and shown in Fig. 3. For example, in the TX direction, 8b10b
symbols have to traverse INSERT and CIPHER_OP_TX mod-
ules before being encoded. In the INSERT module, detailed
in Fig. 6, the pipeline introduces a latency of 18 clock cycles,
while the CIPHER_OP_TX operations (mapping, modulo-
267 addition, and reverse-mapping) delays only take six clock
cycles. The total latency introduced in TX datapath is 24 cycles
at a clock rate of 125 MHz (8 ns of period), which is the
operation frequency at which the system works.
B. Encryption Results
The conclusions drawn from simulation and hardware
debugging can be summarized in the following points.
1) Encryption/decryption works correctly and synchro-
nously without harming data traffic or link establish-
ment between Ethernet interfaces. Maximum data rate
is achieved without frame losses or CRC errors. It has
been checked, thanks to frame and CRC counters inside
Ethernet frame generators. Traffic bursts were tested
with a duration of 106 frames with length of 1500 bytes.
The throughput of the traffic was configured between
10% and 98% of the maximum line rate.
2) Encryption allows making the transmitted frames inde-
cipherable. When encryption keys are different between
transmitter and receiver, no valid frames are received in
RX interface as it is impossible to detect the right8b10b
symbol flow.
3) Encryption makes indistinguishable a data traffic pattern
from a continuous idle transmission, and then it is
able to hide the pattern of Ethernet traffic from passive
eavesdroppers.
For this last capability, it is interesting to monitor the signal
waveforms at the input of the encoder and output of the
decoder. Particularly, K control flag can give information about
the transmission state. This flag is generated next to each
8b10b symbol by the PCS_TX_CTRL controller in the PCS
sublayer. Both K control flag and 8b10b symbols are the input
to the encoder and the output of the decoder. Each 8b10b
symbol is a control or data one depending whether its K flag
is “1” or “0,” respectively.
If the encryption is not enabled, when transmitting no
frames, K control flag pattern is a signal that switches contin-
uously between “0” and “1.” It is because when no frame is
transmitted, idle ordered sets are continuously sent, and they
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Fig. 16. (a) K flag pattern before encryption when transmitting an Ethernet frame burst. (b) K flag pattern before encryption when no Ethernet frame is
transmitted. (c) K flag pattern after encyption regardless of the transmission or nontranmission of Ethernet frames.
TABLE II
FPGA RESOURCES USED IN KEYSTREAM GENERATOR SUBMODULES
are composed by two consecutive symbols, the control symbol
/K28.5/ plus a data symbol (/D5.6/ or /D16.2/).
However, when transmitting Ethernet frames, the K flag
pattern seems a burst pattern, as idle transmission only occurs
in the IFG periods and only data symbols are transmitted
between frame boundaries (setting K flag to zero).
When encryption is enabled, K flag pattern seems com-
pletely random in both situations, with or without Ethernet
traffic being transmitted. This effect makes indistinguishable
the data traffic pattern. In Fig. 16, simulation screenshot
shows how the K flag pattern in the ciphertext [Fig. 16(c)]
is randomized regardless of the traffic pattern of the plaintext
[Fig. 16(a) and (b)].
C. Implementation Results
Regarding the resources used by the proposed solution,
in Table II, the main contribution for each block inside
each keystream generator (KEYSTREAM GEN) is shown.
Modulo 267 (MOD-267) operation and keystream generator
bank (STM_BANK) take up the largest amount of FPGA
resources.
TABLE III
COMPARISON WITH OTHER SOLUTIONS
In the case of multiplication (MULT) cells, 16 of them
are necessary to implement the multiplications inside each
STM_CELL, as the chaotic map implementation requires it.
As there are nine STM cells per STM_BANK, then a total
of 144 MULT cells are necessary for each keystream generator.
Moreover, a comparison in terms of hardware resources
with the solution proposed in [23] is shown in Table III.
The main difference between them is the number of block
RAM (BRAM) and MULT cells. While this solution uses
MULT cells, in [23], no cell of this type is used. However,
the opposite happens with the number of BRAMs.
In addition, power consumption has been estimated in both
solutions. First, postsynthesis simulation of both mechanisms
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TABLE IV
CHAOTIC CELL COMPARISON WITH OTHER SOLUTIONS
has been performed to obtain the switching activity inter-
change format files, where port and signal switching rates
are recorded. With this information and thanks to the
power estimation tools, provided by the FPGA manufacturer,
the dynamic power figures have been obtained. The implemen-
tation of this paper achieves clearly better figures in Encryp-
tion_Rate/Slice and power consumption as shown in Table III.
Thanks to this comparison, it is possible to conclude that
the structure proposed in this paper, based on a stream cipher
next to a modulo operation, is more efficient than an FPE
blockcipher working in CTR mode [23].
However, as the stream cipher structure is based on a
chaotic map, it is also interesting to make a comparison of the
presented chaotic cell with other chaotic solutions. In Table IV,
a comparison in terms of hardware resources is made with
other chaotic implementations. Particularly, solutions imple-
menting the logistic map [39], modified logistic map [28],
Bernoulli [30], and Hennon [29] maps are shown. While
in Tables II and III, the overall hardware resources of this
solution are shown, and in Table IV, only the hardware relative
to the STM cell is taken into account.
As each implementation takes from its internal state dif-
ferent number of bits as output, the comparison has been
made in terms of the Encryption_rate per slice and output
bit. According to this, the proposed solution clearly achieves
a better result.
VII. CONCLUSION
As far as the authors are aware, this is the first time that a
chaotic solution for encrypting 1000Base-X Ethernet physical
layer has been proposed and developed. The new encryption
function PHYsec consists of symmetric ciphering at PCS
sublayer of the 8b10b symbol stream transmitted over an
optical link. Encryption based on an original chaotic cipher has
been tested with real Ethernet traffic and it has been concluded
that the proposed system works correctly without harming data
traffic or link establishment. In this paper, not only Ethernet
frames are ciphered but also the data traffic patterns are
masked. These features could improve the security at physical
level with no throughput losses, zero space overhead, and low
latency.
On the other hand, the proposed keystream generator mod-
ule entails ratio throughput/resources better than existing FPE
implementations. Moreover, other chaotic or nonchaotic secure
stream ciphers could be compatible in the proposed scheme.
Finally, as the proposed PHYsec method is suitable for
PCS sublayers using 8b10b encoding, the same idea could
be extended to other high-speed standards based on this
codification, such as Fiber Channel or peripheral component
interconnect-express.
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ABSTRACT In some encryption systems it is necessary to preserve the format and length of the encrypted
data. This kind of encryption is called FPE (Format Preserving Encryption). Currently, only two AES
(Advanced Encryption Standard) modes of operation recommended by the NIST (National Institute of
Standards and Technology) are able to implement FPE algorithms, FF1 and FF3. These modes work in
an electronic codebook fashion and can be configured to encrypt databases with an arbitrary format and
length. However, there are no stream cipher proposals able to implement FPE encryption for high data
rate information flows. The main novelty of this work is a new block cipher operation mode proposal to
implement an FPE algorithm in a stream cipher fashion. It has been called CTR-MOD and it is based on a
standard block cipher working in CTR (Counter) mode and a modulo operation. The confidentiality of this
mode is analyzed in terms of its IND- CPA (Indistinguishability under Chosen Plaintext Attack) advantage
of any adversary attacking it. Moreover, the encryption scheme has been implemented on an FPGA (Field
Programmable Gate Array) and has been integrated in a Gigabit Ethernet interface to test an encrypted optical
link with a real high data rate traffic flow.
INDEX TERMS FPE (format preserving encryption), stream cipher, FPGA (field programmable gate array),
Ethernet.
I. INTRODUCTION
Format Preserving Encryption, FPE, is a kind of encryption
used to cipher a plaintext preserving its original length and
format [1]–[3]. In the past, some of the first FPE solu-
tions [4], [5], were based mainly on the use of a standard
binary block cipher working in a known operation mode.
According to them, if the plaintext is in radix S, it must
be added modulo-S to the block cipher output to produce
the ciphertext. Although these techniques are based on stan-
dard modes of operation, also used to build stream ciphers,
no argument for their security has been given. In addition,
in some of them it is necessary to use an unbiasing operation
when S is not a power of two [4].
There have been many other proposals for this type
of encryption [6], but the only ones approved by the
NIST (National Institute of Standards and Technology) are
the modes FF1 and FF3 [7]. FF1, originally called FFX
(Format-preserving Feistel-based Encryption), was proposed
The associate editor coordinating the review of this manuscript and
approving it for publication was Sedat Akleylek .
by Bellare et al. [8], whereas FF3 corresponds to the BPS-BC
component proposed byBrier et al. [9]. Both operationmodes
are based on a non-binary Feistel structure, similar to that
shown in Fig. 1, and they are able to encrypt blocks of data
with an arbitrary format in an ECB (Electronic Code Book)
fashion. In fact, although they are operation modes using
AES as the underlying block cipher, they can be considered
directly as a kind of FPE block ciphers.
Some application examples for FPE are the encryption
of databases with an arbitrary format [6], [10]–[12] such as
PANs (Primary Account Numbers) or SSNs (Social Security
Numbers), which are not in binary format. Also, FPE can
be used in communication systems when it is necessary to
encrypt certain protocols, for example, in military or indus-
trial environments [13], [14], or when encrypting some image
formats [15].
Regarding the performance of FPE encryption methods,
some studies have been done, however they aremainly related
to software implementations [14], [16]–[18]. For perfor-
mance benefits, a hardware implementation could be consid-
ered as in [13], [19] or [20].
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FIGURE 1. Generic cipher structure for format-preserving Feistel-based
encryption: (a) ciphering (b) deciphering.
A hardware implementation of an FPE stream cipher could
be advantageous for that cases where a high encryption rate is
important and the plaintext format preservation is mandatory.
A tentative solution for this cases could be also the usage of
a standard stream cipher, however this would not be a valid
solution. As an example, let us to imagine a plaintext formed
by symbols in decimal radix. Each symbol will be represented
with 4 bits. Then we could try to encrypt the plaintext thanks
to a standard stream cipher generating a keystream formed
by 4-bit words, which would produce 4-bit ciphertext sym-
bols. As the keystream generator output could be considered
random and uniformly distributed, then the XOR operation
between the keystream and the plaintext would not guaran-
tee a ciphertext also in decimal radix. For example, if the
XOR operation between a symbol of the plaintext and the
keystream produced a ciphertext value between 11 and 15,
then the resulting value would not maintain the original for-
mat. If we needed to preserve the format (length and radix)
of the plaintext, the described encryption mechanism with a
standard stream cipher would not be valid.
An application example for the utility of FPE stream
ciphers could be in [20] or [21], where a Gigabit Ethernet
data flowmust be encrypted at line rate preserving the 8b/10b
encoding properties, which means preserving its format.
Some FPE stream ciphers have been proposed. For exam-
ple, in the FF3 mode [9], the basic FPE block cipher com-
ponent BPS-BC is proposed to be used in CBC (Cipher
Block Chaining) mode, while in [20], it is proposed to be
used in CTR (Counter) mode, as CTR can be considered the
best and most modern way to achieve confidentiality-only
FIGURE 2. (a) Structure of the proposed keystream generator using a
binary block cipher in CTR mode and a modulo-S operation. (b) Structure
of PRF FK_MOD decomposed in FK and modulo-S operation. The output of
FK is the least significant L bits taken from the output of block cipher EK
which has a block size of l bits.
encryption [22]. In [21], another proposed solution consisted
of using a conventional stream cipher whose output was
subjected to a modulo-S operation to encrypt a plaintext in
radix S. However, in this case the security is not clear as the
bias introduced by the modulo-S operation is not analyzed.
The main novelty of this work is the proposal of an FPE
stream cipher solution that reduces the hardware complexity
of possible solutions based on FPE modes (FF1 and FF3) and
is based on a recommended binary block cipher. Moreover,
by means of a new operation mode that could use a standard
block cipher, such as AES, it is possible to develop a formal
security proof, in the same way that is usually done with
traditional confidentiality-only operation modes, as in CTR
or CBC. The formal security proof consists in the analysis
of the IND-CPA (Indistinguishability under Chosen Plaintext
Attack) advantage expression of any adversary attacking the
proposed mode.
The proposed encryption mode in this work has been
called CTR-MOD. To parametrize its resulting structure, a
comparison of this mode with other taken as reference has
been done in terms of their IND-CPA advantage expressions.
The idea is to establish the condition under which CTR-MOD
has at least the same or greater security than the reference
mode when encrypting the same amount of information. Par-
ticularly, the mode used as reference has been CTR, since,
as mentioned before, it can be considered the best to achieve
confidentiality-only encryption [22].
CTR-MODmode consists of a standard block cipher work-
ing in CTR mode plus a modulo-S operation applied to its
output, which is added modulo-S to the plaintext. As shown
in Fig. 2a, the keystream, plaintext and ciphertext will be
also in radix S. In this figure the block size of the block
cipher is l bits, from which L are taken and used as input for
the modulo-S operator. The output values from the modulo-
S operator will be in the range {0, . . . , S − 1} and will be
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Algorithm 1 {C, next_ctr} = CTR(M , ctr)
CNT 0 = ctr + 1
Split M into m L-bit blocks {MB0,MB1, . . . ,MBm−1}
KBi = FK [CNT i] for i = 0, 1, . . . ,m− 1
CNT i+1 = CNT i + 1 for i = 0, 1, . . . ,m− 2
CBi = (MBi ⊕ KBi) for i = 0, 1, . . . ,m− 1
next_ctr = CNTm−1
C = {CB0,CB1, . . . ,CBm−1}
Return {C, next_ctr}
The paper is divided in eight sections. In Section II both
modes CTR and CTR-MOD are introduced, Section III
details the IND-CPA advantage expression for CTR-MOD
mode. Subsequently, Section IV makes a comparison
between the security expression of CTR and CTR-MOD
modes to parametrize the resulting structure of the pro-
posed mode. In Section V the application case where the
proposed mode has been applied, optical Gigabit Ethernet
communication, is described. The implementation and some
encryption results of CTR-MOD in thementioned application
case are shown in Sections VI and VII, respectively. Finally,
in Section VIII conclusions are given.
II. CTR AND CTR-MOD MODES
Concrete security analysis for CTR mode was originally
established in [23]. This operation mode is a stateful (counter
based and deterministic) encryption scheme.
Let us consider a family of PRF (Pseudo Random Func-
tion) functions F such that F : K × {0, 1}l → {0, 1}L
where L is the block size, K is the keyspace and FK is a
PRF from this family configured with a random key K taken
randomly fromK (KεK). The plaintext is formed by a group
of m L-bit blocks M = {MB0,MB1, . . . ,MBm−1} and it is
encrypted resulting in a ciphertext formed also by m L-bit
blocks C = {CB0,CB1, . . . ,CBm−1} thanks to its encryption
function CTR(M , ctr), as described in Algorithm 1.
The inputs ofCTR(M , ctr) are the messageM itself and the
initial value of the counter ctr , which is considered the state of
this algorithm.CNT i andKBi are the values of the counter and
keystream block in each encryption step. The l-bit counter
values are encrypted thanks to the underlying encryption
function FK giving rise to the L-bit keystream blocks. The
last counter value CNTm−1 will be used as next initial ctr
value for the next invocation of CTR(M , ctr).
The new proposed structure for the mode CTR-MOD of
Fig. 2a can be decomposed as shown in Fig. 2b, where the
block cipher in Fig. 2a has been modeled as a PRF EK . The
least significant L output bits of EK are taken as input of
the modulo-S operation, which is equivalent to perform the
modulo-2L operation at the output of EK . In this proposed
mode we have called FK and EK_MOD to the functions





case, as in CTR(M ,ctr) algorithm, FK in Fig. 2b can be
considered a PRF such that F : K × {0, 1}l → {0, 1}L ,
Algorithm 2 {C, next_ctr} = CTR−MOD(M , ctr)
CNT 0 = ctr + 1
Split M into m symbols in radix S {MB0,MB1, . . . ,MBm−1}
KBi = FK_MOD [CNT i] for i = 0, 1, . . . ,m− 1
CNT i+1 = CNT i + 1 for i = 0, 1, . . . ,m− 2
CBi = ((MBi ⊕ KBi)modS) for i = 0, 1, . . . ,m− 1
next_ctr = CNTm−1
C = {CB0,CB1, . . . ,CBm−1}
Return {C, next_ctr}
FIGURE 3. Scheme of the attack game between the adversary A and its
oracle performing a CTR encryption scheme. Configuration bit b
determines which message is encrypted during the game. After s queries
the adversary outputs bit b̂, meant as a guess at b.
which means that it maps the space of values
{




0, . . . ,2L − 1
}
. In Fig. 2b the whole module
formed by FK and the modulo-S operation has been called
FK_MOD, which means that FK_MOD(x) = FK (x)modS.
We can also consider FK_MOD a PRF such that FK_MOD :
K×{0, 1}l → {0, . . . ,S − 1}, as it maps integer values from{
0, . . . ,2l − 1
}
to {0, . . . ,S − 1}, where S is not necessarily
a power of two.
By taking into account Fig. 2b and the definition of
FK_MOD, the encryption function of CTR-MOD scheme
is described in Algorithm 2. This algorithm is similar to
Algorithm 1 but using FK_MOD function instead of FK and
the additionmodulo-S instead of theXORoperation (addition
modulo-2). Also, the plaintext, ciphertext and keystream are
formed by m symbols in radix S instead of m L-bit blocks.
III. CTR-MOD IND-CPA SECURITY
Usually the security of traditional operation modes for only
confidentiality is studied in the sense of IND-CPA secu-
rity [24]. The attack model is a game between an active adver-
sary A and an encryption oracle performing the encryption
scheme SE configured with a key K and a configuration bit b.
During the game the adversary chooses a sequence of s
pairs formed by two equal length messages (M01,M
1
1 ), . . . ,
(M0s ,M
1




i ) the advere-
sary receives from the oracle the ciphertext Ci corresponding
to the messageMbi . Finally the adversary must guess whether
(M01, . . . ,M
0
s ) or (M
1
1, . . . ,M
1
s ) were encrypted during the
game. It means that the adversary has to guess the value of the
configuration bit b after performing the s queries. Supposing
that the SE is CTR, in Fig. 3 a scheme of the game is shown.
VOLUME 8, 2020 21005
A. Pérez-Resa et al.: New Method for FPE in High-Data Rate Communications
TABLE 1. Game definitions.
In this figure, for each message Mbi with a length of mi
L-bit blocks the oracle performs the CTR encryption as in
Algorithm 1, generating mi keystream blocks KB of length
L bits. Symbol ‘&’ represents the concatenation of the mi
keystream blocks that have to be XORed with Mbi .
To measure the success of the adversary in breaking a
symmetric encryption scheme SE, the adversary advantage
is defined in [25] as in the following equation:





where the ADV IND−CPASE (A) is the IND-CPA advantage of the




is the probability of the adversary A of guessing the correct
value of configuration bit b. The advantage of A can be
understood as the excess of this probability over 1/2. When
the ‘guess’ probability is almost 1/2 and then the adversary
advantage is negligible the encryption scheme SE can be
considered secure.
IND-CPA advantage for CTR mode can be expressed as in
Theorem 1, which is proven in [23].
Theorem 1: Let FK : K × {0, 1}l → {0, 1}L be the
underlying function of the encryption scheme SE that corre-
sponds with CTR symmetric encryption mode. Let A be an
adversary attacking the IND-CPA security of SE that asks
at most s queries formed each one by a pair of messages
(M0i ,M
1
i ) with a length of mi blocks with L-bit length each
one. The s message queries will produce a total number of
qL-bit encrypted blocks which means that q =
∑i=s
i=1 mi.
Then an adversary B (attacking the PRF security of FK and
performing q queries) can be built thanks to A, such that:
ADV IND−CPACTR (A) ≤ 2 · ADV
PRF
FK (B) (2)
where ADV PRFFK (B) is the prf-advantage [24] of any adversary
B over FK and ADV
IND−CPA
CTR (A) is the IND-CPA advantage of
A over the encryption scheme CTR.
Our purpose is to obtain the IND-CPA advantage for
CTR-MOD to compare its security with the typical CTR
scheme and in this way extract the necessary conditions to
achieve at least the same or greater security. It can be proved
that this advantage can be expressed as in the following
theorem:
Theorem 2: Let FK_MOD : K× {0, 1}l → {0, . . . ,S − 1}
be the underlying function of the encryption scheme SE that
corresponds with CTR-MOD symmetric encryption mode.
Let A be an adversary attacking the IND-CPA security of
SE that asks at most s queries formed each one for a pair of
messages (M0i ,M
1
i ) with a length of mi symbols of radix S.
The s message queries will produce a total number of q
encrypted symbols, which means that q =
∑i=s
i=1 mi.
Then it is possible to build an adversary D (attacking the
PRF security of EK and performing q queries) such that:






where ADV PRFEK (D) is the prf-advantage of any adversary D
overEK as defined in [24],EK corresponds to the block cipher
that is part of the FK_MOD function and I is the difference
between L (the input bit length of modulo-S operation in
FK_MOD) and T , with T = log2S. The proof of this the-
orem is developed in the Appendix A thanks to the games
described in Table 1 and the definition of the prf-advantage
term ADV PRFFK . The explanation of these games and the term
ADV PRFFK are described in Appendix B.
IV. SECURITY ANALYSIS: CTR-MOD VS CTR
Although usually block ciphers are analyzed as PRFs, PRPs
(Pseudo Random Permutation) are what best models them.
Thanks to the PRF-PRP switching lemma [23] it is possible
to relate the PRF and PRP advantages of an adversary against
a block cipher as shown in (4).
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TABLE 2. IND-CPA Advantage comparison of different modes.
where ADV PRFEK (A) and ADV
PRP
EK (A) are the prf-advantage
and prp-advantage of adversary A against block cipher EK ,
respectively. The block size is l and the number of encryption
queries performed by the adversary during the prf-advantage
game is q.
According to (4), equations (2) and (3) of Theorems 1 and
2 can be rewritten as:















where EK is the underlying block cipher used in both
modes, qCTR and qCTR−MOD are the number of encrypted
blocks and symbols during the IND-CPA games of each
mode, and lCTR and lCTR−MOD are the block sizes of EK in
CTR and CTR-MOD, respectively. By each encrypted block
CTR mode encrypts lCTR information bits, while by each
encrypted symbol CTR-MOD encrypts T information bits
(T = log2S). Therefore the total number of encrypted bits in
each mode during the IND-CPA game is µCTR = qCTR · lCTR
and µCTR−MOD = qCTR−MOD · T , respectively.
According to this, it is possible to express the advantages of
equations (5) and (6) in terms of the encrypted bits and com-
pare themwith the expressions of other well-known operation
modes, as shown in Table 2.
As mentioned in Section I, we want to parametrize
CTR-MOD and establish under what condition it has at
least the same security as the classical CTR scheme when
encrypting the same amount of information, with µCTR =
µCTR−MOD = µ. It means that we want to know the con-
straints needed to get the following condition:
ADV IND−CPACTR−MOD (A) ≤ ADV
IND−CPA
CTR (A) (7)
If we assume that EK is in both modes a secure and a rec-
ommended cipher we can consider that it is a good PRP and
has a great prp-security, which means that the term ADV PRPEK
is negligible for both expressions (5) and (6). Then it is only
needed to compare the second terms of both expressions to










As qCTR = µCTR/lCTR, qCTR−MOD = µCTR−MOD/T , and
µCTR = µCTR−MOD = µ then (8) can be rewritten as:
µ2









It is possible to rewrite (9) as:
1
µ







T 2 · 2lCTR−MOD
)
(10)
In (10) I = L − T , where L is the input bit length of
modulo-S operation in CTR-MODmode. If we define the dif-
ference in bits between the output of the block cipher EK and
the input to the modulo-S operation as P = lCTR−MOD − L,
it is possible to rewrite (10) as:














As µ ≥ 1 and P ≥ 0, then the lowest bound for L that
always meets (11) is:












It is possible to conclude that if the underlying block
ciphers used in CTR and CTR-MOD modes have the same
prp-security, and the block size lCTR−MOD ≥ L, then
CTR-MOD scheme can have equal or better IND-CPA secu-
rity than CTR when encrypting the same amount of informa-
tion. It is important to notice that the block size lCTR−MOD
used in CTR-MOD will depend on the block size lCTR of the
CTR mode used as reference and the radix S of the plaintext,
as T = log2S. Expression in (12) will be the constraint nec-
essary to achieve condition (7).
V. APPLICATION CASE: ETHERNET 1000BASE-X
As we have mentioned in Section I, as far as the authors are
concerned, there are no standardized solutions for FPE stream
ciphers and its usage could be relevant in the cases where a
high encryption rate is necessary. For example, in the case of
the encryption in 1000Base-X standard for Gigabit Ethernet
optical links [20] .
The encryption in a layered communication model such
as TCP/IP can be performed at different levels of the com-
munication, such as in layers 2 or 3 with MACsec or IPsec
standards, respectively. Although encryption in physical layer
(layer 1) is less usual than in other layers some proposals
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FIGURE 4. Scheme of the Ethernet Interface formed by the PHY and MAC
(Medium Access Control) modules. MAC layer builds the Ethernet packets
transmitted to the PHY, which includes the PCS and PMA (Physical
Medium Attachment) sublayers. ENCRYPT and DECRYPT modules perform
the format preserving encryption/decryption of 8b/10b symbols at the
PCS sublayer. P/S and S/P modules are Parallel to Serial and Serial to
Parallel modules, that transmit and receive the bitstream from the optical
link.
have been made, for example related with photonic [26]–[29]
or radio [30], [31] technologies or with the physical layer
protocols [20], [21], [32].
One of the key benefits of performing the encryption at
layer 1 is the possibility of masking the data traffic pattern,
then achieving additional privacy, which permits to hide the
existence of data transmission as in [26] with the optical
steganography or in [20] with the encryption at encoding
sublayer.
Our application case is the standard 1000Base-X,
as in [20], [21]. In both cases the encryption is performed
in one of the sublayers of physical layer, where the 8b/10b
encoding is performed. This sublayer is called PCS (Physical
Coding Sublayer). The 8b/10b encoding at PCS is used to
provide certain properties to the bitstream that is transmitted
through the Gigabit Ethernet optical link, such as DC balance,
high transition density and short run length. Ciphering at PCS
level must be performed in a way that the 8b/10b encoding
properties are preserved, which means that the encryption
method must preserve the same format in the plaintext and
the ciphertext.
On the other hand, encryption and decryption modules
must be located in the 1000Base-X datapath as shown
in Fig. 4, where an optical Ethernet interface is shown.
In order to preserve the coding properties, the encryp-
tion of an 8b/10b symbol must give as result another valid
8b/10b symbol, which means to perform an FPE encryp-
tion. Ciphered symbols must be within the alphabet of sym-
bols supported by the encoding standard. For this reason,
the generic structure of the ENCRYPT module is built as
shown in Fig. 5.
In Fig. 5, since S is the possible number of valid 8b/10b
symbols, these are mapped to an integer value in the range
{0, . . . , S − 1}, giving rise to a plaintext in radix S. Then a
modulo-S addition is performed between the mapped sym-
bols and a keystream also represented with values in the range
{0, . . . , S − 1}. After that, the resulting ciphered values are
reverse-mapped to its corresponding 8b/10b symbols which
are finally encoded to 10-bit values and sent to the serializer.
FIGURE 5. Location and generic structure of a stream cipher in a physical
layer with 8b/10b line encoding. 8b/10b symbols are formed by eight
data bits and one control bit. These symbols are mapped in
CIPHER_OPERATION block thanks to MAP and DEMAP modules. The





FIGURE 6. Overall structure for the streaming encryption system in a
physical layer with 8b/10b encoding using CTR-MOD mode. Decryption
will be as encryption but using a modulo-267 subtraction instead of an
addition. 8b/10b symbols are formed by 8 data bits, D_in, and one control
bit K_in. The symbols are mapped to 9-bit values (B = 9) in the range [0,
266] as S = 267.
In the 1000Base-X standard only 267 possible symbols are
valid in the 8b/10b encoding, which means that S =267.
In this work, CTR-MOD operation mode has been used to
perform the keystream generation and the modulo-S addition
of Fig. 5, in the same way as Algorithm 2 of Section II.
VI. SYSTEM IMPLEMENTATION
We assume that we want to achieve at least the same or
better IND-CPA security than a recommended block cipher
working in CTR mode. Let be the block and key size of
this reference block cipher a standard length of 128 bits.
According to (12) if lCTR = 128 bits, and T = log2S ∼= 8.06
bits, then lCTR−MOD must be lCTR−MOD ≥ L ≥ 149 bits to
achieve the security that meets condition (7). By taking into
account these parameters, proposed CTR-MOD structure has
been adapted to the generic scheme of Fig. 5. The resulting
encryption scheme is shown in Fig. 6.
As the underlying block cipher must have a block size
greater than 128 bits because lCTR−MOD ≥ 149, the well-
known Rijndael [33] cipher has been used. The main dif-
ference between Rijndael and AES (Advance Encryption
Standard) is the range of configuration values for the block
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FIGURE 7. Test set-up scheme.
TABLE 3. Comparison with other hardware solutions.
size and the key length, in fact AES is a subset of Rijndael.
While in AES the block size is fixed to 128 bits, in Rijndael
it can take three values, 128, 192 and 256 bits. In this work
Rijndael has been configured with 192 bit block size and a
128 bit key length, which means lCTR−MOD = 192.
The block MOD_2149 of Fig. 6 is simply to take the
149 least significant bits of the Rijndael output. However,
the second modulo operation, the MOD_267 module, takes
more resources as 267 is not a power of two. Its implemen-
tation has been based on [34], which presents a high-speed
hardware structure for a generic operation ‘x mod z’.
The final structure shown in Fig. 6 has been synthetized
using a Xilinx Virtex 7 FPGA. Regarding the hardware
resources used, they have been compared in Table 3 with
other solutions based in the mentioned FF1 and FF3 modes
for FPE [13], [20], and an ad-hoc stream cipher [21]. In this
table, the amount of registers, LUTs (Look Up Tables) and
BRAMs (Block RAMs) are shown. According to these results
it is possible to conclude that the solution in this work
achieves a better figure in Encryption_Rate/Slice than the
others.
Finally, to test the encryption mechanism with real traf-
fic, the KEYSTREAM_GENERATOR and CIPHER OPER-
ATION modules of Fig. 6 have been integrated in the
ENCRYPT and DECRYPTmodules of the Ethernet Interface
in Fig. 4. Two Ethernet Interfaces have been implemented
in the Xilinx FPGA platform as shown in Fig.7. The PHY
sides of both interfaces have been connected to optical SFP
(Small Form Factor Pluggable) modules able to transmit at
1 Gbps data rate through a fiber link. Also two Ethernet
Frame Generators have been connected to the MAC sides
of both Ethernets Interfaces to test the encrypted link with
real traffic. With these generators it is possible to produce
Ethernet frame flows configured with different frame size,
payload and interframe gap.
Note that in Table 3 we have only compared the solution
in this work with other FPE solutions. A comparison of the
proposed system with other well-known binary stream cipher
implementations could be done. However, as mentioned in
Section I this kind of ciphers cannot be a valid solution to
preserve the format of the plaintext. In addition, although
stream ciphers are suitable for high speed applications, their
cryptanalysis and design criteria are less understood than
block ciphers [35]. Indeed, a stream cipher application can
be implemented easily thanks to a secure block cipher such
as AES working in CTR mode, considered secure thanks to
its formal security proof [23]. In the same way CTR-MOD
mode can be considered enough safe as an FPE stream cipher
structure.
VII. ENCRYPTION RESULTS
As mentioned in previous Section, one of the key benefits
of performing the encryption at layer 1 is the possibility of
masking the data traffic pattern, achieving additional privacy,
as possible passive attackers are not able to detect the pres-
ence of current communications.
In the particular case of 1000Base-X, the transmission
of 8b/10b symbols is carried out constantly, including in the
case no frame is being transmitted or during the gap between
frames. In these situations, the PHY always transmits idle
sets of 8b/10b symbols, whose purpose is to maintain the
synchronization between remote terminals.
To check the masking capability of the encryption, the SE
(Shannon Entropy) in (13) has been measured for dif-
ferent encrypted and non-encrypted frame traffic patterns.
The 8b/10b symbol stream for each traffic pattern, mapped
between 0 and S−1, has been grouped in tuples of t symbols
called βt , and the probability for each tuple, P(βt ), has been
calculated. Particularly, SE has been measured for values of t







P (βt) · log2 P (βt) (13)
Ideally, if every t-tuple (βt ) is equally likely with probabil-
ity P (βt) = p = S−t the value of Shannon Entropy for every
t should be equals to SE = log2 S = log2 267 ∼= 8.0606.
In Fig. 8 the SE measured for different traffic patterns
is shown. Pattern A corresponds with no frame transmis-
sion, where only idle sets are transmitted over the link. Pat-
terns B, C andD correspond to continuous frame transmission
of 1024-bytes length with random payload at rates of 10.2%,
50% and 91% of the maximum Gigabit line rate. Pattern
E corresponds to continuous frame transmission of random
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FIGURE 8. Shannon Entropy measured for different traffic flows of
8b/10b symbols grouped in tuples of t symbols with t from 1 to 2.
Ethernet traffic patterns are called A, B, C, D and E and their encrypted
versions, A’, B’, C’, D’ and E’. The red line marks the maximum entropy
achievable with an 8b/10b data flow.
FIGURE 9. (a) K_out flag pattern without encryption when no Ethernet
frame is transmitted; (b) K_out flag pattern without encryption when
transmitting an Ethernet frame burst; (c) K_out flag pattern after
encryption regardless of the transmission or non-transmission of
Ethernet frames.
length and payload and minimum gap between frames. The
non-encrypted versions of these patterns have different SE,
however every encrypted version has the maximum possi-
ble SE, which makes them indistinguishable from each other
and therefore proves themasking property, as shown in Fig. 8.
Moreover, to appreciate graphically this masking property
is interesting to show the signal waveforms of 8b/10b flows
after the encryption module. As shown in Fig. 6, 8b/10b
symbols are formed by one control bit and eight data bits.
In Fig. 6, after the encryption operation, these are called
K_out and D_out, respectively, and they are used by the
8b/10b encoder to generate 10 bits. Each 8b/10b symbol is a
control or data one depending whether its K_out flag is ‘1’ or
‘0’, respectively. When no frames are transmitted (pattern A)
and encryption is disabled, Ethernet physical layer always
transmit continuously idle sets composed by two consecutive
symbols, one control symbol (with K_out equals to ‘1’) and
a data symbol (with K_out equals to ‘0’). It means that the
K_out pattern in this situation is a signal that switches contin-
uously between ‘0’ and ‘1’, as shown in Fig. 9a.When frames
are transmitted (patterns B, C, D, E), the K_out flag will
behave as a blast signal, as the idle sets are only transmitted
in the space between frames. During frame transmission only
8b/10b data symbols are transmitted which will make K_out
flag remain to ‘0’ as shown in Fig. 9b.
Finally, by enabling encryption, 8b/10b symbols are
ciphered and K_out flag and D_out are randomized (in every
flow A, B, C, D or E) making indistinguishable which pattern
is being transmitted, as shown in Fig. 9c.
VIII. CONCLUSION
In this work the authors have presented a new block cipher
operation mode able to preserve the format of the plaintext
when encrypting a high speed data stream. A security analysis
has been made proving that it is possible to get at least the
same or better security than a traditional CTR mode working
with a standard 128-bits block cipher. The proposed solution
permits the use of classical block ciphers instead of ad-hoc
stream ciphers whose cryptanalysis and design criteria are
less understood, or FPE structures whose architecture is more
complex and entails larger hardware resources.
A parametrization and implementation of this FPE
proposal has been carried out for the specific case of opti-
cal Gigabit Ethernet communications, achieving an Encryp-
tion_Rate/Slice better than in other existing FPE solutions,
including FF1 and FF3 modes.
Finally, the masking property of the encryption at physical
layer in 1000Base-X standard has been tested with the pro-
posed operation mode, checking that different data patterns
can be made indistinguishable from each other, including
from the situation of no frame transmission.
APPENDICES
APPENDIX A
PROOF OF THEOREM 2
According to [23], and taking into account that CTR-MOD
is a CTR-like mode but using a modulo-S addition (instead
of an XOR operation) and an underlying PRF function
FK_MOD that maps integer values from
{
0, . . . ,2l − 1
}
to
{0, . . . ,S − 1} instead from
{




0, . . . ,2L − 1
}
as FK , it is possible to express the IND-CPA security of
CTR-MOD in a similar way as in (2) such that:
ADV IND−CPACTR−MOD(A) ≤ 2 · ADV
PRF
FK _MOD(B) (14)
where ADV PRFFK _MOD (B) is the prf-advantage of an adversary
B over FK_MOD. Therefore, by obtaining this advantage it
will be possible to get the expression for the IND-CPA advan-
tage over the proposed scheme. The generic prf-advantage
ADV PRFFK of any adversary over a PRF FK is defined in [24]
and an explanation about it is detailed in the Appendix B.
Thanks to the games defined in Table 1 it is possible to
express the term ADV PRFFK _MOD (A) according the following
lemma:
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Lemma 1: Let be FK and EK PRFs taken from the families
of functions F : K×{0, 1}l→{0, 1}L and E : K×{0, 1}l →
{0, 1}l . Let be Func_MOD and Func′_MOD two functions
defined as in Table 1. On the one hand, Func_MOD(x) =
f (x)modS, where f is a random function taken from the set of
functions Func (l,L) : {0, 1}l → {0, 1}L . On the other hand
Func′_MOD(x) = f (x)mod2L , where f is a random function
taken from the set of functions Func (l, l) : {0, 1}l → {0, 1}l .
Then their prf-advantages can be related as in the following
equation:





+ADV PRFFunc_MOD (A) (15)
In addition, it is possible to express the prf-advantages
of any adversary A over the functions Func_MOD and
Func′_MOD according to the Lemmas 2 and 3, respectively:
Lemma 2: Let be Func_MOD a function defined as in
Lemma 1. Then any adversary A making q oracle queries
when attacking the prf-security of Func_MOD will obtain an





where I = L − T and T = log2S.
Lemma 3: Let be Func′_MOD a function defined as in
Lemma 1. Then any adversary A making q oracle queries
when attacking the prf-security of Func′_MOD will obtain
an advantage such that:
ADV PRFFunc′_MOD (A) = 0 (17)
By taking into account Lemma 2 and Lemma 3 it is possi-
ble to derive the following expression from equation (15):






Finally, by substituting the expression of the term
ADV PRFFK _MOD (A) in equation (14) it is possible to derive (3)
which proves Theorem 2. For clarity purposes, proofs of
Lemmas 1, 2 and 3 are given in the Appendices C, D and
E using the games definitions of Table 1. Game definitions
are explained in Appendix B.
APPENDIX B
GAME DEFINITIONS
In this Section the definition of term ADV PRFFK and the expla-
nation of games in Table 1 are described. These are necessary
to develop the proof of Theorem 2 and Lemmas 1, 2 and 3.
A. PRF ADVANTAGE ADV PRFFK
The generic prf-advantage ADV PRFFK (A) of any adversary A
over a PRF FK is defined in [24] according to the following
definition:
Definition 1: Let F : K × {0, 1}l → {0, 1}L be a family
of functions, and let adversary A be an algorithm that takes
from an oracle a function g: {0, 1}l → {0, 1}L , that can be
configured as a random function or a PRF FK depending on a
TABLE 4. Game EXbF .
FIGURE 10. Scheme of the game EXbF (a) between the adversary A and its
oracle. Configuration bit b determines which function is being
implemented by the oracle, FK or f . The outputs of the resulting function
g are analyzed by A to return b̂, meant as a guess at b.
bit b, and tries to distinguish which function has been taken.
The function g is passed to the adversary as an argument and
it returns a result bit b̂ (b̂ ← A(g)) meant as a guess at b.
According to the game EXbF in Table 4 the prf-advantage of
A over FK is defined as:
ADV PRFFK (A) = P
[









EXbF (A) = 1
]
is the probability that the result of the
game EXbF (A) is b̂ = 1.
The game EXbF (A) is configured with the bit b. If b = 1 a
key of length k bits is selected randomly from the keyspaceK.
It is expressed as K
$
← {0, 1}k , where the operator
$
←
means a ‘random selection’. In addition, the argument g for
the adversary A is selected to be the PRF FK configured
with key K . On the other hand, when the game EXbF (A)
is configured with b = 0 the argument for A is a random
function f , taken randomly from the whole set of functions
Func(l,L) : {0, 1}l → {0, 1}L , which is expressed as f
$
←
Func(l,L). The value of ADV PRFFK (A) measures how well
A is doing when distinguishing between f and FK . Game
EXbF can be represented graphically as in Fig. 10, where
the oracle implements the function g, that can be FK or f
depending on the value of b. The adversary A interacts with g
by performing q queries of l-bit values ti,
{
t0, t1, . . . , tq−1
}
,
and the oracle responds to the adversary queries with qL-bit
output values g(t i). Finally A returns b̂ meant as guess at b.
In order to obtain the expression for the ADV PRFFK _MOD(A)
we have defined a set of games shown in Table 1.
In these games, as in game EXbF , the operator
$
←
means a ‘random selection’, and Func(l,L), Func(l, l)
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and Func(l,T ) represent sets of functions such that
Func(l,L) : {0, 1}l → {0, 1}L , Func(l, l) : {0, 1}l → {0, 1}l
and Func(l,T ) : {0, 1}l → {0, . . . ,S − 1} with T = log2S.
In the same way as in game EXbF , games in Table 1 can
measure the ability for an adversary A to distinguish between
two functions depending on the configuration of the bits b
and n. Moreover, in each game A performs q queries of values
ti,
{
t0, t1, . . . , tq−1
}
, to an oracle implementing a function g.
AdversaryA receives from the oracle q output values g(t i) and
returns a result bit as in EXbF .
B. GAMES B AND D
Games EnF ′ (A) and E
n
F (A) are games B and D respectively
in Table 1, they are only configured with the configuration bit
n, and at the beginning of both a random key K is obtained,
such that K
$
← {0, 1}k .
In game B, EnF ′ (A), adversary A tries to distinguish between
functions FK_MOD and Func_MOD. FK_MOD is defined as
in Section II, where FK_MOD(x) = FK (x)mod S, and FK
is the PRF configured with the random key K . Func_MOD
is a function obtained after applying modulo-S operation to
the output of the function f , such that Func_MOD(x) =
f (x)mod S. Function f is selected randomly from the set of
functions Func(l,L).
In game D, EnF (A), adversary A tries to distinguish between
functions EK_MOD and Func′_MOD. EK_MOD is defined





EK is the PRF function that represents the block cipher of
Fig. 2b configured with the random key K . Func′_MOD is
a function obtained after applying a modulo-2L operation to
the output of a function f selected randomly from the set of
functions Func(l, l).
As summary, in EnF ′ (A), adversary A tries to distinguish
between a PRF and a random functionwith different input and
output bit lengths, both followed by a modulo-S operation,
while in EnF (A) adversary A tries to distinguish between a
PRF and a random function with the same input and output
bit lengths, both followed by a modulo-2L operation.
C. GAMES A AND C
Games EnbF ′ (A) and E
nb
F (A) are games A and C respectively,
they are configured with the mode bit n and the configuration
bit b, and at the beginning of both a random keyK is obtained,
such that K
$
← {0, 1}k .
In EnbF ′ (A) adversary A will try to distinguish between a
random function selected from the set of functions Func(l,T )
and a function r that depends on the value of the mode bit n.
When n = 1, this function is configured as r = FK_MOD as
defined in Section II, while with n = 0, r = Func_MOD that
is defined as in the previous subsection.
In EnbF (A) adversary A will try to distinguish between a
random function selected from the set of functions Func(l,L)
and a function r that depends on the value of the mode bit
n. With n = 1, r = EK_MOD as defined in Section II,
and when n = 0, r is configured as r = Func′_MOD as
defined in the previous subsection.
APPENDIX C
PROOF OF LEMMA 1
According to game A in Table 1 and the definition of the prf-
advantage in (19), we can define the following prf-advantages
of adversary A over FK_MOD and Func_MOD:
ADV PRFFK _MOD (A) = P
[




E10F ′ (A) = 1
]
(20)
ADV PRFFunc_MOD (A) = P
[









EnbF ′ (A) = 1
]
is the probability that the result of the
game EnbF ′ (A) is b̂ = 1. In the case of (20) we are measuring
the advantage of A over FK_MOD as we are performing the
game E1bF ′ (A), and in this case A tries to distinguish between
the PRF FK_MOD and a random function taken from the
set of functions Func(l,T ). Both FK_MOD and Func(l,T )
map values between {0, 1}l and {0, . . . ,S − 1}. In the case
of (21) we are measuring the advantage of A over Func_MOD
as we are performing game E0bF ′ (A) where A tries to distin-
guish between Func_MOD and a random function taken from
Func(l,T ).
According to Table 1, if b = 0 the input argument for









E10F ′ (A) = 1
]
. Then it is pos-
sible to derive the following expression from (20) and (21):









E01F ′ (A) = 1
]
(22)
As the inputs for adversary A in games En1F ′ (A) and E
n
F ′ (A)
are the same then P
[

















E0F ′ (A) = 1
]
(23)
In Fig. 11a, a graphical diagram for game EnF ′ (A) is shown.
Adversary A makes q queries to the oracle that implements
the function FK_MOD or Func_MOD depending on the
value of configuration bit n. The diagram in Fig. 11a can
be represented also as in Fig. 11b. As both schemes are
equivalent from the point of view of adversary A we can
conclude that it is possible to build an adversary C from A
that produces thesame result bit as A. Moreover, as the role
of adversary C in Fig. 11b is the same as the role of adversary
A in Fig. 10 when performing game EXbF (A), (23) can be
rewritten as:

















EX0F (C) = 1
]
= ADV PRFFK (C) (24)
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FIGURE 11. Diagram of (a) experiment EnF ′ (A) and (b) its equivalent using
the adversary C. In both cases adversary A generates the same amount of
queries to the oracles. In each query A sends ti word represented with l





end, adversary A produces the result bit n̂.
As defined in Section II, FK (x) = EK_MOD(x), which
means that:
ADV PRFFK _MOD (A) = ADV
PRF




On the other hand, thanks to game C in Table 1, it is
possible to define the following advantages:
ADV PRFEK _MOD (A) = P
[




E10F (A) = 1
]
(26)
ADV PRFFunc′_MOD (A) = P
[









EnbF (A) = 1
]
is the probability that the result of the
game EnbF (A) is b̂ = 1. In the case of (26) we are measuring
advantage of A over EK_MOD, as we are performing game
E1bF (A), and in this case adversary A tries to distinguish
between EK_MOD and a random function taken from the
set of function Func (l,L) . In the case of (27), as we are
performing game E0bF (A) the adversary A tries to distinguish
between Func′_MOD and a random function taken from
Func (l,L) , which is equivalent to measure the advantage
over Func′_MOD.
According to Table 1, if b = 0 the input argument
for adversary A is always the same in games E00F (A) and
E10F (A), therefore P
[




E10F (A) = 1
]
. Then,
as E00F (A) = E
10
F (A) and E
n1
F (A) = E
n
F (A) it is possible to
FIGURE 12. Diagram of (a) experiment EnF (A) and (b) its equivalent using
the adversary D. In both cases adversary A generates the same amount of
queries to the oracles. In each query A sends ti word and receives g(ti)
symbol. At the end, adversary A tries to guess the configuration bit n̂.
derive (28) from (26) and (27).

















E0F (A) = 1
]
(28)
In Fig. 12a, game EnF (A) is shown graphically. As Fig. 12a
and Fig. 12b are equivalent from the point of view of adver-
sary A, it is possible to build an adversary D from A that
produces the same return bit than A. In addition, the role of
adversary D in Fig. 12b is the same as the role of adversary
A in Fig. 10 when performing game EXbF (A). Then equa-
tion (28) results as:

















EX0F (D) = 1
]
= ADV PRFEK (D) (29)
Therefore:





According to (30), equation (25) can be written as:





+ADV PRFFunc_MOD (A) (31)
which is the same expression as in equation (15) and then
proves Lemma 1.
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FIGURE 13. Domain
{
0, . . . , 2L − 1
}
is mapped into interval{
0, . . . , S − 1
}
. Each interval Si is mapped in the range
{
0, . . . , S − 1
}
.
As 2L is not a multiple of S the last green interval is called Slast and it
contains only R values that are mapped to the range
{




PROOF OF LEMMA 2
To prove the Lemma 2 it is necessary to obtain the
term ADV PRFFunc_MOD (A), that depends on game E
01
F ′ (A) and
E00F ′ (A) as shown in (21). This term measures the capabil-
ity of A for distinguishing the function Func_MOD(x) =
f (x)modS, where f is a random function taken from the
set of functions Func(l,L), from a random function from
the set Func(l,T ), where T = log2S and S is not a power
of two. The function f maps values from the domain{




0, . . . ,2L − 1
}
. By applying modulo-S
operation to the outputs of function f , values in the domain{
0, . . . ,2L − 1
}
are mapped to domain {0, . . ., S − 1}. There-
fore function Func_MOD will map values from the domain{
0, . . . ,2l − 1
}
to {0, . . ., S − 1}, as random functions in the
set Func(l,T ) do. In Fig. 13, the way of mapping values
from
{
0, . . . ,2L − 1
}
to {0, . . . , S − 1} thanks to modulo-S
operation is shown. As S is not a power of two, 2L is not a
multiple of S. Then the remainder R of the division between
2L and S can be written as:
R = 2L − m · S (32)
where m is the quotient of the division.
According to (32) the range
{
0, . . . ,2L − 1
}
can be divided
in m blocks with S values each one and one last with only R
values, as shown in Fig. 13. The m blocks are called Si, with
0 ≤ i ≤ m − 1 and the last one with R values is called Slast .
After modulo-S operation, values in each range Si will be
equally distributed in destination range {0, . . . ,S − 1}, how-
ever the last range Slast includes the last R values in the range
{m · S, . . . ,m · S + R− 1} and they only are mapped in the
first R values of the destination range, {0, . . . ,R− 1}. It will
make that each value in the destination range {0, . . . ,R− 1}
can have one more occurrence than values in the range
{R, . . . ,S − 1}. Therefore, if each input of modulo-S opera-
tion were uniformly distributed in the range
{
0, . . . ,2L − 1
}
it will be possible to consider that its output will not be
uniformly distributed, asR is not zero. It means that the output






for 0 ≤ x ≤ R− 1
m
2L
for R ≤ x ≤ S − 1
(33)
where P (x) is the probability of occurrence of value x at the
output of the modulo-S operation.
During game E0bF ′ (A), the adversary A makes q queries and
they are not repeated. The queries are made to an oracle
performing function g, that can be configured thanks to b
value as g = Func_MOD or taken randomly from the set
Func(l,T ).
In E0bF ′ (A), f ∈ Func(l,L) and it is a random function.
According to [24] if the inputs of a random function f are not
repeated we can consider that each output of f is randomly
and uniformly distributed in its output range, which in this
case is
{
0, . . . ,2L − 1
}
, independently of anything else. The
same assumption can be done with the case of a random
function from the set Func(l,T ) we can consider that each
of its output is random and uniformly distributed in the range
{0, . . . ,S − 1}.
In the case of game E00F ′ (A), as g is a random function
taken from the set Func(l,T ), the final output from the ora-
cle can be considered random and uniformly distributed in
{0, . . . ,S − 1}.
However, in game E01F ′ (A), the oracle performs as function
g the function Func_MOD(x) = f (x)modS. As f is a ran-
dom function with a uniform distributed output in the range{
0, . . . ,2L − 1
}
, the output of Func_MOD will have a prob-
ability distribution as in (33) owing to modulo-S operation.
Let us consider two situations when performing game
E01F ′ (A). The first of them is when during the q queries made
by adversary A, at the output of f ∈ Func(l,L) no value falls
in the range Slast , but in any of the remainng Si intervals.
In this case the output of modulo-S could be considered ran-
domly and uniformly distributed in the range {0, . . . ,S − 1},
which is a situation indistinguishable from the game E00F ′ (A),
where adversary analyzes the outputs from g ∈ Func(l,T ).
Let us name this situation ‘Good interval’ or Gint.
The second case is the opposite, when during the q queries
performed in E01F ′ (A), some output of f falls in the range Slast ,
then we can consider that this result could make us per-
ceive the behavior of Func_MOD no to be like a random
function taken from Func(l,T ). Due to that it is possible to
consider that, at least, a good adversary could have a chance
to know that we are running E01F ′ (A) instead of E
00
F ′ (A). Let’s
name this situation ‘Bad interval’ or Bint.
If we call w1 to the event E01F ′ (A) = 1 and w0 to the event
E00F ′ (A) = 1 then:
P [w1] = P[w1|Gint] · P[Gint]
+P[w1|Bint] · P[Bint] (34)
where P [Gint] and P [Bint] are the probabilities of Gint and
Bint to occur during the q queries made by the adversary in
game E01F ′ (A), respectively.
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As the adversary cannot distinguish the situation Gint dur-
ing game E01F ′ (A) from game E
00
F ′ (A) because the output from








E01F ′ (A) = 1|Gint
]
→
P [w0] = P [w1|Gint] (35)
In addition, by taking into account (34) and (35) we can
rewrite (21) as:
ADV PRFFunc_MOD (A) = P
[




E00F ′ (A) = 1
]
= P [w1]− P [w0] = P [w1]− P [w1|Gint] =
P[w1|Gint] · (P [Gint]−1)+P[w1|Bint]·P [Bint] (36)
Moreover, as P [Gint] = 1 − P [Bint] then (36) can be
rewritten as:
ADV PRFFunc_MOD (A) = (P [w1|Bint]− P [w1|Gint]) · P[Bint]
(37)
To get an upper bound for ADV PRFFunc_MOD (A) we assume the
worst case where a perfect adversary is able to always detect
the function Func_MOD when running game E01F ′ (A) and
situationBint is produced, whichmeans that it always gives as
result E01F ′ (A) = 1. It means that with this perfect adversary
P [w1|Bint] = 1. Therefore (37) can be rewritten as:
ADV PRFFunc_MOD (A) = (1− P [w1|Gint]) · P[Bint] ≤ P[Bint]
(38)
The probability for an output value of the random func-
tion f ∈ Func(l,L) of falling into the range Slast , is equal
to R
/
2L , as this range has R values among the 2L possible.
As q queries are performed by the adversary A during game
E01F ′ (A), the probability for any of the q oracle outputs of
falling in Slast is P[Bint] =q · R
/
2L . Therefore (38) can be
expressed as:
ADV PRFFunc_MOD (A)≤q · R
/
2L (39)
By taking into account equation (32), as I = L − T ,




, R can be expressed as:



























Therefore (39) can be rewritten as:
ADV PRFFunc_MOD (A) ≤ q · R
/


















which corresponds with the equation (16) and finishes the
proof of Lemma 2.
APPENDIX E
PROOF OF LEMMA 3
Regarding the term ADV PRFFunc′_MOD (A), it is possible to
make a similar reasoning to that for ADV PRFFunc_MOD (A).
In Func′_MOD the output of the random function f ∈
Func(l, l) is subjected to a modulo-2L operation. Thanks
to this operation the output range of f ,
{
0, . . . ,2l − 1
}
,
is mapped to the space
{
0, . . . ,2L − 1
}
. This case differs
from the situation of Lemma 2, when analyzing Func_MOD,
where the space
{
0, . . . ,2L − 1
}
is mapped to the range
{0, . . . ,S − 1}.
In the proof of Lemma 2, the output interval of f ∈
Func(l,L) is
{
0, . . . ,2L − 1
}
. It is divided in m subinter-
vals Si with S values each one, and one last subinterval
Slast with the R remaining values. Each subinterval Si is
mapped to {0, . . . ,S − 1} after modulo S operation while
Slast is mapped to {0, . . . ,R− 1}. This concludes in equa-
tion (39) obtaining ADV PRFFunc_MOD(A) as a function of R,
ADV PRFFunc_MOD (A)≤q · R
/
2L .
In the case ofFunc′_MODwe couldmake the same reason-
ing as for Lemma 2, it is possible to divide the output range
of f ∈ Func(l, l),
{
0, . . . ,2l − 1
}
, into m intervals Si with
2L values each one and one last subinterval Slast with the R′
remaining values, where R′ is the remainder of the division
between 2l and 2L . Then it is possible to derive an expression
similar to (39) for ADV PRFFunc′_MOD (A):




In Lemma 2, S is not a power of two and 2L is not amultiple
of S, then it was possible to deduce that R = 2L − m · S,
however in this case as 2l is a multiple of 2L the remainder of
its division is zero, that is R′ = 0.
It means that ADV PRFFunc′_MOD (A) = 0, which is the same
expression as (17) and therefore it proves Lemma 3.
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Abstract—In this work a new self-synchronized symmetric 
encryption solution for high speed communication systems 
necessary to preserve the format of the plaintext is proposed, 
developed and tested. This new encryption mechanism is based on 
the block cipher operation mode called PSCFB (Pipelined 
Statistical Cipher Feedback) and the modulo operation. The 
confidentiality of this mode is analyzed in terms of its IND-CPA 
(Indistinguishability under Chosen-Plaintext Attack) advantage, 
concluding that it can be considered secure in the same way as 
traditional modes are. The encryption system has been integrated 
in the physical layer of a 1000Base-X Gigabit Ethernet Interface, 
where the 8b/10b symbol flow is encrypted at line rate. Moreover, 
to achieve authenticity, integrity, data freshness and key 
refreshing at physical layer, also a hardware mechanism has been 
proposed and implemented next to the self-synchronized solution. 
The implementation have been carried out in an FPGA (Field 
Programmable Gate Array) device. Finally, an encrypted optical 
link has been tested with real Ethernet frames, getting maximum 
throughput and protecting the data traffic from passive and active 
eavesdroppers. 
 
Index Terms—Gigabit Ethernet, Physical Coding Sublayer, 
encryption, stream cipher, PSCFB 
I. INTRODUCTION 
N recent decades, we have witnessed the rise of broadband 
networks, mainly thanks to the advance of communication 
standards in physical media such as optical fiber. Thanks to 
them it is possible to provide the high data bandwidth 
demanded by the customers and the market [1]. To achieve 
information confidentiality maintaining the information 
throughput, high speed encryption systems must be used. 
Encryption methods can be implemented at different levels 
of a communication system, for example MACsec [2] or IPsec 
[3], for layer 2 and layer 3, respectively. Regarding to physical 
level (layer 1), different solutions have been proposed 
depending on the transmission medium, such as [4], [5] or [6]. 
In the particular case of optical networks, physical layer it is 
considered critical to guarantee secure communications [7], [8], 
[9]. 
There are several encryption mechanisms for optical 
networks at physical layer. Some of them are focused on 
photonics technologies [9], [10], [11], while others are based on 
the protocols of the optical system such as in [12], where OTN 
(Optical Transport Network) frame payloads are encrypted at 
bit level. Other examples have been shown for 1 Gbps and 
 
This work was supported in party by MINECO-FEDER (TEC2014-52840) 
and FPU fellowship to M. García Bosque (FPU14/03523). 
A. Pérez-Resa, M. Garcia-Bosque, C. Sánchez-Azqueta and S. Celma are 
with the Electronic and Communications Engineering Department, Zaragoza 
10 Gbps optical Ethernet standards, where several proposals 
have been developed for 64b/66b [13] and 8b/10b [14] physical 
encodings. For the particular case of Gigabit Ethernet, the 
encryption is performed in the PCS (Physical Coding Sublayer) 
layer before the 8b/10b encoder. In this way it is possible to 
preserve the coding properties such as the transition density and 
short run length, that are necessary to facilitate the operation of 
the remote CDR (Clock and Data Recovery) circuits [15] at the 
physical layer. In addition, to preserve the coding properties it 
is necessary to perform the encryption able to preserve the 
format of the plaintext, in this case the 8b/10b symbol flow. 
This kind of encryption is usually called FPE (Format 
Preserving Encryption), and although many solutions have been 
proposed about it [16], the only ones approved by the NIST 
(National Institute of Standards and Technology) are the FF1 
and FF3 modes of operation [17]. 
As far as the authors are concerned, there are no standardized 
solutions for FPE self-synchronized stream ciphers, but some 
proposals have been made. For example in [18], where the self-
synchronized PSCFB operation mode was proposed to be used 
with the underlying FPE block cipher in [14]. An important 
issue regarded with symmetric encryption stream ciphers is that 
these must synchronize their keystreams before starting the 
encryption session. Furthermore, in case of missing the 
synchronization in the middle of a session an ad-hoc 
mechanism or protocol must be implemented to recover it. With 
the use of self-synchronized stream ciphers it is possible to 
dispense with these extra communication processes. 
Unfortunately, self-synchronized solution in [18] uses 
internally the recommended FF3 scheme that is based on a non-
binary Feistel structure formed by several processing stages 
where an AES block is required in each one of them. This 
increases the hardware complexity of the resulting FPE self-
synchronized solution with respect to other non-FPE ciphers. 
On the other hand, the PSCFB mode inherently has an 
encryption efficiency that can be less than 100% [19]. If 𝐸𝐾 is 
an  underlying block cipher working in PSCFB mode, the 
encryption efficiency represents the number of ciphertext bits 
that can be produced in PSCFB mode relative to the number of 
output bits produced by 𝐸𝐾 working in a basic CTR (Counter) 
mode. As consequence of having an efficiency lower than 
100% it is necessary to use input and output queues in the 
PSCFB structure, which increases the latency introduced by the 
encryption system [19]. 
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In order to reduce the hardware complexity of possible 
self-synchronous FPE stream ciphers, in this work a new 
structure able to preserve the format of the plaintext is 
proposed. It is based on a recommended block cipher working 
in an operation mode that is a synergic combination of PSCFB 
and CTR-MOD [20] modes. We have called it PSCFB-MOD. 
Since this new proposed operation mode uses as underlying 
block cipher a recommended binary block cipher instead of an 
FPE one, as in  [14] and [18], it is possible to reduce the 
hardware complexity introduced by the non-binary Feistel 
structure. In addition, with this new encryption scheme the 
input and output queues are not needed which reduces the 
latency introduced by the encryption system. 
By using a recommended underlying block cipher, for 
instance AES, it is possible to develop a formal security proof, 
in the same way as in traditional confidentiality-only operation 
modes, such as CTR or CBC (Cipher Block Chaining). The 
formal security proof consists of the IND-CPA 
(Indistinguishability under Chosen Plaintext Attack) advantage 
expression of any adversary attacking this scheme. 
The encryption system has been adapted to work in the 
1000Base-X physical layer for Gigabit Ethernet standard, as 
mentioned before. In addition, other important security issues 
such as authenticity, integrity, data freshness and key refreshing 
at physical layer are addressed in this paper. These 
functionalities next to the self-synchronized solution 
PSCFB-MOD have been implemented in an FPGA (Field 
Programmable Gate Array). 
The paper is divided in six sections. In Section II an 
introduction about Gigabit Ethernet standard, CTR-MOD mode 
and self-synchronized encryption is given. Section III presents 
the security analysis and the hardware implementation of the 
proposed PSCFB-MOD scheme and their comparison with the 
traditional CTR. Subsequently, Section IV describes the 
physical layer mechanism used to get authenticity, integrity, 
data freshness and key refreshing. Section V deals with the set-
up and encryption results. Finally, in Section VI conclusions are 
given. 
II. IMPORTANT CONCEPTS 
A. Optical Gigabit Ethernet Encryption 
Although there are no standardized solutions for FPE stream 
ciphers, its usage could be relevant in communications where a 
high encryption rate is necessary, as in physical layer 
1000Base-X for optical Gigabit Ethernet systems [14]. 
In [14] encryption is carried out in the PCS sublayer where 
the 8b/10b encoding is performed. Since the 8b/10b encoding 
is used to provide important properties to the bitstream it is 
necessary to preserve the format of the 8b/10b symbols. 
Therefore, the encryption of a gigabit Ethernet symbol must 
give as result another valid symbol that must be within group of 
symbols supported by the standard, which means to perform an 
FPE encryption. 
Encryption and decryption modules are located in the 
physical layer datapath as shown in Fig. 1, before the 8b/10b 
encoder/decoder. In this figure an Ethernet Interface is shown. 
It is composed of the MAC (Medium Access Control) and PHY 
layers. PHY module includes PCS, PMA (Physical Medium 
Attachment) and PMD (Physical Medium Dependant) 
sublayers. 
Inside the ENCRYPT module, FPE encryption is performed 
as shown in Fig. 2. If S is the possible number of different 
8b/10b symbols, using the MAP block, each symbol is mapped 
to an integer value in the range {0, … , 𝑆 − 1} to get a plaintext 
in radix S. The plaintext is added modulo-S to a keystream, 
which is also in radix S, to obtain the ciphertext. This ciphertext 
is then reverse mapped in the DEMAP module to get the final 
8b/10b encrypted flow. The ciphered 8b/10b symbols will be 
encoded to 10-bit values and sent to the serializer. 
 
Fig. 1. Scheme of the Ethernet Interface formed by the PHY and MAC modules. 
MAC layer builds the Ethernet packets transmitted to the PHY. ENCRYPT and 
DECRYPT modules perform the format preserving encryption/decryption of 
8b/10b symbols at the PCS sublayer. TX_SERIAL and RX_SERIAL are the 
serializer/deserializer modules that transmit and receive the bitstream from the 
optical link. 
 
Fig. 2. Location and generic structure of a stream cipher in a physical layer with 
8b/10b line encoding. 8b/10b symbols are formed by eight data bits and one 
control bit. The mapped symbols are represented with 𝐵 = ⌈𝑙𝑜𝑔2 𝑆⌉ bits.  




B. CTR-MOD operation mode 
CTR-MOD mode can be considered a kind-of counter mode 
where the counter is in binary radix with a length of 𝑙𝐶𝑇𝑅−𝑀𝑂𝐷 
bits while the keystream output is a stream of symbols in radix S 
and it is obtained thanks a function called 𝐹𝐾_𝑀𝑂𝐷. The 
ciphertext is obtained thanks to the module-S addition between 
the keystream and the plaintext. A representation of this mode 
next to the traditional CTR are shown Fig. 3. 
𝐹𝐾_𝑀𝑂𝐷 can be considered a PRF (Pseudo Random 
Function) such that 𝐹𝐾_𝑀𝑂𝐷: 𝒦 ×  {0, 1}
𝑙𝐶𝑇𝑅−𝑀𝑂𝐷 → {0, … ,
𝑆 − 1}. It is configured with a random K taken from the 
keyspace 𝒦 (𝐾 𝜖 𝒦). 𝐹𝐾_𝑀𝑂𝐷 is built thanks to a block cipher 
𝐸𝐾 as shown in Fig. 3a. In this figure the block cipher is 
modelled as a PRF such that 𝐸: 𝒦 × {0, 1}𝑙𝐶𝑇𝑅−𝑀𝑂𝐷 →
 {0,1}𝑙𝐶𝑇𝑅−𝑀𝑂𝐷 , where 𝑙𝐶𝑇𝑅−𝑀𝑂𝐷 (the counter length in bits) is 
also its block size. Its least significant L output bits are taken as 
input of a modulo-S operation, which is the same as performing 
the modulo-2L operation at the output of 𝐸𝐾. Finally we can 
represent 𝐹𝐾_𝑀𝑂𝐷(𝑥) in terms of 𝐸𝐾, such that  𝐹𝐾_𝑀𝑂𝐷(𝑥) =
(𝐸𝐾(𝑥)𝑚𝑜𝑑 2
𝐿) 𝑚𝑜𝑑 𝑆. 
C. Self-Synchronized Encryption 
Several mechanisms have been proposed for self-
synchronized encryption. On the one hand there are some 
proposals based on ad-hoc self-synchronized stream ciphers 
such those proposed in eSTREAM project, SSS and Mosquito 
[21], although they were dismissed due to their vulnerabilities 
[22], [23]. On the other hand self-synchronized stream ciphers 
can be built thanks to block ciphers working in certain operation 
modes such as CFB (Cipher Feedback), OCFB (Optimized 
Cipher Feedback) [24], SCFB (Statistical Cipher Feedback) 
[25] or PSCFB (Pipeline Statistical Cipher Feedback) [19]. 
Among them, PSCFB can be considered the best in terms of 
encryption throughput, as it can reach a value near to 100%. 
The PSCFB mode of operation is shown in Fig. 4. It is 
considered a combination of two NIST recommended operation 
modes CTR and CFB. The underlying block cipher 𝐸𝐾 has a 
block size of l bits and its structure is a pipelined architecture 
with P stages. It works initially in CTR mode, while the 
ciphertext is scanned to find a special n-bit sequence called 
synchronization pattern. As it is possible to assume that the 
output values of 𝐸𝐾 working in CTR mode are random and 
independent, the resulting ciphertext can be considered a 
random stream after performing the XOR operation between 
the keystream and the plaintext. 
Due to the randomness of the ciphered values, sync pattern 
will be detected at a statistical random point in the ciphertext. 
When the pattern is detected, the underlying block cipher do not 
increment its counter, it captures the next l bits and uses them 
as IV (Initialization Vector) which feeds back the counter value 
at the block cipher input, which is the same operation made by 
a block cipher working in CFB mode. Moreover, as the block 
cipher has a pipeline architecture with P stages, it is necessary 
to disable the sync pattern scanning since the IV is captured 
 
(a)             (b) 





Fig. 5.  Structure of the synchronization period in (a) PSCFB mode in binary 
radix and (b) PSCFB-MOD with radix S. 
 
Fig. 4.  Structure of PSCFB mode for encryption and decryption. The block 
cipher 𝐸𝐾(∙) has a block size of 𝑙 bits, and is implemented using 𝑃 internal 
stages. CNT block represents the counter of this mode. 
 




until 𝐸𝐾(𝐼𝑉) is available as new keystream block, P cycles 
later. This interval is called the blackout period and it is formed 
by the IV captured after sync pattern and the next P-1 ciphered 
blocks of l bits. In Fig. 5a complete synchronization cycle is 
shown. 
After the counter CNT of Fig. 4 is momentarily loaded with 
the new IV, it continues with its normal operation, which means 
a continuous increment (as in CTR mode) until a new sync 
pattern is found in the ciphertext. In that case the load operation 
of the IV is produced again and a new synchronization period 
starts.  
Let us name W to the random bit-length of the scan period 
and 𝐿𝐼𝑉 to the length of the IV, then, as mentioned in [19] the 
average size in bits of a complete sync period u is formed by 
the length of the sync pattern, 𝐿𝑠𝑝 = 𝑛, the blackout period, 
𝐿𝑏𝑝 = 𝐿𝐼𝑉 + 𝑙 ∙ (𝑃 − 1), and the average of the scan period, 
𝐿𝑠𝑐𝑎𝑛 = 𝐸{𝑊} until next sync pattern: 
 
𝑢 = 𝐿𝑠𝑝 + 𝐿𝑏𝑝 + 𝐿𝑠𝑐𝑎𝑛 = 
= 𝑛 + 𝐿𝐼𝑉 + 𝑙 ∙ (𝑃 − 1) +  𝐸{𝑊} = 𝑛 + 𝑙 ∙ 𝑃 + 𝐸{𝑊} 
(1) 
 
since 𝐿𝐼𝑉 = 𝑙 bits. 
III. PSCFB-MOD OPERATION MODE 
A. PSCFB-MOD Description 
To achieve self-synchronization for the encryption of a 
plaintext in radix S, the first approach could be applying PSCFB 
operation mode using an FPE block cipher instead of a 
traditional one in binary radix, such as AES. Both PSCFB 
structures, in binary and non-binary radix, are shown in Fig. 6a 
and Fig. 6b, respectively. 
On the one hand the block cipher 𝐸𝐾 in Fig. 6a should be 
replaced by an FPE block cipher 𝐹𝐾, for example such as the 
FF3 structure built in [14]. On the other hand the XOR 
operation in Fig. 6a must be replaced by a modulo-S addition to 
generate the ciphertext in radix S. These modifications in 
Fig. 6a results in the structure of Fig. 6b, and it corresponds 
with the PSCFB mode in radix S that was firstly proposed in 
[18]. 
In both solutions, after the sync pattern is detected, the IV is 
captured and used to refresh the counter value. This IV has a 
length equals to the input block size l and the same radix as the 
ciphertext and plaintext. 
In this work, to reduce the hardware complexity and latency 
of this first approach, PSCFB-MOD mode is proposed. Instead 
of using a block cipher, with the same width and radix for its 
input and output, a PRF 𝐹𝐾_𝑀𝑂𝐷 as described in Section II-B 
has been used, such that 𝐹𝐾_𝑀𝑂𝐷: 𝒦 × {0, 1}
𝑙 → {0, … , 𝑆 −
1}. The resulting structure is shown in Fig. 6c. 
The main difference between this mode and the previous of 
Fig. 6a and Fig. 6b is that the width and radix at the input of the 
underlying encryption function 𝐹𝐾_𝑀𝑂𝐷 is different to its 
output. While its input has a binary radix and an l-bit length the 
output is in radix S and it only has a length of one symbol. For 
this reason if the captured IV has a length of LIV symbols in radix 
S, it must be transformed to an IV with length of l-bits, which 
means with the same size and radix as the counter and the input 
of 𝐹𝐾_𝑀𝑂𝐷. 
Let us name the captured Initialization Vector in radix S as 
IVS, then the IV used to refresh the l-bit counter should be 
obtained from IVS thanks a function T(·), such that: 
 
𝐼𝑉 = 𝑇(𝐼𝑉𝑆) (2) 
 
The 𝐼𝑉𝑆 can be represented by a vector of 𝐿𝐼𝑉 symbols in radix 
S such that 𝐼𝑉𝑆 = {𝐼𝑉𝑆0, 𝐼𝑉𝑆1, … , 𝐼𝑉𝑆𝐿𝐼𝑉−1
}. The transformation 
function T(·) has consisted on two steps. Firstly, the numeral 
string IVS in radix S is converted to its binary radix 
representation with the function NUM(·), secondly the result 
 
(a)                 (b)                        (c) 
Fig. 6. Structure of (a) PSCFB mode in binary radix, (b) PSCFB mode in radix S, and (c) PSCFB-MOD mode. 𝐸𝐾 represents the block cipher in binary radix and 
a block size of l bits. 𝐹𝐾 represents the FPE block cipher in radix S and a block size of l symbols. Symbols in cases (b) and (c) are in radix S. 




from this conversion is truncated to its least significant l bits to 
get the IV of length l. Therefore T(·) can be expressed as: 
 
𝐼𝑉 = 𝑇(𝐼𝑉𝑆) = 𝑁𝑈𝑀(𝐼𝑉𝑆) 𝑚𝑜𝑑 2
𝑙  (3) 
 
where 𝑁𝑈𝑀(𝐼𝑉𝑆) = (∑ 𝐼𝑉𝑆𝑖 ∙ 𝑆
𝑖𝑖<𝐿𝐼𝑉
𝑖=0 ). 
Other issue that has to be taken into account is the length of the 
sync pattern. In the case of PSCFB in binary radix in Fig. 6a, 
this pattern is n-bit length. However in PSCFB schemes for 
Fig. 6b and Fig. 6c, as the radix is S, the sync pattern will have 
a length of n symbols. This length will influence in the desired 
SRD (Synchronization Recovery Delay) for the PSCFB 
encryption scheme [26], as we discuss in Subsection III-F. 
 The structure of a synchronization period of PSCFB-MOD is 
shown in Fig. 5b. As the output block size of 𝐹𝐾_𝑀𝑂𝐷 is one 
symbol the blackout period will be formed by the LIV symbols 
captured after sync pattern and the next P-1 ciphered symbols. 
According to this the average length in symbols of a complete 
sync period u is shown in (4) in a similar way as in (1). 
 
𝑢 = 𝐿𝑠𝑝 + 𝐿𝑏𝑝 + 𝐿𝑠𝑐𝑎𝑛 = 𝑛 + 𝐿𝐼𝑉 + 𝑃 − 1 + 𝐸{𝑊} (4) 
 
where W is the random length in symbols of the scan period. 
B. IND-CPA Security in CTR and PSCFB modes 
Usually the security of the confidentiality-only operation 
modes for block ciphers is studied in the sense of IND-CPA 
(Indistinguishability under Chosen-Plaintext Attack) security 
[27]. A metric called adversary advantage is obtained thanks to 
a game between an active adversary A and an encryption oracle 
performing the target encryption scheme Sℰ. This encryption 
scheme Sℰ is configured with a key and an experiment bit b, 
which the adversary tries to guess.  
During the game the adversary sends to the oracle a sequence 
of p pair of messages (𝑀1
0, 𝑀1
1), … , (𝑀𝑝
0, 𝑀𝑝
1). Both messages in 
each pair (𝑀𝑖
0, 𝑀𝑖
1) have the same length 𝑚𝑖. For each query 
from the adversary, the oracle responds with the ciphertext 𝐶𝑖 
corresponding to the message 𝑀𝑖
𝑏. Finally the adversary will try 
to guess if the oracle encrypted (𝑀1
0, … , 𝑀𝑝
0) or (𝑀1
1, … , 𝑀𝑝
1), 
which is the same as guessing the value of b after the p queries. 
To measure the success of the adversary in breaking a 
symmetric encryption scheme Sℰ, the adversary advantage is 
defined in [28] as in the following equation: 
 
𝐴𝐷𝑉𝑆ℰ
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) = 2 ∙ 𝑃𝑟(?̂? = 𝑏) − 1 (5) 
 
where the 𝐴𝐷𝑉𝑆ℰ
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) is the IND-CPA advantage of the 
adversary A over the encryption scheme Sℰ, and  𝑃𝑟(?̂? = 𝑏) is 
the probability of the adversary A of guessing the correct value of 
configuration bit b. The advantage of A can be understood as the 
excess of this probability over 1/2. When the ‘guess’ probability 
is almost 1/2 and then the adversary advantage is negligible the 
encryption scheme Sℰ can be considered secure. 
It is demonstrated in [29] that an adversary B attacking the 
PRF security of the underlying block cipher 𝐸𝐾 of Sℰ can be 









𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) is the advantage of A attacking Sℰ when 
its underlying encryption function is 𝐸𝐾, 𝐴𝐷𝑉𝑆𝐸(𝐹𝑢𝑛𝑐)
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) is the 
advantage of A over Sℰ when the underlying encryption 
function is a random function 𝐹𝑢𝑛𝑐(𝑙, 𝑙) such that 
𝐹𝑢𝑛𝑐(𝑙, 𝑙): {0, 1}𝑙 →  {0, 1}𝑙, and 𝐴𝐷𝑉𝐸𝐾
𝑃𝑅𝐹(𝐵)  is the 
prf-advantage of any adversary B over 𝐸𝐾 as defined in [27].  
 In the formal security proofs of CTR and PSCFB modes 
expression in (6) can be particularized changing Sℰ term by 
CTR and PSCB, respectively: 
 
𝐴𝐷𝑉𝐶𝑇𝑅
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) = 2 ∙ 𝐴𝐷𝑉𝐸𝐾
𝑃𝑅𝐹(𝐵) + 𝐴𝐷𝑉𝐶𝑇𝑅(𝐹𝑢𝑛𝑐)
𝐼𝑁𝐷−𝐶𝑃𝐴 (𝐴) (7) 
 
𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) = 2 ∙ 𝐴𝐷𝑉𝐸𝐾
𝑃𝑅𝐹(𝐵) + 𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵(𝐹𝑢𝑛𝑐)




𝐼𝑁𝐷−𝐶𝑃𝐴 are the IND-CPA 
advantages expressions of any adversary A against CTR and 
PSCFB encryption modes, respectively, and 𝐴𝐷𝑉𝐶𝑇𝑅(𝐹𝑢𝑛𝑐)
𝐼𝑁𝐷−𝐶𝑃𝐴  and  
𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵(𝐹𝑢𝑛𝑐)
𝐼𝑁𝐷−𝐶𝑃𝐴  are the advantages over each encryption 
scheme when the underlying encryption function is a random 
function 𝐹𝑢𝑛𝑐(𝑙, 𝑙). In both security proofs the terms 
𝐴𝐷𝑉𝐶𝑇𝑅(𝐹𝑢𝑛𝑐)
𝐼𝑁𝐷−𝐶𝑃𝐴 (𝐴) and 𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵(𝐹𝑢𝑛𝑐)
𝐼𝑁𝐷−𝐶𝑃𝐴 (𝐴) are obtained [29], 
[13], then allowing to reach the final advantage expression of 
both operation modes. 
In [29] it is proven that: 
 
𝐴𝐷𝑉𝑆ℰ(𝐹𝑢𝑛𝑐)
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) ≤ 𝑃Sℰ(𝑐𝑜𝑙) (9) 
 
where 𝑃Sℰ(𝑐𝑜𝑙) is the probability of a collision among the 
counter values used during the game, it means the probability 
of a counter value repetition. According to this, (7) and (8) can 
be rewritten as: 
 
𝐴𝐷𝑉𝐶𝑇𝑅
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) ≤ 2 ∙ 𝐴𝐷𝑉𝐸𝐾
𝑃𝑅𝐹(𝐵) + 𝑃𝐶𝑇𝑅(𝑐𝑜𝑙) (10) 
 
𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) ≤ 2 ∙ 𝐴𝐷𝑉𝐸𝐾
𝑃𝑅𝐹(𝐵) + 𝑃𝑃𝑆𝐶𝐹𝐵(𝑐𝑜𝑙) (11) 
 
where 𝑃𝐶𝑇𝑅(𝑐𝑜𝑙) and 𝑃𝑃𝑆𝐶𝐹𝐵(𝑐𝑜𝑙) are the collision probability 
for CTR and PSCFB, respectively. 
Since in CTR mode the counter is incremented in each 
encryption step and it is never repeated, the probability of 
collision is zero: 𝑃𝐶𝑇𝑅(𝑐𝑜𝑙) = 0. However during the IND-CPA 
game for PSCFB mode it is possible for the counter to be fed 
with a new IV value when the sync pattern is detected randomly 
at some point of the ciphertext. As this new counter value is a 
random one, this and the subsequent values of the counter 
during the next synchronization cycle could produce a collision 
with the values of the counter in previous cycles, then 
𝑃𝑃𝑆𝐶𝐹𝐵(𝑐𝑜𝑙) ≠ 0. According to this, in [29] and [13] 𝑃Sℰ (𝑐𝑜𝑙) 
is obtained, giving rise to the following expressions: 
 


















For the specific case of PSCFB the second term 𝑃𝑃𝑆𝐶𝐹𝐵(𝑐𝑜𝑙) is 
not zero. This term depends on some parameters that define the 
architecture of the PSCFB scheme, such as the block size l and 
the number of pipeline stages P of the block cipher 𝐸𝐾, and also 
on the quantity of information bits 𝜇 encrypted by the oracle 
during the adversary game. From equations (12) and (13) it is 
possible to conclude that CTR mode, although it does not have 
the self-synchronous property, it is inherently more secure than 
PSCFB when using the same underlying block cipher 𝐸𝐾. As 
the first term 𝐴𝐷𝑉𝐸𝐾
𝑃𝑅𝐹 in both expressions is the same, the 
second in CTR is zero which makes IND-CPA advantage in 
CTR lower than with PSCFB mode. 
 In the same way as in PSCFB, it is possible to obtain an 
IND-CPA advantage expression for PSCFB-MOD, in terms of 
some parameters of its encryption scheme. The idea in this work 
is to stablish the bounds for these parameters, under which the 
resulting structure of PSCFB-MOD is better in terms of 
IND-CPA advantage than an operation mode taken as 
reference. Particularly, the mode used as reference has been 
CTR, since, in general, it can be considered the best to achieve 
confidentiality-only encryption [30]. 
The expression of the IND-CPA security for PSCFB-MOD 
mode is given in Subsection III-C, while its proof is shown in 
Appendix A. The comparison analysis between PSCFB-MOD 
and CTR is in Subsection III-D. 
C. IND-CPA Security in PSCFB-MOD Mode 
It is possible to express the IND-CPA security of 
PSCFB-MOD mode according to the following theorem: 
 
Theorem 1: Let 𝐹𝐾_𝑀𝑂𝐷: 𝒦 ×  {0, 1}
𝑙 → {0, … , 𝑆 − 1} be 
the underlying function of the encryption scheme Sℰ that 
corresponds with PSCFB-MOD symmetric encryption mode. 
Let A be an adversary attacking the IND-CPA security of Sℰ 
that asks at most p queries formed each one for a pair of 
messages (𝑀𝑖
0, 𝑀𝑖
1) with a length of 𝑚𝑖 symbols of radix S. The 
p message queries will produce a total number of q encrypted 
symbols, which means that 𝑞 = ∑ 𝑚𝑖
𝑖=𝑝
𝑖=1 . 
Then it is possible to express the IND-CPA advantage of A 
over the PSCFB-MOD scheme in terms of the prf-advantage of 
any adversary over the block cipher 𝐸𝐾 that is part of the 
𝐹𝐾_𝑀𝑂𝐷 function, such that: 
 
𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷








𝑃 − 1 + 𝐿𝐼𝑉  




𝑃𝑅𝐹(𝐵) is the prf-advantage of any adversary B over 
𝐸𝐾, 𝐸𝐾 corresponds to the block cipher that is part of the 
𝐹𝐾_𝑀𝑂𝐷 function, P is the total number of pipeline stages in 
𝐹𝐾_𝑀𝑂𝐷, LIV is the length of the IVS used in PSCFB-MOD 
scheme and 𝐼 is the difference between 𝐿 (the input bit length 
of modulo-S operation in 𝐹𝐾_𝑀𝑂𝐷) and T, with 𝑇 = 𝑙𝑜𝑔2 𝑆.  





≤ 1/2𝑙 + 1/𝑆𝐿𝐼𝑉 (15) 
 
where l is the block size of 𝐸𝐾. 
The proof of Theorem 1 is develop in Appendix A. 
D. Security Analysis: PSCFB-MOD vs CTR 
Although usually block ciphers are analyzed as PRFs, PRPs 
(Pseudo Random Permutations) are what best models them. 
Thanks to the PRF-PRP switching lemma [31] it is possible to 
relate the PRF and PRP advantages of an adversary against a 











𝑃𝑅𝑃(𝐴) are the prf-advantage and 
prp-advantage of adversary A against block cipher 𝐸𝐾, 
respectively. The block size is 𝑙 and the number of encryption 
queries performed by the adversary during the prf-advantage 
game is 𝑞. 
 According to (16), IND-CPA advantages for CTR and 
PSCFB-MOD in (12) and (14) can be rewritten as: 
 
𝐴𝐷𝑉𝐶𝑇𝑅





    (17) 
 
𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷













𝑃 − 1 + 𝐿𝐼𝑉
    
(18) 
 
where EK is the underlying block cipher , lCTR and lPSCFB-MOD are 
the block sizes of 𝐸𝐾 in CTR and PSCFB-MOD, respectively, 
and qCTR and qPSCFB-MOD are the number of encrypted blocks and 
symbols during the IND-CPA games of each mode. By each 
encrypted block CTR mode encrypts 𝑙𝐶𝑇𝑅 information bits, while 
by each encrypted symbol PSCFB-MOD encrypts T information 
bits (𝑇 = 𝑙𝑜𝑔2 𝑆). Therefore the total number of encrypted bits in 
each mode during the IND-CPA game are 𝜇𝐶𝑇𝑅 = 𝑞𝐶𝑇𝑅 ∙ 𝑙𝐶𝑇𝑅 for 
CTR mode and 𝜇𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷 = 𝑞𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷 ∙ 𝑇 in PSCFB-MOD 
mode, respectively.  
According to this, it is possible to express the advantages of 
equations (17) and (18) in terms of the encrypted bits and 
compare them with the IND-CPA advantages of other well-
known operation modes, as shown in Table I. 
 We want to parametrize the structure of PSCFB-MOD to get 
a security at least better than the CTR mode when encrypting 
the same amount of information. It means to obtain the 
constraints needed to meet condition in (19). 
 
𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷
𝐼𝑁𝐷−𝐶𝑃𝐴 (𝐴) ≤ 𝐴𝐷𝑉𝐶𝑇𝑅
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴)       (19) 
 




We assume that in both modes it is used a secure underlying 
block cipher 𝐸𝐾 that can be considered a good PRP, which 
means that the term 𝐴𝐷𝑉𝐸𝐾
𝑃𝑅𝑃 is negligible in both expressions, 
(17) and (18). According to this, it is only necessary to compare 
the second term of both advantage expressions to meet (19), as 


















Let us name 𝑙𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷 as l. Since 𝑞𝐶𝑇𝑅 =  𝜇𝐶𝑇𝑅/𝑙𝐶𝑇𝑅, 
𝑞𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷 = 𝜇𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷/𝑇 and 𝜇𝐶𝑇𝑅 = 𝜇𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷 = 𝜇,  

















       (21) 
 
where I=L-T.  
Assuming what is mentioned in Theorem 1, as soon as 𝐿 ≥
128 + log2(1 + 2𝑆), condition 𝑃𝑚𝑎𝑥𝑟𝑖
≤ 1/2𝑙 + 1/𝑆𝐿𝐼𝑉 is 
met. Then by substituting 𝑃𝑚𝑎𝑥𝑟𝑖
 expression in (21) and doing 

















      (22) 
 
1/2𝑙 + 1/𝑆𝐿𝐼𝑉











       (23) 
 
As 𝜇 ≥ 1 bit and 𝑃 ≥ 1, if (23) is met for 𝜇 = 1 it is met for 
every 𝜇, and the same happens with 𝑃. Then (23) can be 














   
𝐿 ≥ 128 + 𝑙𝑜𝑔2(1 + 2𝑆) 
(24) 
 
Equation (24) is the final condition necessary to fix the values 
of the PSCFB-MOD parameters such as l, L and LIV. Note that 
also condition mentioned in Theorem 1 must be met, then it has 
also been included in (24). 
According to this, we can conclude that if the underlying 
block ciphers used in CTR and PSCFB-MOD modes are good 
PRPs and have a negligible 𝐴𝐷𝑉𝐸𝐾
𝑃𝑅𝑃 term, it is possible to 
obtain a PSCFB-MOD configuration to achieve the same or 
better IND-CPA security than CTR when encrypting the same 
amount of information. The parameters of PSCFB-MOD 
scheme l, L, and LIV will depend on the block size 𝑙𝐶𝑇𝑅 of the 
CTR mode taken as reference and the radix S of the plaintext, 
as 𝑇 = 𝑙𝑜𝑔2 𝑆. Expression in (24) will be the constraint 
necessary to achieve condition in (19). 
E. PSCFB-MOD Hardware Implementation for 1000Base-X 
As we have mentioned in Section I the PSCFB-MOD 
encryption system has been adapted to work in the 1000Base-X 
physical layer for Gigabit Ethernet standard. In this standard 
only 267 possible symbols are valid in the 8b/10b encoding, 
which means that S = 267.  
On the other hand we assume that we want to achieve at least 
a better IND-CPA security than a standard and recommended 
block cipher, such AES (Advanced Encryption Standard), 
working in CTR mode with a standard block size of lCTR = 128 













       
𝐿 ≥ 128 + log2(1 + 2 ∙ 267) → 𝐿 ≥ 138 
(25) 
 
where 𝑇 = 𝑙𝑜𝑔2 𝑆 ≅ 8.06 and 𝐼 = 𝐿 − 𝑇. 
In this work, we have used the same structure for 𝐹𝐾_𝑀𝑂𝐷 
than in [20], letting parameters l and L as fixed values such that 
𝑙 = 192 and 𝐿 = 149. Therefore to accomplish with (25) it is 
also necessary that 𝐿𝐼𝑉 ≥ 17. 
If we substitute the keystream generator of Fig. 6c in the 
generic structure of Fig. 2, and set the PSCFB-MOD parameters 
as 𝑙 = 192, 𝐿 = 149 and 𝐿𝐼𝑉 = 17 then it is possible to get the 
final encryption scheme for PCS sublayer in 1000Base-X 
standard as shown in Fig.7. 
In the same way as in [20] to get a block size 𝑙 = 192 we 
have used as underlying block cipher 𝐸𝐾, a Rijndael structure 
configured with 192 bit block size and 128 bit key length. For 
modulo operation functions, the block MOD_2149 of Fig. 7 is 
simply to take the 149 least significant bits of the Rijndael 
output while MOD_267 module, uses more resources as 267 is 
not a power of two. Its implementation has been based on [32], 
which presents a high-speed hardware structure for a generic 
operation ‘𝑥 𝑚𝑜𝑑 𝑧’. 
The PSCFB-MOD structure shown in Fig. 7 has been 
synthetized in a Xilinx Virtex 7 FPGA (Field Programmable 
TABLE I 
IND-CPA ADVANTAGE COMPARISON OF DIFFERENT MODES 
Encryption 
Mode 𝑺𝓔(𝑬) 
IND-CPA Advantage expression1 
 𝑨𝑫𝑽𝑺𝓔(𝑬)
𝑰𝑵𝑫−𝑪𝑷𝑨(𝑨) 




























1In each expression l is the block size, µ the number of encrypted bits and T the 
bits mapped per symbol. 
2The term 𝐴𝐷𝑉𝐹
𝑃𝑅𝐹refers to the prf-advantage where 𝐹𝐾 is the function 
𝑠𝑒𝑙𝑒𝑐𝑡(𝐸𝐾(∙)).𝐸𝐾(∙) is the block cipher with block size l and 𝑠𝑒𝑙𝑒𝑐𝑡(∙) is a 
function that outputs m fixed bits from its input. 
3The term f is : 𝑓 = 1/2𝑙 + 𝑃𝑚𝑎𝑥𝑟𝑖
/(𝑃 − 1 + 𝐿𝐼𝑉). 




Gate Array) and the hardware resources used by this solution 
are shown in Table II in terms of LUTs (Look-Up Tables), 
registers and block RAMs. In this table PSCFB-MOD 
implementation is compared with other FPE implementations 
[33], [20], showing that this work entails a good 
Encryption_Rate/resource ratio. Although in this work the 
mode PSCFB-MOD entails more hardware resources than 
CTR-MOD [20], it is at expense of adding the self-
synchronization property.  
Regarding the comparison with the other PSCFB solution in 
radix S [18], another benefit of this work is that it does not need 
input and output queues, which makes it better in terms of 
encryption latency. While in [18] latency introduced in the PCS 
datapath is 648 ns, in this work it is only 48 ns.  
As mentioned in the Introduction, in the original PSCFB 
specification [19] input and output queues are needed to store 
information temporarily during periods of resynchronization, 
where partial block cipher outputs are used to encrypt data due 
to the fact that the sync pattern is not aligned with the end of the 
block cipher output. It makes PSCFB mode inherently to have 
an encryption efficiency that can be less than 100% and 
increases its latency considerably as [18].  
However, in PSCFB-MOD the sync pattern (formed by n 
symbols) is always aligned with the output block size of 
𝐹𝐾_𝑀𝑂𝐷 as it is one symbol length. It means that the encryption 
throughput will be 100% and then no queue is needed in this 
encryption scheme which reduces its overall latency to the 
delay introduced only by the modulo-S addition. 
 The test set-up for the complete Gigabit Ethernet interface 
and the encryption results are shown in Section V. 
F. Synchronization Recovery Delay Discussion 
The SRD (Synchronization Recovery Delay) is the metric 
used to examine the resynchronization properties of SCFB and 
PSCFB modes [26]. It is defined as the expected number of bits 
following a sync loss before synchronization is reestablished. 
According to [19], upper and lower bounds for SRD depend on 
the block size of the underlying block cipher, the number of 
pipelines P and the size of the synchronization pattern n. 
 As shown in Fig. 5, a sync cycle is composed of fixed length 
data such as the sync pattern and blackout period, and a variable 
length data formed by the scan period with a length of W bits or 
symbols. In [25] and [19] it is shown that W follows a 
probability distribution that can be approximated by a 
geometric distribution such as: 
  
𝑃(𝑊) = (1 − 𝑝)𝑊 ∙ 𝑝 (26) 
  
where n is the length of the sync pattern in bits and 𝑝 = 1/2𝑛. 
When the radix of the symbols is S instead of 2, as in this work 
or in [18], it is possible to reach the same conclusion but using 
𝑝 = 1/𝑆𝑛. According to this, the expressions for the first and 
second moment of the distribution of W will be as in [25] and 
[19], but using S as radix: 
  
𝐸{𝑊} = 𝑆𝑛 − 1 (27) 
𝐸{𝑊2} = 2 ∙ 𝑆2𝑛 − 3 ∙ 𝑆𝑛 + 1  
 
As in (1), we can express in a generic way the average sync 
cycle size in symbols instead of bits. It is the sum of the sync 
pattern, blackout period and scan period: 
  
𝑢 = 𝑛 + 𝐿𝐼𝑉 + 𝑙 ∙ (𝑃 − 1) +  𝐸{𝑊} (28) 
  
where u is the average sync cycle size in symbols, l is the output 
block size of the underlying encryption function in symbols, 𝐿𝐼𝑉 
is the size of the IV after the sync pattern and P is the pipeline 
stages. 
Since the same reasoning as in [19] can be made in terms of 
symbol slips or misalignment, the lower bound of SRD can be 














Fig. 7.  Overall structure for PSCFB-MOD mode in a physical layer with 
8b/10b encoding. Decryption will be as encryption but using a modulo-267 
subtraction instead of an addition. 
 
TABLE II 
COMPARISON WITH OTHER SOLUTIONS 
 
FF1 
 [33]  
FF3 





Slice Registers 11285 5592 8807 10317 
Slice LUTs 7426 3587 10974 12261 
18K Block RAMs 343 170 78 78 
Slices
1
 3268 1596 3844 4355 
Encryption Rate (Mbps) 41.1 109.6 1000  1000 
Encryption Rate/Slice 
(Kbps/Slice) 
12.57 68.7 260.1 229.6 
Self-synchronization No No No Yes 
1Slices are estimated from the number of register and LUTs, assuming they are 
not packed together. 




If we call 𝑚 = 𝑛 + 𝐿𝐼𝑉 + 𝑙 ∙ (𝑃 − 1), then, as in [19] but using   















𝑚 ∙ 𝜆 (30) 
  
where 𝜆 = (1 − 1/𝑆𝑛)−𝑚. 
With both equations, (29) and (30), we can get the theoretical 
upper and lower bounds for SRD in PSCFB modes with radix 
S.  
As in [25] and [19] with small values of n, better SRD are 
obtained. Indeed, with the parameters used in this work for S, 
P, L and 𝐿𝐼𝑉 the values for SRD become huge when 𝑛 > 1. 
Then, for a viable solution n has been set to the minimum 𝑛 =
1. 
 In the case of PSCFB in radix S [18], S = 267, P = 41, l = 22, 
LIV = 22 and 𝑛 = 1, which makes the maximum SRD bound be 
SRDmax = 1618 symbols. 
 In this work, PSCFB-MOD, the parameters are S = 267, P = 
84, l = 1, LIV = 17, 𝑛 = 1, then the maximum SRD bound is 
SRDmax = 382 symbols. 
As the symbol cycle last 8 ns in 1000Base-X standard the upper 
bound for SRD will be approximately 12.94 µs and 3.56 µs for 
PSCFB in [18] and PSCFB-MOD in this work, respectively. 
IV. CONTROL ENCRYPTION MECHANISM 
In any cryptographic system, confidentiality is not the only 
security characteristic that must be met. From a complete 
security perspective, some issues such as integrity, authenticity, 
data freshness and others such as key refreshing must be 
addressed. In our approach, a mechanism based in small 
messages formed by 8b/10b symbols has been implemented to 
provide the mentioned services. 
Initial master key KM generation and set up is out of our 
scope of consideration. As in other encryption mechanisms 
these tasks can be carried out initially by upper layers, as for 
example in MACsec standard with protocols such as IEEE 
802.1X. After the initial set up, different session keys can be 
derived from the master key and refreshed at the beginning of 
each encryption session thanks to a key index. In addition, 
session keys are composed by a set of three different keys: 
encryption keys (KCIPH), frame MAC key (KFRAME), and ICM 
MAC key (KICM). KCIPH is used as data encryption/decryption 
key while KFRAME and KICM are used in the calculus of the MAC 
field for checking the integrity of the control messages and the 
encrypted 8b/10b symbol flow in the link, respectively. 
In this work we consider that one of the terminals is the 
master of the encryption session while the other is the slave. 
The master is responsible to start and finish the encryption 
session that is always stablished in a bidirectional way, which 
means that when the encryption session starts both directions in 
the transmission, master to slave and slave to master, are 
encrypted. Once the encryption session is stablished, data 
integrity and authenticity are checked periodically until the 
session is finalized. Also the master is responsible to perform 
the key refreshing while the session lasts. In Fig. 8 the structure 
of the messages used in these tasks is shown. Two groups of 
messages have been established. On the one hand the non-
periodic messages, formed by SEM (Start Encryption 
Message), SDM (Start Decryption Message), EEM (End 
Encryption Message) and EDM (End Decryption Message). 
These are used for controlling the start and end of the 
encryption session. On the other hand the periodic messages, 
used for checking the integrity and status of the encryption link, 
and formed by SCM (State Check Message) and the set of ICM 
(Integrity Check Message) messages, formed by ICM0, ICM1 
and ICM2. 
A. Encryption Session Establishment 
The establishment of an encryption session starts when the 
master sends a SEM to the slave. In this message the key index 
field indicates the initial key for the encryption session. When 
 
Fig. 9. Diagram of an encryption session establishment. 
 
Fig. 8. Structure of the different messages used in the control encryption 
mechanism. The size in bytes of each message field is indicated in brackets. 
The 2-byte header H in each message contains the message type composed of 
an 8b/10b control symbol and a data one. The next 6 bytes are the payload P. 
Every message is formed by 16 bytes.  




the SEM is received at the slave, it responds with a SDM with 
the same key index and activate its cipher with the 
corresponding key just after SDM transmission. The slave also 
starts to transmit SCMs and ICMs periodically. With the SCMs 
slave updates its encryption state in the master, and with ICMs, 
master is able to check the integrity of the link in the direction 
slave to master. After the reception of the SDM the master starts 
to decrypt the link. Then the master checks the proper reception 
of SCMs and ICMs from the slave. After that it sends an SDM 
to the slave activating its encryption when it has been 
transmitted and sending also periodically SCMs and ICMs 
messages to the slave. The slave will perform the same actions 
as the master, activating its decryption after SDM reception and 
checking the periodic reception of SCMs and ICMs transmitted 
from the master. A similar process is produced when encryption 
session is finalized by the master, but using EEM and EDM 
messages. In Fig. 9 a diagram of an encryption session 
establishment is shown. According to this, the only control 
messages that are not encrypted are SEM and SDM, that are 
transmitted before starting the encryption session. The rest are 
transmitted while the encryption session is in process. 
B. Message Authentication Control and Data Freshness 
In order to guarantee that no adversary is able to inject false 
control messages in the link a MAC (Message Authentication 
Code) field has been added at the end of each message. In 
addition, to avoid replying attacks with old transmitted 
messages and guarantee their freshness, a counter field has been 
used. The MAC field, is calculated in the following way: 
 
𝑀𝐴𝐶_𝐹 = 𝐶𝑀𝐴𝐶(𝐾𝐹𝑅𝐴𝑀𝐸 , 𝐻|𝑃, 64) (31) 
 
where MAC_F is the calculated MAC that will be used as the 
last field in the message, as shown in Fig. 8, and CMAC(K, M, 
Tlen) is a function specified in [34] that consists of an AES 
block cipher with 128 bit key size working in CMAC mode. It 
calculates the MAC field of Tlen bits for a message M, with a 
key K. In our case, MAC field is 64-bit length and 𝐾𝐹𝑅𝐴𝑀𝐸  is 
the key used for the calculus of the MAC and is derived from 
the master key and the index key used at the beginning of the 
encryption session. The field H|P is the content of the message, 
which is the concatenation of the header H and the 6-byte 
payload P.  
 The MAC field MAC_F is also calculated at the receiver and 
compared with the MAC field received in the message. If they 
are different the message is discarded and a MAC field error is 
detected. 
Regarding the counter values, two internal counters have 
been used, one for the non-periodic messages and other the 
periodic ones. At the receiver any message received with a 
counter lower that the expected is discarded. 
The counter of the non-periodic messages at the transmitter 
is incremented each time messages SEM, SDM, EEM and EDM 
are transmitted. In the case of periodic messages, a set of ICMs 
formed by ICM0, ICM1 and ICM2 is transmitted next to an SCM 
periodically. Each message of the set is sent with the same 
counter value, which is incremented in each new set 
transmission. 
C. Integrity Check Messages 
The link integrity is evaluated periodically during the 
encryption session by calculating a MAC code over the 8b/10b 
symbol stream. The encryption session is divided in time slots 
of approximately 100 µs each one. In turn, each slot is split in 
four subslots. Slots are delimited by the transmission of ICM0 
message at the beginning of its first subslot as shown in Fig. 10. 
ICM1 is transmitted at the beginning of the second subslot and 
it carries the MAC_I field which corresponds with the MAC 
value calculated over the 8b/10b symbols in the previous slot. 
This MAC value is calculated according to (32). 
 
𝑀𝐴𝐶_𝐼𝑖 = 𝐶𝑀𝐴𝐶(𝐾𝐼𝐶𝑀 , 𝑆_𝑑𝑎𝑡𝑖−1, 64) (32) 
 
where 𝑀𝐴𝐶_𝐼𝑖 is the MAC value transmitted in the i-th slot, 
S_dati-1 is the concatenation of whole encrypted 8b/10b 
symbols transmitted during the previous slot and KICM is the key 
used for the calculus of the MAC_I field. 
 As ICM1 does not carry any MAC_F field to check its own 
integrity, a last ICM message, ICM2, is transmitted at the 
beginning of the third subslot. It carries a MAC field obtained 
from the content of the ICM1 and ICM2, which means that: 
 
𝑀𝐴𝐶_𝐹𝐼 = 𝐶𝑀𝐴𝐶(𝐾𝐹𝑅𝐴𝑀𝐸 , 𝐼𝐶𝑀_𝑑𝑎𝑡1|𝐼𝐶𝑀_𝑑𝑎𝑡2 , 64) (33) 
 
where 𝐼𝐶𝑀_𝑑𝑎𝑡1 = 𝐻𝐼𝐶𝑀1|𝑃𝐼𝐶𝑀1|𝑀𝐴𝐶_𝐼, 𝐼𝐶𝑀_𝑑𝑎𝑡2 =
𝐻𝐼𝐶𝑀2|𝑃𝐼𝐶𝑀2, 𝐻𝐼𝐶𝑀1 and 𝐻𝐼𝐶𝑀2 are the headers of ICM1 and 
IMC2, respectively, and 𝑃𝐼𝐶𝑀1 and 𝑃𝐼𝐶𝑀2 are their payloads. 
Three error issues can be detected regarding the ICM 
messages. A bad formed ICM set because some of the ICMs is 
lost in the set, a bad ICM set counter because the counter of the 
received ICM0 is lower than the expected or because ICMs 
messages in the set do not have the same counter value, a bad 
MAC ICM set because the received MAC_F in ICM0 or 
MAC_FI in ICM2 are incorrect, and finally an ICM integrity 
error because the MAC_I field received is not equal than the 
MAC_I value calculated at the receiver in the previous slot. 
When complete ICM sets are received with good counter value 
and good MAC_F, MAC_FI and MAC_I fields during several 
slots the receiver consider that the link integrity is correct. 
D. Key Refreshing 
Key refreshing is initiated by the master terminal by 
transmitting an SDM with an incremented key index value. On 
 
Fig. 10.  Slot division for Integrity Check Messages. 




the master side, encryption key KCIPH and MAC key KFRAME in 
TX direction will be updated thanks the new key index. The 
same will be done for KICM used in the calculus of MAC_I, but 
this will be done in the next ICM time slot after SDM 
transmission. In the slave side, after receiving the SDM with the 
new index, the same key update process as in the master will be 
performed but with decryption keys KCIPH, KFRAME for frames 
in RX and KICM for ICM periods in RX. In both terminals is not 
necessary to stop the encryption and decryption process to 
update KCIPH as key update is performed transparently. After 
receiving the SDM from the master, the slave terminal sends a 
new SDM towards master using the new received key index and 
therefore performing the same mentioned process as in the 
master to slave direction. 
The three kind of keys KCIPH, KFRAME and KICM, are obtained 
thanks to the master key configured before starting encryption 
session and the key index that has been updated at the beginning 
of the session. For this process KDF (Key Derivation Function) 
in counter mode as specified and analyzed in [35], [36] has been 
implemented. Particularly, KDF in counter mode is run each 
time a key refresh process is demanded to get a key material 
with length 𝐿𝑀𝐴𝑇 equal to 512 bits, which is equivalent to three 
keys with a length of 128 bit each one. 
Assuming that KM is the master key and i the key index, each 
key is obtained according the expressions in (34), these 
equations are equivalent to run an iteration of the KDF 
algorithm to get the key material that is the concatenation of all 
required keys. 
 
𝐾𝐶𝐼𝑃𝐻 = 𝑝𝑟𝑓_𝑓𝑢𝑛𝑐(𝐾𝑆(𝑖), 0𝑥01|𝑉𝐴𝐿|𝐿𝑀𝐴𝑇) 
𝐾𝐹𝑅𝐴𝑀𝐸 = 𝑝𝑟𝑓_𝑓𝑢𝑛𝑐(𝐾𝑆(𝑖), 0𝑥02|𝑉𝐴𝐿|𝐿𝑀𝐴𝑇) 
𝐾𝐼𝐶𝑀 = 𝑝𝑟𝑓_𝑓𝑢𝑛𝑐(𝐾𝑆(𝑖), 0𝑥03|𝑉𝐴𝐿|𝐿𝑀𝐴𝑇) 
𝐾𝑆(𝑖 + 1) = 𝑝𝑟𝑓_𝑓𝑢𝑛𝑐(𝐾𝑆(𝑖), 0𝑥04|𝑉𝐴𝐿|𝐿𝑀𝐴𝑇) 
(34) 
 
where 𝐾𝑆(𝑖) is a state key that is updated in each key refresh 
session and its initial value is the master key, such that 𝐾𝑆(0) =
𝐾𝑀. This is set when the first SDM, with key index equals to 
zero, is transmitted after the initial master key set up. 𝐾𝑆(𝑖) is 
used as key derivation key used to derive new key material in 
each KDF iteration at the beginning of the encryption session. 
In (34) 𝑝𝑟𝑓_𝑓𝑢𝑛𝑐 is the PRF used in KDF and in our case an 
AES block cipher with 128 bit key size working in CMAC 
mode has been used. On the other hand the second argument of 
the PRF function has been defined as in KDF specification, the 
concatenation of a counter that takes values from 0x01 to 0x04, 
a constant value VAL formed by different tags that we have let 
to zero, and the length value of the key material 𝐿𝑀𝐴𝑇 which is 
equal to 512 bits. 
E. Message Insertion 
The size of the control messages is constant and equal to 16 
bytes. In order to insert these messages a mechanism similar to 
that presented in [37] has been used. In this mechanism, before 
performing the encryption, 8b/10b symbols are analyzed 
looking for the presence of idle sets. When at least 8 continuous 
idle sets are detected, the message is inserted in the 8b/10b 
symbol stream by replacing these idle sets by the symbols of 
the message itself. At the receiver, after decryption, the reverse 
process is performed, extracting the control message to be 
processed and replacing it by 8 idle sets. 
 Idle sets are formed by two 8b/10b symbols, a control one 
and a data one. They are sent continuously over the link when 
no frame is being transmitted. In a link where frames are 
transmitted continuously idle sets will be present only in the 
IFG (Inter Frame Gap) between frames. If the bandwidth 
occupied by the frame traffic is enough low and then IFGs are 
long enough, longer than 8 idle sets, then the insertion of the 
control messages will be possible. However if the occupied 
bandwidth is the maximum, the IFG is minimum, and as 
specified by the standard, it will last 96 µs or 6 idle sets. In this 
case it will be impossible to insert the control messages, unless 
we do not reduce the bandwidth used by the frames. In order to 
avoid this limitation and keep the maximum data bandwidth for 
the data frames, in this work the preamble of the transmitted 
frames has been reduced in 6 bytes, then widening the minimum 
IFG up to 9 idle sets, which is enough for our purposes. At the 
receiver, after decrypting and extracting control messages, 
preamble is restored to its original size before frames arrives to 
the MAC layer.  
 
Fig. 11. Scheme of FPGA implementation for Ethernet interface with the encryption function. TX_ENCRYPT and RX_DECRYPT modules perform 
encryption/decription process with the PSCFB-MOD structure. CONTROL module carries out the transmissión/reception management of the control messages. 
INSERT/EXTRACT modules are able to insert and extract control messages according to what is mentioned in Section IV E. 




V. TEST SET-UP AND ENCRYPTION RESULTS 
A. Encryption Set-Up 
The system, formed by the encryption mechanism 
PSCFB-MOD and the encryption control module has been 
finally implemented in a Xilinx Virtex 7 FPGA. As shown in 
Fig. 11, these encryption modules have been integrated in a 
1000Base-X Physical layer next to a MAC (Medium Access 
Control) module to give as result an Ethernet interface with 
encryption capabilities. As shown in Fig. 12, on the one hand, 
the Ethernet interface is connected to an SFP (Small Form-
Factor Pluggable) module capable of transmitting at a rate of 
1.25 Gbps. On the other hand the Ethernet interface is attached 
to an Ethernet Frame Generator able to generate and analyze 
real Ethernet traffic flows composed by data frames. The test 
set-up is shown in Fig. 12 and Fig. 13, where two FPGA eval 
boards are faced to test an encrypted optical link. 
B. Encryption Throughput and Latency 
Several conclusions can be drawn from simulation and 
hardware debugging. On the one hand, it is possible to conclude 
that encryption/decryption is performed correctly and 
synchronously. Thanks to the mechanism explained in Section 
IV E, the activation and deactivation of the encryption session 
can be carried out transparently without affecting negatively 
neither in the traffic nor in the link status. On the other hand, 
the periodic transmission of ICM and SCM messages is 
possible without the necessity of reducing the overall data 
bandwidth. In particular bursts of 1024-byte length frames were 
tested with a duration of 107 frames transmitted using the 
maximum possible bandwidth of 98%, according the minimum 
standard IFG. Another advantage is that the proposed 
encryption system only introduces a total extra latency of 
224 ns in the PCS datapath, which includes the latency of the 
INSERT and TX_ENCRYPT modules in Fig. 11 before 8b/10b 
encoding. 
 These advantages of performing encryption at physical layer 
constrast with encryption techniques at other layers [38] [39], 
which introduces overhead on data frames and reduce the 
overall data bandwidth. For example, in IPsec the encryption 
overhead can reduce the overall throughput between 20% and 
90% of the maximum achievable [40]. In addition, regarding to 
the previously mentioned latency we can conclude that this 
work can perform encryption with comparable latency figures 
to those achieved from other physical layer techniques such as 
in OTN encryption [41], where latency is in the range of 
hundreds of nanoseconds [42]. 
C. Traffic Pattern Encryption 
One of the benefits of this kind of encryption, as mentioned 
in [14]  is that it is possible to mask data patterns and hide the 
presence of transmitted frames, for example making 
unrecognizable their beginning and end, and also their complete 
headers, therefore hiding statistical traffic features, which could 
improve the overall security. As in [14] to prove this capability 
SE (Shannon Entropy) has been measured as shown in (35) for 
different encrypted and non-encrypted data traffic patterns. The 
8b/10b symbol stream for each traffic pattern, mapped between 
0 and S-1, has been grouped in tuples of t symbols called 𝛽𝑡 , 
and the probability for each tuple, 𝑃(𝛽𝑡), has been calculated. 
Particularly, SE has been measured for values of t from 1 to 3. 
 
 
Fig. 13.  Test set-up photo. 
 
Fig. 12.  Test set-up scheme. 
TABLE III 
MEASURED SHANNON ENTROPY 
Patterns1 SE (t=1)  SE (t=2) SE (t=3) 
 N-E E N-E E N-E E 
A 1 8.06 0 8.059 0.33 8.059 
B 2.19 8.06 1.05 8.058 1.26 8.059 
C 5.48 8.06 4.46 8.058 4.44 8.058 
D 7.79 8.06 7.45 8.059 7.42 8.058 
E 7.98 8.06 7.82 8.058 7.81 8.059 
1Pattern A corresponds with the case of no frame transmission, where only idle 
sets are transmitted over the link. Patterns B, C and D correspond to continuous 
frame transmission of 1024-bytes length at rates of 10.2%, 50% and 91% of the 
maximum Gigabit line rate. Pattern E corresponds to continuous frame 
transmision of random length and minimium IFG. SE is calculated for each 
pattern without encryption (N-E) and after encryption (E). 













SE result is given in bits/symbol. Ideally, if every 𝑡-tuple (𝛽𝑡) 
is equally likely with probability 𝑃(𝛽𝑡) = 𝑝 = 𝑆
−t the value of 





∙ 𝑆𝑡 ∙ 𝑝 ∙ log2 𝑝 = log2 𝑆 = log2 267 ≅ 8.0606 (36) 
 
Owing to the limited memory in FPGA hardware resources, 
measurements for each pattern have been calculated at 
simulation stage. The results for SE values has been shown in 
Table III. In this table it is possible to note that encrypted flows 
achieve the maximum entropy value while non encrypted flows 
achieve a value different for each traffic pattern and lower than 
the maximum in (36). This fact shows that the different traffic 
patterns are indistinguishable when encryption is active, which 
proves the masking property of the proposed scheme. 
VI. CONCLUSION 
In this work the authors have presented a new self-
synchronous symmetric encryption scheme able to cipher data 
preserving its format. The security analysis has been carried out 
concluding that it is possible to get at least the same or better 
security than classical CTR mode structures using 128 bit block 
size ciphers. In addition, as the underlying block cipher in the 
proposed mode can be a recommended one in binary radix, the 
hardware complexity is reduced in regards to the typical FPE 
modes as FF1 or FF3. 
The proposed solution has been parametrized to work in an 
optical Ethernet Interface with encryption capabilities. It has 
been tested with real Ethernet traffic proving its masking 
property at physical layer. The implementation results also give 
a good Encryption_Rate/Slice ratio than other existing 
implementations for FPE solutions. Moreover the proposed 
self-synchronous encryption structure does not need input and 
output queues, which contrasts with typical PSCFB schemes, 
reducing the latency introduced in the encryption datapath. 
Finally, a control mechanism has been developed to provide 
data integrity, authenticity, freshness and key refreshing over 
the encrypted link. 
APPENDIX 
A. Proof of Theorem 1 
By taking into account that the underlying encryption 
function of PSCFB-MOD is 𝐹𝐾_𝑀𝑂𝐷 instead of 𝐸𝐾, it is 
possible to express directly its IND-CPA advantage expression 
in the same way as with PSCFB in (11), such that: 
 
𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷






𝐼𝑁𝐷−𝐶𝑃𝐴  is the advantage of A attacking the 
PSCFB-MOD scheme when its underlying function is the PRF 
𝐹𝐾_𝑀𝑂𝐷, 𝐴𝐷𝑉𝐹𝐾_𝑀𝑂𝐷
𝑃𝑅𝐹  is the prf-advantage over 𝐹𝐾_𝑀𝑂𝐷 and 
𝑃𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷(𝑐𝑜𝑙) is the collision probability of the counter 
during the IND-CPA game for PSCFB-MOD. 
According to the following two lemmas it is possible to proof 
Theorem 1. 
 
Lemma 1: Let 𝐹𝐾_𝑀𝑂𝐷: 𝒦 × {0, 1}
𝑙 → {0, … , 𝑆 − 1} be a 
PRF, such that 𝐹𝐾_𝑀𝑂𝐷(𝑥) = (𝐸𝐾(𝑥) 𝑚𝑜𝑑 2
𝐿) 𝑚𝑜𝑑 𝑆, as 
defined in Section II-B, where S is not a power of two, 𝐸𝐾 is a 
block cipher with block size l and L is an integer number smaller 
than l. Then any adversary A making q oracle queries when 
attacking the prf-security of 𝐹𝐾_𝑀𝑂𝐷  will obtain an advantage 
bounded by the following expression according to [20]: 
 
𝐴𝐷𝑉𝐹𝐾_𝑀𝑂𝐷






where 𝐼 = 𝐿 − 𝑇, 𝑇 = 𝑙𝑜𝑔2 𝑆 and 𝐴𝐷𝑉𝐸𝐾
𝑃𝑅𝐹(𝐵) is the prf-
advantage of any adversary over 𝐸𝐾. Note that in the definition 
of the prf-advantage [27] 𝐴𝐷𝑉𝐹𝐾
𝑃𝑅𝐹 of any adversary over a 
generic PRF 𝐹𝐾   the adversary sends q blocks of data to an 
oracle performing that PRF. Then the oracle answer to the 
adversary with the q encrypted blocks. In the case of 𝐹𝐾_𝑀𝑂𝐷 
it has an input size of l-bits and an output size of one symbol in 
radix S which means that the q queries correspond with q 
encrypted symbols. 
 
 Lemma 2: Let 𝐹𝐾_𝑀𝑂𝐷: 𝒦 × {0, 1}
𝑙 → {0, … , 𝑆 − 1} be a 
PRF, such that 𝐹𝐾_𝑀𝑂𝐷(𝑥) = (𝐸𝐾(𝑥) 𝑚𝑜𝑑 2
𝐿) 𝑚𝑜𝑑 𝑆,  where 
S is not a power of two, 𝐸𝐾 is a block cipher with block size l 
and L is an integer number smaller than l. Then the term 
𝐴𝐷𝑉𝐹𝐾_𝑀𝑂𝐷
𝑃𝑅𝐹  can be considered lower than the prf-advantage 
over a block cipher with block size lREF bits as soon as               
𝐿 ≥ 𝑙𝑅𝐸𝐹 + log2(1 + 2𝑆). 
 
 Lemma 3: Let 𝑆ℰ be a PSCFB-MOD scheme with an 
underlying encryption function 𝐹𝐾_𝑀𝑂𝐷 such that 
𝐹𝐾_𝑀𝑂𝐷: 𝒦 × {0, 1}
𝑙 → {0, … , 𝑆 − 1}, where 𝐿𝐼𝑉  is the 
length of the IVS used in the PSCFB-MOD scheme, P is the 
number of pipeline stages for 𝐹𝐾_𝑀𝑂𝐷 and q is the number of 
encrypted symbols during the p message queries performed in 
the IND-CPA adversary game against this encryption mode. 
Then the probability of collision 𝑃𝑆ℰ(𝑐𝑜𝑙) of any counter value 
during the p queries is bounded by the following expression: 
 
𝑃𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷(𝑐𝑜𝑙) ≤ 𝑃𝑚𝑎𝑥𝑟𝑖
∙ 𝑞2/(𝑃 − 1 + 𝐿𝐼𝑉  ) (39) 
 
where 𝑃𝑚𝑎𝑥𝑟𝑖
≤ 1/2𝑙 + 1/𝑆𝐿𝐼𝑉 as soon as the parametrization 
of 𝐹𝐾_𝑀𝑂𝐷 makes it be a good PRF when comparing it with a 
recommended block cipher with a 128 bit block size as 
specified in Lemma 2, which means that 𝐿 ≥ 128 + log2(1 +
2𝑆). 
 
 By substituting the terms 𝐴𝐷𝑉𝐹𝐾_𝑀𝑂𝐷
𝑃𝑅𝐹 (𝐴) and 
𝑃𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷(𝑐𝑜𝑙) of equations (38) and (39) in (37) it is 




possible to get as result equation (14) which proves Theorem 1. 
 Expression of Lemma 1 is already proven in [20]. For clarity 
purposes proofs of Lemma 2 and Lemma 3 are included in 
Appendices B and C, respectively. 
B. Proof of Lemma 2 
In the proof of Lemma 2 it is necessary to take into account 
that the underlying encryption function in PSCFB must be a 
good PRF. In this way it is possible to consider that its output 
values are random and independent. As 𝐹𝐾_𝑀𝑂𝐷 is the 
underlying function in PSCFB-MOD then it is necessary to 
know under what condition we can consider it as a good PRF. 
According to [27] when a random function works as the 
underlying function in a counter scheme, successive values of 
the counter makes the output values of the function be random 
and independent. When the underlying function is not a random 
one, but a PRF, then if the prf-advantage of any adversary over 
this function is low enough we can consider that the PRF is 
undistinguishable from a random function and its output values 
also can be considered random and independent. 
In general, recommended block ciphers can be considered 
good enough to generate random values as keystream in counter 
schemes such as CTR or PSCFB. The idea of this proof is to 
compare the prf-advantages of a recommended block cipher 
and the function 𝐹𝐾_𝑀𝑂𝐷. Let be 𝐸𝐾_𝑅𝐸𝐹 the block cipher used 
as reference with a block size of lREF bits. Let be 𝐹𝐾_𝑀𝑂𝐷 a 
PRF such that 𝐹𝐾_𝑀𝑂𝐷(𝑥) = (𝐸𝐾(𝑥) 𝑚𝑜𝑑 2
𝐿) 𝑚𝑜𝑑 𝑆, where 
𝐸𝐾 is a block cipher with block size l and L is an integer number 
smaller than l. Then their prf-advantages should be related as: 
 
𝐴𝐷𝑉𝐹𝐾_𝑀𝑂𝐷
𝑃𝑅𝐹 (𝐴) ≤ 𝐴𝐷𝑉𝐸𝐾_𝑅𝐸𝐹
𝑃𝑅𝐹 (𝐴)       (40) 
 
According to Lemma 1 [20] prf-advantage of 𝐹𝐾_𝑀𝑂𝐷 is 
bouded by the following expression: 
 
𝐴𝐷𝑉𝐹𝐾_𝑀𝑂𝐷





where q is the number of queries performed during the prf-
advantage game and I = L-T. 
On the other hand, thanks to PRF-PRP switching lemma 
expression (16) it is possible to rewrite prf-advantages of 
𝐹𝐾_𝑀𝑂𝐷 and 𝐸𝐾_𝑅𝐸𝐹 as: 
 
𝐴𝐷𝑉𝐹𝐾_𝑀𝑂𝐷

















where 𝑞𝑅𝐸𝐹 are the number of queries performed during the prf-
advantage game of 𝐸𝐾_𝑅𝐸𝐹 . 
 By taking into account (42) and assuming that we want to get 
a better bound for the prf-advantage with 𝐹𝐾_𝑀𝑂𝐷 than with 
𝐸𝐾_𝑅𝐸𝐹 when performing the same number of queries in the prf-















We assume that in both cases secure underlying block cipher 
𝐸𝐾 and 𝐸𝐾_𝑅𝐸𝐹 are used. As block ciphers can be considered 
good PRPs it means that the term 𝐴𝐷𝑉𝐸𝐾
𝑃𝑅𝑃 is negligible in both 
sides of the condition in (43). According to this, it is only 
necessary to compare the second term of both advantage 











As 𝑞 ≥ 1 the left side of (44) is maximum with 𝑞 = 1. Then if 























By doing some transformations in (46) we get: 
 
2𝐿 ≥ 2𝑙𝑅𝐸𝐹(2𝑇+1 + 1/2𝑃) (47) 
 
As 𝑃 ≥ 0 the right side in (47) will be maximum with P = 0. In 
addition 𝑇 = 𝑙𝑜𝑔2 𝑆. Therefore (47) can be rewritten as: 
 
𝐿 ≥ 𝑙𝑅𝐸𝐹 + 𝑙𝑜𝑔2(1 + 2𝑆) (48) 
 
Equation (48) will be the condition to meet (40) and consider 
𝐹𝐾_𝑀𝑂𝐷 a PRF better than a block cipher with block size 𝑙𝑅𝐸𝐹 
which proves Lemma 2. 
C. Proof of Lemma 3 
The generic expression for the collision probability 𝑃Sℰ (𝑐𝑜𝑙) 
of the counter values during the IND-CPA game against counter 
based encryption schemes Sℰ is given in [29]. Particularly, 
traditional CTR and CTR$ modes are analyzed. In CTR mode 
the counter values are never repeated while in CTR$ the counter 
is reset to a random value at the beginning of a message query, 
which means that some repetition can happen between the 
counter values used to encrypt different messages. 
As mentioned in Section III-B each message query in the 
IND-CPA game is formed by a pair of messages (𝑀𝑖
0, 𝑀𝑖
1) with 
a length of 𝑚𝑖 blocks of data. The p message queries will 
produce a total number of q encrypted blocks, which means that 
𝑞 = ∑ 𝑚𝑖
𝑖=𝑝
𝑖=1 . These blocks of data have the same length and 
radix as the output of the underlying encryption function. In the 
case of PSCFB-MOD these blocks are formed by one symbol 
in radix S, as 𝐹𝐾_𝑀𝑂𝐷 output. 
For the case of CTR$, the underlying encryption function is 
the block cipher 𝐸𝐾, with an input and output that are l-bit 
length. The l-bit length counter values along the game are 
represented in the following table: 
 
 




𝑟1 + 1,  𝑟1 + 2, … , 𝑟1 + 𝑚1  
𝑟2 + 1,  𝑟2 + 2, … , 𝑟2 + 𝑚2 (49) 
…           …            …  
𝑟𝑝 + 1,  𝑟𝑝 + 2, … , 𝑟𝑝 + 𝑚𝑝  
 
In (49) each i-th row correspond with the counters used in the 
encryption of the pair (𝑀𝑖
0, 𝑀𝑖
1) with length 𝑚𝑖. At the 
beginning of each query a random counter value 𝑟𝑖 is generated.  
As the counter is incremented in each encryption step and the 
message has a length of 𝑚𝑖 data blocks the last value of the 
counter in each row will be 𝑟𝑖 + 𝑚𝑖. 
In [29] it is demonstrated that the collision probability 
between any counter value in the i-th row and the previous row 







where 𝑐𝑜𝑙𝑖 is the event where there is a collision in the first i 
rows of the table, and 𝑛𝑜_𝑐𝑜𝑙𝑖−1 the event where there is no 
collision in the first i-1 rows. 𝑁𝑐ℎ𝑜𝑖𝑐𝑒𝑠(𝑟𝑖) are the number of 
choices of 𝑟𝑖 that can produce a collision and 1/2
𝑙 is the 
probability for 𝑟𝑖 to be equal to any of these choices. We call 
this probability 𝑃𝑟𝑖(𝑥) = 𝑃(𝑟𝑖 = 𝑥), with x any l-bit length 
value in 𝑁𝑐ℎ𝑜𝑖𝑐𝑒𝑠(𝑟𝑖). As 𝑟𝑖 is generated randomly we can 
consider it has a uniform random distribution such that 𝑃𝑟𝑖(𝑦) =
𝑃𝑟𝑖 =  1/2
𝑙 for any i and  𝑦 ∈ [0, 2𝑙 − 1]. It means that 𝑃𝑟𝑖(𝑥) 
is equal to 1/2𝑙 for any 𝑥 ∈ 𝑁𝑐ℎ𝑜𝑖𝑐𝑒𝑠(𝑟𝑖). 
Finally, given (50), in [29] it is shown that 𝑃Sℰ(𝑐𝑜𝑙) for 
CTR$, the collision probability along the counter table in (49), 
can be expressed as: 
  




















For the particular case of PSCFB, in [13] it is shown that the 
encryption session can be divided into different sync cycles as 
the shown in Fig. 5. In each sync cycle the counter is reset to a 
random IV value as mentioned in Section II-C. Let us assume 
that N sync cycles happen during the IND-CPA game between 
the adversary and the oracle. Then, the counter values during 
the session can be represented as in the following table: 
 
𝑟1,  𝑟1 + 1, … , 𝑟1 + 𝑘1 − 1  
𝑟2,  𝑟2 + 1, … , 𝑟2 + 𝑘2 − 1 (52) 
…           …            …  
𝑟𝑁 ,  𝑟𝑁 + 1, … , 𝑟𝑁 + 𝑘𝑁 − 1  
 
Where 𝑘𝑖 is the length in blocks of data of the i-th sync cycle. 
The subsequent counters from 𝑟𝑖 in advance will be incremented 
up to 𝑟𝑖 + 𝑘𝑖 − 1. According to [13], by using the same 
reasoning than in [29], 𝑃𝑃𝑆𝐶𝐹𝐵(𝑐𝑜𝑙) can be expressed as in (51), 
in terms of 𝑃𝑟𝑖 : 
  





In PSCFB mode, as in CTR$, the counter is an l-bit length 
value. It is reset to the IV at the beginning of each sync cycle 
and it can be considered random and uniformly distributed. 
Therefore, in (51) 𝑃𝑟𝑖 =  1/2
𝑙 for any i and  𝑥 ∈ [0, 2𝑙 − 1]. 
 In the case of PSCFB-MOD mode, as the encryption game 
can be also divided in N sync cycles the same expression as (53) 
could be applied to obtain 𝑃𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷(𝑐𝑜𝑙). 
However, as explained in Section III-A, the l-bit length IV is 
not taken directly from the ciphertext, but its value is obtained 
from the LIV-symbol length IVS value, such that 𝐼𝑉 = 𝑇(𝐼𝑉𝑆). 
As the ciphertext, in radix S, can be considered random and 
uniformly distributed, the same happens with 𝐼𝑉𝑆, as it is taken 
from the LIV symbols after the sync pattern detection. Therefore 
IVS can be considered a uniform random value in the range 
[0, 𝑆𝐿𝐼𝑉 − 1]. Particularly the transformation 𝑇(∙) as been 
chosen such that 𝐼𝑉 = 𝑇(𝐼𝑉𝑆) = 𝑁𝑈𝑀(𝐼𝑉𝑆) 𝑚𝑜𝑑 2
𝑙  as shown 
in (3). 
IVS and its binary representation, NUM(IVS), can be 
considered random and uniformly distributed as soon as 
𝐹𝐾_𝑀𝑂𝐷 output is considered also random, which means that 
parameter L in 𝐹𝐾_𝑀𝑂𝐷 must meet condition in Lemma 2. 
However, IV is obtained by truncating NUM(IVS) to its least l 
significant bits. Therefore IV cannot be considered random and 
uniformly distributed as a bias is introduced due to modulo-2l 
operation. Owing to this, 𝑟𝑖 counter values at the beginning of 
each sync cycle will not be uniformly distributed and special 
considerations must be taken into account to obtain 𝑃𝑟𝑖(𝑥) as it 
will not be constant and equal to 1/2𝑙. 
Let assume 𝑃𝑚𝑎𝑥𝑟𝑖
 as the maximum probability in the 
probability density function 𝑃𝑟𝑖(𝑥) then if we particularize (53) 
to PSCFB-MOD mode we can get an upper bound  for the 
following collision probability such that: 
  
𝑃𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷(𝑐𝑜𝑙) ≤ 𝑃𝑚𝑎𝑥𝑟𝑖





In addition, as the output block size in PSCFB-MOD is one 
symbol with radix S, then 𝑘𝑖 = 𝑞𝑖, where 𝑞𝑖 is the number of 
symbols with radix S encrypted in the i-th sync cycle then: 
  
𝑃𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷(𝑐𝑜𝑙) ≤ 𝑃𝑚𝑎𝑥𝑟𝑖






∙ (𝑁 − 1) ∙ 𝑞 ≤ 𝑃𝑚𝑎𝑥𝑟𝑖
∙ 𝑁 ∙ 𝑞 ≤ 𝑃𝑚𝑎𝑥𝑟𝑖
∙ 𝑁𝑚𝑎𝑥 ∙ 𝑞 
(55) 
 




where 𝑞 is the total number of symbols encrypted during the 
IND-CPA game and 𝑁𝑚𝑎𝑥 the maximum possible number of sync 
cycles produced. It is possible to express this value as 𝑁𝑚𝑎𝑥 =
 𝑞/𝐶𝑚𝑖𝑛, where 𝐶𝑚𝑖𝑛 is the minimum size of any sync cycle in 
symbols. As shown in Fig. 5b the generic sync cycle length in  
PSCFB-MOD can be expressed as 𝑢 = 𝑛 + 𝐿𝐼𝑉 + 𝑃 − 1 + 𝑊 
symbols, where n, LIV and P are constant, while W is variable. The 
minimum value for this cycle length could be considered with 
W=0, then of 𝑢𝑚𝑖𝑛 = 𝑛 + 𝐿𝐼𝑉 + 𝑃 − 1 , where P is the pipeline size 
of the underlying block cipher and n the sync pattern size. If we 









(𝑃 − 1 + 𝐿𝐼𝑉  )
  (56) 
which is the same as equation (39). 
 The last step to prove Lemma 3 is to demonstrate that 
𝑃𝑚𝑎𝑥𝑟𝑖
≤ 1/2𝑙 + 1/𝑆𝐿𝐼𝑉, which is proved in the following 
paragraphs. 
Let us name 𝑁𝑈𝑀(𝐼𝑉𝑆) as 𝑣𝑖 and IV as 𝑟𝑖. Then 𝑣𝑖 and 𝑟𝑖 will 
be two random variables such that 𝑟𝑖 = 𝑣𝑖  𝑚𝑜𝑑 2
𝑙 , where 𝑣𝑖 ∈
[0, 𝑀 − 1] , 𝑟𝑖 ∈ [0, 2
𝑙 − 1] and M is not a multiple of 2l. If 
𝐹𝐾_𝑀𝑂𝐷 meets Lemma 2 its captured output 𝑣𝑖  will be random 
and uniformly distributed, then 𝑃(𝑣𝑖 = 𝑥) = 1/𝑀, where 
𝑃(𝑣𝑖 = 𝑥) is the probability that 𝑣𝑖  is equal to 𝑥 and 𝑥 ∈
[0, 𝑀 − 1]. In Fig. 14 the way of mapping values from the 
domain {0, … , 𝑀 − 1} to  {0, … , 2𝑙 − 1} thanks to modulo-2l 
operation is shown. The remainder R of the division between M 
and 2l can be written as: 
 
𝑅 = 𝑀 − 𝑑 ∙ 2𝑙 (57) 
 
Where d is the quotient of the division, which means that 𝑑 =
⌊𝑀/2𝑙⌋. After modulo-2l operation, as R is different to zero, a 
bias is introduced in the resulting distribution of values of, 𝑟𝑖 in 
the range {0, … , 2𝑙 − 1}. 𝑣𝑖 values that are in the range 
{𝑑2𝑙 , … , 𝑑2𝑙 + 𝑅 − 1} will generate one more occurrence in the 
resulting range {0, … , 𝑅 − 1} after modulo operation. 
Therefore the probability distribution after modulo-2l will be: 
 
𝑃(𝑟𝑖 = 𝑥) = {
𝑑 + 1
𝑀
   𝑓𝑜𝑟 0 ≤ 𝑥 ≤ 𝑅 − 1
𝑑
𝑀
   𝑓𝑜𝑟 𝑅 ≤ 𝑥 ≤ 2𝑙 − 1
 (58) 
 
The maximum value for the probability of 𝑃(𝑟𝑖 = 𝑥) will be: 
  
𝑃𝑚𝑎𝑥𝑟𝑖




























As we have called 𝑣𝑖 = 𝑁𝑈𝑀(𝐼𝑉𝑆)  then 𝑣𝑖 ∈ [0, 𝑀 − 1] →
𝑣𝑖 ∈ [0, 𝑆
𝐿𝐼𝑉  − 1], which means that 𝑀 = 𝑆𝐿𝐼𝑉 and 𝑃𝑚𝑎𝑥𝑟𝑖
 can 




≤ 1/2𝑙 + 1/𝑆𝐿𝐼𝑉 (61) 
  
The final expression for 𝑃𝑃𝑆𝐶𝐹𝐵−𝑀𝑂𝐷(𝑐𝑜𝑙) in (56) next to the 
condition in (61) proves Lemma 3. 
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Abstract—In this work, a new solution for self-synchronized 
encryption in physical layer at Gigabit Ethernet optical links is 
proposed. The solution is based in the block cipher operating 
mode called PSCFB (Pipelined Statistical Cipher Feedback) 
using as underlying PRF (Pseudo Random Function) an FPE 
(Format Preserving Encryption) block cipher. Thanks to this 
structure is possible to encrypt 8b/10b Ethernet symbols 
preserving its coding properties at Physical layer in an optical 
Gigabit Ethernet interface. The IND-CPA (Indistinguishability 
under Chosen-Plaintext Attack) advantage is analysed for the 
first time concluding that this mode can be considered secure in 
the same way as traditional encryption modes are. In addition it 
provides self-synchronization while keeping an encryption 
throughput near 100%. Finally, the proposed mechanism has 
been simulated and synthetized in an FPGA (Field 
Programmable Gate Array) electronic device. 
Keywords—Self-synchronized encryption, PSCFB, FPGA, 
Gigabit Ethernet. 
I. INTRODUCTION 
Nowadays thanks to the advance of optical 
communication standards it is possible to face the bandwidth 
demand of modern applications. On the other hand, 
information security is an important issue that must be taken 
into account owing the increase of threat events over the last 
years [1]. In order to provide security in such kind of networks 
high-speed encryption techniques must be applied. 
In a communication model such as OSI (Open System 
Interconnect), encryption can be performed at different 
communication levels. Well-known mechanisms are MACsec 
and IPsec for layer 2 and 3, respectively. For layer 1 or 
physical layer, different techniques have been developed. 
Some of them are related directly with the optical technologies 
such as OFDM or QKD [2], while others deal with the optical 
protocols at physical layer such as the encryption of OTN 
(Optical Transport Network) frames at bit level [3] or encoded 
symbols in 8b/10b and 64b/66b data flows of optical Ethernet 
standards [4], [5], [6]. The mentioned solutions for OTN and 
optical Ethernet can be considered in-flight encryption 
schemes suitable for high-speed applications  [4], [7]. 
In the case of optical Ethernet, the mentioned encryption 
schemes are usually composed of a stream cipher that encrypts 
directly the encoded symbols at PCS (Physical Coding 
Sublayer) preserving its coding properties. The solutions 
proposed for Ethernet using 8b/10b encoding  [4] , [8], only 
work in a synchronous symmetric encryption scheme, while 
in Ethernet using 64b/66b encoding there are solutions of both 
types, synchronous [5] and asynchronous [6]. 
The advantage of asynchronous encryption schemes over 
synchronous ones is that the firsts do not need any particular 
protocol to synchronize the stream ciphers between the 
transmitter and the receiver. It means that if the keystream 
sequences of both terminals lose their alignment, 
automatically the encryption synchronization can be 
recovered without the necessity of sending extra messages 
between the terminals. 
The paper is organized as follows: Section II explains the 
previous Gigabit Ethernet encryption works and the basis of 
PSCFB (Pipeline Statistical Cipher Feedback) self-
synchronized encryption mode, Section III proposes the new 
encryption mechanism based in PSFB mode and gives a new 
IND-CPA (Indistinguishability under Chosen Plaintext 
Attack) security expression for it, in Section IV 
implementation over FPGA is explained. Finally in Section V 
conclusions are given. 
II. PREVIOUS WORKS
A. FPE Gigabit Encryption Scheme
In order to encrypt the 8b/10b symbol flow it is necessary
to preserve the coding properties of the transmitted symbols 
as its main purpose is  facilitate the work of the clock and data 
recovery circuits in the receiver side. Therefore, to perform 
the encryption in  [4] and [8] 8b/10b symbols are mapped to 
integers between 0 and S-1 and a modulo-S addition is 
performed between them and the keystream values, also 
between 0 and S-1. Finally the resulting ciphertext is reverse 
This work has been supported by MINECO-FEDER (TEC2014-52840-R 
and TEC2017-85867-R) and FPU fellowship to M. García Bosque 
FPU14/03523. 
Fig. 1.  Scheme of the PCS sublayer with encryption capabilities. The 
plaintext is formed by 8b/10b symbols composed of 8 data bits and 1 control 
bit. TX_PCS_CTRL is the PCS controller that generates the 8b/10b symbols. 
These are mapped in MAP block to B-bit values between 0 and S-1, with 
S=267. After encryption they are reverse mapped in DEMAP block and then 
encoded in ENCODER_8B10B module. In this scheme keystream generator 
is formed by an FPE block cipher working in counter mode. 
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mapped to valid 8b/10b symbols. After that, the resulting 
symbols are encoded and transmitted to the serializer and to 
the optical link. The complete encryption process is shown in 
Fig. 1. In [8], the keystream generator is based in a classic 
ad-hoc stream cipher structure, particularly a chaotic one. 
However it is well-known that the cryptanalysis of ad-hoc 
stream ciphers are usually less understood and they are more 
difficult to use than block ciphers [9]. In [4] the keystream 
generator is based in an FPE (Format Preserving Encryption) 
block cipher working in CTR (Counter) mode. Particularly the 
structure used is FF3, one of the recommended by NIST 
(National Institute of Standards and Technology) [10]. This is 
the keystream generator structure shown in Fig. 1. 
B. Self-Synchronized Encryption 
To achieve self-synchronous encryption, several proposals 
can be taken into account. On the one hand, ad-hoc self-
synchronous stream ciphers such those in eSTREAM project, 
[11]. In this particular case the proposed solutions were 
dismissed owing to their vulnerabilities [12]. On the other 
hand, certain operation modes for block ciphers can be used, 
such as CFB (Cipher Feedback), SCFB (Statistical Cipher 
Feedback) [13] and PSCFB [14]. In these cases, as soon as the 
underlying block cipher is considered secure, and taking into 
account their analysis in the sense of their IND-CPA security, 
it is possible to consider these modes secure enough. Among 
the mentioned modes PSCFB is the only one that is able to 
achieve an encryption throughput near to 100%. 
PSCFB mode is considered a combination of two NIST 
modes, CTR and CFB, its structure is shown in Fig. 2. Let’s 
assume that the block cipher under this mode has a block size 
of L bits, it is configured with a key k, and it has an encryption 
function Ek(·) that is implemented with a pipeline of P stages. 
This block cipher usually works in CTR mode while the 
resulting ciphertext is analysed to detect a particular n-bit 
sequence called sync pattern. When this sequence is detected, 
the cipher starts to work in CFB mode and feeds back the next 
L bits after the sync pattern using them as IV (Initial Value), 
then setting its counter to this value. The encrypted value of 
IV, Ek(IV) will appear at the output of the block cipher P cycles 
later as it has been implemented with a pipelined architecture 
of P stages. As the encryption function Ek(·) of any block 
cipher can be usually modelled as a PRP (Pseudo Random 
Permutation) the resulting keystream and then the ciphertext 
can be considered a stream of random and independent values. 
Therefore the sync pattern will be detected at a random point 
in the ciphertext bitstream. Moreover, after IV capture, sync 
pattern detection is disabled during P cycles until Ek(IV) is 
ready as keystream value. This period is called blackout 
period. The sync pattern, blackout period, and the scanning 
period until next sync pattern is called the synchronization 
period and it is shown in Fig. 3. 
III. SELF-SYNCHRONIZED PROPOSED MODE 
A. Structure of the Proposed Mode 
As mentioned before it is well-known that the 
cryptanalysis of ad-hoc stream ciphers are usually less 
understood and more difficult to use than block ciphers. 
Therefore in this work we have selected the proposal in [4] as 
a starting point to create a self-synchronized solution. This 
solution consists to apply the PSCFB mode of operation to the 
proposed cipher structure in [4]. It means to use directly an 
FPE block cipher working in PSCFB mode instead of a 
classical block cipher with binary radix. The FPE block cipher 
can be considered a PRF (Pseudo Random Function) Fk such 
that 𝐹𝑘: 𝐾 ×  {0, 𝑆 − 1}
𝑙 →  {0, 𝑆 − 1}𝐿 , where L is the block 
size, K the key space and S the radix of the block cipher. The 
structure of this solution is shown in Fig. 4, where the XOR 
operation has been substituted by a modulo-S addition and the 
block cipher Ek(·) has been substituted by the FPE block cipher 
Fk(·). 
B. Security Analysis 
Traditional modes are analysed according to their 
IND-CPA security. According to [6], if the encryption 
 
Fig. 2.  Structure of PSCFB mode for encryption and decryption. The block 
cipher 𝐸𝑘(∙) has a block size of 𝐿 bits, and is implemented using 𝑃 internal 
stages. The difference between the encryption and decryption is that the sync 
pattern scan is performed after the XOR operation in the transmitter and 
before the XOR in the receiver. 
 
 
Fig. 4.  Structure of PSCFB mode using an FPE block cipher as underlying 
function. The block cipher 𝐹𝑘(∙) has a block size of 𝐿 symbols with values 
between 0 and S-1 and it is implemented using 𝑃 internal stages. Moreover, 
the L-symbol output of the block cipher is serialized to a stream of symbols 
thanks to the P/S (Parallel to Serial) module. The difference between the 
encryption and decryption is that the sync pattern scan is performed after the 
modulo-S addition in the transmitter and before it in the receiver. 
 
 
Fig. 3.  Structure of the synchronization period in PSCFB mode. A complete 
synchronization period is formed by the sync pattern, blackout period and 
scan period. The 𝐼𝑉 (Initialization Vector) is in the first block of the blackout 
period. 𝐸𝑘(𝐼𝑉), the encrypted value of the 𝐼𝑉, is used as a keystream value 𝑃 
blocks later of its capture because the cipher has  𝑃 stages. 
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scheme is the PSCFB mode it is possible to write the 




𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) = 2 ∙ 𝐴𝐷𝑉𝐹
𝑃𝑅𝐹(𝐵) + 𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵(𝐹𝑢𝑛𝑐)
𝐼𝑁𝐷−𝐶𝑃𝐴 (𝐴) (1) 
 
where 𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵(𝐹)
𝐼𝑁𝐷−𝐶𝑃𝐴(𝐴) is the advantage of A attacking the 
PSCFB scheme when its underlying function is the PRF Fk, 
𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵(𝐹𝑢𝑛𝑐)
𝐼𝑁𝐷−𝐶𝑃𝐴 (𝐴)  is the advantage of A over PSCFB 
scheme when its underlying function is a random function 
𝐹𝑢𝑛𝑐(𝑙, 𝐿)  and 𝐴𝐷𝑉𝐹
𝑃𝑅𝐹(𝐵)  is the prf-advantage of B as 
defined in [15], where B is an adversary attacking the PRF 
security of Fk.  
If Fk in PSCFB mode is a function with binary radix, 
according to [6] and [15] it is possible to write the term 
𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵(𝐹𝑢𝑛𝑐)
𝐼𝑁𝐷−𝐶𝑃𝐴 (𝐴) as: 
  
𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵(𝐹𝑢𝑛𝑐)
𝐼𝑁𝐷−𝐶𝑃𝐴 (𝐴) ≤ Pr(𝑐𝑜𝑙) ≤






where Pr(𝑐𝑜𝑙)  is the probability of a collision among the 
counter values used as inputs of the block cipher during the 
game between the adversary A and the encryption scheme. N 
is the number of sync cycles performed by the PSCFB 
encryption scheme during the game, l is the input block size 
in bits, 2l is the number of possible counter values in binary 
radix and an l-bit size, and finally ki is the length in data 
blocks for the i-th sync cycle. 
In this work the underlying block cipher is an FPE block 
cipher with radix S, then equation (2) can be written as: 
  
𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵(𝐹𝑢𝑛𝑐)
𝐼𝑁𝐷−𝐶𝑃𝐴 (𝐴) ≤ Pr(𝑐𝑜𝑙) ≤






As ki is the length in data blocks for the i-th sync cycle it 
is possible to write ki as 𝑘𝑖 = ⌈𝜇𝑖/𝐿⌉ ≤ 𝜇𝑖/𝐿 + 1 where 𝜇𝑖 is 
the number of symbols with radix S encrypted in the i-th sync 
cycle and L is the block size in symbols. 












where 𝜇𝑠 is the total number of symbols encrypted during the 
game and 𝐶 = (𝑃 − 1) ∙ 𝐿 + 𝑙. Moreover, if we consider that 
𝐿 = 𝑙, as the blockcipher has the same input and output size, 
then 𝐶 = 𝑃 ∙ 𝐿. According to this, equation (1) for PSCFB 
mode can be written as: 
  
𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵(𝐹)










Block ciphers are usually analysed as PRFs and their prf-
security is measured thanks to the 𝐴𝐷𝑉𝐹
𝑃𝑅𝐹(𝐵)  term. 
However, PRPs (Pseudo Random Permutations) are what 
best model them and it is possible to relate their prp-security 
and prf-security thanks to the PRF-PRP switching lemma 
[16]. According to this, the PRP security is degraded a term 
𝜇𝑠
2/𝐿2𝑆𝐿+1 in respect to PRF one. Therefore, equation (5) 
can also be expressed as: 
  
𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵(𝐹)




















𝑃𝑅𝑃(𝐵) is the prp-advantage of an adversary B 
over Fk. As the number of bits per symbol is 𝑇 = log2 𝑆, the 
total number of bits transmitted during the game will be 𝜇 =
𝜇𝑠 ∙ 𝑇. Finally the IND-CPA advantage equation for PSCFB 
can be rewritten as: 
  
𝐴𝐷𝑉𝑃𝑆𝐶𝐹𝐵(𝐹)














In the scheme proposed in Fig. 4 we know that the 
underlying FPE block cipher has radix S=267, however, to 
get a complete parametrization it is also necessary to fix the 
block size L and the pipelining value P. For doing that we 
have compared the IND-CPA advantage of a traditional CTR 
scheme with the proposed mode. IND-CPA advantage for 
CTR mode can be expressed as: 
  
𝐴𝐷𝑉𝐶𝑇𝑅𝐶(𝐹)






Assuming that the PRP advantage 𝐴𝐷𝑉𝐹
𝑃𝑅𝑃(𝐵)  is 
negligible in CTR and PSCFB, and that in both modes the 
same amount of information is encrypted, we can compare 

















where LPSCFB and LCTR are the block sizes of the underlying 
block ciphers in PSCFB and CTR modes, respectively. 
Assuming that LCTR = 128 bits, as in AES (Advanced 



























As P ≥ 1 the right term will be maximum with P = 1, then: 
  
𝐿𝑃𝑆𝐶𝐹𝐵





In the particular case of Gigabit Ethernet, S = 267, 
therefore to meet the condition of equation (11) 𝐿𝑃𝑆𝐶𝐹𝐵 ≥ 17 
symbols with radix S. By accomplishing the mentioned 
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condition it is possible to conclude that we can achieve the 
same or better IND-CPA security than a typical 128-bit block 
cipher working in CTR mode. In this work we have used the 
same structure for the FPE block cipher than in [4], it means 
that the block size is 22 symbols which meets the condition 
in (11). 
IV. IMPLEMENTATION 
The final encryption structure has consisted of the PCS 
scheme shown in Fig. 1, where the FPE block cipher working 
in CTR mode has been substituted by the PSCFB operation 
mode shown in Fig. 4. The solution has been synthetized 
targeting a Virtex 7 FPGA platform, giving as result the 
hardware resources shown in Table I. Its final scheme is 
shown in Fig. 5. Furthermore, the encryption structure has 
been integrated in an Ethernet Interface as part of a PHY 
(Physical layer) and attached to a MAC (Medium Access 
Control) module as shown in Fig. 6. Simulations of Ethernet 
traffic while encrypting the link have been carried on using 
two Ethernet Interfaces facing each other. 
V. CONCLUSION 
In this work, a new solution for self-synchronous 
symmetric encryption has been proposed for optical Gigabit 
Ethernet standard using 8b/10b encoding. An IND-CPA 
expression has been derived for the proposed encryption mode 
concluding that it can be considered secure as other traditional 
modes while keeping an encryption throughput near 100%. In 
addition, the solution has been synthetized targeting an FPGA 
platform, and simulated with Ethernet data frames. 
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1Slices are estimated from the number of register and LUTs, assuming they 
are not packed together. 
 
Fig. 5. Overall structure for PSCFB mode in a physical layer with 8b/10b 
encoding. Decryption will be as encryption but using a modulo-267 
subtraction instead of an addition. In this structure, for each clock cycle a 
modulo-22 counter (called ‘cnt_mod_22’) selects one of the 22 symbols 
from the output block of the FPE block cipher, represented by the set 
{𝑆0, 𝑆1, … , 𝑆21}. This counter and the multiplexer performs the function P/S 
in Fig. 4. The selected output symbol will be added to the incoming plaintext 
thanks to the modulo-267 addition. The FPE output block is refreshed every 
22 cycles. The same happens with its input block that comes from CTR 
counter (called COUNTER). This COUNTER will also increment its value 
every 22 cycles. 
 
 
Fig. 6. Scheme of the Ethernet Interface formed by the PHY and MAC 
modules. ENCRYPT/DECRYPT modules contain the KEYSTREAM and 
CIPHER_OPERATION modules of Fig. 5. P/S and S/P modules are Parallel 
to Serial and Serial to Parallel modules, that transmit and receive the 
bitstream from the optical link. 
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