The problem of estimating the inverse matrix of scale parameters of an elliptically contoured distribution is considered with respect to Stein's loss function. It is shown that improvement of the estimators obtained under the normality assumption remains robust under an elliptically contoured distribution. A numerical study is also conducted to evaluate the risk performances of the improved estimators.
Introduction
There were many studies to estimate a covariance matrix and the precision matrix under multivariate normal distribution model. For estimation of the covariance matrix see Jamse and Stein (1961) , Stein (1977) , Haff (1980 Haff ( , 1991 , Dey and Srinivasan (1985) , and Perron (1992) and for estimation of the precision matrix see Efron and Morris (1976) , Haff (1977 Haff ( , 1979 , Krishnamoorthy and Gupta (1989) and Perron (1997) . See also Pal (1993) to introduce past literature on the estimation of the covariance or precision matrix. On the other hand, Kubokawa and Srivastava (1999) showed that improvement of a minimax estimator for a covariance matrix obtained under the normality assumption remains robust under an elliptically contoured distribution model. In this paper, the problem of estimating the inverse of a scale matrix of an elliptically contoured distribution with respect to the Stein loss function is investigated.
The precise set-up of the problem is as follows: Let Y be an N × p random matrix with multivariate linear model
Here is an N × p matrix of random errors, A is a known N × m matrix with full rank, and β is an m × p matrix of unknown parameters. We suppose that N ≥ m+p. We also assume that the error matrix is distributed as an elliptically contoured distribution with its density
where f (t) is a differentiable and nonnegative real-valued function on t ≥ 0 and Σ is a positive-definite matrix. Here |P |, tr(P ) and P stand for the determinant, the trace and the transpose of a square matrix P , respectively.
In this paper we consider the problem of estimating Σ −1 with respect to the Stein loss function
where Σ −1 is an estimator of Σ −1 . We denote by R( Σ −1 , Σ −1 ) the corresponding risk function, the expected loss functions. Our target is to construct alternative estimators which have smaller risk than a usual estimator.
In case of multivariate normal distribution model, i.e., f (t) = a exp(−t/2) with a normalizing constant a, the studies of estimating the precision matrix Σ −1 can be found in Efron and Morris (1976) and Haff (1977 Haff ( , 1979 . They proposed several types of alternative estimators to the unbiased estimator with respect to different loss functions from (1.3). Krishnamoorthy and Gupta (1989) considered an improvement upon the unbiased estimator of Σ −1 under the loss function (1.3) and Krishnamoorthy and Gupta (1989) showed that a lower triangular invariant estimator, called the James-Stein (1961) type estimator, dominates the unbiased estimator. Krishnamoorthy and Gupta (1989) also gave a diagonal invariant estimator alternative to the James-Stein type estimator and made a conjecture that an orthogonally invariant estimator is better than the James-Stein type estimator under the Stein loss function (1.3). Perron (1997) proved the conjecture for p = 2 and Sheena (2003) recently showed it for p = 3. However, for p ≥ 4, it is not known whether the conjecture is right, because it is very difficult to evaluate the expectation of tr( Σ −1 Σ) in the Stein loss function (1.3).
This paper is organized in the following way. In Section 2, we give some expected values of functions of S = Y (I N − A(A A) −1 A )Y by the extended Haff identity due to Kubokawa and Srivastava (1999) . In Section 3 we treat the problem of estimating Σ −1 under the Stein loss function (1.3), where Σ is given in (1.2). We first show that the James-Stein (1961) type estimator improves on the usual estimator S/(N − m). Next, it is shown that the James-Stein type estimator is dominated by the diagonal invariant estimator which is considered by Krishnamoorthy and Gupta (1989) . We also give a result for p = 2 that two types of the orthogonally invariant estimators given by Perron (1997) improve on the James-Stein type estimator. However we failed to show that an orthogonally invariant estimator improves on the James-Stein estimator for p ≥ 3 because of difficulty in terms of the expectation of tr( Σ −1 Σ) in the Stein loss function (1.3). Hence in Section 4 we conduct a simulation studies of the risk performances. The finding of the simulation studies is that the orthogonally invariant estimators obtained under the normality assumption with p = 2 perform well under an elliptically contoured distribution model with p ≥ 3. Therefore the improved estimators remain robust under the elliptically contoured distribution model. In Section 5, we state the proofs of the results given in Sections 2 and 3.
Expected values
Denote the matrix of residual sum of squares by
Under the normality assumption the matrix S has the Wishart distribution and the expected values for various functions of S have been derived. See, for example, Gupta and Nagar (1999) . In this section we give expected values for functions of S with an elliptically contoured distribution model. The proofs of lemmas obtained in this section are stated in Section 5.
Also, let
Lemma 2.1. Let Q be a p × p matrix of constants. If lim z→±∞ |z|f (1) (z 2 + a 2 ) = 0 for any real a, then we have
The expectations E Gupta and Nagar (1999) . See also Haff (1979) .
The expected values similar to the above lemma for S −1 are derived in the following lemma. In the case where f is multivariate normal density, the results are given by Theorems 3.3.16 and 3.3.18 of Gupta and Nagar (1999 
Next we give the expected value of the sample generalized variance, i.e., the determinant of S. In multivariate statistical analysis the sample generalized variance is important because many test statistics are functions of the sample generalized variance.
Lemma 2.3. Let k be an integer with n − p + 1 + 2k > 0. Then we have
where Γ (·) is the gamma function and
be a p×p diagonal matrix with the i-th diagonal element d i . The same arguments used in Eaton and Olkin (1989) give the following lemma which is useful to evaluate the risk of a triangular invariant estimator of Σ −1 in the next section. 
Estimating the inverse of scale matrix
In this section we consider the problem of estimating the inverse matrix of scale parameters, Σ −1 . The proofs of results obtained in this section are put in Section 5.
We here define the usual estimator of Σ −1 as
Note that E US is not unbiased estimator of Σ −1 for a density (1.2) except the normal density.
Next, from the same argument in Krishnamoorthy and Gupta (1989) , we define the James-Stein (1961) type estimator as
where S = T T , where T is a lower triangular matrix with positive diagonal elements and D T is given by Lemma 2.4. Note that the estimator Σ −1 JS is invariant under the group of transformation given by Σ → BΣB , S → BSB , and Σ → B ΣB , where B is any p×p lower triangular matrix with positive diagonal elements. Krishnamoorthy and Gupta (1989) showed that under the normality assumption the James-Stein type estimator Σ −1 JS is the best estimator in the class of invariant estimators with respect to the above group of transformation and hence Krishnamoorthy and Gupta (1989) 
For improvement on the James-Stein type estimator Σ −1
JS we consider an improved estimator of the form
where 0 < κ < 1. The estimator (3.3) is considered in Krishnamoorthy and Gupta (1989) and is invariant under the group of transformation Σ → D 0 ΣD 0 , S → D 0 SD 0 , and Σ → D 0 ΣD 0 for a diagonal matrix D 0 . From the convexity of the Stein loss function and Lemma 3.1, we get the extended result of Theorem 3.1 in Krishnamoorthy and Gupta (1989) :
Next, we consider a class of orthogonally invariant estimators of Σ −1 . Let S = RLR such that R is an orthogonal matrix and L = diag( 1 , . . . , p ) with
We here define the class of estimators as . . . , p) . The class (3.4) of estimators for Σ are invariant under the group of transformation Σ → OΣO , S → OSO , and Σ → O ΣO for an orthogonal matrix O.
We consider the Dey and Srinivasan (1985) type estimator of the form
where D T is given by Lemma 2.4.
DS has the property that the larger eigenvalues are shrunk and the smaller eigenvalues are expanded. We next give a dominance result for two dimensional case (p = 2) of an elliptically contoured distribution model. 
In the class (3.4) for estimators of Σ −1 , the ordering property φ 1 (L) < · · · < φ p (L) is considered natural because it keeps the ordering
p . Therefore, we derive such an orthogonally invariant estimator on the basis of Perron (1992) .
Let h(t) be a differentiable function of t and h(t) > 0. Denote
Let W (H) be p × p matrix whose (i, k)-th element is given by
where
We here define the Perron-type (1992) estimator as
Theorem 3.4. Assume that h(t) and h(t)/t are nondecreasing functions. Then for p = 2 and any
Remark 3.1. (1) If th(t) and t/h(t) are nondecreasing in t then the elements of φ P R (L) have the natural ordering property
from Theorem 4.3 of Perron (1992) .
(2) The results of Theorems 3.4 and 3.3 are extensions of the dominance results in Corollary 1 of Perron (1997) .
Numerical studies
In Section 3, we showed that Σ The risk values of the estimators are derived from 10,000 replications and these replications are generated from (1.2) with f (t) = c N,p,v 
Let G(S) = (g ij (S)) be a p × p matrix whose elements are functions of S = (s ij ). Denote 
. . , z kp ). Hence we have S
= z z = n i=1 z i z i . Recall that f (0) (x) = f (x) and f (i+1) (x) = (1/2) ∞ x f (i) (t)dt for i = 0, 1 and also recall that f (i−1) (x) = −2df (i) (t)/dt | t=x for i = 0, −1. For a function h 1 (z z), define E (i) Σ [h 1 (z z)] = h 1 (z z) × |Σ| −N/2 f (i) (tr(Σ −1 (x − θ) (x − θ)) + tr(Σ −1 z z))dxdz.
Also, define E (i)
Ip [h 1 (z z)] as integration with transformation Σ −1/2 z → z where
First, we state the Haff identity with matrix argument for elliptically contoured distribution models due to Kubokawa and Srivastava (1999) .
Lemma 5.2. Let G(S) = (g ab (S)) = G(
n c=1 z c z c ), be a p×p matrix whose elements are differentiable with respect to z jk (j = 1, 2, . . . , n, k = 1, 2, . . . , p).
Then we have
Proof. The proof is similar to that of Lemma 1 in Kubokawa and Srivastava (1999) and hence we state the outline of the proof only.
From the same argument used in (A.1)-(A.7) in Kubokawa and Srivastava (1999) , we can write
nh(S)I p + 2{D S h(S)}S]. (5.3) Let H(S) be a p × p matrix with the (i, j)-element h ij (S) which is function of S. Substituting h(S) in (5.3) with h bj (S), we see that the (i, b)-element of (5.3) is
for Σ −1 = (σ ij ) and S = (s ij ). Taking the summation in a and b, we can write (5.4) in the matrix form as
[nS −1 G(S) + 2(SD S ) H(S)], (5.5) where G(S) = SH(S). Using Lemma 5.1 (i), we have D S G(S) = (D S S)H(S) + (SD S ) H(S)

= (p + 1)H(S)/2 + (SD S ) H(S), which gives that (SD S ) H(S) = D S G(S)−(p+1)S
−1 G(S)/2. Hence combining this result and (5.5), we get the desired result.
Lemma 5.3. Assume that the joint density of (x, z) is represented as (5.1) and let S = z z. Then we can write the joint density of (x, S) as
)/2) with the gamma function Γ (·).
Proof. From Lemma 3.2.3 of Srivastava and Khatri (1979) , we can immediately get the result.
Lemma 5.4. (Gupta and Nagar (1999) 
is a lower triangular matrix with t ii > 0. Then the Jacobian of transformation from S to T is given by
2 p p i=1 t p−i+1 ii . Moreover , let S = U U such that U = (u ij ), i ≤ j,
is an upper triangular matrix with u ii > 0. Then the Jacobian of transformation from S to U is given by
Lemma 5.5. Let S = T T such that T = (t ij ), i ≥ j, is a lower triangular matrix with t ii > 0. Let q (i) be a scalar valued function of {t ab } (a,b) =(i,i) and also let q (ijk) be a scalar valued function of {t ab } (a,b) =(i,j), (i,k) . Assume that lim t→∞ t n−2 f (t 2 + a 2 ) = 0 for any real a. Then it holds that
if i, j, and k are all distinct, provided the integrations are finite.
Proof. (i):
The proof is given by the same argument used in (A.1) of Kubokawa and Srivastava (1999) . First, using Lemmas 5.3 and 5.4, we can write the joint density of (x, T ) as
Note that q (i) is independent of t ii . Hence an integration by parts gives that
Hence we get (i). (ii):
In the similar way to the above proof of (i), we use an integration by parts to see that
Hence, since ∂t ik /∂t ij = δ jk , we get (ii).
Lemma 5.6. Let S = U U such that U = (u ij ), i ≤ j, is an upper triangular matrix with u ii > 0. Let q (i) be a scalar valued function of {u ab } (a,b) =(i,i) and also let q (ijk) be a scalar valued function of {u ab } (a,b) =(i,j), (i,k) . Assume that lim u→∞ u n−2 f (u 2 + a 2 ) = 0 for any real a. Then it holds that
Proof. The proof is the same as that of Lemma 5.5 and is omitted.
Proofs of results in Section 2
Proof of Lemma 2.1. (i): Under the condition that lim z→±∞ |z|f (1) (z 2 + a 2 ) = 0 for any real a, we can use Lemma 5.2 to obtain that
We use the transformation to polar coordinates to obtain that
for −2 ≤ i ≤ 2. Hence we have the result (i).
(ii): If lim z→±∞ |z 3 |f (1) (z 2 + a 2 ) = 0 and lim z→±∞ |z|f (2) (z 2 + a 2 ) = 0 for any real a, it follows from Lemmas 5.2 and 5.1 that
(1)
Thus combining the above representation and the result (5.7) yields (ii). 
(ii) and (iii): First, using Lemma 5.2, we observe that
From Lemmas 5.2 and 5.1 (iv), it follows that
Hence we get
where a 0 = n − p − 1. Similarly, we can see that
and that
Hence, solving (5.8)-(5.10) with respect to E (0)
and using the relation (5.7), we get (ii) and (iii).
Proof of Lemma 2.3. From Lemma 5.3, we see that
where the last equality follows from transformation S → u with an (n + 2k) × p matrix u. Using the similar argument to (5.7), we see that the last right-hand side of the above expression can be written as
which completes the proof.
Proof of Lemma 2.4. (i):
The proof is given by the same way in Appendix of Eaton and Olkin (1989) .
Since
, we consider only the case where the joint density of (x, T ) is given by (5.6). Then for any diagonal matrix D whose diagonal elements are 1 or −1, (x, DT D) and (x, T ) have a common joint density, which yields that
Hence, H must be a diagonal matrix and we consider only the expectations of the diagonal elements of (T T ) −1 . Partition T as
where T 21 is 1 × (p − 1) vector. Then we have
.
Let H = diag(h 1 , . . . , h p ) and let α i = (n − i − 1) −1 . From Lemma 5.5 (i) and (ii), we can see that
Since the matrix E (0)
Finally, solving the above equations and using the relation E (−1)
which completes the proof of (i).
(ii): Using Lemma 5.6, we can prove (ii) in the same way as proof of (i).
Proofs of results in Section 3
Lemma 5.7. For n − p − 1 > 0, it follows that
Proof. This is verified by mathematical induction on p.
Proof of Theorem 3.1. The risk difference of the estimators Σ −1
JS and Σ −1
US can be written as
Hence, combining Lemmas 2.2 (i) and 2.4 (i) and 5.7 gives that ∆ 1 ≤ 0 for any f .
Proof of Lemma 3.1. From Lemma 2.4 (i) and (ii), it follows that
which immediately gives the desired result.
Proof of Theorem 3.2. From the convexity of the Stein loss function and Lemma 3.1, we can see that
Next for i = −1, 0, 1, define
where v is (n − 2) × p matrix and h 2 (v v) is a scalar-valued function of v v.
Lemma 5.8. Let p = 2 and let h(z z) be a function of z z. Then we have 
Hence, the variable transformation from S to v v yields (i).
(ii): From (i), we can write E (−1)
and let g(v 1 ) be a scalar valued function of v 1 . From the same argument used in proof of Lemma 5.5, we have
Also, from the similar way to (5.12), we get
Hence we can see that
which gives (ii).
To prove Theorems 3.3 and 3.4, we need the following two lemmas. 
The above lemma is evaluated as Stein (1977) . Let p = 2 and let S = RLR such that R is an orthogonal matrix and
, ψ 2 (L)) whose elements are functions of L. Also let v v = OlO such that O is an orthogonal matrix and l = diag(l 1 , l 2 ). Note that for v = (v jk ) (j = 1, . . . , n − 2, k = 1, 2) the order of l i (i = 1, 2) is O(|v jk | 4 ).
Lemma 5.10. For i = 1, 2, j = 1, . . . , n − 2, k = 1, 2, assume that
for any real a. Then we have
Proof. This is given by the similar way as proof of Proposition 5.1 in Kubokawa (2004) and thus we state an outline of the proof.
Without any loss of generality, we assume that 
Hence, using Lemma 5.2 (with replacing S = z z and D S by V = v v and D V , respectively) and using Lemma 5.9, we get the result of this lemma. 
v|Σ [1] . 
Using the fact that (d T
w ik (H) log(d
where the last inequality follows from the concavity of the function log and the Jensen inequality.
