Key Words sleep-wake rhythms, free-running rhythms, light, melatonin s Abstract Evidence that the sleep-wake rhythm is generated endogenously has been provided by studies employing a variety of experimental paradigms such as sleep deprivation, sleep displacement, isolating subjects in environments free of time cues, or imposing on subjects sleep-wake schedules widely deviating from 24 hours. The initial observations obtained in isolated subjects revealed that the period of the endogenous circadian pacemaker regulating sleep is of approximately 25 hours. More recent studies, however, in which a more rigorous control of subjects' behavior was exerted, particularly over lighting conditions, have shown that the true periodicity of the endogenous pacemaker deviates from 24 hours by a few minutes only. Besides sleep propensity, the circadian pacemaker has been shown to regulate sleep consolidation, sleep stage structure, and electroencephalographic activities. The pattern of light exposure throughout the 24 hours appears to participate in the entrainment of the circadian pacemaker to the geophysical day-night cycle. Melatonin, the pineal hormone produced during the dark hours, participates in communicating both between the environmental light-dark cycle and the circadian pacemaker, and between the circadian pacemaker and the sleep-wake-generating mechanism. In contrast to prevailing views that have placed great emphasis on homeostatic sleep drive, recent data have revealed a potent circadian cycle in the drive for wakefulness, which is generated by the suprachiasmatic nucleus. This drive reaches a peak during the evening hours just before habitual bedtime.
FROM PASSIVE TO ACTIVE THEORIES OF SLEEP-WAKE RHYTHMS-AN INTRODUCTION
In spite of the ubiquitous periodic nature of sleep and wakefulness, recognition of the sleep-wake cycle as a biological rhythm controlled by brain oscillators has been slow to come. Until the 1960s, sleep was mostly conceptualized within the framework of homeostatic principles. During sleep, energy or essential brain or bodily ingredients, depleted during waking, were thought to be restored. A complementary view posited the accumulation of toxic substances during wakefulness that are detoxified or removed from circulation during sleep. The immediate cause of sleep was sought in the production of these hypnotoxins that inhibit brain activities. Other mechanisms such as physical detachment of nerve cells, excess or diminution of blood supply to the brain, or periodic depletion of brain cells' oxygen supply, had also been envisioned (for brain isolation theories of sleep see Moruzzi 1964) . The turn-of-the-century experiments of Piéron (1913) , demonstrating that injecting cerebral spinal fluid from a sleep-deprived dog into the fourth ventricle of a wide-awake dog, induced sleep in the latter within 2-6 h, greatly enhanced the attraction of the hypnotoxins' theory. Constantin von Economo, renowned for the 1917 discovery of encephalitis lethargica, enlarged upon the hypnotoxin's sleep theory to also explain sleep-wake periodicity (see Lavie 1993 for more about von Economo's sleep theory). Accepting the idea that hypnotoxins accumulated during wakefulness induced sleep, von Economo posited that during sleep a process of detoxification occurred, by which the hypnotoxins were removed from the blood stream. Sleep ended with the completion of this process. The process of toxins' accumulation and removal was the basis for the sleep-wake cycle. In our time, the influential two-process theory of sleep regulation adopted this argument (Daan et al 1984) . Von Economo further refined his hypothesis concerning sleep-wake periodicity by assuming that a brain center located between the diencephalon and the midbrain functioned as a "sleep center" by being more sensitive than the rest of the brain to the activity of the hypnotoxins. Its activation induced sleep in other parts of the brain by Pavlovian inhibition, thus preventing widespread brain intoxication. Because everyday experience showed that accumulated fatigue was not obligatory to sleep induction, and that sleep could be interrupted at any time, even before complete detoxification of the hypnotoxins was possibly achieved, he suggested that habit and suggestion also played a role in sleep behavior.
Another impediment to the recognition of the sleep-wake cycle as an endogenous biological rhythm was Nathaniel Kleitman's firm conviction that bodily rhythms were extrinsic in nature (Kleitman 1963) . Kleitman believed that to satisfy the definition of a rhythm, a periodic "regularly recurring" change in a biological process should be "extrinsic in origin, depending upon a regular change in the environment, such as light or temperature," and that "when fully established, it must persist for some time, even when the environmental changes are absent" (p. 131). Thus, Kleitman considered biological rhythms to be conditioned responses. This explained, in his opinion, their continuation for some time after the extrinsic influences ceased. Kleitman, considered by many to be the most influential figure in modern sleep research, summarized his observation on the sleep-wakefulness rhythm by saying, "The development and maintenance of 24-hour sleep wakefulness and body-temperature rhythms stems from being born into, and living in, a family and community run according to alterations of light and darkness, resulting from the period of rotation of the earth around its axis" (p. 147).
The discovery of rapid eye movement (REM) sleep in 1953 by Aserinsky & Kleitman marks the beginning of the scientific era of sleep research that resulted in an entirely new outlook on sleep and its regulation. However, during the first years succeeding the discovery of REM sleep, most research was focused on the infrastructure of sleep and on the newly opened opportunities to study dreaming scientifically. The question as to the causes of the regular alternations of sleep and wakefulness attracted little attention prior to the 1980s.
ENDOGENOUS ORIGIN OF THE SLEEP-WAKE RHYTHM: Early Studies The Emerging Concept of Endogenous Rhythms
A relatively large number of publications appeared in the 1960s and early 1970s, including several influential books that dealt with circadian rhythms, i.e. rhythms of approximately 24-h periodicity [from circa, (about) and dies (day)]. They described rhythms in diverse biological systems ranging from single cell activities to complex human behaviors (e.g. Bünning 1964 , Sollberger 1965 , Halberg 1969 , Conroy & Mills 1970 , Colquoun 1971a , Mills 1973 . Although covering a wide spectrum of biological rhythms, none of these publications dealt directly with the sleep-wake rhythm. Importantly, however, in many the newly formalized concept of endogenous rhythms, i.e. rhythms that are not imposed by the environment but generated from within the organism, were discussed at length for the very first time.
Endogenous rhythms must satisfy the following criteria: (a) persisting in the absence of all known external periodic influences, (b) retaining nearly 24-h periodicity when a different periodicity is adopted by the environment, (c) changing their phase LAVIE slowly after an abrupt change in the environment, (d ) not reverting immediately after having been entrained to a new phase or periodicity, and (e) drifting away from 24 h after all known synchronizers are removed (Conroy & Mills 1970) . In the following chapters, I review the evidence that led to the conclusion that sleepwake rhythms are endogenously driven in a more or less chronological order, with an emphasis on the diverse experimental paradigms used to investigate sleep-wake rhythms. As is shown, these paradigms had a profound influence on the evolving views of sleep-wake regulation.
Sleep Deprivation
The initial experimental results that point in the direction that the sleep-wake rhythm is not passively controlled by the environment, nor solely responding to accumulated wake time, came from studies in which sleep was completely eliminated. Keeping subjects awake for prolonged periods of time revealed that although sleep pressure monotonically increased throughout the deprivation period, it also exhibited pronounced, nearly 24-h rhythms with peak alertness during the afternoon and peak sleepiness during the night (Fröberg 1977 , Thayer 1970 , Akerstedt et al 1979 . Likewise, when sleep-deprived subjects were repeatedly tested with psychomotor and cognitive tests, there were similar rhythms in mental performance that paralleled those in sleep pressure (Moses et al 1978 , Fröberg 1977 , Bjerner et al 1955 , Folkard 1975 . In some of these studies it was apparent that sleep propensity had a bimodal distribution, having a major nighttime peak and a secondary, minor mid-day peak (Blake 1967 , Colquoun 1971b . Enforcing constant posture on sleep-deprived subjects, in addition to uniform and well-controlled lighting and feeding schedules, a procedure termed the constant routine, did not eliminate the sleepiness cycle . Regardless of the specific procedure used in association with the sleep deprivation paradigm to quantify sleepiness, i.e. subjective assessment of alertness using a variety of scales, continuous or intermittent EEG monitoring, counting inadvertent sleep episodes, etc, they all showed that the most profound increase in sleepiness coincided with the early morning hours, whereas the nadir in sleepiness occurred during the early evening period. This cyclic pattern in sleep propensity was superimposed on an increasing trend of sleepiness throughout the deprivation period, representing the homeostatic sleep drive.
Sleep Displacement
Early studies that investigated the effect of sleep displacement were practically oriented to examine the effects of rotating shift work schedules and jet traveling on sleep structure (Endo et al 1978 , Evans et al 1972 , Kripke et al 1971 , Globus et al 1972 , Klein et al 1970 ,Åkerstedt 1977 . Studies differed with respect to the amount of control over the environmental synchronizers that could potentially affect the sleep-wake cycles. This varied from no control at all, such as in field studies investigating sleep-wake cycles of shift workers, to conditions in which all conflicting environmental synchronizers were altered simultaneously, such as after long-haul flights. The first sleep laboratory study investigating the effects of displacement on sleep was conducted by Weitzman et al (1970) . They inverted subjects' sleep-wake cycle by 180 degrees by displacing sleep from 2200-0600 to 1000-1800. Generally, subjects were confined to the laboratory during the scheduled wake periods, although they could "leave the ward for several hours during their waking time." The most prominent effect of sleep inversion was a significant increase in wakefulness, particularly toward the end of sleep. This effect, which persisted throughout the experiment, was at the expense of REM sleep, which was shifted toward an earlier time in the sleep period. A year later, a similar study was conducted by , who displaced sleep from 2300-0700 to 0800-1600 for 4 days. Similarly, Webb et al found an increase in wake time after sleep onset during the reversal sleep, accompanied by an increase in the amount of REM during the first half of the sleep period, and a decrease in first REM latency. Inducing more moderate phase shifts of 6-8 h in the advance or delay directions also revealed a gradual adaptation of the sleep-wake cycle to the abrupt phase shift (Hume 1980 , Monk et al 1988 .
Field studies of shift workers and jet travelers have reached similar conclusions. Displacing sleep from its normal timing has been generally associated with transient insomnia, for at least a few days after the shift. This was particularly evident in phase shifts associated with transmeridian flights. Here, in spite of the rapid and homogenous change in all geophysical and social time cues that should potentially facilitate rapid adaptation of the sleep-wake rhythm to the new time zone, jet travelers experience sleep disturbances, which may last between 4-10 days. Sleep disturbances together with complaints of fatigue and performance deterioration, and sometimes even psychosomatic symptoms, constitute the jet-lag syndrome (see review in Nicholson et al 1986) . Generally, jet lag is more severe after eastward than westward flights (Monk et al 1995) . Likewise, sleep displacement to daytime hours in rotating shift workers results in sleep disruption. Day sleep in shift workers is characterized by being shorter than night sleep, by being more fragmented, and by having a different sleep stage structure, particularly with respect to REM sleep (Åkerstedt 1988) . Although some of these findings may be explained by physical sleep conditions such as effects of noise in the bedroom environment and inability to completely darken the bedroom during the day, there is a general agreement that the major underlying cause of the disruption of sleep is its displacement to daytime hours during which the circadian rhythm in sleep pressure is at its minimum.
SLEEP-WAKE RHYTHMS IN ISOLATION The 25-h Sleep-Wake Rhythm
Modern research of circadian sleep-wake rhythms began with the first studies in which sleep-wake rhythms were investigated in subjects isolated from all possible time cues that could potentially affect their rhythmic behavior. This environment was termed time-free environment. Juergen Aschoff and Rütger Wever, working in Ehrling Andechs in Germany, pioneered the studies of sleep-wake rhythms in a time-free environment (Aschoff 1965; Aschoff et al 1967 Aschoff et al , 1971 . They isolated subjects in two units of an underground building, specially constructed for such experiments. The units were isolated from all environmental noises, and one was also shielded from electric and magnetic fields. The variables that were initially recorded were rectal temperature and subjects' motility. Only in later studies was sleep monitored by electrophysiological means that have become the conventional methods of investigating sleep. Thus, in actuality, the initial studies in Andechs investigated rest-activity rhythms rather than sleep-wake rhythms. In the first reported study of rest-activity rhythms of isolated subjects (Aschoff & Wever 1962) , during the 10 days of isolation there was an increase in the period of the restactivity rhythm to 25.1 h. A similar increase was found in rectal temperature. The term Aschoff & Wever used to describe the circadian rhythms that deviated slightly from 24 h was free-running rhythms. A total of 150 subjects were investigated under isolation conditions in Andechs until 1976 (Wever 1979) . The average length of the isolation period was 29 days, with a range of 10-89 days. In the vast majority of them, rest-activity rhythms and, as was found later, also their sleep-wake rhythms, lengthened to approximately 25 h, although there was a large betweensubjects variability (Wever 1979) . The lengthening of the free-running sleep-wake rhythms was independent of the intensity of activity during the isolation experiment (Aschoff 1990) . Furthermore, subjects with a scheduled workload during isolation showed free-running rest-activity rhythms similar to subjects who were sedentary throughout the experiment. Identical results were reported by Webb & Agnew (1974) . However, some aspects of the experimental conditions could affect the length of the cycle. Allowing subjects to switch on the light as they woke up and to switch it off when they decided to go to sleep, resulted in longer rest-activity cycles compared with the condition in which subjects were isolated under constant illumination. The reason for this phenomenon became apparent only after the decisive role of light stimulus on the circadian sleep-wake cycle, even at room light intensities, was discovered (Boivin et al 1994) .
It is a matter of curiosity that free-running rhythms were also observed in people isolated in caves for extended periods. Long periods of isolation in natural caves were generally considered as a test of human endurance. Sleep diaries, however, kept by these volunteers spending periods ranging from 15-205 days in isolation, provided clear evidence of a lengthening of the sleep-wake cycle to 25 h and even considerably longer (Siffre 1963 , Mills 1964 . Likewise, free-running rhythms were reported in subjects living in isolation in the natural environment of the high arctic region under constant daylight lighting conditions (Steel et al 1995) .
Internal Desynchronization
Lengthening of the sleep-wake periodicity was not the only change noted in sleep-wake rhythms in the time-free environment. Of no less importance was the change observed in the phase relationship between temperature and other rhythms, and sleep-wake rhythms. When the sleep-wake rhythm is synchronized with the 24-h geophysical light-dark cycle, the peak rectal temperature occurs in the late afternoon/early evening period, and the nadir, in the second half of the sleep period. In the time-free environment, after several days, the temperature peak advanced to the first half of the activity period, and the nadir to the first half of the sleep period. Under these new phase relationships, which remained stable in some subjects until the end of the experimental period, sleep tended to be initiated close to the temperature minimum, and wake-ups clustered on the rising limb of the temperature cycle. These preferred zones for falling asleep and for waking up had a profound effect on sleep duration, which minimized the effects of prior wakefulness on subsequent sleep (Wever 1979) . Thus, counterintuitively to what could be expected under the assumption that sleep is regulated homeostatically, in time-free environments the duration of prior wakefulness was negatively correlated with the length of subsequent sleep.
In many subjects, however, the synchronization between temperature and sleepwake rhythms under the new phase relationships lasted for a few days only. After that the cycles were spontaneously dissociated from each other, each assuming a different period. Of the 150 subjects investigated by Aschoff & Wever, 38 showed this spontaneous dissociation, which was termed internal desynchronization. In all, the temperature rhythm assumed a period closer to 25 h (mean of 24.9 h), and the rest-activity rhythms lengthened to the range of 30-40 h or shortened to periods of 15-20 h. Because the internally desynchronized circadian rhythms assumed different periods, there were continuous variations in the phase relationship between them throughout the isolation period. Thus, in one cycle a subject initiated sleep at the peak of his temperature rhythm, whereas some cycles later sleep was initiated at the temperature nadir. Therefore, in experiments lasting for several weeks, internally desynchronized subjects initiated sleep at multiple phases of the temperature rhythm. This allowed an intensive investigation of the mutual interaction between the two rhythms, which demonstrated for the first time the decisive role played by the circadian regulating system on sleep initiation and on waking up from sleep, and consequently on the sleep-wake cycle.
The first analysis of sleep-wake cycles of internally desynchronized subjects was reported by Zulley & Schulz in the Fourth European Congress of Sleep Research in 1978 (Zulley & Schulz 1980) . Later, it was published by Zulley et al (1981) . They reported that the circadian phase of the temperature cycle not only influenced the duration of subsequent sleep but also the probability of falling asleep. When internally synchronized, subjects opted to go to sleep about 1.5 h before the temperature minimum, and woke up approximately 7 h after the minimum, thus sleeping for about 8.5 h. In contrast, when internally desynchronized, there were 2 distinct peaks of sleep initiation, either 1.3 or 6.3 h before the temperature minimum, whereas the end of sleep still clustered at one time, on the rising limb of the temperature rhythm, some 5 h after the minimum (Figure 1 ). Thus, sleep was longest when subjects decided to go to sleep at the earlier of the two preferred zones for sleep, 6 h before the temperature minimum, and became shorter when sleep onset occurred at the second preferred zone, about 1 h before the minimum.
The observations of the Andech's group on the profound influence of the phase of the temperature cycle on sleep behavior were confirmed and further elaborated by Czeisler et al. In his doctoral dissertation (Czeisler 1978) , which was the basis for a paper in Science 2 years later (Czeisler et al 1980a) , it was confirmed that the duration of polysomnographically recorded sleep episodes was dependent on the circadian phase of the temperature rhythm at which sleep was initiated, and not on the length of prior wakefulness. When subjects' chosen bedtimes were near the temperature nadir, subsequent sleep duration was approximately 8 h. When bedtimes were around the temperature peak, i.e. approximately 6-8 h before the minimum, sleep length almost doubled, averaging 14.4 h.
A closer observation of the sleep-wake behavior of free-running subjects who were internally desynchronized with reference to the core body temperature, revealed that there were not only two well-defined zones of high probability to go to sleep, but also two zones of distinctly low probability to do so (Strogatz 1986 , Strogatz et al 1987 . All subjects avoided bedtimes at about 8 h before and 5 h after the temperature minimum. Both zones were 2-3 h wide. Assuming that in normally entrained individuals, temperature nadir occurs at around 0500-0600, these findings led to what appeared to be a paradoxical conclusion, that it should be most difficult to fall asleep a few hours before what in most individuals would be their regular bedtime. As will be detailed shortly, the occurrence of a 'wake maintenance' zone, as it was termed by Strogatz et al (1987) , during the evening hours, which has been consistently observed in studies investigating sleep propensity, has necessitated revision in the prevailing concepts of sleep regulation.
What About Napping?
The research methodology employed in studies conducted in time-free environments has been focused on monophasic sleep-wake cycles, i.e. the alternation of a single major sleep episode with a single prolonged wake episode: Conscious efforts were made to avoid the occurrence of naps, i.e. short sleep episodes of 1-3 h duration, during the isolation period. This was done by explicitly instructing the subjects to avoid napping and to go to sleep only when they were convinced they would be retiring for a nocturnal sleep (Campbell & Zulley 1989) . Furthermore, sleep episodes shorter than a predetermined duration were eliminated from data analysis. Was this justified? Evidence of daytime periods of increased tendency to fall asleep, particularly at midday, has been provided by studies demonstrating poor psychomotor and cognition performance at that time (Blake 1967 , Colquoun 1971b , Monk et al 1996 , by a variety of studies investigating cross-cultural sleep habits (Webb & Dinges 1989) , and as will be discussed later, in studies utilizing short and ultrashort sleep-wake cycles (e.g. Lavie 1986 ). In an attempt to investigate whether napping is part of the sleep-wake regulating system, Zulley & Campbell (1985) reanalyzed data of internally desynchronized subjects who, contrary to instructions, took multiple naps during the isolation period. They reported that naps were clustered at two circadian phases, at the temperature nadir and halfway between successive temperature nadirs. Naps initiated during the temperature nadir, although shorter than the major sleep episodes (6.3 h versus 9 h) were longer than those initiated halfway between successive nadirs (2.4 h). This led them to suggest that whereas the longer naps were major sleep episodes misjudged by subjects to be naps, the naps appearing halfway between successive nadirs could be explained by the existence of a secondary preferred circadian sleep position that under normally entrained conditions corresponds to the midafternoon period. Aschoff (1994) , reanalyzing data of the free-running subjects from the Andechs studies, also came to the conclusion that naps are an integral feature of the circadian rhythm. He viewed naps as an integral part of wake time, the duration of which remains relatively unaffected by the presence of naps. Earlier, Broughton (1975) speculated that our endogenous rhythm of sleep tendency is bimodal, and hence the afternoon nap is biologically based. Recently, a further elaboration of his early suggestion, now based on the wealth of data that has accumulated since his earlier proposal, was published (Broughton 1998) .
THE FORCED DESYNCHRONY PROTOCOL Sleep Propensity
Although isolation experiments provided convincing evidence that the endogenous core temperature and sleep-wake rhythms were about an hour longer than 24 h, there were some hints that the lighting conditions in the isolation chamber could influence the length of the cycle, and thereby bias the results. This led to the adoption of the forced desynchrony protocol, which allowed more stringent control over the experimental conditions. When subjects are isolated from all environmental time cues, the length of the day can be experimentally controlled, and day lengths shorter or longer than 24 h can be imperceptibly enforced on the subjects. This technique, first used by Kleitman (1939) , then by the Andechs group, followed by Hume and Mills (1977) , was initially utilized to investigate the limits of entrainment of circadian cycles to different day lengths. Recently it was used to provide a more controlled environment to investigate the properties of the circadian pacemaker (Dijk & Czeisler 1995 , Wyatt et al 1999 . Kleitman (1939) attempted to adopt a 48-h sleep-wake cycle, with 8 h sleep and 39-40 h wake, for 30 days, and investigated the effects of the imposed day length on the temperature rhythm. In spite of successfully adapting to the 48-h sleep-wake rhythm, there was no change in the body temperature rhythm that remained close to 24 h. Similarly, imposing a 12-h sleep-wake rhythm also failed to modify the temperature rhythm. Only adopting 21-h and 28-h cycles, which, in Kleitman's words, were "not too far removed from 24 h to make one sleepy, or not sleepy enough, at the scheduled bedtime" (p. 255), successfully modified the temperature rhythm to the sleep-wake rhythm in 2 out of 4 subjects. Similar results were later reported by the Andechs group. Thirty-four subjects were exposed to light-dark cycles ranging from 20 to 32 h for at least a 1-week period. None of the subjects exposed to a 20-, 28-, 30-and 32-h "day" was entrained with his rectal temperature rhythm to the new periods. In most of these cases, the rhythm in rectal temperature free-ran in spite of the fact that subjects successfully adhered to the newly imposed rest-activity cycle. Partial or complete success was achieved when the imposed light-dark cycle was closer to 24 h, either 25.3 or 22.7 hours (Aschoff & Wever 1976) . The fact that under enforced day length, which is beyond the range of entrainment, the body temperature rhythm free-ran with its intrinsic periodicity, made the forced desynchrony an alternative paradigm to the isolation experiments (Dijk & Czeisler 1995 , Wyatt et al 1999 . Furthermore, because under forced desynchronized conditions the duration of wakefulness between successive sleep episodes remains constant while sleep occurs at different circadian phases, this enables separating the circadian-dependent and sleep-dependent effects on sleep processes. To assess the period of the circadian pacemaker, the phase of the circadian temperature rhythm was twice assessed by a constant routine paradigm (see Figure 2) .
The period of the circadian pacemaker as determined by the forced desynchrony protocol was unaffected by the length of the imposed sleep-wake schedule. Imposing a 28-h day, with 9-h, 20-min sleep and 18-h, 40-min awake, which caused subjects to delay their bedtimes and waketimes in each rest/activity cycle, or imposing a 20 h day with 6-h, 40-min scheduled sleep and 13-h, 20-min awake, which caused subjects to advance their bedtimes and waketimes, provided remarkably similar estimates of the period of the circadian pacemaker. Unlike the results obtained under the classical isolation protocols, according to which the endogenous circadian pacemaker has an approximately 25-h periodicity, the period of the circadian pacemaker in both the "short day" and the "long day" protocols was much shorter and considerably less variable. Its average period was 24 h, 10 min ±7 min in the 28-h day and 24 h, 10 min ± 9 min in the 20-h day. This periodicity was observed for a group of young adults as well as for elderly subjects aged 64-74 yr, putting to rest a prolonged controversy as to whether the period of the circadian pacemaker is altered with age . Furthermore, identical period lengths were found for the circadian rhythms in cortisol and melatonin secretions, pointing to the possibility that a single circadian pacemaker was driving all of these variables.
What was the reason for the almost 1 h disparity between the isolation experiments and the forced desynchrony protocol? Czeisler et al (1999) suggested that the uneven distribution of the sleep episodes across the circadian phases in the isolation studies could exert a feedback effect on the pacemaker, and thus artificially lengthen the cycle. Thus, if isolated subjects were preferentially awake and selected room light exposure before their circadian temperature minimum, they could induce systematic phase delays of the circadian pacemaker, which would lead to overestimation of the circadian free-running rhythm (see later notes on the effects of light).
The forced desynchrony paradigm provided compelling evidence that not only sleep propensity but also sleep consolidation, sleep termination, sleep structure, and the dynamics of EEG activity during sleep are all under the influence of a single circadian pacemaker that interacts with sleep-and wake-dependent processes. Sleep pressure, indexed by the latency to fall asleep, is maximal near the nadir of core body temperature, close to the habitual time of waking up, and reaches a nadir during the evening hours, near the temperature maximum close to the habitual sleep time. The change from the evening low levels of sleep pressure to the high levels occurs rather rapidly. A similar picture emerged when sleep pressure was assessed by the propensity to terminate sleep. This was lowest around the temperature minimum and highest around the temperature maximum. 
Sleep Structure and EEG Activity
Studies utilizing polysomnographic recordings of subjects isolated in time-free environments have revealed that not only the timing of sleep and its length are regulated by the circadian pacemaker, but also its structure. Under normal entrained conditions, sleep is characterized by regular alternations between REM and non-REM sleep. In young adults the length of the REM-non-REM cycle is about 90 min and the first REM period appears after 90 min of non-REM sleep. Across the sleep period there is a gradual increase in the length of REM episodes, resulting in the largest accumulation of REM sleep during the last third of the sleep period. In contrast to REM sleep, slow wave sleep dominates during the first third of the sleep period and declines thereafter. It should be noted that some of these characteristics of the REM-non-REM cycle are age-dependent. As described above, the first evidence that the infrastructure of sleep may be also under circadian influences was provided by studies in which sleep was displaced from the night to daytime hours (Weitzman et al 1970 . This resulted in an increase in the amount of REM sleep during the first third of the sleep period. Both shortening of the latency to the first REM period and an increase in its duration contributed to this accumulation. Changes in REM sleep were also the hallmark of the modification of sleep structure found in free-running subjects and in the forced desynchrony protocol (Hume & Mills 1977 , Zulley 1980 , Czeisler et al 1980b , Dijk & Czeisler 1995 , Wyatt et al 1999 . Zulley (1980) , analyzing the polysomnographic recordings of subjects isolated in Andechs under time-free conditions, reported that there was a higher amount of REM sleep during the first third of the sleep period in comparison with the entrained condition. As was found in the displaced sleep paradigm, the increased REM resulted from both shortening of the latency to the first REM period and from the increased duration of the first REM episode. Zulley speculated that the observed change in the timing of REM sleep was caused by the change in the phase relationship between body temperature and sleep in the time-free environment. These results were confirmed and extended by Czeisler et al (1980b) . They showed that REM propensity in free-running subjects peaked 1-2 h after the nadir in core body temperature rhythm. In contrast with the prominent circadian rhythm in REM sleep, the distribution of sleep stage 3-4 ("deep," slow wave sleep), showed change neither in isolation studies nor in the forced desynchrony protocols (Weitzman et al 1980 , Dijk & Czeisler 1995 . In the forced desynchrony paradigm with the 28-h day, however, combining stages 2, and 3-4 into a single non-REM sleep, revealed a low amplitude circadian modulation with a crest coinciding with the peak of core body temperature. In addition to the circadian rhythms in sleep stages, the forced desynchrony protocol revealed prominent circadian rhythms in spindles' activity. The spindle is a phasic EEG activity with a frequency of 12-15 Hz, which appears during sleep stage 2 (light sleep). Low frequency sleep spindles (12.25-13 Hz) activity peaked during the phase of high sleep propensity, whereas high frequency sleep spindles activity (14.25-15.5 Hz) peaked at the opposite phase of low sleep propensity (Dijk et al 1997) .
FRAGMENTED SLEEP-WAKE CYCLES Short Sleep-Wake Cycles
An alternative way to investigate the relationship between sleep-dependent and circadian-dependent components of sleep-wake regulation is to allow sleep to occur for short periods at different times across the 24 hours. This has provided important information concerning the existence of circadian rhythms in the propensity to fall asleep. Various investigators have used short sleep-wake cycles. Their studies differed in the duration of allocated sleep time, the frequency of the sleep episodes, and the length of the testing periods. The first to investigate circadian rhythmicity in sleepiness using such a "multiple naps" strategy were Weitzman et al (1974) , Carskadon & Dement (1977) , and Moses et al (1975) . Weitzman et al (1974) investigated 7 subjects under a 3 h sleep-wake schedule, for 10 24-h periods. Thus, in each 24-h period, subjects were allowed 8 1-h sleep periods. The authors reported on a striking persistence of the circadian pattern of total sleep time throughout the 240-h study period. The time of maximum sleep in the 3-h "day" schedule occurred at 0500-0700, and the minimum at 2100-2200. Although the authors noted that the times of maximum and minimum sleep occurred later than expected, they did not further elaborate on these phase delays. Moses et al (1975) , after one baseline night, put subjects on a schedule of 60-min sleep/160-min wake for 40 h. Their results also indicated that fragmenting the sleep-wake cycle into hourly episodes, spaced 3 h apart, did not affect the circadian rhythmicity in sleep time. Total sleep during the naps peaked during the morning hours at about 0500-0900, and showed a nadir at approximately 1900. Moses et al did not discuss the delay in the time of maximum and minimum sleep time. Carskadon & Dement (1977) placed 10 subjects on a 90-min sleep-wake schedule for 5.5 or 6 days. Subjects were permitted to sleep for 30-min periods, separated by 60 min of enforced wakefulness. Similar to the two earlier studies, here too, a clear-cut 24-h rhythm of total sleep was evident. Maximum sleep occurred in the late morning and minimum sleep in the evening, at around 2200. Carskadon & Dement also noted the shift in the distribution of total sleep time, for which they had no explanation. However, the finding of the late peak in alertness was not specifically addressed. The Multiple Sleep Latency Test (MSLT), devised to assess pathological daytime sleepiness, is a variant of the short sleep-wake cycle paradigm (Richardson et al 1978 , Carskadon & Dement 1982 . The MSLT measures the speed of falling asleep in a standard setting at different times of the day, but without allowing any sleep accumulation. The first test is usually conducted 2 h after waking up from sleep and then at 2-h intervals throughout the day. In agreement with the results of the short sleep-wake cycles, Carskadon & Dement found that sleep latencies were lowest in the evening, although a morning nadir in sleepiness was also evident. Clodoré et al (1990) , who investigated 55 young subjects with the MSLT, confirmed Richardson et al's and Carskadon & Dement's findings, but also reported on an increased midday sleep propensity at around 1400.
Thus, studies utilizing short sleep-wake cycles, although having different sleep/wake ratios, and being conducted for different lengths of time, have demonstrated the persistence of a circadian rhythm in the occurrence of total sleep. In each of them, the peak of sleep time was delayed to the morning hours, whereas the nadir was delayed to the late evening hours. Perhaps because the investigators were more interested in the influence of sleep fragmentation on the infrastructure of sleep than in circadian regulation of sleep, this unique pattern of sleep propensity and in particular the late nadir in sleepiness, failed to attract their attention.
Ultrashort Sleep-Wake Cycles
The ultrashort sleep-wake cycle further fragmented the sleep-wake cycle to even shorter sleep and wake episodes. It was first used to describe short-term variations in the ability to fall asleep across the 24-hour day (Lavie & Scherson 1981) . Generally, in these experiments (Lavie 1986 , Lavie & Segal 1989 , Tzischinsky et al 1993 , Lack & Lushington 1996 , Liu et al 2000 , subjects came to the laboratory on the evening before the study, spent the night asleep or awake, under supervision, in the laboratory, and in the morning began a schedule of 7 min asleep/13 min awake for at least 24 h. At the end of each 7-min sleep attempt, whether asleep or awake, subjects were taken outside the bedroom for 13 minutes. Since the speed of falling asleep was the major determinant of total sleep time during the 7-min allowed sleep periods, the total amount of sleep during each trial was used as representing sleep propensity at that particular time. Studies varied from each other by the length of prior wakefulness before the start of the ultrashort cycle, by the sleep-to-wake ratio, by the starting time of the experiment, by the length of the testing period, and by the specific instructions to the subjects whether to fall asleep or to try and resist sleep.
Investigating the 24-h pattern of sleep propensity this way has revealed a consistent picture. The basic features of the 24-h pattern of sleep propensity are a prominent nocturnal crest in sleepiness, an evening nadir in sleepiness and in some of the subjects, a secondary sleepiness peak during the afternoon. This basic structure was little changed by sleep deprivation before the start of the 7/13 paradigm, or by instructing sleep-deprived subjects to "resist sleep" instead of "attempt sleep" (Lavie 1986 ). Impressively, in spite of the accumulated sleep deprivation during the 24 h preceding the study and during the progression of the 7/13 sleep-wake paradigm itself, subjects found it more difficult to fall asleep during the evening period than at earlier times. Because of its remarkable consistency and prominence, this period has been termed the forbidden zone for sleep (Lavie 1986 ). Its timing was identical to the "wake maintenance zone" identified by Strogatz (1986) in desynchronized, free-running subjects and to the period of nadir in sleep time observed in the short sleep-wake cycles (Weitzman et al 1974 , Carskadon & Dement 1977 , Moses et al 1975 . Another feature of the temporal structure of sleep propensity that has become most prominent under sleep deprivation conditions, is the abrupt transition from the low sleep propensity during the evening period to the high sleep-propensity nocturnal period. For many subjects, this appeared as an all or none phenomenon. Following a period of 2-3 h during which subjects had low sleep propensity, in one trial they fell asleep within 30-60 s and continued to do so on every subsequent trial. The timing of this nocturnal sleep "gate" was found to be a stable individual characteristic (Lavie & Zvuluni 1992 ) that could reliably distinguish between subjectively assessed "morning" and "evening" persons (Lavie & Segal 1989) . The sleep gate was found to be phase-locked to the circadian rhythm in melatonin, appearing approximately 2 h after the nocturnal increase in melatonin secretion (see Figure 3) (Tzischinsky et al 1993 , Shochat et al 1997 , Liu et al 2000 . Evening administration of exogenous melatonin advanced the nocturnal sleep gate by about an hour (Tzischinsky & Lavie 1994) , whereas evening exposure to bright light delayed it (Tzischinsky & Lavie 1997) .
Lack & Lushington (1996) utilized a 10/20 ultrashort sleep-wake cycle preceded by a constant routine, and investigated the phase relationship between the sleep propensity rhythm and the rhythm in core body temperature. They confirmed the existence of a well-defined 24-h sleep propensity rhythm, and reported on the existence of a secondary 12-h sleep propensity component in 8 of their 14 subjects. They also confirmed the early evening drop in sleep propensity and Figure 3 Phase relationship between the 24-h sleep propensity and the melatonin rhythms was determined by the 7/13 paradigm. TST, total sleep in each 7 min sleep "attempt." The individual data were synchronized to the time of onset of melatonin seceretion (0), and then averaged across all subjects (N = 5). The 1.5-2 h lag between the onset of melatonin secretion and the opening of the sleep gate was replicated in 3 independent experiments (reproduced by permission from Shochat et al 1997) .
the abrupt nocturnal increase in sleepiness. These phase markers of the sleep propensity rhythm had a consistent phase relationship with the body temperature minimum, suggesting that they are under the control of the circadian pacemaker.
THE WAKE-PROCESS
The most surprising yet most consistent finding in all studies investigating the circadian rhythms in sleep propensity as to whether they used forced desynchrony or short and ultrashort sleep-wake cycles, is that during the evening period, just before the "opening" of the sleep gate, sleep propensity is at its minimum level. The existence of an evening nadir in sleepiness also emerged from prolonged sleep deprivation studies. Studying the dynamics of the EEG variations during prolonged wakefulness, Aeschbach et al (1997) reported that delta, theta, and lower alpha EEG activities, which indicate increased sleep pressure, showed an evening trough. Thus, in all protocols the pressure for sleep paradoxically declines just before habitual bedtime under the entrained conditions. This remarkable convergence of experimental findings from such diverse experimental methodologies points to the existence of a powerful drive for wakefulness at the end of the "wakeful" day just before the opening of the sleep gate. Such an active drive for wakefulness has never been considered in any of the models or theories proposed to explain sleep-wake regulation. Studies performed in squirrel monkeys (Edgar et al 1993) provided an interpretation for these observations and allowed their incorporation within a framework of a new conceptual approach to sleep-wake regulation. Edgar et al (1993) demonstrated that suprachiasmatic nuclei (SCN)-lesioned squirrel monkeys maintained in constant light lost their circadian rhythms in sleep-wakefulness, in sleep stages, in brain temperature, and in drinking. Unexpectedly, however, the lesioned animals had significantly increased total sleep time, which was associated with a 15-fold reduction in the length of wake bouts during the subjective day. There was no change in the length of the wake bouts during the subjective night. This led the investigators to suggest that in contrast to the classical sleep models postulating an interaction between a homeostatic sleep process and a circadian oscillating rhythm that essentially gates the wake and sleep thresholds (Daan et al 1984) , the SCN appeared to be actively involved in the promotion of wakefulness, thus opposing the homeostatic accumulated drive for sleep. Therefore, sleep propensity at a particular time of the day is determined by the sum of the accumulated homeostatic drive for sleep and the SCN drive for wakefulness. Based on these observations, Dijk & Czeisler (1994) proposed that the paradoxical positioning of the peak of alertness just before habitual sleep time, and peak sleep propensity just before habitual waking up, help to consolidate sleep time during the night and wakefulness during the day. These findings still await incorporation into a formal model of sleep-wake regulation.
It is yet unclear if the evening peak in the drive for wakefulness is the crest of a well-defined circadian cycle in wake propensity, or the result of a specific interaction at that time between the wake and sleep drives. Based on the forced desynchrony protocol, it was suggested that the signal that promotes wakefulness increases gradually along the rising limb of the temperature cycle, starting some hours after the temperature minimum (Dijk & Czeisler 1995) . However, the findings of two preferred zones for sleep and two preferred "wake maintenance" zones (Strogatz et al 1987) , and the possibility of short term variations in sleep propensity during the daytime hours (Lavie 1986 ) raise the possibility that the interaction between sleep-and wake-driven processes results in more complex variations in sleep pressure. These may also include short-term as well as circadian variations in sleep pressure.
MAJOR AGENTS OF ENTRAINMENT Light
There is evidence that humans' circadian rhythms can be entrained by both photic and nonphotic stimuli (Klerman et al 1998) . Both social contact and physical exercise may have an effect on the phase of the circadian pacemaker (Buxton et al 1997) . However, as in all other organisms, light plays the primary role in the entrainment of the human circadian pacemaker to the environment. This was not immediately recognized. Aschoff et al (1975) , based on the Andechs isolation studies, concluded that "an artificial light-dark cycle seems to be of little importance for the entrainment of human circadian rhythms in otherwise constant conditions" (p. 64). Likewise, Wever (1979) concluded that "light does not have the capacity to affect parameters of autonomous rhythms regularly when operating continuously" (p. 93). The observation that the length of the free-running sleep-wake rhythm in isolation was longer when subjects had control over the lighting condition than when lighting was continuous, was interpreted by Wever to indicate that the changes in light intensity indirectly affected the rhythm by exerting behavioral effects. An example of such an indirect effect was the case when a subject turned off the light and changed his behavior from reading to listening to music, or vice-versa. The finding that subjects isolated in total darkness throughout the study period, and that blind subjects isolated for a few weeks had significantly shorter free-running rhythms than subjects isolated under a variety of lighting conditions, did not change Wever's conclusion.
The first evidence that circadian rhythms in humans can be entrained by a cycle of ordinary indoor room light alternating with total darkness was provided by Czeisler (1978) in his doctoral dissertation. Later, he and his associates played the leading role in delineating the effects of light on the circadian system. In two seminal papers, Czeisler and his colleagues (Czeisler et al 1986 (Czeisler et al , 1989 demonstrated that bright light induced powerful resetting effects on the human circadian system. In the first, they investigated an elderly woman by the constant routine paradigm, before and after 4 h of bright light exposure for 7 consecutive evenings, and before and after a control study in ordinary room light, while her sleep-wake cycle and social contacts remained unchanged. The evening bright light induced a rapid 6-h phase delay in both the temperature and cortisol rhythms. In their second study, using 3 cycles of exposure to a daily illuminance pattern that included bright light (5 h), ordinary indoor light, and darkness, applied at different phases of the circadian temperature rhythm, a strong resetting of the circadian cycle was found. The magnitude and direction of the phase shifts were dependent on the initial circadian phase at which the bright light was applied. Using core temperature as the circadian marker, shifts in the advance direction were seen when subjects were exposed to light in the early morning hours, just after the minimum of core body temperature. Shifts in the delay direction occurred when the light was applied early in the subjective night, before the temperature minimum. Only small shifts were observed when light was applied during the subjective day. Later, another report from the same group (Jewett et al 1997) demonstrated that the circadian pacemaker in humans is sensitive to light at all circadian phases, which implies that the entire 24-h pattern of light exposure contributes to entrainment. Minors et al (1991) showed that a single 3-h bright light exposure was sufficient to delay or advance the circadian system when applied before or after the minimum of core body temperature. The resultant curve describing the relationship between the timing of the light stimulus and the phase shift it provokes is termed the phase response curve. This was first described by DeCoursey in the flying squirrel in 1960. Czeisler et al's (1986 Czeisler et al's ( , 1989 ) data have demonstrated that human's phase response curve to light was consistent with the phase response curve properties described in all other diurnal species.
In contrast to earlier beliefs that ordinary indoor light has no effect on the circadian pacemaker, it was shown to have phase-advancing and phase-delaying effects, albeit of less potency than bright light stimuli. Boivin et al (1994) demonstrated that 3 cycles of relatively moderate light stimulus (1260 Lux) produced a robust phase advance of the circadian pacemaker when applied 1.5 h after the minimum core body temperature. Later, these findings were enlarged and generalized in the form of a dose-response relationship between light intensity and its resetting properties (Boivin et al 1996) . Using 3 light intensities, 180, 1260, and 9500 Lux, and a darkness control condition (0.03 Lux), Boivin et al showed that even exposure to low light intensities such as those produced by artificial lamps can synchronize the human circadian system. The phase-shifting effects of light stimulus were linearly related to the cubic root of light intensity, as predicted by Kronauer's mathematical model (1990) . These results were later confirmed by Waterhouse et al (1998) .
When light stimulus was precisely centered around the minimum of the circadian rhythm in temperature, the time at which the circadian pacemaker is most sensitive to light-induced phase shifts (Jewett et al 1991) , it significantly suppressed the endogenous circadian amplitude. In some cases, this resulted in apparent loss of circadian rhythmicity.
The studies of phase shifting by light stimuli provided further evidence that the circadian system in humans comprises a single pacemaker that affects multiple physiological and behavioral systems. This was shown by demonstrating simultaneous shifts in several variables. Thus, Czeisler et al (1989) reported that the circadian cycles in urine production and plasma cortisol maintained a stable temporal relationship with the core temperature rhythm after the light-induced phase shifts. Shanahan & Czeisler (1991) reported that bright light induced equivalent phase shifts of the melatonin and temperature rhythms. Boivin et al (1994) enlarged these findings to subjective alertness and cognitive performance.
Melatonin
Melatonin, which is a small molecule produced in the pineal gland in the depth of the brain, appears to play a critical role in the entrainment of the sleep-wake cycle by the circadian pacemaker. In all organisms, melatonin synthesis is limited to the dark period and is acutely inhibited by light. Although it can be entrained by the external light-dark cycle, melatonin production is under the control of the circadian pacemaker and it continues to oscillate under constant darkness conditions (Arendt 1995). Being responsive to light, the level of circulating melatonin provides an internal signal that is proportional to the length of the solar day. Lewy et al (1980) , in a paper published back-to-back with Czeisler et al's (1980a) paper on free-running rhythms in isolated subjects, was the first to demonstrate that exposing humans during the night to bright light suppresses melatonin production. Later it was demonstrated that illuminance well below typical indoor light can also suppress melatonin production (Brainard et al 1988) . The effects of light on the circadian pacemaker and on melatonin production are mediated through a specific neural pathway, the retinohypothalamic tract that projects from the retina directly to the hypothalamus, near the suprachiasmatic nuclei. This pathway is distinctly different from the neural pathways subservient to vision. There is a wealth of evidence that the paired SCN function as the circadian pacemaker that regulates circadian rhythms (see review in Weaver 1998). Their dense linkage with numerous parts of the central nervous system allows circadian regulation of physiologic and behavioral systems (LeSauter & Silver 1998) . The SCN relays neural signals to the pineal via the intermediolateral cell column in the thoracic spinal cord, and via the superior cervical ganglion (Moore 1996) . Thus, the retina detects photic information and sends neural signals along the retinohypothalamic pathway to the SCN, and from there to the pineal gland where it entrains the circadian cycles in melatonin production. Timed exposure of bright light can induce large phase-advance and phase-delay shifts in the melatonin rhythm, equivalent to the shifts in other endogenous circadian rhythms (see review in Shanahan et al 1997) .
In addition to light, exogenous melatonin also exerts phase-shifting effects on the endogenous melatonin production in humans (Lewy et al 1992) . Administration of exogenous melatonin, close to the endogenous offset of its own production in the morning hours, causes phase delay of the endogenous rhythm and, conversely it phase advances the rhythm when administered before the onset of the endogenous production. These phase-shifting effects are a mirror image of the phase-response curve of melatonin to light (see recent review in Lewy & Sack 1997) .
Several lines of evidence link melatonin with the circadian regulation of sleep. First, in normal individuals, under entrained conditions, nocturnal onset of melatonin secretion is phase-locked with the opening of the sleep gate as determined by the ultra-short sleep-wake paradigm. This is demonstrated in Figure 3 . Nocturnal increase in melatonin anticipated the sleep gate by 1.5-2 h (Tzischinsky et al 1993 , Shochat et al 1997 .
Daytime administration of melatonin modified the temporal pattern of sleep propensity in a time-dependent manner. When administered at 1200, it delayed the appearance of the sleep gate, whereas administration at 1700, 1900, and 2100 significantly advanced it. These changes resemble the phase-response curve of endogenous melatonin secretion to exogenous melatonin (Lewy et al 1992) , and may be mediated by changes in the pattern of endogenous melatonin secretion. Possibly, the phase shifting effects of bright light on the sleep gate (Tzischinsky & Lavie 1997 ) may be also mediated by the delay in melatonin rhythm. Exogenous melatonin was also shown to be able to facilitate phase shifts of the sleep-wake rhythms. Facilitation of phase shifts has been reported both in field studies investigating adaptation to time zone changes, and in phase shifts induced under controlled laboratory conditions (see review in Arendt et al 1997). The soporific effects of exogenous melatonin were convincingly demonstrated when melatonin was administered during the daytime (Lavie 1997 ). Minimal effects, or none at all, were reported for nighttime administrations. The association between increased sleep propensity and endogenous rise in melatonin was also reported for blind individuals whose melatonin rhythm free-ran (Lockley et al 1997) . Daytime naps in these blind individuals occurred within 5 h of the peak melatonin secretion. Furthermore, exposing subjects to a photoperiod of 10 h light and 14 h darkness for 4 weeks increased the duration of both melatonin secretion and sleep time (Wehr 1991) .
These accumulated findings linking melatonin secretion with increased sleep propensity have led to the suggestion that the endogenous cycle of melatonin is involved in the regulation of the sleep-wake cycle not by actively promoting sleep, but by inhibiting the SCN wakefulness-producing mechanism (Lavie 1997) . Thus, the evening onset of melatonin secretion, which coincides with the crest of the SCN-driven arousal cycle, inhibits the wakefulness-generating mechanisms, thereby enabling the brain's sleep-related structures to be activated unopposed by the drive for wakefulness. Recent evidence demonstrating that in addition to its well-known phase-shifting effects on SCN neuronal activity, melatonin also exerts acute inhibition of SCN neurons, provides support for this hypothesis (Liu et al 2000) . Melatonin, therefore, may play a major role in the mediation between the circadian pacemaker and sleep-wake behavior. Being sensitive to light, melatonin also helps to entrain the sleep-wake cycles to the environmental light-dark cycles.
SUMMARY
Our understanding of the regulation of the sleep-wake cycle has come a long way since the pioneering studies in Andechs demonstrating free-running rhythms in subjects isolated from environmental time cues. Summarizing the wealth of data amassed since, it is apparent that the specific conditions of experimental paradigm employed to investigate the determinants of sleep-wake regulation, as well as the prevailing conceptions about the function of sleep and its evolutionary significance, have had a major impact on the evolving theories and models. Isolating subjects from the environment without stringently controlling their behavior was not sufficient to unmask the activity of the endogenous circadian pacemaker. Subjects' behavior during isolation, particularly their control over the lighting schedule, combined with the then unrecognized effects of ordinary room lights, introduced a systematic bias into the results. This resulted in overestimation of the period of the circadian pacemaker by about an hour, and in great instability of the free-running, sleep-wake rhythm. The demonstration that the human circadian pacemaker, as in all other organisms, is relatively stable and only deviates slightly from 24 h, was essential to resolve several of the long-lasting controversies in the field, such as the existence of a single or multiple circadian pacemakers, or whether the circadian pacemaker is altered with aging. Likewise, it is most probable that the traditional views on sleep as a restorative process that is under a powerful homeostatic-regulating control, have diverted attention from the importance of the experimental results pointing so clearly to the paradoxical positioning of the evening nadir in sleepiness. Only the seminal discovery by Edgar et al (1993) of the existence of a drive for wakefulness, and the confirmation of these observations in the forced desynchrony protocol, have led to a revision of the prevailing views on sleep-wake regulation. Now it is not only a homeostatic sleep principle that has to be taken into account but also a powerful drive for wakefulness.
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