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DIOPHANTINE TYPE OF INTERVAL EXCHANGE MAPS
DONG HAN KIM
Abstract. Roth type irrational rotation numbers have several equivalent
arithmetical characterizations as well as several equivalent characterizations
in terms of the dynamics of the corresponding circle rotations. In this paper
we investigate how to generalize Roth-like Diophantine conditions to interval
exchange maps. If one considers the dynamics in parameter space one can
introduce two nonequivalent Roth-type conditions, the first (condition (Z))
by means of the Zorich cocyle [16], the second (condition (A)) by means of
a further acceleration of the continued fraction algorithm by Marmi-Moussa-
Yoccoz introduced in [9]. A third very natural condition (condition (D)) arises
by considering the distance between the discontinuity points of the iterates of
the map. If one considers the dynamics of an interval exchange map in phase
space then one can introduce the notion of Diophantine type by considering
the asymptotic scaling of return times pointwise or w.r.t. uniform convergence
(resp. condition (R) and (U)). In the case of circle rotations all the above
conditions are equivalent. For interval exchange maps of three intervals we
show that (D) and (A) are equivalent and imply (Z), (U) and (R) which are
equivalent among them. For maps of four intervals or more we prove several
results, the only relation which we cannot decide is whether (Z) implies (R)
or not.
1. Introduction
Let θ be an irrational number: its type η ≥ 1 is defined by
η = sup{β : lim inf
j→∞
jβ‖jθ‖ = 0}
where ‖ · ‖ denotes the distance from the nearest integer. An irrational number is
called of Roth-type if and only if η = 1. This statement is equivalent that for every
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ε > 0 there exists a positive constant Cε such that∣∣∣∣θ − pq
∣∣∣∣ ≥ Cεq2+ε for all rationals pq .
The set of irrational numbers of Roth type has Lebesgue measure 1 and contains
all algebraic irrational numbers. Also it is invariant under the modular group
GL(2,Z).
Let (qn)n∈N be the sequence of the denominators of the principal convergents
of the irrational θ and let (an)n∈N be the sequence of its partial quotients. Roth
type irrationals can also be determined by the growth conditions of (qn)n∈N: for all
ε > 0 there is a constant Cε such that
qn+1 < Cεq
1+ε
n .
This condition is also equivalent to the growth condition of the partial quotients
(an)n∈N: for all ε > 0 there is a constant Cε such that
an+1 < Cεq
ε
n.
Roth type condition for the irrational θ can also be given in terms of the dynamics
of the associated rotation Rθ : x 7→ x + θ on T = R/Z. One arises by considering
the cohomological equation associated to the rotation Rθ (see, e.g., [9]). Another
dynamical characterization of Roth type rotations is obtained by means of the
asymptotic scaling laws of first return times and will be recalled below. Finally,
we consider how evenly an orbit of the rotation is distributed. If the rotation is
of Roth type, then for all ε > 0 there is a constant Cε such that the minimum
distance between points belonging to a finite segment of orbit made n iterates
should be bigger than Cεn
−(1+ε).
In this paper we investigate the relationship among several not-necessarily equiv-
alent generalizations of the definitions of the Roth type given above to interval
exchange maps.
Let r > 0 and let τr(x) be the return time to r-neighborhood of x
(1) τr(x) = min{j ≥ 1 : d(T jx, x) < r} .
For an irrational circle rotation ([2]) we have that
lim
r→0+
log τr(x)
− log r =
1
η
, lim
r→0+
log τr(x)
− log r = 1.
DIOPHANTINE TYPE OF INTERVAL EXCHANGE MAPS 3
Therefore, the rotation number is of Roth type if and only if
lim
r→0+
log τr(x)
− log r = 1.
Irrational circle rotations are the prototype of quasiperiodic dynamics and can
be generalized as interval exchange maps. An interval exchange map T on an
interval I is a one-to-one map to itself which is a translation on each finite number
of subinterval partition of I. The map T is an orientation preserving piecewise
isometry and preserves the Lebesgue measure. Let d ≥ 2 be the number of the
subintervals on which T is a translation. If d = 2, the interval exchange map T
corresponds the rotation of circle.
A typical interval exchange map is minimal([6]). However, minimality condi-
tion for the interval exchange map does not imply unique ergodicity([7, 8]). But
still almost every interval exchange map is uniquely ergodic([11, 13]) and weakly
mixing([1]).
The modular group GL(2,Z) plays an important role for the study of rotation of
circle with renormalization scheme associated to the continued fraction algorithm.
It was generalized by Rauzy and Veech for interval exchange maps by introducing
the induced map on appropriated subintervals([12, 13]). The continued fraction
algorithm for interval exchange maps is ergodic on the parameter space of interval
exchange maps with respect to an absolutely continuous invariant measure with
infinite mass.
Zorich considered an acceleration scheme to produce an ergodic finite invariant
measure on the parameter space of the interval exchange maps([16]). For the rota-
tional case (d = 2), Zorich’s map indeed corresponds the Gauss map which is an
acceleration of the Faray map which does not have a probability absolute continuous
invariant measure.
A further acceleration of the Zorich algorithm was studied in [9] by Marmi,
Moussa and Yoccoz. They considered a more accelerated algorithm which also
preserves an ergodic finite absolute continues invariant measure in the investigation
of the regularity of the solutions of the cohomological equation associated to interval
exchange maps. Both the accelerations by Zorich and by Marmi-Moussa-Yoccoz are
reduced to the Gauss map for d = 2.
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The notion of Roth type interval exchange map was introduced in [9]: this is
a natural extension of Roth type irrational circle rotations and Roth type interval
exchange maps form a full measure set in the parameter space of interval exchange
maps. In [5] it was proved that for Roth type interval exchange maps the recurrence
time has the same scaling behaviour as for irrational rotations, namely
lim
r→0+
log τr(x)
− log r = 1, a.e. x.
The Roth type condition for the irrational rotation can be generalized to the
interval exchange map in several different ways. We consider arithmetic charac-
terization using the Roth type growth condition for Marmi-Moussa-Yoccoz cocycle
(Condition (A)) and the Roth type growth condition for Zorich cocycle (Condition
(Z)). Uniform return time condition (Condition (U)) and pointwise return time
condition (Condition (R)) are defined in terms of the dynamics of the map in phase
space instead of its evolution in parameter space as is the case for conditions (A)
and (Z). We also consider Roth type condition for the minimal distance between
discontinuities (Condition (D)). In Section 3 these Diophantine conditions for in-
terval exchange maps are given in detail. In this article we show the relations
between the Diophantine conditions especially the equivalence of Roth type growth
condition for Marmi-Moussa-Yoccoz cocycle and Roth type condition for minimal
distance between discontinuities. In [9], it is cited that the relation between them
is not clear. ([9], Sec 1.3.1. Remark 2)
After completing this paper the author noticed the recent work by Marmi,
Moussa, and Yoccoz ([10]). They also considered the equivalence of Condition
(A) and Condition (D) ([10], Proposition C.1).
2. Background on continued fraction algorithms for interval
exchange maps
An interval exchange map is determined by the combinatorial data of the per-
mutation and the length data of subintervals. Let A be a finite set for the name
of subintervals. We denote the combinatorial data by two bijections (πt, πb) from
A onto {1, 2, . . . , d}. which indicate the order of the subintervals before and after
the interval exchange map. The length data, denoted by (λα)α∈A, give the length
of the corresponding subintervals.
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We set
λ∗ :=
∑
α∈A
λA, I := [0, λ
∗)
and
pα :=
∑
πt(β)<πt(α)
λβ , Iα := [pα, pα + λα), I =
⊔
α∈A
Iα.
Then the interval exchange map T associated to the combinatorial data (πt, πb)
and the length data (λα)α∈A is a bijective map on I given by
T (x) = x+
∑
πb(β)<πb(α)
λβ −
∑
πt(β)<πt(α)
λβ for x ∈ Iα.
Note that T is discontinuous at pα with πt(α) > 1.
We will consider only combinatorial data (πt, πb) which are admissible, in the
sense that for all k = 1, 2, . . . , d− 1, we have
π−1t ({1, . . . , k}) 6= π−1b ({1, . . . , k}).
An interval exchange map T is said to have the Keane property if there exist no
α, β ∈ A and positive integer m such that Tm(pα) = pβ and πt(β) > 1. An admis-
sible interval exchange map with rationally independent length data has the Keane
property and an interval exchange map with Keane’s property is minimal[6]. Thus
Keane’s property corresponds to the notion of irrationality for interval exchange
maps.
For admissible interval exchange maps with the Keane property we can introduce
the generalization of continued fraction algorithm to interval exchange maps due
to the work of Rauzy [12], Veech [13] and Zorich [16, 17]. We refer to [9, 14, 15]
and references therein for the detailed discussions and proofs.
Let (πt, πb) be an admissible pair. We define two new admissible pairs Rt(πt, πb)
and Rb(πt, πb) as follows: let αt and αb be the (distinct) elements of A such that
πt(αt) = πb(αb) = d; one has
Rt(πt, πb) = (πt, πˆb),
Rb(πt, πb) = (πˆt, πb),
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where
πˆb(α) =


πb(α) if πb(α) ≤ πb(αt),
πb(α) + 1 if πb(αt) < πb(α) < d,
πb(αt) + 1 if α = αb, (πb(αb) = d);
πˆt(α) =


πt(α) if πt(α) ≤ πt(αb),
πt(α) + 1 if πt(αb) < πt(α) < d,
πt(αb) + 1 if α = αt, (πt(αt) = d).
The Rauzy class of (πt, πb) is the set of admissible pairs obtained by saturation
of (πt, πb) under the action of Rt and Rb. The Rauzy diagram has for vertices
the elements of the Rauzy class, each vertex (πt, πb) being the origin of two arrows
joining (πt, πb) to Rt(πt, πb), Rb(πt, πb). See Figure 1 and 3 for the Rauzy diagrams
for a 3-interval map and a 4-interval map. For an arrow joining (πt, πb) toRt(πt, πb)
(respectively Rb(πt, πb)) the element αt ∈ A (respectively αb ∈ A) is called the
winner and the element αb ∈ A (respectively αt ∈ A) is called the loser.
We say that T is of top type (respectively bottom type) if one has λαt > λαb
(respectively λαb > λαt); we then define a new interval exchange map V(T ) by the
following data: the admissible pair Rt(πt, πb) and the lengths (λˆα)α∈A given by

λˆα = λα if α 6= αt,
λˆαt = λαt − λαb otherwise
for the top type T ; the admissible pair Rb(πt, πb) and the lengths

λˆα = λα if α 6= αb,
λˆαb = λαb − λαt otherwise
for the bottom type T .
The interval exchange map V(T ) is the first return map of T on
[
0,
∑
α λˆα
)
. We
also associate to T the arrow in the Rauzy diagram joining (πt, πb) to Rt(πt, πb) or
Rb(πt, πb). Iterating this process, we obtain a sequence of interval exchange map
T (n) = Vn(T ), n ≥ 0 and an infinite path in the Rauzy diagram starting from
(πt, πb). In fact a further property of irrational interval exchange maps (i.e. with
the Keane property) is that every letter in A is taken as a winner infinitely many
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times in the infinite path (in the Rauzy diagram) associated to T . This property is
fundamental in order to be able to group together several iterations of V to obtain
the accelerated Zorich continued fraction algorithm introduced in [9].
For an arrow γ with winner α and loser β in the Rauzy diagram, let
Bγ = I+ Eβα
where I is the identity matrix and Eβα is the elementary matrix with the only
nonzero element at (β, α) which is equal to 1. For a finite path γ = (γ1, . . . , γn) in
the Rauzy diagram we have a SL(ZA) matrix with nonnegative entries
Bγ = Bγn · · ·Bγ1 .
Let γT (m,n) = γ(m,n) be the path in the Rauzy diagram from π(m) to π(n) for
m ≤ n and denote by
Q(m,n) = Bγ(m,n) and Q(n) = Q(0, n).
Let λ(n) be the length data of T (n). Then we have
(2) λ(m) = λ(n)Q(m,n).
For m ≤ n, T (n) is the induced map of T (m) on I(n) = [0, λ∗(n)), where
λ∗(n) =
∑
α∈A λα(n); the return time on Iβ(n) to I(n) under the iteration T (m)
is Qβ(m,n) :=
∑
αQβα(m,n) and the time spent in Iα(m) is Qβα(m,n). By (2)
we have
(3) λ∗ =
∑
αβ
λβ(n)Qβα(n) =
∑
β
λβ(n)Qβ(n).
Moreover, we have
(4) [0, λ∗) =
⊔
α∈A

Qα(n)−1⊔
i=0
T i(Iα(n))

 .
Zorich’s accelerated continued fraction algorithm is obtained by considering
(Vnk)k≥0 where (nk)k≥0 is the following sequence: n0 = 0 and nk+1 > nk is chosen
so as to assure that γ(nk, nk+1) is the longest path whose arrows have the same
winner.
The further acceleration algorithm by Marmi-Moussa-Yoccoz, which was intro-
duced in [9], is obtained by considering (Vmk)k≥0 where (mk)k≥0 is defined as
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follows: m0 = 0 and mk+1 > mk is the largest integer such that not all letters in
A are taken as winner by arrows in γ(mk,mk+1).
Let1
Zorich cocycle Z(k) = Q(0, nk), Z(k, ℓ) = Q(nk, nℓ),
Marmi-Moussa-Yoccoz cocycle A(k) = Q(0,mk), A(k, ℓ) = Q(mk,mℓ).
The most important virtue of the Marmi-Moussa-Yoccoz cocycle is the following:
Lemma 2.1 ([9] Lemma 1.2.4). Let r ≥ max(2d− 3, 2). Then we have
Aβα(k, k + r) > 0 for all α, β ∈ A.
The following inequality follows easily from (3)
(5) min
α∈A
λα(n) ≤ λ
∗
‖Q(n)‖ ≤ maxα∈A λα(n),
where the norm of a matrix B is simply the sum of the absolute values of its entries.
This is the norm that we will use for matrices throughout the whole paper. We
assume that λ∗ = 1 unless it is specified.
3. Diophantine conditions for interval exchange maps
If one considers the dynamics in parameter space of interval exchange maps one
can introduce three slightly different Diophantine conditions:
(A) Roth type growth condition for the Marmi-Moussa-Yoccoz cocycle :
For any ε > 0 there exist Cε > 0 such that for all k ≥ 1 we have
‖A(k, k + 1)‖ ≤ Cε‖A(k)‖ε.
(Z) Roth type growth condition for the Zorich cocycle :
For any ε > 0 there exist Cε > 0 such that for all k ≥ 1 we have
‖Z(k, k + 1)‖ ≤ Cε‖Z(k)‖ε.
Let ∆(T ) be the minimum distance between the discontinuity points of T or the
end points 0 and 1.
1We warn the reader that our notations are slightly different from the one followed in [15]: in
this paper the matrices A(k) denote the matrices obtained by the accelerated Zorich algorithm
introduced in [9] and Z(k) are those obtained by the original Zorich algorithm, whereas in [15]
the former were denoted Z(n) since the latter were never used explicitely.
DIOPHANTINE TYPE OF INTERVAL EXCHANGE MAPS 9
(D) Roth type condition for the minimal distance between discontinuities :
For any ε > 0 there exist Cε > 0 such that for all n ≥ 1 we have
∆(T n) ≥ Cε
n1+ε
.
If one considers the dynamics of an interval exchange map in phase space then
one can introduce two slightly different Diophantine conditions:
(R) Pointwise return time condition :
lim
r→0
log τr(x)
− log r = 1 for almost every x.
(U) Uniform return time condition :
lim
r→0
log τr(x)
− log r = 1 uniformly.
Here τr(x) be the first return time to r-neighborhood of x defined in (1).
Here and in what follows the matrix norm denoted by ‖Q‖ = ∑αβ |Qαβ |. In
the case of circle rotations (interval exchange map with d = 2) the three conditions
in parameter space (namely (A), (Z) and (D)) are equivalent2, as well as the two
conditions in phase space ((R) and (U)). In [2] the equivalence for circle rotations
between the two sets of conditions (Roth type in parameter space and the return
time characterization) was proved. For general interval exchange maps in [5] it is
proved that (A) implies (R).
In this article, we investigate the relation among Condition (A), (Z), (D), (U)
and (R) for general interval exchange maps (with d ≥ 3). It is not difficult to verify
that from the definitions one has
(A) ⇒ (Z) and
(U) ⇒ (R).
2For an irrational rotation, Z(1) = A(1) =

 1 0
a1 − 1 1

, Z(k − 1, k) = A(k − 1, k) =

 1 0
ak 1

 or

1 ak
0 1

 and Z(k) = A(k) =

qk−1 − pk−1 pk−1
qk − pk pk

 or

 qk − pk pk
qk−1 − pk−1 pk−1


depending on k is odd or even. Therefore, we have ‖Z(k, k + 1)‖ = ‖A(k, k + 1)‖ = ak+1 + 2,
‖Z(k)‖ = ‖A(k)‖ = qk + qk−1 and Condition (A) and (D) are equivalent to the statement that
for any ε > 0 there is a positive constant Cε such that ak+1 ≤ Cεq
ε
k
, which just the Roth type
condition for the irrational rotation number.
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In Section 7 we will prove that for 3-interval exchange maps (Z), (U) and (R)
are equivalent and (A) and (D) are equivalent. Moreover, in the same Section, we
construct a family of 3-interval exchange maps which all satisfy Condition (U) but
neither Condition (A) nor (D). For general maps with d ≥ 4 we will establish that
(A) ⇔ (D) : this is proved in Section 4
(D) ⇒ (U) : this is proved in Section 5
(U) ⇒ (Z) : this is proved in Section 6
(R) does not imply (Z) : this is proved in Section 8
(Z) does not imply (U) : this is proved in Section 9
The only relation we could not decide is whether (Z) implies (R) or not.
4. Condition (A) is equivalent to Condition (D)
For each α ∈ A let
pα(n) =
∑
π
(n)
t (β)<π
(n)
t (α)
λβ(n), qα(n) =
∑
π
(n)
b (β)<π
(n)
b (α)
λβ(n),
and
Iα(n) = [pα(n), pα(n) + λα(n)).
Then
T (n)(Iα(n)) = [qα(n), qα(n) + λα(n)).
Denote by D(T ) the set of discontinuity points of T . Let
A′ = {α ∈ A : πt(α) > 1}.
Note that we have D(T (n)) = {pα(n) : α ∈ A′}.
Lemma 4.1. For each α ∈ A′, then we have
T i(pα(n)) ∈ D(T )
for some i such that 0 ≤ i < Qα(n). Conversely, if p ∈ D(T ), then
p = T i(pα(n)) for an α ∈ A′ and 0 ≤ i < Qα(n).
Proof. We will prove the statement by induction. Both statements are trivial if
n = 0. Assume that the lemma holds for n > 1. Let α and β be such that
π
(n)
t (α) = d, π
(n)
b (β) = d.
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If T is of bottom type, i.e., β is the winner, then λβ(n) > λα(n). Then
TQβ(n)(pα(n+ 1)) = pα(n).
Since
Qα(n+ 1) = Qα(n) +Qβ(n),
the lemma holds for n+ 1.
If T is of top type, then pα(n+1) = pα(n) for all α ∈ A, so the lemma holds for
n+ 1. 
Lemma 4.2. If 0 < n ≤ minα∈A Aα(k), then we have
D(T n) ⊂
⋃
α∈A′
{T i(pα(mk)) : −Aβ(k) ≤ i < Aα(k) where pα(mk) ∈ T (mk)(Iβ(mk))}
=
⋃
p∈D(T (mk)2)
{T i(p) : 0 ≤ i < Aα(k), where p ∈ Iα(mk))}.
Proof. By Lemma 4.1, if p ∈ D(T ), then we have p = T i(pα(mk)) for some α ∈ A′,
pα(mk) > 0 and i such that 0 ≤ i < Aα(k).
Since D(T n) = D(T ) ∪ T−1(D(T )) ∪ · · · ∪ T−(n−1)(D(T )), if p ∈ D(T n), then
we have p = T i(pα(mk)) for some α and i such that −n + 1 ≤ i < Aα(k). From
the assumption n ≤ minβ Aβ(k) we have the inclusion and since the discontinuity
point of T (mk)
2 is either the discontinuity point of T (mk) or the preimage of them,
we complete the proof. 
Lemma 4.3. If ℓ > k satisfies
λ∗(mℓ) < λσ(mk), where π
(mk)
t (σ) = 1,
then we have
min
α∈A
λα(mℓ) ≤ ∆
(
T (mk)
2
)
.
Proof. Choose p be a discontinuity point of T (mk). Then p = T (mk)
i(q), 0 ≤ i <
Aα(k, ℓ) for some q = pα(mℓ) ∈ D (T (mℓ)). From the the assumption λ∗(mℓ) <
λα(mk) we have p 6= q and 1 ≤ i < Aα(k, ℓ). Therefore, if p ∈ D
(
T (mk)
2
)
=
D (T (mk)) ∪ T (mk)−1 (D (T (mk))), then p = T (mk)i(q) for some q ∈ D (T (mℓ))
with 0 ≤ i < Aα(k, ℓ). Since the minimum distance among T (mk)i(q), 0 ≤ i <
Aα(k, ℓ) is ∆
(
T (mk)
2
)
, which completes the proof. 
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Lemma 4.4 ([9], p.835). If T satisfies Condition (A), then
max
α∈A
λα(mk) ≤ Cεmin
α∈A
λα(mk) · ‖A(k)‖ε.
Combining with (5), we have
(6)
1
‖A(k)‖ ≤ maxα∈A λα(mk) ≤ Cεminα∈Aλα(mk) · ‖A(k)‖
ε.
Theorem 4.5. If T satisfies condition (A), then it also satisfies Condition (D).
Proof. For each positive integer n we have k such that
(7) min
α∈A
Aα(k − 1) < n ≤ min
α∈A
Aα(k).
Then by Lemma 4.2 and (4) we have
(8) ∆(T n) ≥ ∆ (T (mk)2) .
By Lemma 2.1 there is a constant r = max(2d− 3, 2) such that
Aαβ(k, k + r) > 0 for all α, β ∈ A,
which implies that
λ∗(mk+r) < min
αA
λα(mk).
Therefore, by Lemma 4.3 and (8), we have
∆(T n) ≥ ∆ (T (mk)2) ≥ min
α∈A
λα(mk+r).
By the definition of Condtion (A) for any ε > 0 we can choose a constant Cε
such that
(9) ‖A(k + r + 1)‖ < Cε‖A(k)‖1+ε.
By Lemma 2.1 we have
min
α∈A
Aα(k + r) = min
α∈A

∑
β∈A
Aαβ(k, k + r)Aβ(k)


> max
β∈A
Aβ(k) ≥ 1
d
‖A(k)‖ > Cε
d
‖A(k + r + 1)‖1/(1+ε).
(10)
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Hence, we have for some constants C′ε and C
′
ε
∆(T n) ≥ min
α∈A
λα(mk+r) ≥ Cε‖A(k + r)‖−(1+ε) by (6),
≥ C′ε‖A(k)‖−(1+ε)
2
by (9),
> C′′ε
(
min
α∈A
Aα(k − 1)
)−(1+ε)3
by (10),
> C′′ε n
−(1+ε)3 by (7).

Now we prove the other direction.
We have ∑
α,β∈A
λα(mk+1)Aαβ(k, k + 1) = λ
∗(mk)
so
min
α
λα(mk+1) · ‖A(k, k + 1)‖ < λ∗(mk) < max
α
λα(mk+1) · ‖A(k, k + 1)‖.
Lemma 4.6. Suppose that T does not satisfy Condition (A). Then for some r > 0
there are infinitely many k such that
min
α∈A
λα(mk) < λ
∗(mk)1+r.
Proof. For each k let α(k) ∈ A, depending on k, be the letter which is not taken
as the winner of the arrows in the path γ(k, k + 1). Then
λα(mk) = λα(mk+1).
Let ε(k) be given by
‖A(k, k + 1)‖ = ‖A(k)‖ε(k).
Now we have two cases:
Case (i) : λα(mk) ·
√‖A(k, k + 1)‖ < λ∗(mk)
We have
(11)
λα(mk)
λ∗(mk)
<
1√‖A(k, k + 1)‖ =
1
‖A(k)‖ε(k)/2 < λ
∗(mk)ε(k)/2.
The last inequality follows from (5).
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Case (ii) : λα(mk) ·
√‖A(k, k + 1)‖ ≥ λ∗(mk)
Since ∑
α,β∈A
λα(mk+1)Aαβ(k, k + 1) = λ
∗(mk),
we have
min
α
λα(mk+1) · ‖A(k, k + 1)‖ < λ∗(mk) < max
α
λα(mk+1) · ‖A(k, k + 1)‖.
Thus, there is β ∈ A such that
λβ(mk+1) · ‖A(k, k + 1)‖ < λ∗(mk) ≤ λα(mk) ·
√
‖A(k, k + 1)‖.
Therefore, we have
λ∗(mk+1) > λα(mk+1) = λα(mk) > λβ(mk+1) ·
√
‖A(k, k + 1)‖
and
λβ(mk+1)
λ∗(mk+1)
<
1√‖A(k, k + 1)‖ =
1
‖A(k)‖ε(k)/2 .
Since ‖A(k)‖1+ε(k) = ‖A(k, k + 1)‖ · ‖A(k)‖ ≥ ‖A(k, k + 1)A(k)‖ = ‖A(k + 1)‖,
we have
(12)
λβ(mk+1)
λ∗(mk+1)
<
1
‖A(k + 1)‖ε/2(1+ε) < λ
∗(mk+1)ε/2(1+ε),
where the last inequality is from (5).
Suppose that T does not satisfy Condition (A). Then lim supk ε(k) > 0. The
lemma then follows by applying inequalities (11) and (12). 
Lemma 4.7. Let α ∈ A be the winner of γ(n− 1, n) and the loser of γ(n, n+ 1).
If λα(n) < λ
∗(n)1+r, r > 0 for large n, then there is an integer s, 1 ≤ s < d, such
that
∆
(
T ⌊2/λ
∗(n)1+sr/d⌋
)
< (d− 1)λ∗(n)1+(s+1)r/d.
Proof. Assume that λ∗(n) is small enough that λ∗(n)r/d < 1/d.
Let for 0 ≤ i < d
Ai = {β ∈ A : λ∗(n)1+(i+1)r/d ≤ λβ(n) < λ∗(n)1+ir/d}
and
Ad = {β ∈ A : λβ(n) < λ∗(n)1+r}.
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Then, by the assumption, α ∈ Ad 6= ∅. Since there is an β ∈ A such that λβ(n) >
λ∗(n)/d > λ∗(n)1+r/d, neither A0 is an empty set.
Since there are d elements in A, there exist an s, 1 ≤ s < d, such that As is
empty. Let
Abig =
s−1⋃
i=0
Ai, Asmall =
d⋃
i=s+1
Ai.
Both of Abig and Asmall are nonempty.
Take m, m < n be the smallest integer as no loser in γ(m+1, n) belongs to Abig.
Put µ ∈ Abig as the loser of the arrow γ(m,m + 1). Let ν be the winner of the
arrow γ(m,m + 1). Then ν ∈ Asmall. (if ν ∈ Abig, then ν 6= α and ν should be a
loser in γ(m+ 1, n))
Hence we have λν(m+ 1) = λν(m)− λµ(m) and
Qν(m+ 1) = Qν(m) <
1
λν(m)
<
1
λµ(m)
≤ 1
λ∗(n)1+sr/d
,
Qµ(m+ 1) = Qν(m) +Qµ(m) <
1
λν(m)
+
1
λµ(m)
<
2
λµ(m)
<
2
λ∗(n)1+sr/d
.
There are two cases:
(i) π
(m)
t (µ) = d and π
(m)
b (ν) = d:
Then we have π
(m+1)
t (ν) = π
(m)
t (ν) < d and π
(m+1)
t (µ) = π
(m)
t (ν) + 1.
Since no letter in Abig is taken as the winner or the loser of the arrows of
γ(m+ 1, n),
Iν(m+ 1), Iµ(m+ 1) ⊂ [0, λ∗(n))
and
Iν(m+ 1) = [pν(m+ 1), pµ(m+ 1)) .
Since pν(m+1) and pµ(m+1) are discontinuity points of T (n) and π
(m+1)
b (ν) = d,
m+ 1 ≤ n, we have
Iν(m+ 1) =
⊔
β∈A′
Iβ(n) for some A′ ⊂ Asmall.
Therefore, we have
pµ(m+ 1)− pν(m+ 1) = λν(m+ 1)
< |Asmall| · λ∗(n)1+(s+1)r/d ≤ (d− 1)λ∗(n)1+(s+1)r/d.
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Since
pµ(m+ 1) ∈ D
(
TQµ(m+1)
)
= D
(
TQν(m)+Qµ(m)
)
.
pν(m+ 1) ∈ D
(
TQν(m+1)
)
= D
(
TQν(m)
)
,
we have
pµ(m+ 1)− pν(m+ 1) ≥ ∆
(
TQµ(m+1)
)
.
(ii) π
(m)
t (ν) = d and π
(m)
b (µ) = d:
Then we have π
(m+1)
b (ν) = π
(m)
b (ν) < d and π
(m+1)
b (µ) = π
(m)
b (ν) + 1. Similarly
with case (i), we have
qµ(m+ 1)− qν(m+ 1) = λν(m+ 1) < (d− 1)λ∗(n)1+(s+1)r/d
Since
qµ(m+ 1) ∈ D
(
T−Qµ(m+1)
)
= D
(
T−Qν(m)−Qµ(m)
)
,
qν(m+ 1) ∈ D
(
T−Qν(m+1)
)
= D
(
T−Qν(m)
)
,
we have
qµ(m+ 1)− qν(m+ 1) ≥ ∆
(
T−Qµ(m+1)
)
= ∆
(
TQµ(m+1)
)
.
Note that ∆(T ) = ∆(T−1). 
Now we have the following theorem for the opposite direction.
Theorem 4.8. If T does not satisfy Condition (A), then T does not satisfy Con-
dition (D), neither.
Proof. By Lemma 4.6 we have r > 0 and infinitely many k and α (depending on
k) satisfying
λα(mk) = min
β∈A
λβ(mk) < λ
∗(mk)1+r.
Let ℓk(α) = max{n ≤ mk : α is the winner of γ(n− 1, n)}. Then α is the loser
of γ(ℓk(α), ℓk(α) + 1) or α is the winner of γ(mk,mk + 1), mk = ℓk(α).
By the definition of the Marmi-Moussa-Yoccoz acceleration sequence mk, the
winner of γ(mk − 1,mk) and the winner of γ(mk,mk + 1) are different. Hence, if
we put n = ℓk(α), then α is the winner of γ(n − 1, n) and the loser of γ(n, n+ 1)
and
λα(n) = λα(mk) < λ
∗(mk)1+r ≤ λ∗(n)1+r.
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Since λα(mk) = minβ∈A λβ(mk), α cannot be the winner of γ(mk,mk+1). Thus
α should be the winner of an arrow in γ(mk−1,mk), which yields
mk−1 ≤ ℓk(α) = n ≤ mk.
Hence, we can choose infinitely many n’s satisfying the condition for Lemma 4.7,
which completes the proof. 
5. Condition (D) implies Condition (U)
In this section we investigate the relation between Condition (D) and Condition
(U).
Lemma 5.1. If τr(x) = n for some x, then we have ∆(T
2n) < r.
Proof. Let n = τr(x) and [a, b) be the maximal interval containing x on which T
n
is continuous. Note that both a and b are either discontinuity points of T n or end
points, i.e., a, b ∈ D(T n) ∪ {0, 1}. If b − a < r, then the proof is completed. Now
assume that b− a ≥ r.
Let δ = T n(x)− x. Clearly |δ| < r ≤ b− a and T n[a, b) = [a+ δ, b+ δ). If δ > 0,
then b−δ ∈ [a, b). And if δ < 0 then a−δ ∈ [a, b). Therefore, T n(b−δ) = b ∈ D(T n)
or T n(a− δ) = a ∈ D(T n), yielding
b− δ or a− δ ∈ T−n(D(T n)) ⊂ D(T 2n).
Hence, we have
∆(T 2n) ≤ |δ| < r.

Theorem 5.2. Condition (D) implies Condition (U)
Proof. Suppose that T with Condition (A) (equivalently (D)) does not satisfy Con-
dition (U). In [5], it is implicitly shown (Proposition 3.5 and Theorem 3.6 in [5])
that the normalized return time log τr(x)− log r is uniformly bounded by a sequence that
converges to 1. Assume that there is a sequence ri ↓ 0 and xi such that τri(xi) < r−ti
for some t < 1. Let ni = τri(xi) < r
−t
i . Then by Lemma 5.1 we have
∆(T 2ni) < ri <
(
1
ni
) 1
t
= 2
1
t
(
1
2ni
) 1
t
,
which contradicts Condition (D). 
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6. Condition (U) implies Condition (Z)
In this section, we show that Condition (U) is stronger than Condition (Z). Let
nk be the sequence of Zorich’s acceleration defined in Section 2.
Lemma 6.1. If nk+1 − nk ≥ d− 1, then for some x and r < λ∗(nk) we have
log τr(x)
− log r <
log ‖Z(k)‖
log(‖Z(k, k + 1)‖/d− 2) + log ‖Z(k)‖ .
Proof. Let α ∈ A be the winner of the arrows and A′ be the set of the losers of the
arrows in the path γ(nk, nk+1). If π
(nk)
t (α) = d, then A′ = {β ∈ A : π(nk)b (β) >
π
(nk)
b (α)} and π(n)b is the cyclic permutation on A′ for nk ≤ n ≤ nk+1. For each
β ∈ A′ put hβ = Zβα(k, k + 1), the number of arrows, of which loser is β ∈ A′, in
the path γ(nk, nk+1). Put
h :=
⌊
nk+1 − nk
|A′|
⌋
≥ 1.
Then h ≤ hβ ≤ h+ 1 for all β ∈ A′ and
(13) ‖Z(k, k + 1)‖ = d+ nk+1 − nk ≤ d+ (h+ 1) · |A′| < d(h+ 2).
Let
r :=
λα(nk)
h
>
λα(nk)− λα(nk+1)
h
=
∑
β∈A′ hβλβ(nk)
h
≥
∑
β∈A′
λβ(nk).
Since
T (nk)(x) = x−
∑
β∈A′
λβ(nk) on x ∈ Iα(nk),
we have by (4)
τr(x) ≤ Zα(k) on x ∈ Iα(nk).
Since λα(nk) < 1/Zα(k) from (3), we have for x ∈ Iα(nk)
log τr(x)
− log r ≤
logZα(k)
log h− logλα(nk) <
logZα(k)
log h+ logZα(k)
≤ log ‖Z(k)‖
log h+ log ‖Z(k)‖ .
Therefore, by (13), we have for x ∈ Iα(nk)
log τr(x)
− log r <
log ‖Z(k)‖
log(‖Z(k, k + 1)‖/d− 2) + log ‖Z(k)‖ .
If π
(nk)
b (α) = d, then we have the same bounds for h, λα(nk) and
T (nk)(x) = x+
∑
β∈A′
λβ(nk) on x ∈ Iα(nk).
Thus, we have the same inequality. 
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Theorem 6.2. Condition (U) implies Condition (Z)
Proof. Let T be an interval exchange map without Condition (Z). Then there are
constants t > 0 and C such that for infinitely many k
(14) ‖Z(k, k + 1)‖ ≥ C‖Z(k)‖t.
Then for k satisfying (14), by Lemma 6.1, there are x and r < λ∗(nk) such that
log τr(x)
− log r <
log ‖Z(k)‖
(1 + t) log ‖Z(k)‖+ log(Cd − 2‖Z(k)‖−t)
.
Therefore we have sequences {xi} and {ri} such that ri → 0 and
lim inf
i→∞
log τri(xi)
− log ri ≤
1
1 + t
< 1,
which contradicts (U). 
7. 3-interval exchange maps
In this section, we show that Condition (U), (R) and (Z) are equivalent for 3-
interval exchange maps. Let T be a 3-interval exchange map with length data
(λA, λB , λC). We may assume that πt(A) = 1, πt(B) = 2, πt(C) = 3 and πb(C) =
3, πb(B) = 2, πb(A) = 1. Let λ
∗ = λ(A) + λ(B) + λ(C) = 1.
Define an irrational rotation T¯ on I¯ = [0, λ∗ + λB) by
(15) T¯ (x) =


x+ λB + λC , if x+ λB + λC ∈ I¯ ,
x+ λB + λC − (λ∗ + λB), if x+ λB + λC /∈ I¯ .
Then T¯ is a 2-interval exchange map (irrational rotation) with length data (λA¯, λC¯),
where λA¯ = λA + λB and λC¯ = λA + λC . Note that T is the induced map of T¯ on
[0, λ∗) and T satisfies the Keane property if and only if the rotation T¯ is irrational.
Let α = λB+λCλ∗+λB be the rotation angle of T¯ and let ak and pk/qk be the partial
quotients and partial convergents of α.
Lemma 7.1 (Denjoy-Koksma inequality (see [3])). Let T¯ be an irrational rota-
tion by α with partial quotient denominators qk and f be a real valued function of
bounded variation on the unit interval. Then for any x we have∣∣∣∣∣
qk−1∑
i=0
f(T¯ ix)− qk
∫
fdµ
∣∣∣∣∣ < var(f).
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Proposition 7.2. Let T be a 3-interval exchange map T on [0, λ∗) and T¯ be the
inducing rotation, defined as (15). For any x ∈ [0, λ∗) we have
lim
r→0+
log τr(x)
− log r = 1
if and only if
lim
r→0+
log τ¯r(x)
− log r = 1,
where τ¯r is the first return time of T¯ .
Proof. Since T is the induced map of T¯ on [0, λ∗), if T¯ m¯(x) ∈ [0, λ∗) for x ∈ [0, λ∗),
we have
T¯ m¯(x) = Tm(x), where m =
m¯−1∑
i=0
1[0,λ∗)(T¯
i(x)).
Thus, for x ∈ [0, λ∗ − r) we have T¯ τ¯r(x)(x) ∈ [0, λ∗) and
τr(x) =
τ¯r(x)−1∑
i=0
1[0,λ∗)(T¯
i(x)).
Let qk be the partial denominators of α, the rotational angle of T¯ . Then clearly
τ¯r(x) = qk for some k ≥ 0. From Lemma 7.1, we have∣∣∣∣τr(x)− τ¯r(x)1 + λB
∣∣∣∣ < 2,
which completes the proof immediately. 
As a corollary, a 3-interval exchange map T satisfies Condition (U) if and only
if T¯ is of Roth’s type. Moreover, we see that Condition (R) and Condition (U) are
equivalent for 3-interval exchange maps.
Now we compare the Rauzy-Veech induction algorithm for T and T¯ . There are 6
arrows in the Rauzy diagram for a 3-interval exchange map T (see Figure 1). Each
arrow in the Rauzy diagram for T¯ corresponds to two arrows of the same loser in
the Rauzy diagram for T and remaining 2 arrows of the loser B are not be mapped
to any arrows in the Rauzy diagram for T¯ (Figure 2). Denote an arrow of the
Rauzy diagram for 2 or 3-interval exchange map by α(β), where α is the winner
and β is the loser of the arrow.
Let
R(n) :=


RAA¯(n) RAC¯(n)
RBA¯(n) RBC¯(n)
RCA¯(n) RCC¯(n)

 = Q(n)


1 0
1 1
0 1

 .
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Figure 1. 3-interval exchange
ABC
CBA
ABC
CAB
ACB
CBA
B(C)B(A)
C(B)
C(A)
A(B)
A(C)
Figure 2. induced Rauzy diagram for 3-interval exchange map
AB CB
CB AB
AB C
C AB
A CB
CB A ABCB
CBAB
Lemma 7.3. For n ≥ 0 we have
[0, 1, 0]R(n) =


[1, 0, 1]R(n), π(n) =
(
A B C
C B A
)
,
[0, 0, 1]R(n), π(n) =
(
A C B
C B A
)
,
[1, 0, 0]R(n), π(n) =
(
A B C
C A B
)
.
Proof. By the symmetry we only consider arrows of A(B), A(C), B(A). When
γT (n, n+ 1) = A(B), we have π(n) =
(
A C B
C B A
)
, π(n+1) =
(
A B C
C B A
)
. Thus
[0, 1, 0]R(n+ 1) = [0, 1, 0]


1 0 0
1 1 0
0 0 1

R(n) = [1, 1, 0]R(n)
= [1, 0, 1]R(n) = [1, 0, 1]


1 0 0
1 1 0
0 0 1

R(n) = [1, 0, 1]R(n+ 1).
By an arrow γT (n, n+ 1) = A(C), we have π(n) =
(
A B C
C B A
)
, π(n+1) =
(
A C B
C B A
)
, so
[0, 1, 0]R(n+ 1) = [0, 1, 0]


1 0 0
0 1 0
1 0 1

R(n) = [0, 1, 0]R(n)
= [1, 0, 1]R(n) = [0, 0, 1]


1 0 0
0 1 0
1 0 1

R(n) = [0, 0, 1]R(n+ 1).
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If γT (n, n+ 1) = B(A), then we have π(n) = π(n+1) =
(
A C B
C B A
)
and
[0, 1, 0]R(n+ 1) = [0, 1, 0]


1 1 0
0 1 0
0 0 1

R(n) = [0, 1, 0]R(n)
= [0, 0, 1]R(n) = [0, 0, 1]


1 1 0
0 1 0
0 0 1

R(n) = [0, 0, 1]R(n+ 1).
Since the lemma holds for n = 0, the induction rule completes the proof. 
For a given 3-interval exchange map T define
ℓ(n) := #
{
1 ≤ m ≤ n | π(m) = (A C BC B A ) or (A B CC A B )} .
Proposition 7.4. Let T be a 3-interval exchange map T . By the mapping α(A) 7→
C¯(A¯), α(C) 7→ A¯(C¯) and α(B) 7→ ε, where ε is the empty arrow, the infinite
sequence of arrows in the Rauzy diagram for T is mapped to the infinite sequence
of arrows in the Rauzy diagram for T¯ .
Denote by Q¯(m) = BγT¯ (0,m) be the continued fraction matrix for T¯ . Then for
n ≥ 0
Q¯(ℓ(n)) =

1 0 0
0 0 1

R(n) and
λ¯(ℓ(n)) = λ(n)


1 0
1 1
0 1

 , λ(n)


1 0
0 1
0 1

 , λ(n)


1 0
1 0
0 1


for π(n) =
(
A B C
C B A
)
,
(
A C B
C B A
)
,
(
A B C
C A B
)
, respectively.
Proof. By the symmetry we only consider arrows of A(B), A(C), B(A).
Case (i) : If γT (n, n + 1) = A(B), then the corresponding arrow of the Rauzy
map for T¯ is empty, i.e., ℓ(n+ 1) = ℓ(n). Since
Q(n, n+ 1) =


1 0 0
1 1 0
0 0 1

 and π(n) =
(
A C B
C B A
)
, π(n+1) =
(
A B C
C B A
)
,
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we have
λ¯(ℓ(n)) = λ(n)


1 0
0 1
0 1

 = λ(n+ 1)


1 0 0
1 1 0
0 0 1




1 0
0 1
0 1

 = λ(n+ 1)


1 0
1 1
0 1


= λ¯(ℓ(n+ 1)),
Q¯(ℓ(n+ 1)) =

1 0 0
0 0 1

R(n+ 1) =

1 0 0
0 0 1




1 0 0
1 1 0
0 0 1

R(n)
=

1 0 0
0 0 1

R(n) = Q¯(ℓ(n)).
Case (ii) : If γT (n, n+ 1) = A(C), then γT¯ (ℓ(n), ℓ(n+ 1)) = A¯(C¯) and
Q(n, n+ 1) =


1 0 0
0 1 0
1 0 1

 , Q¯(ℓ(n), ℓ(n+ 1)) =

1 0
1 1

 .
Since π(n) =
(
A B C
C B A
)
, π(n+1) =
(
A C B
C B A
)
, we have
λ¯(ℓ(n)) = λ(n)


1 0
1 1
0 1

 = λ(n+ 1)


1 0 0
0 1 0
1 0 1




1 0
1 1
0 1

 = λ(n+ 1)


1 0
0 1
0 1



1 0
1 1


= λ¯(ℓ(n+ 1))

1 0
1 1

 ,
Q¯(ℓ(n+ 1)) =

1 0 0
0 0 1

R(n+ 1) =

1 0 0
0 0 1




1 0 0
0 1 0
1 0 1

R(n)
=

1 0
1 1



1 0 0
0 0 1

R(n) =

1 0
1 1

 Q¯(ℓ(n)).
Case (iii) : If γT (n, n+ 1) = B(A), then γT¯ (ℓ(n), ℓ(n+ 1)) = A¯(C¯) and
Q(n, n+ 1) =


1 1 0
0 1 0
0 0 1

 , Q¯(ℓ(n), ℓ(n+ 1)) =

1 1
0 1

 .
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From the fact that π(n) = π(n+1) =
(
A C B
C B A
)
we have
λ¯(ℓ(n)) = λ(n)


1 0
0 1
0 1

 = λ(n+ 1)


1 1 0
0 1 0
0 0 1




1 0
0 1
0 1

 = λ(n+ 1)


1 0
0 1
0 1



1 1
0 1


= λ¯(ℓ(n+ 1))

1 1
0 1


and by Lemma 7.3
Q¯(ℓ(n+ 1)) =

1 0 0
0 0 1

R(n+ 1) =

1 0 0
0 0 1




1 1 0
0 1 0
0 0 1

R(n)
=

1 1 0
0 0 1

R(n) =

1 0 1
0 0 1

R(n) =

1 1
0 1

 Q¯(ℓ(n)).
Since the proposition holds for n = 0, the induction rule completes the proof. 
We have the following inequality for ‖Q(n)‖:
Lemma 7.5. We have
1
2
‖Q¯(sn)‖ ≤ ‖Q(n)‖ ≤ 2‖Q¯(sn)‖.
Proof. By Proposition 7.4 we have
‖Q¯(ℓ(n))‖ =
∥∥∥∥∥∥

1 0 0
0 0 1

R(n)
∥∥∥∥∥∥ ≤ ‖R(n)‖ =
∥∥∥∥∥∥∥∥∥
Q(n)


1 0
1 1
0 1


∥∥∥∥∥∥∥∥∥
≤ 2‖Q(n)‖.
For the other side from Lemma 7.3
‖Q(n)‖ ≤ ‖R(n)‖ = ‖[1, 1, 1]R(n)‖ = ‖[1, 0, 1]R(n)‖+ ‖[0, 1, 0]R(n)‖
≤ 2‖[1, 0, 1]R(n)‖ = 2
∥∥∥∥∥∥

1 0 0
0 0 1

R(n)
∥∥∥∥∥∥ = 2‖Q¯(sn)‖.

Let nk and n¯k be the sequence of Zorich’s acceleration for T and T¯ respectively
as defined in Section 2. Also denote by Z¯(k) be the Zorich’s acceleration matrix
for T¯ .
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Lemma 7.6. For each k ≥ 0, There exist j(k) ≥ 0 such that
ℓ(nj(k)) = n¯k,
Moreover, we have j(k + 1) ≤ j(k) + 3 and
‖Z¯(k, k + 1)‖ < ‖Z(j(k), j(k + 1))‖ ≤ 2‖Z¯(k, k + 1)‖.
Proof. For k = 0, we have n0 = 0 and j(0) = 0. Suppose that for a given k ≥ 0 there
exists j(k) satisfying ℓ(nj(k)) = n¯k. For γ
T¯ (n¯k, n¯k+1) = A¯(C¯)
w, w = n¯k+1− n¯k ≥ 1
there are 7 cases of γT (nj(k),∞):
A(B)A(C) · · ·A(B)A(C) B(A) · · · , j(k + 1) = j(k) + 1,
A(B)A(C) · · ·A(C)A(B) C(A) · · · , j(k + 1) = j(k) + 1,
A(C)A(B) · · ·A(C)A(B) C(A) · · · , j(k + 1) = j(k) + 1,
A(C)A(B) · · ·A(B)A(C) B(A) · · · , j(k + 1) = j(k) + 1,
B(C) · · ·B(C) C(B)C(A) · · · , j(k + 1) = j(k) + 1,
B(C) · · ·B(C) C(B) A(C)A(B) · · ·A(C)A(B) C(A) · · · , j(k + 1) = j(k) + 3,
B(C) · · ·B(C) C(B) A(C)A(B) · · ·A(B)A(C) B(A) · · · , j(k + 1) = j(k) + 3,
Moreover, Z(j(k), j(k + 1)) is


1 0 0
w 1 0
w 0 1

 ,


1 0 0
w + 1 1 0
w 0 1

 ,


1 0 0
w 1 0
w 0 1

 ,


1 0 0
w − 1 1 0
w 0 1

 ,


1 0 0
0 1 0
0 w 1

 ,


1 0 0
w2 w1 + 1 0
w2 w1 1

 ,


1 0 0
w2 − 1 w1 + 1 0
w2 w1 1

 ,
respectively, according to 7 cases of the path γT (nj(k), nj(k+1)). Here w = w1+w2,
w1 ≥ 1, w2 ≥ 1. Compared with Z¯(k, k + 1) =

1 0
w 1

 , we have
‖Z¯(k, k + 1)‖ = w + 2 < ‖Z(j(k), j(k + 1))‖ ≤ 2w + 4 = 2‖Z¯(k, k + 1)‖.
By the symmetry we have the same inequality for γT¯ (n¯k, n¯k+1) = C¯(A¯)
n¯k+1−n¯k .

26 DONG HAN KIM
Figure 3. Rauzy diagram for the example
ABCD
DCBA
ABCD
DBAC
ABCD
DACB
ABDC
DACB
ACDB
DCBA
ADBC
DCBA
ADBC
DCAB
CB
CB
D
D
D
A
A
A
B
B
C
C
Theorem 7.7. The 3-interval exchange map T satisfies Condition (Z) if and only
if the irrational rotation T¯ , which induces T , is of Roth’s type.
Proof. Suppose that the 3-interval exchange map T satisfies Condition (Z). Then
for any ε > 0 we have Cε > 0 such that ‖Z(k, k + 1)‖ ≤ Cε‖Z(k)‖ε. Therefore we
have by Lemma 7.6
‖Z¯(k, k + 1)‖ < ‖Z(j(k), j(k + 1))‖ ≤ ‖Z(j(k), j(k) + 3)‖
≤ ‖Z(j + 2, j + 3)‖ · ‖Z(j + 1, j + 2)‖ · ‖Z(j + 1, j)‖
≤ C3ε ‖Z(j + 2))‖ε · ‖Z(j + 1)‖ε · ‖Z(j)‖ε
≤ C3+3ε+ε2ε ‖Z(j(k))‖3ε+3ε
2+ε3 ≤ (2εCε)3+3ε+ε
2 ‖Z¯(k)‖3ε+3ε2+ε3 ,
where the last inequality is from Lemma 7.5.
For the opposite direction we assume that T¯ is of Roth’s type: For any ε > 0
there is C¯ε > 0 such that ‖Z¯(k′, k′ + 1)‖ ≤ Cε‖Z¯(k′)‖ε. For each k, we can find k′
such that j(k′) ≤ k < k + 1 ≤ j(k′ + 1). Therefore we have by Lemma 7.6 and 7.5
‖Z(k, k + 1)‖ ≤ ‖Z(j(k′), j(k′ + 1))‖ ≤ 2‖Z¯(k′, k′ + 1)‖
≤ C¯ε‖Z¯(k′)‖ε ≤ 2εC¯ε‖Z(k)‖ε.

8. Example with Condition (R) without Condition (Z)
In this section, we discuss an example of 4 interval exchange map such that
satisfies Condition (R) but not Condition (Z).
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Let T be a 4-interval exchange map with the permutation data π(0) =
(
A B D C
D A C B
)
.
Assume that the length data of T is determined by the infinite path in the Rauzy
diagram, denoted by the winner of each arrow (see Figure 3)
Cs1B
(
D2A3D
)2+1
B · Cs2B (D2A3D)22+2B · · ·CskB (D2A3D)2k+k B · · · .
Let
ℓk =
k∑
i=1
(si + 6 · 2i + i+ 2), ℓ0 = 0, and sk = F2k+1 .
The matrix associated to the path CskB
(
D2A3D
)2k+k
B is
Q(ℓk−1, ℓk) =


1 0 0 0
0 1 0 0
0 0 1 0
0 1 0 1




2 0 0 1
1 1 0 1
1 0 1 1
1 0 0 1


2k+k 

1 0 0 0
0 1 sk 0
0 1 sk + 1 0
0 0 0 1


=


F2k+1+2k+1 0 0 F2k+1+2k
F2k+1+2k+1 − 1 1 F2k+1 F2k+1+2k
F2k+1+2k+1 − 1 1 F2k+1 + 1 F2k+1+2k
F2k+1+2k+2 − 1 1 F2k+1 F2k+1+2k+1


,
where Fn is the Fibonacci sequence: F−1 = 1, F0 = 0, Fn+1 = Fn + Fn−1. Note
that Fn =
1√
5
(gn − (−g)−n), g =
√
5+1
2 .
The following lemma provides a rough but useful estimate on the relative size as
well as on the growth rate of the sequence (Qα(ℓk))k≥1.
Lemma 8.1. For all k ≥ 1 we have
1 <
QD(ℓk)
gQA(ℓk)
<
QB(ℓk)
QA(ℓk)
<
QC(ℓk)
QA(ℓk)
< 1 +
1
g2k+1
.
QA(ℓk) ≤ g2
k+1+2k+1QA(ℓk−1)
Proof. Let
QB(ℓk)
QA(ℓk)
= 1 + rB(k),
QB(ℓk)
QA(ℓk)
= 1 + rC(k),
QD(ℓk)
gQA(ℓk)
= 1 + rD(k).
Then
rB(1) =
F4
F8
, rC(1) =
F4 + 1
F8
, rD(1) =
F9
gF8
− 1 + F4
gF8
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so by simple calculations
0 < rD(1) < rB(1) < rC(1) <
1
g3
.
If 0 < rD(k − 1) < rB(k − 1) < rC(k − 1) < 1g2k−1 , then using
Qα(ℓk) =
∑
γ
Qαγ(ℓk) =
∑
γ
∑
β
Qαβ(ℓk−1, ℓk)Qβγ(ℓk−1)
=
∑
β
Qαβ(ℓk−1, ℓk)Qβ(ℓk−1),
we have
0 < rD(k) < rB(k) < rC(k) =
rB(k − 1) + (F2k+1 + 1)(1 + rC(k − 1))
F2k+1+2k+1 + gF2k+1+2k(1 + rD(k − 1))
<
F2k+1 + rC(k − 1)F2k+1 + 2
2gF2k+1+2k
<
1
g2k+1
We also have for k ≥ 1
QA(ℓk) =
(
F2k+1+2k+1 + gF2k+1+2k +
F2k+1+2k
g2k
)
QA(ℓk−1)
<
1√
5
(
2g2
k+1+2k+1 + g2
k+1
)
QA(ℓk−1) < g2
k+1+2k+1QA(ℓk−1).

By the previous lemma we have
‖Q(ℓk)‖ <
(
3 + g +
3
g2k
)
QA(ℓk) < g
4 · g2k+1+2k+1 · · · g22+2+1QA(ℓ0)
< g2
k+2+k(k+1)+k.
Since
Q(ℓk, ℓk + sk+1) =


1 0 0 0
0 1 sk+1 0
0 0 1 0
0 0 0 1


,
for large k
‖Q(ℓk)‖1/2 < g2k+1+k2/2+2k ≤ g
2k+2
√
5
< F2k+2 + 4 = ‖Q(ℓk, ℓk + sk+1)‖,
which implies that this interval exchange map T does not satisfy Condition (Z).
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Since λ(ℓk+1)Q(ℓk, ℓk+1) = λ(ℓk), the length data of T (ℓk), λ(ℓk) is a vector in
the simplex with the vertexes
λ∗(ℓk+1)
[
F2k+2+2k+3, 0, 0, F2k+2+2k+2
]
,
λ∗(ℓk+1)
[
F2k+2+2k+3 − 1, 1, F2k+2 , F2k+2+2k+2
]
,
λ∗(ℓk+1)
[
F2k+2+2k+3 − 1, 1, F2k+2 + 1, F2k+2+2k+2
]
,
λ∗(ℓk+1)
[
F2k+2+2k+4 − 1, 1, F2k+2 , F2k+2+2k+3
]
.
Therefore we have
λ∗(ℓk) < (F2k+2+2k+5 + F2k+2)λ
∗(ℓk+1) < g2
k+2+2k+3λ∗(ℓk+1),
λB(ℓk) < λ
∗(ℓk+1) < λC(ℓk) < λD(ℓk) < λA(ℓk)
and
λC(ℓk) <
(F2k+2 + 1)λ
∗(ℓk)
F2k+2+2k+4 + F2k+2 + 1
<
λ∗(ℓk)
g2k+3
,
1
g3
<
F2k+2+2k+2
F2k+2+2k+4 + F2k+2 + 1
<
λD(ℓk)
λ∗(ℓk)
<
F2k+2+2k+2
F2k+2+2k+4
<
1
g2
.
Using the relation ∑
α
λα(ℓk)Qα(ℓk) = 1
we have by Lemma 8.1
(16) λ∗(ℓk) <
1
QA(ℓk)
< λ∗(ℓk)+
λD(ℓk)
g
+
λB(ℓk) + λC(ℓk) + λD(ℓk)
g2k+1
< gλ∗(ℓk).
We also have
λB(ℓk)QB(ℓk) < λC(ℓk)QC(ℓk) <
λ∗(ℓk)
g2k+3
(
1 +
1
g2k+1
)
QA(ℓk) <
1
g2k+2
.
By the permutation data π(ℓk) =
(
A B D C
D A C B
)
we have
T (ℓk)(x) =


x+ λD(ℓk) for x ∈ IA(ℓk),
x− (λA(ℓk) + λB(ℓk)) for x ∈ ID(ℓk),
x− λB(ℓk) for x ∈ IC(ℓk).
Let T˜k be the 2-interval exchange map on [0, λA(ℓk) + λB(ℓk) + λD(ℓk)) =
[0, λ∗(ℓk + sk+1 + 1)) with λA˜(ℓk) = λA(ℓk) + λB(ℓk) and λD˜(ℓk) = λD(ℓk). Then
T (ℓk)(x) = T (ℓk + sk+1 + 1)(x) = T˜k(x) on x ∈ IA(ℓk) ∪ ID(ℓk).
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Lemma 8.2. If
x ∈ (IA(ℓk) ∪ ID(ℓk)) \
(
m⋃
i=0
T (ℓk)
−iIB(ℓk)
)
,
then we have
T (ℓk)
i(x) = T˜ ik(x), for 0 ≤ i < m.
Note that
λ∗(ℓk + sk+1 + 1)
λ∗(ℓk)
=
λA(ℓk) + λB(ℓk) + λD(ℓk)
λ∗(ℓk)
= 1− λC(ℓk)
λ∗(ℓk)
> 1− 1
g2k+3
.
Moreover, we have
F2k+2+2k+4
F2k+2+2k+5
<
λA˜(ℓk)
λA˜(ℓk) + λD˜(ℓk)
<
F2k+2+2k+3
F2k+2+2k+4
,
so ∣∣∣∣ λA˜(ℓk)λA˜(ℓk) + λD˜(ℓk) −
1
g
∣∣∣∣ < 1g2k+3+4k+6 .
Let Rk(x) be the irrational rotation by
λ∗(ℓk+sk+1+1)
g on [0, λ
∗(ℓk + sk+1 + 1)).
Lemma 8.3. For each x ∈ [0, λ∗(ℓk + sk+1 + 1))∣∣∣T˜ ik(x) −Rik(x)∣∣∣ < iλ∗(ℓk + sk+1 + 1)g2k+3+4k+6 .
By the celebrated theorem from Diophantine approximation we have
Lemma 8.4. For each x ∈ [0, λ∗(ℓk + sk+1 + 1))
∣∣Rik(x) − x∣∣ > λ∗(ℓk + sk+1 + 1)2i .
Proposition 8.5. We have
lim
r→0+
log τr(x)
− log r = 1, a.e. x.
Proof. For a general Lebesgue measure preserving transformation on the interval
it is well known (e.g. [4]) that
lim sup
r→0+
log τr(x)
− log r ≤ 1, a.e. x.
We only need to show the inferior limit is not smaller than 1.
Let Pk be the partition on [0, 1) consisting of
T i(Iα(ℓk)), 0 ≤ i < Qα(ℓk)
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and Pk(x) be the element of Pk which contains x.
Fix an ε > 0. let
Ek =
{
x ∈ [0, 1) : τr(x) < r−(1−ε) for some λ
∗(ℓk+1)
gk+1
< r ≤ λ
∗(ℓk)
gk
}
.
There are two cases : x and T τr(x)(x) are in same Pn or not. Therefore
Ek ⊂ Fk ∪Gk
where
Fk =
{
x : τr(x) < r
−(1−ε), T τr(x)(x) /∈ Pk(x) for some λ
∗(ℓk+1)
gk+1
< r ≤ λ
∗(ℓk)
gk
}
,
Gk =
{
x : τr(x) < r
−(1−ε), T τr(x)(x) ∈ Pk(x) for some λ
∗(ℓk+1)
gk+1
< r ≤ λ
∗(ℓk)
gk
}
.
Clearly we have
Fk ⊂
{
x ∈ [0, 1) : min(x− a, b− x) ≤ λ
∗(ℓk)
gk
if Pk(x) = [a, b)
}
.
Since λ∗(ℓk) < g3λD(ℓk) < g3λA(ℓk), we have
µ(Fk) ≤ QA(ℓk)2λ
∗(ℓk)
gk
+QD(ℓk)
2λ∗(ℓk)
gk
+QB(ℓk)λB(ℓk) +QC(ℓk)λC(ℓk)
< QA(ℓk)
2λA(ℓk)
gk−3
+QD(ℓk)
2λD(ℓk)
gk−3
+ 2QC(ℓk)λC(ℓk)
≤ 2
gk−3
+
2
g2k+2
.
(17)
Let
m =
(
gk+1
λ∗(ℓk+1)
)1−ε
1
minαQα(ℓk)
=
(
gk+1
λ∗(ℓk+1)
)1−ε
1
QA(ℓk)
.
Choose k big enough to(
λ∗(ℓk+1)
gk+1
)ε
<
(
λ∗(ℓk)
g2k+2+2k+3gk+1
)ε
<
1
g2k+4
.
Then, by Lemma 8.3, for y ∈ [0, λ∗(ℓk + sk+1 + 1)) and 0 ≤ i < m we have
∣∣∣T˜ ik(y)−Rik(y)∣∣∣ < λ∗(ℓk + sk+1 + 1)g2k+3+4k+6 ·m < λ
∗(ℓk)
g2k+3+4k+6QA(ℓk)
(
gk+1
λ∗(ℓk+1)
)1−ε
=
λ∗(ℓk+1)
g2k+3+3k+5
· 1
λ∗(ℓk)QA(ℓk)
·
(
λ∗(ℓk)
λ∗(ℓk+1)
)2
·
(
λ∗(ℓk+1)
gk+1
)ε
<
λ∗(ℓk+1)
g2k+3+3k+5
· g · g2k+3+4k+6 ·
(
λ∗(ℓk+1)
gk+1
)ε
<
λ∗(ℓk+1)
gk+2
.
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By Lemma 8.4 for y ∈ [0, λ∗(ℓk + sk+1 + 1)) and 0 ≤ i < m
∣∣Rik(y)− y∣∣ > λ∗(ℓk + sk+1 + 1)2 · 1m > λ
∗(ℓk)
g2
·QA(ℓk)
(
λ∗(ℓk+1)
gk+1
)1−ε
>
1
g3
(
λ∗(ℓk+1)
gk+1
)1−ε
=
λ∗(ℓk+1)
gk
· 1
g4
·
(
gk+1
λ∗(ℓk+1)
)ε
>
λ∗(ℓk+1)
gk
.
Therefore by Lemma 8.2 we have for 0 ≤ i < m
∣∣T (ℓk)i(y)− y∣∣ > λ∗(ℓk+1)
gk+1
for y ∈ (IA(ℓk) ∪ ID(ℓk)) \
(
m⋃
i=0
T (ℓk)
−iIB(ℓk)
)
.
For j ≥ 0 we can find i < j/minαQα(ℓk) < j/QA(ℓk) such that
T (ℓk)
i(y) = T j(y).
Therefore, we have for 0 ≤ j < mQA(ℓk)
∣∣T j(y)− y∣∣ > λ∗(ℓk+1)
gk+1
for y ∈ (IA(ℓk) ∪ ID(ℓk)) \
(
m⋃
i=0
T (ℓk)
−iIB(ℓk)
)
.
For each x ∈ T i(Iα(ℓk)), 0 ≤ i < Qα(ℓk), let
φk(x) = T
−i(x) ∈ Iα(ℓk) ⊂ [0, λ∗(ℓk)).
If T r(x) ∈ Pk(x), then we have
T τ(φk(x)) − φk(x) = T τ(x) − x.
Hence we have
Gk ⊂
{
x ∈ [0, 1) : φk(x) /∈ (IA(ℓk) ∪ ID(ℓk)) \
(
m⋃
i=0
T (ℓk)
−iIB(ℓk)
)}
=
{
x ∈ [0, 1) : φk(x) ∈
(
m⋃
i=0
T (ℓk)
−iIB(ℓk)
)
∪ IC(ℓk)
}
.
Therefore, we have
µ(Gk) ≤ mλB(ℓk)max
α
Qα(ℓk) + λC(ℓk)QC(ℓk)
= gk+1 ·
(
λ∗(ℓk+1)
gk+1
)ε
· λB(ℓk)
λ∗(ℓk+1)
· QD(ℓk)
QA(ℓk)
+ λC(ℓk)QC(ℓk)
< gk+1 · 1
g2k+4
· 1 ·
(
g +
1
g2k
)
+
1
g2k+2
<
1
gk+1
+
1
g2k+2
.
(18)
From (17) and (18), the Borel-Cantelli Lemma implies that for almost every x,
x ∈ Ek finitely many k’s. Therefore we have
lim inf
r→0+
log τr(x)
− log r ≥ 1, a.e. x.
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
9. Example with Condition (Z) without Condition (U)
In this section, we discuss an example of 4 interval exchange map such that
satisfies Condition (Z) but not Condition (U).
Let T be the interval exchange map with the permutation data π(0) =
(
A B D C
D A C B
)
and the infinite path in the Rauzy diagram denoted by the winner of each arrow
CB3
(
D2A3D
)21
B · CB3 (D2A3D)22 B · · ·CB3 (D2A3D)2k B · · · .
Then there is no path of more than 3 arrows of the same winner. Thus, T satisfies
Condition (Z).
Let
ℓk =
k∑
i=1
(
5 + 6 · 2i) = 5k + 12 · (2k − 1), ℓ0 = 0.
Then γ(ℓk−1, ℓk) is CB3
(
D2A3D
)2k
B and
Q(ℓk−1, ℓk) =


F2k+1+1 F2k+1 F2k+1 F2k+1
F2k+1+1 − 1 F2k+1 + 1 F2k+1 + 1 F2k+1
F2k+1+1 − 1 F2k+1 + 2 F2k+1 + 3 F2k+1
F2k+1+2 − 1 F2k+1+1 + 1 F2k+1+1 + 1 F2k+1+1


,
where Fn is the Fibonacci sequence as before. Here, we have
‖Q(ℓk−1, ℓk)‖ = 9F2k+1 + 6F2k+1+1 + F2k+1+2 + 6 <
8g2
k+1+2
√
5
< g2
k+1+5.
Also we have
λ∗(ℓk) <
λ∗(ℓk−1)
F2k+1+1 + 3F2k+1
<
λ∗(ℓk−1)
F2k+1+3
.
Note T (ℓk + 3) has the same permutation data with T (ℓk), π
(ℓk+3) =
(
A B D C
D A C B
)
.
The matrix for the path B
(
D2A3D
)2k+1
B starting from
(
A B D C
D A C B
)
is
Q(ℓk + 3, ℓk+1) =


F2k+2+1 0 0 F2k+2
F2k+2+1 − 1 1 0 F2k+2
F2k+2+1 − 1 1 1 F2k+2
F2k+2+2 − 1 1 0 F2k+2+1


.
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Since λ(ℓk+1)Q(ℓk+3, ℓk+1) = λ(ℓk +3), length data λ(ℓk+3) is a vector in the
simplex with the vertexes
λ∗(ℓk+1)
[
F2k+2+1 0 0 F2k+2
]
, λ∗(ℓk+1)
[
F2k+2+1 − 1 1 0 F2k+2
]
,
λ∗(ℓk+1)
[
F2k+2+1 − 1 1 1 F2k+2
]
, λ∗(ℓk+1)
[
F2k+2+2 − 1 1 0 F2k+2+1
]
.
Therefore we have
0 < λB(ℓk + 3) < λ
∗(ℓk+1)
and for all x ∈ IC(ℓk + 3) we have
|T (ℓk + 3)(x)− x| = λB(ℓk + 3) < λ∗(ℓk+1) < λ
∗(ℓ0)
F2k+2+2F2k+1+3 · · ·F22+3
<
5(k+1)/2
g2k+2+2g2k+1+3 · · · g22+3 =
5(k+1)/2
g2k+3+3k−2
<
1
g2k+3+k−4
.
Since 

1 0 0 0
0 1 1 0
0 1 2 0
0 1 1 1


Q(ℓk) = Q(ℓk + 3),
we have
QC(ℓk + 3) = QB(ℓk) + 2QC(ℓk) ≤ 2‖Q(ℓk)‖ ≤ 2‖Q(ℓk−1, ℓk) · · ·Q(ℓ0, ℓ1)‖
≤ 2‖Q(ℓk−1, ℓk)‖ · · · ‖Q(ℓ0, ℓ1)‖ < 2g2k+1+5 · · · g22+5 < 2g2k+2+5k.
Thus, put r = λB(ℓk + 3). Then if k ≥ 4, we have for x ∈ IC(ℓk + 3)
log τr(x)
− log r <
logQC(ℓk + 3)
− logλB(ℓk + 3) <
(2k+2 + 5k) log g + log 2
(2k+3 + k − 4) log g
<
1 + 5 · k · 2−k−2 + 2−k−1
2
<
3
4
.
Hence, log τr(x)− log r does not converges to 1 uniformly.
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