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ABSTRACT
LEARNING ENVIRONMENTAL MODELS WITH MULTI-ROBOT TEAMS USING A
DYNAMICAL SYSTEMS APPROACH
Tahiya Salam
M. Ani Hsieh
Robots monitoring complex, spatiotemporal phenomena require rich, meaningful representations of the environment. This thesis presents methods for representing the environment as
a dynamical system with machine learning techniques. Specifically, we formulate machine
learning methods that lend to data-driven modeling of the phenomena. The data-driven
modeling explicitly leverages theoretical foundations of dynamical systems theory. Dynamical systems theory offers mathematical and physically interpretable intuitions about the
environmental representation. The contributions presented include distributed algorithms,
online adaptation, uncertainty quantification, and feature extraction to allow for the actualization of these techniques on-board robots. The environmental representations guide
robot behavior in developing strategies such as optimal sensing and energy-efficient navigation. The methods and procedures provided in this thesis were verified across complex,
spatiotemporal environments and on experimental robots.
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CHAPTER 1
Introduction
Robots have the capability to sense and track natural phenomena for environmental monitoring, deepening our understanding of the world. Robotic modeling of such phenomena is
essential to operating in complex environments, allowing robots to perform in more realistic
scenarios. Multi-robot teams possess the sensing and mobility capabilities to collaboratively
model the environment and jointly adapt their behaviors in response to the models built.
Thus, representing complex environments is paramount to the success of multi-robot teams.
While considerable efforts have been made for modeling with multi-robot teams, specifically
in coordination and distributed methods, these techniques have limitations in spatiotemporal, complex environments. These processes of interest within these environments can be
vastly different, such as concentrations of pollutants in the ocean, compounds in the atmosphere, and transport of particles flows. Robots operating in these environments typically
create representations of their surroundings using computationally expensive techniques or
by leveraging human expert knowledge.
Interestingly, though these environmental processes may seem unrelated, they can all be analyzed with dynamical systems theory. A dynamical system describes a particle or ensemble
of particles whose state varies over time and thus obeys differential equations involving time
derivatives. Dynamical systems theory, an area of mathematics and physics, has a long
history of developing models for representing such time-varying systems. Still, the developments in dynamical systems theory have largely been disconnected from the operational
challenges of multi-robot systems, such as distributed computations, uncertainty in sensing data, and computational complexity of high-dimensional data. By unifying techniques
for modeling dynamical systems and mapping for multi-robot teams, we can enhance the
capabilities of robot teams to understand and operate in complex environments.
Multi-robot sensing and environmental monitoring is a long-standing problem in robotics.
1

There are several areas of research related to multi-robot sensing and environmental representation. In this study, we discuss methods to construct environmental representation and
optimizing robot behaviors with respect to the features of interest in these environments.
For example, one of the optimal behaviors presented in this manuscript is the selection of
optimal sensor locations based on a model from sensor measurements of a spatiotemporal phenomena jointly collected from a multi-robot team. The intersection of these two
techniques, modeling and optimal sensor selection, can be classified as adaptive sampling,
where robots optimize their sensing allocation based on a model derived from the sensing
measurements.
In adaptive sampling, the fundamental goal of the robot or team of robots is to optimize its
behaviors to improve state prediction, where states represent the environmental process of
interest. Given collected sensor measurements over time, we often want robots to characterize the current environmental states and predict their future states. With the intent of
improved state prediction, new sensing locations are selected at which mobile robots plan
to collect measurements (Fox et al., 1999; Krause et al., 2008). This is closely related to
the field of active perception, where behaviors are selected to increase the known perception
information about a particular environment (Bajcsy, 1988; Atanasov et al., 2015; Bucher
et al., 2021). Nearly all techniques related to adaptive sampling are some variation of solving
how to select behaviors such that the quality of the model is improved. The solution to the
optimal sensor placement problem is that of determining a sensor configuration that achieves
the minimum cost for some predefined, environmental-dependent performance criteria. This
problem is usually NP-hard (Krause et al., 2008). Thus, finding a solution for this problem
is difficult and finding the optimal solution is often impossible.
One method for determining the optimal sensor placement within an environment specified
by a density function is through coverage control (Cortés et al., 2004). Coverage control
techniques asks and attempts to answer the question: How do we plan the motion of a
multi-robot team to maximize the detection probability of a process of interest?. In cov-
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erage control, the process of interest can be fully described by a density function. There
have been many advances made in the use of coverage control techniques for multi-robot systems with adaptive behaviors (Schwager et al., 2008), realistic sensing constraints (Kantaros
et al., 2015), heterogeneous teams (Sadeghi and Smith, 2019; Pimenta et al., 2008; Santos
and Egerstedt, 2018; Santos et al., 2018), and time-varying density functions (Lee et al.,
2015; Santos et al., 2019). Still, these techniques may not be suited for fast or unknown
dynamics where the density function changes rapidly in time or is complex to model. Additionally, these techniques neglect how to assimilate new sensor measurements from robots.
While this technique is fast and reliable for determining optimal sensing and behavior, the
environmental representation is only loosely coupled to the problem solution.
A related framework is optimal design, a development from the statistics community. The
purpose of optimal design is to reduce the costs of experimentation by allowing statistical
models to be estimated with fewer experiments. In the design of experiments, optimal design
experiments are a subset of the entire design space that are optimal with respect to some
statistical criteria. In the optimal sensing problem, the entire design space is all possible
sensor configurations and the optimal design is the set of sensor configurations that optimize
some metric of model quality (Alonso et al., 2004; Manohar et al., 2018). Adaptive sampling
may be thought of as an iterative, online version of optimal design over sensor configurations.
In these scenarios, the optimal design problem is still NP-hard but some greedy heuristics
are used to find an efficient approximation to the optimal design problem. However, the
actual choice of model is left to the user.
Many techniques within robot modeling for adaptive sampling rely on extracting dynamics
from data. Kalman filters, and its extensions, produce state estimates that require knowledge of the system properties and measurement modality (Kalman, 1960; Jain and Chang,
2004; Cannell and Stilwell, 2005). While representing spatiotemporal environments is closely
related to mapping, many mapping scenarios within robotics focus on large scale mapping
of environments with stationary features or without explicitly considering the underlying
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dependencies of the data describing the environment, such as the structure of the entire
dataset or the similarity between individual training inputs (Pronobis and Jensfelt, 2012).
GP modeling is often used in robotics for representing environments (Krause and Guestrin,
2007; Krause et al., 2008; Singh et al., 2009, 2010; Xu et al., 2011). GPs require a specification
of the underlying dependence structure of the data to successfully reason about adaptive
sampling (Xu and Choi, 2011; Krause et al., 2008). GPs capture the dependencies of the data
through a covariance matrix that is constructed by user-defined kernel functions (Rasmussen,
2004). Thus, GPs are appealing because they are able to provide continuous representations
of the environment, can be sampled at arbitrary resolutions, incorporate uncertainty through
a statistical framework, and can capture spatial dependencies of data. While GPs are
widely used, there are limitations to the use of GPs for modeling dynamical systems and
spatiotemporal processes (Xu et al., 2011). Notably, GPs scale cubically with respect to the
number of data points, making it computationally expensive for high-dimensional systems.
While these works with multi-robots focus on modeling quality, most methods are not explicitly rooted in dynamical system theory, which offers rich insights into studying the environment. For example, dynamical systems theory establishes frameworks in which we can
elucidate metastable sets, characterize dominant slow processes, and separate superimposed
signals. There is vast literature on modeling nonlinear dynamical systems. However, there
has been a significant amount of work was developed independently of the nonlinear dynamics community in the field of nonlinear system identification. The basic goals of the two
fields are very similar: identifying the mathematical model of a system from measurements
or data. Recently, there has been an emergence of techniques at the intersection of machine
learning and nonlinear dynamics community that emphasize data-driven techniques with
fewer assumptions about the underlying system.
Neural networks are vastly used to represent the dynamics of the data and are particularly promising given that they are universal function approximators (Brunton et al., 2020;
Karniadakis et al., 2021; Ong et al., 2016). Since the 1990s, deep learning techniques have
4

become increasingly popular in the study of estimating dynamical systems, wherein the
neural network uses time series data as inputs (Narendra and Parthasarathy, 1990; Ioannou
and Christodoulou, 1995; Jagannathan and Lewis, 1996). Often, the output of the trained
networks are either the next state (Shi et al., 2015), the parameters of governing equation
(Raissi, 2018), or some other parameterization of the equations (Lusch et al., 2018). While
these techniques have demonstrated success, they are a black box and can be data intensive.
Though black box models are desirable in some scenarios, they lack the interpretability
necessary for decision-making in robotics. We note that both GPs and neural networks
allow for state representation without explicitly specifying the dynamics or sensor models
(Rasmussen, 2004; Schmidhuber, 2015).
Dimensionality reduction and spectral analysis techniques such as Proper Orthogonal Decomposition (POD) and Dynamic Mode Decomposition (DMD) (Sirovich, 1987; Schmid,
2010) have been successfully applied as techniques that are still able to deduce properties of
the dynamics without explicitly modeling the system and sensors (Salam and Hsieh, 2019;
Manohar et al., 2018). Dimensionality reductions have been successfully applied in the study
of nonlinear dynamical systems. PCA is perhaps the most popular method for dimensionality reduction (Wold et al., 1987). Despite its popularity, PCA is limited in its applicability
in spatiotemporal settings in that there is not an explicit, physically meaningful interpretation of the temporal characteristics of the system. In constract, DMD computes a set of
modes each of which is associated with a fixed oscillation frequency and decay or growth rate
(Schmid, 2010). Though it originated in the fluids community, DMD has gained significant
traction due to its connection with dynamical systems theory.
A popular alternative view to the classical state estimation of representing individual sensors
or measurements is characterizing the global dynamics of an ensemble of sensors or measurements (Mezić, 2005; Klus et al., 2020). A useful mathematical tool for understanding
the time evolution of states and their global dynamics is transfer operator theory. Transfer
operator theory studies the action of a dynamical system on mass densities of initial condi-
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tions. The transfer operator is defined on some linear functional space of infinite dimension
and describes a linear time evolution of the transformed densities. This is desirable as the
original, potentially non-linear, dynamics are lifted to a space such that the transformed
densities evolve linearly.
Applications of transfer operator include the global feature tracking of trajectories in flowlike environments, analyzing pair-wise relationships in text documents, or observation of
changes in robot walking may be suitable for study under transfer operator theory (Salam
et al., 2022; Klus et al., 2020; Costa et al., 2021). There are different transfer operators,
such as the Perron-Frobenius and Koopman operator. However, as there is a direct connection in terms of how the Koopman operator can be used with sensor measurements from
robots, we focus mainly on the Koopman operator. There are many methods for extracting the Koopman operator, a transfer operator in which the lifted densities are referred to
as observables, from data (Schmid, 2010; Li et al., 2017; Klus et al., 2020). Many of these
data-driven Koopman construction techniques have been used in robotics (Korda and Mezić,
2020; Abraham and Murphey, 2019; Folkestad et al., 2020a; Bruder et al., 2019; Salam et al.,
2022). While these works are promising in their application of the Koopman operator to
different domains, they are limited in that they derive the operator as a closed-form, rigid
solution and lack uncertainty quantification.
Dynamical systems theory offers physically interpretable meaning behind the processes of
interest but historically has not been studied for uncertain, online, and distributed data, as is
collected by robot teams. Machine learning offers frameworks for building models from data
but is often not related to the dynamical systems representation of a process. Meanwhile,
distributed sensing and estimation in robotics typically relies on known or structured models.
Unifying techniques from robotics, machine learning, and dynamical systems theory for robot
teams allows us to capture the persistent changes and characteristics in complex, space- and
time-varying environments. The main objectives in this manuscript are: creating models
from sensing data that explicitly characterize these changes in the environment, determining
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physically intuitive and interpretable estimations of the environment’s key features and
evolution, and leveraging the environmental models to guide robot decision-making.
Multi-robot teams can leverage foundations in machine learning and dynamical systems theory to represent the environment. The work presented in this manuscript will support this
claim. Specifically, the methods presented will leverage dimensionality reduction techniques
and kernel methods to express dynamical systems as a representation of the environment.
To that end, the contributions of this manuscript are the novel development of models for
spatiotemporal, complex phenomena of interest in the environments that explicitly allow
for optimal sensing, feature extraction, state estimation, state prediction, and uncertainty
quantification for decision-making with multi-robot teams.
The order of this document is as described hereafter. Chapter 2 provides the mathematical
preliminaries for dynamical systems and reproducing kernel Hilbert spaces. Chapters 3 and
4 focus on dimensionality reduction techniques, while Chapters 5 and 6 focus on kernel
methods. Chapter 3 describes a technique for using mobile robots to construct a lowdimensional model of a dynamical system by employing distributed dimensionality reduction
techniques and collaboratively deriving optimal sensing locations. Chapter 4 demonstrates a
framework for robots to construct a low-dimensional model of a dynamical system, with the
added caveat that heterogeneous robots are collecting sensing data at various spatial and
temporal scales. Chapter 5 presents kernel methods to construct global representations of
dynamical systems, known as kernel transfer operators, from sensor data and establishes its
associated uncertainty quantification. Chapter 6 illustrates how kernel transfer operators
can be used for extracting patterns in dynamical systems for high-level decision making.
Finally, conclusions and future work are presented in Chapter 7.
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CHAPTER 2
Background
This chapter presents an overview of the relevant literature related to the topics presented
and to provide the reader with the important concepts used throughout the manuscript.
As outlined in Chapter 1, our discussion focuses on the use of multi-robot teams to learn
models of dynamical systems that characterize the environment. On one hand, there exists
a body of literature focused on using multi-robot teams for coordinating distributed sensing
with limitations when its comes to modeling challenging environments. On the other, there
exists research in modeling of complex, dynamical systems, with some significant contributions lying at the intersection of dynamical systems and machine learning. However, as we
will demonstrate in this chapter, the blending of the two approaches, specifically combining
coordination strategies for distributed teams and sophisticated modeling of complex systems, holds great promise in terms of extending the capabilities of robot teams to realistic
environments.
To that end, we introduce some background on general dynamical systems concepts and reproducing kernel Hilbert spaces (RKHS). RKHS has great importance in the foundations of
machine learning and has recently been applied in the study of dynamical systems. Section
2.2 will introduce several approaches to studying and characterizing dynamical systems. Section 2.3 will overview the state-of-the-art in robotics for environmental monitoring, ending
with important work studying the integration of kernel methods for robotic mapping.

2.1. Preliminaries
2.1.1. Dynamical systems theory
Dynamical systems refers broadly to a class of systems that evolve over time. Given this
broad classification, there are many areas in which dynamical systems appear. Dynamical
systems can be used to describe mechanics and physics (Temam, 2012), financial markets
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(Tu, 2012), biological phenomena (Kitano, 2001), and many other areas (Strogatz, 2001;
Ionides et al., 2006). Specifically, in robotics, dynamical systems are used to represent
communication networks (Bullo et al., 2012), motor control (Sequeira et al., 2012), swarm
formations (Prorok et al., 2011), rigid-body motion (Posa et al., 2016), autonomous vehicles
(Frazzoli et al., 2002), and models for complex environments (Salam and Hsieh, 2019). Since
the definition of dynamical systems encompasses so many areas of robotics, mathematical
tools for estimating and characterizing dynamical systems from online sensing data holds
great importance.
In this section, we will introduce some core concepts and establish the mathematical preliminaries for the study of dynamical systems. These concepts will be used in the remainder
of the thesis in developing algorithms for robots to represent environmental processes as
dynamical systems. For a gentle, but thorough, introduction to the topics presented below,
we refer the reader to Stephen Strogratz’s introductory text to nonlinear dynamical systems
and chaos (Strogatz, 2001).
Definition 2.1.1 (Dynamical system). (Strogatz, 2001) A dynamical system consists of a
state space X and a family of transformations Θt : X → X , where the time t is either
discrete or continuous, as in t ∈ Z or t ∈ R such that ∀x ∈ X
1. Θ0 (x) = x
2. (a) ∀t, τ ∈ Z,
(b) ∀t, τ ∈ R,

Θt (Θτ (x)) = Θt+τ (x) for discrete systems
Θt (Θτ (x)) = Θt+τ (x) for continuous systems

There are two main categories of dynamical systems: differential equations and iterated
maps, also known as difference equations. Differential equations are used to study systems
in continuous time, whereas iterated maps are used to study systems in discrete time.

9

Differential equations are represented in the form

ẋ0 = f0 (x0 , . . . , xn−1 )

(2.1)

ẋ1 = f1 (x0 , . . . , xn−1 )

(2.2)

..
.

(2.3)

ẋn−1 = fn−1 (x0 , . . . , xn−1 )

(2.4)
(2.5)

where as difference equations are represented in the form

x0 (t + 1) = f0 (x0 (t), . . . , xn−1 (t))

(2.6)

x1 (t + 1) = f1 (x0 (t), . . . , xn−1 (t))

(2.7)

..
.

(2.8)

xn−1 (t + 1) = fn−1 (x0 (t), . . . , xn−1 (t))

(2.9)
(2.10)

Using the vector form x = [x0 , x1 , . . . xn−1 ]⊤ , the differential equation is then

ẋ = f (x)

(2.11)

x(t + 1) = f (x(t))

(2.12)

where as the difference equation is then

Autonomous systems have no explicit time-dependence in the governing equations, while
nonautonomous systems explicitly include time dependence.
In contrast to ordinary differential equation, where only time is an independent variable,
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in partial differential equations, both space and time are independent variables. Since in
this document we focus mostly on temporal evolution, we will primarily explore techniques
for studying ordinary differential equations, though we will make some remarks on partial
differential equations.
Definition 2.1.2 (Invariant set). A set of states S ⊆ Rn is called an invariant set of the
system ẋ = f (x) if for all x(0) ∈ S and for all t ≥ 0, x(t) ∈ S.
A special type of invariant set is a fixed point.
Definition 2.1.3 (Fixed point). (Strogatz, 2001) For autonomous systems, a fixed point
for the system ẋ = f (x) is a point x∗ such that 0 = f (x∗ ).
A fixed point is also referred to as an equilibrium point or critical point.
An equilibrium is said to be stable if the system returns to the equilibrium after small
disturbances. Alternatively, an equilibrium is said to be unstable if the system moves away
from the equilibrium after small disturbances. An equilibrium point is said to be a saddle
if as a parameter is varied, two fixed points move towards each other, collide, and mutually
cease to exist at the equilibrium.
Definition 2.1.4 (Stable manifold). (Strogatz, 2001) A stable manifold W s (x∗ ) of a
saddle equilibrium x∗ is defined as
W s (x∗ ) := {x ∈ Rn | lim Θt (x) = x∗ }
t→∞

(2.13)

Definition 2.1.5 (Unstable manifold). (Strogatz, 2001) An unstable manifold W u (x∗ )
of a saddle equilibrium x∗ is defined as
W u (x∗ ) := {x ∈ Rn | lim Θ−t (x) = x∗ }
t→∞
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(2.14)

Thus, trajectories on the stable manifold converge to x∗ forward in time, while trajectories on
the unstable manifold converge to x∗ backward in time. These manifolds characterize global
dynamics of the system; stable manifolds may form the boundaries of basins of attractions
and the intersections between stable and unstable manifolds, which may be important for
some robotic applications (Kularatne et al., 2016).
Many dynamical systems exhibit nonlinearities, which makes it difficult to solve them analytically. Nonlinearities capture important interactions within the system. Linear systems,
exhibit the principle of superposition that says for a system f : X → R, it follows the two
principles: 1) for all x1 , x2 ∈ X, f(x1 ) + f(x2 ) = f(x1 + x2 ), known as additivity, and 2)
for all x ∈ X, α ∈ R, αf (x) = f (αx), known as homogeneity. Whereas the principle of
superposition and other mathematical principles makes the study of linear systems easier,
this does not hold true for nonlinear systems. Therefore, special mathematical techniques
and tools have been developed to study nonlinear dynamical systems.

Ergodic theory
Ergodic theory is a branch of study that is used to study the behavior of dynamical systems
and make predictions about its behavior “on average.” Ergodic theory is a framework that
allows for the study of measurable dynamics, combining measure theory and dynamical systems to represent dynamical systems on abstract spaces. A brief introduction to ergodicity
can be found in a review by Baran (2014), while a more detailed overview can be found
in the book by Silva (2007), which we review below. The study of ergodic systems will be
especially important in the use of transfer operators, in Section 2.2.1, which allows for a
general framework for studying and representing dynamical systems. In order to introduce
the concept of ergodicity, we must first introduce some measure theory preliminaries.
Definition 2.1.6 (σ-algebra). (Folland, 1999) A collection of subsets, Σ, of a set X is a
σ-algebra on X if Σ is closed under complements and countably many unions.
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Definition 2.1.7 (Measure space). (Folland, 1999) A triplet (X , Σ, µ) is a measure space
if X is a nonempty set, Σ is a σ-algebra on X , and µ : Σ → [0, ∞] is a function satisfying
1. (µ(A) ≥ 0)

for all A ∈ Σ

2. µ(∅) = 0
3. for all countable collections {An } of disjoint sets in Σ
µ

[
n

An

!

=

X

µ(An )

(2.15)

n

Definition 2.1.8 (Probability measure). (Folland, 1999) If (X , Σ, µ) is a measure space
and µ(X ) = 1, then µ is called a probability measure corresponding to probability space
(X , Σ, µ).
(X , Σ) is referred to as a measure space.
Definition 2.1.9 (Measurable). (Silva, 2007) For measure spaces (X , Σ), (X ′ , Σ′ ) and f :
X → X ′ , if for all A′ ∈ Σ′ it holds that f −1 (A′ ) ∈ Σ, then f is measurable.
Definition 2.1.10 (Measure preserving transformation). (Silva, 2007) For measure space
(X , Σ, µ) and measurable function T : X → X such that for A ∈ Σ, µ(T −1 (A)) = µ(A), the
quartet (X , Σ, µ, T ) is a measure preserving transformation.
Definition 2.1.11 (Ergodic). (Silva, 2007) Let (X , Σ, µ) be a probability space and T a
measure preserving transformation on the space. T is ergodic if for all A ∈ Σ with positive
measure
µ

∞
[

T −n (A)

n=1

!

=1

(2.16)

Theorem 2.1.1 (Birkhoff Ergodic Theorem). (Silva, 2007) Let (X , Σ, µ) be a probability
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space and T a measure-preserving transformation on the space such that T is ergodic, then
n−1

1X
f (T i (x)) =
n→∞ n
lim

i=0

Z

f dµ

(2.17)

2.1.2. Reproducing kernel Hilbert spaces
Below, we introduce the concept of reproducing kernel Hilbert spaces (RKHS) and the preliminaries needed for their introduction, which can also be found in the article by Hofmann
et al. (2008). RKHS underpin the mathematical formalism required to allow for the use of
kernels in machine learning. Kernel methods in machine learning can, and often do allow,
for the use of infinitely many features in machine learning problems.
Definition 2.1.12 (Inner product). Let H be a vector space over R. A function ⟨ , ⟩H :
H × H → R is an inner product on H if
1. ⟨f1 + α2 f2 , g⟩H = α1 ⟨f1 , g⟩H + α2 ⟨f2 , g⟩H
2. ⟨f, g⟩H = ⟨g, f ⟩H
3. ⟨f, f ⟩H ≥ 0 and ⟨f, f ⟩H = 0 if and only if f = 0
Definition 2.1.13 (Hilbert space). A Hilbert space H is a vector space with an inner
p
product ⟨ , ⟩ such that the norm ||f || = ⟨f, f ⟩ induces a complete metric space.

Kernel functions k : X × X → R are applied to elements of some space space, X, to measure

the similarity between any pairs of elements. However, this similarity metric can be found
by computing the dot product of features ϕ(x) acting on elements of the input space in
some high-dimensional, possibly infinite feature space in RN . Thus, kernels allow us to
compare objects based on their features. Formally, for inputs x, x′ ∈ X and a feature map
ϕ : X → RN , a kernel k is defined as
The map ϕ : R → H is called a feature map.
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Definition 2.1.14 (Gram matrix). For training data {x1 , x2 , . . . , xn } ∈ X with kernel k
and associated feature map ϕ and feature matrix Φ = [ϕ(x1 ), ϕ(x2 ), . . . ϕ(xn )], the Gram
matrix or kernel matrix is an n × n constructed as
G := (k(xi , xj ))ij
= Φ⊤ Φ

(2.18)
(2.19)

Definition 2.1.15 (Positive definite matrix). A real n × n symmetric matrix Gij satisfying
is called a positive definite matrix if for all ci ∈ R
X
i,j

ci cj Gij ≥ 0

(2.20)

Definition 2.1.16 (Positive definite kernel). Let X be a nonempty set. A function k :
X × X → R such that for all n ∈ N, xi ∈ X , i ∈ [n] admits a positive definite Gram matrix
is a positive definite kernel.
In this text, we refer to positive definite kernels as just kernels. After providing some lemmas
on kernels, we will provide examples of several popular kernels.
Lemma 2.1.2 (Sums of kernels). If k1 and k2 are kernels on X , then k1 + k2 are kernels
on X .
Using Lemma 2.1.2, we also have that given α > 0 and kernel k on X , αk is a kernel on X .
Lemma 2.1.3 (Kernels applied to maps). For sets X , X̃ , let A be a map between sets
A : X → X̃ . Given kernel k on X̃ , the kernel k(A(x), A(x′ )) is a kernel on X
Lemma 2.1.4 (Products of kernels). For kernel k1 on X1 and kernel k2 on X2 , the kernel
k1 × k2 is a kernel on X1 × X1
From Lemma 2.1.4, we have that if X1 = X2 = X , then k := k1 × k2 is a kernel on X .
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Lemma 2.1.5 (Sequence of functions). For a non-empty set X , a sequence of functions
(ϕi (x))i≥1 , such that ϕi : X → R is the ith element of the feature map ϕ(x)
′

k(x, x ) :=

∞
X

ϕi (x)ϕi (x′ )

(2.21)

i=1

is a kernel on X .
Given these lemmas about kernels, we provide examples of popular kernels and frameworks
for constructions of kernels.
Example 2.1.6 (Polynomial kernel). For x, x′ ∈ Rd for d ≥ 1, m ≥ 1 for m ∈ N, and
c ∈ R+ , the polynomial kernel is defined as
k(x, x′ ) := (⟨x, x′ ⟩ + c)m

(2.22)

Example 2.1.7 (Taylor series kernel). For r ∈ (0, ∞] and an ≥ 0 for all n ≥ 0, define the
Taylor series
f (z) =

∞
X

an z n

n=0

Let X be the

√

|z| < r, z ∈ R

r-ball in R. For x, x′ ∈ Rd such that ∥x∥ <

√

(2.23)

r, the Taylor series kernel is

defined as
k(x, x′ ) =

(2.24)

Example 2.1.8 (Exponential kernel). For x, x′ ∈ Rd for d ≥ 1, the exponential kernel is
defined as
k(x, x′ ) := exp(⟨x, x′ ⟩)

(2.25)

Example 2.1.9 (Gaussian kernel). For x, x′ ∈ Rd for d ≥ 1 and γ ∈ R, the Gaussian kernel
is defined as
k(x, x′ ) := exp(−γ −2 x − x′
16

2

)

(2.26)

Positive definite kernels can be used to define functions on X . The space of functions on X
defined by kernels is referred to as a RKHS. RKHS are widely used in statistical learning
theory. Later, we will show the applicability of using RKHS to model dynamical systems
from data.
Definition 2.1.17 (Reproducing kernel Hilbert spaces). Let H be a Hilbert space of Rvalued functions defined on a non-empty set X . A function k : X × X → R is called a
reproducing kernel of H, and H is a reproducing kernel Hilbert space if k satisfies
1. ∀x ∈ X ,

k(· , x) ∈ H

2. ∀x ∈ X , ∀f ∈ H,

⟨ f, k(· , x)⟩H = f (x)

The inner product of the feature map applied to both elements in the RKHS can instead
be evaluated using the kernel function applied to to the same elements. This relationship is
commonly referred to the the kernel trick and allows for operations in the high-dimensional
feature space to be computed without ever explicitly computing the coordinates ϕ(x). Instead, the inner product can be efficiently computed by the kernel function, alleviating the
need to assess the high-dimensional coordinates, ϕ(x) and ϕ(x′ ), while still receiving a metric
for similarity between the vectors ϕ(x) and ϕ(x′ ) in the rich feature space (Hofmann et al.,
2008). The following theorem states that every positive definite kernel has a RKHS. It is
also true that every RKHS has a positive definite kernel.
Theorem 2.1.10 (Moore-Aronszajn Theorem). Every positive definite kernel k is associated
with a unique reproducing kernel Hilbert space H.
Let (X, Y ) be a random variable on X × Y with joint distribution P(X, Y ). For X, with
the marginal distribution P(X), the kernel k : X × X → R corresponds to the Hilbert space
H and the feature map ϕ(x) such that k(x, x′ ) = ⟨ϕ(x), ϕ(x′ )⟩H . For Y , with the marginal
distribution P(Y ), the kernel l : Y × Y → R corresponds to the Hilbert space G and the
feature map ψ(y) such that l(y, y ′ ) = ⟨ψ(y), ψ(y ′ )⟩G .
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CXX is then the covariance operator and CY X is the cross-covariance operator, which can
be thought of as a non-linear generalization of standard covariance and cross-covariance
matrices (Klus et al., 2020).
Definition 2.1.18 (Covariance operators). Let ϕ and ψ be feature maps associated with
kernels k and l respectively. The covariance operator CXX : H → H and the covariance
operator CY X : H → G are
CXX =
CY X =

Z
Z

ϕ(X) ⊗ ϕ(X)dP(X)
ψ(Y ) ⊗ ϕ(X)dP(Y, X)

= EX [ϕ(X) ⊗ ϕ(X)]

(2.27)

= EY X[ψ(Y ) ⊗ ϕ(X)]

(2.28)

For time series training data {x(0), x(1), . . . , x(t − 1)} with kernel k and associated feature
map ϕ, the feature matrix Φ = [ϕ(x(0)), ϕ(x(1)), . . . , ϕ(x(t − 1))], let the Gram matrix GXX
be constructed as GXX = Φ⊤ Φ.
Similarly, for time series training data {y(0), y(1), . . . y(t − 1)} with kernel l, associated
feature map ψ, and feature matrix Ψ = [ψ(y(0)), ψ(y(1)), . . . , ψ(y(t − 1))], let the Gram
matrix GY Y be constructed as GY Y = Ψ⊤ Ψ
Using the Gram matrices, we can construct estimates of the covariance and cross-covariance
operators from the data. CXX and CY X can be estimated as
t−1
1X
ϕ(xi ) ⊗ ϕ(xi )
CˆXX =
T

1
CˆY X =
T

i=0
t−1
X
i=0

ψ(yi ) ⊗ ϕ(xi )

=

1
ΦΦ⊤
T

(2.29)

=

1
ΨΦ⊤
T

(2.30)

Some learning algorithms relying on the use of the operators (2.29) and (2.30) can instead
be written in terms of their corresponding Gram matrices. For Gram matrices, only the
inner products between ϕ(x) and ϕ(x′ ) and ψ(x) and ϕ(x′ ) need to be computed. Thus,
by computing Gram matrices on a finite number of data points, we can alleviate the need
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to explicitly compute the possibly infinite-dimensional covariance and cross-covariance operator. The ability to construct algorithms in the dot product space using kernels, and
more specifically the kernel trick, lends them to be particularly useful in variety of learning
scenarios. Notably, these include, support vector machines (SVM), principal components
analysis (PCA), canonical correlation analysis, Gaussian processes, Markov networks, and
many other applications (Hofmann et al., 2008).
Alternatively, some kernel method techniques rely on the construction or approximation
of kernels through their basis functions. Random Fourier Features (RFFs) are spectral
domain representations of kernels Rahimi and Recht (2009). These techniques rely on the
representation of stationary covariance function as the Fourier transform of a positive finite
measure, formalized by Bochner’s Theorem.
Theorem 2.1.11. (Bochner’s Theorem) Bochner and Hahn (1933) Every positive definite
function µ̂ : RD → C for all x ∈ RD is the Fourier transform of a non-negative finite Borel
measure µ on RD . That is, for any µ̂(x) there exists a measure µ such that

µ̂(x) =

Z

e−ix

⊤ω

dµ(ω).

RD

(2.31)

Corollary 2.1.11.1. If µ̂(0) = 1 and the measure µ is a probability measure with probability
density function (pdf ) fΩ on random variable Ω with realizations ω ∈ RD , then µ̂(x − x′ ) =:
k(x, x′ ) is a continuous stationary positive-definite covariance function such that
′

k(x, x ) =

Z

′ ⊤ω

e−i(x−x )

RD

fΩ (ω)dω.

(2.32)

While the dot product can be easily computed as the kernel evaluation, this means that
the data can only be accessed through the evaluation of the kernel function or through a
matrix containing all of the evaluations across all pairs of data points. However, this might
be computationally expensive for large datasets. To alleviate this, (Rahimi and Recht,
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2009) proposed explictly mapping the data to a lower-dimensional Euclidean space using a
randomized feature map ϕ̂. A known pdf can be represented using a finite number of Monte
i.i.d

Carlo (MC) samples, where {ωm }M
m=1 ∼ fΩ (ω) lends to a finite dimensional approximation
of the feature map ϕ̂(x) ∈ CM that is
k(x, x′ ) ≈

M
1 X −i(x−x′ )⊤ ωm
e
= ⟨ϕ̂(x), ϕ̂(x′ )⟩C .
M

(2.33)

m=1

Then the feature map can be decomposed such that ϕ̂(x) =

⊤
⊤
√1 [e−ix ω1 , . . . , e−ix ωM ]
M

∈ C.

Since the kernels we will use are real values, we can further simplify the feature map to be
ϕ̂(x) ∈ RM

√
2
ϕ̂(x) = √ [cos(x⊤ ω1 + b1 ), . . . , cos(x⊤ ωM + bM )]
M

(2.34)

where bi ∼ Uniform(0, 2π).

2.2. Techniques for studying dynamical systems
Many important environments that are of interest in science and engineering can be represented as dynamical systems. Two significant challenges in the study of dynamical systems
is that the governing equations are often unknown and the systems are often nonlinear,
which makes analysis of the system difficult. In this section, we focus on the study of nonlinear, high-dimensional dynamical systems, where the equations are unknown. There has
been significant effort in the dynamical systems community to create appropriate models for
particular applications and then analyze and interpret these models.
While in this section we focus on the modeling of nonlinear dynamics, there have been
noteworthy developments in the field of nonlinear system identifications. Nonlinear system
identification usually focuses on nonautonomous systems, discrete models, and modeling
disturbances (Aguirre and Letellier, 2009). The typical problem in this field was to build a
model from a set of data, that may be potentially noisy. Some system identification methods
derive models by assuming a model structure and then estimating the model parameters
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from this structure (Jin et al., 2001). For nonlinear systems identification, there have been
many methods developed by focusing on specific classes of systems (Nelles, 2001; Billings,
2013). Despite the considerable progress in the field of nonlinear system identification,
there are some limitations. In model parameter identification, the models may not provide
physical information about the structure, which limits the practicality of using these models.
Additionally, other open questions include how to handle the potential of a large number
of parameters required to handle arbitrarily complex systems, high-dimensional data, and
model structure selection (Kerschen et al., 2006; Aguirre and Letellier, 2009).
However, the field of nonlinear dynamics and chaos usually focuses on autonomous systems,
continuous models, and is strongly focused on chaotic systems (Aguirre and Letellier, 2009).
These studies come mostly from the physics and applied mathematics communities. Still,
there is considerable overlap between the study of these two approaches. There have been
several reviews dedication to the modeling of nonlinear systems (Kerschen et al., 2006;
Aguirre and Letellier, 2009), but these are not comprehensive, especially considering new
techniques developed in machine learning. For environmental modeling with robots, we are
most concerned with constructing models that can incorporate data from on-board sensors
and elucidate key properties of the system for optimal planning. In this section, we will
introduce machine learning approaches that allow us to study dynamical systems, including
representations through transfer operators, dimensionality reduction, and deep learning.
2.2.1. Transfer operators
For dynamical systems, it useful to study the statistical transition properties of a process. This perspective requires understanding how probability densities evolve according to
dynamics. Transfer operators are special operators that describe the evolution of these processes over time (Hopf, 1954). The key insight behind transfer operators is that it may be
easier to model the behavior of large collections of initial conditions, as opposed to modeling
the behavior of individual initial conditions. Thus, the transfer operator is a framework that
studies the evolution of an arbitrary dynamical system on mass densities of initial conditions
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(Sarig, 2012).
Transfer operators, such as the Perron-Frobenius and Koopman operators, can be used to
study the behavior of the dynamics of a system. The machinery of the transfer operator
describes both deterministic and stochastic processes. For a more complete investigation
of transfer operators, with many interesting developments we refer the reader to the work
by Nielsen (2016). Transfer operators encode information about dynamical studies in an
elegant, general framework. They can be used to define the global behavior of dynamical
systems. Recent developments have been made in combining machine learning and transfer
operator theory to estimate the Perron-Frobenius and Koopman operators from data.
Define {Xt }t≥0 as a stochastic process that is defined on the state space X ∈ Rd , where
the process can be genuinely stochastic or deterministic. Let Θτ : X → X be a flow map
such that Θτ (Xt ) = Xt+τ for τ ≥ 0. {Xt }t≥0 is a stationary and ergodic Markov decision
process.
Definition 2.2.1 (Transition density function). A transition density function, pτ , is
then defined for some measurable set A and a fixed time lag τ by the relation

P[Xt+τ ∈ A|Xt = x] =

Z

pτ (y|x)dx

(2.35)

A

The function pτ (y|x) is the conditional probability density of Xt+τ = y given that Xt = x.
It describes the conditional probability density of the stochastic process.
Let Lr (X), for 1 ≤ r ≤ ∞, be the space of r-Lesbegue integrable functions with corresponding norm || · ||Lr .
Definition 2.2.2 (Transfer operator). A linear operator, T : Lr (X) → Lr (X) is a transfer
operator if there exists a transition density function pτ such that ∀f ∈ Lr (X)
T f (x) =

Z

pτ (y, x)f (y)dy

X
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(2.36)

The Perron-Frobenius and Koopman operators below are two important transfer operators,
that will be studied in detail. They are adjoint to one another with respect to ⟨·, ·⟩ defined
R
by ⟨f, g⟩ = X f (x)g(x)dx. These are linear, infinite-dimensional operators that are used
to describe dynamical systems that may be complex and nonlinear. While there are other
transfer operators, the Perron-Frobenius and Koopman operators have significant applications in real-world systems. They provide the global analysis of a complex system and have
been shown to elucidate key properties, such as metastable sets or dominant slow processes.
Definition 2.2.3 (Perron-Frobenius operator). The Perron-Frobenius operator P :
L1 (X) → L1 (X) is defined for probability density f ∈ L1 (X) as
Pf (x) =

Z

pτ (y, x)f (y)dy

(2.37)

X

Definition 2.2.4 (Koopman operator). The Koopman operator K : L∞ (X) → L∞ (X) is
defined for observable g ∈ L∞ (X) as
Kg(x) =

Z

pτ (x, y)g(y)dy

(2.38)

X

In the typical study of dynamical systems, we are mapping states to other states, which
results in trying to track the individual trajectories of particles. In the transfer operator
theoretic framework, we are mapping functions of the state space to functions of the state
space. Even when the transformation Θ for a dynamical system is nonlinear, the transfer
operators can represent the system in a linear space since they are linear, infinite-dimensional
operators that are operating on functions.
The Koopman operator governs the evolution of observable g. Given that the Koopman
operator is linear, we can study its spectral properties (Budišić et al., 2012; Arbabi and
Mezić, 2017). These spectral properties are important for modeling and prediction (Budišić
et al., 2012). They also describe the dynamics of the system as where the eigenvalues, eigen-
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functions, and modes of the Koopman operator correspond to a time- dependent frequency,
a function of the initial conditions, and the vector of the coefficients of the projection of the
observables onto the eigenspaces, respectively.
For the discrete dynamical system, we can write the Koopman operator as a composition
(2.39)

Kg(x) = g ◦ Θ(x)

For the continuous dynamical system, there is a semigroup {Kt }t≥0 , the Koopman semigroup, for the generator K that fulfills
(2.40)

Kt g(x) = g ◦ Θt (x)

The Koopman operator can be decomposed into a set of tuples {(λk , φk , vk )}K
k=1 , for K
possibly infinite, where λk , φk , vk represent the eigenvalues, eigenfunctions, and modes of
the Koopman operator. The Koopman eigenvalues, eigenfunctions, and modes can be used
to reconstruct the full state x.
A tuple (λk , φk ) is an eigenvalue-eigenfunction pair if it satisfies
for discrete systems

(2.41)

for continuous systems

(2.42)

Kφk (x) = λk φk (x)
Kt φk (x) = eλk t φk (x)

Assume that observables of the dynamical system lie in the closed, linear span of the eigenfunctions {φ1 , φ2 , . . . , φK } as in
g(x) =

K
X

ck (g)φk (x)

k=0

for ck (g) ∈ C the coefficients of expansion, where K may be infinite-dimensional.
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(2.43)

Applying the Koopman operator to the observable, the evolution of observable can be written
as

Kg(x) =
Kt g(x) =

K
X

k=0
K
X

ck (g)λk φk (x)
ck (g)eλk t φk (x)

for discrete systems

(2.44)

for continuous systems

(2.45)

k=0

Kernel transfer operators
The transfer operators can be defined in terms of covariance and cross-covariance operators
acting on the data in Definition 2.1.18. By doing so, we can lift data from a system to a
RKHS and use kernels to approximate the transfer operators. For a full overview of these
results, refer to (Klus et al., 2020). Here, we summarize the main results.
Under the assumption that the input and output space are the same, i.e. X = Y , the kernels
and resulting Hilbert spaces are also the same.
Definition 2.2.5 (Kernel Perron-Frobenius operator). The kernel Perron-Frobenius operator is defined as
−1
Pk f (x) = ⟨ CXX
CY X f , k(x, ·) ⟩

(2.46)

The empirical estimate of the Perron-Frobenius
−1 ˆ
P̂k = CˆXX
CY X = (ΦΦ⊤ )−1 (ΨΦ⊤ ) = ΦAΨ⊤

(2.47)

−1
where A = G−1
XY GXX GXX .

The Perron-Frobenius operator is a push-forward of densities.
Instead of solving for the eigendecomposition directly on the empirical estimate of the
Perron-Frobenius operator, we can instead solve an equivalent problem using Gram matri-
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ces, thereby alleviating the need to perform computations on the infinite-dimensional feature
maps. The following surrogate problem is equivalent to solving the eigendecomposition of
the Perron-Frobenius kernel operator

G−1
XX GXY v = λv

(2.48)

with the resulting operator eigenfunction
φ = ΦG−1
XX v

(2.49)

Similarly, we can provide a construction for the kernel Koopman operator. In this scenario,
we also assume g(x) = x, meaning the full-state observables are simply the states themselves.
The kernel Koopman operator maps an observable function g(·) to its expected value function
E [g (Xt+τ |Xt = ·)].
Definition 2.2.6 (Kernel Koopman operator). The kernel Koopman operator is defined
as
−1
Kk g(x) = ⟨ CXX
CXY g , k(x, ·) ⟩

(2.50)

The Koopman operator pushes forward the observables Klus et al. (2020).
Using the approximation of CXX from (2.29) and CXY from the transpose of (2.30), the
empirical estimate of the Koopman operator is
−1 ˆ
⊤
K̂k = CˆXX
CXY = (ΦΦ⊤ )−1 (ΦΨ⊤ ) = ΦG−1
XX Ψ

(2.51)

This value can be calculated empirically from training data.
Just as in the eigendecomposition of the kernel Perron-Frobenius operator, the eigendecomposition of the kernel operator can be found by solving a surrogate problem
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G−1
XX GY X v = λv

(2.52)

with the resulting operator eigenfunction

φ = Φv

(2.53)

While we summarized the results for eigendecomposition of these kernel transfer operators,
equivalent methods for singular value decomposition have also been studied (Mollenhauer
et al., 2018).
2.2.2. Dimensionality reduction techniques
Data from the real world is typically high-dimensional. Performing calculations on and interpreting physical behavior about high-dimensional data is difficult. In machine learning,
dimensionality reduction converts high-dimensional data into a meaningful representation
in a lower dimensional space, while still maintaining the key characteristics of the data (Van
Der Maaten et al., 2009). Leveraging statistical techniques, there are linear techniques for
dimensionality reduction such as principal component analysis (PCA) (Pearson, 1901), factor analysis (Spearman, 1904), and scaling (Torgerson, 1952). Perhaps the most widely used
of these techniques is PCA (Wold et al., 1987), which is related to proper orthogonal decomposition (POD) (Sirovich, 1987) and Karhunen-Loève expansion (Fukunaga and Koontz,
1970). Recently, in the fluid flow community, dynamic mode decomposition (DMD) has been
used successfully and gained popularity as a dimensionality reduction technique (Schmid,
2010). Here, we review the procedure for dimensionality reduction of high-dimensional data
and highlight the relevant literature surrounding PCA and DMD. Additionally, we show
how DMD is closely related to the Koopman operator introduced in Definition 2.2.4 (Tu
et al., 2014; Arbabi and Mezić, 2017; Rowley et al., 2009).

27

Principal component analysis (PCA)
PCA is a method for feature extraction from a dataset that seeks to reduce the dimensionality
of the representation of the data while maintaining as much statistical information possible
with respect to variance (Wold et al., 1987). PCA represents the data as a set of new
orthogonal variables called principal components, where the principal components are linear
combinations of the observed data. These principal components capture patterns between
observations in the dataset and can represent the key spatial characteristics of time series
data. The principal components maximize the variance of the data in a low-dimensional
subspace, so that we reconstruct a large fraction of the variance of the original data from
these principal component vectors. If we interpret these principal components as the system’s
energy, then PCA can be used to describe large-scale physical behavior of the system.
PCA has found success in many different fields, as it is a data-driven multivariate statistical
analysis that imposes few assumptions on the nature of the data. PCA, also known as proper
orthogonal decomposition (POD) in the fluid dynamics community, has been applied to analyze coherent structures in fluid flow fields (Sirovich, 1987; Berkooz et al., 1993; Holmes
et al., 2012). PCA has also been used extensively in the computer vision literature for
image representation and reconstruction (Everson and Sirovich, 1995; Ke and Sukthankar,
2004). Aside from these two major applications, PCA has been used to analyze data from
chemometrics (Wold et al., 1987), genetic data (Yeung and Ruzzo, 2001; Ringnér, 2008;
Reich et al., 2008), socioeconmoics (Kolenikov and Angeles, 2004), and many other fields.
Additionally, there have been methods developed to estimate PCA from sparse or missing
data (Everson and Sirovich, 1995; Willcox, 2006; Raben et al., 2012; Peherstorfer and Willcox, 2016; Manohar et al., 2018). PCA is amenable to the study of dynamical systems as
it is well-suited to handle high-dimensional systems and provides an interpretable model of
the system that can be used for optimal sensing (Alonso et al., 2004; Manohar et al., 2018;
Salam and Hsieh, 2019).
For PCA, T snapshots of the field are collected, either through experimentation or numerical
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simulations, such that at each time t ∈ {1, ..., T }, x = [x1 (t), ..., xn (t)]⊤ , where n is the
spatial dimension of some discretization of the flow field. A covariance matrix is constructed
as

T
1
1X
x(t)x(t)⊤ = XX⊤ ,
K=
T
T

(2.54)

t=1

where X ∈ Rn×T with its columns as x(t).
The low-dimensional basis is created by solving the symmetric eigenvalue problem

Kϕi = λi ϕi ,

(2.55)

where K has n eigenvalues such that λ1 ≥ λ2 ... ≥ λn ≥ 0 and the eigenvectors ϕ are pairwise
orthonormal.
The original basis is then truncated into a new basis Φ by choosing k eigenvectors that
capture a user-defined fraction, E, of the total variance of the system, such that their
eigenvalues satisfy

Pk
λi
Pi=1
≥ E.
n
i=1 λi

(2.56)

Thus, each term x(t) can be written as

x(t) = Φc(t),

(2.57)

where c(t) = [c1 (t), ..., ck (t)]⊤ holds time-dependent coefficients and Φ ∈ Rn×k with its
columns as ϕ1 ,...,ϕk . The low-dimensional, orthogonal subspace associated with Φ is an
optimal approximation of the data with respect to minimizing least squares error.

Dynamic mode decomposition (DMD)
Dynamic mode decomposition (DMD) is a dimensionality reduction technique that decomposes time-series data into modes, where each mode has a characteristic frequency and
growth or decay rate (Schmid, 2010). Thus, DMD can be can be used to study spatiotem-
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poral systems and extract the important physical features (Taira et al., 2017). DMD has been
used to study fluid flows (Rowley et al., 2009; Tu et al., 2014; Brunton et al., 2016), finance
(Mann and Kutz, 2016), neuroscience (Brunton et al., 2016), motion detection (Erichson
and Donovan, 2016), and robotics (Berger et al., 2015). There have been several extensions
of this technique, include sparsity promotion (Jovanović et al., 2014), online variants (Zhang
et al., 2019; Matsumoto and Indinger, 2017), and determination of sparse sensor placement
(Manohar et al., 2018, 2019).
DMD relies only on time series data and does not require governing equations of the underlying physics of the process the data is representing. The method combines advantages
from two powerful data analytic tools, power spectral analysis for temporal analysis and
principal components analysis (PCA) for spatial analysis. Additionally, DMD can be used
for prediction of future states, optimal sensor placement, estimation, and control which can
be useful in many robotic applications (Taira et al., 2017; Manohar et al., 2018). For a more
detailed exposition on DMD and its relationship to dynamical systems theory for nonlinear
differential equations, refer to (Mezić, 2005; Rowley et al., 2009; Budišić et al., 2012). Detailed below, we show the method is closely related to the Koopman operator (Mezić, 2005;
Budišić et al., 2012).
Given T + 1 sequential snapshots {x(0), x(1), . . . , x(T )}, let each x(t) ∈ RN represents field
values at N spatial locations at time t. Then, assume there is a linear dynamical relationship

x(t + 1) = Ax(t)

(2.58)

between two consecutive snapshots. The matrix A is typically extremely high-dimensional.
DMD allows us to learn a reduced-order model of the matrix A that captures the important
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spatial and temporal characteristics of the data. Let

X = [x(0) x(1)
Y = [x(1) x(2)

...

x(T − 1)]

(2.59)

x(T )]

(2.60)

...

be defined as the snapshot matrices, a matrix with its columns as snapshots of collected
data. Then, in matrix notation, Eq. (2.58) can then be written as Y = AX. Thus, DMD
is an approximate eigendecomposition of the operator
A = YX† ,
where

†

(2.61)

is the pseudoinverse operator.

While this is a linear approximation, many of the papers cited above mention the idea that
DMD is able to characterize nonlinear dynamics through an analysis of some approximating
linear system (Tu et al., 2014). Rowley et al. (2009) establishes the connection between DMD
and nonlinear dynamical systems and helped explain the validity of DMD when applied to
nonlinear systems.
Given that the DMD operator A may be high dimensional and difficult to compute, we use
an efficient algorithm that computes the eigendecomposition of A through a low-dimensional
approximation (Schmid, 2010). For this procedure, we compute a singular value decomposition (SVD) on X such that
X = UΣWT

(2.62)

where Σ is an r×r diagonal matrix of non-zero singular values {σ0 , σ1 , . . . , σr−1 } and r is the
rank of the snapshot matrix. Then, combining Eqs. (2.61) and (2.62) gives Y = AUΣWT
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and therefore an approximation of A can be given by
Â = UT AU

(2.63)

Â = UT Y (X)† U = UT YWΣ−1 .

(2.64)

Given the operator Â, we can compute its eigendecomposition as

ÂV = VΛ

(2.65)

where V contains the eigenvectors of Â and Λ is a diagonal matrix of the eigenvalues, λi ,
of Â.
The DMD modes can then be computed as
Φ = YWΣ−1 V

(2.66)

where each column, ϕi of Φ is the DMD mode corresponding to the eigenvalue, λi found in
Eq. (2.65). The reconstruction of the data is then written as
x̂(t) = ΦΛt α

(2.67)

where α is computed using least-squares for x(0) = Φα. Thus, the spatial modes are
captured by the vectors ϕi and the temporal dynamics of the spatial modes are captured
by λi . The magnitude of the vector ϕi represents the spatial correlations between the set
of locations, and the magnitude and phase components of the eigenvalue λi represents the
rate of growth/decay and frequency of oscillation of the corresponding spatial mode ϕi .
Connection to Koopman operator In works by Tu et al. (2014) and Arbabi and Mezić
(2017), the authors show the convergence of DMD to the eigenvalues and eigenvectors of the
Koopman operator, under the assumption that the underlying dynamical system is ergodic.
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As in Eq. 2.43, assume the observable g lies in the span of eigenvectors {φ1 , φ2 , . . . , φK }
P
such that g(x) = K
i=0 ci (g)φi (x).
For the Koopman operator, we have that

g(xk ) =

K
X

λki ci (g)φi (x0 )

(2.68)

i=0

Computing the DMD modes from X and Y gives us eigenvalues and eigenvectors such that

Avj = λj vj

(2.69)

If A has a full set of eigenvectors, the columns xk of X can be written as

xk =

r−1
X

cj (xk )vj

(2.70)

j=0

For linearly consistent data, it holds true that Axk = xk+1 and so

xk+1 = Axk
=

r−1
X

(2.71)

cj (xk )Avj

(2.72)

cj (xk )λj vj .

(2.73)

j=0

=

r−1
X
j=0

We have that for linearly consistent data matrices, the DMD eigenvectors correspond to
the Koopman eigenvectors and the DMD eigenvalues correspond to the Koopman eigenvalues. The connection of the DMD method to the Koopman operator has inspired its use in
modeling dynamical systems in a principled way (Budišić et al., 2012; Tu et al., 2014). The
eigenvalues, eigenfunctions, and eigenvectors of the Koopman operator correspond to a timedependent frequency, a function of the initial conditions, and the vector of the coefficients
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of the projection of the observables onto the eigenspaces, respectively. The eigenvectors and
eigenvalues of the DMD operator can then be interpreted as these parts of the analogous
time-dependent frequencies and vectors of coefficients of the Koopman operator.
2.2.3. Deep learning of dynamical systems
Since the 1990s, there has been significant interest in applying learning algorithms to represent dynamical systems. Dimensionality reduction techniques are useful because they are
computationally efficient and provide physically interpretable models with respect to the
key spatial and temporal characteristics of the system. However, they fail to capture transient, intermittent, and multiscale characteristics and to capture image-related invariances
(translation, rotation, and scale). Deep neural networks (DNNs) are useful for extracting
multiscale features in dynamical systems and can capture image-related invariances (Kutz,
2017). Still, there are several unique challenges to using deep neural networks to represent
dynamical systems. The time series data related to the dynamical systems is often highdimensional and noisy. In other scenarios, there may not be enough data to capture the
dynamics of the system. The time-varying nature of these systems means that they may
be non-stationary, as in their characteristic statistics change over time. Additionally, time
series data often exhibits time invariance, unlike the image-related invariances that have
been studied in the computer vision community (Längkvist et al., 2014). Even though the
time series data related to a dynamical system is high-dimensional, complex, and challenging to analyze, there is extensive literature studying the application of neural networks to
understand dynamical systems.
Beginning with work of Narendra and Parthasarathy (1990), there has been a vast body
of literature dedicated to system identification of dynamical system using neural networks.
Neural networks have gained vast popularity because of their ability to learn low-dimensional
representations of complex, large datasets and to provide relationships between the inputs
and outputs of the system. There have been many variants in the use of neural networks
for modeling dynamical systems, such as using link weight algorithms (Kuschewski et al.,
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1993; Jagannathan and Lewis, 1996), recurrent neural networks (Ioannou and Christodoulou,
1995; Chow and Fang, 1998), and time-varying weights (Chow and Fang, 1998). Neural
networks are promising for the study of dynamical systems because they do not require
impose restrictions or stringent assumptions about the process.
Due to an increase in computational resources and many important breakthroughs in learning theory, deep learning techniques have become increasingly popular in the study of estimating dynamical systems using time series data. For an overview of such methods, we
refer the reader to the work of Längkvist et al. (2014). We will review some more recent
works in the study of nonlinear dynamical systems. Some works focus on using a black-box
architecture that forecast dynamical systems using time series data of large-scale systems
(Shi et al., 2015). Recently, in an attempt to address the drawbacks of DNNs, namely that
they do not produce interpretable models and they are computationally expensive to derive,
there has been an emergence of creating dynamics-informed DNNs. Lusch et al. (2018)
developed a method for discovering Koopman eigenfunctions using a DNN architecture by
identifying nonlinear coordinates on which the dynamics are globally linear using a modified
auto-encoder. Similarly, there have been works that identify the Koopman operator and
eigenfunctions by setting a library of candidate basis functions as the output of the DNN
(Yeung et al., 2019). Alternatively, there is a body of literature focusing on learning the
equations of dynamical systems. By enforcing a form on a nonlinear partial differential
equation, a DNN can be used to estimate the function corresponding to a dynamical system
(Raissi, 2018). Extensions of this work include using an RNN to regularize the temporal progression of the model (Jia et al., 2019) and using multi-step time-stepping schemes (Raissi
et al., 2018). While such methods provide closed forms models that can elucidate properties
of the dynamical system, they are computationally expensive and hard to compute in a
distributed fashion, two key requirements for their success on robotic systems.
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2.3. Sensing and environmental modeling for robotics
Modeling the environment is a fundamental problem in robotics. Robots have sensors to
perceive their environment and computational ability to autonomously plan their interactions within the environment. Research for robotics and sensor networks for environmental
monitoring span vehicle design, energy optimization, path planning, control, localization,
and mapping. For an overview of such considerations, we refer the reader to the survey by
Dunbabin and Marques (2012). Here, we focus on the problems of mapping and modelinformed planning. For mapping, the goal is to accurately map the environment and detect
important changes. For model-informed planning, the goal is to integrate path-planning
with models of to allow for improved performance in dynamic environments and to track
the evolving processes of interest.
Durrant-Whyte (1988) formulated a framework for fusion of information from disparate
sensing sources. It describes each sensor an individual decision-making agent, working with
other agents to achieve a common goal. Each sensor is equipped with a sensor model with
three components: the observation model (sensor measurement characteristics), the dependency model (dependence on other information sources), and the state model (how sensor
measurements are affected by its location and state). This framework established a statistical basis for characterizing the relationship between landmarks and geometric uncertainty,
forming the basis of SLAM algorithms (Durrant-Whyte and Bailey, 2006). Hoewever, this
sensor agent-model framework can be used to encapsulate the problem of sensing and environmental modeling for robotics.
Often for this goal of sensing and environmental monitoring, these dynamic processes exhibit
complex, spatiotemporal behaviors. Mobile robots are particularly well-suited to monitor
these processes because of their abilities to carry sensors and adapt their sensing locations.
Robots can be used to support a wide range of activities dependent on tracking and predicting processes that vary across both space and time. Autonomous mobile robots modeling the
environment and determining where to gather sensor measurements are cheaper than global
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tracking systems and more adaptive than fixed sensors. Communication of acquired sensing
data with other robots allows for richer, more comprehensive information. The process dynamics provide rich information about its spatial and temporal dependencies. Thus, robots
should leverage their mobility and sensing capabilities to adequately model and estimate
the process.
2.3.1. Coverage control
Coverage control has a long-standing history of using multi-robot teams to sense environmental features through the use of a density function (Cortés et al., 2004). Coverage control
encompasses a type of optimal sensor allocation problem. In this framework, the goal is to
find static positions of robots, so they can best cover an area with respect to sensing a process that takes the form of a density function. It is assumed that the output of the density
functions can be fully captured by the sensors. Furthermore, the robots are homogeneous
in their mobility and sensing capabilities.
Since the seminal work on coverage control (Cortés et al., 2004), there have been many
extensions of the work to allow the algorithm to succeed in more realistic robotic scenarios.
In the work by Pimenta et al. (2008), the authors studied heterogeneity in terms of the
sensor footprint of the robots, which was later extended to account for visibility constraints
in the work by Kantaros et al. (2015). There have been several extensions to account for
variations in the density function that describe the environment. There has been a line of
work studying heterogeneous sensing modalities by incorporating the use of multi-modal
density features (Santos et al., 2018; Santos and Egerstedt, 2018; Sadeghi and Smith, 2019).
In this work, there are multiple density functions, where each density function corresponds
to a different process, such as temperature and humidity.
In the coverage control work described, it is assumed that the density function is known
and autonomous. However, several authors have attempted to address the issue of when
the density function is unknown. Lee et al. (2015) studied the case of time-varying density
functions. There have been several notable works for the distributed estimation of unknown
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density functions (Schwager et al., 2007, 2008; Julian et al., 2012). While, there have been
many advances made in the use of coverage control techniques for multi-robot systems,
there are several drawbacks to this method. These techniques may not be suited for fast
or unknown dynamics where the density function changes rapidly in time or is complex to
model. Additionally, these techniques neglect how to assimilate new sensor measurements
from robots. In the case where the environmental process is both unknown and time-varying,
the use of coverage control techniques is limited.
2.3.2. Distributed sensing for multi-robot teams
One of the central tasks in the multi-robot domain is mapping and modeling from collected sensor measurements. Masehian et al. (2017) provided an overview of various distributed mapping techniques across three axes: robot (number, prior knowledge, limitations), workspace (dynamic, shape of boundary and obstacles, connectivity), task (task
type, type of map, approach). There are several works focusing on information fusion, but
do not consider optimal sensing and path planning with respect to maximizing modeling
quality (Durrant-Whyte, 1988; Lynch et al., 2008; Vasilijevic et al., 2015).
Adaptive sampling addresses both the optimal sensor allocation problem and modeling problem by devising schemes for sampling based on previous acquired samples. In the work by
(Zhang and Sukhatme, 2007) and (Smith et al., 2016), the authors provide frameworks
for computing a path, where the samples taken along the path would capture estimated
features of an interest. There have been other works that impose models in the form of
stochastic PDEs and use level-set methods to determine optimal paths within the environment (Lermusiaux et al., 2016). Adaptive sampling has also been combined with Gaussian
Process modeling to determine optimal sensing locations within this modeling technique.
Still, many of these techniques do not explicitly represent the dynamics of the process of
interest or assume these dynamics are known.
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2.3.3. Gaussian processes
One of the most popular techniques for environmental modeling in robotics is Gaussian Process (GP) modeling, a non-parameteric model that can be derived using data (Rasmussen,
2004). Gaussian processes are able to provide continuous representations of the environment, can be sampled at arbitrary resolutions, incorporate uncertainty through a statistical
framework, and can capture spatial dependencies of data. However, Gaussian process regression scales cubically with respect to the number of data points, making it computationally
expensive for high-dimensional systems. Additionally, how to select the kernel covariance
functions and the hyperparameters of the system remain largely unaddressed.
Many studies have looked at how GP regression can be used for modeling, determining
optimal sensor placement, prediction, and path planning (Krause and Guestrin, 2007; Krause
et al., 2008; Singh et al., 2009, 2010; Xu et al., 2011). There have been several works
dedicated to finding optimal paths or optimal stationary sensing locations in environments
using a static GP model (Krause and Guestrin, 2007; Krause et al., 2008; Singh et al.,
2009). Determining the appropriate kernel function that actually captures the complex
spatiotemporal relationships in the environment is a challenging task and still remains an
open question (Singh et al., 2010). As more measurements are collected, the size of the
covariance matrix grows, and the complexity of the algorithm is limited by the inverse of
the covariance matrix. Some studies propose efficient methods for using only a subset of
observations instead of all observations to compute the covariance matrix (Xu et al., 2011).
However, these methods impose restrictions on the types of covariance functions used.
The framework in Hollinger et al. (2016) models the environment as GPs, learns confidence
measures on the uncertainty of the model, and utilizes this uncertainty in path planning
to minimize risk. In Das et al. (2015), authors also use GPs to model the desired quantity
of interest for monitoring as part of a stochastic optimization strategy to minimize regret
when collecting samples. In Kemna et al. (2017), robots use GPs to create a map of the
environment, partition the space to determine nearby locations, and selects future sampling
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locations based on reducing the entropy in the map. The work presented in Garg and
Ayanian (2014) adapts the model in real-time based on observations and optimizes sensing
locations based on the changing model. Despite the explosion of techniques for GPs, there
is no principled way of addressing the computational cost of implementing these methods;
in the case of high-dimensional systems, this prohibits their use.
2.3.4. Kernel methods
There have been alternative modeling techniques that leverage the use of kernel functions
outside of the domain of GP regression modeling. These methods have mostly focused on
classification tasks, such as occupancy mapping. Recently, there have been some techniques
to extend these framework for general regression tasks (Guizilini and Ramos, 2019).
Starting with (Ramos and Ott, 2016), there has been a series of works using Hilbert maps for
continuous occupancy mapping. This work in occupancy mapping space internally uses GP
regression modeling to create continuous occupancy maps of environments. The framework
can be updated in linear time and scales well with large data, unlike the original formulation of GP regression for occupancy mapping. It also allows for probability distributions
as inputs, which means that the uncertainty in the position of the measurements can be
incorporated. There have been several extensions to the work, such as mapping of dynamic
environments (Senanayake et al., 2016), fusion techniques for overlapping sensor measurements (Doherty et al., 2016), and fast approximation for multi-robot mapping (Zhi et al.,
2019). Still, a great challenge to the use of Hilbert maps is learning the hyperparameters
(Senanayake and Ramos, 2017; Senanayake et al., 2018) and selection of features (Guizilini
and Ramos, 2017).
Most of the work around Hilbert maps have focused on using kernel methods for classification
tasks, such as occupancy mapping. However, there are regression tasks of great interest in
the robotic domain. For example, terrain mapping is extremely important for autonomous
vehicle navigation. Beginning with the work of Hadsell et al. (2010), kernel-based surface
estimation has been used to model the terrain. For recently, (Guizilini and Ramos, 2019),
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developed a Hilbert map framework for regression tasks, such as terrain modeling. The use
of kernel methods for regression tasks opens the door for applying the developed methods
in this field to more complex modeling tasks involving dynamical systems.
In this chapter, we overview dynamical systems theory and representations of dynamical
systems using transfer operators and dimensionality reduction. In the following chapters,
we rely on these methods, as opposed to deep learning, for their relative advantage in robotics
applications. We consider the goals and approaches of sensing and environmental modeling
for multi-robot teams. We realize these goals in the development of robotic algorithms for
environmental monitoring using a dynamical systems approach.
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CHAPTER 3
Distributed dimensionality reduction and optimal
sensing with mobile robots
3.1. Problem statement
In this section, we describe a distributed strategy to enable a mobile robot team to adaptively
sample and track a dynamic spatiotemporal process (Salam and Hsieh, 2019). The approach
enables the team to create a low-dimensional model (LDM) of the process using sparse sensor
measurements and subsequently using the model to determine the next best locations for
obtaining new data to improve the model. The strategy is distributed in that each robot
develops its own LDM using its sensor data and sensor data provided from their teammates.
The LDM is then used to infer measurements in regions where no measurements are available
and new measurement locations are then determined based on these inferences. The robots
navigate to these new locations, obtain new measurements which are then assimilated into
the model, and the process is repeated. In this section, we briefly summarize our strategy
by presenting the centralized approach and describing a distributed implementation of the
centralized strategy. Then, in order to quantify the uncertainty between the dynamic process
of interest and the low-dimensional model constructed by the robots, an error analysis is
presented. Finally, we discuss simulation and experimental results. The interested reader is
refer to the work by Salam and Hsieh (2019) for the details.

3.2. Optimizing robot locations for field reconstruction
Given a low-dimensional representation of the subspace on which the data is located, we
leverage the properties of the orthogonal bases obtained via POD to compute the optimal set
of robot locations in the workspace for the reconstruction of the field using only sparse data
in real-time. PCA is equivalent to POD; however, in the fluids literature, which motivates
this work, the technique is referred to as POD. Consider the problem of reconstructing a
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field from measurements in q arbitrary sensing regions. Given s total sensing regions, let
S ⊂ {1, ..., s} where S contains the locations of the q sensing regions. Measurements of the
field are collected over the q sensing regions as yr (t) for sensing region r ∈ S, where each
yr (t) ∈ Rnr ×1 for nr points of measurements in region r. Let matrices Φr ∈ Rnr ×k such
that the rows of Φr are the rows of Φ corresponding to the locations in sensing region r.
Using the gappy POD (Everson and Sirovich, 1995; Kirby, 2000; Willcox, 2006), the timedependent coefficients that minimize the distance between y(t), sensor values, and ŷ(t), the
projection of sensor values onto the subspace associated with the vectors {Φr }r∈S can be
found using
ĉ(t) = A−1 B
for A =

X

Φ⊤
r Φr and B =

r∈S

X

Φ⊤
r yr (t),

(3.1)

r∈S

where this time-dependent coefficient ĉ(t) is then applied to Φ as in (2.57) to recover the
values of the field for which there are no sensor measurements.
To optimize the reconstruction of the full field using only measurements from the q regions,
one must determine the q sensing regions from the set of S possible regions. Note that the
matrix A ∈ Rk×k depends only on the set of S sensing regions and is not time varying.
If measurements from all sensing regions were used, the matrix A would be the identity
matrix since A = Φ⊤ Φ = I for Φ containing orthonormal columns and the coefficients
ĉ(t) could be calculated exactly using Eq. (2.57). However, since only some and not all
sensing regions are being used, the sensing regions should be chosen such that the rows
of the eigenvectors corresponding to these sensing regions create a basis that is close to
orthogonal. Additionally, Alonso et al. (2004) provides a criteria for selecting the optimal
set of sensing regions S as
max min λi (A),
S

i

(3.2)

where maximizing the minimum eigenvalue of A in turn minimizes the maximum angle
between the subspace associated with Φ and Pr , the subspace associated with using only
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Figure 3.1: Geometric interpretation of maximizing the minimum eigenvalue. The data point yn
containing all the measurements of the field is projected as yr onto the subspace Pr , where yr
equivalently represents a vector of just the sensor measurements, and is projected as ŷn onto the
low-dimensional subspace Φ. As the angle between Pr and the subspace associated with Φ decreases,
the projection error between yr and ŷn also decreases.

the sensor measurements, as shown in Fig. 3.1.
Let aij represent entries in A and ri =

P

j̸=i |aij |.

The Gershgorin circle theorem (Golub

and Loan, 1996) states that all eigenvalues of A lie in a circle centered at aii with radius ri .
Using this property of the eigenvalues of A, an estimation of (3.2) is given by

max min aii ,
S

i

(3.3)

where maximizing the minimum diagonal element of A seeks the set S that results in the
basis used to compute A being both close to orthonormal and minimizing the distance
between the the subspaces associated with Φ and {Φr }r∈S . We employ the algorithm
developed by Alonso et al. (2004) and extended by García et al. (2007) to find the set S
that satisfies criteria (3.3).

3.3. Adaptive computation of low-dimensional model and robot locations
The techniques described by Everson and Sirovich (1995); Alonso et al. (2004); García et al.
(2007); Willcox (2006) rely on computing POD basis vectors using all the available snapshots
of data over the process. Instead, we propose a method that dynamically adapts the POD
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basis vectors using incoming data and reconfigures the robot positions based on the adapted
POD.
At the start, i.e., instance 0, POD basis vectors Φ(0) are computed using T arbitrarily
selected snapshots {z(t0,1 ), ..., z(t0,T )} where z(t0,i ) ∈ Rn×1 . Note, in this section, we distinguish between the state x and the measurements z, while in the following chapters we use
x to denote measurements and do not explicitly reference the state. The T snapshots are
gathered from either experiments or numerical simulation based on the equations governing
the process of interest. A set of sensing regions S(0) is selected according to the algorithm
described above, where robots are then deployed to collect measurements. Estimates of
the field are computed using yr (t) for r ∈ S(0) the collected sensing data, {Φr (0)}r∈S(0)
the POD basis over the sensing regions, and the relationship (3.1). At instance 1, the new
inferences are assimilated into the covariance matrix K as in (2.54) as new snapshots, at
which point the POD basis vectors are recomputed as Φ(1) and a new set of sensing regions
S(1) are found. This procedure is repeated for the duration of the mission. This is contrast
to other techniques that compute the POD basis requiring all the initial data and do not
update the POD basis after new observations.

3.4. Distributed implementation of low-dimensional modeling using gossip
algorithms
The procedure described above can be implemented in a distributed fashion. In this section,
we first show how the procedure can be distributed.
A comparison of the centralized and distributed approach is shown in Fig. 3.2. The model
of the environment is represented as a matrix with columns of eigenvectors, where each
row of the matrix corresponds to a spatial point. These can be distributed to different
robots, and robots can keep on-board the rows corresponding to their assigned regions as
shown in Fig. 3.3(a). The push-sum algorithm (Kempe and McSherry, 2004) is leveraged
to allow for robots to maintain field measurements only over their respective regions, while
occasionally exchanging small packets of information with their neighbors to understand the
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(a)

(b)

Figure 3.2: Comparison of a centralized framework for model-inference-assimilation scheme and the
corresponding distributed framework. (a) The centralized framework keeps a global model which is
combined with sensor measurements to estimate the field and update the model. (b) The distributed
framework allows robots to take sensing measurements at specific regions and estimate the values
of the field using the current model and their neighbors’ data. These estimates are used to update
the model at the robots’ assigned locations.
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(a)

(b)

Figure 3.3: Implementation of decentralized technique for computing LDM using communication
with neighboring robots. (a) Visualization of spatial points corresponding to rows of eigenvectors in
the POD basis. In (i), the full field is shown, where each region is a set of points in the field. Blue
regions are monitored by the robots and thus are the regions with sensor measurements, while the
field in the white regions are inferred using the LDM. In (ii), the dashed lines contain the regions for
which each robot either takes measurements or estimates values. The matrix in (iii) shows rows in
the POD basis that correspond to a single robot’s assigned regions indicated with the gray dashed
lines. (b) Regions assigned to a robot for sensing, estimating and modeling. The robot senses at a
location and is assigned to keep track of models of the regions for which no sensor measurements
exists. The robot uses its own LDM over its assigned regions, its collected sensor measurements,
and sensor measurements from its neighbors to estimate the values of the field for regions without
sensor measurements, all of which will then be used to update its low-dimensional model.

areas of the field without sensor measurements and recompute optimal sensing locations,
shown in Fig. 3.3(b). Estimating the models in the areas without sensor measurements
requires aggregating information from previous models over these areas and the new sensing
measurements. Instead of having all robots compute the estimates of field measurements
for regions without sensor measurements, these regions are assigned arbitrarily to robots,
such that the estimates of the values and models for each region are only maintained by one
robot.
Details of the push-sum algorithm are now described. Suppose some matrix P =

P

i Pi .

Further, there exists agents where each agent i has access to matrix Pi and can communicate
with its neighbors Ni . Let M be an arbitrary stochastic matrix such that mij = 0 if agent i
is not a neighbor to agent j. A stochastic matrix is used to exploit the equivalence between
averaging and Markov chains; we refer the interested reader to the work by Kempe and
McSherry (2004) for more details. Each agent i can compute P̂i , its own estimate of P, as
shown in Algorithm 1.
The push-sum algorithm is used for the distributed computations of a) the covariance ma47

Algorithm 1: Push-sum algorithm
Input : Pi from each robot
Output: robot i’s estimate P̂i of matrix P
select î, let wî = 1, and wi = 0 ∀î ̸= i;
for each robot i in parallel do
P̂i = Pi ;
for loop do
P
P̂i = j∈Ni mij P̂j ;
P
wi = j∈Ni mij wj ;
end
return P̂i =
end

P̂i
wi

trix from data at sensing regions, b) the eigenvectors and eigenvalues for the POD basis
vectors, and c) the time-dependent coefficients for estimating the full field. First, we show
how to compute the eigenvalues and eigenvectors of a pre-computed covariance matrix in
a distributed fashion using existing techniques. Then, we will bypass the need to directly
compute the covariance matrix and instead compute the eigenvalues and eigenvectors from
on-board data in a distributed setting.
The method of orthogonal iteration allows for the computation of the top k eigenvectors
and eigenvalues of a symmetric matrix K ∈ Rn×n using Algorithm 2.
Algorithm 2: Orthogonal iteration
set Q ∈ Rn×k with random elements;
for loop do
V = KQ;
QR

QR = V;
end
return columns of Q as eigenvectors;
return diagonals of R as eigenvalues

The distributed computation of Algorithm 2 rests on the following matrix properties, shown
in detail in the work by Kempe and McSherry (2004). However, while the aforementioned
algorithm assumes a bijection between the rows of the covariance matrix and the robots
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performing the computation, we show here that this is not strictly necessary, allowing for
a non-balanced assignment of rows to robots, where robots can be assigned an arbitrary
number of rows. Every row of the covariance matrix K corresponds to a location in the
field. Each robot i is assigned the set of rows, Li , of the matrices K and Q corresponding
to the spatial points in its sensing region and some arbitrary subset of the spatial points
S
of the regions not covered by any robot. Let L = Li ∪ (
Lj ), where Ni is the set of
j∈Ni

neighbors of robot i so that L is the set that contains all the spatial points assigned to
robot i and its neighbors. To start, the rows Vl for l ∈ Li can be estimated as a linear
combination of the random row vectors Qm over all m ∈ L with coefficients alm . Then each
robot can use an estimate of the matrix R to apply to its set of rows Vl for l ∈ Li to find
the corresponding rows Ql for the next iteration of orthogonal iteration. An estimate of R
is found by leveraging the relation:
W = V⊤ V = R⊤ Q⊤ QR,

(3.4)

where Q⊤ Q = I since Q is orthonormal and R is a unique upper triangular matrix.
Pn
⊤
Since W =
c=1 Vc Vc , each agent can compute Wi over its sensing region as Wi =
P
i
⊤
l∈Li Vl Vl . Using the push-sum algorithm, each agent can compute estimates Ŵ , per−1
to its rows Vl
form a Cholesky factorization to compute Ŵi = R̂⊤
i R̂i , and apply R̂i

to compute Ql = Vl R̂i

−1

. Then Ql is used in the next iteration of the orthonormal it-

eration algorithm. This requires the entries of the covariance matrix K to be known and
communication between neighbors to estimate the values Vl .
We leverage the following relation presented by Penna and Stanczak (2015) to eliminate the
centralized computation of K =

⊤
1
m XX

and instead allow for the distributed computation

of the eigenvectors and eigenvalues of K directly from X without explicitly constructing K.
Let the Diag operator create a diagonal matrix out of a given vector and the diag operator

49

extract the diagonal elements of a given matrix. Each column vj can be computed as
1
XX⊤ qj
m
1
= diag(XX⊤ qj 1⊤ )
m
1
= diag(XX⊤ Diag(qj )11⊤ )
m
1
= diag[X(11⊤ Diag(qj )X)⊤ ].
m

vj =

(3.5)

For qj = [qj (1), ..., qj (n)], the lth row of Diag(qj )X is equal to qj (l)Xl . Furthermore, the
quantity 11⊤ Diag(qj )X is a matrix where each row is equal to the sum of all the rows of
P
Diag(qj )X. Thus, only the quantity F = nc=1 Dc , where D = Diag(qj )X and Dc denotes

the rows of D, needs to be computed. Each robot can individually compute the quantity
P
i
Fi =
l∈Li qj (l)Xl and then can compute estimates F̂ using the push-sum algorithm.
Then, the lth row of vj is equal to

1 i⊤
m F̂ Xl .

This is carried for all k columns of Q and V.

The full procedure for distributed computation of eigenvectors and eigenvalues is shown in
Algorithm 3.
To estimate the time-dependent coefficients, each robot can compute its own Ai and Bi as
in (3.1) and use the push-sum algorithm to compute estimates Âi and B̂i . Then, robots can
−1

compute the estimate ĉi = (Âi )

B̂i and apply coefficients ĉi to the rows Ql to estimate

the values ŷl = Ql ĉi in the regions l ∈ Li for which there are no sensor measurements. We
note that in this framework, data broadcasted by each robot consists of matrices of fixed
size corresponding to low-dimensional representations of the evolving process of interest.

3.5. Error analysis
We begin with a statement of the main result.
Theorem 3.5.1. For sufficient mixing time τ , as determined by the criteria for mixing
speeds of Markov Chains (Kempe and McSherry, 2004), δ = ti+1 − ti the time between
collected snapshots,

df (t)
dt

≤ ξ for f describing the dynamic process, the bound between
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Algorithm 3: Distributed eigenvectors from data
set Q ∈ Rn×k with random elements;
select î, let wî = 1, and wi = 0 ∀î ̸= i;
for loop do
for each row r of Q in parallel do
for each robot
P i do
Zi = l∈Li qlr Xl ;
Compute Ẑi with Algorithm 1 (push-sum);
for l ∈ Li do
vlr = n1 Ẑ⊤
i Xl ;
end
P
Wi = l∈Li Vl⊤ Vl ;
Compute Ŵi with Algorithm 1 (push-sum);
Use Cholesky factorization Ŵi = R̂⊤
i R̂i ;
−1

Ql = Vl R̂i ;
end
end
end
return rows Qi as eigenvectors for robot i;
return diagonals of R̂i as eigenvalues for robot i;
(P + P⊥ ), the projection corresponding to the dynamic process and PQ̂i , the projection onto
the POD basis vectors estimated by robots with high probability is defined as:
(P + P⊥ ) − PQ̂i

2

≤ eγτ (2λk+1 +

δ2
λk+1
ξ) + O
8
λk

τ

∗ n + (C + 2)ϵ4τ

(3.6)

The proof consists of two main components. First, the error between a dynamic process and
its centralized POD basis vector estimation is computed. This explicitly takes into account
the time between snapshots, inspired by the results from Kostova et al. (2018). Second, the
error between the centralized POD basis vector estimation and the decentralized POD basis
vector estimation is computed, taking into account the errors incurred by individual robots
through the push-sum algorithm. The results are aggregated to derive a final estimation on
the error between the dynamic process and the estimated POD basis vectors computed by
the robots.
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Proof. For POD analysis, m snapshots of the field are collected, either through experimentation or numerical simulations, such that at each time t = 1, ..., m, z(t) = [z1 (t), ..., zn (t)]⊤ ,
where n is the spatial dimension of some discretization of the flow field. A covariance matrix
is constructed as in Eq. (2.54) and repeated here for completeness as
m

1 X
1
K=
z(t)z(t)⊤ = XX⊤ ,
m
m
t=1

where X ∈ Rn×m with its columns as z(t).
The low-dimensional basis is created by solving the symmetric eigenvalue problem

Kϕi = λi ϕi ,

(3.7)

where K has n eigenvalues such that λ1 ≥ λ2 ... ≥ λn ≥ 0 and the eigenvectors ϕ are pairwise
orthonormal.
In practice, m < n and we assume rank(X) = m. For XX⊤ ∈ Rn×n and X⊤ X ∈ Rm×m ,
rank(XX⊤ ) = rank(X⊤ X) ≤ m. Let σi , for i = 1, . . . , m be the singular values X. The
squares of the m largest singular values of X are the m non-zero eigenvalues of XX⊤ and
X⊤ X, as in σi2 = λi is an eigenvalue of XX⊤ and X⊤ X.
Additionally, suppose U is the matrix whose columns are the set of orthonormal eigenvectors
of XX⊤ and V is the matrix whose columns are the set of orthonormal eigenvectors of X⊤ X.
Let Σ be the matrix with diagonal entries σi . Then, from singular value decomposition, we
have that
X = UΣV⊤ .

(3.8)

The original basis U is then truncated into a new basis Φ by choosing k eigenvectors that
capture a user-defined fraction, E, of the total variance of the system, such that their
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eigenvalues satisfy

Pk
λ
Pni=1 i ≥ E.
i=1 λi

(3.9)

Thus, each term z(t) can be written as
(3.10)

z(t) = Φc(t),

where c(t) = [c1 (t), ..., ck (t)]⊤ holds time-dependent coefficients and Φ ∈ Rn×k with its
columns as ϕ1 ,...,ϕk . The low-dimensional, orthogonal subspace associated with Φ is an
optimal approximation of the data with respect to minimizing least squares error.
Using the SVD, the truncated expression for z(t) with just k vectors in the new basis can
then be written as
ẑ(tj ) =

k
X

(3.11)

σi vji ϕi .

i=1

Define the projection matrix P = ΦΦ⊤ . Define Û such that the columns are the non-zero
eigenvectors in U that are not in Φ. Thus, P⊥ = ÛÛ⊤ . We know that P is the projection
onto span{ϕ1 , . . . , ϕk } and P⊥ is the projection onto span{ϕk+1 . . . ϕm }.
We can derive the following upper bounds on the projections of x(tj ) onto the two subspaces,
using the representation from Eq. (3.11).

∥Pz(tj )∥2 = ∥ẑ(tj )∥2 =

k
X

σi vji ϕi

i=1

=
2

v
v
v
u k
u k
u k
uX
uX
uX
t (σ v ϕ )2 = t (σ v )2 ≤ σ t (v )2 ≤ σ
i ji i
i ji
1
ji
1
i=1

P⊥ z(tj )
.

2

=

i=1

m−k
X
i=1

(3.12)

i=1

v
um−k
uX
=t
(σ

2
i+k vj(i+k) ϕi )

σi+k vj(i+k) ϕi
2

i=1
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≤ σk+1

(3.13)

2 ϕ 2 ).
In Eq. (3.12) and Eq. (3.13), σi and vji are constants, and so (σi vji ϕi )2 = (σi2 vji
i

Since ϕi are orthonormal, ϕi 2 = 1. σ1 ≥ σi for all i and can thus be factored out of the
qP
k
2
2
summation term.
i=1 (vj(i+k) ) = vj = 1 from the definition of dot product and since
vj are orthonormal.

Given a function f defining the dynamic process of interest, the POD approximation is
defined as
˙
ẑ(t)
= Pf (ẑ, t)
(3.14)
ẑ(0) = Pz(0)
The exact solution is defined as
ż(t) = (P + P⊥ )f (z, t)
(3.15)
⊥

z(0) = (P + P )z(0)

The error between the exact solution and the POD approximation is defined as
ė(t) = P(f (x, t) − f (ẑ, t)) + P⊥ f (z, t)

(3.16)

⊥

e(0) = P z(0)

For f differentiable, ẑ is defined by Taylor’s Theorem

f (z, t) − f (ẑ, t) =

We can define a bound as
A(t) = P

∂f
(ẑ(t), t)e(t)
∂z

∂f
(ẑ(t), t)
∂z

∥A(t)∥2 ≤ γ, ∀t ∈ [0, T ]
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(3.17)

(3.18)

Then, integrating the error Eq. (3.16)
⊥

e(t) = P z(0) +

Z

t

0

⊥

= P z(0) +

P(f (z, s) − f (ẑ, s)) + P⊥ f (z, s)ds

Z

t

(3.19)

A(s)e(s) + P⊥ f (z, s)ds

0

= P⊥ z(0) +

Z

Z

t

A(s)e(s)ds +

0

By evaluating

Rt
0

t

P⊥ f (z, s)ds

0

P⊥ f (z, s)ds, we have
Z

t

P⊥ f (z, s)ds =

Z

t

0

0
⊥

P⊥ ż(s)ds = P⊥ (z(t) − z(0))
⊥

=⇒ e(t) = P z(0) + P (z(t) − z(0)) +
⊥

= P z(t) +

Z

Z

t

A(s)e(s)ds

(3.20)

0

t

A(s)e(s)ds

0

We can bound the error using the following relations
Z

⊥

∥e(t)∥2 = P z(t) +
∥e(t)∥2 ≤ P⊥ z(t)
∥e(t)∥2 ≤ P⊥ z(t)

2

2

A(s)e(s)ds

0

+

2

Z

t

A(s)e(s)ds

0

+

Z

2

2

t

0

⊥

∥e(t)∥2 ≤ P z(t)

t

+γ

(3.21)

∥A(s)e(s)ds∥2
Z

0

t

∥e(s)∥2 ds

Theorem 3.5.2. (Gronwall’s Theorem) Let α, β, u be real-valued and defined on the interval
[a, b]. Assume β and u are continuous and α− is integrable on every closed and bounded
Rt
subinterval of [a, b]. If β ≥ 0 and u satisfies u(t) ≤ α(t) + a β(s)u(s)ds, then u(t) ≤
Rt
Rt
α(t) + a α(s)β(s) exp( s β(r)dr)ds, t ∈ [a, b].
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Applying Gronwall’s Theorem to Eq. (3.21)
u(t) = ∥e(t)∥2 , α(t) = P⊥ z(t)
⊥

∥e(t)∥2 ≤ P z(t)

2

+

Z

t

2

P⊥ z(t)

0

, β(t) = γ,

2

∥e(t)∥2 ≤ eγt max P⊥ z(t)
t∈[0,T ]

∗ a ∗ eγ(t−s)

(3.22)

2

The above bound does not take into account the construction of POD matrices, namely
how the snapshots are collected. Now, we will investigate the use of snapshot matrix X =
[z(t1 ), . . . z(tm )] with projection matrix P.
Using Lagrange interpolation
z(t) = z(ti ) ∗

t − ti+1
t − ti
+ z(ti+1 )
+ R(z(t)),
ti − ti+1
ti+1 − ti

(3.23)

(t − ti )(t − ti+1 ) df (t)
(t − ti )(t − ti+1 ) d2 z(t)
=
R(z(t)) =
2
2
dt
2
dt
Multiplying by P⊥

z(t) = z(ti )

t − ti+1
t − ti
(t − ti )(t − ti+1 ) df (t)
+ z(ti+1 )
+
ti − ti+1
ti+1 − ti
2
dt

t − ti+1
t − ti
(t − ti )(t − ti+1 ) df (t)
P z(t) = P z(ti )
+ P⊥ z(ti+1 )
+ P⊥
ti − ti+1
ti+1 − ti
2
dt
⊥

For δ = ti+1 − ti , maxt∈[ti ,ti+1 ] |(t − ti )(t − ti+1 )| = δ/4. We assume
df (t)
dt
2

(3.24)

⊥

≤ ξ. Taking the norm of both sides:
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df (t)
dt

∈ C(O, T ) and

P⊥ z(t)

2

= P⊥ z(ti )

t − ti+1
ti − ti+1

P⊥ z(t)

Using (3.13), P⊥ z(ti )

2

2

+ P⊥ z(ti+1 )
2

≤ P⊥ z(ti )

2

t − ti
ti+1 − ti

+ P⊥ z(ti+1 )

≤ σk+1 and P⊥ z(ti+1 )

P⊥ z(t)

2

2

≤ 2σk+1 +

2

+ P⊥
2

+

δ2
8

(t − ti )(t − ti+1 ) df (t)
2
dt

P⊥

df (t)
dt

2

2

(3.25)

≤ σk+1
δ2
P⊥ ξ
8

(3.26)

δ2
ξ)
8

(3.27)

Substituting into (3.22), with
∥e(t)∥2 ≤ eγt (2σk+1 +

In the proposed method, we base our algorithm off of the following centralized relationships
for orthogonal iteration, used in computing a matrix of eigenvectors Q and eigenvalues
contained in the diagonals of R. For the design matrix X, we have V =

⊤
1
m XX Q

= KQ,

QR

W = V⊤ V, W = R⊤ R, Q′ = VR−1 .
For the decentralized implementation, we start with a matrix Q̂, we compute V̂ =

1
⊤
m XX Q̂.

However, instead of V̂, for each robot, we have some V̂i = V̂ + EV
i , since V̂ is estimated
⊤

using the push-sum algorithm. Then, we compute Ŵ = V̂i V̂i . Again, instead of Ŵ, we
have Ŵi = Ŵ + EW
i .
We use the following relationships in the proofs below. First, we have that ∥V∥F = ∥R∥F
and ∥V∥2 = ∥R∥2 since Q is orthonormal. For V = KQ, we use the submultiplicativity
of norms to get ∥V∥F ≤ ∥A∥F and ∥V∥2 ≤ ∥A∥2 . Since W = R⊤ R, ∥W∥ ≤ ∥R∥2F
and ∥W∥ = ∥R∥22 . From V = KQ and V̂i = KQ̂ + EV
i , we have that V − V̂i
∥K∥2 Q − Q̂ − EV
i

F

. In the proof, we assume that the quantity
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Q − Q̂ − EV
i

F
F

≤
is

bounded by a constant C.

1
XX⊤ Q̂ + EV
i
m

V̂i =
V − V̂i

F

≤ ∥K∥2 Q − Q̂ − EV
i

V − V̂i
V̂i
V̂i

2

F

F

(3.28)

≤ C ∥K∥2

− ∥V∥2 ≤ C ∥K∥2
2

≤ (C + 1) ∥V∥2

We can define a bound on error of the matrix W as
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F

F

Our choice of τ for the number of iterations of the push-sum algorithm, as presented by
Kempe and McSherry (2004), to ensure the bound on the error of the projection onto the
space spanned by the eigenvectors allows us to establish the bound ∥V∥2F ≤ k ∥K∥22 , where
R ∈ Rk×k .
Next, we an establish the error incurred by estimating W through the decentralized ap-
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proach.
W − Ŵi
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≤ W − Ŵ
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Using the results presented by Stewart (1993) and Kempe and McSherry (2004), we have
that:
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Applying Wedin’s Theorem (Wedin, 1973), we have for invertible matrices R, R̂i
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5, we have that
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Using results from Kempe and McSherry (2004) related to analyzing the effects of the node
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on the matrix Q and noting max {(C + 2), (C + 1)2 } ≤ C 4 , we have that:
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This shows that the error is a factor of
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∥K∥2 )4 . We can calculate the total

error, defined as (P + P⊥ ) − PQ̂i , using (3.34) and the analysis set forth by Kempe and
McSherry (2004):
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3.6. Task allocation
Using the distributed algorithm, individual robots can adaptively calculate their respective
eigenvectors and eigenvalues. They can then share the necessary properties of their eigenvectors to their neighbors so each robot can compute the optimal sensing locations. After
finding the set of optimal sensing locations, robots are assigned to locations that minimize
the total cumulative energy cost incurred by all robots. In the next section, we present how
the path costs and the corresponding optimal paths are computed for a given robot and its
list of destination points. Once the energy cost matrix between all the robots and the next
set of sensing locations is computed, we perform a task assignment using the Hungarian
algorithm to reduce the overall energy cost.

3.7. Results
Analyses were carried out both in simulation and on physical robots. In simulation, a 1 m
× 1 m two-dimensional grid space was modeled using video data from an experimental flow
tank at low Reynolds number. The fluid experiment was conducted in a 10 cm × 10 cm
tank with glycerol at a depth of 1−2 cm. The tank is equipped with a 4 × 4 array of equally
spaced submerged disks. The mechanism creates a cellular flow where two sets of 8 disks are
separately controlled via independent stepper motors and speed controllers. As such, the
resulting flow has both a spatially non-uniform and a temporally complex pattern. The dye
was strategically placed at the start of the experiment such that the resulting unsteady flow
would stretch the dye along dynamically distinct regions in the flow field. Concentration
values of the dye in the tank were estimated for each time step from the grayscale values of
the pixels of the images from a grayscale video of the LoRe tank.
In simulation, the grid space was discretized into 9 non-overlapping regions. 4 robots were
simulated in the field. Concentration values of the field were initially gathered for 100
equally spaced times across the time series, and Gaussian noise was then added to these
concentration values. These were then used to construct the initial POD basis for the distributed placement algorithm. Data was collected for another 100 sequential times before
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Figure 3.4: Norm-wise relative error between field simulation and various field estimation algorithms
at each time step. Estimations are calculated using (a) RBF using sensing data, (b) RBF using
random points, (c) proposed distributed algorithm, (d) centralized version of proposed algorithm.
Black circles represent estimations calculated using the optimal placement determined by using all
data to calculate the POD basis. Gray vertical lines indicate robots switching their placement.

adapting the POD basis and recomputing the placement. The distributed placement algorithm was compared to the centralized placement algorithm, where all computations occur
on a centralized system and are broadcasted to robots. Additionally, the distributed placement algorithm was compared with radial basis function (RBF) interpolation schemes. Two
RBF interpolations were computed using the real data: 1) from the regions determined as
sensing locations from the distributed method and 2) from randomly selected points across
the entire field. All of these methods were compared against the optimal placement that
was calculated using noiseless data across the entirety of the time series. Simulations were
carried out for various number of robots, discretizations of the spatial domain, and number
of snapshots for the initial construction of the POD basis.
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Figure 3.5: Mean absolute error at spatial points calculated over time series for various field estimation algorithms. Concentrations at points are calculated using (a) RBF using sensing data, (b)
RBF using random points, (c) optimal placement determined by using all data to calculate the POD
basis, (d) centralized version of proposed algorithm, and (f) proposed distributed algorithm.

The simulation results of the comparison of the various field estimation schemes over the
entire time series are shown in Fig. 3.4. The Frobenius norm-wise error between the actual
concentration value and the estimated field computed using various algorithms was computed
for each time step. The Frobenius norm-wise error, e, is calculated for field estimate ẑ(t)
pP
2
using e = ||ẑ(t) − z(t)||F /||z(t)||F , where ||z(t)||F =
i |zi (t)| . Both RBF interpolation
schemes perform significantly worse than placement algorithms using POD. Even in the case

of the RBF with randomly selected sensor points, the field estimation is approximately an
order of magnitude worse than the three placement algorithms using POD. However, the
distributed algorithm and centralized algorithm perform just slightly worse than the optimal
placement determined by using all data to calculate the POD basis.
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Figure 3.6: Concentration field and absolute error at spatial points before and after robots switch
locations using distributed placement algorithm. Concentration field (a) and absolute errors (b) are
before the switch; concentration field (c) and absolute errors (d) are after assimilating data and
switching positions.

The mean absolute error of the various field estimation schemes is shown in Fig. 3.5. The
RBF interpolation scheme using the data from the sensor measurements results in high
error across the field, as it is unable to adequately estimate values in regions far from the
sensing locations. The RBF interpolation scheme using random points fails to capture
the interesting features of the process. The distributed algorithm fails in similar areas as
compared to the optimal placement algorithm. This can be attributed to little to no data
being collected over these regions, which makes it difficult to estimate the concentration
values over these areas. Additionally, the distributed algorithm performs slightly worse
than the centralized algorithm. This is expected given the fact that distributed algorithm
uses only local information in its computation of the field estimate.
The adaptive nature of the algorithm allows robots to rectify tracking errors by recomputing
the POD basis and possibly reassigning the sensing locations. This is shown in Fig. 3.6 where
robots are able to improve field measurements for areas of high error after reassimilating
their collected data to determine new sensing locations and a new POD basis.
The distributed algorithm demonstrates consistent results across various discretizations of
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Figure 3.7: Mean absolute error at spatial points calculated over time series between field and
distributed algorithm for various discretizations of field, numbers of robots, and snapshots used to
compute initial POD basis. Algorithm tested for (a) 4 robots, 9 regions, and 100 snapshots, for (b)
4 robots, 9 regions, and 500 snapshots, for (c) 8 robots, 25 regions, and 100 snapshots, and for (d)
8 robots, 25 regions, and 500 snapshots.

Figure 3.8: Norm-wise relative error between field and distributed algorithm for various discretizations of field, numbers of robots, and snapshots used to compute original POD basis. Algorithm
tested for (a) 4 robots, 9 regions, and 100 snapshots, for (b) 4 robots, 9 regions, and 500 snapshots,
for (c) 8 robots, 25 regions, and 100 snapshots, and for (d) 8 robots, 25 regions, and 500 snapshots.
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(a)

(b)

Figure 3.9: Experimental setup with marine robots. (a) Robot boat equipped with pose information
from motion capture system and ability to communicate. (b) Water tank with projection of dynamic
process depicted in white and circled in red.

the spatial region, various numbers of robots, and various initial models of the dynamic
process, as shown in Fig. 3.7 and 3.8. Mean absolute errors between the estimated field and
the actual field for 4 robots with 9 total regions in Fig. 3.7 (a) and for 8 robots with 25
total regions in Fig. 3.7 (c) perform comparably despite a nearly 15% reduction in the area
being sensed by robots. This can be attributed to the robustness of the constructed model.
Despite the use of various initial POD bases, the distributed optimal placement eventually
results in similar errors estimations as shown by Fig. 3.8 (a)-(d). This is again due to the
adaptive nature of the algorithm.
Experiments were carried out in a 5 m × 3 m water tank using 4 marine robots, shown in
Fig. 3.9 (a). The concentration field was mapped and projected onto the tank using the
video from the LoRe tank, shown in Fig. 3.9 (b). The robots then tracked the projected
concentration field using the distributed algorithm. In the water tank, the robots were able
to track the projected dye. The robots collect measurements from their sensing locations
and adapt their assigned models. They are able to switch locations to track the process as
shown in Fig. 3.10.

3.8. Summary
In this work, we have proposed a solution for the sampling and modeling of a dynamic
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(a)

(b)

Figure 3.10: Robotic boats tracking dynamic process in water tank. The dynamic process is shown
in white, and robots in blue, red, yellow, and green. (a) Robots assume positions based on the initial
POD basis. (b) Robots switch positions after collecting sensor measurements and updating their
models.

process with a team of mobile robots. This approach uses distributed to techniques to
allow for modeling and estimation of a field. Unlike other works, this work leverages the
rich information from the process dynamics to inform where robots should sense, how they
should best model their environment, and how they should adapt their belief about the
environment. Still, PCA is inherently a linear technique and does not take into account the
temporal dynamics. We will address this in the next chapter.
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CHAPTER 4
Incorporating multiscale data into dimensionality
reduction
4.1. Problem statement
In this chapter, we address how to accomplish modeling an unknown complex, spatiotemporal environment using a team of heterogeneous robots. Heterogeneity in terms of sensing,
actuation, and mobility is abstracted through models created by the robots. This work
extends the techniques for adaptive modeling and prediction through modal analysis techniques to heterogeneous multi-robot systems. The heterogeneous robots collect multiscale
data. Aerial vehicles collect data with low spatial resolution at higher frequency and marine
vehicles collect data with high spatial resolution at slower frequency. First, we show how the
data is used to build a model that return the key spatial and temporal characteristics. Then,
we describe how the temporal characteristics are used to inform the aerial vehicles’ sensing
locations, and the spatial characteristics are used to inform the marine vehicles’ location.
Next, we show how the data can be assimilated online. Finally, we discuss simulation results
and experiments using simulated aerial and real marine vehicles.

4.2. Assumptions
The proposed framework employs DMD for model estimation and uncertainty quantification.
For a more detailed exposition on DMD and its relationship to dynamical systems theory
for nonlinear differential equations, we refer the interested reader to (Mezić, 2005; Rowley
et al., 2009; Budišić et al., 2012).
Given a workspace, W ⊂ Rd for d ∈ {2, 3} discretized into N points, each point can be
denoted as pi ∈ Rd , for i ∈ I = {1, . . . , N }, where I is the index set of the discretization.
That is, each point pi can be uniquely identified by an index i. The time varying process
of interest P is observed over the workspace W and sensed over the times {0, . . . , T }. Each
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point pi has an associated weight, wi , corresponding to the informativeness of that location
with respect to mapping P and some specified statistical criterion. Robots are able to collect
various sensor measurements over a set of points Si , where Si ⊆ I, depending on their sensing
quality, sensing radius, and location pi in the workspace. Let m be the number of robots
on a team with one type of sensing modality, m′ be the number of robots with a different
type of sensing modality, and the total number of robots be M = m + m′ . Each robot j,
for j ∈ {1, . . . , M }, collects information at different time scales Tj , where Tj ⊆ {0, . . . , T },
depending on the robot’s sensing capabilities. This means that each robot j at location
pj has its unique sensing locations Sj and collects data at the times Tj . In this case, the
sensing locations are non-overlapping by the allocation of the robots but the data collection
times may be overlapping.
In order for the heterogeneous robots to build a model of the previously unknown area, the
proposed strategy needs to provide a framework for a compact, meaningful representation of
the environment. Hence, the heterogeneous data collected from the robots should be unified
to reconcile the differences in spatial and temporal scales, build a cohesive model, and extract
the key features of the environment from the model. The multiscale, multiresolution data
collected should be combined as input to the algorithm that constructs a model.
The environment is discretized into points within the workspace and represented as a state
x, where the state changes in time. This representation of the environment as a states
lends to high-dimensional systems. Given that the high-dimensionality of these systems is
computationally prohibitive, the model derived by the robots should have lower dimensionality and elucidate the key spatial and temporal characteristics of the process to allow for
planning. Selecting a model that highlights the meaningful features of the various spatial
and temporal properties of the dynamical system, such as DMD, allows for not only model
reconstruction but also model-informed planning of optimal sensing locations. In order to
so, the selected methodology for modeling has to support a measure of informativeness with
respect to sensing information, wherein collecting data in different locations has measur-
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ably different effects on model quality. Additionally, the model should reduce the error in
reconstruction from limited sensing data collected from mobile robots.
The optimal sensor allocation problem is formulated as an optimization over the developed
map, specifically the spatial and temporal components captured in Φ and Λ, as seen in Eq.
(2.64) and (2.66). During this phase, the robots are assigned to the optimal sensor locations
that lowers the map uncertainty. This couples the coordination of the robot team, a task
allocation problem, to the quality of completing the task, increasing model quality.
Planning where mobile robots should go next to improve the model is essential in the online
planning framework. Given that the robots are operating in an extremely high dimensional
space and only have limited sensing radius and capacity, this entails finding a small subset
of optimal sensing locations such that the uncertainty is reduced or the information gain
is maximized. Given informativeness of optimal sensing locations, determination of where
robots should go to collect the sensing measurements is NP-hard. However, instead of task to
trait assignment, as in the heterogeneity literature (Korsah et al., 2013), this task allocation
problem is restrained to the domain of assigning sensing regions to robots, as in the spirit
of coverage problems.
To begin, the model is unknown and the robots collect sensor measurements to build an
initial model of the environment. After an initial model is built, the aim is to determine which
locations of radius k are expected to lead to the most uncertainty reduction in estimating
the model. These locations are reevaluated and redetermined after more sensing data is
collected and the models are updated.
For every point pi := (x, y) ∈ W, we can define a sensing region, Si , from that location pi
as a collection of points, {pj := (x′ , y ′ )}, such that
Si := {pj | ||(x − x′ , y − y ′ )⊤ || ≤ k}.
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(4.1)

The cumulative weight Wi of each sensing regions pi is then Wi =

P

wj .

pj ∈Si

Define L as a set containing the elements within the sets S1 , S2 , . . . , Sm that are arbitrary
sensing regions, such that for any two sets Si and Sj with elements in L, Si ∩ Sj = ∅. Thus,
L corresponds to all of the locations in m non-overlapping sensing regions. Note, there are
multiple ways to satisfy the definition of L. Intuitively, this means L contains all of the
points for which sensing data is being collected over a specific allocation of the robots to
certain locations. This is shown in detail in Fig. 4.1.

(a)

(b)

(c)

Figure 4.1: Depiction of selecting 15 candidate sensing regions from workspace. a) The workspace
W is the space over which the time varying process P is observed. b) The process P can be divided
into candidate sensing regions, Si , where for each set represents a set of points that a robot would
be able to sense if they were located in the center of the region. c) In order to construct a valid set
L that contains all of the points from one possible assignment of robots to regions, overlapping sets
S5 , S8 , S13 , S18 , and S19 have been removed. Note, that there are many possible sets L, such as
the set of points resulting from removing S10 instead of S8 . The whitespace W \ L is inferred using
a model and the measurements in the set L

The values of the process P can be inferred at all locations without available sensor measurement, defined as the points in the set W \ L, for a specific L given the choice of model
and an appropriate estimation scheme.
The optimization problem is then
L∗ := argmax
L

X

Wj ,

(4.2)

Sj ⊂L

as in finding the set of optimal locations L∗ such that the cumulative weight over these m
sensing locations is maximized.
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This is a combinatorial optimization problem for m instances over the entire workspace of
dimension N , where N is a very large number, with a computational complexity of Θ(N m ).
For the systems that are being modeled and studied, explicitly solving this combinatorial
optimization problem is infeasible. Thus, we need to devise a computationally efficient
method for determining the m best sensing regions that approximates the combinatorial
optimization solution.
In this work, the data can be assimilated at varying frequencies, allowing for single updates,
with the acquisition of data at a single time, or batch updates, with the acquisition of
data over some period of time. This flexibility reduces connectivity requirements. For
example, robots can explore their assigned optimal sensing locations for some time without
maintaining connectivity with the rest of the robots, to return after some period of time,
share their acquired data, and update the model according to the online model adaptation
algorithm.
The assimilation of newly acquired data into the models after a sensing period is a fundamental component of modeling a dynamic environment. In trying to model a dynamic
process, new sensing data must be assimilated into the existing model to adequately capture the changing environment. Given the dimensionality of the data and the distributed
nature of collecting sensing measurements, it is infeasible for all robots to keep the full time
series data and global models on-board. The techniques for online assimilation of the data
to the existing model may also depend on the duration of the process and computational
limitations of the vehicles. The key challenge in this framework is determining which data
and features are needed in updating and maintaining models of the environment.
Different assimilation strategies may be used for different types of dynamics and environments. Some environmental processes require long-term monitoring of extremely highdimensional spaces. Alternatively, other types of environmental processes are quickly time
varying processes with lower dimensionality. Thus, various methodologies with diverse computational and algorithmic constraints are required to efficiently adapt the models. This
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Figure 4.2: Overview of data collected by heterogeneous multi-robot team used to produce lowand high-fidelity estimates of field. Low-fidelity measurements from the aerial vehicles are used
to create low-fidelity estimates of the true process as shown at time = 4. High-fidelity sensor
measurements, which are not always available due to sensing and computational limits, are collected
at specific sensing locations by the marine vehicles, as shown by the circular regions at time = 1.
A more detailed combined model is constructed using aerial vehicle model estimates and sparse
sensor measurements from the marine vehicle. This model can be used for prediction when there
is no marine vehicle data available. Predictions and new sensor measurements are assimilated into
the model. The combined model is able to capture more interesting patterns through the strategic
placement of the sensors, as seen at time = 5

is addressed by selecting different model adaptation strategies for the type of monitoring.
For example, the technique for extremely high-dimensional spaces has to address memory
and computational efficiency. Alternatively, the technique for quickly time varying processes
has to provide greater emphasis on newly acquired data. Furthermore, the adaptation techniques are constrained by the choice of model, as in the online data assimilation mechanisms
must be consistent with the modeling and optimal sensing strategies devised.

4.3. Reconciling spatial and temporal scales for model construction
In order to determine the informativeness of the points in the workspace, first we must define
a method for unifying the measurements from disparate sources. This requires combining
data into one cohesive model, while maintaining the independence of data sources. Though
the data from different sources is attempting to model and predict the same phenomena, they
come at various temporal and spatial resolutions. In order to resolve the various temporal
rates and spatial resolutions, we assure that the data collected at faster rates but with lower
spatial resolutions are interpolated to the same resolution as the data collected at higher
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spatial resolution. This higher spatial resolution data is being collected at a lower rate.
Additionally, data collected at higher spatial resolution but with sparse measurement, as in
the case where robots can densely sample but only at limited sensing location, is estimated
at high spatial resolution across the entire discretization of the workspace. This is illustrated
in Fig. 4.2.

(a)

(b)
Figure 4.3: Sampling of low-fidelity samples to higher spatial resolution. The original field has
measurements on a 96 × 384 spatial grid. (a) At time = 1.004 secs, low-fidelity measurements on a
10 × 39 grid are upsampled to same spatial scale as high-fidelity measurement on a 48 × 192 grid and
closely agree with the true field. (b) At time = 97.22 secs, upsampling of low-fidelity measurements
to same spatial scale as high-fidelity measurement fail to capture relevant features of true field

In the model-dependent optimal sensor allocation component, the data collected by robots
is combined and then represented using DMD (Schmid, 2010). For completeness, we review
some of the key ideas behind DMD, first presented in Sect. 2, again here. DMD learns a lowdimensional model that contains a set of modes, where each mode is associated with a fixed
oscillation frequency and decay or growth rate, from the collected data. Using DMD allows
for the observation of oscillations in dynamic processes with both short and long time scales
(Tu et al., 2014). Additionally, the output model from DMD has physically interpretable
meaning and can be used to determine optimal sensing locations in space (Mezić, 2005;
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Manohar et al., 2018, 2019). However, given the inherent multiresolution nature of the data
collected by the heterogeneous robots, the data must first be resolved into a cohesive model.
There are various ways to do this, including sequential DMD, non-sequential DMD, (Tu
et al., 2014). In this paper, we use standard interpolation techniques to resolve the data to
a uniformly sampled model.
In Sects. 4.5 and 4.6, the focus is on marine vehicles sampling with high spatial resolution
at sparse locations, and aerial vehicles sampling at low spatial resolution but with a faster
temporal rate. While the proposed approach holds true for this scenario, we argue that this
framework is also applicable to heterogeneous teams in general. The approach provides a
model and prediction scheme irrespective of the natures of the data sources provided.
We propose combining the measurements at varying temporal and spatial scales of the process into one compact model that provides the dominant spatial and temporal characteristics
of the process. Initially, models of two types are constructed: high-fidelity models with sparse
measurements from marine robots, as they collect precise measurements of the environment
but only within sensing regions, and low-fidelity models with abundant measurements from
aerial robots, as they survey large areas but cannot obtain precise samples. High-fidelity
models provide information for areas of the dynamic process to allow for locally optimal
estimates of the environment. Low-fidelity models characterize high-level descriptions of
the dynamic process. While we use aerial and marine robots, more generally, multi-fidelity
models encapsulate heterogeneity from various sources, such as from robots with different
mobility or sensor types. Models from aerial robots are processed at a much higher frequency, due to their increased computation power, while models from marine robots are
processed at lower frequency due to the fact that the data comes in much slower and must
be processed to estimate the full field. The aerial vehicles maintain a coverage formation and
upsample their low-fidelity measurements to the same spatial resolution as the high-fidelity
measurement (Cortés et al., 2004).
Initially, for some time T + 1, the low-fidelity measurements from the aerial vehicles are
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collected. The aerial vehicles assume their positions using coverage control and assume a
uniform density function across the space. The low-fidelity measurements are upsampled
using bilinear interpolation, such that spatial resolution of the interpolated data is the same
as the candidate high-fidelity data. In this scenario, standard interpolation techniques are
easy to implement, computationally efficient, and perform just as well as other complicated
learning techniques, such as neural networks. In our studies, we use standard interpolation
as there was not a statistical difference in estimation when compared to other learning techniques and standard interpolation does not require prior training and historical knowledge.
However, this method is general enough to use alternative estimation techniques, so long
as the dimensions are compatible with the high-fidelity estimates. While there is obviously
some relationship between the various fidelity sensor measurements, we do not take this into
account in the upsampling as to account for the independence in sensor measurements from
disparate sensing sources. With this technique, we capture the coarse spatial features of the
environment but at a much higher frequency. Unsurprisingly, for simple spatial features,
this approach is successful, as shown in Fig. 4.3 (a). In these instances, the interpolated
values closely match the true values of the field. However, for more complex features, the
simple interpolation method is alone not sufficient Fig. 4.3 (b). The interpolated do not
match the true values of the field.
Given a dataset that is now characterized by a fast temporal rate and high spatial resolution,
we can use dimensionality reduction techniques to i) build a cohesive model of the system
that can be used for estimation of missing sensor values, and ii) determining the relative
importance of points in the workspace to best estimate the dynamic process. Specifically,
given a combined data set X, we can use the DMD analysis described in Sect. 2 to compute
a reduced order model. As given by the reconstruction equation, Eq. (2.67), any state
of the dynamical system at time t, x(t), can be approximated using the DMD modes and
eigenvalues as x̂(t) = ΦΛ⊤ α. Note, that for the DMD modes, Φ ∈ RN ×r , where N
is the dimension of the discretization of the workspace. This means that the row i of
the matrices Φ and Λ corresponds to a specific point pi from the discretization of the
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workspace. In Sect. 2, we discussed how Φ captures the key spatial modes and Λ captures
the temporal dynamics of the spatial modes. We will use the spatial information in the
approximation relationship, captured by the matrix Φ, to reconstruct the system using the
high-fidelity sensor measurements from the marine robots. Similarly, this relationship will
also be leveraged in determining the optimal sensing locations for the marine robots. This
will be discussed in further detail in the following section. Alternatively, we will use the
temporal information information, captured by the matrix Λ to construct a density function
for a coverage formation for the aerial vehicles (Cortés et al., 2004). As the components of Λ
represent either the rate of growth or decay and frequency of oscillation of the corresponding
spatial modes, we use this to emphasize areas of either high growth or high decay in the
density function in an attempt to capture some of the quickly time varying features that
may be missed by the marine robots.

4.4. Fast task allocation for optimal sensing locations
Given the spatial and temporal characteristics of the environment, we can use these to inform
us of the next sensing locations for the robots. For robots sampling at select sensing regions
and receiving high-fidelity data, the optimization problem in Eq. (4.2) can be solved using
the spatial characteristics (Sect. 4.4.1). To determine optimal sensing locations for robots
receiving low-fidelity measurements over larger regions at a faster rate we rely on standard
coverage control techniques using the temporal characteristics (Sect. 4.4.2).
4.4.1. Block QR pivoting using spatial characteristics
To begin, m robots collecting high-fidelity sensing measurements are initially deployed to
random positions. Given that robots taking high spatial resolution measurements can only
be located at m points, the locations needed to be selected such that the informativeness of
the sensing data collected is maximized. To reiterate, using the definition of sensing regions
Si provided in Eq. (4.1), L is a set containing the elements within the sets S1 , S2 , . . . , Sm
that are arbitrary sensing regions, such that for any two sets Si and Sj with elements in L,
Si ∩ Sj = ∅. Let xL contain the states only at the locations specified by the set L, meaning
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xL is just a vector of sensor measurements. Furthermore, let CL be the observation matrix,
such that ∀pi ∈ L, CLii = 1 and for all other entries, CLjk = 0.
For sensor measurements with additive Gaussian white noise, η ∼ N (0, σ 2 ), the relationship
between the full state, x, and the available sensor measurements, xL are defined as

xL = CL x + η
= CL ΦΛ⊤ α + η.

(4.3)
(4.4)

When the full state is unknown, as in the case with collecting high-fidelity sensor measurements at sparse locations, the full state must be predicted from the observed state. In this
case, the matrix C is fixed by our choice of L, the sensing locations determined optimal as
in Eq. (4.2). Then, the optimal least-squares estimate for the full state is determined by
approximating the unknown quantity a(t) = Λ⊤ α in Eq. (2.67). The optimal least-squares
then gives us a(t) ≈ (CL Φ)† xL = â(t). Substituting â(t) back into the DMD estimation
from Eq. (2.67) gives the reconstructed full state x̂ from sensor measurements xL as
x̂ ≈ Φ(CL Φ)† xL .

(4.5)

This procedure is known as the gappy POD method (Everson and Sirovich, 1995) and has
been well-studied in using sparse measurements to reconstruct a process of interest from
basis functions (Willcox, 2006; Manohar et al., 2019).
There is the central question of how to select the set L, and consequently the matrix CL ,
such that it fulfills the objective of minimizing the least-squares approximation error between
an estimated a(t) − â(t). One metric for estimating the least-squares approximation error
is the error covariance, K, (Joshi and Boyd, 2009; Manohar et al., 2018), where
h
i−1
K = V ar(a − â) = σ 2 (CL Φ)† CL Φ
.
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(4.6)

The error covariance K describes the ρ-confidence ellipsoid, ερ , that contains the least
squares error a − â with probability ρ (Joshi and Boyd, 2009). Intuitively, this means that
the ellipsoid ερ contains all the vectors â that could be a with confidence ρ. In this sense,
we are seeking to minimize the volume of the ellipsoid, defined as vol(ερ ) = δρ,r detK1/2 .
When picking the pi ∈ L optimal point locations from which sensor measurements can be
obtained, with CL determined by L, this optimization problem can be formulated as
h
i
L⋆ = argmax det (CL Φ)† (CL Φ) .

(4.7)

L

We first note that the minimization of the determinant of K, which minimizes the volume of the error ellipsoid, is equivalent maximization of the determinant to the inverse
h
i
(CL Φ)† (CL Φ) . The optimal solution to this requires a combinatorial search of Θ(N m )
over the space of high-dimension, N , and m candidate sensing locations. However, the

solution to Eq. (4.7) can be found via an extremely efficient greedy optimization method
using a modified the pivoted QR factorization of matrices (Manohar et al., 2018, 2019). The
pivoted QR factorization is used to maximize the volume of successive submatrices, meaning
the absolute value of the determinant is also being maximized.
We first describe the traditional QR factorization method used for optimal design, and then
discuss our novel modifications that allow the method to be generalized to our purposes. The
traditional QR factorization differs from our method in two regards: i) it does not explicitly
offer a weighting scheme to evaluate the quality of individual measurements, and ii) it does
not take into account sensing radius. In general, optimal sensor placement methods focus on
sensing at a fixed number of disjoint points. Alternatively, in this approach we have robots
with a finite sensing radius over a set of points, as in Eq. (4.1). Thus, the optimization
problem is jointly finding the best set of points over all available robots to collect sensor
measurements, as in Eq. (4.2). In the modifications presented, we address both of these
issues in a computationally efficient way.
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(a)

(b)

(c)

(d)

Figure 4.4: Block pivoted QR factorization for optimal sensor location. (a) The locations in the
environment have a informativeness associated with collected sensing at that point, where darker
colors correspond to greater informativeness. This information is capture in a projection matrix,
with columns of the corresponding to individual sensing locations. (b) The maximally informative
sensing location is selected as the the solid line circle according to the maximization weighting scheme
that selects the associated optimal columns. (c) The matrix columns are pivoted and weights of the
remaining locations are adjusted by removing its orthogonal projection. (d) A new maximally
informative sensing location is selected as the dash line circle and the process is repeated

First, we present the traditional QR algorithm for optimal design, as shown in Alg. 4.
Then, we will present our pivoted QR factorization algorithm with modifications made for
selecting m sensor locations based on sensing radius, k, as shown in Alg. 5. We will show
that these modifications admit a greedy solution that maximizes the absolute value of the
determinant, in Eq. (4.7), while taking into account the sensing constraints of the robots.
In the traditional QR algorithm, QR factorization with column pivoting gives us the decomposition ΦΦ⊤ C⊤ = QR. The pivoting provides an approximate solution for the optimization problem in Eq. (4.7). This procedure is known as submatrix volume maximization
since the matrix volume is the absolute value of the determinant and at each iteration of the
algorithm, the absolute determinant is greedily maximized. In the QR column pivoting procedure, a pivot column with the maximal 2-norm is selected that corresponds to the optimal
sensing point with respect to minimizing the error ellipsoid. The orthogonal projection of
all of the remaining columns onto this column is subtracted from the remaining columns.
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The method of using blocks within the pivoted QR algorithm admits a valid factorization of
the desired ΦΦ⊤ that allows us to greedily optimize the absolute value of the desired matrix
for a specified sensing radius k. This blocked pivoted QR is demonstrated in Fig. 4.4. In
this scenario, we can perform our block version of the pivoted QR factorization of ΦΦ⊤
h
i−1
since these values will coincide with the groups of singular values of the (CΦ)⊤ CΦ

(Manohar et al., 2019). Pivoted QR factorization of matrices decomposes a matrix M into
a unitary matrix Q and an upper-triangular matrix R such that ΦΦ⊤ C⊤ = QR. Using the
Q
properties of determinants, we have that |detΦΦ⊤ C⊤ | = |detQ||detR| = i |Rii |. The QR

pivoting enforces the diagonal dominant structure on the diagonal entries of the matrix R
P
such that σi2 = |Rii |2 ≥ cj=i |Rjc |, 1 ≤ i ≤ c ≤ T + 1. This then maximizes the absolute

value of the determinant.

The block pivoted QR factorization evaluates all of the sets of columns that correspond to
candidate, potentially non-adjacent sensing locations from the matrix ΦΦ⊤ . The candidate
sensing locations, C, are determined by first enumerating the set of all points in each possible
circle of radius k, corresponding to the sensing radius, within the workspace W. These
candidate circles within W are mapped to the columns corresponding to spatial locations in
the matrix. The optimal sensing location is the set of columns within the matrix ΦΦ⊤ that
P
correspond to the spatial regions S ∗ where the sum of the column 2-norms p∈Si ||(ΦΦ⊤ )p ||2
is maximized. The algorithm then selects this optimal sensing location from the matrix

and pivots it to the beginning of the matrix, removing its orthogonal projection from the
remaining columns of matrix ΦΦ⊤ . The candidate sensing locations are pruned such that
any sensing locations with points in the selected optimal sensing location are discarded.
This process is repeated the until all optimal sensing locations have been found.
4.4.2. Coverage control using temporal characteristics
For robots with low spatial resolution measurements collected over time, a coverage control
technique can be used to determine the placement of the robots.
In coverage control, the workspace W is partitioned into Voronoi regions, such that each
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Algorithm 4: Pivoted QR factorization algorithm for determining optimal point
measurements
Input : matrix ΦΦ⊤ to be factorized
number of desired points k
Output: list P containing optimal point measurements
P ← []
for i = 0, . . . , k do
p = argmaxj̸∈P ||(ΦΦ⊤ )j ||2
P ← [P p]
Determine Householder matrix H
ΦΦ⊤ ← diag(I, H)ΦΦ⊤
end
return P

Algorithm 5: Pivoted QR factorization algorithm for determining optimal sensor
locations and their corresponding weights
Input : matrix ΦΦ⊤ to be factorized
number of robots k
workspace W
sensing radius r
Output: list L∗ containing optimal sensing measurements
list W containing computed weights
S ← CreateCandidateSensingLocation(W, r)
L∗ ← []
// Set of optimal sensing locations
W ← []
// Weights corresponding to points
for i = 0, . . . , k do
P
S ∗ = argmaxSi ∈S,Si ̸∈L∗ p∈Si ||(ΦΦ⊤ )p ||2
P ← [P p]
L∗ ← [L∗ S ∗ ]
C ← RemoveOverlappingRegions(W, r, S ∗ )
∥(ΦΦ⊤ )S∗ ∥
w = Pn ΦΦ⊤ 2
∥2
i=0 ∥
W ← [W w]
Determine Householder matrix H
ΦΦ⊤ ← diag(I, H)ΦΦ⊤
// Remove orthogonal projection of (ΦΦ⊤ )S ∗ from all columns
end
return L*, W
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robot j located at point pj is sensing the points in the Voronoi region Vj closest to its
position, as in
Vj = {q ∈ W | ∥q − pj ∥ ≤ ∥q − pi ∥ , i ̸= j},

(4.8)

where I is the index set of all the points in the workspace. Let R be the set of locations of
all m′ robots for this sensing modality.
The coverage control technique considers minimizing the function
m Z
X
′

H(R) =

j=1

Vj

f (∥q − pj ∥) ϕ(q)dq.

(4.9)

In coverage control, the density function ϕ is a measure of information or probability that
some event takes place. In this scenario, we can use the temporal characteristics Λ as the
density function ϕ in Eq. (4.9) and use standard implements for coverage control techniques
to determine the optimal locations for these robots. The minimization of the function Eq.
(4.9) can be solved using centroidal Voronoi partitions. These partitions correspond to the
optimal partition of the space according to the density function such that the best coverage
is achieved. We refer the interested reader to the work by Cortés et al. (2004) for full
details on coverage control methods and implementation. The optimal sensing locations of
the vehicles collecting low-fidelity sensor measurements are determined by partitioning the
region according to the centers of the centroidal Voronoi partitions.
4.4.3. Online adaptation of reduced order features
We proposed two methods to allow for the online adaptation of the DMD modes and eigenvalues. First, we propose a general method that works on large dimensional systems and
provides a robust approximation of the DMD operator. However, this framework requires
the retention of all of the snapshots collected. The second method presented allows for fast
computations and does not require the retention of all of the snapshots collected, but imposes
restrictions on the workspace. The latter framework is amenable to long-term monitoring
of environmental phenomena.
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In both procedures, we want to incorporate updates to the eigendecomposition of the operator A after the acquisition of new data xT+1 , xT+2 , . . . xT+1+τ . Define Xnew and Ynew
as

Xnew = [xT+1 xT+2 . . . xT+τ ]

(4.10)

Ynew = [xT+2 xT+3 . . . xT+1+τ ]

(4.11)

with the combined data in matrices
X′ = [X Xnew ]

(4.12)

Y′ = [Y

(4.13)

Ynew ].

Then, for the online adaptation, the desired decomposition is for the operator A′ for the
equation Y′ = A′ X′ .
4.4.4. Generalized adaptation for varying spatial and temporal scale modeling
This method allows for adapting the eigenmodes and eigenvectors of A to A′ in the presence
of new data collected from a variety of systems. This method is referred to as the “general”
method. While this method works with different spatial and temporal scales, it requires
storing the previous SVD of the data matrix X and all of the snapshots of the data. However,
as in the case of the traditional DMD algorithm, this online adaptation scheme alleviates
the need for directly computing A′ and instead computes the eigendecomposition of an
approximation of A′ . We generalize the techniques in (Matsumoto and Indinger, 2017),
which allow for single updates at a time, using the results from (Brand, 2002) that allow
for updating SVD computations with missing or incomplete data. We can formulate a new
matrix X′ in terms of the SVD of the previous data matrix X from Eq. (2.62) and the new
data Xnew .
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X′ = [X Xnew ] = [UΣW⊤ Xnew ]


T
Σ L  W 0 
= [U J] 


0 P
0 I


T
⊤
Σ U Xnew  W 0
= [U(I − UU⊤ )/P] 


0
P
0 I

(4.14)

where L = U⊤ Xnew is the projection of the new data onto the orthogonal basis U, P =
J⊤ H, H = U(I − UU⊤ )Xnew = Xnew − UL is the component of the new data orthogonal
to the subspace spanned by U, J is an orthogonal basis of H from the QR decomposition
JR = H, and K = J⊤ H be the projection of the new data onto the subspace orthogonal to
H.
Denote an intermediate matrix Z as


⊤
Σ U Xnew 
Z=
.
0
P

(4.15)

We can then take the SVD of Z = U′ Σ′ W′T
Finally, we can update U, Σ, W.
U ← [U J]U′
Σ ← Σ′


W 0  ′
W←
W
0 I
With the updated U, Σ, W, we can proceed with Eq. (2.64) using the updated SVD
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matrices and the updated Y′ . This allows us to compute a low-dimensional approximation
of the A′ operator.
4.4.5. Fast adaptation for long-term modeling of environmental phenomena with
coarse spatial scale
Alternatively, this method allows for direct computation of the operator A′ on data collected
over an extended period of time. However, the spatial dimension of the environment being
sampled should be small (less than 200). While the previous A matrix needs to be retained
for updating, the snapshots do not. Instead, a compact, lower dimensional representation
of the previous data is stored and updated. This method is referred to as the “long-term”
method. We extend and generalize the results of (Zhang et al., 2019), where the authors
allow for estimating updates to the new A′ matrix after the acquisition of a single new
training datum. In this work, we allow for simultaneous batch updates to compute the new
A′ matrix.
Assuming that X is a matrix with full row rank, we can write the pseudoinverse of the
matrix as
(X)† = (X)⊤ (XX⊤ )−1

(4.16)

Thus, A can be written in terms of
A = Y(X)⊤ (XX⊤ )−1 = QS

(4.17)

Q = Y(X)⊤

(4.18)

S = (XX⊤ )−1 .

(4.19)

In order to calculate the updated A, we need A′ = Q′ S′ , where we can write Q′ and S′ in
terms of Q, S, and the new training data in Xnew and Ynew .
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Q′ = [Y

Ynew ][X Xnew ]⊤

= YX + Ynew X⊤
new
= QS + Ynew X⊤
new

(4.20)

(S′ )−1 = [X Xnew ][X Xnew ]⊤
= XX⊤ + +Xnew Xnew ⊤
= S−1 + Xnew Xnew ⊤

(4.21)

−1
−1
= (QS + Ynew X⊤
+ Xnew X⊤
new )(S
new ) .

(4.22)

The new A′ matrix is then
A′ = Q′ S′

From Eq. (4.22), we see that Q′ is easily computed using the previously computed matrices
Q and S and the newly acquired data. However, we still need to compute S′ = (S−1 +
−1
Xnew X⊤
new ) . To do so, we use the Woodbury matrix identity given by

(C + DEF)−1 = C−1 − C−1 D(E−1 + FC−1 D)−1 FC−1 .

(4.23)

′
Let C = S−1 , D = Xnew , E = I, F = X⊤
new in Eq. (4.23), we can rewrite S as

−1
S′ = (S−1 + Xnew X⊤
new )
−1 ⊤
= S − SXnew (I + X⊤
new SXnew ) Xnew S.

(4.24)

−1
Let Γ = (I+X⊤
new SXnew ) , combining Eqs. (4.22) and (4.24), we can arrive at a simplified
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Environmental
Parameters
Online DMD
Method (s)
With Eigen.
Computation (s)

Time
Dimension
T
τ
Batch
General
Long-term
Batch
General
Long-term

500
10 × 10
100
10
5.038
0.557
0.304
13.59
0.537
0.413

500
10 × 10
100
100
1.376
0.975
0.646
2.756
1.950
1.319

1000
20 × 20
400
100
3.715
1.710
2.969
37.52
3.411
29.61

2000
20 × 10
200
100
14.77
3.343
1.387
28.82
4.266
17.03

Table 4.1: Comparison of Execution Times for Online DMD Algorithms on Various Environments

expression for A′ :
A′ = A + (Ynew − AXnew )ΓX⊤
new S.

(4.25)

In this scenario, we also impose a weighting scheme to place greater importance on training
data that has been collected more recently, which is helpful in the context of long-term
monitoring where early training data may not be as useful. To weight samples with varying
importance, we apply a forgetting factor γ to past training data, receiving new expressions
for Q′ and S′ given by
Q′ = γQ + Ynew X⊤
new

(4.26)

(S′ )−1 = γS−1 + X⊤
new Xnew .

(4.27)

Accounting for the weighting scheme, we modify the computation of S′ as
S′ =

1
∗ (S − SXnew ΓX⊤
new S).
γ

(4.28)

Thus, we can updated the operator A explicitly and use an eigenvalue decomposition to
derive the DMD modes.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 4.5: Comparison of various online DMD methods for computing eigenvalues. The data is
collected in a 20 × 20 environment over 1000 time steps from 0 to 10 seconds, where the online
algorithms are initialized with data from 400 time steps at 4 seconds and updated every 10 time
steps. Various noise regimes are studied for additive white Gaussian noise with low, medium, and
high variance. (a)-(c) Estimation of real part of eigenvalue of dynamical system, where true value is
−1 where variance is 0.01 in (a), 0.04 in (b), and 0.1 in (c). (d) - (f) Estimation of imaginary part
of eigenvalue of dynamical system, where true value is 0 where variance is 0.01 in (d), 0.04 in (e),
and 0.1 in (f)

Figure 4.6: Comparison of various weights using online data assimilation with DMD methods with
batch DMD algorithm

4.5. Simulation analysis of online algorithms
The two proposed approaches for online adaptation of the DMD modes and eigenvalues,
generalized adaptation for varying spatial and temporal scale modeling and fast adaptation
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for long-term modeling of environmental phenomena with coarse spatial scale, have their
respective advantages and drawbacks. In this section, we evaluate the proposed online algorithms, as described in Sect. 4.4.3, in various environments with different time scales and
resolutions. The two proposed approaches for online adaptation of the DMD modes and
eigenvalues, general adaptation for varying spatial and temporal scale modeling and fast
adaptation for long-term modeling of environmental phenomena with coarse spatial scale,
have their respective advantages and drawbacks. As a basis for comparison, we will use the
naive batch algorithm. At each update period τ , the batch algorithm computes an estimate
Abatch with Y′ = Abatch X′ using the pseudo-inverse operator. Then, an eigendecomposition
is performed on Abatch to estimate the DMD modes and eigenvalues. For low-dimensional
systems and short time scales, the performance of the systems are similar. For an environment with dimension 20×20 and a complex spatiotemporal process simulated 1000 time steps
over 10 seconds, the dominant eigenvalue is such that Im(λDMD ) = 0 and Re(λDMD ) = −1.
The data is simulated and injected with Gaussian random noise N (0, σ 2 ) for σ 2 = 0.01, 0.04,
and 0.1. The online DMD methods are first initialized with data collected over 400 time
steps and updated every 10 time steps. For each σ 2 value, 10 trials are collected and the data
is aggregated to analyze their descriptive statistics. Fig. 4.5 shows the comparison of the
naive batch algorithm, the general adaptation method, and long-term adaptation method.
The boxplots represent the median, upper and lower quantiles, and outliers for each online
DMD method under low, medium, and high noise regimes. While the online methods do not
converge exactly to the eigenvalue, they provide close, fast approximations when compared
to the batch method. After the initial DMD model is computed, convergence for all three
methods occurs after several updates, around t = 5s. For all the three methods, the greater
the noise, the greater the spread of the estimates of the eigenvalue across trials. The general
method provides closer estimates of the real parts of the eigenvalue, while the long-term
method provides closer estimates of the imaginary parts of the eigenvalue. The long-term
methods exhibits greater variance in its estimates compared to the general method.
The general adaptation scheme allows for computation of eigenmodes using the low-rank
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operator Â, as in Eq. (2.64). This method is computationally efficient in a wide range
of scenarios, but does require storing the previous SVD of the data matrix X and all of
the snapshots of the data in order to compute the low-rank operator. There are certain
conditions under which this operator is unable to produce accurate estimates of the operator
Â. As presented by Tu et al. (2014), the eigendecomposition of the operator Â produces
the eigenvalues and eigenvectors of A only when Y lies in the span of X. Otherwise, the
eigenvalues and eigenvectors of the low-dimensional operator are useless. While the authors
suggest this is easily fulfilled in dynamical systems, in reality, this is not a condition that
is known a priori and may lead to extremely poor estimates of the dynamical system. For
example, if a system is slowly varying between time steps where Y is simply a time-shifted
X, it may very well be that Y could be written as a linear combination of the matrix X and
therefore Y would lie in the span of X. In general, for nonlinear systems this should not
be common as this would suggest the matrix Y is not a simple linear combination of the
matrix X. However, in practice, some downsampling in the time domain may be necessary
to use the algorithm.
The long-term modeling scheme directly computes the A′ operator and allows for the inclusion of a weighting parameter. The weighting parameter, γ, is advantageous for disregarding
the previous data that may not capture the relevant dynamics, as shown in Fig. 4.6. Allowing for a forgetting factor improves the estimate of the DMD spatial and temporal modes.
While this work was proposed by (Zhang et al., 2019), there does not exist, to the best of our
knowledge, a systematic way for picking γ to ensure the performance of the system. It has
not been shown whether under certain conditions, values of γ allow for a convergence to the
true DMD operator. Though computing the operator A′ is advantageous in terms of model
accuracy, it comes with some caveats. First, this method requires initialization with full
rank matrices. This means that in order for the DMD computation to be initialized at least
N data points will have to have been collected for the stability of the algorithm. Otherwise,
the matrix will be ill-conditioned and the model will be erroneous. For high-dimensional
systems, this constraint is hard to fulfill. For example, for a 100 × 100 environment, N
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would equal 10000, and thus, at least, 10000 time steps of data would be required for the
algorithm. This may not be feasible in all applications. It is for this reason that in Sect.
4.6, we were unable to test the algorithm experimentally on a high-dimensional system projected onto the water tank where we only had ∼ 100 time steps of data. Second, there is
additional computational time associated with the construction of the matrix and then its
eigendecomposition, instead of directly computing its eigenvalues and eigenvectors.
Table 4.1 demonstrates the execution times of the general and long-term online adaptation
methods compared with the batch algorithm. All of the timing calculations were performed
on the same synthetic data but with various discretizations in time and dimension. The
system is defined as
f (x, y, t) = senh(x)senh(y) ∗ 1.9i−t ,
where senh(z) = (ez + e−z )/2. The system is a hyperbolic sine with damped oscillation.
The data is simulated by using the equation and injecting Gaussian random noise N (0, 0.4)
for each trial. Additionally, the parameters T , the initial batch size of the data used to
compute the DMD model, and the parameter τ , the batch size of the assimilated data, are
varied across environments. Note, the parameter T depends on the size of the dimension
for the long-term algorithm, as mentioned earlier. For our implementation of the online
adaptation algorithms, we used the eigendecomposition algorithms from the scipy Python
library, and modified the DMD functions from the PyDMD (Demo et al., 2018) library. All
computations were performed on a Dell Optiplex 9020 with a 3.40 GHz Intel i7-4770 CPU.
The batch algorithm and long-term algorithm compute estimates of the operator A as specified by their respective algorithms. The general algorithm, however, directly computes the
eigenvalues and eigenmodes. For the comparison of the online DMD methods with eigendecompositions, the batch and long-term algorithms must perform an eigenvalue decompositions, while the general algorithm merges the eigenvectors into a DMD basis. Thus, the
batch algorithm must incrementally perform both the pseudo-inverse operation and eigendecomposition with increasingly larger matrices. Similarly, the long-term algorithm must
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perform the eigendecomposition on increasingly larger matrices.
For small environments and short time scales, as in the case of the 10×10 environments, there
is negligible difference between the general and long-term algorithms. Both of them outperform the batch algorithm, as they do not have to perform a pseudoinverse and subsequent
matrix decomposition operator during each assimilation step. In this scenario, even though
the long-term algorithm requires explicit eigendecomposition of the estimated A′ matrix, it
avoids the repeated SVD computations required of the general algorithm. This results in
the faster performance of the long-term algorithm compared to the general algorithm for
environments with small dimensions and short duration. The computations associated with
the eigendecomposition take less time than the various low-dimension matrix operations for
environments for small dimensions. For larger environments with longer durations, such as
the 20 × 20 with 1000 time steps, the general adaptation method outperforms long-term
adaptation method both with and without the SVD computation. The online algorithm
is not well-suited for large environments. For smaller environments (∼ 200 spatial points)
being monitored over a long duration, such as the 20 × 10 grid with 2000 time steps, the
long-term algorithm is faster than the general algorithm without eigendecomposition. It is
worth noting that the long-term algorithm does not require storage of any past snapshots,
while the general algorithm does, which in the case of long-term monitoring can become
prohibitively large. For the general algorithm used for monitoring of high-dimensional system in 4.6.1, this can be up to 3M B, while for the long-term monitoring it is only several
hundred kilobytes.

4.6. Mixed-reality experimental validation
4.6.1. Simulation of proposed approach on barium cloud data
In this section, we show that using our proposed algorithm, the performance of the heterogeneous system is better than that of a homogeneous system and that the optimal sensing
locations derived from our proposed algorithm impact the overall quality of the model in
complex environments. A simulated environment is created using the density of an artificial
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(a)

(b)

(c)

Figure 4.7: Depiction of coverage control technique and sensing quality for aerial vehicles. (a) Aerial
vehicles are randomly assigned sensing to begin. Locations are assigned to robots for coverage based
on their proximity to the robot. (b) The true field can be sensed at the spatial locations shown. (c)
The robots each take one sensing region, where the regions are split by the black line. The further
away a location within a robot’s sensing region is from the robot’s position, the greater the noise
in the data associated with that position. Thus, quality of the sensor measurements deteriorates
further away from the position of the robots, as seen by the differences in colors from robots’ sensing
measurements and the true field

Environment
Cloud 1

Cloud 2
Cloud 10

Data Sampling Rate
Time
Space
AV MV AV MV
1
5
12 4
1
5
9
3
1
5
6
2
1
5
12 4
1
5
6
2
1
2
9
3
1
5
12 4
1
2
9
3

Noise

MSE

0.15
0.12
0.12
0.15
0.12
0.12
0.15
0.12

1.014
0.9885
0.9709
0.0968
0.0947
0.1235
3.078
3.166

Table 4.2: Comparison of Mean-Squared Averaged Over Entire Spatial Field and Time for Various
Simulated Artificial Plasma Clouds and Algorithm Parameters
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(a)

(b)

Figure 4.8: Depiction of assignment to sensing regions for marine vehicles. (a) The marine vehicles
sense the true process at a greater spatial resolution than the aerial vehicles. If the marine vehicles
had full coverage of the process, the resulting process would appear as such. (b) However, marine
vehicles have limited sensing radius and do not have sensing data available for spatial locations
outside of their regions. The circular regions represent the data being sensed by each of the robots,
whereas the white space represents regions for which sensing data is unavailable. An estimate of
the true process in the white space is constructed using the limited sensing data from robots and a
model

(a)

(b)

Figure 4.9: Error over time comparing models from heterogeneous data and homogeneous data.
Mean-squared error over entire spatial grid is calculated over the time series for reconstruction from
heterogeneous data, homogeneous data from aerial vehicles, and homogeneous data from marine
vehicles. (a) The simulated environment, while nonlinear, is relatively simple compared to the other
tested environments. The model with heterogeneous outperforms both of the homogeneous models
for the duration of the process. (b) For a more complicated process, the estimates from the aerial
vehicle are better to begin. However, as the process continues, the heterogeneous model estimates
result in lower error.

plasma cloud in the near-Earth space environment. The density of this artificial plasma
cloud was derived in simulation, using the models presented by Zalesak et al. (1987). These
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processes do not simply convect, but rather can become unstable and undergo complex nonlinear evolution. When used as an environmental processes of interest, the evolution of the
density of the artificial plasma cloud allows us to study the ability of the robots to track an
unstable, complex nonlinear phenomena.
We compare various clouds on different algorithm parameters and study their average over
time. The clouds are computed using computation fluid dynamics models of artificial plasma
clouds that serve as representation for barium clouds in the atmosphere. These models were
initialized under various parameters from the equations in the work by Zalesak et al. (1987).
To begin, the simulated data is collected and interpolated by the simulated aerial vehicles
for a certain predetermined number of time steps. This is used to create an initial model
using DMD. The marine robots’ positions are randomly initialized. Then, the sensing data
from the marine robots is used to estimate the full field and combined into the model. The
spatial and temporal characteristics are extracted from the model. Based on this initial
information, the robots are sent to new optimal sensing locations. This is done using the
methods described in Sections 4.4.1 and 4.4.2 for the marine vehicles, and aerial vehicles,
respectively. The data from the aerial vehicle is collected for the next predetermined number
of time steps, at which point the data is combined with the high-fidelity sensing data and
estimates from the marine vehicle. All of this data is assimilated into the original model
using the generalized adaptation techniques. At this point, there is new spatial and temporal
characteristics extracted. The process is repeated for the whole time series, at which point
the algorithm is terminated.
First, we assume two aerial vehicles have full coverage and five marine vehicles each have a
sensing radius of 15 units. It is assumed aerial vehicles and marine vehicles are collecting
sensor measurements using the paradigms shown in Fig. 4.7 and Fig. 4.8, respectively. The
mean-squared error over the entire spatial grid calculated over the time series as mse is
P
2
calculated for field estimate x̂(t) using mse = N1 N
i=1 (x̂i (t) − xi (t)) . In this case, the
model estimates at each location i, x̂i (t) is compared against the value of the density from
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the simulated data, xi (t). This is then averaged over all time steps. The results from these
simulations are shown in Table 4.2. The data sampling rates are varied for the aerial vehicle
(AV) and marine vehicles (MV). The data sampling rate is an number integer number, n,
indicates that every nth element was taken from the full simulated data in either the time
or space domain. The time sampling rate for the marine vehicle also indicates how after
the model is updated. For example for the MV time sampling rate 5, the model is updated
every 5 time steps, where the marine vehicle only has data at the 5th time step. The same
noise is injected into both the aerial vehicle and marine vehicle sensor data.
Using the results from the Cloud 1 simulation, we see higher noise results in worse estimates,
as expected. We also see that greater spatial resolution leads to better results. However, for
faster update times, seen in the results from Cloud 2, where the MV time sampling rate is
2, we observe worse results from an increase in time sampling. This is due to the fact that
early models of the process from few data points are poor and these errors from the early
propagate throughout the duration of the process. We also observe very low errors in Cloud
2, when compares to Clouds 1 and 10. This is due to the relative complexity of Cloud 2 to
Clouds 1 and 10. Cloud 2 exhibits much simpler behavior throughout the process.
We also observe the model estimate over the duration of the full process and compare them
to models created using just homogeneous data. The estimates of the field are computing
by using data from just the aerial vehicles, data from just the marine vehicles, and data
combined from both types of vehicles. The mean-squared error is computed over the entire
spatial grid for each time step, as shown in Fig. 4.9. This corresponds to the simulation in
Table 4.2 for row 1 in the environment using Cloud 2 in (a) and row 1 in the environment
using Cloud 2 in (b). The estimates using the data from the aerial vehicles are computed
using standard interpolating techniques. The estimates using the data from the marine
vehicles are computed by constructing a DMD model from the model, as in Eqs. (2.65)
and (2.66), and using prediction techniques for times when sensing data is unavailable, as
in Eq. (2.67). The estimates using data combined from both types of vehicles are computed
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as described above. Note, that for the DMD model computed using homogeneous marine
vehicle data, we assume the homogeneous data is collected from the optimal sensing locations
generated by our model. Using random locations results in extremely high errors. The
homogeneous data from the aerial vehicles is noisy and collected at a much lower spatial
resolution then the true process. As the process becomes more complex, the inclusion
of multiple types of data allows the proposed approach to outperform either of the other
estimations. This is especially evident for Fig. 4.9 (b), where towards the end of the process
the optimal sensing locations are critical in improving the model performance for the model
using heterogeneous data.
4.6.2. Experimental validation in water tank test bed
In the following, we present results to show our method successfully uses a heterogeneous
team of robots to model and infer the properties of a complex spatiotemporal phenomena.
We evaluate this claim for the general adaptation strategy presented above and also present
results on a test bed of real robot to validate the use of the development of these algorithms
in physical environments.

(a)

(b)

Figure 4.10: Heterogeneous experimental setup used for testing algorithms. (a) Micro-autonomous
surface vehicles collecting high-fidelity sensor measurements. (b) Indoor 4.5m × 3.0m × 1.2m water
tank equipped with motion capture system for multi-robot experiments

To model and predict properties of a complex, nonlinear process, we use a fleet of three
real micro-autonomous surface vehicles (mASVs), one simulated mASV, and two simulated
aerial vehicles. The mASVs are differential drive and include a micro-controller board, an
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XBee radio module, and an inertial measurement unit. The XBee radio modules are used to
communicate the information collected onboard. The testbed tank is 4.5m × 3.0m × 1.2m
and is equipped within a motion capture system used for localization. The mASVS are all
localized using this motion capture system. This experimental setup is shown in Fig. 4.10.
We ran experiments on 100 seconds of data to evaluate our general online adaptation strategy
in Sect. 4.4.3 and using the environmental setup described in Sect. 4.6.1. The process we
are tracking is the density of an artificial plasma cloud in the near-Earth space environment,
derived in the same way as the simulated environment described in Sect. 4.6.1 and simulated
using computational fluid dynamics models based on the equations provided by Zalesak et al.
(1987). This process is projected onto the tank as an image, where the pixel values of the
image are mapped to concentration values of the density of the artificial plasma cloud for
the aerial vehicle. We use simulated sensing data as noisy sparse measurements from the
concentration data for marine vehicles. In simulation, travel time is not explicitly accounted
for in the determination of optimal sensing locations. Instead, it is assumed that the robots
will be able to travel to these locations before the next adaptation time. This is validated
in these experiments, where robots are in fact able to determine optimal sensing locations,
assign robots in the team to locations based on minimizing cumulative time, travel to optimal
sensing locations, and collect sensor measurements all before the next adaptation time.
We evaluate the full framework with the generalized adaptation framework. The environment is originally defined over a 384 × 768 workspace. In this environment, we have four
marine robots and two aerial vehicles. The workspace is down-sampled to a 10 × 20 grid
for the low-fidelity data. This low-fidelity data is simulated as on-board sensing data for
the aerial vehicles. Aerial vehicles are assumed to have full views of their sensing region as
determined by a coverage control method, where the quality of their sensing data diminishes
at points further away from their current sensing location, as in Fig. 4.7. This is simulated
by calculating the desired position of the aerial vehicles from the coverage control technique
and adding Gaussian random noise to the true sensing data as a function of the distance
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(a)

(b)

(c)

(d)

Figure 4.11: Depiction of field reconstruction using adapted DMD models and sensor measurements
from robots. (a) True field at full spatial resolution as obtained by artificial plasma cloud simulation
at time step 40. (b) Reconstructed of field using heterogeneous data at time step 40, with marine
robot locations depicted by black circles. (c) True field at full spatial resolution as obtained by
artificial plasma cloud simulation at time step 40. (d) Reconstruction of field using heterogeneous
data at time step 40, with updated marine robot locations

from the desired position. This data is then interpolated to the dimensions of the highfidelity data collected by the marine robots which is on a 48 × 96 grid. The marine robots
have a sensing radius of 10, meaning that within the 48 × 96 grid, a marine robot can collect
sensing information over all of the grid points laying in a circle with radius 10 centered at its
position, as in Fig. 4.8. The high-fidelity sensing data from the marine vehicles is combined
into a single vector xL and used to extrapolate the data from the 48 × 96 grid using Eq.
(4.5), based off of Gappy POD methods (Everson and Sirovich, 1995; Manohar et al., 2018).
While the aerial vehicles are able to collect sensor measurements across the full time series,
marine vehicles are only able to collect data periodically at regular intervals.
An example of the robots tracking an artificial plasma cloud is shown in Fig. 4.11. In the beginning of the experiment, as in Fig. 4.11 (a), the robots are able to create an reconstruction
of the field, shown by Fig. (b). It should be noted, the robots are taking sensor measurements in the areas of the process such that they are not collecting varied information, as
seen in Fig. (b). However, as the experiment continues and the robots are able to collect
more data, the model is improved, such that the optimal sensing locations correspond to the
areas of interesting dynamics in the process, as evident in Fig. 4.11 (c) and (d). It is evident
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that the reconstruction is able to capture the complex, nonlinear dynamics of the process,
shown in Fig. 4.11 (d). More specifically, we see robots collected sensor measurements at or
near the spatial locations that correspond to the complex phenomena in the process. The
robots in the mixed reality experiment are able to successfully track a complex, nonlinear
environmental process using their heterogeneous multiscale, multiresolution data.

4.7. Summary
In this work, we contribute to the understanding of using heterogeneous robot systems for
fusion of information to the end of modeling complex, nonlinear phenomena. We consider
the problem of leveraging multiscale sensor information from a heterogeneous robot team
to model and predict the evolution of a spatiotemporal process. Using these models, we
infer the optimal sensing locations using computationally efficient methods. We show that
the collection of this information and adaptation of the models with measurements from
disparate sources results in better reconstructions of the estimated field. This work explicitly
considers the temporal nature of the process and represents physical characteristics of the
system. However, this is still an inherently linear approximation of a nonlinear system. The
next chapter will recommend how to address this issue.
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CHAPTER 5
Estimating Koopman operators with Fourier features
5.1. Problem statement
In this chapter, we study how to construct estimates of the transfer operator using data
collected from flow-like environments. There are many methods for extracting the Koopman
operator, a transfer operator in which the lifted densities are referred to as observables, from
data (Schmid, 2010; Li et al., 2017; Klus et al., 2020). While these works are promising in
their application of the Koopman operator to different domains, they do not explicitly model
the dependence of the data and lack uncertainty quantification. We develop a new method
to learn both the Koopman operator and the underlying dependence structure of the data
using Random Fourier Features (RFFs) (Rahimi and Recht, 2009). In doing so, we show
we can jointly learn the underlying Koopman operator and observable dictionary within an
RKHS framework. Within this framework, we devise a characterization of the uncertainty
associated with the estimates. We validate this method on prototypical environments for
studying transfer operators. These methods are amenable to be used online with noisy
sensor measurements from robots, with applications demonstrated in Chapter 6.
Closed-form solutions. One of the most common data-driven methods for estimating the
Koopman operator relies on Dynamic Mode Decomposition (DMD) (Schmid, 2010). DMD
is a spectral decomposition of the Koopman operator, for which the dynamics are assumed
to be linear (Mezić, 2005; Rowley et al., 2009). Extended Dynamic Mode Decomposition
(EDMD) is a nonlinear generalization of the DMD, where the dynamics are assume to be
described using a nonlinear invertible transformation characterized by a dictionary acting
on the input data (Williams et al., 2015a). In this work, instead of the Koopman operator
acting directly on the observables (in this case, the data from the system), the operator
is acting on the dictionary applied to the observables which results in an expanded set of
observables. In EDMD, the user determines the choice of dictionary, tailored to the dataset.
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Figure 5.1: Connection between nonlinear evolution of state and linear evolution of lifted observable
under the Koopman operator. The state xi evolves nonlinearly according to a dynamical system
function F . Using the map ψ, the states can be lifted to a an alternative space, where the lifted
mappings of the states ψ(xi ) evolves linearly according to the Koopman operator K.

Recent works have explored the connections between the Koopman operator and reproducing
kernel Hilbert spaces (RKHS) (Williams et al., 2015b; Klus et al., 2020; Kawahara, 2016;
Das and Giannakis, 2020). Representations of the Koopman operator in RKHS allows for
the analysis of the operator in any domain where there is a similarity measure given by a
kernel. As the Koopman operator construction relies on an inner product computation, these
methods allows for the computation of inner products implicitly through the evaluation of
a user-defined kernel function. Another advantage to these algorithms is that they give an
approximation of the Koopman operator with a set of nonlinear basis functions due to the
expressiveness of kernel functions.
Dictionary learning approaches. A more flexible approach formulates a trainable dictionary represented by an artificial neural network within the EDMD framework (Li et al.,
2017; Yeung et al., 2019; Mardt et al., 2020). Thus, instead of the user defining a dictionary
of observables, a dictionary can be learned using data from the system of interest. In many
applications, it is not necessary to explicitly construct the Koopman operator but instead
construct the eigenfunctions, which is a useful decomposition for understanding the stabil103

ity of the process of interest (Mauroy and Mezić, 2016). There are many techniques focus
on data-driven learning of the Koopman eigenfunctions (Korda and Mezić, 2020; Folkestad
et al., 2020a,b; Haseli and Cortés, 2021; Kaiser et al., 2021).
In this work, we leverage the insights from dictionary learning to automate the procedure for
learning the transfer operators. However, we focus on learning the kernel transfer operators,
which allows us to take a systematic approach to learning the dictionary of observables.
Instead of black-box optimization methods to construct the dictionary of observables, we
apply insights from the kernel methods literature to construct the dictionary. This method is
an automated procedure, similar to the neural network methods, and still provides structure
and intuitions about the data, unlike black box representations.

5.2. Methodology
5.2.1. Joint Learning of Koopman Operator and Observable Dictionary
In this section, we present a construction of the Koopman operator using kernels (Klus
et al., 2020) and demonstrate how we can bypass the need to explicitly specify a kernel
by leveraging RFFs (Rahimi and Recht, 2009). This allows us to automate the process
of constructing a Koopman operator for a dynamical system without a neural network
architecture. Furthermore, the structure provided by the RFFs allows us to characterize the
observables and their uncertainty, as we will demonstrate in the next section.
Let us define a dynamical system as yi = f (xi ). Suppose we have N pairs of training data
(xi , yi ) collected over the system of interest, where x, y ∈ Rd . We herein refer to the set of
N points as particles. Let X = [x1 , x2 , . . . xN ]⊤ be a matrix of the N particles at a specific
time instance and Y = [y1 , y2 , . . . yN ]⊤ be the position of the particles after time has elapse.
Y is then the time shifted version of X. If the positions of the N pairs of training data
are tracked over time, we can index the N particles at time t by X(t) and the time shifted
particles as Y(t). The training data can then be summarized as {(X(t), Y(t))}Tt=1 , where
these can be thought of as the T -length trajectories of the particles.

104

Define feature maps on the particles using the feature maps such that
ΦX = [ϕ(x1 ), ϕ(x2 ), . . . , ϕ(xN )]⊤
and
ΦY = [ϕ(y1 ), ϕ(y2 ), . . . , ϕ(yN )]⊤ .
The feature map ΦY can be thought of as time shifted version of ΦX . We can also construct
the feature maps ΦX(t) and ΦY(t) using the N particles from a specific time instance.
From (Klus et al., 2020), we have that the Koopman operator associated with the dynamical
system of interest can be estimated using the relationship
−1
K̂ = (ΦX Φ⊤
X ) (ΦX ΦY ).

(5.1)

The estimation of the Koopman operator in both (Klus et al., 2020; Williams et al., 2015b)
leverages the kernel functional evaluation instead of the explicit feature map computation.
These approaches assume that the dependence in the training data can be appropriately
described by a kernel function, a computationally efficient operation. In the standard formulation of the RFFs, the distribution fΩ (ω) is known and corresponds to specific kernel
forms. For example, sampling from a Gaussian distribution corresponds to the RBF kernel.
In this work, instead of assuming a known form of the kernel function k(x, x′ ), such as the
RBF, we instead approximate the kernel function using the RFFs to construct a feature
matrix over the training data described in Chapter 2. Thus, instead of assuming some
known form of the dependence within the data, we jointly the learn the weights of the RFF
feature maps and the corresponding Koopman operator. Let θ be the collection of weights
ωi and bi associated with the RFFs that we would like to learn in order to determine the
structure of the underlying feature maps that best describe the data. As shown in (Li et al.,
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Figure 5.2: Overview of optimization framework for joint learning of dictionary of observables and
Koopman operator. Random Fourier Features ϕ are initialized with weights θ = {ωi , bi }M
i=1 and
used to create dictionaries of observables ΦX and ΦY on the training data {X, Y}. The Koopman
operator is constructed using ΦX and ΦY and estimated the quantity Φ̂Y . The loss is computed
and the weights are updated in the dictionary. Regularization terms over the weights and Koopman
operator are added.

2017) and (Yeung et al., 2019), this is achieved through the following minimization scheme

min

T
X

K̂,θ t=1

ΦY(t) − K̂ΦX(t)

2

+ λ1 K̂

2

+ λ2 ∥θ∥1 .

(5.2)

Similar to the work presented by Li et al. (2017), we take an approach of learning the
dictionary of observables, where in this case the dictionary of observables are expressed
through the feature maps. This connection between dictionaries of observables and features
maps was made when first proposing the kernel EDMD (Williams et al., 2015b). In the
aforementioned approach to learning the dictionary of observables, the dictionary is unknown
and a neural network is used to estimate the dictionary of observables. We use the insights
from the kernel expression of the Koopman operator to leverage RFFs in capturing the
dictionary of observables. With the learned RFF feature maps, we can then construct the
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kernel Koopman operator explicitly using Eq. (5.1). The loss schematic is summarized in
Fig. 5.2. In doing so, we are able to both learn the underlying the dependence structure
of the data, by way of learning the RFFs, and the Koopman, by constructing it using the
learned features maps.
5.2.2. Uncertainty Quantification for Bayesian Observables
With the learned Koopman operator and observable dictionary, we can now quantify uncertainty over the observable dictionary within this regime. This requires first formulating the
observable as a Gaussian process (GP). In this section, the observable is characterized by
the dictionary of observables learned through the theoretical foundations provided in 5.2.1.
First, we summarize the results that show how observables can be represented as GPs (Lian
and Jones, 2020; Zanini and Chiuso, 2021). Next, we show how the learned random Fourier
features can be used to approximate a suitable kernel for the GP observables. Finally, we
characterize the uncertainty within these regimes.
Suppose that the observables ψ(x) are zero mean GPs with covariance function k(x, x′ ) =
E[ψ(x)ψ(x′ )] (Zanini and Chiuso, 2021). For the system y(i) = f (x(i)), we have time
series training data {(x(i), y(i))}Ti=1 collected over the system of interest. Let the noisy
measurements from observable be such that

ψ(yi ) = ψ(f (xi )) + ϵ,

ϵ ∼ N (0, σn2 ).

(5.3)

By setting g(x) = ψ(f (x)), we would like to approximate the function g(·) as a GP (Williams
and Rasmussen, 2006). For a known covariance function k and query input x∗ , let the
following kernel matrices be: K ∈ RT ×T where each entry Kij = k(x(i), x(j)), K∗ ∈ RT ×1
where each entry K1j = k(x∗ , xj ), and K∗∗ = k(x∗ , x∗ ).
For any query input x∗ , we then estimate the function as
2
−1
ĝ(x∗ ) = K⊤
∗ [K + σn IM ] ψ(y).
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(5.4)

Using the standard GP variance implementation, we now show that the variance can be
estimated as follows
2
−1
V[g(x∗ )] = σn2 + K∗∗ − K⊤
∗ [K + σn IT ] K∗ .

(5.5)

While we know that the estimates of the observables and the have just shown variance associated with their representation can be expressed in this formulation, this requires knowledge
of the kernel function and consequently the observable mapping ahead of time. This usually
requires detailed knowledge of the system or hyperparameter tuning within known families of kernels. Thankfully, we have already posited about the choice of kernel implicitly
in our design of the observables dictionary and Koopman operator in Section 5.2.1. Instead of selecting a kernel k, we can approximate a kernel using our learned features as
k(x, x′ ) ≈ ⟨ϕ̂(x), ϕ̂(x′ )⟩. Thus, we now have a principled way for estimating the observables
and their variances using learned feature maps that characterize their evolution.
In order to devise the estimates of the observables and their variances in a GP setting using
our learned feature maps, we take inspiration from Sparse Spectrum Gaussian Processes
(SSGP) (Lázaro-Gredilla et al., 2010). Let Φx = [ϕ(x1 ), . . . , ϕ(xT )] be the M × T feature
matrix, where the feature map ϕ is applied to each input of the training data and ϕ∗ is
the feature map applied to the query input. Instead of a feature map associated with some
known underlying distribution, we use the RFF feature map Eq. (2.34) learned from joint
optimization of the dictionary of observables and Koopman operator. The feature map is
defined as ϕ̂(x) =

√
√ 2 [cos(x⊤ ω1
M

+ b1 ), . . . , cos(x⊤ ωM + bM )], where θ = {ωi , bi }M
i=1 are the

learned parameters.
Then, the estimate of the function in terms of the feature vectors is
⊤
ĝ(x∗ ) = ϕ⊤
∗ [Φx Φx + M
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σn2
IM ]−1 Φx ψ(y).
2
σ0

(5.6)

Consequently, the variance in terms of the feature vectors is then
⊤
V[g(x∗ )] = σn2 + σn2 ϕ⊤
∗ [Φx Φx + M

σn2
IM ]−1 ϕ∗ .
σ02

(5.7)

Thus, we have now established how to estimate the variance of the dictionary of observables
using Eq. 5.7.

5.3. Experimental Results
5.3.1. Simulation Environments
In this subsection, we will describe two prototypical environments used in the study of
transfer operators, the Duffing oscillator and the double gyre. We will demonstrate the use
of the proposed algorithms in determining the kernel Koopman operator from Section 5.2.

Duffing oscillator
The Duffing oscillator is a nonlinear second order differential equation used to model damped
and driven oscillators. The evolution of the particles whose positions are described by (x, y)
is governed by the following equations:

ẋ = y
ẏ = −δy − x(β + αx2 ).

In this paper, we use the parameters δ = 0.5, β = −1, and α = 1. We simulate 1 000 points
uniformly sampled on grid [−2, 2]×[0, 1]. From time t ∈ [0, 2.75] with step size 0.25, we use a
differential equations solver based on an explicit Runge-Kutta (4,5) formula on the velocities
to solve an initial value problem for the system of ordinary differential equations with the
sampled points. The visualization of the movement of particles in a Duffing oscillator is
shown in Fig. 5.3.
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(a)

(b)

Figure 5.3: Visualization of particles for the Duffing oscillator, which describes the dynamics of
a point mass in a double well potential. (a) 1 000 particles are initialized in a [−2, 2] × [−2, 2]
environment for the Duffing oscillator. (b) The position of the particles are tracked at time t = 2.5.

Double gyre model
A simple model of the wind-driven, time-dependent double gyre flow, as in (Forgoston et al.,
2011), is described by
f (x, t) = ϵ ∗ sin (ωt) ∗ x2 + (1 − 2ϵ sin (ωt)) ∗ x
∂f
= 2α ∗ sin (ωt) ∗ x + (1 − 2α sin (ωt))
∂x
ẋ = −πA sin (πf (x, t)) cos (πy)
ẏ = πA cos (πf (x, t)) sin (πy) ∗

(a)

∂f
.
∂x

(b)

Figure 5.4: Movement of particles in a time-dependent double gyre flow. (a) 20 000 particles are
initialized in a [0, 2] × [0, 1] environment. Particles are colored by their x-coordinate to visualize
their movement. (b) The position of the particles are tracked under a time-dependent double gyre
flow at time t = 12.1. Two dynamically distinct regions can be seen as a result of this type of flow,
which is a representative feature of this environment.
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For this paper, the parameters are set to ϵ = 0.25, α = 0.25, A = 0.25, and ω = 2π. We
simulate 20 000 points uniformly sampled on grid [0, 2] × [0, 1]. From time t ∈ [0, 20] with
step size 0.1, we use a differential equations solver based on an explicit Runge-Kutta (4,5)
formula on the velocities to calculate the trajectories of the points, as shown in Fig. 5.4.
5.3.2. Evaluation Metrics
In this section, we discuss two evaluation metrics used to compare the kernel Koopman
operator with RFFs against EDMD algorithms with dictionaries selected based on the known
properties of the simulated environments.
We will first evaluate the reconstruction error associated with the known trajectory xi of a
particle i over multiple time steps. We can reconstruct trajectories of the system using the
Koopman mode decomposition formula. This is described in the presentation of the EDMD
algorithm and other works related to dictionary learning (Williams et al., 2015a; Li et al.,
2017). We re-iterate the procedure here for completeness.
First, solve for a matrix B ∈ RM ×N such that x = (ΦX B)⊤ . Let V be the matrix containing the set of right eigenvectors, W∗ be the matrix contained the set of left eigenvectors
associated with K, and µ be the vector of eigenvalues. Each of the i left eigenvectors of
should be scaled such that wi∗ vi = 1. The approximate eigenfunction corresponding to the
eigenvalue µj of K is then ψj = vj⊤ Φ.
Then, the full state can be reconstructed as follows:
x̂ = (W∗ B)⊤ (ΦX V)⊤ .

(5.8)

In order to estimate the evolution of the trajectory after a time t has elapsed from the
positions of the particles at x(0), we can leverage the linear representation of the Koopman
decompositon to construct the trajectory as
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x̂(t) = µt (W∗ B)⊤ (ΦX0 V)⊤

(5.9)

Finally, we can compute the error by comparing the predicted trajectories as in Eq. (5.9)
to the trajectories in the environment
v
u
T
u1 X
ep = t
∥x(t) − x̂(t)∥2F .
T

(5.10)

t=1

For all environments, we analyze short-term and near-term prediction errors in the reconstruction. For the learned features, we set up the optimization framework using Eq. (5.2).
To compare against our framework, we construct the approximation of the Koopman operator through the EDMD algorithm (Williams et al., 2015a). Specifically, we use the insights
from previously studied EDMD algorithms on the Duffing oscillator and double gyre to
construct dictionaries (Li et al., 2017; Kaiser et al., 2021). For the Duffing oscillator, we
compare against dictionaries created using the Gaussian basis function on a 50 × 50 discretization of the environment, with σ = 1e − 4, and monomial basis functions of degree
10. For the double gyre, we create dicitionary using the Gaussian radial basis function on
a 10 × 5 discretization of the environment, with σ = 0.1, and monomial basis functions of
degree 10. While the learned features are computed online over the entire available dataset,
the EDMD algorithm is computed against a snapshot pair of data X(t) and X(t + 1). The
estimated near-term trajectory is found using Eq. (5.10) for 10 time steps into the future,
as in we reconstruct [X̂(t + 2), . . . X̂(t + 11)]. For the long-term estimation, we compute 40
time steps into the future. Finally, the error is computing using the Eq. 5.10 for trajectory
prediction errors.
The results of the error reconstructions are shown in Table 5.1. The errors shown in the table represent the difference between the true trajectory and trajectories computed using the
Koopman operator constructed from the learned features (L), the Gaussian basis functions
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Dictionary

Prediction

Duffing

Reconstruction Error
L

G

M

Near-Term

0.8021

0.7619

0.7976

Oscillator

Long-Term

0.3877

0.480

0.3626

Time-Dependent

Near-Term

0.4369

0.6307

0.4977

Double Gyre

Long-Term

0.3869

0.7985

0.6539

Table 5.1: Comparison of Error Reconstruction with Different Dictionaries for Various Environments

Figure 5.5: Reconstruction of the trajectory of a single particle in the time-dependent double gyre
using the Koopman operator constructed from learned features and known dictionaries.
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(G), and the monomial basis functions (M). We see that for simpler systems, such as the
Duffing oscillator, the learned features perform comparably, if not slightly worse, than the
models from handcrafted dictionaries. However, for more complicated systems, such as the
double gyre, the reconstruction in the long-term regime using the learned features outperforms the methods using the handcrafted dictionaries. This is exemplified most clearly in
Fig. 5.5 for the trajectory of a randomly sampled particle. The particle’s initial position is
close to (1.5, 0.1). For short-term predictions, the trajectory of the particle estimated using
the learned features versus the Gaussian or monomial basis functions are similar. However,
as more time elapses between the initial position of the particle and the estimate, the learned
features are able to more closely match the true trajectory. The trajectories estimated using
the Gaussian basis functions quickly diverge after several time steps. While the monomial
basis functions capture some notion of coherence, the learned features are able to capture
both the notion of coherence and the movement of individual particles within the space.
We will next evaluate the accuracy of the eigenfunction approximation. This quantity was
defined by Li et al. (2017). Let the approximate eigenfunction corresponding to the eigenvalue µj of K is then ψj = vj⊤ Φ. Then, the accuracy of the eigenfunction approximation
is
e fj

v
u I
u1 X
|ψj (f (x(i))) − µj ψj (x(i))|2 .
=t
I

(5.11)

i=1

We show the eigenfunction approximation for the Duffing oscillator and double gyre comparisons for various features and dictionaries in Fig. 5.6. The value of ej as in Eq. (5.11)
are selected for the first few eigenvalues in both environments. We select 100 randomly
sampled points in each environment and calculate the eigenfunction approximation error for
the eigenfunctions from the learned model, the Gaussian basis functions, and the monomial
basis functions. We can see that the learn features perform comparably to the monomial
basis functions, which also provided good reconstruction. The learned features also outperform the Gaussian basis functions. Note, that the low error in approximation is an indicator
of the invariance of the eigenfunctions, as it shows that the application eigenfunctions do
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(a)

(b)

Figure 5.6: Eigenfunction error approximation for Koopman operator constructed with learned
features and known dictionaries. Errors were computing using randomly samples points in the (a)
Duffing oscillator and (b) double gyre environment and averaging their corresponding eigenfunction
error.

not cause high divergence.
5.3.3. Qualitative features
Next, we quantitatively compare the eigenfunction values derived from the EDMD using
RFFs, as proposed in this paper, with the kernel EDMD algorithm (Williams et al., 2015b).
For the double gyre, we have shown that the coherent sets, an important property of flow
environments, can be estimated using an RBF kernel with σ = 0.75 (Salam et al., 2022). We
plot the eigenfunctions of the Koopman operator associated with the 2 dominant eigenvalues
of the decomposition. The eigenfunctions of the Koopman operator corresponding to the
kernel EDMD formulation elucidate the two distinct regions on the left half and right half,
as seen in Fig. 5.7 (a) and (b). The eigenfunctions of the Koopman operator learned using
the proposed algorithm in Fig. 5.7 (c) and (d) agree closely with the verified notions of
coherence within this environment.

5.4. Summary
The work presented in this chapter provides fundamental advances in the two aspects. First,
we devise a way of jointly learning the observables and the Koopman operator from data
collected by robots in a reproducing kernel Hilbert space using random Fourier features.
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(a)

(b)

(c)

(d)

Figure 5.7: Eigenfunction comparison for kernel EDMD algorithm versus EDMD with learned features for time-dependent double gyre. The two dominant eigenfunctions (a) and (b) from the
Koopman operator constructed using kernel EDMD. The two dominant eigenfunctions (c) and (d)
from the Koopman operator constructed using the learned features.
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Second, we explicitly characterize the uncertainty associated with this construction of the
observables and Koopman operator. These theoretical advances in the formulation of the
Koopman operator are tested on environmental monitoring datasets. We show that the proposed framework is desirable for representation of complex, spatiotemporal environments
both quantitatively and qualitatively. In the near future work, we will leverage the uncertainty quantification for achieving adaptive sampling. In the next chapter, we discuss how
the kernel transfer operators may be used in high level planning and decision-making.
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CHAPTER 6
Leveraging coherent sets
6.1. Problem statement
Here, we presents studies on how global dynamics and knowledge of high-level features can
inform decision-making for robots in flow-like environments. In Chapter 5, we developed
general methods for the construction of the kernel transfer operator. In this chapter, we
demonstrate how to apply the kernel transfer operator for an online environmental feature
generator. Specifically, we investigate how coherent sets, an environmental feature found in
these environments, inform robot awareness within these scenarios. We compute coherent
sets online with techniques from machine learning and design frameworks for robot behavior
that leverage coherent set features. We demonstrate the effectiveness of online methods over
offline methods. Notably, we apply these online methods for robot monitoring of pedestrian
behaviors and robot navigation through water.

(a)

(b)

Figure 6.1: Time-dependent double gyre flow at times (a) t = 0 and (b) t = 5.1. The double gyre
model is a prototypical model in the study of coherent sets. The black particles, not in a region of
coherence, disperse quickly. The pink particles within a coherent structure follow the flow and stay
within a region.

The typical study of flow-like environments requires knowledge of the flow map or vector
field that describes the evolution of the entire state of the system under a specified time
frame. Robotics application within these environments usually involve detailed knowledge
and representation of the underlying flow velocity (Kularatne et al., 2018; Lolla et al., 2012;
Palmieri et al., 2017), which is not always feasible and may be computationally expensive.
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The methods in this chapter allows us to represent key features of the flow-like environment
without explicitly estimating or tracking the equations of motions. Here, we rely on the
extraction of the global dynamics of the system, namely coherent sets, from noisy data to
capture high-level, overarching spatial trends of the particles.
Coherent sets are a global characteristic of turbulent flows that describe groups of particles
that move together robustly and do not disperse much (Fiedler, 1988). This means particles
within coherent sets tend to stay within the sets (see Fig. 6.1). Lagrangian coherent structures (LCS) are separatices that delineate dynamically distinct regions in dynamical systems
(Kelley et al., 2013). LCS provide different but complementary information when compared
to coherent sets (Tallapragada and Ross, 2013). Knowledge of coherent sets and LCS allows robots to compactly represent key characteristics of these flow-like environments and
leverage them in application-specific ways. For example, surgical robots could understand
vasculature conditions such as flow stagnation and separation during medical procedures
(Shadden and Taylor, 2008). Aerial vehicles are affected by coherent features during takeoff
and landing (Tang et al., 2011). Robots used for environmental monitoring may be interested in atmospheric and oceanic transport pathways that play a role in the movement of
pollutants (Nolan et al., 2020). Marine vehicles can plan energy efficient trajectories in the
ocean by leveraging coherent structures (Inanc et al., 2005; Heckman et al., 2016; Ramos
et al., 2018) and maintaining sensors in their desired monitoring regions (Hsieh et al., 2014;
Wei et al., 2019). Knowledge of the coherent sets improves robots’ situational awareness in
context-specific ways by offering a lightweight feature of the complex environment that can
be used for decision-making and high-level, coarse planning.
The work in this chapter builds upon these advances advances at the intersection of machine
learning and dynamical systems have not been explored in a robotics context using online
algorithms to develop strategies that allow robots to compute coherent set features online
and contextualize them in the robots’ environment for increased situational awareness and
to facilitate decision-making. The contributions of this chapter are:
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• online feature detection methods within complex environmental structures and
• demonstrations of how coherent set features can be used for decision-making and
planning in two application settings.

6.2. Methodology
We use the coherent set detection framework as a map for greater situational awareness for
operating within flow-like environments that exhibit this notion of coherence. First, we provide the relevant background in dynamical systems and machine learning related to coherent
sets and show how kernel methods can represent coherent sets from data. Next, we demonstrate the usefulness of computing coherent sets in an online setting with simulations and
analysis of known benchmarks. We apply these online methods for computing coherent sets
for overhead data in an urban monitoring environment, where the coherent sets correspond
to regions of interest for situational awareness. Lastly, we show how sparse representations
of coherent sets in a fluid flow can be leveraged for energy-efficient navigation of surface
vehicles.
6.2.1. Kernel Methods for Coherent Set Detection
Here, we will provide the mathematical definition of coherent sets, show their representation
through transfer operators, and demonstrate how this transfer operator representation can
be computed using their kernel versions. We refer the reader to Klus et al. (2019) for a
detailed discussion on these methods and the intuition behind how these methods relate to
coherence. Let F : L2µ (X) → L2 (Y) be the forward operator, for some µ that is a reference
density of interest. Given ν = F1 as the image density obtained by mapping the indicator
function on X forward in time. If we normalize F with respect to ν, we can define a new
operator A : L2µ (X) → L2ν (Y) and its adjoint A∗ : L2ν (Y) → L2µ (X) as
Z

pτ (y|x)
f (x)µ(x)dx,
ν(y)
Z
(A∗ g)(x) = pτ (y|x)g(y)dx.

(Af )(y) =

120

transfer operators
…

environmental
features

…

…

data

kernel methods

Figure 6.2: Diagram of interplay between data, transfer operators, kernel methods, and environmental features. Transfer operators represent dynamical systems, where a state x ∈ X is lifted to
a space L∞ X and g(x) provides physical properties of the system. Many systems are defined by
data exhibiting complex patterns, such as two nested rings, flows in oceans, taxi trajectories, and
biological behaviors. Kernel methods transform this data to an alternative space with the use of
kernel functions. Data is then easier to interpret, such as by separating two nested rings or by
creating a Gram matrix for use in a kernel algorithm. Transfer operators are represented through
kernel methods by embedding dynamical systems into a kernel space, R. Kernel algorithms extract
environmental features from transfer operators, such as where humans tend to congregate in crowds,
areas of gyres in oceans, or patterns of blood flow in hearts.
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Here, A is the analogue of the reweighted Perron-Frobenius operator, or the Koopman
operator with the roles of X and Y reversed, and A∗ is the analogue of the Koopman
operator. The operator A∗ A is used to detect coherent sets. To detect the coherent
sets, the following eigenvalue problems needs to be solved:
A∗ Af = ρ2 f.

(6.1)

In general, the inverses of the covariance and cross covariance operators do not exist. Thus,
the regularized inverses are used, specifically we use (CXX +ϵI)−1 and (CY Y +ϵI)−1 . We can
then define the RKHS approximation of A as (CXX +ϵI)−1 CXY and A∗ as (CY Y +ϵI)−1 CY X
from the kernel formulations of transfer operators in (2.50) and (2.46).
Using these regularized inverses to solve (6.1) gives
(CXX + ϵI)−1 CXY (CY Y + ϵI)−1 CY X f = ρ2 f.

(6.2)

Using the empirical estimates from (2.51) and (2.47), the eigenvalue problem of the RKHS
version of the transfer operators in Eq. (6.2) becomes
ΦBΦT fˆ = ρ2 fˆ
for B = (GXX + nϵI)−1 (GY Y + nϵI)−1 GY Y . Instead of solving this eigenvalue problem
directly, we can instead solve a surrogate eigenvalue problem
(GXX + nϵI)−1 (GY Y + nϵI)−1 GY Y GXX v = ρ2 v,
with fˆ = Φv.

(6.3)

In practice, we will solve this eigenvalue problem to compute the coherent sets of a system.
In order to compute the coherent sets, we first compute the dominant eigenfunctions, as
in Eq. (6.3). Then, a k-means clustering is applied to the k dominant eigenfunctions to
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determine the coherent sets.
6.2.2. Online Computation of Coherent Sets
Robots collect data in real time and knowledge of the dynamics of the environment is
limited; thus, we desire a way to detect coherent sets online using A∗ A and solving the
eigenvalue problem, estimated as Eq. (6.1). The operator A∗ A can be represented as a
function of covariance operators, CXX and CY Y , and cross covariance operators, CXY and
CY X . Instead of using covariance and cross covariance operators directly, the eigenvalue
problem is solved using a surrogate formulation (6.3). The surrogate formulation relies
on Gram matrices GXX and GY Y , where GXX captures correlations between the initial
positions of the tracked objects and GY Y captures correlations between the final positions
of the objects. However, robots collect sensor measurements in real time. Other works
assume knowledge of the fixed lag time τ , such that analyzing the operator A∗ A with data
at t0 and τ computes coherent sets (Klus et al., 2019). Our paper analyzes how coherence
can be computed in an online setting with no prior assumptions about τ . In this section,
we extend the work relating transfer operators to kernel methods (Klus et al., 2019) and use
insights in dynamical systems theory (Froyland et al., 2010; Froyland, 2013; Banisch and
Koltai, 2017) to offer a mathematically sound method for computing coherent sets online
using kernel-based techniques from machine learning.
For coherence at several time instances, studies have shown it is sufficient to average the
operators A∗ A for all the different time instances and compute the dominant eigenfunctions
of the resulting operator (Froyland et al., 2010; Froyland, 2013; Banisch and Koltai, 2017).
Let A∗t0 ,t correspond to the Koopman operator and At0 ,t correspond to the Perron-Frobenius
operator for the dynamics from t0 to t. Then, we are interested in the time-averaged quantity
T −1
1 X ∗
A0,i A0,i .
T

(6.4)

i=0

Averaging the operator A∗ A by using the representations of the operators in (6.2) and the
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corresponding surrogate eigenvalue problem in (6.3), we are interested, at each time step t,
the eigenvalue decomposition of
t

1X
(GXX + nϵI)−1 (GYi Yi + nϵI)−1 GYi Yi GXX ,
t
i=0

which can be rewritten as
−1

(GXX + nϵI)

"

#
t−1
1X
−1
(GYi Yi + nϵI) GYi Yi GXX .
t

(6.5)

i=0

The inner sum is computed as the standard optimal online averaging solution with the
addition of more data. Then, the eigenvalue decomposition of the full resulting operator for
the surrogate problem, Eq. (6.5), is computed at each time step. Finally, k-means clustering
is applied, as before.

6.3. Simulations and Analysis
We present two examples of fluid flows, where the coherent sets are well-studied. We perform
an analysis on the quality of the features generated from our online method compared to
those from offline methods. We use known systems to analyze the performance of our online
methods since it is hard and often infeasible to obtain ground truth for coherent sets for
real-world applications, especially when the underlying dynamics are poorly understood.
6.3.1. Time-Dependent Double Gyre
A simple model of the wind-driven, time-dependent double gyre flow, as in Forgoston et al.
(2011), is described by
f (x, t) = ϵ ∗ sin (ωt) ∗ x2 + (1 − 2ϵ sin (ωt)) ∗ x
∂f
= 2α ∗ sin (ωt) ∗ x + (1 − 2α sin (ωt))
∂x
ẋ = −πA sin (πf (x, t)) cos (πy)
ẏ = πA cos (πf (x, t)) sin (πy) ∗
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∂f
.
∂x

This was first described in Chapter 5 and shown in Fig. 5.4. The parameters selected and
how the positions of the points were estimated can be found in Chapter 5.

(a)

(b)

Figure 6.3: The Bickley jet is an idealized model for fluid flows, such as in the ocean or in the
atmosphere. (a) 9900 particles are initialized in a [0, 20] × [−3, 3] environment. (b) The movement
of the particles are tracked under a Bickley jet model until t = 40, shown here at t = 10.1.

With a Gaussian radial basis function kernel k(x, x′ ) = exp(−(∥x − x′ ∥)/(2σ 2 )) for σ = 0.75,
we compute the Gramian matrices for GXX for the initial position of the particles and GYi Yi
for the position of the particles at time i, as in Eq. (6.5). In an online setting, only the inner
sum needs to be recomputed as a moving average. The total product and its eigenvalue
decomposition is performed. A k-means clustering for k = 3 is computed on the 3 dominant
eigenvalues of the estimated time-averaged matrix Eq. (6.4).
6.3.2. Bickley Jet
The Bickley jet model is a prototypical model in the study of coherence that is a meandering
zonal jet, flanked both above and below by counter rotating vertices. The Bickley jet is used
as an idealized model for the Gulf Stream in the ocean and polar night jets in the atmosphere
Del-Castillo-Negrete and Morrison (1992); Beron-Vera et al. (2010).
The stream function for the Bickley jet model is

ψ(x, y, t) = ψ0 (y) + ψ1 (x, y, t)
 
y
ψ0 (y) = −U0 L0 tanh
L0
!
 
3
X
y
ψ1 (x, y, t) = U0 L0 sech2
ℜ
fn (t) exp(iknx) ,
L0
n=1
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with fn (t) = ϵn exp(−ikn cn t). The velocities can be computed as ẋ = ∂ψ/∂x and ẏ =
∂ψ/∂y.

We use scaled parameters from Hadjighasem et al. (2017) resulting in U0 =

5.4138, L0 = 1.77, c1 = 0.1446U0 , c2 = 0.2053U0 , c3 = 0.4561U0 , ϵ1 = 0.075, ϵ2 = 0.4, ϵ3 =
0.3, r0 = 6.371, k1 = 2/r0 , k2 = 4/r0 , k3 = 6/r0 .
We sample 9900 points uniformly on a grid [0, 20] × [−3, 3]. From time t ∈ [0, 40] with
step size 0.1, we calculate the trajectories of the points using a variable-step, variable-order
Adams-Bashforth-Moulton solver of orders 1 to 13 on the velocity [ẋ, ẏ], as shown in Fig.
6.3. Some particles escape the grid [0, 20] × [−3, 3], and the positions of these particles wrap
around such that they stay within the grid. The true time lag parameter τ , as introduced
in Sec. 6.2.2, for this map is known to be 40 for this simulation.
For this example, we also use a Gaussian kernel, with σ = 1. We compute the Gramian
matrices for GXX for the initial position of the particles and GYi Yi , as before for the timevarying Eq. (6.5) and perform k-means clustering for k = 9 with 9 dominant eigenvalues of
the operator, similar to Klus et al. (2019).
6.3.3. Analysis of Online Coherent Sets Computation
Environment

Method

Time-Dependent
Double Gyre
Bickley Jet

Evaluation Metric
RI

H

V

Offline

0.981

0.965

0.964

Online

0.967

0.940

0.945

Offline

0.696

0.559

0.628

Online

0.745

0.585

0.663

Table 6.1: Comparison of Evaluation Metrics on Methods for Computing Coherent Sets

We compare the online algorithm, using Eq. (6.5), to the offline algorithm, where we naively
compute surrogate eigenvalues of the operator A∗ A at each snapshot. We compare methods
for external cluster validation, where evaluation is based on comparing the online and offline
clustering to a known true clustering. The true clustering is found by constructing the
operator A∗ A for the true time parameter τ and using the k-means algorithm for the known
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number of clusters over multiple random initializations of cluster centers and averaging the
clusters. The results are shown in Table 6.1. We use the Rand index adjusted for chance
(RI), homogeneity (H), and the V-measure (V). The Rand index measures similarity of the
assignments, homogeneity indicates if each cluster contains only members of a single class,
and V-measure is a combination of homogeneity and completeness, where completeness
indicates if all members of a given class are assigned to the same cluster. The evaluation
metric is found by comparing clusters from each time step against the true clusters. This is
then averaged across all time steps.

(a)

(b)

(c)

(d)

Figure 6.4: Comparison of offline and online clustering algorithms for the time-dependent double
gyre flow at time t = 17.6 in (a) and (b) and Bickley jet at time t = 39.9 in (c) and (d). (a) The
offline version does not take into account prior measurements of the double gyre. (b) The online
version incorporates historical data about the flow and consistently computes the true coherent sets.
(c) The offline clustering of the Bickley jet incorrectly computes the coherent sets, even when close
to the true time parameter. (d) The online method produces robust estimates of the coherent sets.
The true coherent sets associated with the double gyre and Bickley jet almost exactly align with the
coherent sets detected in (b) and (d).

Across all metrics, the online method for the double gyre performs slightly worse than the
offline method. In both the offline and online clustering, the clustering are qualitatively
similar to the true clustering in size and shape. For the more complex and realistic Bickley
jet, the online method outperforms the offline method across all metrics. In both scenarios,
the online method is less sensitive to noise and invalid clustering, as shown in Fig. 6.4.
The simulations and experiments conducted in this paper rely on the online method, which
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requires less knowledge about the environment and works better in complicated, real world
scenarios due to its incorporation of data over time.

6.4. Environmental Feature Generation for Aerial and Surface Robots

1

In this section, we discuss how computing coherent sets in real time facilitates robots’ awareness. We then demonstrate preliminary ideas as to how this information can be incorporated
into the robots’ decision-making.
6.4.1. Aerial vehicle based crowd monitoring
Robots operating in dense environments, such as urban landscapes or roadways, rely on persistent monitoring of crowds for scene understanding and safe navigation. Much of the literature in this area surrounds tracking individual trajectories of pedestrians or other objects.
However, understanding global information about pedestrian movement allows for greater
awareness of high-level behaviors and facilitates informed planning. With aerial vehicles
monitoring an environment overhead, we can collect trajectory information of pedestrians,
which can be thought of as a flow-like environment (Ali and Shah, 2007). This information
can be used within our framework to elucidate key features, such a high congregation areas,
of the underlying, persistent crowd behaviors.
Overhead data of pedestrians at a train station stop was collected from the 4th floor of an
hotel in Bahnhofstrasse, Zurich (Pellegrini et al., 2009). The original sequence is processed
with a time step of 0.4s. We found and analyzed the dataset using tools from OpenTraj
(Amirian et al., 2020). We compute coherent sets using trajectories of 116 pedestrians over
51 time steps, with a 2-degree polynomial kernel and 3-means clusters on 3 eigenvalues.
In Fig. 6.5, we see coherent sets illustrate areas of congregation or high movement for
pedestrians. Pedestrian data can be collected in real time to track coherent sets online,
where sets would then be used to navigate through crowds, such as by avoiding the busy train
platform, or deploy sensors for situational awareness, such as by monitoring the entrance
for anomalous behavior or notable changes in coherence patterns. The regions of interest
1

Accompanying video can be found at https://youtu.be/D-4S6hnFr2E
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Figure 6.5: Aerial view of pedestrians walking through train station with coherent sets overlaid.
Coherent sets correspond to regions of interest including train platform, entry areas, and exit areas,
indicated by different colored circles. Regions could be used for decision-making in urban or dense
environments.

are areas where if groups of pedestrians start within a specified region, they tend to exhibit
similar behaviors. The proposed indications of various areas of interest, such as regions of
waiting, entry, and exit, provide a semantic interpretation of the coherent sets in this specific
context.
6.4.2. Energy-efficient trajectories for surface vehicles
Currents in rivers, oceans, and in the atmosphere are other examples of flow fields. While
global information is complex and hard to analyze, local information does not provide an
accurate description of environment features. Here, we leverage coherent sets from a single
gyre to demonstrate the usefulness of path planning under awareness of these global features.
We create flows and deploy surface vehicles using the multirobot Coherent Structure Testbed
(mCoSTe) which consists of a micro Autonomous Surface Vehicle (mASV) and a Multi Robot
flow tank (MR tank). The MR tank is a 4.5m × 3.0m × 1.2m tank of water equipped with an
OptiTrack motion capture system providing localization of the mASV at 120Hz. The mASV
is a differential drive vehicle with a maximum forward speed of approximately 0.2m/s. Two
flow driving cylinders placed horizontally and rotating at approximately 200rpm creates a
single gyre flow in the MR tank, as shown in Fig 6.6.
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We assume one or more robots are collecting velocity or trajectory data. This may be aerial
vehicles collecting overhead imagery of the flow field or passive gliders directly sampling
the velocity. This information is then processed in real time to compute the coherent sets.
Instead of surface vehicles tracking and modeling individual trajectories within the flow
field, the robot maintains the coherent sets as a global description of the dynamics of its
environment. The coherent sets are calculated using an approximate flow model for the gyres
in the tank for 3591 simulated particles over 150 time steps, where the flow model is a noisy
estimate for the true flow induced in the tank by the flow driving cylinders. Our coherent
set algorithm uses a Gaussian kernel with σ = 1.25 and 3-means clusters on 3 eigenvalues.
Then, the sets are used to construct energy-efficient paths. We plan paths from a specified
start location to a goal location by picking waypoints near coherent sets, exerting control
effort to travel to and escape from coherent sets, and remaining in coherent sets until the
next waypoint is close. This is ideologically similar to the waypoint selection method from
Ramos et al. (2018) using LCS.
The robot navigates the flow induced by a single gyre model and completes its mission when
planning a trajectory based on the coherent set. During execution, the robot saves energy

Figure 6.6: Experimental test bed for surface vehicle navigation in controlled flows within a tank.
The mCoSTe consists of a mASV and a water tank, where two flow driving cylinders were placed
horizontally in the tank, circled in orange, to create a single gyre.
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Figure 6.7: Comparing trajectories of a robot operating in a single gyre flow and using a coherent
set in decision-making, with region of entry (blue), region of exit (green), coherent set (pink), and
selected waypoints (stars). The trajectory of the mASV is lightest where it began and darkest where
it ends. (Left) The trajectory of an mASV stuck in the single gyre while attempting to reach the goal.
(Right) The trajectory of an mASV leveraging the coherent set to move through the environment
efficiently and escape when close to the goal.

by turning off its motors when the boundary of the coherent set is reached and floating
through the minimal dispersion region. However, a boat unaware of the coherent set drives
into the gyre, causing the robot to become stuck and ultimately fail to reach its goal, as
seen in Fig. 6.7. Modeling coherent sets gives the robot a descriptive framework to reason
about flows in the environment, without maintaining detailed knowledge.

6.5. Summary
Robots operating in complex scenarios necessitates greater awareness of their environment.
In flow-like environments, global dynamics may be more useful than tracking individual
trajectories. Transfer operator theory provides a systematic framework for reasoning about
global dynamics. Recent advances in machine learning and transfer operators combine
powerful data representation with physical system knowledge. Here, we present a framework where coherent sets, defined by transfer operators, are learned with kernel methods,
estimated online, and integrated into decision-making for robots. We foresee robotics applications incorporating awareness of environments in novel, meaningful ways with these
connections. For example, our framework allows scene segmentation according to pedestrian
movement instead of static objects and efficient navigation of strong flows with little infor131

mation. Future work includes automated kernel function selection, a distributed framework
for sensor information collected by multi-robot teams, development of more sophisticated
decision-making schemes, and further analysis in real environments.
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CHAPTER 7
Conclusion
7.1. Thesis Summary
This dissertation proposes multiple frameworks for learning representations of spatiotemporal environments for robot teams performing monitoring. The work presented in this
manuscript incorporates multiple important considerations when performing machine learning for environmental monitoring with robots. The focuses of this work are the theoretical
and algorithmic foundations for actualizing machine learning techniques onboard robots
monitoring time-varying, complex phenomena. This includes considerations such as: incorporating sensing constraints and noise, intermittently collected data, and the distributed
nature of robot teams. While the works in this manuscript are specific to and have been
validated on robotics platforms, many of the techniques may be generalizable to representing
spatiotemporal phenomena in other scenarios, such as data from smart cities or large-scale,
multi-modal forecasting.
The contributions of this manuscript include creating linear models in the spatial domain and
leveraging kernel methods to explicitly capture the nonlinearities of the systems for robotic
applications. These distributed techniques for developing low-dimensional models lead to
optimal sensing and online data assimilation for multi-robot teams. Online kernel methods
allow for future state prediction and the generation of important physical characteristics of
environments, such as coherent sets, for decision-making. These methods are novel in that
they bridge the relative advantages of machine learning and dynamical systems theory for
multi-robot teams. Machine learning has become the defacto tool for building models from
data. Dynamical systems theory offers rich insights in understanding the global dynamics
and evolution of a system. By leveraging the generality and flexibility of machine learning in
manipulating data and the physical interpretability of dynamical systems theory, these techniques can be modified and used on robotics platform, as demonstrated in this manuscript.
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The synergy between these three fields allows robots to represent the environment, where
the properties of these representations contribute to high-level decision-making for robots.
The significance of this work is as follows: the development of machine learning tools with
distributed and uncertain data, representations of dynamical systems and its features from
data, and the development and implementation of meaningful, decision-making models for
multi-robot teams.
Chapters 3 and 4 focus on the application of dimensionality reduction techniques for environmental monitoring with robot teams. These works result in end-to-end frameworks for
distributed modeling with matrix representations of the environment.
• We devise a strategy for designating local, distributed models tracking spatiotemporal
phenomena from classical dimensionality reduction techniques.
• We formulate two methods for determining the optimal sensing locations using the
dynamics extracted from the dimensionality reduction.
• We establish methods for online data assimilation strategies to update global dynamics
using newly acquired sensor measurements.
Chapters 5 and 6 introduce kernel methods for representing dynamics of the environment
the robot would like to capture. These approaches allow for more systematic, dynamical
systems theoretic techniques to capture the global dynamics of the process of interest.
• We develop an automated procedure for constructing operators that describe the global
dynamics of environments represented as dynamical systems.
• We show how to quantify uncertainty in these generalizable models and demonstrate
their relation to model reconstruction.
• We extracted key features, coherent sets, related to the global dynamics of flow-like
environments using online, sparse data.
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In Chapters 3, 4, 5, and 6, the experimental portions of this work support the theoretical
and algorithm advances set forth in this manuscript.
• In Chapter 3, we validate distributed methods and communication schemas on teams
of marine robots.
• In Chapter 4, we test online data assimilation and fast optimal sensing placement
algorithms on heterogeneous teams of marine robots and simulated aerial vehicles.
• In Chapter 5, we verify the effectiveness of the learned models for trajectory reconstruction and feature representation across prototypical, spatiotemporal environments.
• In Chapter 6, we demonstrate the online learning of coherent sets for energy-efficient
navigation for a marine robot and crowd monitoring for a simulated aerial vehicle.

7.2. Outlook
The frameworks presented in this dissertation provide the mathematical and algorithmic
foundations for multi-robots teams to construct representations of the environments based
in dynamical systems theory and machine learning. In this section, we will present four
future directions. First, we discuss generalizability of the algorithms for environmental
representation of spatially distributed settings. Second, we present possibilities for incorporating more complex structure into kernel representations of dynamical systems. Third, we
note some fundamental open areas in applying such methods to control. Lastly, we outline
the near future goal of incorporating the Bayesian representation of the environment into
adaptive sampling frameworks.
Many of the algorithms focused on distributed, online algorithms for multi-robot representation of the environment extend beyond the works presented. The works in Chapters 3 and
4 introduce and verify techniques related to spatiotemporal environmental representations,
where the spatial environment can be represented as a matrix. We leverage the spatially
delineated nature of the matrices derived from the dimensional reduction techniques. By
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noting this key property of the representations, we are able to devise techniques under the
premise that distinct subsets of the matrices, either rows or columns, can serve as distributed
models of the environment. The methods developed for distributed sensing, collective communicative, and online data assimilation, and apply beyond the two dimensionality reduction
techniques studied in this manuscript. These techniques may be applied and studied under
a variety of scenarios, outside of the PCA and DMD algorithms. For example, the feature
map representations over distributed spatial measurements in Chapters 5 and 6 are also
amenable to the same treatment. Specifically, we can formulate the feature maps acting on
spatial points as local maps and perform the local, distributed algorithms propositions in
Chapters 3 and 4.
In this manuscript, the kernel methods describe focus on stationary kernels, where the
dependence between two points x and x′ can be captured completely by their distance,
as in k(x, x′ ) = k(|x − x′ |). The most general form of kernels are non-stationary kernels,
which include stationary kernels as a special case. Non-stationary kernels capture inputdependent correlations. Non-stationary kernel learning has gained attention in recent years
(Samo and Roberts, 2015; Remes et al., 2017). These works are based off of the Fourier
representation of non-stationary kernels introduced by Yaglom (1987), which can be thought
of as a generalization of Bochner’s Theorem. These works for learning non-stationary kernels
can be embedded into the frameworks described in Chapters 5 and 6 to express and capture
even more complex, realistic phenomena. While the environments over which the algorithms
were verified are prototypical in the study of dynamical systems, the real-world may not be
easily encapsulated by these representations. However, automated kernel learning is still
an active area of research and the problem of automated non-stationary kernel is still not
well-defined.
The transfer operator has been well-studied in controls for robotics (Korda and Mezić, 2020;
Abraham and Murphey, 2019; Folkestad et al., 2020a; Bruder et al., 2019). Transfer operators serve as attractive representations for control as they can be formulated as linear models.
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Given a kernel Koopman operator, control techniques such as linear quadratic regulator and
model predictive control may be leveraged. However, there are practical considerations when
learning and applying these models within control theory. First, the dictionary of observables (in Chapter 5, the RFFs) may fail to satisfy the invariance property for observables.
For example, when deriving a sparse model and simulating it from an initial condition, the
evolution of the observable may leave the lifted space (Bruder et al., 2019). Alternatively,
while several works focus on finding functions that are the basis Koopman invariant subspaces (Kaiser et al., 2021; Kawahara, 2016), none of the aforementioned methods provide
mathematical guarantees for the identified functions to be Koopman eigenfunctions (Haseli
and Cortés, 2021). Additionally, there are still many open questions related to the representation and evolution of control inputs within transfer operator methods (Proctor et al.,
2018; Otto and Rowley, 2021).
Lastly, the uncertainty quantification presented in Chapter 5 can be used for adaptive sampling, much like the use of uncertainty quantification for adaptive sampling with GPs (Krause
et al., 2008). This will require the following components: formulating an information maximization schema over the observables using the uncertainty, determining the task assignment
over agents to allocate the assignment of agents to tasks, perform an online update of the
model with a subset of the observations. To determine the task assignment over agents
to allocate the assignment of agents to tasks the assignment methods in Chapters 3 and 4
can be modified. To formulate an information maximization schema, the works by Krause
et al. (2008); Singh et al. (2009) provide the mathematical for determining optimal sensor
placement within GP frameworks. The fast, efficient, and reliable online updates to the
model still remain an open question. The implementation of the three components would
allow for the realization of the online kernel Koopman operator for adaptive sampling.
The developments in this manuscript for learning and leveraging data-driven environmental representations for robotic applications demonstrates the applicability and rich future
possibilities of combining machine learning and dynamical systems in multi-robot systems.
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