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Introduction
Mathematical models related to inverse source problems (ISP:s) for parabolic equations arise in various applications such as in the location of a pollutant source in groundwater flow and in the design and control of various heat processes. Partly due to its importance in applications there has been a recent surge on research for various types of ISP:s for parabolic problems, see for example references in [1, 2] .
A classical uniqueness result, [3] , asserts that for a heat (or diffusion) process with coefficients solely depending on the space variables, a time-independent heat source can be uniquely reconstructed from final time data. It is straightforward to see that there cannot be any uniqueness result for this type of inverse problem in the class of general heat sources that depends on both space and time. It is, however, not immediately clear in terms of uniqueness of a spacewise dependent heat source from final time data in the case when the heat or diffusion process has timedependent coefficients. That particular case is researched in [2] .
In the present work, we shall investigate the given conditions for uniqueness derived in [2] , and construct examples showing that when these conditions are violated there is more than one solution. Moreover, we generalize the results in [2] , holding for spacewise dependent heat sources, to a wider class of sources being the product of a known timedependent part and an unknown (to be reconstructed) spacewise dependent part. Sources of the latter form have been used, for example, in [4] .
2. Optimality of the conditions for uniqueness derived in reference [2] Consider a bounded domain Ω with a Lipschitz continuous boundary Γ = ∂Ω. To set out to investigate conditions for uniqueness, we start by being more precise and recall that the following inverse source problem (ISP) is studied in [2] : Find a solution pair {u(x, t), f (x)} such that
given the final time data
where
together with the requirement
for every x, t and any
, where n ≥ 1. Uniqueness in the retrieval of the solution and source to the ISP (1)- (2) is proved in [2, Thm. 3.7] under the conditions that
Note that the matrix A obeys (3), and is therefore positive definite in space and time, thus there exists a unique positive definite square root A . For scalar coefficients, the conditions (4) translate into the requirements that both A(t) and c(t) decrease in time.
It is natural to ponder on the question whether the requirement to have the coefficients decreasing in time can be relaxed or perhaps dropped altogether and still have uniqueness of a solution to the ISP (1)- (2) . Rather surprisingly, the following example shows that without the condition of decay in time we cannot guarantee uniqueness in the above ISP. Example 1. Consider the following one-dimensional ISP for x, t ∈ (0, π) having zero final time data,
with the choice c(t) =
1−cos(t)
sin(t) − 1. Easy calculations show that the coefficient c can be naturally extended to t = 0 with c(0) = −1, and that c (t) = (cos (t) + 1) −1 > 0. Hence, c is smooth and non-decreasing for t in (0, π). Besides the trivial solution (u, f ) = (0, 0) to (5) we have, as can be readily checked, the following non-trivial one
Hence, if the coefficient c is not decreasing in time, the uniqueness of a solution to the ISP can be violated.
The reader might object to the fact that c(t) tends to infinity when t tends to the final time T , and that the integral of c(t) is not finite. However, this is not essential. In fact, it is possible to come up with a more involved example based on results in [6] for a bounded function c(t). We return to this point at the end of the present work. Moreover, one can produce examples in multidimensional solution domains, and a technique for this is outlined in Example 2 below. 2
Time dependent heat sources of the form f (x)h(t)
In this section we then extend the proof-technique from [2] , which was developed for the case of sources f (x) only depending on the space variables in the ISP (1)- (2), to a wider class of sources being also time-dependent; these sources are of the form of a product of a spacewise dependent source and a time-dependent one that is f (x, t) = f (x)h(t) with the time-dependent part h(t) assumed to be known.
We use a general second-order linear differential operator, involving also a gradient term in the space variables,
The more general ISP is then to reconstruct f (x) given h(t) such that
using the additional final time data (2) . Dividing the governing partial differential equation in (7) by the known (given) function h(t), tacitly assuming that h does not have any zeros, we obtain
h . Thus, after division by h the governing equation can be rewritten in the similar form as the one in (7) with the only change being to replace the coefficient c(x, t) by c(x, t) + h (t) h(t) and having a solely spacewise dependent heat source in the right-hand side. Uniqueness for that case is investigated in [2] . Hence, we can show the following result.
Theorem 3.1. Consider a linear partial differential operator L(t) given by (6) with bounded coefficients (possibly being discontinuous in x) such that A t = A, the condition (3) holds and
((0, T )) with h non-zero in the given time-interval. Suppose that
Moreover, assume also that
Then there exists at most one spacewise dependent heat source f ∈ L
2
(Ω) such that (7) and (2) hold.
Proof. Following on from the discussion preceding the statement of the theorem, the ISP consisting of (7) and (2), can be transformed into the corresponding one studied in [2] for h = 1, but in this transformation the coefficient c(x, t) changes into c(x, t) + α(t). The relation α (t) ≤ 0 then implies
Thus, c(x, t) + α(t) satisfies the requirement of [2, Thm. 3.7] and the above result therefore follows.
We point out that the condition that "h does not have any zeros" is essential for the uniqueness (cf. [1, Example 1], where a similar deduction has been used). We shall further highlight this by giving two examples.
Example 2. Rather than only considering one-dimensional configurations in space, we outline a technique for providing a counterexample to uniqueness of the more general ISP, consisting of (7) and (2), for multi-dimensional domains when h(t) changes sign.
Consider the following multi-dimensional ISP for (x, t) ∈ Ω × (0, T ) having final time data being zero, An easy calculation gives β (t) + λβ(t) = h(t). Moreover, u(x, t) := β(t)g(x) then solves (8) with f (x) = g(x). Thus, besides the trivial solution (u, f ) = (0, 0) to the ISP (8), we also have the following
and there is therefore no uniqueness to (8) when h changes sign in the given time interval.
To give an explicit form of a solution constructed with the technique outlined in the previous example, we consider a one-dimensional setting in space.
Example 3. Consider the one-dimensional ISP for x, t ∈ (0, π) with zero final time data,
with h(t) = cos(t) + sin(t), which clearly changes its sign in (0, π). We have
Thus, apart from h having a zero in the given time-interval, the other conditions of Theorem 3.1 are satisfied. Using the technique from the previous example, we find that besides the trivial solution (u, f ) = (0, 0) to the ISP (9), we also have the following one
Now, one can be lead to think that with this class of sources also depending on time, perhaps the condition ∂ t c(t) ≤ 0 in Theorem 3.1 can be removed. However, again via a straightforward example, we show that this condition cannot be removed without violating uniqueness in the ISP consisting of (7) and (2).
Example 4. Consider the following one-dimensional ISP for x, t ∈ (0, π) with zero final time data,
where h(t) = 2 + cos(t) + sin(t) > 0 in [0, π]. One can check that
We then note that c(t) := 2 sin
, which clearly changes its sign in (0, π). Besides the trivial solution (u, f ) = (0, 0) to the ISP (10), we also have the following solution pair
For the sake of completeness, we state and prove the corresponding generalization of [2, Thm. 3.9 ] to the case of heat sources f (x, t) = f (x)h(t).
Theorem 3.2. Consider a linear partial differential operator L(t) given by (6) with bounded coefficients (possibly discontinuous in x) such that A t = A, the condition (3) holds, ∇ · b ≤ 0 and c ≥ 0.
((0, T )) with h being non-zero in the given time-interval. Suppose that
Moreover, assume that
Proof. Since α(t) ≥ 0, α (t) ≥ 0 and α (t) ≤ 0, it follows that c(t) + α(t) ≥ 0, ∂ t (c(t) + α(t)) ≥ 0, and ∂ tt (c(t) + α(t)) ≤ 0.
Thus, as was pointed out before Theorem 3.1, the structure and requirements of the operator L(t) remains the same when we replace the coefficient c(x, t) by c(x, t) + α(t). Therefore, dividing the governing equation in (7) by h(t) and using the transformations explained in the paragraph before Theorem 3.1, the rest of the proof then follows from [2, Thm. 3.9].
One can investigate the necessity of the conditions in Theorem 3.2 and construct similar counterexamples to those above to show that uniqueness of a solution to the ISP consisting of (7) and (2) does not hold when the condition on h or the ones on c are violated, however, this is left to the reader. We point out that Prof. Isakov published an involved uniqueness theorem in [6] for an ISP of the form (7) and (2) . In that result, monotonicity of h(t) is assumed, that is h (t) > 0 is required. In [6, Thm. 3.1], a bounded smooth and non-zero function h is constructed with a derivative that changes sign in the given time interval, and with this function a non-trivial source f (x) is constructed to a problem of the form (9). Using the technique preceding Theorem 3.1, with this function h one can then give a non-trivial solution to the problem (5) with a smooth and bounded coefficient c(t) and where c (t) changes sign. Thus, violating the condition that c shall decrease in time, there is no uniqueness to the ISP (1)-(2) as was already shown in Example 1 but with smooth increasing and unbounded coefficient c(t).
Let us compare assumptions on the data in [6, Thm. Moreover, Theorem 3.1 holds true also for non-monotone functions h(t); an explicit example is h(t) = t sin(t), h (t) = sin(t) + t cos(t),
≤ 0 in (0, π).
Based on these considerations, we may say that Theorem 3.1 is valid also for sources being non-monotone in time, which generalizes results from [6, Thm. 2.1].
