In 1926, Szego conjectured that the Lebesgue constants for Legendre series form a monotonically increasing sequence. In this paper, we prove that his conjecture is true. Our method is based on an asymptotic expansion together with an explicit error bound, and makes use of some recent results of Baratella and Gatteschi concerning uniform asymptotic approximations of the Jacobi polynomials.
for large n. He further conjectured that (1.3) holds for all n > I, a conjecture later proved by Gronwall [7] . GronwalPs result was considerably improved by Szego [12] , who showed that the sequence of differences of the Lebesgue constants p n is in fact completely monotonic, i.e., Ap n = p n+i -p n >0 and (-iyl A r p n > 0 for r = 2,3,.... In exactly the same manner, one can investigate the properties of the Lebesgue constants = (« + 1) rsin|cos^|i>, , n->oo, /n and the infinite series in (1.11) is absolutely convergent. From (1.10), it follows immediately that {L n } is an asymptotically increasing sequence.
The purpose of this paper is to demonstrate that (1.6) holds for all n > 1, i.e., Szego's conjecture is true. Our argument is based on the asymptotic representation (1.10) together with the improved numerical estimate (1.14) | C (H)|<-1* for all n> 49.
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From (1.14), it will be proved that (1.6) holds for all n > 49. The first fifty p n can be calculated numerically, and their values are exhibited in the table in §3. An examination of these values shows that the sequence {L n } is indeed monotonically increasing.
To prove (1.14), we shall make use of some recent results of Baratella and Gatteschi [2] concerning asymptotic approximations of Jacobi polynomials and their zeros. Although these results are in a sense refinements of the asymptotic approximations obtained by Frenzen and Wong [5] , they are of quite different nature from those given in [5] . Thus, in spite of the fact that the main strategy in this paper is similar to that employed by Frenzen and Wong [6] , the detailed analysis here differs considerably from that given there.
The content of this paper is arranged as follows. In §2, we collect some of the known results to be used later in the paper. The main sketch of the argument is presented in §3. Many of the results in §3 are proved in subsequent sections. It is this result that has led to the four-term asymptotic expansion of L n given in (1.10). Motivated by Theorem A, Baratella and Gatteschi [2] showed that Pi a '^(cos0) also has the Cherry-type approximation [3] given in Theorem B below, complete with an explicit error bound. Let As we shall see in this paper, it is this latter result which has led to the error estimate (1-14). For the Lebesgue constant (1.4), we need a = 1 and P = 0, a case not included in Theorem B. Nevertheless, by a slight modification of the argument given in [2] , we have the following corollaries. A precise estimate for the root 6* can be obtained as follows. Since fx(6) is positive and (l/6)fi (6) is strictly increasing in (0,n/2], we have (2.12) From this, it is easily verified that for N > 50, (2.13) 0.999997^ < 6* < ^.
Some preliminary results.
In view of the well-known identity [16, p. 59] (2.14) P w
(cos(n-0)) and the fact that the interval of integration in (1.4) is (0, n), we also need an asymptotic approximation for />" ^(cosfl). By using an argument similar to that for (2.13), it can be shown that (2.18) ^7 < 0* < 1.00004^-2N 2N for N > 50.
The method used by Frenzen and Wong [6] consists of a subdivision of the interval of integration (0, n) in (1.4) at the zeros of the Jacobi polynomials and an application of the uniform asymptotic expansion given in Theorem A. In this paper, we shall approach the problem in a different manner. We shall first replace the Jacobi polynomial in (1.4) by its asymptotic approximation given in Corollary 1, and then split the interval (0, n/2) at the roots x k of the equation f(6) = j itk , where ji k is the kth positive zero of J\(x). An immediate consequence of (2.48) is that the constant DQ in (1.11) is in absolute value less than 2.6945, a result which is needed later in our discussion. To see this, we recall that in [6, Eqs. (1.16) and (6.17)], it was shown that D o has the alternative expression Throughout the remainder of this paper, we shall let N = n + 1 and suppose that N > 50. In view of the identity (2.14), L n can be written
We shall first be concerned with the constant L\ } . The calculation of L$ proceeds in a similar manner.
In (3.3), we replace the Jacobi polynomial /^l f0^ (cos0) by its uniform approximation given in (2.10) . Note that the function
is positive and bounded by 1 on the interval 0 < 8 < n, and that the function f { (d) in (2.9) satisfies (l/0)/i(0) < //(0) for 0 < 0 < n. in (0, n) Here use has been made of (2.51). The right-hand side of (3.33) is obviously positive if n > 49, thus proving (1.6) for all n > 49. g(6) has the same meaning as given in (3.5). Using the monotonicity property of (1/6) f\(6) and f[(0) on (0, n/2) , it is easily seen that where £ is between x k and 0. Since This completes the proof of Lemma 5. where M k is as given in (1.12) and m (6.13) S* = k
=2
The error terms e^ and 614 correspond to those given in (4. and DQ has the same meaning as given in (2.50). The final asymptotic formula for iff, given in (3.30), is obtained by combining the results in (6.12), (6.16), (6.17) and (6.19) .
Observe that the coefficient in the approximation (6.10) for G(6) is l/\/2, whereas the corresponding coefficient for G(6) in (4.5) is y/2. Thus, the approximations differ by a factor of two. Comparing equations (3.12), (3.15) and (3.16) with the corresponding equations (6.12), (6.16) and (6.17), one notices that this difference carries through the calculations of L^ and Z^2
) . This explains why the error Ei in (3.28) is approximately twice as large as that in (3.30).
The sum of L^ and Z^2
) . From (3.28) and (3.30), we have where \e\\ = 0.1995«~3/ 2 . By the same argument, the two integrals in (7.3) can be combined into the single integral so that Since both limits of integration tend to n/2 as n -» oo, we expand the integrand h{6) = (cot(0/2)) 1 /2 a t 6 = TT/2:
*'(,,) (0-|), (7.8) being between 6 and 7i/2. Note that both Ji ifi /N and Jo, m /N are less than 7i/2, and hence that the upper limit in (7.7) is indeed greater than the lower limit of integration. Inserting (7.8) in (7.7) , we obtain by the argument following (5.28) . To approximate 1%, we first recall the asymptotic approximation where (7.12) |e;|<\p4*~3 /2 < x>0. , a combination of these results gives (7.14) (-l)^ where |e^| < 0.0495iV~3/ 2 . In a similar manner, one can show that (7 , 5) tm N where |e §| < 0.2314^-3/2, Note that the leading terms in (7.14) and (7.15) differ only by a minus sign, and hence that where |e£| < 0.3849W 3 / 2 . The final result (1.10) now follows upon adding (7.6), (7.10), (7.16 ) and (7.17) together. The error term e(n) in (1.10) is given by e(n) = ej + 63 + ej + fi| + 69 + Ei + E 2 , and hence satisfies the estimate (1.14).
Conclusion.
In this paper we have found an error bound for a four-term asymptotic expansion of the Lebesgue constants for Legendre series. From this we have also shown that these constants are indeed monotonically increasing, a conjecture of Szego which dates back to 1926. The development of error theories for asymptotic approximations has been advocated by F. W. J. Olver [11] for some time. The present paper is another demonstration of the usefulness of a well-constructed error bound. Although Szego's conjecture is now proved, the present approach is far too complicated. A more satisfactory approach would be to search for an alternative expression for the Lebesgue constants from which the monotonicity of these constants is evident. This is the approach which Szego had used to show that the sequence of differences of the Lebesgue constants for trigonometric Fourier series is completely monotonic. We shall, however, leave this problem to the experts in orthogonal polynomials.
