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INTRODUCTION
With recent technology developments, modern gas turbine engines (GTEs) have become more and more complex and therefore, potentially less reliable. For this reason, condition monitoring systems are extensively used (Jardine et al. 2006) . These systems are capable of monitoring an actual health condition of the engine, identifying the type and place of possible faults, predicting its changes, and consequently maintaining high reliability, and reducing in this way, the risk and the economic impact of serious failures or an unexpected engine shutdowns (Lo Gatto et al. 2006 ).
To be efficient, the condition monitoring system should cover the majority of its components and systems and use all available information of a diagnosed GTE. At present, diagnostic techniques embrace all the primary systems of GTE, namely, gas path, transmission, measurement system, control system, fuel system, oil system, starting systems, etc. Among all these techniques, the algorithms that analyze gas path variables can be considered as essential (Joly et al. 2004; Li 2002) . They provide a deep insight into the performance of engine components such as compressors, burner and turbines and reveal different mechanisms of degradation. Some measured gas path variables, called operating conditions, are used to set an engine's steady state operating point. The remaining measurements are available for engine monitoring and are typically called monitored variables. When the GTE components deteriorate, the monitored variables change accordingly. For this reason, these variables are used to detect and identify GTE faults, e.g., compressor fouling, erosion, foreign object damage, etc. The mechanisms and impact of the faults are described in detail by Meher-Homji et al. (2001) .
The use of measured variables for Gas Path Analysis (GPA) is well known. However, the analysis of unmeasured variables, such as engine power or thrust (DeCastro et al. 2011; Shevchenko et al. 2013) , turbine inlet temperature, and engine component efficiencies (Agrawal et al. 1979; Kacprzynski et al. 2001) can improve the diagnostic accuracy by providing new input information that is not usually taken into account, thus making the diagnostic process more reliable. These unmeasured variables can be handful for characterizing overall engine performance and detecting some degradation mechanisms and engine faults that can be hidden for a standard analysis based on the measured variables.
D r a f t
System identification techniques applied to a nonlinear physics-based model (thermodynamic model) can estimate unmeasured variables and their deviations, but these techniques are too complex for on-line use. There are also some other sophisticated methodologies (Shevchenko et al. 2013; Jiang et al. 2015) but they are applied to estimate only one specific unmeasured variable. The present paper proposes to compute any necessary unmeasured variables and their deviations by "light" data-driven algorithms that are not exigent for computational resources and can be used in on-line monitoring systems. The algorithms are examined on the data of a GTE for natural gas pumping units. Although the data are generated by a thermodynamic model, this model is not directly used in the algorithms. Instead, polynomial models that will operate on real data only are built and used. Within the implemented methodology, a baseline model for the unmeasured variables is firstly determined using the thermodynamic model data. Then, with the help of the thermodynamic model, faulty engine data are simulated and a model for the unmeasured variables is determined. Finally, the deviations between the values affected by faults and the baseline values are calculated and analyzed. In addition to this algorithm, this paper proposes and analyzes two others that allow us to choose the best way to estimate unmeasured variables.
The paper structure is as follows. Section 2 introduces some principles of GTE diagnostics based on measured and unmeasured variables. Section 3 describes the test case engine. Section 4 presents three different variations of the algorithm for estimating unmeasured variables under the conditions of simple engine faults. Section 5 analyzes the estimation of unmeasured quantities for more complex fault scenarios and more thoroughly validates the algorithm. Finally, Section 6 discusses prospective use and utility of these quantities for an on-line monitoring system.
GTE DIAGNOSTICS BASED ON MEASURED AND UNMEASURED VARIABLES

Thermodynamic model
The thermodynamic model of GTE can afford a lot of useful information that can hardly be obtained from a real engine. This model is a system of nonlinear algebraic equations reflecting a mass, heat, and 
Diagnostics based on measured variables
To draw useful diagnostic information from raw recorded data, a total GTE diagnostic process usually includes a preliminary feature extraction procedure, in which deviations are computed (Loboda et al. 2004; Simon et al. 2008) . A deviation is defined for a monitored variable Y as a relative discrepancy between a gas path measured value * Y and a baseline value 0 Y . These discrepancies are analyzed instead of monitored variables themselves in order to avoid the influence of GTE operating conditions. As the baseline depends on the operating conditions and a vector 0 θ r corresponds to a healthy engine, a baseline model can be presented by: 
Deviations consist of a systematic component induced by engine degradation or faults and a noise component that results from sensor errors and a baseline model inadequacy, which in turn depends on the mathematical techniques employed to create it. Loboda et al. (2004) shows that complete second order polynomials are sufficiently accurate for baseline models. These polynomials adequately describe engine behavior, and the maximum error relatively to the thermodynamic model does not exceed 0.3% for all possible operating conditions.
Diagnostics based on unmeasured variables
As mentioned before, one of the monitoring system functions is to compute and monitor important unmeasured engine variables Z , for example, temperature after combustion chamber, compressor and turbine efficiencies, and engine power output. In addition to a thermodynamic model, a Kalman Filter approach can be applied to compute unmeasured variables (Volponi et al. 2003) . Another option is to apply thermodynamic relations between them and measured quantities (Shevchenko et al. 2013; Jiang et al. 2015; Maravilla-Herrera et al. 2011) . In this case, extensive investigations are needed to develop the best model for each unmeasured variable. 
TEST CASE ENGINE
To evaluate the proposed methodologies, an industrial GTE for driving a centrifugal compressor in natural gas pipelines has been chosen in the present study. The scheme of the engine is shown in Figure 1 .
The main components under analysis are the compressor (C), high pressure turbine (HPT), combustion chamber (CC), and power turbine (PT). In the present study this engine is presented by its thermodynamic model identified and validated on real data (Yepifanov and Loboda 2003) . Table 1 presents the measured variables used in the study, the operating conditions (ambient and control variables) used as baseline model input parameters as well as monitored gas path variables typically employed in engine diagnostics. The unmeasured variables chosen for the present study are listed in Table 2 . All pressures and temperatures given in these tables correspond to a discharge section of the corresponding components.
The fault parameters used to describe faulty scenarios in each component correspond to the performances of air or gas consumption ( G ) and isentropic efficiency (η ). For purposes of this investigation, thirteen samples with healthy and different faulty conditions were generated based on these parameters (Table 3 ). The first sample (Sample 0) represents a healthy engine or no-fault scenario. 
ALGORITHMS FOR ESTIMATING UNMEASURED QUANTITIES
To ensure the most reliable estimation of unmeasured quantities, three algorithms are proposed. To make the analysis simpler, these algorithms are determined and tested on the data of the samples generated for healthy and single fault conditions (Samples 0-6). For each algorithm, the three noise schemes described above are considered. Algorithm 1 is based on the description given in Section 2. 1), the direct use of such a model in the algorithms produces more complexity and high computational costs. In order to have "light" algorithms and overcome these problems, the thermodynamic model is only used as a source of the data for creating simple surrogate data-driven models for the algorithm.
Considering the above information, the initial step determines a baseline model
healthy engine data from Sample 0. For one unmeasured variable and four operating conditions U r , the complete second-order polynomial that simulates a healthy engine behavior has the following structure:
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Considering all unmeasured variables at n operating points, baseline values are described by a linear system = 0 Z VA and the solution for unknown coefficients ij â stored in a ( ) r k × -matrix Â is given by the LSM and expressed as: Z (combustion chamber temperature T CC ). The estimates were computed using the "Filtered noise" scheme.
A cyclic behavior of the plotted variables is explained by a mode to change operating conditions during generating the data samples. As the estimates and true values differ a little and will not be seen in Figure 3 , the difference between them is plotted in Figure 4 in the form of a relative estimation error 02 02 02 02ˆZ
. It is visible that most of errors are smaller than 0.1% and the maximum error 0.6% takes place only in one point. Z are shown in Figure 6 . It is visible that the estimating accuracy is sufficiently high: an average error of about 0.05%
and a maximum error of 0.17%. Table 5 shows the RMSE of estimates Ẑ computed for Samples 0-6, the "Filtered noise" scheme for all samples and all unmeasured variables. As observed, the errors are considerably small for all the variables excepting the variable 5 Z of power turbine efficiency.
For the three noise schemes, Table 6 presents the RMSE of estimates Ẑ conserving the format of Table 4 for comparison purposes. As observed in Table 6 however, the scheme "Filtered noise" results in acceptable total deviation errors (0.0018 on average).
Thus, if a diagnostic system filters raw input data, the deviations computed for important unmeasured variables can be used in the system to extend its capabilities. Once more, the variable 5 Z of power turbine efficiency has the highest errors. The point is that this mayor element is a relatively independent component, and under given operating conditions, gas path variables excepting the power turbine output do not depend on the power turbine efficiency.
To reduce the errors of estimated unmeasured quantities Z r and Z δ r , another algorithm is proposed in the following subsection.
ALGORITHM 2
In Algorithm 1, the function 
The new function has only six arguments, and they do not depend on operating conditions. The algorithm includes four steps.
Step 1. On the data of a healthy engine (Sample 0), two polynomial functions
are determined in the same manner as in Algorithm 1. The former is a typical baseline model described in Section 2.2. It is quite accurate and widely used in gas turbine diagnostics. The latter has the same structure and therefore should also possess a high accuracy. The data of estimation errors in Table 4 confirm the accuracy of the function
Step 2. Step 3. By approximating the deviations obtained in the previous step, deviations of unmeasured variables are determined as the following polynomial function of monitored variable deviations:
Step 4. Finally, the unmeasured variables can be calculated by the expression: εδ . According to Table 8 and Table 9, this positive effect is about 10% on average for all noise schemes. In terms of average errors for all variables, the error reduction is even more considerable, about 18%. Thus, Algorithm 2 certainly yields more accurate estimates of deviations for unmeasured variables. 
ALGORITHM 3
Since real engine deterioration corresponds to specific fault conditions, the idea arises to verify the algorithm of estimating unmeasured variables under such fault conditions, more narrow than the conditions analyzed before. This promises further enhancement of estimation accuracy. For stationary power plants as in the case of the engine under analysis, compressor fouling presents the principal deterioration mechanism. In a simplified form, the fouling can be represented by considering the information of Samples 1 and 2 individually generated by compressor air consumption and efficiency single faults respectively. In this way, in Algorithm 3 we repeat all the steps of Algorithm 2 with the exception that only these two samples are considered to form the model
The resulting errors Ẑ εδ are presented in Figure 9 by the plots for a combustion chamber discharge temperature. Table   10 contains the RMSE of deviation estimates Ẑ δ for all variables and noise schemes. It follows from the figure and the second column of Table 10 that the level of errors has not changed for the combustion chamber discharge temperature. However, Table 10 also shows that averaged errors have reduced D r a f t considerably: by 20% for the filtered noise and by 56% for the full noise. That is, the deviations computed for unmeasured variables are very accurate not only for filtered input data, but also for raw measured variables. Thus, from the point of accuracy, there are no limitations to use Algorithm 3 for computing important unmeasured variables and their deviations in real diagnostic systems.
ESTIMATION OF UNMEASURED QUANTITIES FOR MORE COMPLEX FAULT SCENARIOS
In practice, GTE problems can have a multi-fault nature. In order to know if unmeasured quantities are correctly estimated under more complex scenarios, samples with multiple faults are included in the analysis. Based on the previous computations, Algorithm 2 has been chosen because it is more accurate than Algorithm 1 and more general than Algorithm 3. Two cases are considered: -Case 1: Input data without division. Healthy and faulty engine scenarios, i.e. Samples 0-12 (see Table 3 ) are united in a total array used for both training and validation.
-Case 2: Input data with division. Samples 0-12 united in a total array are randomly partitioned into two sets: training set of 90% and validation set of 10%, and a ten-fold cross validation is performed.
For Case 1 and a filtered noise scheme, Figure 10 shows all the deviation estimates Ẑ δ and estimation errors Ẑ εδ of variable 2 Z . We can see that each of the 12 faulty scenarios (samples 1-12) consisting of 270 operating points is well distinguishable here. For nine faults the deviations are by far greater than their errors, for one fault the deviations are still distinguishable against the errors, and for two faults the deviations and the errors are comparable. Bad visibility of these two faults is explained by their low influence on the specific variable 2 Z , while the errors have practically the same low level as with other faults. Low visibility of the two faults for the variable 2 Z does not mean that these faults cannot be diagnosed because the deviations can be much greater for the other variables. D r a f t Table 11 presents the RMSE of deviation estimates Ẑ δ for all unmeasured variables and noise schemes. Comparing Table 11 and Table 9 , we can state that the error level has not increased because of adding new fault scenarios. Let us now analyze the results for Case 2 that can be considered as more reliable due to the cross validation use.
For Case 2 the errors of the training and validation stages were firstly compared and it was found that they are practically equal. Let us now analyze the validation errors in more detail. Figure 11 shows deviation estimates Ẑ δ and their estimations errors for validation stage using filtered noise. Because the order of faults and operating points is random here we cannot analyze particular faults. However, in general, most of deviations are clearly detectable and estimations errors Ẑ εδ remain small. Table 12 contains the RMSE of deviation estimates Ẑ δ for validation stage. Comparing Tables 12 and 11, one can see that the differences are negligible.
The similarity between Case 1 and Case 2 and between the training and validation results within Case 2 confirms that all the calculations are correct and equally accurate. This also means that the results previously obtained in Section 4 are also valid despite the absence of a separate validation stage.
We can conclude that the inclusion of multiple faults to the input data, which leads to a more complex fault scenario, does not affect the estimation of unmeasured quantities. The high accuracy is explained here by a great excess of input data relative to unknown quantities that is beneficial to the LSM accuracy.
DISCUSSION
As shown in the two previous sections, from the point of accuracy there are no limitations for using the estimations of unmeasured GTE variables and their deviations for gas turbine diagnosis. Let us now discuss the issue of prospective use and utility of these quantities for an on-line monitoring system. D r a f t 20 Gas turbine diagnostics usually relies on physics-based models. However, such models have intrinsic errors, are not always available, or are not easy-to-use in an on-line monitoring system. To avoid these difficulties, a simple on-line monitoring system could be elaborated on the existing information without the physics-based models. For fault detection, for example, tracking the deviations of measured variables can be applied. For fault identification algorithms based on pattern classification, sensor fault classes are easily created without physics-based simulation. However, a representative gas path fault classification cannot be built because only few gas path fault classes can be formed using real data for the deterioration mechanisms that frequently occur in practice, for instance, compressor fouling and inlet filter clogging for stationary power plants. Since the diagnostic capabilities of the online system built without the thermodynamic model are limited, it would be beneficial to use the estimates of important unmeasured variables to extend these capabilities.
So far, GTE unmeasured variables are estimated by using physics-based models or other thermodynamics-based approaches that are individual for every variable. In contrast, the technique proposed in the present paper provides a universal and simple data-driven mode to compute these variables. The paper involves the thermodynamic model only as a source of data to validate the technique; in future applications it is supposed to use only real data. In addition, the paper proposes to compute and monitor the deviations of unmeasured variables using a baseline. When a number of real data-based classes and the components diagnosed are small, the use of compressor and turbine efficiency deviations drastically would extend the diagnostic capabilities of the monitoring system because great deviation values indicate faulty components. The deviations of other important unmeasured variables, such as output power or thrust and a combustion chamber temperature could also be useful. They determine an engine capability to perform the required task, overall engine efficiency, and engine integrity.
CONCLUSIONS
This paper proposes a new method to estimate important unmeasured GTE quantities (engine power or thrust, etc.) using for all of them a common data-driven approach. Each quantity is presented as a D r a f t 21 function of measured operating conditions and monitored variables. Such a function structure allows taking into account possible engine performance deterioration and faults. It is also proposed to calculate and monitor the deviations of estimated quantities and to determine the necessary baseline model within the same data-driven approach.
Healthy and faulty engine data to create the data-driven models of unmeasured variables were generated using a thermodynamic model at 270 operating points for healthy and 12 faulty engine conditions. The data-driven models were identified using these data and the least-squares method. These data-driven models allow computing unmeasured quantities and their deviations through measured variables. The thermodynamic model was only used for data generation, while in a real situation test cell and field data will be involved. Thus, the proposed approach can be considered as a light data-driven technique, which is free of the errors of a physics-based model.
The paper proves the accuracy of this technique and its suitability for on-line monitoring systems.
The high accuracy of estimations of unmeasured GTE variables and their deviations has been proven for a wide range of engine fault scenarios and numerous differing operating conditions, thus confirming the readiness of the proposed methodology for the implementation in real on-line monitoring systems.
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