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We study and compare the information loss of a large class of gaussian bipartite systems. It
includes the usual Caldeira-Leggett type model as well as Anosov models (parametric oscillators,
the inverted oscillator environment, etc), which exhibit instability, one of the most important char-
acteristics of chaotic systems. We establish a rigorous connection between the quantum Lyapunov
exponents and coherence loss. We show that in the case of unstable environments, coherence loss is
completely determined by the upper quantum Lyapunov exponent, a behavior dramatically different
to that of the Caldeira-Leggett type model. For this class of systems we have been able to prove
a long standing conjecture that for information loss the complexity of even a few (one) degrees of
freedom is far more effective in destroying quantum coherence than stable many-body environments.
PACS numbers: 05.45.Mt,03.65.Ud,05.70.Ln,03.67.-a
Application of Quantum Mechanics to real world
many-body systems meets with several difficulties, both
of conceptual and pragmatic nature. A quantum me-
chanical system, which consists of at least two interacting
subsystems exhibits a completely nonclassical property
called “entanglement”[1]. It is a nonclassical correlation
between systems which exists even between well sepa-
rated subsystems [2, 3]. This unique property of a quan-
tum system is nowadays viewed as a powerful resource in
quantum information theory and quantum computation
[4]. Also, on the conceptual side, “entanglement” with
an environment (degrees of freedom which inevitably in-
teract with the quantum system of interest) is the key
mechanism to explain why typically quantum effects are
not observed in macroscopic systems [5, 6]. Therefore
the rate at which pure initial quantum states loose their
potentiality to retain information represents at the same
time an old and a very modern problem. Modern experi-
ments provide information about the construction of su-
perposition states (important for most implementations
of quantum computation) of single (field) ions, of Cooper
pairs, chain of spins and their decoherent dynamics [7]-
[10].
The first theoretical implementation of the system plus
environment dynamics was proposed and carried out by
Caldeira and Leggett [11]. They represent the environ-
ment as an infinity of oscillators, weakly coupled to the
system of interest. Several successful descriptions of ex-
periments, specifically in quantum optics, were based on
this type of model.
More recently questions have been raised about the
role of classical chaos on the information loss process for
coupled quantum systems. In particular, the role of chaos
in the decoherence process [12] has become a matter of
active research and also a matter of debate [13]-[15]. One
of the important issues now is: which type of environ-
ment is the more effective: the one involving an infi-
nite number of degrees of freedom (quantum brownian
motion environment QBME), as proposed by Caldeira
and Leggett, or an environment consisting of a single
degree of freedom which presents one or more character-
istics of chaotic behavior? Recently, R. Blume-Kohout
and W. H. Zurek [16] analyzed decoherence due to a toy
model for the environment, an inverted harmonic oscil-
lator environment (IHOE). This is a nontrivial analyti-
cal tractable model whose importance as realized in [16]
is that it shares one very important characteristic with
chaotic systems, namely exponential instability, defined
by a positive upper Lyapunov exponent [17]. Systems of
this sort are called Anosov systems. We shall be rather
dealing with generalized Anosov systems, in the sense
that the flows take place in a manifold which is not com-
pact. A simple example is the flow in the (p, q) plane
defined (with λ positive) by dp
dt
= λp and dq
dt
= −λq. The
q coordinates of any two points moving with the flow
get closer and closer as time proceeds, but the p coor-
dinates separate exponentially fast, and hence the two
points move apart exponentially fast [18]. The directions
of stable and unstable manifolds may vary from point to
point, however, in contrast to the above example: this
is the case of the parametric oscillator (17). The quan-
tum analogues of the classical Anosov systems have been
dubbed quantum Anosov systems [19]: they exhibit
a dynamic behavior which is at the same time rich and
universal and they are characterized by having a positive
upper quantum Lyapunov exponent, as defined in [20]
and (12), and will be the subject of the present paper.
Given the importance of the subject, the difficulty in
obtaining mathematically sound exact results which are
eventually able to shed light onto these complex ques-
tions, we feel that a thorough analytical investigation of
the QBME vs. IHOE and its generalizations to more re-
alistic models of the class of linearly coupled quantum
Anosov systems, can be extremely useful. We focus on
2the limited but important class of gaussian states. Our
analytical results are only possible due to the fact that for
(possibly nonunitary) gaussian dynamics the rate of in-
formation loss is completely governed by a combination
of quadratures, i.e. the covariance matrix, also called
Schro¨dinger generalized uncertainty principle. Moreover,
a rigorous demonstration of the growth of the system’s
reduced von Neumann entropy with the upper quantum
Lyapunov exponent for a class of (unitary) Anosov mod-
els, which includes Zurek’s inverted oscillator environ-
ment [16] shows that, in fact, the rate of information loss
is qualitatively different for the usual quantum brownian
motion environment and environments composed of un-
stable degrees of freedom: whereas QBME yields entropy
increases which are strongly dependent on the specific en-
vironment and initial conditions, this is not the case for
quantum Anosov systems.
Relation between information loss and the covariance
matrix for gaussian states. We start by recalling a well
known result [21, 22]. The most general 1-D gaussian
state can be written as
ρˆG = D(α)S(r, φ)ρˆνS†(r, φ)D†(α), (1)
where D(α) is the displacement operator, S(r, φ) is the
squeezing operator and ρˆν the thermal density operator














Note that except in the improper limit of ν → 0, which
corresponds to a squeezed state, density matrix (1) is not












2 tr (ρˆ {xˆ, yˆ})− tr(xˆρˆ) tr(yˆρˆ) and xˆ, yˆ are ei-
ther the position or its canonicaly conjugate momentum.
We moreover have for the (von Neumann) entropy
S[ρˆ] = − tr (ρˆ ln ρˆ) = (ν + 1) ln(ν + 1)− ν ln ν. (4)
Comparing (4) with (3) we obtain the relation between
















It is worthwhile to point out that (5) holds for a wide
range of (gaussian) states, ranging from thermal (with
S = 1,D(α) = 1 in (1)) to generalized coherent states
(the limit ν → 0 in (2), with S = 1 in (1)); (5) is thus a
fundamental relation for gaussian states.
Quantum Brownian Motion Environment (QBME).
We next consider an example of QBME widely used in
the context of Quantum Optics, whose dynamics (in the
Born-Markov approximation) is governed by the Liouvil-
lian
L = −iω [aˆ†aˆ, •]+ k(n¯B + 1) (2aˆ • aˆ† − aˆ†aˆ • − • aˆ†aˆ)
+ kn¯B
(
2aˆ† • aˆ− aˆaˆ† • − • aˆaˆ†) . (6)
The entropy is a function of ν(t) only (see (4)), where
ν(t) =
√





















Notice that the entropy for this type of system may
be obtained without resorting to the calculation of the
full density matrix, due to the fact that the information
exchange between the system and bath is completely de-
termined by a simple combination of quadratures. Also
the entropy saturates for long enough times. Moreover,
from equation (7) it is apparent that information loss de-
pends both on the environment constants as well as on
the initial conditions.
Inverted Harmonic Environment (IHE). We now re-
visit the inverted harmonic oscillator example, whose









xˆ2i + αxˆ1xˆ2, (8)
models two coupled harmonic oscillators: the first one, is
a regular oscillator, with unit frequency; the second one,
an inverted oscillator with squared frequency ω22 = −Λ2.
This is a nontrivial tractable model. Its importance, as
has been realized in reference [16], relies on its relation
to chaos. Chaotic behavior requires besides stretching
and folding in phase space, instabilities characterized by
positive Lyapunov exponents. Although hamiltonian (8)
is defined on the whole of phase space and does not ex-
hibit chaotic behavior, it displays positive Lyapunov ex-
ponents like all Anosov systems. In this section we es-
tablish a connection between Lyapunov exponents and
the rate of information loss, in this model, which we
generalize to periodic quadratic Anosov systems in the
next section and exemplify with a physically more sound
system of coupled parametric oscillators. The solution
of the Heisenberg equations of motion for the vector
zˆ = (xˆ1, pˆ1, xˆ2, pˆ2)
T is as follows [23]
zˆ(t) = GeLtG(−1)zˆ, (9)
where G and L are constant matrices. The former is














(1 + Λ2)2 + 4α2 − 1 + Λ2
)
, (11)
3(8) is a degenerate case of Floquet’s theorem, see the
following. Notice the existence of an unstable mode, with
positive classical Lyapunov exponent λ. In reference [20],
upper quantum Lyapunov exponents were defined, for
systems of one degree of freedom with momentum pˆ and







ln ‖[Lα, A(t, t0)]‖ (12)
were α = (αp, αx), and A(t, t0) is any bounded opera-
tor, i.e.with finite norm given by ‖A‖ = supψ ‖Aψ‖/‖ψ‖,
where ψ belongs to the Hilbert space L2(R, dx), and
evolved in the Heisenberg picture. This norm is nothing
but the natural extension of the usual matrix norm on
the square integrable sequences to an infinite-dimensional
Hilbert space. The operator Lα = αppˆ+αxxˆ is the gener-
ator of phase-space translations along a direction α, and
thus (12) has a close resemblance to the definition of the
classical Lyapunov exponents (see, e.g., [? ]),but exploits
the unitary nature of the quantum dynamics (see [20] for
a discussion of these points). Units are chosen such that
~ = 1.
Also in reference [20] the definition (12) was applied for
one of the simplest paradigms of the transition from reg-
ular to unstable behavior in classical mechanics, namely








where f(t) is a periodic function. The dynamical solu-
tion for xˆ(t, 0) and pˆ(t, 0) is a formally one dimensional
version of (9), but with G being a periodic matrix with
the same period of the driving and L a traceless matrix:
this is Floquet’s theorem and the eigenvalues of L are
known as Floquet exponents (see [20] for the proof and
references). Applying definition (12) it was found that
the upper quantum Lyapunov exponent is precisely the
real part of the maximal Floquet exponent, which is pos-
itive in the classical instability region of the parametric
oscillator, and zero in the stability region. The general-
ization to two degrees of freedom is straightforward [24]
and, applied to the IHE shows that the upper quantum
Lyapunov exponent (12) is λ (see equation (10)).
Let now
Sr = − tr (ρ1 ln ρ1) (14)
denote the reduced (von Neumann) density matrix, with
ρ1 ≡ tr2ρ, with ρ of the form (1)-(2), but now with ν → 0,
i.e., the initial state being a tensor product of generalized
coherent states. Since ρ1 is also Gaussian, it continues
to satisfy (5).In both cases (8) and (13) the determinant






where the constant coefficients Cab are given by cumber-
some not particularly enlightening expressions. These
coefficients, which are zero unless the sum of a and b is
an even number, depend on the variances of the initial
state and will be omitted here.
For large enough times t we have D(t) ∼ C20e2λt.
and the reduced entropy can be approximated by Sr ∼
ln(
√
D − 1/2) + 1 ∼ lnD/2. This behavior,
Sr(t) ∼ ln(C20)/2 + λt (16)
is precisely the one conjectured by Zurek several years
ago [16].Since ρ1 is also gaussian, (5) applies to ρ1 and
thus the linear growth of Sr(t) is interpreted, in the
present case of a bipartite system, as a coherence loss,
which, as we see, depends only on the upper quan-
tum Lyapunov exponent (uqLe) and is thus universal
for this class of systems, in contrast to QBME.
As remarked in [16], section II, pg.032104-2, case (8)
is unphysical in that in general the directions of stable
and unstable manifolds can vary from point to point.
Thus it is of special interest to be able to consider as
system 2 an arbitrary quantum Anosov system. In what
follows we illustrate this by taking both systems of the
form (13), a case in which most computations can be done
explicitly. This model is particularly rich: there is even a
transition from a stability to an instability region, which
has a physical interpretation in a model of quadrupole
radio-frequency traps (Paul-Penning traps) (see [20] and
references given there).
Coupled parametric oscillators. Consider now a more
realistic example, physically relevant in connection with


















In what follows we assume g > 0 and ω22 > ω
2
1 . The solu-
tion of the Heisenberg equations of motion for the posi-
tion and momentum operators can be written in terms of
Mathieu functions. For example, the momentum of the
second oscillator, pˆ2(t) is given by
u1(t)xˆ1(0) + u2(t)pˆ1(0) + u3(t)xˆ2(0) + u4(t)pˆ2(0), (17)



























S(α−, q, t)− sin2 θC(α+, q, 0)
D1
S(α+, q, t).














pend on the constants appearing in the Hamiltonian. The
4angle θ appearing in the expressions above is determined






The functions C(α, q, t) and S(α, q, t) are the usual
Mathieu cosine and sine functions, and C˙(α, q, t) and
S˙(α, q, t) their time derivatives. From the expression




eiφtP (α, q, t) + e−iφtP (α, q,−t)) , (18)
where P (α, q, t) is a periodic function with period pi and
φ = φ(α, q) is the so-called characteristic exponent, it
can be seen that, if ℑ(φ) 6= 0 the solutions exhibit an un-
stable behavior. Otherwise the solutions are uniformly
bounded. We are interested here in a situation in which
the second uncoupled forced oscillators (system) is in the
stability region and the other (environment) is in the un-
stable region. From the solutions of the Heisenberg equa-
tions of motion and the definition of the upper quantum
Lyapunov exponent λ¯, it is a simple matter to show that
λ¯ = |ℑ(φ(α1, q))|. The connection with the information
loss is made through the evaluation of Schro¨edinger de-
terminant for the second oscillator, which turns out to
be of the form of equation (15). In this case, however,
the coefficients Cab are periodic functions of time. More-
over λ = |ℑ(φ(α1, q))| and µ = iφ(α2, q). For an initial
gaussian state, S(tn) ∼ ln(C20)/2+λtn, where tn = 2pin.
Conclusions. In spite of exhibiting a complex, rich dy-
namical behavior, bipartite open quantum Anosov sys-
tems display, in their instability region of parameters, a
reduced von Neumann entropy with linear growth deter-
mined by their uqLe, a universal behavior for this class
of systems, in contrast to QBME. This also permitted to
find a unified description of two opposite regimes, viz. of
small and large coupling. It may, however, be argued that
(15) is induced by classical mechanics: the value of the
uqLe for the present models equals the classical maximal
Floquet exponent, which is positive in the region where




f(t) dt lies in the in-




[26], as may abstracted from the last section. This is a
consequence of the fact that the dynamics of the observ-
ables is classical. The space of states is, nevertheless,
subject to the laws of quantum mechanics, without clas-
sical analogue, even in these cases: for this reason, for
gaussian initial states, the entropy growth (16) is to be in-
terpreted, due to (5), as coherence loss, a purely quantum
mechanical concept. A basic open problem is application
of the present approach to systems whose Hamiltonians
are quadratic in the positions and momenta, but which
exhibit true “quantum chaos”, in the sense that there is
folding, i.e., a compact phase space, such as the model
related to Arnold’s cat map studied in [27].
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