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ON LOCAL MODELS WITH SPECIAL
PARAHORIC LEVEL STRUCTURE
KAI ARZDORF
Abstract. We consider the local model of a Shimura variety of PEL type,
with the unitary similitudes corresponding to a ramified quadratic extension
of Qp as defining group. We examine the cases where the level structure at p
is given by a parahoric that is the stabilizer of a selfdual periodic lattice chain
and that is special in the sense of BruhatTits theory. We prove that in these
cases the special fiber of the local model is irreducible and generically reduced;
consequently, the special fiber is reduced and is normal, Frobenius split, and
with only rational singularities. In addition, we show that in these cases the
local model contains an open subset that is isomorphic to affine space.
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Introduction
Motivation and Main Results. For the study of arithmetic properties of a va-
riety over an algebraic number field, it is of interest to have a model over the ring
of integers. In the particular case of a Shimura variety, one likes to have a model
over the ring of integers OE , where E is the completion of the reflex field at a finite
prime of residue characteristic p. It should be flat and have only mild singularities.
If the Shimura variety is the moduli space over SpecE of abelian varieties with
additional polarization, endomorphisms, and level structure (a Shimura variety of
PEL type), it is natural to define a model by posing the moduli problem over OE .
In the case of a parahoric level structure at p with the parahoric defined in an
elementary way as the stabilizer of a selfdual periodic lattice chain, such a model
has been given by Rapoport and Zink [RZ96].
Although in special cases this model is shown to be flat with reduced special
fiber and with irreducible components that are normal and that have only rational
singularities [Gör01, Gör03], in general it is not flat, as has been pointed out by
Pappas [Pap00]. In a series of papers, Pappas and Rapoport [PR03,PR05,PR07]
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2 KAI ARZDORF
examine how to define closed subschemes of this naive model that are more likely to
be flat. Flatness can be enforced by taking the flat closure of the generic fiber in the
naive model. Aside from that, by adding further conditions one can attempt to cut
out this closed subscheme, or at least give a better approximation. If the parahoric
subgroup is the stabilizer of a selfdual periodic lattice chain, these questions can
be reduced to problems of the corresponding local models [RZ96]. Locally for
the étale topology around each point of the special fiber, these coincide with the
corresponding moduli schemes. This approach has the advantage of leading to
varieties that can be defined in terms of linear algebra and, thus, can be handled
more easily. In this way, Pappas [Pap00] defines the wedge local model, a closed
subscheme of the naive local model. The local model is defined to be the closure of
the generic fiber in the naive local model; it is also a closed subscheme of the wedge
local model.
In one of their recent papers, Pappas and Rapoport [PR07] study the case where
the group defining the Shimura variety is the group of unitary similitudes corre-
sponding to a quadratic extension of Q that is ramified at p. Assuming the so-called
Coherence Conjecture, the reducedness of the geometric special fiber of the local
model is proven, and it is shown that its irreducible components are normal and
with only rational singularities (loc.cit., Thm. 4.1). Some special cases, however,
can be treated without relying on this conjecture. We will prove the following
theorem:
Theorem 0.1 (main theorem, cf. Thm. 2.1). Let the level structure at p be given
by a parahoric that is defined in an elementary way as the stabilizer of a selfdual
periodic lattice chain and that is special in the sense of BruhatTits theory [Tit79].
Then the special fiber of the local model is irreducible and reduced; furthermore, the
special fiber is normal, Frobenius split, and with only rational singularities.
The proof of the theorem is divided into two major steps, in which we prove the
following results:
Theorem 0.2 (first step, cf. Thm. 3.1). Let the assumptions be the same as in the
main theorem. Then the special fiber of the local model contains an open subset that
is reduced.
Theorem 0.3 (second step, cf. Thm. 4.1). Under the assumptions of the main
theorem, the special fiber of the local model is irreducible.
Once it is shown that the special fiber of the local model is irreducible and
generically reduced, the other properties stated in the main theorem follow by
standard methods given in the paper by Pappas and Rapoport [PR07, Proof of
Thm. 5.1].
It is shown in sect. 1.b. of loc.cit. that there are exactly three cases where the
stabilizer subgroup is a special parahoric. Two of these cases have been treated by
the authors of loc.cit. in sect. 5 of their paper, providing a proof of the theorems in
these cases. The present paper is about the proof of the third case, which has not
been treated (in full generality) in the literature yet, cf. Rem. 2.3. Moreover, the
results we obtain during the proof of Thm. 0.2 are stronger than actually necessary:
Theorem 0.4 (cf. Thm. 3.1 and Thm. 5.1). Let the same assumptions hold true
as in the main theorem. Then the local model contains an open subset that is
isomorphic to affine space.
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All of the above mentioned results are achieved by first evaluating the conditions
of the wedge local model for open neighborhoods of certain special points (the best
point and the worst point, see sects. 3.1 and 4.1) and then passing to the actual
local model using dimension arguments.
More precisely, the conditions of the wedge local model translate into several
matrix identities, and we examine the schemes defined in this way. In the cases
of Thm. 0.2 and Thm. 0.4, this leads to affine spaces described by simple matrix
equations. In the case of Thm. 0.3, we have to deal with a more complicated matrix
scheme. We exploit that the symplectic group acts thereon, and by considering an
equivariant projection morphism, we can confine ourselves to the study of certain
fibers. These can be described following arguments by Pappas and Rapoport from
their treatment of one of the other cases of a special parahoric level structure
[PR07, sect. 5.e], using results of Ohta [Oht86, Prop. 1 and Thm. 1] and of Kostant
and Rallis [KR71, Prop. 5 and its proof] on the structure of nilpotent orbits in the
classical symmetric pair (gln, spn).
By definition, the local model is flat; hence, its special fiber is equidimensional
and has the same dimension as the generic fiber. The aforementioned matrix
schemes are seen either to be irreducible of that dimension, or to contain a sin-
gle irreducible component of that dimension with all other irreducible components
having smaller dimension. Since the local model is a closed subscheme of the wedge
local model, this allows transition to the local model.
Structure. The paper is divided into five sections. In the first section we recall the
construction of the local model for the situation considered above. In the second
section we formulate the main theorem (Thm. 0.1) of this paper, with its two-
part proof ranging over the following sections three and four, where we establish
Thm. 0.2 and Thm. 0.3, respectively. As mentioned above, a slightly stronger result
is obtained during the proof of Thm. 0.2. This carries over to the cases treated by
Pappas and Rapoport and is the topic of the final section, cf. Thm. 0.4.
Acknowledgments. I conclude the introduction by thanking those people who
helped and supported me in writing this paper. In particular, my thanks go to
Prof. Dr. M. Rapoport for introducing me to this fine area of mathematics and his
steady interest in my work. I also thank Priv.-Doz. Dr. U. Görtz for helping me with
a multitude of questions. Finally, I am indebted to the Professor-Rhein-Stiftung
for its financial support during my study.
1. Definition of the Local Model
We recall the construction of the local model for the general unitary group, as
given in the recent paper by Pappas and Rapoport [PR07]. We first introduce the
basic notions and then define the naive local model. This is followed by a short
discussion of the wedge local model, which provides a closed subscheme of the naive
local model. Finally, we give the definition of the local model.
1.1. Standard Lattices. We use the notation of loc.cit. Let F0 be a complete
discretely valued field with ring of integers OF0 and perfect residue field k of char-
acteristic 6= 2 and uniformizer pi0. Let F/F0 be a ramified quadratic extension and
pi ∈ F a uniformizer with pi2 = pi0. Let V be an F -vector space of dimension n ≥ 3
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with an F/F0-hermitian form
φ : V × V → F ,
which we assume to be split. This means that there exists a basis e1, . . . , en of V
such that
φ(ei, en+1−j) = δi,j for all i, j = 1, . . . , n .
We have two associated F0-bilinear forms:
〈x, y〉 := 1
2
TrF/F0(pi
−1 φ(x, y)) ,
(x, y) :=
1
2
TrF/F0(φ(x, y)) ,
with 〈 , 〉 being alternating and ( , ) being symmetric. For any OF -lattice Λ in V
we denote by
Λˆ := {v ∈ V ; φ(v,Λ) ⊂ OF } = {v ∈ V ; 〈v,Λ〉 ⊂ OF0}
the dual lattice with respect to the alternating form and by
Λˆs := {v ∈ V ; (v,Λ) ⊂ OF0}
the dual lattice with respect to the symmetric form. We have Λˆs = pi−1 Λˆ.
For i = 0, . . . , n− 1, we define the standard lattices
Λi := spanOF {pi−1e1, . . . , pi−1ei, ei+1, . . . , en} .
1.2. Selfdual Periodic Lattice Chain. Write n = 2m if n is even and n = 2m+1
if n is odd. We consider nonempty subsets I ⊂ {0, . . . ,m} with the requirement
that for n = 2m even, if m−1 is in I, then also m is in I. We complete the Λi with
i ∈ I to a selfdual periodic lattice chain by first including the duals Λn−i := Λˆsi for
i ∈ I \ {0} and then all the pi-multiples: For j ∈ Z of the form j = kn + i with
k ∈ Z and i ∈ I or n − i ∈ I, we set Λj := pi−k Λi. Then the Λj form a periodic
lattice chain ΛI , which satisfies Λˆj = Λ−j .
The index sets I of the above form are in one-to-one correspondence with the
parahoric subgroups of the unitary similitude group
GU(V, φ) = {g ∈ GLF (V ); φ(gx, gy) = c(g)φ(x, y), c(g) ∈ F0×}
of the vector space V and the form φ, as is shown in sect. 1.b.3. of Pappas and
Rapoport's paper [PR07]. If n = 2m + 1 is odd, the correspondence is given by
assigning the stabilizer subgroup
PI := {g ∈ GU(V, φ); g Λi = Λi for all i ∈ I} ⊂ GU(V, φ)
to the lattice chain ΛI . If n = 2m is even, the situation is slightly more compli-
cated. One has to consider a certain subgroup of PI (the kernel of the Kottwitz
homomorphism), which gives a proper subgroup (of index two) exactly when I does
not contain m.
1.3. Reflex Field. Let F0
sep be a fixed separable closure of F0. We fix for each of
the two embeddings ϕ : F → F0sep an integer rϕ with 0 ≤ rϕ ≤ n. The reflex field
E associated to these data is the finite field extension of F0 contained in F0
sep with
Gal(F0sep/E) = {τ ∈ Gal(F0sep/F0); rτϕ = rϕ for all ϕ} .
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1.4. Naive Local Model. We fix nonnegative integers r and s with n = r + s. In
the theory of Shimura varieties, these integers correspond to the signature of the
algebraic group associated to the Shimura variety (after base change to the real
numbers). By replacing φ by −φ if necessary, we may assume s ≤ r. We further
assume s > 0 (otherwise the corresponding Shimura variety is zero-dimensional).
With r and s taken for rϕ in the previous subsection, the reflex field E equals F if
r 6= s and F0 if r = s.
For ease of notation, we denote the tensor product over OF0 just by ⊗. We
formulate a moduli problem MnaiveI on the category of OE-schemes: A point of
MnaiveI with values in an OE-scheme S is given by OF ⊗OS-submodules
Fj ⊂ Λj ⊗OS
for each j ∈ Z of the form j = kn±i with k ∈ Z and i ∈ I. For each j, the following
conditions have to be satisfied:
(N1) As an OS-module, Fj is locally on S a direct summand of rank n.
(N2) For each j < j′, there is a commutative diagram
Λj ⊗OS → Λj′ ⊗OS
∪ ∪
Fj → Fj′
where the top horizontal map is induced by the lattice inclusion Λj ⊂ Λj′ ,
and for each j, the isomorphism pi : Λj → Λj−n induces an isomorphism
of Fj with Fj−n.
(N3) F−j = F⊥j , with F⊥j denoting the orthogonal complement of Fj under the
natural perfect pairing
〈 , 〉 ⊗ OS : (Λ−j ⊗OS)× (Λj ⊗OS)→ OS .
(N4) Denote by Π the respective action on Λj ⊗OS given by multiplication with
pi ⊗ 1. Since Fj is required to be an OF ⊗ OS-module, Π restricts to an
action on Fj . The characteristic polynomial equals
det(T id−Π|Fj) = (T − pi)s(T + pi)r ∈ OS [T ] .
The moduli problem formulated in this way is representable by a projective scheme
over SpecOE since the above conditions define a closed subfunctor of a product of
Grassmann functors. MnaiveI is called the naive local model associated to the group
GU(V, φ), the signature type (r, s), and the selfdual periodic lattice chain ΛI .
1.5. Wedge Local Model. As mentioned in the introduction, the naive local
model is almost never flat over OE . Pappas [Pap00] defines a closed subscheme of
MnaiveI by imposing an additional condition:
(W) If r 6= s, we have for each j
∧r+1(Π−√pi0|Fj) = 0 ,
∧s+1(Π +√pi0|Fj) = 0 .
Here we have written
√
pi0 for the action on Λj⊗OS given by multiplication
with 1⊗ pi. Note that the assumption r 6= s implies pi ∈ OS .
We denote the corresponding closed subscheme by M∧I . It is called the wedge local
model.
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Lemma 1.1. The wedge local model has the same generic fiber as the naive local
model.
Proof. We may assume r 6= s since otherwise the wedge condition is trivial. To
examine the generic fiber of the naive local model, we have to consider A-valued
points, with A an arbitrary E-algebra. These are given by subspaces Fj ⊂ Λj ⊗A
subject to conditions (N1)(N4). We fix an OF -basis f1, . . . , fn of Λj . This induces
an A-basis f1, pif1, . . . , fn, pifn of Λj⊗A via the identification OF ∼= OF0 ·1+OF0 ·pi.
Then Π is represented by the diagonal block matrix diag(B, . . . , B) of size 2n, with
the square matrix B of size two given by
(
pi0
1
)
.
Since the characteristic polynomial of B is T 2 − pi0 = (T − pi)(T + pi), the endo-
morphism Π is diagonalizable over A. So is the restriction to the Π-stable subspace
Fj . By (N4), the corresponding characteristic polynomial equals (T − pi)s(T + pi)r;
hence, we can choose a basis such that Π|Fj is represented by the diagonal matrix
diag(pi, . . . , pi,−pi, . . . ,−pi), with pi occurring s times and −pi occurring r times.
Now it is obvious that (W) is automatically satisfied in the situation considered.
Therefore, the wedge condition does not alter the generic fiber. 
1.6. Local Model. The local model M locI is defined to be the flat closure of the
generic fiber in the naive local model MnaiveI . In particular, their generic fibers
coincide. The following result will be used later on.
Lemma 1.2. The generic fiber of the local model is irreducible of dimension rs.
Proof. This is the statement of sect. 1.e.3. of [PR07]. 
Because of Lem. 1.1, the local model is also a closed subscheme of the wedge
local model. Pappas and Rapoport [PR07, Rem. 7.4)] give examples showing that
in general the wedge condition is not sufficient to cut out the local model. In loc.cit.,
they propose one further condition (the so-called Spin condition) that should take
care of this. Nevertheless, in some of the special cases we will consider below,
the local model should already be given by the wedge local model; for a precise
statement, see Rem. 2.2.
2. Special Parahoric Level Structures
We examine the local model M locI for special choices of the index set I. If
n = 2m + 1 is odd, we consider the cases I = {0} and I = {m}; if n = 2m is
even, we consider the case I = {m}. In sect. 1.b.3. of [PR07], it is shown that these
are exactly the index sets for which the parahoric subgroups PI that preserve the
lattice sets Λi with i ∈ I are special in the sense of BruhatTits theory [Tit79]. The
following theorem describes the special fiber of the corresponding local models.
Theorem 2.1 (main theorem). Let I = {0} or I = {m} if n = 2m + 1 is odd,
and I = {m} if n = 2m is even. Then the special fiber of the local model M locI
is irreducible and reduced; furthermore, the special fiber is normal, Frobenius split,
and with only rational singularities.
Remark 2.2. Pappas and Rapoport conjecture that under the assumptions of the
main theorem, the wedge local model M∧I is flatprovided that s is even if n is
even. Confer Rem. 5.3 of their paper [PR07].
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Remark 2.3. The cases n = 2m+1 odd, I = {0} and n = 2m even, I = {m} have
been treated by Pappas and Rapoport [PR07, Thm. 5.1]. Calculations for the low-
dimensional case n = 3 odd, I = {1} have been given in Prop. 6.2 of loc.cit. The
arguments, however, cannot be generalized directly to the case of general n = 2m+1
odd, I = {m}.
Proof of the main theorem. By Rem. 2.3, we have to deal with the case of general
n = 2m+ 1 odd, I = {m}. Essentially, two results are required for the proof; these
are obtained in the next two sections, where we first show that the special fiber of
the local model contains an open subset that is reduced (Thm. 3.1) and then that
the special fiber of the local model is irreducible (Thm. 4.1).
The first result will be achieved by showing that the wedge local model contains
an affine space of appropriate dimension as open subset (Prop. 3.2), followed by
some dimension arguments, which imply that this affine space is already lying in
the local model. The second result will be deduced by considering an open neigh-
borhood of a point which is contained in all irreducible components of the special
fiber of the local model that can possibly exist (Prop. 4.3). This is constructed
by first examining the special fiber of the wedge local model and then intersecting
with the local model.
Once we know that the special fiber of the local model is irreducible and gener-
ically reduced, the remaining assertions follow by standard arguments, as given by
Pappas and Rapoport [PR07, Proof of Thm. 5.1]. In particular, the main result
of one of their previous papers is used to deduce the three properties normal,
Frobenius split, and with only rational singularities [PR06, Thm. 8.4]. 
3. Open Reduced Subset of the Special Fiber
Recall from the definition of the naive local model that we have fixed the signa-
ture type (r, s) of the unitary group. The first result required in the proof of the
main theorem is the next statement.
Theorem 3.1 (first step). Let n = 2m + 1 be odd and I = {m}. Then the local
model M locI contains an affine space of dimension rs as open subset. In particular,
the special fiber of the local model contains an open subset that is reduced.
We will first prove a corresponding statement for the wedge local model; from
that, the theorem will be derived.
Proposition 3.2. Let n = 2m + 1 be odd and I = {m}. Then the wedge local
model M∧I contains an affine space of dimension rs as open subset.
Proof. Before starting the actual proof, which ranges over the remaining subsec-
tions, we introduce some matrices that will frequently occur from now on.
We write Il for the unit matrix of size l
Il :=
1 . . .
1

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and Hl for the unit antidiagonal matrix of size l
Hl :=
 1. . .
1
 .
The matrix Jk,l is given by the antidiagonal matrix of size k + l
Jk,l :=
(
Hl
−Hk
)
.
The special case k = l is abbreviated to J2k := Jk,k.
3.1. Best Point. Recall from sect. 1.2 the notion of the parahoric subgroup PI :
in the current situation of odd n, it is the stabilizer subgroup preserving the lattice
chain ΛI . This group acts on the special fibers of the modelsMnaiveI ,M
∧
I , andM
loc
I .
In sect. 3.c. of their paper, Pappas and Rapoport [PR07] construct an embedding of
the geometric special fiber of the naive local model into a partial affine flag variety
(associated to the unitary similitude group). This closed immersion is equivariant
for the action of the parahoric, and thus its image is a union of Schubert varieties,
which are enumerated by certain elements of the corresponding affine Weyl group.
In Prop. 3.1 of loc.cit., it is shown that the union of Schubert varieties over
elements of the so-called µ-admissible set is contained in the geometric special fiber
of the local model. This union is denoted by AI(µ) in the notation of loc.cit. and
is closed (since the µ-admissible set is closed under the Bruhat order). In sect. 3.d
of loc.cit., points of the local model are constructed that reduce to points lying in
the Schubert varieties corresponding to the extreme elements of the µ-admissible
set. The open subset of the local model we are about to construct will contain one
of these best points.1
3.2. Conditions of the Wedge Local Model. We specialize the definition of
the wedge local model to the case n = 2m+ 1 odd, I = {m}. The essential part of
the periodic lattice chain is given by
. . .→ Λm → Λm+1 → . . . ,
with Λm and Λm+1 being the standard lattices
Λm = spanOF {pi−1e1, . . . , pi−1em, em+1, . . . , en} ,
Λm+1 = spanOF {pi−1e1, . . . , pi−1em+1, em+2, . . . , en} .
Denoting the above basis of Λm by f1, . . . , fn and that of Λm+1 by g1, . . . , gn, we
have corresponding OF0 -bases f1, . . . , fn, pif1, . . . , pifn and g1, . . . , gn,pig1, . . . , pign,
respectively.
We have to examine A-valued points of M∧I , with A an arbitrary OE-algebra.
This means considering OF ⊗A-submodules
F ⊂ Λm ⊗A ,
G ⊂ Λm+1 ⊗A
subject to the conditions of the wedge local model. These translate into:
1A posteriori, we can see that in the situation under consideration, there is only a single
extreme orbit, see Rem. 4.15.
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(N1) As A-modules, F and G are locally direct summands of rank n. Identifying
Λm ⊗A and Λm+1 ⊗A with A2n via the above OF0-bases, we can consider
F and G as A-valued points of the Grassmannian Grassn,2n.
(N2) The maps induced by the inclusions Λm ⊂ Λm+1 and Λm+1 ⊂ pi−1Λm
restrict to maps
F → G → pi−1F .
Here pi−1F is the image of F under the map induced by the isomorphism
pi−1 : Λm → pi−1Λm.
(N3) G = F⊥, with F⊥ denoting the orthogonal complement of F under the
natural perfect pairing
( , )⊗A : (Λm+1 ⊗A)× (Λm ⊗A)→ A . (3.1)
With respect to the chosen bases, the form is represented by the 2n× 2n-
matrix
M :=
( −Jm,m+1
Jm,m+1
)
.
(N4) The characteristic polynomial of Π|F is given by
det(T id−Π|F) = (T − pi)s(T + pi)r ∈ A[T ] ,
and the analogous statement holds true for G.
(W) We have
∧r+1(Π−√pi0|F) = 0 ,
∧s+1(Π +√pi0|F) = 0 ,
and the analogous statement holds true for G.
Viewing F and G as A-modules, the fact that they are required to be modules over
OF ⊗A translates into an additional condition:
(Pi) F and G are Π-stable.
These conditions will be evaluated in the following subsections.
3.3. Orthogonal Complement. Condition (N3) implies that the subspace G is
determined by F as its orthogonal complement. We denote by W the correspond-
ing subfunctor of Grassn,2n×Grassn,2n that satisfies (N3). Then the projection
onto the first factor, prF : Grassn,2n×Grassn,2n → Grassn,2n, restricts to an
isomorphism of functors:
prF |W : W ∼→ Grassn,2n .
This is because the assignment F 7→ (F ,F⊥) on A-valued points induces an in-
verse morphism, as can be seen from the explicit determination of the orthogonal
complement in Lem. 3.3 below. Since our objective is to construct an open subset
of the wedge local model, we may restrict ourselves to considering subfunctors of
W that are induced via the isomorphism prF by open subfunctors of Grassn,2n.
Recall that the Grassmann functor is covered by the open subfunctors
GrassJn,2n(A) := {U ∈ Grassn,2n(A);
OJA ↪→ O2nA  O2nA /U is an isomorphism} ,
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Figure 3.1. Typical form of the matrix F (for n = 2m+ 1 odd).
The partitioning shown corresponds to n = 9 and s = 2 (then
m = 4 and r = 5). The solid lines separate the main blocks; the
dotted lines indicate a finer subdivision helpful for the upcoming
calculations. The labels outside denote the sizes of the blocks.
where J ⊂ {1, . . . , 2n} is a subset consisting of n elements, and the arrows denote
the obvious homomorphisms. These functors are represented by affine space of
dimension n2.
We consider the complement J of the index set that corresponds to the basis
elements f1, . . . , fs, pif1, . . . , pifr (for a motivation of this choice, see Rem. 3.4). The
elements of GrassJn,2n(A) can be described as the column span of 2n×n-matrices F
having entries in A and being of the following form:
F =

Is
a b
Ir
c d
 . (3.2)
Here the submatrix a has r rows and s columns, d has s rows and r columns, and as
usual, Is and Ir are the unit matrices of sizes s and r, respectively. An impression
of the ratio of the respective blocks can be received from Fig. 3.1. We denote the
subspace F and the matrix representing it (as a column span) by the same symbol.
This should not lead to any confusion, since the intended meaning will be clear
from the context.
To describe the orthogonal complement of F in a clear way, we introduce further
notations. For the moment, let B be an arbitrary matrix with k rows and l columns.
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We define the involution ι as follows:
ι(B) := Hl Bt Hk .
This is the matrix obtained from B by reflection at the first angle bisector going
through the lower left matrix entry (which is precisely the antidiagonal in the case
of a square matrix). Assuming i ≤ k, we denote by B[i] the matrix consisting of
the first i rows of B and by B[i] the matrix consisting of the last i rows. The ith
row is denoted by B(i). Likewise, assuming j ≤ l, we write [j]B, [j]B, and (j)B for
the first j columns of B, the last j columns, and the jth column, respectively. We
refer to the single matrix entry in the ith row and jth column as Bi,j .
Lemma 3.3. With respect to the perfect pairing (3.1), the orthogonal complement
of F is given by the column span of the matrix
G =

Is
a˜ b˜
Ir
c˜ d˜
 ,
with
a˜ =
(−ι([r−m]d)
ι([m]d)
)
,
b˜ =
(
ι([r−m]b[m+1]) −ι([r−m]b[m−s])
−ι([m]b[m+1]) ι([m]b[m−s])
)
,
c˜ = −ι(c) ,
d˜ =
(
ι(a[m+1]) −ι(a[m−s])
)
.
Proof. G is a subspace of rank n, and one calculates Gt M F = I2n (recall that M
is the matrix representing the perfect pairing). 
Remark 3.4. It can be easily checked that (F1,G1) ∈ GrassJn,2n(k)×GrassJn,2n(k),
given by the k-subspaces
F1 := spank{f1, . . . , fs, pif1, . . . , pifr} ,
G1 := spank{g1, . . . , gs, pig1, . . . , pigr} ,
satisfies the conditions of the wedge local model and, thus, represents a point of
the special fiber of the wedge local model (in the above notation, F1 corresponds
to a = b = c = d = 0 and G1 corresponds to a˜ = b˜ = c˜ = d˜ = 0). More precisely,
this is one of the special points mentioned in sect. 3.1: this follows from sect. 3.d
of [PR07] by considering (in the notation of loc.cit.) the subset S = [n+ 1− s, n].
It follows that (F1,G1) is lying in the special fiber of the local model.
3.4. Pi-Stability. We continue to evaluate the conditions of the wedge local model.
We are given pairs of subspaces (F ,F⊥). Condition (Pi), concerning the stability
of F under the action of Π, translates into the equation
Π F = F R . (3.3)
Here R is a square matrix of size n, which we subdivide into four blocks as follows:
R =
(
S T
U V
)
,
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with S a square matrix of size s and V a square matrix of size r. With respect to
the chosen basis, the operator Π is given by the matrix
Π =
(
pi0 In
In
)
.
Then (3.3) comes to
0 pi0 Ir
pi0 c pi0 d
Is 0
a b
 =

S T
a S + b U a T + b V
U V
c S + d U c T + d V
 . (3.4)
Comparison of the matrices yields several identities involving the a-, b-, c-, and
d-variables. This has to be done carefully since the blocks of the matrices that
seem to correspond are of different sizes.
To begin with, we obtain from (3.4) the following identities concerning the blocks
of the matrix R:
S = 0 , T = pi0 Ir [s] , U =
(
Is
a[r−s]
)
, V =
(
0
b[r−s]
)
. (3.5)
Thus, the matrix R takes the form
R =
 pi0 IsIs
a[r−s] [s]b[r−s] [r−s]b[r−s]
 . (3.6)
3.5. Wedge Condition. Before examining the remaining blocks of (3.4), we take
a look at the wedge condition (W).
Since Π|F is given by the matrix R, all minors of size r + 1 of
R− pi In =
−pi Is pi0 IsIs −pi Is
a[r−s] [s]b[r−s] [r−s]b[r−s] − pi Ir−s
 (3.7)
have to be zero. Note that the first s rows are multiples of the following s rows.
Since any minor of size r+ 1 includes at least one pair of such corresponding rows,
all these minors are zero.
All minors of size s+ 1 of
R+ pi In =
 pi Is pi0 IsIs pi Is
a[r−s] [s]b[r−s] [r−s]b[r−s] + pi Ir−s
 (3.8)
have to be zero as well. First, we consider the minors of size s + 1 obtained by
keeping only the rows with row number in {s+1, . . . , 2s, 2s+i} and the columns with
column number in {1, . . . , s, s+ j}. Here i and j denote integers with 1 ≤ i ≤ r− s
and 1 ≤ j ≤ s. We use Laplace expansion along the last column and calculate
det
(
Is pi
(j)Is
a(i) bi,j
)
= (−1)2(s+1)bi,j + (−1)s+1+j(−1)s−jpi ai,j .
These minors being zero, we get
[s]b[r−s] = pi a[r−s] . (3.9)
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Next, we consider the minors obtained by keeping the rows {s + 1, . . . , 2s, 2s + i}
and the columns {1, . . . , s, 2s+ j}, with 1 ≤ i, j ≤ r − s:
det
(
Is 0
a(i) ([r−s]b[r−s] + pi Ir−s)i,j
)
= ([r−s]b[r−s] + pi Ir−s)i,j .
These minors being zero, we obtain
[r−s]b[r−s] = −pi Ir−s . (3.10)
Finally, all remaining minors of size s+ 1 are automatically zero now.
3.6. Characteristic Polynomial. The characteristic polynomial of Π|F is given
by det(T In −R), with R as in (3.6). Making use of (3.10), we calculate
det
 T Is −pi0 Is−Is T Is
−a[r−s] −[s]b[r−s] (T + pi) Ir−s
 = (T − pi)s(T + pi)r ∈ A[T ] ,
which is in accordance with (N4).
3.7. Pi-Stability (continued). We show that the b-variables are determined by
the a-, c-, and d-variables. For this purpose, we consider the matrix equation
c T + d V = b[s], obtained from the lower right blocks of the matrices in (3.4).
Using (3.5), (3.9), and (3.10), the first s columns give
[s]b[s] = pi0 c+ [r−s]d [s]b[r−s] = pi0 c+ pi [r−s]d a[r−s] , (3.11)
and the last r − s columns give
[r−s]b[s] = [r−s]d [r−s]b[r−s] = −pi [r−s]d . (3.12)
Combining (3.9)(3.12) yields the following description of the submatrix b:
b =
(
pi a[r−s] −pi Ir−s
pi0 c+ pi [r−s]d a[r−s] −pi [r−s]d
)
. (3.13)
Hence, the b-variables are determined by the other variables.
With (3.5), the lower left blocks of the matrices in (3.4) give the identity
[s]d = a[s] − [r−s]d a[r−s] , (3.14)
to which we return later.
The remaining blocks of the matrices in (3.4) give nothing new.
3.8. Lattice Inclusion Map. We can deduce further constraints on the a-, c-,
and d-variables from (N2), which demands that the maps induced by the lattice
inclusions restrict to the considered subspaces.
With respect to the chosen bases, the map corresponding to Λm ⊂ Λm+1 is given
by the 2n× 2n-matrix
A :=

Im
0 pi0
Im
Im
1 0
Im

.
Since this map is required to restrict to F → F⊥, we have to examine the conditions
under which A F is perpendicular to F . With M as in (N3), C := F t At M F has
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to be the zero matrix of size n. We multiply the matrices on the right hand side.
Note the form of the matrix
At M =

−Hm
1 0
Hm
Hm
0 −pi0
−Hm

,
which suggests that blockwise multiplying becomes easier when subdividing F into
four groups of columns, with the groups consisting of s, m, 1, and m− s columns.
This partitioning is shown in Fig. 3.1. The symmetry of At M implies the symmetry
of C, and we obtain ten conditions from the blocks of C:
(C1) 0 = −Hs c+ a(m−s+1)t a(m−s+1) − ct Hs ,
(C2) 0 = −Hs [m]d+ a(m−s+1)t [m]b(m−s+1) + a[m]t Hm ,
(C3) 0 = −Hs (m+1)d+ a(m−s+1)t bm−s+1,m+1 ,
(C4) 0 = −Hs [m−s]d− a[m−s]t Hm−s + a(m−s+1)t [m−s]b(m−s+1) ,
(C5) 0 = [m]b(m−s+1)
t [m]b(m−s+1) + [m]b[m]
t
Hm +Hm [m]b[m] ,
(C6) 0 = [m]b(m−s+1)
t
bm−s+1,m+1 +Hm (m+1)b[m] ,
(C7) 0 = −[m]b[m−s]t Hm−s + [m]b(m−s+1)t [m−s]b(m−s+1) +Hm [m−s]b[m] ,
(C8) 0 = bm−s+1,m+12 − pi0 ,
(C9) 0 = −(m+1)b[m−s]t Hm−s + bm−s+1,m+1 [m−s]b(m−s+1) ,
(C10) 0 = −[m−s]b[m−s]t Hm−s+[m−s]b(m−s+1)t [m−s]b(m−s+1)−Hm−s [m−s]b[m−s] .
These conditions will now be evaluated, beginning with (C1). We collect the
c-variables on the left hand side and left-multiply with Hs to obtain
(C1′) c+ ι(c) = Hs a(m−s+1)
t
a(m−s+1) .
Both sides of the last equation are symmetric with respect to reflection at the
antidiagonal (that is, invariant under the involution ι). Therefore, it suffices to
look at entries on or above the antidiagonal; these are the entries indexed by (i, j)
with 1 ≤ i ≤ s, 1 ≤ j ≤ s + 1 − i. Note that only a-variables occur on the right
hand side of (C1′), which we temporarily denote by B. We get equations of the
form
ci,j + cs+1−j,s+1−i = Bi,j .
The entries on the antidiagonal give ci,s+1−i = Bi,s+1−i/2 (by assumption, the
characteristic is 6= 2); those above the antidiagonal give cs+1−j,s+1−i = Bi,j − ci,j .
Hence, we may keep the elements of the set
{ci,j ; 1 ≤ i < s, 1 ≤ j < s+ 1− i}
as free variables, determining (together with the a-variables) all remaining ci,j with
1 ≤ i ≤ s, s+ 1− i ≤ j ≤ s. The free c-variables are s(s− 1)/2 in number.
Analogously, we rearrange (C2)(C4) to get
(C2′) [m]d = ι(a[m]) +Hs a(m−s+1)
t (
pi a(m−s+1) 0
)
,
(C3′) (m+1)d = −pi ι(a(m−s+1)) ,
(C4′) [m−s]d = −ι(a[m−s]) .
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Consequently, the d-variables are determined by the a-variables.
We split [r−s]d a[r−s] into three terms,
[r−s]d a[r−s] =[m−s][m]d a[m−s] + (m+1)d a(m−s+1)
+ [m−s]d a[m][m−s] ,
(3.15)
with which we substitute the corresponding term in equation (3.14) (this equation
has not been considered yet). We then use (C2′)(C4′) to replace the d-variables
and obtain after rearranging
a[s] − ι(a[s]) = ι(a[m][m−s]) a[m−s] − ι(a[m−s]) a[m][m−s] . (3.16)
All elements ai,j on the right hand side have index (i, j) in the set
I := {(i, j); 1 ≤ i ≤ r − s, 1 ≤ j ≤ s} ,
whereas all elements on the left hand side have index (i, j) in the complement
Q := {(i, j); r − s+ 1 ≤ i ≤ r, 1 ≤ j ≤ s} .
Both sides of (3.16) are antisymmetric with respect to reflection at the antidiagonal.
We argue as above (in the case of the c-variables) and keep the elements of the set
{ai,j ; (i, j) ∈ I} ∪ {ai,j ; r − s+ 1 ≤ i ≤ r, 1 ≤ j ≤ r + 1− i}
as free variables. They determine the remaining ai,j with r − s + 1 < i ≤ r,
r + 1− i < j ≤ s. Hence, there are s(r − s) + s(s+ 1)/2 free a-variables.
Since the c-variables are independent of the a-variables, we conclude that the
pairs (F ,G) satisfying the conditions so far describe an affine space of dimension
s(s− 1)
2
+ s(r − s) + s(s+ 1)
2
= rs ,
which is in accordance with the assertion of the proposition.
3.9. Remaining Conditions. If we could show that all remaining conditions of
the wedge local model are fulfilled by now, the proposition would follow.
Remark 3.5. In the proof of Thm. 3.1 we give a dimension argument, which
implies that the remaining conditions are automatically satisfied; see Rem. 3.6.
Despite the remark, we indicate how this can be verified by direct calculations.
We start with equations (C5)(C10), which involve only b-variables. They are
automatically satisfied, as can be shown by using the description (3.13) of b together
with (C1′)(C4′). To give an example, we check that (C5) holds true. Rearranging
and multiplying with Hm from the left yields
[m]b[m] + ι([m]b[m]) = −Hm [m]b(m−s+1)
t [m]b(m−s+1) .
With (3.13), we see that the left hand side is the pi-fold of the matrix(
a[r−s][m−s] − ι([m−s][r−s]d) 0
pi (c+ ι(c)) + [r−s]d a[r−s] + ι([r−s]d a[r−s]) ι(a[r−s][m−s])− [m−s][r−s]d
)
and the right hand side the pi-fold of the matrix(
0 0
−pi Hs a(m−s+1)t a(m−s+1) 0
)
.
For the moment, we refer to these matrices by Blhs and Brhs, respectively. Note
that a[r−s][m−s] denotes the same matrix block as a[m][m−s]; in the same manner,
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[m−s]
[r−s]d = [m−s][m]d. Then (C2′) implies that the upper left block and the lower
right block of Blhs are zero. The lower left blocks of Blhs and Brhs also coincide.
This follows from (C1′) and the calculation
[r−s]d a[r−s] + ι([r−s]d a[r−s]) = −2pi Hs a(m−s+1)
t
a(m−s+1) .
For the last equation, we have used (3.15) and (C2′)(C4′).
Next, we consider the Π-stability of F⊥. The adjoint of Π (with respect to the
perfect pairing (3.1)) is given by Π∗ = −Π since Πt M = −M Π. With x ∈ F⊥,
we then have Π x ∈ F⊥ as well. Indeed, we calculate (Π x, y) = (x,−Π y) = 0 for
all y ∈ F because Π y ∈ F .
Analogously to (3.6), the matrix
R′ :=
 pi0 IsIs
a˜[r−s] [s]b˜[r−s] [r−s]b˜[r−s]
 (3.17)
describes the action of Π on F⊥. Here the -signs denote the corresponding entries
of the orthogonal complement of F , given in Lem. 3.3. Together with the description
(3.13) of b, it follows that we have [r−s]b˜[r−s] = −pi Ir−s. Hence, the characteristic
polynomial of Π|F⊥ equals
det
 T Is −pi0 Is−Is T Is
−a˜[r−s] −[s]b˜[r−s] (T + pi) Ir−s
 = (T − pi)s(T + pi)r ∈ A[T ] ,
and therefore (N4) holds true.
Condition (W) for F⊥ is also satisfied, as can be seen in complete analogy to
the calculations in sect. 3.5.
Less obvious is the last requirement to be checked, namely, that the map induced
by the lattice inclusion Λm+1 ⊂ pi−1Λm restricts to a map F⊥ → pi−1F . The former
map is given by the 2n× 2n-matrix
A′ :=

pi0 Im
1 0
pi0 Im
Im
0 1
Im

.
To show that the image A′ F⊥ lies in the subspace pi−1F (which with respect to
the basis of pi−1Λm is given by the column span of the matrix F), we give a square
matrix Q of size n that satisfies A′ F⊥ = F Q:
Q :=

pi0 Is
Is
−ι([m−s]d) −pi ι([m−s]d) −pi Im−s
1
ι([m−s][m]d) pi ι([m−s][m]d) −pi Im−s
 .
That Q satisfies the above equation can be seen by straightforwardbut tedious
matrix block-multiplications.
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3.10. Conclusion. This completes the proof of the proposition: we have shown
that the wedge local model contains an open subset that is isomorphic to affine
space of dimension rs. Moreover, the open subset is a neighborhood of the special
point (F1,G1). 
Now the assertions of the theorem can be deduced.
Proof of Thm. 3.1. We want to see that the local model contains an open subset
that is isomorphic to affine space of dimension rs. For this, we show that the open
subset constructed above is actually lying in the local model.
We consider the closed subscheme of the product of Grassmannians that consists
of pairs satisfying the conditions of the wedge local model treated up to Rem. 3.5:
Y := {(F ,G) ∈ Grassn,2n×Grassn,2n; conditions up to Rem. 3.5} .
The standard open subset GrassJn,2n×GrassJn,2n of the product of Grassmannians
is abbreviated to U . We have the following inclusions of closed subschemes:
M locI ∩ U ⊂M∧I ∩ U ⊂ Y ∩ U . (3.18)
By Lem. 1.2, the generic fiber of the local model is irreducible and of dimension
rs. As its closure (in the naive local model), the local model is irreducible as
well. The structure morphism to OE is dominant, and since it is projective, the
special fiber of the local model is nonempty. It follows from Chevalley's theorem
[EGA IV3, Thm. 13.1.3] that all irreducible components of the special fiber have
dimension at least rs. By flatness, the special fiber of the local model is in fact
equidimensional of dimension rs [Liu02, Prop. 4.4.16].
We have seen in the proof of Prop. 3.2 that the OE-scheme Y ∩U is isomorphic
to affine space of dimension rs; in particular, its special fiber and its generic fiber
are both irreducible of dimension rs. Hence, on the level of reduced schemes, the
inclusions in (3.18) are equalities. Since Y ∩ U is reduced, we obtain
Y ∩ U = (Y ∩ U)red = (M locI ∩ U)red ⊂M locI ∩ U ,
where the subscript red denotes the reduced structure. Together with (3.18), this
implies that the affine space Y ∩U coincides with the open subset M locI ∩U of the
local model. 
Remark 3.6. The conditions verified after Rem. 3.5 are automatically satisfied:
From the above, we obtain the inclusion Y ∩U ⊂M∧I ∩U , and the converse inclusion
trivially holds true.
4. Irreducibility of the Special Fiber
In this section, we will establish the second result required in the proof of the
main theorem.
Theorem 4.1 (second step). Let n = 2m+1 be odd and I = {m}. Then the special
fiber of the local model M locI is irreducible.
Proof. The theorem is a consequence of an apparently weaker result, which is given
in Prop. 4.3 below. Lemma 4.2 ensures that this is actually sufficient. 
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4.1. Worst Point. Recall from sect. 3.1 that the special fiber of the local model is
the union of Schubert varieties, enumerated by certain elements of the correspond-
ing affine Weyl group. As in sect. 5.e of [PR07], we can see that there is a unique
closed orbit, which has to be contained in the closed subset AI(µ). From sect. 2.d.2
of loc.cit., it follows that in the current situation the closed orbit consists of the
single point (F0,G0), given by the subspaces
F0 := Π Λm ⊂ Λm ,
G0 := Π Λm+1 ⊂ Λm+1 .
This point is, in some sense, at the opposite extreme of the previously considered
best point (F1,G1): it is contained in all irreducible components of the special fiber
of the local model. Hence, we have the following result about the worst point (the
naming is due to the occurrence of the worst singularities at this point):
Lemma 4.2. To prove the irreducibility of the special fiber of the local model, it
is sufficient to show that the worst point has an open neighborhood (in the special
fiber of the local model) that is irreducible. 
By the lemma, the next proposition is enough to complete the proof of Thm. 4.1.
Proposition 4.3. Let n = 2m+ 1 be odd and I = {m}. Then, in the special fiber
of the local model, the point (F0,G0) has an open neighborhood that is irreducible.
Proof. We start with the description of an open neighborhood of the point (F0,G0)
in the special fiber of the wedge local model. In a later subsection, we consider the
intersection with the local model and deduce the statement of the proposition.
As in the previous section, we use matrices to describe an open subset. We
consider points of the special fiber; therefore, unless explicitly mentioned otherwise,
all schemes in this section are over the residue field k. Since we want to prove
an irreducibility result, it is enough to consider the reduced scheme structures;
therefore, unless otherwise specified, all schemes are equipped with the reduced
structure. Moreover, the schemes involved in this section are all of finite type
over k. Hence, from the functorial point of view, it is enough to consider only
geometric points, that is, k¯-valued points, with k¯ denoting a fixed algebraic closure
of k [Mum99, 6].
4.2. Conditions of the Wedge Local Model. To simplify the upcoming calcu-
lations, we use rearranged bases of Λm and Λm+1:
Λm = spanOF {em+2, . . . , en, pi−1e1, . . . , pi−1em, em+1} ,
Λm+1 = spanOF {em+2, . . . , en, pi−1e1, . . . , pi−1em, pi−1em+1} .
As usual, we get corresponding OF0-bases by adding the pi-multiples of the respec-
tive basis vectors above (in the prescribed order, cf. sect. 3.2).
Recall that the k¯-valued points of the wedge local model are given by pairs of
OF ⊗ k¯-subspaces (F ,G), with F ⊂ Λm⊗ k¯ and G ⊂ Λm+1⊗ k¯, subject to conditions
(N1)(N4), (W), and (Pi). In particular, G is determined by F as its orthogonal
complement, and it suffices to consider k¯-valued points F of some standard open
subset GrassJn,2n of the Grassmannian. In order for the corresponding open subset
of the product of Grassmannians to contain the special point (F0,G0), the index
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set J has to correspond to the first n elements of the above chosen OF0-basis of
Λm. Then the elements of GrassJn,2n(k¯) are represented by 2n× n-matrices
F =
(
X
In
)
, (4.1)
with a square matrix X of size n having entries in k¯. With respect to the upcoming
calculations, we subdivide X into four smaller blocks,
X =
(
X1 X2
X3 X4
)
,
where X1 is a square matrix of size n− 1 and X4 a scalar (that is, a square matrix
of size 1).
We evaluate the conditions of the wedge local model. By construction, (N1)
and (N3) are satisfied. The remaining conditions translate into constraints on the
matrix X.
4.3. Lattice Inclusion Map. Note that pi is zero in k¯. The map induced by the
inclusion Λm ⊂ Λm+1 is described by the matrix
A¯ :=
(
In −K
K In −K
)
,
where the n× n-matrix K is defined as
K :=
(
02m
1
)
,
with 02m denoting the zero matrix of size 2m. We introduce the square matrix
J ′2m of size 2m+ 1, following the notation of J2m:
J ′2m :=
(
J2m
0
)
.
The natural perfect pairing (3.1) is then represented by the matrix
M ′ :=
(
J ′2m −K
−J ′2m +K
)
.
Condition (N2) requires that the map A¯ restricts to a map F → F⊥. The image of
F lies in the orthogonal complement of F if F t A¯t M ′ F = 0. We multiply these
matrices; with
A¯t M ′ =
(
K J ′2m
−J ′2m
)
,
we get the condition Xt K X + (Xt J ′2m − J ′2m X) = 0, which in block form is
given by(
X3
t X3 X4 X3
t
X4 X3 X4
2
)
+
(
X1
t J2m − J2m X1 −J2m X2
X2
t J2m 0
)
= 0 . (4.2)
From the lower right blocks, we deduce X4
2 = 0. Since k¯ is a field, it follows that
X4 = 0. Then the upper right blocks give X2 = 0, and from the upper left blocks,
the identity X3
t X3 = J2m X1 − X1t J2m follows. By introducing an involution
similar to ι, the latter equation can be expressed more clearly. We multiply with
−J2m from the left and obtain
−J2m X3t X3 = X1 + σ(X1) , (4.3)
20 KAI ARZDORF
with the involution σ defined as follows: Let B be an arbitrary matrix with k rows
and l columns. We write
σ(B) := Dl Bt Dk ,
where for an integer i the matrix Di is defined to be Ji if i is even and Hi if i is
odd. We calculate
σ(X1) = J2m X1t J2m =
(
−ι([m]X1[m]) ι([m]X1[m])
ι([m]X1[m]) −ι([m]X1[m])
)
and see that σ is a signed reflection at the antidiagonal. Therefore, (4.3) is to
some extent a symmetry condition.
4.4. Pi-Stability. Over k¯ and with respect to the chosen bases, the action induced
by multiplication with pi ⊗ 1 is given by the matrix Π¯ = ( 0nIn ). Condition (Pi)
requires that F is Π¯-stable. This holds true if there is an equation Π¯ F = F R,
with a square matrix R of size n. We get(
0n
X
)
=
(
X R
R
)
and deduce R = X and X2 = 0. The latter equation is in block form given by(
X1
2 0
X3 X1 0
)
= 0 ,
from which we deduce the identities
X1
2 = 0 , (4.4)
X3 X1 = 0 . (4.5)
Here we have used that X2 and X4 are both zero.
4.5. Wedge Condition. Because the last column of X is identically zero, (W)
translates into a wedge condition for the (2m + 1) × 2m-matrix composed of the
blocks X1 and X3:
∧s+1
(
X1
X3
)
= 0 (4.6)
(recall that s < r, and pi = 0 ∈ k¯).
4.6. Action of the Symplectic Group. We are left with pairs of matrices (X1, X3)
subject to conditions (4.3)(4.6). We denote this space of matrices by N .
Recall the definition of the symplectic group of size 2m: it is the group of
invertible 2m× 2m-matrices that preserve the antisymmetric form given by J2m,
Sp2m = {g ∈ GL2m; gt J2m g = J2m} .
This is a linear algebraic group, which we consider over k and which acts on N
from the right:
N × Sp2m → N , ((X1, X3), g) 7→ (g−1 X1 g, X3 g) . (4.7)
We consider the projection morphism on the second factor,
prX3 : N → A2m , (X1, X3) 7→ X3 ,
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which is equivariant for the action of Sp2m (with the action on A2m given in the
obvious way). By studying the fibers of prX3 , we expect a better understanding of
the whole space N .
We write c0 :=
(
1 0 . . . 0
)
for the row vector of A2m that has a one as first
entry and zeros in the remaining 2m− 1 columns.
Lemma 4.4. The orbit of c0 under the action of the symplectic group consists of
all nonzero row vectors of A2m; that is, we have a surjection
{c0} × Sp2m  A2m \ {0} , (c0, g) 7→ c0 g .
Proof. Let an arbitrary row vector c1 6= 0 ∈ A2m(k¯) be given. We will construct a
symplectic matrix g ∈ Sp2m(k¯) that has c1 as first row. Then the lemma follows
since c0 is obviously mapped to c1 under multiplication with g from the right.
Because the symplectic form is nondegenerate, a vector d1 ∈ k¯2m exists that
pairs with c1 to a nonzero λ1 ∈ k¯. We normalize d1 by scaling with λ1−1. Then c1
and d1 span a symplectic subspace W1 ⊂ k¯2m, with the symplectic form given by
the matrix J2. The orthogonal complement W1
⊥ is of dimension 2m− 2 and again
symplectic. We repeat the above process by choosing an arbitrary c2 ∈W1⊥ \ {0}.
After m steps, we have obtained 2m vectors c1, d1, . . . , cm, dm, which constitute a
basis of k¯2m.
We define a square matrix g of size 2m with these basis vectors as columns (in
a different order):
g :=
(
c1
t . . . cm
t dm
t . . . d1
t
)
.
We have gt J2m g = J2m by construction, and therefore, g is symplectic. Then
gt is symplectic as well. This is true because the last equation is equivalent to
g−1 = −J2m gt J2m, and by transposing both sides, we get the corresponding
equation for gt. Since gt has c1 as first row, the lemma is proven. 
Because of this transitivity result, there are essentially two fibers to examine: on
the one hand, we have to look at the fiber over the zero vector, and on the other
hand, we have to determine the fiber over c0.
4.7. Zero Fiber. The next lemma describes the fiber over the zero vector.
Lemma 4.5. The fiber prX3
−1(0) is given by the k-scheme of 2m × 2m-matrices
X1 that satisfy the conditions
X1
2 = 0 , X1 + σ(X1) = 0 , ∧s+1X1 = 0 .
This scheme is irreducible. It has dimension (2m− s)s if s is even and dimension
(2m− s+ 1)(s− 1) if s is odd. In both cases, the dimension is smaller than rs.
Proof. The description of the fiber is obvious from (4.3)(4.6); in particular, because
X3 = 0, the wedge condition (4.6) translates into the wedge condition involving X1
only.
The stabilizer of the zero vector is the whole symplectic group, Stab0 = Sp2m.
It acts by conjugation on the elements X1 contained in the zero fiber. Pappas and
Rapoport [PR07] have considered this matrix scheme in sect. 5.e. of their paper.
In the notation of loc.cit., it coincides with the special fiber of the matrix scheme
U∧r′,s, where we have set r
′ := 2m− s. It is shown in loc.cit. that the special fiber
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is irreducible and of dimension r′s if s is even and of dimension (r′ + 1)(s− 1) if s
is odd. Since r′ = r − 1, the lemma is proven.
The argument of loc.cit. is as follows. We consider the matrix scheme V ∧r′,s of
2m× 2m-matrices X1 over k that satisfy the conditions
X1
2 = 0 , ∧s+1X1 = 0 .
This scheme is the union of the nilpotent GL2m-conjugation orbits O2i,12m−i with
i ≤ s, which respectively contain the Jordan matrices with exactly i nilpotent
Jordan blocks of size two and all other blocks being zero. The orbits have di-
mension 2(2m − i)i, respectively, and the following closure relation holds true
[PR03, Rem. 4.2]:
O2i,12m−i ⊂ O2j ,12m−j if and only if i ≤ j . (4.8)
We denote the fixed point scheme of V ∧r′,s under the involution −σ by U∧r′,s. The
symplectic group acts on this scheme by conjugation; slightly abusing notation,
we denote the corresponding nilpotent conjugation orbits by the same symbols as
above. It follows from Prop. 1 of [Oht86] that U∧r′,s is the union of the orbits
O2i,12m−i with even i ≤ s. By Thm. 1 of loc.cit., a closure relation as in (4.8) also
holds true in this context. We conclude that U∧r′,s is the closure of O2s,1r′ if s is even
and the closure of O2s−1,1r′+1 if s is odd. The irreducibility of the symplectic group
implies the irreducibility of its orbits and their closures. The dimension of these
Sp2m-orbits is half the dimension of the corresponding GL2m-orbits [KR71, Prop. 5
and its proof]. 
4.8. Nonzero Fiber. The following lemma gives a description of the fiber over c0.
Lemma 4.6. The fiber prX3
−1(c0) is given by the k-scheme N ′ of pairs of matrices
(Y1, Y2) subject to the following conditions:
Y1
2 = 0 , Y1 + σ(Y1) = 0 , ∧s
(
Y1
Y2
)
= 0 , Y2 Y1 = 0 .
Here Y1 denotes a square matrix of size 2m− 2 and Y2 a row vector of size 2m− 2.
Proof. We describe the matrices X1 lying over c0 by evaluating (4.3)(4.6).
Equation (4.5) applied with X3 = c0 implies that the first row of X1 is zero.
Since −J2m c0t c0 = K H2m, the left hand side of (4.3) is the square matrix
with all entries zero but the lower left, which is one. As noted before, σ is a signed
reflection at the antidiagonal; hence, (4.3) implies that X1 has the following form:
X1 =
 0 0 0σ(Y2) Y1 0
1/2 Y2 0
 . (4.9)
Here Y1 is a square matrix of size 2m− 2 that satisfies the symmetry condition
Y1 + σ(Y1) = 0 , (4.10)
and Y2 is a row vector with 2m− 2 columns.
Because c0 has a unit in the first entry and zeros everywhere else, (4.6) translates
via Laplace expansion along c0 into a wedge condition for the (2m− 1)× (2m− 2)-
matrix composed of Y1 and Y2:
∧s
(
Y1
Y2
)
= 0 . (4.11)
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By (4.4), the square of X1 has to be zero. Using (4.9), this results in
Y1
2 = 0 , (4.12)
Y2 Y1 = 0 . (4.13)
As asserted, equations (4.10)(4.13) describe the fiber over c0. 
Next, we determine the stabilizer of c0 ∈ A2m and its action on the fiber over c0.
Lemma 4.7. The stabilizer Stabc0 ⊂ Sp2m of c0 is given by symplectic matrices g
of the following form:
g =
 1−g1 σ(g2) g1
g3 g2 1
 ,
with a symplectic matrix g1 of size 2m − 2, a row vector g2 of corresponding size,
and a scalar g3. Referring to these matrices by giving the essential data in the form
of a triple (g1, g2, g3), the induced action on N ′ can be described as follows:
N ′ × Stabc0 → N ′ ,
((Y1, Y2), (g1, g2, g3)) 7→ (g1−1 Y1 g1, Y2 g1 − g2 g1−1 Y1 g1) . (4.14)
Proof. Let g ∈ Sp2m stabilize c0. Then the first row of g has to be c0. We subdivide
g into blocks,
g =
 1 0 0g4 g1 g5
g3 g2 g6
 ,
with a square matrix g1 of size 2m− 2, a row vector g2 with 2m− 2 columns, and
a scalar g3. We evaluate the condition of g being symplectic, g
t J2m g = J2m.
By multiplying the matrices on the left hand side and comparing the blocks of the
matrix equation, we obtain the following constraints on the blocks of g:
g1
t J2m−2 g1 = J2m−2 ,
g1
t J2m−2 g5 = 0 ,
g6 + g4t J2m−2 g5 = 1 ,
g4 = −g1 J2m−2 g2t .
The first equation implies that g1 is symplectic; in particular, g1 is regular. Then
g5 = 0 follows from the second equation, which in turn implies g6 = 1 by the third
equation. Together with the last equation, we obtain the description stated in the
lemma. Note that g is determined by the triple (g1, g2, g3).
To see how the stabilizer acts on N ′, we first determine the inverse of the sta-
bilizer element g = (g1, g2, g3). Since g is in particular symplectic, the inverse
is given by g−1 = −J2m gt J2m. Multiplying the matrices on the right yields
g−1 = (g1−1,−g2 g1−1,−g3). Next, let an arbitrary element (Y1, Y2) ∈ N ′ be
given, with corresponding matrix X1 ∈ prX3−1(c0). We calculate that the conju-
gate element g−1 X1 g corresponds to (g1−1 Y1 g1, Y2 g1 − g2 g1−1 Y1 g1) ∈ N ′;
therefore, the action of Stabc0 on N
′ is given in the asserted way. 
Remark 4.8. The entry g3 of an element (g1, g2, g3) ∈ Stabc0 does not occur on
the right hand side of (4.14); hence, it has no effect on the induced action on N ′.
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Remark 4.9. The symplectic group of size 2m− 2 can be regarded as a subgroup
of the stabilizer of c0: we have the inclusion morphism
Sp2m−2 ↪→ Stabc0 , g1 7→ (g1, 0, 0) .
The corresponding action on N ′ is given by
N ′ × Sp2m−2 → N ′ , ((Y1, Y2), g1) 7→ (g1−1 Y1 g1, Y2 g1) ,
which is completely analogous to (4.7).
Recall that we have set r′ = 2m−s. We consider the k-scheme U∧r′−1,s−1 defined
analogously to the matrix scheme U∧r′,s from the proof of Lem. 4.5: it is given by
square matrices Y1 of size 2m−2 satisfying Y12 = 0, Y1 +σ(Y1) = 0, and ∧s Y1 = 0.
The symplectic group acts on this scheme by conjugation and U∧r′−1,s−1 is the union
of the finitely many Sp2m−2-orbits O2i,12m−2−i with even i ≤ s− 1. The orbits are
irreducible, have dimension (2m− 2− i)i, and a closure relation analogous to (4.8)
holds true. Hence, there is an open dense orbit; it is O2s−1,1r′−1 if s− 1 is even and
O2s−2,1r′ if s− 1 is odd.
The first component Y1 of a point (Y1, Y2) ∈ N ′ gives a point in U∧r′−1,s−1. This
is true because (4.11) implies in particular ∧s Y1 = 0. We study the projection
morphism on the first factor,
prY1 : N
′ → U∧r′−1,s−1 , (Y1, Y2) 7→ Y1 ,
which is equivariant for the action of Sp2m−2.
Lemma 4.10. Over each orbit O2i,12m−2−i with even i ≤ s − 1, the projection
morphism prY1 : N
′ → U∧r′−1,s−1 is a fibration into affine spaces. The inverse
images of these orbits are irreducible subsets that partition N ′. The inverse image
of the open dense orbit has dimension (2m − s)(s − 1); the inverse images of the
other orbits have smaller dimension.
Proof. We fix an orbit O2i,12m−2−i with even i ≤ s − 1 and consider an arbitrary
point Y1 thereof. We determine the points of N
′ lying above Y1; that is, we identify
the vectors Y2 giving elements (Y1, Y2) ∈ N ′. The cases i = s− 1 and i < s− 1 are
to be distinguished.
In the former case, the rank of the matrix Y1 equals s − 1; thus, (4.11) implies
that Y2 belongs to the image of Y1, and we can write Y2 = a Y1, with a row
vector a of size 2m − 2. Then (4.13), which is the second condition mixing Y1
and Y2, automatically holds true: Y2 Y1 = a Y12 = 0. It follows that exactly the
elements in the image of Y1, which is an s−1-dimensional vector space, correspond
to points (Y1, Y2) ∈ N ′. Locally on O2i,12m−2−i , this gives trivializations with linear
isomorphisms as transition maps; in other words, we get a vector bundle over the
orbit O2i,12m−2−i .
If i < s−1, (4.11) is automatically satisfied since the rank i of Y1 is smaller than
s− 1. Hence, Y2 determines a point (Y1, Y2) ∈ N ′ if and only if (4.13) is satisfied,
that is, if and only if Y2 lies in the kernel of Y1. It follows that every fiber is a
vector space of dimension 2m− 2− i. Again, we get a vector bundle over the orbit
O2i,12m−2−i .
The total space of a vector bundle over an irreducible base is irreducible, and its
dimension is the sum of the base dimension and the typical fiber dimension. Hence,
the dimension of the inverse image of the open dense orbit is calculated to be
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(2m− 2− (s− 1))(s− 1) + (s− 1) if s− 1 is even and (2m− 2− (s− 2))(s− 2) +
(2m− 2− (s− 2)) if s− 1 is odd. In both cases, this equals (2m− s)(s− 1). The
inverse images of the other orbits (corresponding to even i < s − 2) have smaller
dimension (2m− 2− i)(i+ 1): note that i+ 1 < s− 1 ≤ m− 1. 
Remark 4.11. The action of Stabc0 on the inverse image of the open dense orbit
is transitive if s − 1 is even and not transitive if s − 1 is odd. The actions on the
inverse images of the other orbits are not transitive.
Taking the respective closures in N ′ of the inverse images of the orbits and omit-
ting redundant terms yields the decomposition of the fiber over c0 into irreducible
components:
Corollary 4.12. The fiber prX3
−1(c0) contains an irreducible component Zmax of
dimension (2m − s)(s − 1). All other irreducible components, Zγ with γ ∈ Γ (and
Γ a finite, possibly empty index set), have smaller dimension. 
4.9. Action of the Symplectic Group (continued). The action (4.7) of the
symplectic group Sp2m on N gives rise to the surjective morphism
φ : prX3
−1(c0)× Sp2m → prX3−1(X3 6= 0) ,
((X1, c0), g) 7→ (g−1 X1 g, c0 g) .
We consider the images under φ of the sets Zmax×Sp2m and Zγ×Sp2m with γ ∈ Γ:
we denote the closures in N by Z ′max and Z
′
γ with γ ∈ Γ, respectively.
Lemma 4.13. The sets Z ′max and Z
′
γ with γ ∈ Γ are irreducible subsets of N . The
dimension of Z ′max equals rs. Any Z
′
γ with γ ∈ Γ has smaller dimension.
Proof. The irreducibility is obvious since images of irreducible subsets under mor-
phisms are irreducible, and so are their closures. As for the dimension assertion,
we consider the restriction of the projection morphism prX3 to φ(Zmax × Sp2m):
prX3 |φ(Zmax × Sp2m) : φ(Zmax × Sp2m)→ A2m \ {0} , (X1, X3) 7→ X3 .
This is a surjective morphism between irreducible schemes of finite type over k,
with all fibers isomorphic to Zmax. The base dimension and the typical fiber
dimension sum up to the dimension of the total space [EGA IV3, Thm. 13.2.3;
Har77, Ex. II.3.22]. Since φ(Zmax × Sp2m) has the same dimension as its closure,
we calculate dimZ ′max = 2m + (2m − s)(s − 1) = rs. Analogous reasoning shows
that the dimension of the other subsets is smaller. 
By Lem. 4.5, the subset prX3
−1(0) is irreducible of dimension smaller than rs.
Together with Z ′max and Z
′
γ with γ ∈ Γ, we get a finite covering of N by irreducible
subsets. By omitting redundant terms, we obtain the decomposition of N into
irreducible components:
Corollary 4.14. The scheme N contains the irreducible component Z ′max, which
has dimension rs. All other irreducible components of N (if there are any at all)
have smaller dimension. 
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4.10. Intersection with the Local Model. We will now pass to the local model,
therewith finishing the proof of the proposition. The arguments resemble those from
the proof of Thm. 3.1.
Recall that in the current section all schemes are over k and equipped with
the reduced structure (unless explicitly mentioned otherwise). The standard open
subset GrassJn,2n×GrassJn,2n of the product of Grassmannians is abbreviated to U .
As usual, M¯ locI denotes the special fiber of the local model and M¯
∧
I the special fiber
of the wedge local model. We have closed immersions
M¯ locI ∩ U ⊂ M¯∧I ∩ U ⊂ N .
Following the same arguments as given in the proof of Thm. 3.1, we deduce that the
open subset M¯ locI ∩ U of the special fiber of the local model coincides with the irre-
ducible component Z ′max of N : On the one hand, M¯
loc
I ∩ U is nonempty (it contains
the special point (F0,G0), see sect. 4.1) and equidimensional of dimension rs. On
the other hand, by Cor. 4.14, the decomposition of N into irreducible components
is given by Z ′max, which has dimension rs, and irreducible components of smaller
dimension (if there are any at all).
We conclude that M¯ locI ∩ U is an irreducible open neighborhood of the point
(F0,G0). This completes the proof of the proposition and, hence, also of Thm. 4.1.
With the second step established, the main theorem is finally proven. 
Remark 4.15. In the case considered, the set AI(µ) (which was mentioned in
sect. 3.1) is the closure of a single extreme orbit and coincides with the geometric
special fiber of the local model. This follows by dimension arguments in the same
manner as above: note that the open subset constructed in sect. 3 is a neighborhood
of one of the best points and has dimension rs, and by the results of this section,
the (geometric) special fiber of the local model is irreducible of dimension rs.
5. Other Special Parahoric Level Structures
In the final section, we take a look at the cases treated by Pappas and Rapoport
(see Rem. 2.3). Transferring our methods from sect. 3 to this situation, we obtain
analogs of Thm. 3.1 and Prop. 3.2. In this way, we can strengthen some of Pappas
and Rapoport's results.
Theorem 5.1. Let I = {0} if n = 2m+ 1 is odd and I = {m} if n = 2m is even.
Then the local model M locI contains an affine space of dimension rs as open subset.
Proof. Arguing as in the proof of Thm. 3.1, this is a consequence of the next
proposition. 
Proposition 5.2. Let I = {0} if n = 2m + 1 is odd and I = {m} if n = 2m is
even. Then the wedge local model M∧I contains an affine space of dimension rs as
open subset.
Proof. In the next subsection, we handle the case n = 2m+ 1 odd, I = {0}. In the
subsection thereafter, the case n = 2m even, I = {m} is dealt with.
5.1. Odd Case. Let n = 2m + 1 be odd and I = {0}. The essential part of the
selfdual periodic lattice chain is given by
. . .→ Λ0 → . . . ,
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with the standard lattice Λ0 = spanOF {e1, . . . , en}. Over OF0 , we have the corre-
sponding basis e1, . . . , en, pie1, . . . , pien.
We examine A-valued points ofM∧I , with A an arbitrary OE-algebra; that is, we
consider OF ⊗ A-submodules F ⊂ Λ0 ⊗ A subject to the conditions of the wedge
local model. In particular, we deal with A-valued points of the Grassmannian
Grassn,2n. Again, it is sufficient to consider the standard open subset GrassJn,2n,
where J is the complement of the index set that corresponds to the basis elements
e1, . . . , es, pie1, . . . , pier. The motivation for this choice of J is the same as in sect. 3:
we construct an open subset containing one of the best points; see Rem. 5.3.
The elements of GrassJn,2n can be described as the column span of 2n×n-matrices
F as in (3.2). The remaining conditions of the wedge local model translate into:
(N3) F = F⊥, with F⊥ denoting the orthogonal complement of F under the
natural perfect pairing
〈 , 〉 ⊗A : (Λ0 ⊗A)× (Λ0 ⊗A)→ A .
With respect to the chosen basis, the form is represented by the antisym-
metric matrix −J2n.
(N4) The characteristic polynomial of Π|F is given by
det(T id−Π|F) = (T − pi)s(T + pi)r ∈ A[T ] .
(W) We have
∧r+1(Π−√pi0|F) = 0 ,
∧s+1(Π +√pi0|F) = 0 .
(Pi) F is Π-stable.
The parts of the proof of Prop. 3.2 concerning (N4), (W), and (Pi) are identically
applicable to the current case, yielding the same identities (3.3)(3.14) for the
variables a, b, c, and d of the subspaces F . In particular, b is determined in terms
of the other variables by (3.13).
Contrary to the previous case, the condition concerning the restrictions of the
lattice inclusion maps is trivial this time. Instead, (N3) gives further constraints
on the a-, c-, and d-variables. It is enough to show that F ⊂ F⊥. This translates
into three subconditions for the columns of F :
(N3.a) The first s columns are perpendicular to each other.
(N3.b) The first s columns are perpendicular to the last r columns.
(N3.c) The last r columns are perpendicular to each other.
The first condition gives
c = ι(c) , (5.1)
which means that c has to be symmetric with respect to the antidiagonal. The
solution space of this system of linear equations has dimension s(s+ 1)/2.
Condition (N3.b) reads Hs d + at Hr = 0. We rearrange and multiply with Hs
from the left to get
d = −ι(a) . (5.2)
Hence, the d-variables are determined by the a-variables. We split the last equation
into [s]d = −ι(a[s]) and [r−s]d = −ι(a[r−s]); with these identities, the corresponding
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terms in (3.14) are substituted. Rearranging yields
(id +ι)(a[s]) = −ι(a[r−s]) a[r−s] . (5.3)
This is analogous to the situation at the end of sect. 3.8: both sides of (5.3) are
symmetric with respect to the antidiagonal, and we can express the a-variables
on or below the first angle bisector in terms of those above. Thus, there remain
s(r − s) + s(s− 1)/2 free a-variables. Taken together with the c-variables, which
are independent of the a-variables, we end up with an affine space of the desired
dimension
s(s+ 1)
2
+ s(r − s) + s(s− 1)
2
= rs ,
provided (N3.c) is redundant.
We have to show that bt Hr − Hr b = 0, or equivalently, that ι(b) = b. This
holds true indeed, as follows from the description (3.13) of b together with (5.1)
and (5.2). This proves the proposition in the case n = 2m+ 1 odd.
Remark 5.3. The point given by the subspace F1 := spank{e1, . . . , es, pie1, . . . , pier}
lies in the special fiber of the open subset constructed above. As in Rem. 3.4, it
follows that this is one of the special points mentioned in sect. 3.1.
5.2. Even Case. Let n = 2m be even and I = {m}. Then the selfdual periodic
lattice chain is given by
. . .→ Λm → . . . ,
with Λm = spanOF {f1, . . . , fn} denoting the standard lattice, where we have set
f1 := pi−1e1, . . . , fm := pi−1em, fm+1 := em+1, . . . , fn := en. As usual, by adding
the pi-multiples of the respective basis vectors, we get a basis over OF0 .
We proceed as in the odd case and construct an open subset of the wedge local
model by considering A-valued points of GrassJn,2n, with the complement of J corre-
sponding to the basis elements f1, . . . , fs, pif1, . . . , pifr. The points are represented
as column spans F as in (3.2), and are subject to (N3), (N4), (W), and (Pi) from
the previous subsection 5.1. Of course, this time the orthogonality condition has to
be with respect to the natural perfect pairing ( , )⊗A : (Λm⊗A)× (Λm⊗A)→ A;
the form is represented by the symmetric matrix
M ′′ :=
( −J2m
J2m
)
.
The wedge condition is only posed if r 6= s.
As before, (N4), (W), and (Pi) yield the identities (3.3)(3.14). Note that (3.9)
and (3.10), which were obtained using the wedge condition, trivially hold true if
r = s. Equation (3.13) determines b in terms of the other variables.
We evaluate the orthogonality condition (N3), or equivalently, the three subcon-
ditions (N3.a), (N3.b), and (N3.c).
Recall that s ≤ m. The first condition gives
c = −ι(c) . (5.4)
That is, c has to be antisymmetric with respect to the antidiagonal. The solution
space of this system of linear equations has dimension s(s− 1)/2.
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Condition (N3.b) gives
0 = [s]F t M ′′ [r]F
=
(
Is a
t 0 ct
) ( −J2m
J2m
) 
0
b
Ir
d

=
(
Is a
t 0 ct
) 
−Hs d
−Jm,m−s
Jm−s,m b
0

= −Hs d− at Jm,m−s ,
which is equivalent to
d = −Hs at Jm,m−s . (5.5)
Consequently, all d-variables are determined by the a-variables. The first s columns
of the matrix equation (5.5) give [s]d = ι(a[s]), and the last r − s columns give
[r−s]d = −Hs a[r−s]t J2(m−s); these identities are used to substitute the corre-
sponding terms in (3.14). We obtain
(− id +ι)(a[s]) = Hs a[r−s]
t
J2(m−s) a[r−s] . (5.6)
Both sides of (5.6) are antisymmetric with respect to reflection at the antidiagonal:
for the left hand side this is obvious; for the right hand side, which is temporarily
denoted by B, we calculate ι(B) = Hs a[r−s]
t
(−J2(m−s)) a[r−s] Hs Hs = −B.
In analogy to the previous cases, we get s(s− 1)/2 equations, which express the
a-variables below the first angle bisector in terms of those on or above. Therefore,
the number of free a-variables is (r − s)s+ s(s+ 1)/2.
Since the c-variables are independent of the a-variables, we end up with an affine
space of the asserted dimension
s(s− 1)
2
+ (r − s)s+ s(s+ 1)
2
= rs ,
provided we can show that the last r columns of F are now automatically perpen-
dicular to each other.
The remaining condition translates into b = −Jm,m−s bt Jm,m−s. Taking into
account the block form of b described in (3.13), we split the last equation into four
parts corresponding to the respective blocks of b:
pi a[r−s] = J2(m−s) (−pi [r−s]d)t Hs ,
−pi Ir−s = −J2(m−s) (−pi Ir−s)t J2(m−s) ,
pi0 c+ pi [r−s]d a[r−s] = −Hs (pi0 c+ pi [r−s]d a[r−s])t Hs ,
−pi [r−s]d = Hs (pi a[r−s])t J2(m−s) .
All these equations hold true, as can be easily verified using (5.4) and (5.5). This
proves the proposition in the case n = 2m even. 
Remark 5.4. The point given by the subspace F1 := spank{f1, . . . , fs, pif1, . . . , pifr}
lies in the special fiber of the open subset constructed above. As in Rem. 3.4, it
follows that this is one of the special points mentioned in sect. 3.1.
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