We propose a Bayesian semiparametric approach for modelling registration of multiple point processes. Our approach entails modelling the mean measures of the phase-varying point processes with a Bernstein-Dirichlet prior, which induces a prior on the space of all warp functions. Theoretical results on the support of the induced priors are derived, and posterior consistency is obtained under mild conditions. Numerical experiments suggest a good performance of the proposed methods, and a climatology real-data example is used to showcase how the method can be employed in practice.
warp function T defined on the domain of definition of X, so that one observes realisations (discretised over some grid) from the random function X(t) = X(T −1 (t)) instead of X(t). In short, phase variation is randomness in the t-axis, whereas amplitude variation pertains to stochasticity in the X-axis.
Typically, one is interested in inferring properties of the original function X, rather than those of X. In such situations phase variation can be thought of as a nuisance parameter, and failing to account for it may result in a severely distorted statistical analysis: the mean function and Karhunen-Loève expansion ofX are smeared and less informative than those of X. Consequently, one needs to undo the warping effect of the phase variation by constructing estimators T for the warp functions, and composing them with the observed realizations from X, a procedure known as registration, or alignment, of the functions. The
• T i are then treated as distributed approximately as X, allowing for their use in probing the law of X. For a textbook treatment on phase variation, we refer to the books by Ramsay & Silverman (2002 , 2005 ; one may also consult the review articles Marron et al. (2015) and Wang et al. (2016) .
In this paper, we propose a Bayesian method for registering phase-varying point processes. Our paper is aligned with recent developments focused on modelling phase and amplitute variation of complex objects that are not functional data per se, yet still carry infinite-dimensional traits. An intriguing example is indeed that of point processes, appearing as spike trains in neural activity (e.g. Wu & Srivastava, 2014) , where phase variation can be viewed as smearing locations of peaks of activity. See Fig. 1 for an example of such phase-varying point processes (and Section 3 for more details on the underlying processes). Such data can be transformed into functional data by smoothing and considering density functions (Wu et al., 2013) , but can be also be dealt with directly, replacing the ambient space L 2 used for functional data by a space of measures. Indeed, Panaretos & Zemel (2016) formalize the problem and show how the Wasserstein metric of optimal transport arises canonically in the point process version of the problem. From a conceptual viewpoint, our model can be regarded as a semiparametric Bayesian version of Panaretos & Zemel (2016) , but by putting directly a prior on the space of all random measures on the unit interval it allows for straightforward inference from posterior outputs-both in terms of credible bands for warp functions, and credible intervals for registered points. By modelling the mean measure of each phasevarying point process with a random Bernstein polynomial (Petrone, 1999a,b) , we are able to show that the support of the induced priors for the warping functions and collections of registered points is 'large'
in the sense made precise in Section Section 2.3-2.4. Posterior consistency is established under a proviso that is asymptotically equivalent to that of Panaretos & Zemel (2016) , but our our large sample results only require the number of points in each process to increase.
Section 2 develops details on our approach, in Section 3 we report numerical experiments, and Section 4 includes a climatology real-data example. Concluding remarks are given in Section 5. Proofs of results characterizing the prior and limiting posterior can be found in the appendix.
2 Random Bernstein polynomial-based registration of multiple point processes
Random Bernstein polynomials
Random Bernstein polynomials were introduced by Petrone (1999a,b) and are defined as
where G is a random function on [0, 1] and k is a (positive) integer-valued random variable. It is clear that when G is a distribution function, so is B(t | k, G), and if in addition G(0) = 0 then B(t | k, G) has a density given by
where
is a beta density function with parameters a, b > 0. Following Petrone (1999a,b) we have the next definition.
Definition 1. The probability measure induced by B in (1), on the set ∆ of all continuous distribution functions defined on [0, 1], is called Bernstein prior with parameters (k, G). In symbols, π ≡ π(k, G).
Further details on random Bernstein polynomials can be found in Ghosal & van der Vaart (2017, Section 5.5).
Bayesian semiparametric inference for phase-varying point processes
Let Π be a point process in [0, 1], with finite second moment:
2 } < ∞ and denote its (finite) mean measure by λ(·) = E{Π(·)}. Estimation of λ is straightfoward when one has access to multiple realizations {Π 1 , . . . , Π n } from Π, with λ asymptotically normal (Karr, 1991, Proposition 4.8) . Suppose, however, that one instead observes a sample { Π 1 , . . . , Π n } from
where T # Π(·) = Π{T −1 i (·)} denotes the push-forward of Π through T . In other words, if a given realization of Π is the collection of points {x 1 , . . . , x m }, then one observes the deformed collection {T (x 1 ), . . . , T (x m )}. Here, {T 1 , . . . , T n } is a sequence of random warp functions, that is, increasing homeomorphisms on [0, 1] . A target of interest will be on learning about the warp functions, so to register the point processes. To achieve this goal we model the (conditional) mean measures of the phase-varying point processes with a Bernstein-Dirichlet prior, which induces a prior on the space of all warp functions.
We impose the rather standard assumptions that E{T i (t)} = t for all t ∈ [0, 1] and that the collection {T 1 , . . . , T n } is independent of {Π 1 , . . . , Π n }, and refer to Panaretos & Zemel (2016) and the references therein for further motivation for these assumptions. Consequently, the conditional mean measure of the
for t ∈ [0, 1], we set the prior
where {k 1 , . . . , k n } is a sequence of independent integer-valued random variables and {G 1 , . . . , G n } is a sequence of independent random measures. In a more concrete specification of (3), we proceed as follows.
j=1 be the points corresponding to Π i , and for i = 1, . . . , n we set
Here 'DP' stands for Dirichlet process (Ferguson, 1973) , with precision parameter α > 0 and centering distribution G * = E(G i ); to complete the model specification we set G * = Beta(a 0 , b 0 ) and α ∼ Gamma(a 0 , b 0 ), for i = 1, . . . , n; below, we assume that the {G i } and {k i } are independent. Now, {F 1 , . . . , F n }, specified as in (3), can be used to induce a prior F on the mean measure λ of the random point process Π. This prior will be centred around the structural mean λ in the Fréchet mean (Villani, 2003; Panaretos & Zemel, 2018) 
and we abuse notation by identifying a measure µ with its distribution function
Γ(µ, ν) may be empty and the definition of d needs to be modified, but we will only have to deal with diffuse measures in the sequel.) The construction of our prior for the structural mean is motivated by the fact that the Wasserstein distance is shown to be the canonical metric for phase-varying point processes by Panaretos & Zemel (2016, Section 3) . Since Fréchet averaging with respect to Wasserstein distance amounts to averaging of quantile functions (Agueh & Carlier, 2011) , the prior on F is induced from the prior on {F 1 , . . . , F n } as the probability law of
The random Bernstein polynomial-induced prior on each T i is constructed keeping in mind that
defines the optimal transport map of F onto F i (Villani, 2003) . Since F 1 , . . . , F n are independent, identically distributed and increasing distribution functions, it follows that the T i are homeomorphisms with E{T i (t)} = t. Indeed, by construction it can be shown that T 1 (t)+· · ·+T n (t) = nt for every t, T 1 , . . . , T n are identically distributed given F and so, E(T i | F ) = E(T i | F ) for every i = i , and taking expectation in both sides, we have that E(T i ) = E(T i ); therefore,
and thus it follows that E{T i (t)} = t, for i = 1, . . . , n.
The random Bernstein polynomial-induced priors on the registered point processes is constructed by pushing them forward through the registration maps
The posterior sampling for the warping maps and registered points is then conducted as follows. Let
be posterior samples from F i , for i = 1, . . . , n, which can be obtained by Gibbs sampling as described in Ghosal & van der Vaart (2017, Section 5.5); then, for each j = 1, . . . , M we get
Finally, pointwise estimation for mean measure, warp functions, and registered points are given by the posterior means,
Credible intervals or pointwise credible bands can be also directly obtained from the relevant quantiles of the corresponding posterior outputs.
Kolmogorov-Smirnov and Wasserstein supports of induced priors
As it will be shown below, full support of the relevant parameters in our setup holds, under conditions on the support of the law of the k i and on that of
Extending the assumptions in
Petrone (1999a), we assume that p i (k) > 0 for i = 1, . . . , n, and that
and for every sequence of independent integer valued random variables {k 1 , . . . , k n }. Define the supremum norm
Below, F ≡ (F 1 , . . . , F n ) denotes the joint Bernstein prior and
iid ∼ π with Fréchet-Wasserstein mean F , and with induced priors T i and Π i as defined in (7) and (8). For any continuous strictly increasing F 1 , . . . , F n ∈ ∆, with Fréchet-Wasserstein mean F, transport maps
• F, and registered discrete measures
i# Π i , and for any ε > 0 the following events occur with positive probability:
Claims ( 
Kullback-Leibler support of induced priors and posterior consistency
Here we examine the behaviour of the posteriors when m i → ∞, for i = 1, . . . , n. To obtain posterior consistency we first show that the Bernstein polynomial prior has a large Kullback-Leibler (KL) support.
By definition, a density f is said to possess the Kullback-Leibler (KL) property relatively to a prior π if for any ε > 0 it follows that π{H : KL(F, H) < ε} > 0, where
with F and H denoting the distribution functions respectively corresponding to f and h. The derivatives of the induced priors (6) and (7) are respectively
The following theorem is related with the probability of KL neighborhoods for Fréchet-Wasserstein mean and the warping functions.
Theorem 2. Let F 1 , . . . , F n iid ∼ π with Fréchet-Wasserstein mean F and with induced priors T i as defined in (7). For any F 1 , . . . , F n ∈ ∆ absolutely continuous and with continuous densities bounded away from zero, with Fréchet-Wasserstein mean F, transport maps T i = F −1 i • F, the following events occur with positive probability:
for any ε > 0 and i = 1, . . . , n.
As can be seen from Theorem 2, we work under a proviso that is asymptotically compatible with that of Panaretos & Zemel (2016) in the sense that we can approximate random transport maps that are asymptotically unbiased; this is implied by the fact that for a random transport map
follows that as n → ∞,
Contrarily to Panaretos & Zemel (2016) , our theory does not require n → ∞. Our stronger but asymptotically compatible assumption on the shape of the random transport maps is what allows us to characterize the behavior of the methods as m i → ∞, with i = 1, . . . , n, for any finite n. Theorem 2 shows that under mild conditions, the Fréchet-Wasserstein mean and the warping functions possess the Kullback-Leibler property. Combined with arguments used by Walker (2004), it yields the following corollary.
Corollary 3. Under the same conditions as in Theorem 2, the posterior from the priors induced by (6) and (7) are respectively weakly consistent at F and T i , as m i → ∞, for i = 1, . . . , n.
This result closes the large sample properties of our methods; we next focus on assessing their finitesample properties. 3 Numerical experiments and computing 3.1 Small n, large m
We generate random samples
with L = 150, φ(t | µ, σ 2 ) denoting the normal density function and β(t | a, b) denoting the beta density.
Then the warped datax i,j = T i (x i,j ) are obtained using
A version of the proposed semiparametric approach in Section 2 can be implemented with the aid of the R package DPpackage (Jara et al., 2011) , which implements a version of the algorithm in Petrone (1999a, p. 383) . Fig. 2 shows the estimators of each of the three warp maps through the posterior mean of the induced prior defined in (7), along with their credible bands and the true warp maps.
From Fig. 2 it can be observed that our estimators are reasonably in line with the true warp functions.
As a consequence, the method recovers quite well the original point processes, as can be seen when comparing the left and right panels of Fig. 3 . A Monte Carlo study was conducted in this setting based on B = 50 simulated datasets. We apply our method to each, and then calculate the Monte Carlo L 2 -Wasserstein distance mean (WDM) by
where the superscript [b] denotes the corresponding object computed from the bth simulated dataset, in order to give a performance of our methods when n is small (n = 3) and the m i 's are large (in mean around 150), obtaining that WDM ≈ 0.041677 which is close to 0 and in line with what we see in Fig. 3 .
i ) for i = 1, 2, 3 are given in the appendix.
Large n, small m
with φ(t | µ, σ 2 ) denoting the normal density function and L = 50. The warped data x i,j = T i (x i,j ) are obtained using
where We start by illustrating our method on this setup on a single run-experiment; a Monte Carlo study was also conducted this setting along the same lines as in Section 3.1 and it will also be reported below. A realization of the original point process can be found in Fig. 1. After estimating F 1 , . . . , F n using random Bernstein polynomials we obtain the posterior Fréchet mean depicted in Fig. 4 . The posterior mean is quite similar to the kernel-based estimator of Panaretos & Zemel (2016) , and both are similar to the true Fréchet mean. follows closely that of Panaretos & Zemel (2016) , and is reasonably in line with the original warp function; similar evidence holds for the remainder values of i (see Appendix A.3). As expected, both estimators have however more difficulty in recovering the true value in the center of unit interval as there tends to be much less data on that region, as can also be seen from 
Application: tracking phase variation of annual peak temperatures
We now showcase how our method can be used for tracking the phase variation of annual peak temperatures, that is, temperatures above or below a threshold. Peaks of temperature are related with a variety of hazardous events-including heat-related mortality, destruction of crops, wildfires-and have a direct impact on a wealth of economic decisions-such as demand for fuel and electricity. A better understanding of the variation of the regularity of these peaks is thus of the utmost importance from an applied perspective. A main target of our analysis will be on assessing the variation of the onset of temperature peaks, as well as quantifying how atypical is a certain year's pattern of such peaks. Our analysis has points of contact with the subject of shifts in seasonal cycles (e.g. late start of spring, or growing seasons), which is of wide interest in biology and climatology (e.g. Menzel & Fabian, 1999; Schwartz et al., 2006) . To illustrate how the method can be used for such purpose we gathered data from "National . For the analysis of annual peaks over threshold, we fully support the warping functions between the minimum and maximum times corresponding to the pooled exceedances above the threshold;
we proceed analogously for the analysis of annual peaks below the threshold.
To interpret Fig. 6 we first focus on annual peaks below the threshold, for which there are at least two patterns of points that readily look unusual to the naked eye: 1991, for which there was an atypical cold weather event almost taking place in the summer; 2010, given that lower temperatures peaked later on a started much later than all the remainder, thus meaning that higher temperatures peaked much later than expected.
To assess how atypical is the climatological pattern of onset of peaks, we define the following measures to which we refer as scores of peak irregularity (SPI), and for temperatures above and below a threshold are respectively defined as
to combine peaks over and below a threshold, we also define a global SPI = (SPI + + SPI − )/2. Fig. 7 depicts the scores of peak irregularity over time for peaks above and below a threshold. Fig. 7 is coherent with what was expected given the comments above surrounding Fig. 6 on the patterns of points that looked immediately atypical, and on the shape of the corresponding warping functions.
Closing remarks
We propose a semiparametric Bayesian approach for the purpose of separating amplitude and phase variation in point process data. This paradigm has the advantage of providing a straighforward construction of credible sets via the posterior distribution, and in particular, we are able to quantify the uncertainty in learning not only the structural mean measure λ, but also the warping functions T i and the latent point processes Π i . The Bernstein-Dirichlet prior interweaves elegantly with the Wasserstein geometry of optimal transport. Indeed, its favourable support properties (as established by Petrone & Wasserman, 2002 ) carry over to the induced priors on the structural mean measure λ and all sufficiently regular warping functions, allowing to obtain Bayesian consistency in a genuinely infinite-dimensional setup.
A natural question would be extending this work to the case of spatial point process supported on e.g., [0, 1] D with D > 1, as explored by Boissard et al. (2015) and Zemel & Panaretos (2017) ; a natural extension of our paper to this setup would entail modelling the mean measures of the corresponding spatial point processes via multivariate Bernstein polynomials (Zheng et al., 2009) . The computation of the empirical Fréchet-Wassertein mean can no longer however be done in closed form, requiring numerical schemes (Peyré & Cuturi, 2018) . From a statistical viewpoint, another natural avenue for future research would be on modelling the phase-variation of point processes conditionally on a covariate, by resorting to predictor-dependent versions of the Bernstein-Dirichlet prior (Barrientos et al., 2017) .
A Appendix

A.1 Auxiliary lemmas
Under the conditions below, the inversion is continuous in the supremum norm. The proof is standard and therefore omitted.
Lemma 1. Let G and H be continuous and strictly increasing functions on [0, 1]. Then, for any ε > 0 there exists δ > 0 such that
Lemma 1 also holds in the other direction:
See Ghosal & van der Vaart (2017, Lemma E. 3) for a quantitative result under further smoothness assumptions on f .
Proof. Since F is differentiable, there exists t *
→ 0 uniformly in j and as f is uniformly continuous, the sum at the right-hand side vanishes uniformly in t as k → ∞. Since B(t | k − 1, f ) converge to f uniformly, this completes the proof.
A.2 Proofs of main results
Proof. Proof of Theorem 1 (a) The proof follows from Theorem 3 in Petrone (1999b) , combined with the fact that by assumption
Indeed,
(b) From Theorem 1 (a) and Lemma 1 it follows that
Also, note that
From (13) and Lemma 1, it follows that to have F − F ∞ < ε it would suffice having F 
Thus, π (n) {F : |F (t) − F(t)| < δ, t ∈ [0, 1]} > 0, and this implies that the event
occurs with positive probability, for i = 1, . . . , n. This thus yields that
(d) The strategy of the proof is similar to that Panaretos & Zemel (2016, p. 798) . We start by noting that (T
It thus follows that
To complete the proof just note that Theorem 1 (c) implies that for all i
from where the final result follows.
Proof. Proof of Theorem 2
(a) Let f i be the density corresponding to F i and f that corresponding of F. These are uniformly continuous by assumption and
Consequently, it suffices to show that all the denominators in the sums are close, uniformly over t. Write the difference
whose sup norm is bounded by
where δ H ( ) = sup |x−y|≤ |H(x) − H(y)| is the modulus of continuity of a function H. Since everything is uniformly continuous, there exists ρ > 0 such that the sum above is smaller than ε if
. The set of polynomials with slightly perturbed coefficients
has positive probability under the Bernstein polynomial prior, for all δ > 0, and each p ∈ P i,δ satisfies
Since the F i 's are independent, there is a positive probability that f i ∈ P i,δ for all i, in which case f i − f i ∞ < ρ. Consequently, we have that for any ε > 0, f − f ∞ < ε with positive probability. This implies that for any ε , KL(F, F) < ε with positive probability, because
inf f−ε = ε ; see Petrone & Wasserman (2002, p. 84 ) for a detailed proof, including the case where f may vanish.
, and note that
.
By a straightforward modification of the proof of Theorem 2 (a), for any δ > 0 there is positive probability that
that with positive probability, T i − T i ∞ < ε for all i. The Kullback-Leibler property follows from this, since
, thus implying that for any ε , KL(T i , T i ) < ε with positive probability (as i . Here b ranges from 1 to B = 50 and i = 1, 2, 3 correspond to the three panels. 
i ) for all i ∈ {1, . . . , 30}. Warp and original data are in the bottom and top, respectively.
A.4 Additional outputs from Application
As in §4, we analyze the annual peaks over threshold, { x 
