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Abstract 
 
A major challenge in understanding metazoan genomes is to find and annotate the 
regions that control the precise spatial and temporal expression of the genes. Cis-
regulatory modules (CRMs/enhancers), main players of this regulatory process, are 
typically short (<1kb) sequences that are embedded in non-coding regions of the genome. 
They harbor cis-elements (binding sites/motifs) for one or more related transcription 
factors (TFs) and mediate a discrete aspect of the expression pattern of their nearby gene. 
Although decades of research in biology have provided scientists with hundreds of such 
sequences, we are far from completing the search and understanding the underlying 
mechanisms of these regulatory regions. The goal of this thesis is to utilize computational 
and statistical methods to guide the search for novel CRMs, reveal the mechanisms of 
this regulatory action, and elucidate specific biological networks using the developed 
methodology. 
The first part of my thesis develops several statistical methods to find novel 
enhancers using the existing enhancers as training data. The current computational 
enhancer prediction methods rely on the prior knowledge of relevant transcription factors. 
We introduce a novel computational paradigm to enhancer discovery in the common 
scenario where relevant transcription factors and/or motifs are unknown. Beginning with 
a small set of enhancers mediating a common gene expression pattern, our methods 
search genome-wide for enhancers with similar functionality. Our methods employ word-
based statistical and machine learning techniques and do not require (or rely on) known 
motifs or accurate motif discovery. We use these approaches to a wide range of less-
studied networks in fruit fly and mouse.  
The second part my thesis develops a qualitative model to predict the function of 
enhancers. A long-standing question in transcriptional gene regulation is how a gene’s 
sequence encodes its expression (function). In fruit flies, the segmentation of their body 
plan over the anterior-posterior (A/P) axis is achieved through a well-characterized 
transcriptional regulatory network that consists of several known enhancers. Using these 
enhancers as training data, we learn a generalized linear model that combines the relevant 
TF occupancies (the product of TF binding strength with their corresponding 
	   iii	  
concentrations) to predict their function. We show that this model can capture the 
physical roles (activation or repression) of transcription factors as well as predict 
enhancer function. We use this model to scan the fly genome for segments that drive an 
A/P pattern similar to that of their neighboring genes and construct a quantitative network 
of fruit fly embryo anteroposterior patterning.  
The third part of my thesis develops a model to simultaneously locate the 
enhancers and annotate the expression pattern driven by them. The model does not rely 
on already characterized enhancers. Thus in a sense, it can be thought of as an extension 
to the second project where the knowledge of enhancers was available. The model 
iteratively samples a “more reliable” set of enhancers from a large pool of 
computationally predicted enhancers and re-learns a “more reliable” logistic regression 
model from these enhancers, ready to be used in the next iteration of enhancer sampling. 
In other words, by defining an objective function as “how well enhancers recapitulate one 
or more aspects of their nearby gene expression pattern”, we iteratively sample from a 
collection of candidate enhancers to maximize this objective function. 
The last part of my thesis develops a statistical framework for finding sequence 
signatures of TF-TF interaction. We search for two types of sequence signatures: 
overlap/depletion among the bound regions of pair of transcription factors, and 
orientation and/or distance bias among transcription factor binding sites. These sequence 
signatures explain various distinct mechanisms of combinatorial gene regulation, such as 
protein-protein interaction, short-range repression, and co-regulation. These signatures as 
a set of informative features can also advance the methods for discovering enhancers and 
predicting their functions. We use our framework to search genome-wide for these 
signatures among a large collection of characterized TFs (>300) in fruit fly. 
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Chapter 1  
 
Introduction 
 
Recent advances in DNA sequencing technology and thus significant drop in the costs of 
sequencing make the projects like the 10,000 Vertebrate Genomes (Genome 10k), 5000 
Insect Genomes (i5k) and 10,000 Microbial Genomes viable in the next few years. The 
results of pilot phase of 1000 human genomes—Catalog of Human Genetic Variation—is 
already published [1] and soon we will have the results of 1001 plant genomes—Catalog 
of Arabidopsis thaliana Genetic Variation. Although most of these genomes are 
subjected to an extensive annotation of genes, repeat regions, promoters and other 
functional elements, annotations of enhancers has lagged behind due to their poorly 
understood nature. There has been an enormous effort in the community to identify 
enhancers in the last decade, but even in richly annotated genomes like Drosophila 
melanogaster, the number of experimentally validated enhancers is far below (<1%) the 
estimated number of enhancers [2, 3]. Therefore, development of novel and efficient 
enhancer discovery techniques is necessary.  
Recently, genome-wide techniques for screening potential regulatory regions have 
been developed [4, 5], but their limitations in terms of cost, tissue/condition specificity 
and applicability to keep up with the rate of new genomes’ arrival preserve the role of 
computational methods as an important alternative or a complementary technique. 
Moreover, computational methods potentially offer more detailed information on the 
mechanisms of precise temporal and spatial gene regulation. This thesis is focused on 
developing statistical methods to find enhancers, annotate them, and model their function. 
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1.1 Supervised CRM prediction  
 
Most of the traditional CRM discovery approaches rely on the knowledge of related 
motifs. They normally search the genomic regions for clusters of matches to such motifs 
[6-10]. Thus, their accuracy is bounded by how well, if at all, the motifs are 
characterized. Other methods try to simultaneously search for motifs and CRMs [11, 12], 
but the “unsolved” nature of the motif discovery problem cast doubts upon the scalability 
of such methods.  
As an alternative, we propose approaches that leverage the existence of known 
CRMs. These approaches extract sequence features, typically short words, from a set of 
related CRMs that are participating in a common transcriptional regulatory network, and 
use those features to search for novel CRMs with similar functionality. We call this 
alternative paradigm “supervised CRM prediction”. These approaches are becoming 
more popular with the accumulation of known CRMs in a variety of tissues and species 
[3]. For example, Chan et al. extracts words of length 6 that discriminate between CRMs 
and non-CRMs and use those words to score any given sequence for potential CRM 
activity [13]. The first part of this thesis extends several existing approaches and develops 
few novel ones that rely on rigorous statistics to capture features in a set of related 
 
Figure 1.1. Computational paradigm for enhancer discovery. Starting with a small set of characterized enhancers, 
our model scans the entire genome for candidate enhancers and the genes they regulate.  We perform cross-validation 
and gene set enrichment as our In silico validation. We experimentally validate some of our predicted enhancers in fruit 
fly and mouse using reporter gene assay. 
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CRMs. We create a large-scale benchmark consisting of over 30 different regulatory 
networks for training and evaluating these techniques. We perform genome-wide 
enhancer discovery over these 30 networks and experimentally validate several 
predictions in fruit fly and mouse. Figure 1.1 visualizes the four stages of this project, 
from modeling to validation. 
1.2 Quantitative modeling of CRM function 
 
Finding when, where and how intensely a gene is expressed is a challenging problem. 
Thermodynamic models address this problem in Drosophila anterior-posterior (A/P) 
segmentation network by modeling the expression pattern in nearly 50 of its known 
CRMs (as training data) during the blastoderm stage of Drosophila embryo [14, 15]. 
These models can potentially be invoked to predict the expression profile of any 
sequence, given the necessary context. However, such models are too slow to be used in a 
genome-wide search for CRMs that recapitulate their nearby gene’s expression. Here, we 
deliberately sacrifice a negligible amount of accuracy for simplicity and efficiency by 
replacing the thermodynamic model with a logistic regression that has fewer parameters. 
 
Figure 1.2. Modeling the enhancer function.  We model the expression driven by an enhancer as a function of 
relevant transcription factor occupancies. We use this model to find regions that are responsible for driving the 
expression of a gene of interest. By perturbing model inputs (i.e. TF occupancies), we infer transcription factor(s) that 
are important to gene expression, and therefore inferring the edges of the TF-gene regulatory network. In vivo 
experiments validate the capability of the model to predict novel enhancers and their derived expression pattern. 
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This enables us to not only 
search genome-wide for other 
CRMs of the network, but also 
provides a simple mechanism 
to statistically infer the effect 
of each TF on each CRM. We 
experimentally validate several 
predicted enhancers along with 
their inferred expression from 
our model. Figure 1.2 
visualizes the four stages of 
this project, from modeling to 
validation. 
1.3 Unsupervised CRM 
characterization  
 
A serious limitation in current 
quantitative models of CRM 
function is their reliance on 
well-characterized CRMs and 
relevant TFs’ information 
(concentration and binding 
specificity). Such information 
exists for only well-studied 
biological networks. Here, we 
relax the former limitation by 
iteratively sampling a “more reliable” set of CRMs from a large pool of computationally 
predicted CRMs using a logistic regression model. We call this task “unsupervised CRM 
characterization”. Figure 1.3 illustrates the three stages of this project. We evaluate our 
model in a well-studied A/P network and apply it to a less studied network of patterning 
on oogenesis of Drosophila.  
 
Figure 1.3. Unsupervised CRM characterization. A) We first predict a 
set of candidate CRMs based on motif clustering approach. B) Initially, we 
choose one CRM per gene at random and model the expression of these 
CRMs using a logistic regression. We then use this model to predict the 
expression of all candidate CRMs. We iteratively sample from candidate 
CRMs based on the similarity between the predicted expression driven by 
them and the nearby gene expression pattern and update the model. We 
repeat this procedure until some criteria of convergence is met. C) We 
finally pick a set of CRMs that are driving expression similar to their near 
by gene expression. 
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1.4 Sequence signatures of TF-TF interaction 
 
The expression pattern of genes, the key determinant of the cell fates and tissue types, is 
typically controlled by the combinatorial activity of transcription factors. Therefore, 
finding the mechanisms of interaction between TFs is an important step toward 
understanding their combinatorial role. Such an understanding can play a major role in 
our efforts to model enhancer function and, consequently, in discovering novel 
enhancers. As a first step toward this goal, we examine the overlap/depletion between the 
bound regions of transcription factors. The bound regions of TFs may be obtained from 
ChIP experiments. However the ChIP experiments, as of now, are limited to few TFs, 
cellular conditions, and species. Therefore, we computationally predict the bound regions 
of a large collection of transcription factor and check for the overlap and depletion 
signatures (Figure 1.4.A). As a next step, we examine the specific distance and/or 
orientation bias between the individual binding sites of TFs in their overlapping bound 
regions (Figure 1.4.B). Whitington et al. have recently developed a program called 
SPAMO that scans the bound regions of a TF for other putative interacting TFs and 
 
Figure 1.4. Sequence signatures of TF-TF interaction. A) We computationally predict (or use available ChIP 
profiles) to extract the high scoring bound regions for each motif. We calculate the overlap/aversion between high-
scoring regions of two motifs using Hypergeometric test. B) We extract the individual binding sites location from the 
overlapping bound regions of the motifs. We then statistically assess over-representation of specific orientation or 
distance. 
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captures the distance and orientation tendency among their binding sites [16]. However, 
they have restricted their analysis to the TFs with genome-wide ChIP-chip/seq binding 
profiles.  
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Chapter 2  
 
Background 
 
This chapter introduces some of the related background materials, including traditional 
methods of CRM discovery, genome-wide screening techniques for TF-DNA binding, 
and anterior-posterior segmentation network in fruit fly. 
2.1 Genes, proteins, transcription factors, motifs, and binding sites 
 
Genes are the units of heredity in living organisms. They are stretches of DNA sequence 
that encode the instruction for making proteins, which are the functional units of our 
cells. Genes usually cover a small part of the entire DNA sequence; this part is called the 
coding sequence. As an example, the human genome has ~23000 genes, covering nearly 
3% of the entire genomic length. DNA segments that are not coding for genes are called 
non-coding DNA sequences. The genome, the universe of hereditary information in an 
organism, includes both coding and non-coding regions of the DNA. 
Proteins as the end product of the genes are the most essential units in any 
organism participating in almost every process within the cells such as immune response, 
metabolism, and signaling. Some of the proteins bind to DNA and interact with it. These 
proteins are called transcription factors (TFs). TFs usually recognize specific and short 
(6-10bp) segments/words on the DNA where they bind, but they can also tolerate a few 
mismatches from the optimal binding site. The set of words recognized by a TF can be 
 
Figure 2.1. DNA, gene, transcription factor, binding site, enhancer, and motif. A) DNA sequence is shown in gray. 
Blue and red segments on DNA represent two CRMs and a gene, respectively. Transcription factors are shown as 
deformed small yellow, green, and red shapes. Two transcription factor binding site are highlighted on a CRM. B) 
Motif representation of a TF recognition binding sites. 
A)# B)#
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represented in a concise form called “motif” (position weight matrix/PWM) (Figure 
2.1.B). The recognized word on the DNA sequence that is bound by a TF is called 
transcription factor binding site (TFBS). TFs generally play role in regulating nearby 
gene’s function (expression). In higher organisms such as eukaryotes this regulation is 
often combinatorial, as discussed below.  
2.2 Cis-regulatory modules (enhancers) 
 
Temporal and spatial regulation of gene expression results from the interaction of 
transcription factors (TFs) with specific cis-regulatory DNA sequences called TF binding 
sites. These binding sites are typically organized in a modular fashion, with each module 
containing one or more binding sites for a specific combination of TFs [17]. A “cis-
regulatory module” (CRM/enhancer) can thus be defined as a collection of TF binding 
sites that function jointly to regulate a discrete aspect of a gene’s expression pattern. 
CRMs are generally described as being short (<1000bp) contiguous stretches of DNA, 
located few to hundreds of kilobases away from their associated gene, and are found five-
prime, three-prime, and within introns of the gene. Davidson [2] estimates that there may 
be as many as ten-fold more CRMs than genes, yet the vast majority of CRMs have not 
been identified. The problem of CRM discovery is complicated by the fact that unlike 
protein-coding regions, which have recognizable sequence features such as open reading 
frames and codon-usage biases, no similar properties are known for CRMs; and unlike 
promoters, which by definition lie immediately five-prime to the gene and which contain 
a limited number of well-defined sequence motifs [18], CRMs are constrained neither in 
location nor by motif composition.  
2.2.1 Enhancers vs. “functional” sequences 
 
There are data suggesting that most Drosophila intergenic regions are under constraint—
thus perhaps “functional” in some way. However, this is not the same as saying that they 
are CRMs. There is substantial evidence to argue against this claim; indeed, this is why 
we and others cannot report 100% success rates for CRM prediction. There is evidence 
both published and unpublished that many sequences do not in fact act as CRMs in a 
reporter assay such as that used here. Although numbers for negative results are not often 
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reported and are never obtained through random sampling, the failure rate in [19] was 
86%, and that from [20] was 67%, for studies similar in design to that presented here.  
2.3 Traditional CRM discovery approaches  
 
The traditional approach to CRM identification involves a tedious process of testing 
many sequence fragments for regulatory activity in a reporter gene assay. Recently 
developed genomic techniques have led to relatively rapid screens for potential gene-
regulatory regions; such techniques include chromatin immunoprecipitation coupled to 
genomic tiling arrays (ChIP-chip) [4] and ultra-high-throughput sequencing (ChIP-Seq) 
[5]. Despite their great promise, these empirical methods have limitations: it is currently 
infeasible to assay all tissue types under all conditions, and potential CRMs may be 
missed by these techniques. In recent years, computational methods have provided an 
attractive alternative for module identification. Computational methods typically start 
with a small set of relevant TFs and their binding motifs [6, 7, 19, 21-23], and search the 
genome for clusters of putative binding sites (motif matches). However, this approach is 
ineffective if the relevant TFs and/or their binding specificities are unknown. Motif 
databases for Drosophila currently catalog only a fraction of the estimated number of TFs 
[24-26]. Intense efforts are being made to characterize TF binding specificities in mouse 
and fly [27, 28], but these efforts are labor-intensive and expensive, and the problem of 
sparse motif knowledge may thus persist for scientists studying organisms other than 
human, mouse, and fruit fly. Moreover, for the majority of regulatory systems, some or 
most of the relevant TFs have not yet been identified. For these reasons, the application 
of motif-based computational methods has been limited to a few well-understood 
biological systems, where the necessary prior knowledge is available. Specialized 
computational tools to discover motifs from the training data may alleviate the problem, 
but the modest success rate of motif finding programs (especially for metazoan 
genomes), as suggested by past surveys [29-31], casts doubts upon the prospect of CRM 
discovery based on computational motif finding. 
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2.4 ChIP-on-chip and ChIP-sequencing techniques 
 
Both ChIP-on-chip (ChIP-chip) and ChIP-sequencing (ChIP-seq) technologies are used 
for analyzing the TF interactions with DNA. They both share the chromatin 
immunoprecipitation (ChIP) phase. During this phase the TF and associated 
chromatin/DNA are bonded, the chromatin-TF complexes are then sheared, and the DNA 
fragments associated with the TF of interest are selectively immunoprecipitated. The next 
phase is to determine the DNA sequences that are associated with (or bound by) the TF of 
interest. ChIP-chip uses microarray technology (“chip”) to probe these sequences, while 
ChIP-seq uses the DNA-sequencing technology to identify the bound sequences. 
2.5 Anterior-posterior segmentation network in fruit fly 
 
The pattern formation of the fruit fly body along the future head to tail (anterior-posterior 
or A/P) is one the best-understood instances of development processes. The process 
begins with a set of genes called maternal genes that are responsible for polarity of the 
egg and embryo. Bicoid (BCD), caudal (CAD), and capicua (CIC, that encodes torso 
response element (TorRE) binding factor) genes that are also transcription factors belong 
to maternal genes. The product of maternal genes forms a gradient (or concentration) 
along the A/P axis. For example, BCD gradient peaks at the anterior tip and extends to 
the posterior part of the embryo, while TorRE gradient peaks at both terminals (Figure 
 
Figure 2.2. Anterior-posterior segmentation network in fruit fly. Shown are three initial layers of segmentation 
related genes in fruit fly: maternal, gap, and pair-rule genes. Together they set up a network that forms the anatomical 
segments of fruit fly body. We represent the expression pattern of genes in a one-dimensional vector over 100 bins 
across the A/P axis. 
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2.2). The maternal gene gradients trigger the next layer of genes called gap genes. Giant 
(GT), kruppel (KR), and knirps (KNI), which are also TFs, are among gap genes. The gap 
genes belong to a set of larger family called segmentation genes that establish the 
segmented body plan along the A/P axis. They usually trigger another set of segmentation 
genes, such as hairy, eve, and runt (RUN), that are collectively called pair-rule genes. 
Pair-rule genes are usually expressed in seven-striped pattern along the A/P axis and fed 
to the final layer of segmentation genes called segment polarity genes that are closely 
related to the anatomical segments of fruit fly body. 
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Chapter 3  
 
Predicting Novel Enhancers With Prior Knowledge Of Related Enhancers 
This chapter introduces a new computational paradigm for enhancer prediction when 
there is a prior knowledge of related enhancers. The results of this work is published in 
[32] as a joint work with Ruth Kantorovitz and in [33]. 
3.1 Background 
 
In recent years, computational methods have provided an attractive complementary 
approach for CRM identification. However, their effectiveness has been limited to a few 
well-understood biological systems, where prior knowledge of the requisite TFs and their 
binding sites could be exploited. This chapter examines enhancer prediction in the much 
more common scenario where knowledge of the relevant TFs and/or their binding 
specificities (motifs) is missing. We tackle here a common variant of this problem:  
Suppose a small set of modules participating in a transcriptional sub-network is 
known a priori. The task is to use such information as “training data” to guide the 
search for other modules in that sub-network. We call this task the “supervised CRM 
prediction problem”. The term sub-network refers here to a group of genes that are 
coordinately expressed as a result of having common regulatory inputs. We define a 
successful enhancer prediction as identification of a sequence that drives an expression 
pattern commensurate with a nearby gene’s endogenous expression. Depending on how 
specific the expression patterns of the training enhancers are, a successfully predicted 
enhancer may recapitulate their common expression pattern, or may not.  
Computational methods for CRM prediction [6, 7, 19, 21-23] typically scan the 
genome for clusters of putative binding sites that are defined by sequence similarity to 
known motifs. This approach may fail on at least two grounds. First, motif information is 
sparse as of now; e.g., motif databases for Drosophila catalog only ~12% of the 
estimated number of TFs. Intense efforts are being made to characterize the binding 
specificities of all TFs in mouse [27] and fruit fly [34] and may in the long term alleviate 
the problem. However, these efforts are labor-intensive and relatively expensive and the 
problem may thus persist for scientists studying organisms other than human/mouse and 
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fruit fly. A second, more serious problem facing CRM discovery stems from the fact that 
most computational tools need prior knowledge of the TFs relevant to the specific 
regulatory network of interest. For less studied regulatory systems, such knowledge may 
not be available. Admittedly, even if the relevant TFs and/or their motifs are unknown, 
computational motif finding tools may be used to discover position-weight-matrix 
(PWM) motifs from the training data. However, the modest success rate of motif-finding 
programs, as suggested by a recent survey [29], casts doubts upon the prospect of CRM 
discovery based on computational motif finding. 
Here, we address simultaneously both problems by undertaking supervised CRM 
discovery in the absence of motif knowledge and without relying upon accurate motif 
finding. We propose and examine various statistics to capture the functional similarity 
(due to shared binding sites) between a candidate CRM and the given set of modules. 
These statistics belong to the realm of “alignment-free” sequence comparison, since the 
similarity to be detected is not due to orthology. The statistics are based on frequencies of 
short words, akin to many motif-finding programs, but without the usual objective of 
finding the most specific (biochemically accurate) characterization of the TF’s binding 
sites. All new methods developed here are made publicly available as source code at 
http://veda.cs.uiuc.edu/scrm/index.htm 
Previous attempts at solving the supervised CRM prediction problem [13, 35, 36] 
have been primarily tested on a single data set, the anterior-posterior patterning sub-
network in D. melanogaster. We now evaluate few existing and several new scoring 
schemes on 31 data sets in Drosophila and eight data sets in mammals, and perform in 
vivo validation in both species. In our previous work [37], we proposed computational 
methods for CRM discovery without prior knowledge of motifs or modules, where the 
search was constrained to regions around co-regulated genes. Here, we relax that 
constraint and enable genome-wide search by leveraging the prior knowledge of related 
CRMs where available. The methods of Ivan et al. [37] are not applicable in this setting. 
An unsupervised version of our problem was also addressed in [10] through the use of 
Poisson statistics on short word counts. 
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We performed extensive cross-validation tests with our scores on 31 data sets 
representing a broad spectrum of regulatory sub-networks in D. melanogaster, exploiting 
known modules catalogued in the REDfly database [38]. Our tests established the 
feasibility of supervised CRM prediction for about half of the examined data sets, and 
also identified data sets that are not amenable to our scores. We then predicted modules 
genome-wide for each amenable regulatory sub-network, and found their neighboring 
genes to be highly enriched for the expected expression patterns. We filtered our 
predicted module collection based on gene expression data, producing a high confidence 
set of putative CRMs belonging to a regulatory sub-network. We tested seventeen 
predicted modules in vivo and found fifteen of them drive reporter gene expression that 
recapitulates aspects of the endogenous gene expression (although not always in the 
expected pattern). 
Assessment of the supervised prediction pipeline on eight data sets in mammals, 
comprising 244 tissue-specific enhancers, led to ~60% of the enhancers being recovered. 
We finally applied this pipeline to predict CRMs with roles in mammalian blood and 
cardiovascular development. In vivo validation in transgenic mice allowed us to 
demonstrate successful identification of two regulatory regions with the predicted activity 
and demonstrates the extensibility of our computational approach beyond Drosophila. 
3.2 Scoring candidate sequences 
 
Given a genomic region in which to search, each of our CRM prediction schemes scans 
the sequence with a shifting window of fixed size (500bp), and scores the window for 
similarity to a (given) training set of CRMs. Thus, the crucial component of each of these 
schemes is its distinct scoring system for matching a candidate module (“test CRM”) to 
the set of known “training modules”. These scoring schemes are described next at a 
general level. 
3.2.1 Fixed order Markov model 
 
The “HexMCD” score trains separate generative models (5th order Markov models) for 
training modules (positive) and background (negative) sequences, and quantifies which 
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model matches the target/test sequence better. This score was originally proposed by 
[35]. The score is defined as: 
score S( ) = log
p S MM5+( )
p S MM5−( )  
Where MM5+  and MM5−  are two 5th-order Markov models trained on positive and 
negative sequences respectively. 
3.2.2 Interpolated Markov model 
 
The recognition motifs of different TFs are of varying lengths and binding sites of the 
same TF are known to display some amount of variability in sequence. For these reasons, 
the use of fixed length k-mers (as explained above) in the statistical scores may be 
problematic. While longer k-mers might reflect the binding site pattern more accurately, 
they may not have the statistical support necessary for robust testing, due to the 
variability among sites. Moreover, a CRM comprises binding sites of different TFs, with 
varying lengths, further undermining the use of fixed length k-mers in capturing the 
overall binding site composition of the training set. One natural solution to this problem 
is to start building a model (of the training set) with the shortest k-mers and attempt to 
include longer words whenever there are “enough” occurrences of the word in the 
training data. This is the key idea in the statistical model we adopt here: a kth order 
Interpolated Markov model (IMM) [39], which is a mixture of Markov models of all 
orders up to order k. As in a fixed order Markov chain, the IMM computes the probability 
of generating a sequence by multiplying the probabilities of each character (nucleotide) 
given the characters before it. However, instead of conditioning on a fixed number (say, 
k) of previous characters, the probability is calculated separately by looking at 1, 2, … k 
previous characters, and a linear combination of these probabilities is the multiplicative 
factor contributed by the current character. Let S={s1,s2,…,sN} be a sequence of length N. 
For an nth-order IMM, the conditional probability of generating si given its preceding 
context (of n characters), is: 
  
IMMn si si−1,..., si−n( ) = λn si−1,..., si−n( )Pr si si−1,..., si−n( )+
1−λn si−1,..., si−n( )( ) IMMn−1 si si−1,..., si−n+1( )
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Here, ( )niii s,...,ssPr −−1  is proportional to the frequency of the word ( )iini s,s,...,s 1−−  in 
training data and ( )niin s,...,s −−1λ  is a “mixture weight” that depends on the number of 
occurrences of the word ( )1−− ini s,...,s  in the training data ( 10 =λ ; see [39] for details). 
Thus, ( )niiin s,...,ssIMM −−1  is modeled as a mixture over n different probability 
distributions on is , each of which is conditioned on a context of a different length (0, 1, 
… n). We score every candidate CRM S using the log likelihood score defined as: 
score S( ) = log
p S IMM5+( )
p S IMM5−( )
 
Where +5IMM  and 
−
5IMM  are two 5
th-order IMMs trained on positive and negative 
sequences, respectively. A positive score means that the candidate sequence is more 
likely to have been generated by (i.e., is more similar to) the positive model. The training 
set was used as positive sequences (both strands were used for training the model while 
ignoring the statistical dependencies between the strands), while the negative sequences 
used were regions of non-coding genomic sequence with G/C content similar to the 
native flanks of the CRMs. The training data set is publicly available at: 
http://veda.cs.uiuc.edu/scrm-2/ 
3.2.3 Dot product 
  
These scores are based on the dot-product of k-mer frequency distributions of training 
and test sequences. Importantly, the scores are made to reflect the statistical significance 
of this dot-product, by analytical computation of “z-scores” under suitable null models; 
hence the name “D2z”. For technical reasons described below, we had to develop and 
implement this analytical calculation differently from our previous work [37, 40] on the 
D2z score. We developed three scoring schemes in this category. 
 
The “D2 statistic” is the number of k-mer matches between two given sequences, and 
the “D2z score” introduced in our earlier work [40] computes the statistical significance 
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(z-score) of this number. Here, we cannot use the calculations from [40] (also used in 
[37]) since the model under which the z-score was computed is inapplicable in the 
supervised prediction setting. In the null model of [40], both sequences are random 
sequences, while in our setting the training sequence S is known (treated as a fixed 
sequence) and only the test sequence T is random (in the null model). We analytically 
calculate the z-score for D2 under this setting and call it conditional-D2z. In addition, we 
develop the following variations of the conditional D2z score: 
 
• Subsets of words: This restricts the summation to k-mers w ∈ W defined above.  
• Weighted summation: Here, the D2 score is redefined to be a weighted dot 
product, with z(w) (see HexYMF) as weights, i.e., we re-define D2 as 
Score(S) = z(w)nS (w)nT (w)
w∈W
∑  
and compute its z-score.  
• Reverse complement counting: We extended the D2z score of [40] to count words 
on both strands while ignoring statistical dependencies between the strands. 
 
The three variants of D2z score that are used in our final pipeline include “D2z-cond-
mo1-weights-rc”, “D2z-cond-weights”, and “D2z-cond-s100” (“-cond” for conditional z-
score, “-mo1” for first order Markov background, “-weights” for weighted summation, “-
rc” for counting words on both strands, and “-s100” for subset of top 100 words). 
3.2.4 Poisson statistics on representative k-mers 
 
In the score called “Poisson Additive Conditional” or “PAC”, words that are even weakly 
associated with the training CRMs are identified and their additive contributions to the 
similarity score are based on overrepresentation of those words in the test sequence, 
relative to background sequences, calculated using Poisson statistics. This score is 
defined as:   
Score(S) = 1|W | F(λ(w),n(w)−1)w∈W
∑  
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Where F(λ,x) is the cumulative Poisson distribution function, λ(w) is the expected count 
of w in the test sequence, and n(w) is its observed count. W is the set of the most 
overrepresented words in training CRMs, as defined above. Note that 1-F(λ(w),n(w)-1) 
represents the p-value of the observed count of w. This score considers the words that are 
most associated with the training set, and then examines how overrepresented each of 
these words is in the test sequence, relative to the assumed background. The 
implementation is called “PAC-rc” since word counts on both strands are considered in 
identifying the set W. 
3.2.5 Weighted sum of representative k-mer counts 
 
The two scores in this category are generically defined as: 
Score(S) = σ (w)n(w)
w∈W
∑  
Where n(w) is the number of occurrences of word w in the test sequence, σ(w) is a weight 
reflecting its association with the training modules, and the set W comprises the top 
ranking words based on σ(w). In the “HexDiff” score of [13], re-implemented here, the 
weight of a word is the ratio of its frequency in training and background sequences.  
In the “HexYMF” scheme we have designed, the weight of w is the “z-score” of 
the count of w in the training CRMs. The z-score of a word is calculated by the YMF 
program [41], based on its count in training CRMs, and mean and standard deviation 
calculated from a 3rd order Markov chain trained on background sequences. In our 
implementation, called “HexYMF-s200-rc”, W comprises the 200 top-ranking 6-mers by 
z-score (hence “-s200”), and n(w) denotes the count of w on both strands of a sequence. 
3.2.6 Motif database-driven score 
3.2.6.1 STUBB-MDB score 
 
We developed a program, called STUBB-MDB (“STUBB based on Motif Database”), 
that begins with a large compendium of experimentally validated motifs [42] [34] [38], 
determines the motifs that are relevant to the regulatory sub-network of interest and runs 
the STUBB program [7] with these short-listed motifs to score the test sequence for 
matches to the motifs. This motif-based approach provides a useful point of comparison 
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to the motif-blind approaches. Given a set of experimentally characterized motifs 
(PWMs) and a set S of training CRMs, the first step determines the relevance of each 
motif M to S, as follows: 
 
1. Calculate the “log likelihood ratio score” of M for each sequence s in S as: 
LLR(s,M ) = log Pr(s |HMM (M, pfree ))Pr(s |HMM (M, pglobal ))
 
Where HMM(M, p) is a two-state 0th order HMM [7], with motif transition 
probability p and background transition probability 1-p. The value pglobal in the 
denominator is the maximum likelihood value of this parameter learned from 
genomic background, while pfree in the numerator is a free parameter trained on 
sequence s. 
2. Calculate the empirical p-value of LLR(s,M) based on scores of equal length 
windows in genomic background. 
3. Declare M to be relevant to S if more than 10% of sequences s in S have p-
value(LLR(s,M)) ≤ 0.05. 
 
The second step is to filter the relevant motifs for redundancies based on relative entropy 
between two PWMs. The final step is to scan the test sequence for CRMs using STUBB 
[7], using the top 10 relevant, non-redundant motifs. 
3.2.6.2 Clover-ClusterBuster score 
 
We have deployed a motif-based CRM prediction approach called “Clover-
ClusterBuster” as a point of comparison to our motif-blind approach [32]. We used 
“Clover” for motif selection and “ClusterBuster” for scanning with selected motifs. For 
each CRM set, Clover was run on a motif collection of size 342 (53 from Flyreg [26], 
120 from TIFFIN [43], and the rest from [44], Promoter2000) with P-value threshold 
0.05. ClusterBuster then was run on the selected motifs with “Cluster score threshold” set 
to 2. For both programs, all the other parameters were kept at default. 
3.3 Exploiting multi-species sequence data for scoring 
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Functional binding sites are known to be under evolutionary constraints, a fact that can be 
used to guide the search for potential CRMs [45]. As a simple implementation of this 
idea, we trained our scoring schemes using training CRMs from D. melanogaster as well 
as their orthologs from 10 other Drosophila genomes. The model(s) trained in this 
manner is henceforth called the multi-species “score name” (e.g. multi-species IMM or 
msIMM). Note that this approach does not use alignment information except when 
determining the boundaries of the orthologs of a training CRM. That is, it does not rely 
upon alignments of orthologous CRMs, and thus it is free from artifacts of potential 
errors in such alignments. Evolutionary comparison in this manner also provides a natural 
way to “smooth” the counts of k-mers, as used in all the scoring schemes explained 
above. Binding sites are known to be variable, therefore the exact matches to a k-mer 
might not fully quantify the importance of that k-mer. Some of the methods explained 
above address this issue by allowing for a small number (e.g., 1) of mismatches to the 
word in counting its occurrence – a strategy that is rather simplistic in its modeling of 
binding site variability. However, examining many orthologs of a CRM provides a 
natural way to capture the variability of binding sites, to be used in training a model. 
3.4 Evaluation schemes 
 
In this section, I will describe two schemes for evaluating CRM prediction techniques.  
3.4.1 Leave-one-out cross-validation 
 
We created a benchmark of 31 data sets, each data set comprising a collection of bona 
fide CRMs that mediate gene expression patterns with some level of commonality. We 
employed “leave-one-out cross-validation” (LOOCV) to assess the relative performance 
of our scoring schemes. If there are n CRMs in a data set, the cross-validation was done 
in n “folds”. In each fold, one CRM is the test data and the remaining n-1 CRMs are 
training data. The former is embedded in a 10 Kbp long non-coding genomic sequence 
with G/C content similar to the native flank of the CRM, thus creating the “test 
sequence”. For each data set, the average length L of known modules was computed and 
the task in each fold was to predict a module of length L in the test sequence. The highest 
scoring window by each scoring scheme was treated as the prediction of that scheme. We 
obtain L-length predictions in all n test sequences, which are then evaluated based on 
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overlap with the embedded CRMs. We use two measures of accuracy: (i) “nucleotide 
level sensitivity”, determined by the base-pair overlap, and (ii) “CRM level sensitivity”, 
determined by the number of folds where the true and predicted CRMs overlap by 100 bp 
or more. Due to this experimental design, the sensitivity values are equal to the respective 
precision (PPV) values. We further compute empirical p-values of the sensitivity, as in 
[37]. Note that the test CRM is embedded in a randomly chosen non-coding region, 
instead of being kept in its native flank, in order to maximize the odds that there are no 
other related modules in a test sequence. In different “instantiations” of cross-validation, 
the randomly chosen flanking sequences are different.  
3.4.2 Gene expression based evaluation  
 
Given a set of CRM predictions genome-wide, the definitive test of their accuracy would 
be to determine experimentally if each CRM drives an expression pattern in the expected 
tissue and/or developmental stage. Since such tests are typically not performed en masse 
(due to resource limitations), we need an in silico evaluation strategy. We proposed the 
following strategy, which exploits existing databases of expression pattern annotation 
across thousands of genes in D. melanogaster [46] (BDGP (http://www.fruitfly.org)). It is 
possible to obtain, for any given training set T, a corresponding set GE of genes with 
expression patterns similar to those of T. Successful CRM prediction implies that CRMs 
predicted using the training set T regulate genes with similar expression patterns, i.e., the 
predictions would be overrepresented in the control regions of genes in GE. In other 
words, if we consider the CRM predictions for the training set T, and denote the set of 
“corresponding” genes (e.g., closest neighbors) as GT, we could use the statistical 
significance of the overlap between GT (the “predicted gene set”) and GE (the “expression 
gene set”) as an assessment of prediction accuracy. This approach to evaluating CRM 
prediction has been used by several groups previously [32, 35, 45, 47] and is a natural 
option to adopt when the existing knowledge of functional CRMs in a regulatory network 
is sparse, yet gene expression databases are available. Such a “significant test” is 
generally performed with the Hypergeometric test. However, a fundamental assumption 
of the Hypergeometric test is violated in this evaluation scheme. This test assumes that 
every gene is equally likely to be selected (a priori). Since we assign each CRM 
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prediction to its nearest gene, we are effectively assigning to each gene a “territory” that 
extends to the mid-point of the intergenic region on either side of that gene. It is well 
documented that gene territories (also called gene loci) vary in length across the genome 
[48]; as such, longer genes (genes with larger territories) are more likely to be selected at 
random. This can lead to overestimation of statistical significance; for example, even a 
random gene set may be deemed to be enriched for an expression gene set GE, if the latter 
contains unusually many long gene territories. Having gene sets with many long gene 
territories is not surprising, given that the CRM collection (from the REDfly database) 
used in constructing the data sets is biased toward well studied genes with complex 
developmental expression patterns; such genes have been shown to have large territories 
[49].  
 Note that predicting functional CRMs with an expression pattern matching that of 
the training set (as explained above) is not the same as predicting genes with those 
expression patterns. A CRM that by itself drives the correct expression pattern may in its 
native genomic context be non-functional due to a variety of reasons, including but not 
limited to DNA-accessibility, presence of insulator elements etc. Moreover, the CRM 
may be regulating not its neighboring genes but a distally located gene, so that the 
neighboring genes have an expression pattern different from that driven by the CRM. 
Finally, there have been recent reports of the existence of so called “shadow enhancers”, 
i.e., the presence of multiple, functionally similar CRMs near the same gene, and while 
locating any one of these CRMs is sufficient for the task of predicting genes with a 
particular expression pattern, it is not sufficient if the goal is to identify all CRMs with 
that expression pattern. 
3.4.2.1 Generalization of Hypergeometric test of enrichment 
 
To address the overestimation of statistical significance due to the large territory sizes of 
the genes belonging to an expression gene set (as explained in previous section), we 
designed a generalization of the Hypergeometric test called “Locus Length-aware 
Hypergeometric Test” (LLHT). Let M = {𝑔!! ,𝑔!! ,… ,𝑔!!} be a subset of interest in the 
universe U = 𝑔!! ,𝑔!! ,… ,𝑔!! , and 𝑆 = 𝑔!!,𝑔!!,… ,𝑔!!  be a subset sampled without 
replacement from U. In the standard Hypergeometric test, the probability of drawing a 
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subset is the same for every subset of size n. In LLHT, the probability of drawing set S 
(from all subsets of size n) depends on the items in S: 
 
  𝑃 S ∝ 𝑓(𝑔!!)!!!!  
 
Where 𝑓 𝑔  is a weight assigned to each gene a priori. We define 𝐹 S = 𝑓(𝑔!!)!!!!  as 
relative weight of selecting S. The probability of S ∩M = 𝑘 , given S = 𝑛, is: 
   𝑃 S ∩M = 𝑘 = 𝐹(S)!⊂!∶ ! !!, !∩! !!𝐹(S)!⊂!:   ! !!  
 
Note that when f(gi) is constant, it is trivial to show that the above expression reduces to 
the standard Hypergeometric distribution. Therefore, the above equation provides a 
generalization of the Hypergeometric distribution, allowing the probability of drawing 
every item to be different. By setting f(gi) for each gene to be proportional to the territory 
length (locus length) of that gene, we can generalize the Hypergeometric test of gene set 
enrichment to account for variable length loci. In computing second Equation, one must 
generate all subsets of a particular size from U, with or without a certain condition 
(“overlap with M is k”), and sum their probabilities as given by first Equation. We have 
cast the problem in terms of dynamic programming. Let us fix an arbitrary ordering of the 
items in set U, and define 𝛼! 𝑙, 𝑡  as the relative probability of selecting all subsets of 
size t from the first l items of U (as per the fixed ordering). This can be calculated from 
the following recurrence: 
   𝛼! 𝑙, 𝑡 = 𝛼! 𝑙 − 1, 𝑡 + 𝛼!(𝑙 − 1, 𝑡 − 1)×𝑓(𝑔(!)) 
 
Where f(g(l)) is as defined in the first equation above. 𝛼! 𝑁,𝑇   then gives us the sum of 
relative probabilities of all subsets of size T in the universe U of size N, and is 
independent of the ordering we fixed above. Using dynamic programming, this can be 
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computed in O(𝑁𝑇) time. Now by rewriting the second equation, we can efficiently 
calculate the probability of S ∩M = 𝑘 as follows: 
 𝑃 S ∩M = 𝑘 = 𝐹 Sˊ 𝐹 S˝!ˊ⊂!∶ !ˊ !!,  !˝⊂ !!! ∶ !˝ !!!!𝐹 S!⊂!:   ! !!= 𝛼! 𝑚, 𝑘 ×𝛼!!! U−M ,𝑛 − 𝑘𝛼! 𝑁,𝑛  
 
Finally, P V ≥ k  can be written as follows, giving us the p-value of the LLHT: 
   𝑃 S ∩M ≥ k = 𝛼!(𝑚, 𝑙)×𝛼!!!(|U−M|,𝑛 − 𝑙)!"#  (!,!)!!! 𝛼!(𝑁,𝑛)  
 
 
Note that in the above equation, we do not need to perform separate dynamic 
programming calculations for each l; rather, all of the α(•,•) terms can be obtained from 
a single dynamic programming calculation for the appropriate universe (M, U-M or U).  
3.4.2.2 Test of specificity for generalized Hypergeometric test  
 
To test whether LLHT can correct for the variability in territory lengths of genes, and to 
compare its specificity to that of the standard Hypergeometric test, we used the following 
simulation procedure, which is an approximation to the null model in LLHT:  
1) Sample 200 distinct genes from the universe, with probability proportional to their 
territory length. (The sampling is done with replacement, for convenience, and 
repeated draws of the same gene are ignored.)  
2) Calculate the p-value of the overlap between the sample and a given expression 
gene set.  
3) Repeat these two steps 20,000 times and calculate the fraction of the times that 
the p-value is less than a threshold α (the significance level of the test). The 
specificity of the test, by definition, is 1 minus this observed fraction. 
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3.4.3 Comparison between evaluation schemes 
 
Ideally, to evaluate a genome-wide supervised CRM prediction, we would require several 
benchmarks where each benchmark is a compendium of nearly all genomic segments 
(CRMs) driving a particular expression pattern; one may then perform rigorous 
evaluations (through cross validation) to obtain a receiver operating characteristic (ROC) 
curve for the method being evaluated. The reality today is that for most expression 
patterns we know only a tiny fraction of all CRMs with that expression pattern. As such, 
a predicted CRM will often be counted as a false positive even though it is a positive 
sample. The situation is better with respect to gene expression information, though. 
Existing databases (BDGP, FlyBase) have relatively complete information on gene 
expression in selected developmental time points or tissues. Therefore, given current 
situation the gene expression-based evaluation approach (also used in [32, 35, 50]) might 
be favored because, (i) the numbers of entities in the gene expression based benchmark 
are much greater (several hundreds of genes as opposed to tens of CRMs), making the 
evaluation procedure more sensitive to differences among methods, and (ii) testing the 
ability to recover hundreds of genes with the expected expression patterns might better 
captures the genome-wide nature of the CRM prediction task. 
3.5 Results 
 
In this section, I will present the results of computational and experimental evaluation of 
our supervised CRM prediction pipeline.  
3.5.1 Computational evaluations 
3.5.1.1 Comparison of different scoring schemes using leave-one-out cross-validation 
 
We employed “leave-one-out cross-validation” (LOOCV) to assess the relative 
performance of our scoring schemes (explained in previous section). Note that not all of 
the scoring schemes are evaluated in this manner. Fig. 3.1.A summarizes the results of 
our cross-validation tests, with asterisks indicating cases where the CRM-level sensitivity 
was statistically significant (p ≤ 0.05). In such cases, we say that the method is 
“successful” on the data set. We immediately note that the best motif-blind methods 
(HexMCD, HexDiff, HexYMF-s200) succeed on close to half of the data sets. In 
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contrast, the method that makes use of a motif database (STUBB-MDB) succeeds on 
fewer data sets. We also tested an alternative motif-based pipeline – that of using 
“Clover” [51] for motif selection and “ClusterBuster” [6] for scanning with selected 
motifs – and found success levels to be comparable to that of STUBB-MDB. Repeating 
the cross validation exercise four times, we examined which methods succeed on a 
specific data set in all four LOOCV “instantiations”. We find that 15 of the 31 data sets 
have at least one method (among the eight listed) for which this consistency requirement 
is met (Fig. 3.1.D). We designate these as the “amenable” data sets, i.e., the CRMs in 
such a data set have the extent and kind of sequence similarity that we need for 
supervised prediction. We find that for data sets neuroectoderm and blastoderm, all 
shown methods succeed consistently, suggesting that these two regulatory sub-networks 
are among the easiest ones for supervised CRM prediction. We also find examples, such 
as cardiac-mesoderm, eye.1 and mesectoderm, where only one of the methods is a 
consistent performer (white cells in Fig. 3.1.D), indicating that the common sequence 
features of the CRMs in each of these regulatory sub-networks may be harder to capture. 
Fig. 3.1.B and 3.1.C show one-on-one comparison of the eight methods. We find 
the top four methods – HexMCD, PAC, HexYMF, and HexDiff – to be competitive with 
one another. The emerging theme however is that CRMs in different data sets are best 
predicted by different scoring schemes. For instance, the “D2z-cond-weights” score is the 
only method consistently successful on the “somatic muscle” data set (Fig. 3.1.D), even 
though in the final tally over all data sets (Fig. 3.1.B, 3.1.C) it is the least successful 
score. It is natural to ask if a combination of two or three methods can yield better 
predictive performance on average. We chose the methods HexYMF, HexDiff and PAC 
to build what we call a “fusion” method – which scores a candidate sequence by the 
product of the scores from these three methods. Fig. 3.1.B and 3.1.C show that this naïve 
combination method is indeed better overall than any individual method. It has consistent 
performance on 10 data sets (Fig. 3.1.D), the most among all methods. It is also the 
superior method in one-on-one comparisons (Fig. 3.1.B). 
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Figure 3.1. Assessment of methods. (A) LOOCV performance of each of nine different methods on 31 data sets in 
benchmark. Color accents represent CRM-level sensitivity on a scale of 0 to 1, and cases with empirical p-value ≤ 0.05 
are marked by asterisks. The top row shows the number of data sets amenable to supervised prediction by each method. 
One-on-one comparison of methods: For each pair of methods M1 (row) and M2 (column), (B) The “wins” of M1 
versus M2 (i.e., the number of data sets on which CRM-level sensitivity of M1 was greater than that of M2 by at least 
10% of data set size). (C) The difference between the wins of M1 versus M2 and the wins of M2 versus M1 in CRM-
level sensitivity (D) Fifteen data sets on which at least one method succeeds in all four instantiations. Color indicates 
the number of instantiations (out of four) on which the performance was significant (p ≤ 0.05): white=4, yellow=3, 
orange=2, brown=1, black=0. (E) Comparison of single species and multi-species versions of HexMCD. For each each 
LOOCV instantiation, the average CRM-level sensitivity over all data sets (y-axis) and number of amenable data sets 
(number above each bar) are compared between the two methods. 
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3.5.1.2 Gene expression based validation 
 
The methods evaluated included the single and multi-species versions of the IMM score, 
the three best performing methods from the LOOCV evaluation – HexMCD, PAC, and 
HexYMF, as well as Clover-ClusterBuster, a motif-based approach. We also 
implemented a multi-species version of HexMCD (called msHexMCD), as we had done 
for the IMM score. The comparison between IMM and HexMCD is of special interest as 
both are based on a Markov chain formulation, but HexMCD uses a fixed order (of 5), in 
contrast to the interpolated order approach of IMM.  We obtained the “predicted gene 
set” (GT, of size 200) computed a p-value (LLHT-based) for each method – data set pair, 
henceforth called the “evaluation p-value”. We then counted how many data sets (out of 
33 in our test-bed) yielded an evaluation p-value better than a threshold, and varied this 
threshold. The results are shown in Figure 3.2.A.  
• The msIMM score was found to be superior to all other methods by this criterion. For 
example, msIMM had an evaluation p-value better than E-5 on 8 data sets, compared 
to the second best (non-IMM) method msHexMCD for which the corresponding 
number was 5 data sets. At E-10, the corresponding numbers were 4 data sets for 
msIMM, 1 for msHexMCD and IMM, and 0 for all other methods.  
• The msIMM score yields clearly better results than the single species IMM score, 
indicating the advantage of using multi-species data in the training phase. This trend 
was also seen when comparing the multi-species version of HexMCD to the 
corresponding single-species score. 
• The single species IMM score was found to be superior to the single species 
HexMCD score and to the other single species scores (PAC, HexYMF), revealing the 
advantage of using variable length words to model CRMs. 
To provide a more detailed view of the above comparisons, we plotted the overlap 
between the expression gene set and the top k predicted genes, as a function of k (Figure 
3.2.B), for one particular data set. While most methods are comparable to each other in 
the high specificity range (e.g., ≤ 75 predictions), the msIMM method distinguishes itself 
from the others in the top 100 – 200 predictions. (Note that the set GT is of size 200 for 
each method, for fair comparison above.) We note however that this particular pattern of 
improved performance is not common to all data sets.    
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In the above presentation, a method’s 
performance is assessed based on the 
overlap between the predicted gene set 
(200 genes with the strongest predicted 
CRMs in their control regions) and the 
expression gene set. We also examined 
the entire distribution of a method’s 
score for each gene in the expression 
gene set and compared it to the score 
distribution from a random collection of 
genomic segments (with lengths 
matching the gene control regions). 
These two distributions were compared 
using a Wilcoxon rank sum test, and the 
resulting p-value indicates how well the 
particular score discriminates the 
expression gene set (which should have 
CRMs) from the randomly chosen 
segments (which should only have 
coincidental occurrences of CRMs). The 
p-values are shown for each data set and 
each method in Table 3.1. It is clear 
from this evaluation that the msIMM score is best able to discriminate between the 
expression gene set and the random set, for the most number of data sets. 
  
Figure 3.2. Evaluation of methods. For each method, shown 
is (A) the number of data sets for which the evaluation p-value 
is significant at different LLHT p-value thresholds. For 
clarity, all single species methods are formatted as dashed 
lines and the two multi-species methods are shown as solid 
line. (B) Y-axis shows the number of overlaps between the 
expression gene set and the top k predicted genes for 
“imaginal_disc.2” data set.  
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Table 3.1. Discrimination between control regions of an expression gene set and random sequences of matching 
lengths. The second and third columns show the number of training CRMs and the size of expression gene set, 
respectively, for each data set. Scores of genes in an expression gene set were compared to scores of a collection of 
randomly chosen genomic regions. The score of a sequence is the maximum score in that region, under a CRM 
prediction scheme. For each gene in the expression gene set, 50 random genomic segments of length equal to the 
gene’s territory length were included in the random collection. The last seven columns show the p-values (Wilcoxon 
rank sum test) of such a comparison for each data set and for each method. The best p-value for each data set is shaded. 
The last row indicates the number of times that a method is superior (smallest p-value). 
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adult_mesoderm.1 5 56 0.0731 9E-06 0.0003 0.0004 7E-06 6E-06 0.0002 
amnioserosa.1 7 126 0.0002 6E-10 6E-08 5E-17 2E-10 6E-12 3E-15 
blastoderm.1 77 206 6E-20 4E-34 2E-31 7E-44 1E-42 1E-50 9E-51 
cardiac_mesoderm.1 8 162 0.0001 1E-05 1E-05 4E-19 7E-13 5E-20 2E-22 
cns.1 34 839 7E-30 7E-17 1E-12 6E-54 5E-41 2E-82 2E-63 
dorsal_ectoderm.1 8 640 6E-29 9E-28 4E-17 4E-56 7E-47 3E-58 1E-67 
ectoderm.1 37 109 5E-12 2E-19 1E-11 1E-18 1E-17 6E-19 8E-19 
endoderm.1 16 195 6E-06 4E-13 4E-09 7E-27 3E-20 5E-24 4E-22 
eye.1 6 73 8E-05 0.0012 0.016 2E-07 3E-05 5E-06 1E-07 
fat_body.1 5 61 1 0.0014 0.0025 3E-09 5E-08 6E-08 3E-08 
female_gonad.1 10 237 0.0015 0.0545 0.0098 7E-16 5E-07 2E-32 8E-39 
glia.1 7 44 0.0031 5E-07 2E-05 2E-07 5E-06 4E-06 4E-06 
imaginal_disc.1 47 312 8E-13 7E-27 7E-24 4E-25 9E-28 2E-39 1E-40 
male_gonad.1 8 237 1 0.3967 0.2561 7E-16 5E-07 2E-32 8E-39 
malpighian_tubules.1 4 9 0.0491 0.0003 0.0459 0.2022 0.0169 0.0093 0.0354 
mesectoderm.1 5 93 2E-05 8E-10 1E-07 5E-17 3E-16 1E-15 8E-15 
mesoderm.1 16 764 0.1972 0.0178 0.1324 3E-47 7E-30 3E-126 4E-142 
neuroectoderm.1 7 59 2E-06 9E-12 2E-12 9E-07 2E-15 4E-10 6E-09 
pns.1 24 96 0.0003 3E-07 2E-05 6E-08 4E-07 1E-10 8E-10 
salivary_gland.1 6 123 0.0663 0.0084 0.003 6E-10 5E-05 4E-06 1E-10 
somatic_muscle.1 12 76 0.0023 2E-07 0.0002 8E-11 3E-09 5E-11 5E-12 
tracheal_system.1 9 355 6E-12 1E-21 3E-19 4E-25 3E-16 3E-32 2E-25 
ventral_ectoderm.1 12 326 2E-22 1E-14 1E-12 5E-40 2E-33 1E-42 1E-47 
visceral_mesoderm.1 12 133 2E-06 5E-08 1E-05 1E-18 7E-15 7E-16 1E-18 
ectoderm.2 51 834 2E-43 2E-43 2E-29 4E-77 4E-62 1E-98 3E-83 
eye.2 18 153 2E-05 4E-13 1E-11 3E-15 3E-16 8E-17 3E-19 
imaginal_disc.2 12 312 1 8E-17 2E-17 9E-26 8E-28 9E-30 2E-36 
mesoderm.2 45 764 3E-07 0.0006 0.059 3E-47 3E-30 7E-95 1E-66 
neuronal.2 54 66 0.0002 0.0053 0.0187 4E-05 0.0003 8E-05 3E-05 
reproductive_system.2 21 421 5E-09 8E-05 1E-04 4E-21 1E-12 2E-35 2E-26 
wing.2 33 135 2E-05 3E-14 4E-11 4E-15 8E-15 4E-19 3E-19 
adult.3 34 394 2E-13 2E-22 4E-18 2E-30 1E-25 6E-33 3E-30 
larva.3 69 743 3E-37 4E-61 3E-53 7E-78 2E-68 3E-85 2E-80 
Number of “wins”     0 2 0 5 1 9 16 !
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3.5.2 Experimental validations 
 
In this section, I will present two sets 
of experimental validations of our 
predicted enhancers, one set in fruit fly 
and the other set in mouse. The 
experimental tests in fruit fly are done 
by Halfon Lab: 
(http://www2.ccr.buffalo.edu/halfon/) 
and mouse experiments are done by 
Gottgens Lab: 
 (http://hscl.cimr.cam.ac.uk/). 
3.5.2.1 In vivo validation of predicted 
enhancers in fruit fly 
 
We chose 17 putative CRMs predicted 
using the “blastoderm”, “mesoderm” 
and “somatic muscle” training sets (5 
blastoderm, 6 mesoderm and 6 
somatic muscle candidates), and tested 
them for regulatory activity in vivo. 
The “mesoderm” and “somatic 
muscle” data sets were chosen partly because their gene expression-based evaluation p-
value were significant but not among the best, while “blastoderm” data set was chosen 
because of having the strongest evaluation p-value (p=5E-13). The goal here was to 
investigate the effectiveness of our methods in wide range of data sets, from the least to 
the more challenging data sets. We note that “mesoderm” and “somatic muscle” data sets 
are not exclusive from other data sets (e.g., “visceral mesoderm”) in terms of their 
defining expression patterns, which creates additional difficulties for supervised CRM 
discovery. The 17 candidate CRMs were selected by the following criteria:  
1. They are located near genes in the respective expression gene set,  
 
Figure 3.3. In vivo validation. (A-O) Few instances of in vivo 
validation of our predicted CRMs in fly and mouse. For more 
details about in vivo validation please refer to ([32] Figure 2, 4, 
[33] Figure 3). P) Results summary for each predicted CRM. 
Names match the closest gene to each predicted module. “Data 
set” indicates the training CRM set from which the CRM was 
predicted (“S”, “M” and “B” for somatic muscle, mesoderm and 
blastoderm, respectively). “Pattern?” indicates whether the 
tested sequence drives a spatial and/or temporal expression 
pattern. “Matches training set?” and “Matches gene?” indicate 
whether the expression pattern agrees with that of the training 
set or the nearest gene, respectively. Check marks/blue coloring 
denote a positive result, crosses and yellow coloring a negative 
result. Green coloring is used for cases where both endogenous 
and ectopic gene expression patterns are observed. “Score” 
shows msIMM scores for each tested CRM. 
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2. They collectively fall across the spectrum of msIMM scores, allowing us to 
examine (through direct experimental assays) the accuracy of this new scoring 
scheme not just at its highest scoring predictions but also at the medium and low 
scoring predictions, and 
3. Each candidate scores well by either msIMM or others, i.e., a candidate with a 
relatively low msIMM score (<0) has some supporting evidence in favor of it 
being a potential CRM.  
We experimentally validated 17 new CRM predictions by examining their regulatory 
activity in vivo, and found 15 of these to be functional. Moreover, we observed that the 
IMM score can effectively discriminate CRMs whose regulatory activity matches that of 
the training set from sequences that either do not drive expression or drive an expression 
pattern different from that of the training set. 
3.5.2.2 In vivo validation of predicted enhancers in mouse 
 
Encouraged by the strong in vivo validation of our predicted CRMs in fruit fly, we sought 
to determine whether our methods would work effectively for prediction of mammalian 
CRMs. We constructed eight new data sets, comprising a total of 244 CRMs known to 
drive expression in specific tissues in mouse [52]. We performed leave-one-out cross 
validation as in the Drosophila analysis above, with each of the seven motif-blind 
methods. Seven of the eight data sets were amenable to consistent prediction by at least 
one method, over 10 LOOCV instantiations; as observed previously, no one method 
proved universally superior. The accuracy is especially noteworthy on the forebrain, 
hindbrain rhombencephalon, and neural tube data sets, being at 75-85% at the CRM 
lavel, and 58-76% at the nucleotide level. Overall, roughly 60% of the full complement 
of enhancers tested were recovered by supervised prediction in a cross-validation setting, 
making a strong case for the generalizability of the approach. 
To follow up on these results in a genome-wide manner, we turned to a data set of 
ten enhancers known to function in the developing blood and vasculature.  We used the 
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two top-scoring methods from LOOCV, HexYMF (54% sensitivity) and PAC (48% 
sensitivity), to predict CRMs in the human genome. For efficiency, the search was 
limited to “evolutionarily conserved regions” (ECRs) [53] based on human-mouse 
conservation. The top 1000 CRM predictions (of each method) were then assessed for 
enrichment for a set of genes known to be differentially expressed in blood stem cells. 
Predicted CRMs with a neighboring gene in this set were counted, and were found to be 
highly statistically significant when using either method (z-scores > 10 and > 6 
respectively) 
All ten training CRMs contain consensus binding sites for the Ets and GATA 
families of transcription factors. We therefore tested the top 1000 CRM predictions for 
the presence of GATA and Ets motifs. We found 234 of the top 1000 predictions from 
PAC to have the Ets motif; comparing this to a random expectation of 59, we see a four-
fold enrichment and a z-score of > 45. Similar enrichment for the GATA motif is 
observed (z > 13) in the PAC-rc predictions and for both motifs in the HexYMF 
predictions (z > 7).  
We constructed a high confidence CRM prediction set for each method by taking 
the 1000 top predictions, requiring that a neighboring gene be in the blood stem-cell gene 
set, and specifying that either the Ets or GATA motif be present. This led to 75 distinct 
predicted CRMs based on HexYMF and 114 based on PAC-rc. 
To demonstrate that the above approach was indeed able to identify regulatory 
modules and predict their in vivo biological activity, we generated lacZ reporter 
constructs for two predicted intronic elements for testing in transgenic mouse embryos. 
Neither of the two respective gene loci has previously been implicated in either blood or 
cardiovascular development. The first gene (EBF3) encodes a little-known paralog of 
early B-cell factor EBF1, a helix-loop-helix transcription factor important during early B-
lymphocyte development [54].  (The predicted CRM is ranked at 41 by HexYMF and 63 
by PAC.) The second gene (C1ORF164) corresponds to an uncharacterized open reading 
frame on chromosome 1 predicted to encode a ring-finger-domain containing protein. 
(The predicted CRM is ranked 12 by HexYMF and 23 by PAC)  
Multiple transgenic founders were generated for each construct and day E11.5 
embryos were collected and stained for reporter gene activity. As exemplified by a 
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representative Lyl1 promoter transgenic embryo, the 10 elements used as training data all 
show tissue specific enhancer activity by driving expression in blood vessels, the heart, 
and developing blood cells in the fetal liver (Fig. 3.3). The transgenic embryos generated 
with the EBF3 and C1ORF164 candidate enhancers reproducibly showed transgene 
expression in two and three (respectively) of these three tissues thus demonstrating that 
the computational screen not only led to the identification of bona fide transcriptional 
enhancers, but more importantly was able to predict the tissue specific activity of these 
elements.   
3.6 Discussion 
 
The problem of supervised CRM prediction is easily motivated when we consider that the 
interactions in a regulatory sub-network involve up to hundreds of genes [2] and a 
relatively small set of TFs. Clearly, there is a significant layer of combinatorial regulation 
in between, implemented through CRMs. We thus expect tens to hundreds of modules 
that share some degree of similarity in their binding site content, and we should be able to 
predict most of these given a representative subset. Such an initial set of modules 
typically will be obtained through reporter gene assays, computational methods or high-
throughput technologies such as ChIP-chip. Our algorithms will then leverage the initial 
set to provide much greater coverage of the regulatory sub-network. We have 
demonstrated here that our methods apply similarly to both the Drosophila and mouse 
genomes with high accuracy. 
It is important to contrast our method with the “tissue-specific CRM prediction” 
approaches undertaken in [47, 55-58] for the human genome. All of these methods rely 
upon a large collection of vertebrate TF motifs (from TRANSFAC [42] and/or JASPAR 
[24]), which is their main point of difference from our approach. Moreover, their problem 
formulation and data assumptions are distinct from ours: their strategy hinges on large 
scale gene expression data across a large spectrum of tissues [47, 55-57] or on knowledge 
of TFs mediating the specific transcriptional response [58]. In many cases, such 
information may not be available. We require instead the prior knowledge of some of the 
CRMs involved in a particular regulatory sub-network (which could be a tissue-specific 
sub-network). The “EDGI” program of [59] has a similar objective to ours, i.e., CRM 
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prediction without motif knowledge, relying instead on inter-species conservation and 
clustering of binding sites, but the only published tests of this method have been on the 
A/P patterning network in Drosophila, precluding statements about its broader 
applicability. The most definitive test of any method is its ability to predict CRMs that 
function in vivo. Current success rates based on in vivo validation top out at 
approximately 80% in Drosophila and 70% in mouse. Although continued validation 
using a larger number of predictions drawn from a broader selection of datasets is still 
required, the high true-positive rate we have achieved so far in both fly and mouse is 
highly encouraging and at a minimum puts our method on a par with the top existing 
approaches. 
Recent advances in genome-scale empirical methods represent a promising new 
means for CRM discovery and will provide an important complement to, although not a 
replacement for, computational methods. For example, [5] have described a ChIP-seq 
based study in which CRM sequences were enriched through chromatin 
immunoprecipitation of the common enhancer binding protein p300 using RNA isolated 
from specific tissues. At present, such approaches require significant amounts of 
biological material, which represents a particular problem when studying stem cell 
systems or early developmental programs. Employing a computational strategy not only 
circumvents the need for pure cell populations but also has the potential to provide 
information on cis-regulatory elements operating in all cell types. Moreover, while tissue-
specific p300-directed ChIP-Seq can reveal that two modules are active in the same 
tissue, it makes no predictions as to whether they may be related in terms of their control 
mechanisms or the specific sub-networks in which they participate. Importantly, our 
methods should be easily adaptable for assessing which empirically-identified CRMs are 
functioning through related mechanisms, and data from empirical methods will therefore 
provide valuable input to the computational discovery approaches we have outlined here. 
Consequently, the approach developed here represents a widely applicable strategy for 
deciphering transcriptional regulatory networks across a wide range of model systems. 
We recommend use of the cross-validation step as a quick method to assess 
whether a set of modules is amenable to computational prediction, and if so, which scores 
are good at capturing the essence of these regulatory sequences. If the user finds that his 
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or her data set does not show consistently significant performance with any of our 
methods, he or she should not proceed further with our pipeline.  Although the absolute 
performance values in cross-validation do not pertain to genome-wide prediction 
accuracy, the empirical p-values do give us an idea of whether the supervised prediction 
scheme is feasible for the data set.  
Our CRM prediction pipeline encapsulates a broad variety of scoring schemes to 
capture the essential features of functionally related modules. We implemented three 
previously reported scoring schemes (HexDiff, HexMCD, IMM), designed several novel 
motif-blind scoring schemes (HexYMF, PAC, and three variants of D2z), and examined 
statistical issues related to them (such as normalization for background composition).  
We show that each of the scoring schemes explored has its merits, and there is no 
universally superior method. At the same time, some general trends may guide us in our 
search for better scores. For instance, counting words on both strands improved 
performance of most scores. Using a subset of 100-200 6-mers rather than all k-mers was 
another beneficial choice for non-Markov based models such as HexMCD, IMM, which 
presumably increases the signal by removing words unrelated to the true motifs in the 
data. It is also clear that motif-blind approaches are competitive with or better than the 
motif-based STUBB-MDB (or Clover-ClusterBuster). In fact, the data sets on which 
STUBB-MDB is the “best performing” method (neuroectoderm, ventral ectoderm and 
ectoderm.2) are those on which almost all methods are successful. We believe this will in 
general be the case for motif-based methods, although a comprehensive test of existing 
approaches (e.g., [22]) has not yet been conducted.  
We have used slightly different pipelines for genome-wide prediction in 
Drosophila and human – the fusion method and the best LOOCV method were deployed 
in the former, while the two best LOOCV methods were used in the human scans. This is 
meant to show that the underlying statistical scoring schemes may be used in a variety of 
ways that can be decided be the user. Also, the vertebrate analysis filters the CRM 
predictions for presence of either the GATA or the Ets motif, while the Drosophila 
analysis does not impose any motif filter. Again, this demonstrates the flexibility of 
including optional filters, which could potentially aid in refining the tissue specificity of 
predictions, based on the user’s prior knowledge of the biological system. Note that even 
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in the vertebrate case the motif filters were used post-search to prioritize the results; the 
search itself, like the Drosophila search, was conducted in a fully motif-blind fashion. 
One may define a successful prediction as either a module with expression 
consistent with the training set, or as a module capturing some aspect of its associated 
gene’s expression pattern. While we consider the latter condition to be necessary, the 
former condition depends largely on how tightly defined the training set is, and on the 
nature of the TFs that act via the training CRMs. These TFs will frequently also regulate 
other biological processes, and may lead our supervised prediction framework to report 
modules related to those processes. For instance, of the five tested Drosophila modules in 
“blastoderm” data set, only two (edl, srp) mediated the predicted blastoderm gene 
expression, but three drove expression in the brain and midline of the central nervous 
system (edl, cas, SoxN); suggestively, many of the gap and pair-rule genes that regulate 
gene expression in the blastoderm also act during nervous system development.  It is also 
possible that a training set spans a very broad spectrum of expression patterns, making it 
hard to learn the cis-regulatory commonalities from them. In such cases, the supervised 
prediction may learn generic characteristics of CRMs and predict successfully, but 
without specificity, or may fail completely. This may explain why smaller datasets with 
more tightly defined expression characteristics led to more specific CRM detection in our 
LOOCV experiments. 
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Chapter 4  
 
Quantitative Modeling Of Enhancer Function 
This chapter introduces a quantitative model for predicting the function of enhancers in 
anterior-posterior segmentation network in fruit fly. The results of this joint work with 
Charles Blatti is published in [60].	  
4.1 Background 
 
A central challenge in understanding metazoan genome sequences is to identify and 
annotate genomic regions that regulate the complex spatial and temporal patterns of gene 
transcription. Analysis of the regulatory regions for many individual genes has typically 
identified discrete enhancers or “cis-regulatory modules” (CRMs) that are approximately 
1 Kbp long and located at distances ranging from immediately adjacent to the start of 
transcription to 100 Kbp away. These CRMs are composed of transcription factor binding 
sites that integrate information about the concentration of relevant factors to determine 
the quantitative contribution of each CRM to the expression of its target gene [61]. A 
variety of experimental approaches has been utilized to identify and characterize CRMs 
in single gene or genome-wide studies. For example, approximately 50 CRMs involved 
in the anterior-posterior (A/P) segmentation of the blastoderm stage Drosophila embryo 
[62] have been identified by reporter gene assays. A combination of genetic studies, 
module mutagenesis and DNA binding assays has identified individual transcription 
factors (TFs) that influence the activity of these modules. 
Genome-wide identification of TF binding loci has been carried out using 
chromatin immunoprecipitation (ChIP) in a variety of systems, including yeast and 
cultured cells [63, 64]. ChIP analysis of TFs that act to regulate dorsal-ventral or anterior-
posterior patterning in Drosophila embryos identified a set of bound genomic regions that 
is highly enriched in functional targets but also includes many regions whose contribution 
to patterned gene expression is currently unclear [4, 65-67]. Furthermore, while ChIP can 
identify targets in specific stages or cell types, a clear technical challenge for ChIP-based 
methods is how to systematically characterize the genome-wide occupancy of the large 
number of TFs in metazoans across the vast number of distinct expression states that 
occur during developmental and physiological processes. 
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Computational analysis provides a complementary means to discover functional 
TF-CRM interactions in the genome. Past attempts to identify CRMs often searched for 
clusters of putative binding sites for combinations of TFs that act in common biological 
processes [6], and have been particularly successful in the identification of Drosophila 
segmentation modules [10]. The statistical power of these approaches is increased by 
filtering for evolutionary conservation of either individual sites or regions with clusters of 
sites [20, 45, 68]. In parallel, new methods are being implemented to systematically 
determine TF-DNA binding specificities [34, 69] with high throughput, and have the 
potential to generate a relatively large number of binding specificities (“motifs”) in a 
short time. Spurred by these advances and the increasing availability of new genomic 
sequences, computational approaches, in principle, could be applied more globally to 
determine the transcriptional regulatory function of genomic sequences. However, 
several problems complicate the global computational annotation of CRMs and TF-CRM 
interactions. First, there is the problem of overlapping specificities; many TFs, 
particularly those in common structural families such as homeodomains, have highly 
similar DNA binding specificities [70], making it difficult to assign conserved binding 
sites to an individual TF. Second, there is the problem of selecting the optimal 
combinations of TFs that should be tested together for clusters of sites; this becomes 
more difficult as more expression states are considered. Third, there is the problem of TF 
pleiotropy; for example, a subset of TFs expressed during segmentation of the 
Drosophila blastoderm act again during cell fate specification in the nervous system. 
Genomic segments with overrepresentation of binding sites for these TFs might act 
during either developmental stage. A related problem is the identification of CRMs for 
gene with multiple expression domains; cluster-based analysis does not automatically 
attribute a specific expression domain with each CRM. Finally, there is the problem of 
evaluating individual TF-CRM interactions; while combining binding site scores for 
multiple TFs gives much greater sensitivity for detecting CRMs, the contribution of any 
individual TF is typically smaller and more difficult to associate with a significance 
value. 
We describe a new approach for CRM identification and annotation that begins to 
address these issues. It employs a new method to estimate the potential of any genomic 
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segment to drive a spatial expression pattern matching that of its nearby gene. This 
“pattern generating potential” is computed by combining information from 
experimentally determined TF binding motifs, TF expression patterns, and a 
comprehensive database of in situ gene expression images of the Drosophila embryo. For 
this approach, we developed an efficiently computable, regression-based model of 
expression patterns as a function of evolutionarily conserved binding sites, with 
parameters learned from a collection of experimentally characterized CRMs. By 
incorporating TF expression patterns into the model, the contribution of potential binding 
sites for a factor are only considered in the subset of cells that express that factor. 
Genomic regions are annotated as potential CRMs based on functional combinations of 
TF binding sites and not solely on an overrepresentation of binding sites that might be 
incapable of generating the relevant pattern. Whether an individual CRM contributes to 
all or part of the expression pattern is an automatic result of the method. The contribution 
of any individual TF to this pattern can be quantitatively evaluated by examining the 
effect of disrupting the TF’s expression pattern on the predicted activity of the CRM. We 
use this method to annotate genomic sequences with the potential to regulate the initial 
stages of segmentation in the Drosophila embryo. We exploit this approach to produce an 
associated transcriptional regulatory network model in which each TF-CRM interaction is 
associated with a confidence value. We demonstrate how this approach allows additional 
insights into how multiple CRMs contribute to expression patterns and how individual 
TFs can directly or indirectly regulate the expression of multiple target genes. This study 
represents a generalizable approach to produce predictive models of genome function and 
regulatory networks.  
4.2 Modeling enhancer function 
 
In this section, I will present different stages of modeling enhancer function (derived 
expression). I will first present a novel approach to predict TF occupancies that are used 
in predicting CRM function.  I will then explain the details of our model and show how it 
could be used to predict enhancers along with their function genome-wide.  
4.2.1 Predicting TF occupancy using phylogeny-based averaging  
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The availability of genome sequences for multiple Drosophila species provides an 
opportunity to optimize quantitative modeling of functional transcription factor (TF) 
occupancy along the genome. The basic assumption of this approach is that CRMs with 
conserved activity across these species will maintain some binding activity for each 
requisite TF while binding sites in non-functional regions will be less conserved. We 
used genome-wide profiles of binding motif scores for 10 transcription factors (BCD, 
CAD, HB, KNI, KR, GT, HKB, TLL, FKH, CIC) involved in the initial stages of 
anterior-posterior patterning or segmentation in the embryo. These profiles were 
computationally predicted using the Hidden Markov Model-based STUBB program [7] 
that captures both weak and strong motif matches in a probabilistic framework. We 
combined the motif profiles from D. melanogaster and 10 other Drosophila genomes 
[68], by averaging scores from orthologous ~500 bp regions, to create a multi-species 
motif profile that incorporates evolutionary conservation. Because species more closely 
related to D. melanogaster are better represented in the currently sequenced set of 
genomes, this phylogenetic comparison is weighted more heavily towards D. 
melanogaster than more distant species. In an alternative approach designed to reflect the 
evolutionary distances among the sequenced species, we modeled the motif score of a 
region as a random variable evolving through Brownian Motion dynamics along the 
branches of the evolutionary tree [71], and computed the expected tree-wide average of 
this variable given its observed values in the extant species (see below for details). This 
computation is performed using a new “upward-downward” algorithm that scales linearly 
with the number of species. These single and multi-species motif profiles are made 
available through the “Genome Surveyor” interface [34] at  
http://veda.cs.uiuc.edu/lmcrm/. 
4.2.1.1 Brownian motion based averaging of motif scores 
 
Given a phylogeny and a profile value (motif score) for each leaf node or extant species, 
our task is to compute an evolutionary average of the given values. Following [72], we 
consider a random variable evolving according to a Brownian Motion process along each 
branch, with the process on each branch being conditional on the value of the variable at 
the parent node of that branch. The temporal expectation of this random variable, over all 
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branches, is the desired average. Exploiting the observation that the random variable has 
a Gaussian distribution at every (non-root) node with mean and variance defined by the 
value at the parent of that node, researchers have shown [71] how this temporal average 
may be calculated in time O(n2) where n is the number of species. We developed an 
alternative, O(n) algorithm for this purpose based on the upward-downward algorithm 
paradigm for trees [73]. 
 
Upward-Downward algorithm: We consider the motif score as a random variable 
evolving according to the Brownian motion process along the branches of a 
phylogenetic tree. Using the Markov assumption, we can apply the upward-downward 
algorithm to efficiently compute the conditional distribution at unobserved nodes 
(internal nodes of the tree) given the observed values. The upward-downward 
algorithm is analogous to the forward-backward algorithm associated with probability 
calculations of Hidden Markov Models.  In this section, we describe the general 
notations for upward-downward algorithm as described in [73]. 
 
To get the probability distribution of an unobserved node, we first need to 
calculate the upward and downward probabilities. Next, we explain how to 
Supplementary Methods
December 18, 2009
1 Upward-Downward Algorithm
We consider the motif score as a random variable evolving according to the
Brownian motion process along the branches of a phylogenetic tree. Using
the Markov assumption, we can apply the upward-downward algorithm to
e ciently compute the conditional distribution at unobserved nodes (inter-
nal nodes of the tree) given the observed values [1]. The upward-downward
algorithm is analogous to the forward-backward algorithm associated with
probability calculations of Hidden Markov Models [2]. In this section we
describe the general notations for upward-downward algorithm as described
in [1].
• Xi : random variable representing trait (observation) at node i
• xi : value of trait (observation) at node i
• C(i) : children of node i
• ⇡(i) : parent of node i
• T (i) : subtree rooted at node i
• ti: branch length between node i and its immediate parent
• O1: all observed traits in the tree
• Oi = {xn|n 2 T (i) and C(n) = 0} : all observed traits in subtree
rooted at node i
• Oi\j = {xn|n 2 T (i) and n /2 T (j) and C(n) = 0} : all observed traits
in subtree rooted at node i but not at node j
•  m,xi =
⇢
1 m = xi
0 otherwise
1
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compute these two probabilities and then how to combine them to get the required 
distribution. 
 
Generalized Upward Step: The upward probability of a node is defined as the 
probability of the observations of a sub-tree with any given value at its root. For 
simplicity, we use the following notations: 
 
By initializing the values of βi (m) = δm,xi at the observed leaf nodes, we can work up the 
tree for each node π(i) at the next level to calculate the values of interest as follows: 
 
 
Generalized downward step: The downward probability of a node is defined as the 
probability of the observations outside the sub-tree rooted at the node for each possible 
value of the sub-tree root. For simplicity, we use the following notation: 
By initializing the root of the phylogenetic tree with a prior probability distribution,  
α1(m) = Pr(X1 = m) = Prior , we can work down the tree to calculate the value of αi(m) 
for all nodes in the next level of the tree as follows: 
1.1 General Algorithm
To get the probability distribution of an unobserved node, we first need to
calculate the upward and downward probabilities. Next, we explain how to
compute these two probabilities and then how to combine them to get the
required distribution.
1.1.1 Generalized Upward Step
The upward probability of a node is defined as the probability of the obser-
vations of a subtree with any given value at its root. For simplicity, we use
the following notations:
•  i(m) = Pr(Oi|Xi = m)
•  i,⇡(i)(m) = Pr(Oi|X⇡(i) = m)
•  ⇡(i)\i(m) = Pr(O⇡(i)\i|X⇡(i) = m)
By itializing the values of  i( ) =  m,xi at the observe leaf nodes, we
can work up the tree for each node ⇡(i) at the next level to calculate the
values of interest as follows:
1.  i,⇡(i)(m) =
8>><>>:
Pr(m! xi|ti) i(xi) if C(i) = 0,X
m0
Pr(m! m0|ti) i(m0) otherwise,
where Pr(m ! m0|ti) is the probability of value m0 evolves to m in
time ti and will be explained later according to the Brownian motion
process.
2.  ⇡(i)(m) =
Y
j2C(⇡(i))
 j,⇡(i)(m)
3.  ⇡(i)\i(m) =
 ⇡(i)(m)
 i,⇡(i)(m)
=  i0,⇡(i)(m), where i0 is sibling of i
1.1.2 Generalized Downward Step
The downward probability of a node is defined as the the probability of the
observations outside the subtree rooted at the node for each possible value
of the subtree root. For simpilicity, we use the following notation:
2
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• ↵i(m) = Pr(Xi = m,O1\i)
By initializing the roo of t e phylogene ic tree with a prior probability dis-
tribution, ↵1(m) = Pr(X1 = m) = Prior , we can work down the tree to
calculate the value of ↵i(m) for all nodes in the next level of the tree as
f llows:
• ↵i(m) =
X
m0
↵⇡(i)(m0) Pr(m0 ! m|ti) ⇡(i)\i(m0)
where Pr(m ! m0|ti) is the probability of value m0 evolves to m
in time ti and will be explained later according to Brownian motion
process.
1.1.3 Marginals
Once the upward and the downward calculations are completed, we can
compute the joint probabilities of all observations and values of each node
as follows:
Pr(Xi = m,O1) = ↵i(m) i(m)
Finally, we calculate the conditional probability of the values at each node
given the observations at all of the leaves.
Pr(Xi = m|O1) = ↵i(m) i(m)X
m0
↵i(m0) i(m0)
1.2 Brownian Algorithm
By modeling the evolution of the random variable with Brownian motion, we
can directly and simply compute and represent the continuous distributions
at each node in the phylogenetic tree. We introduce a new variable,  2B, the
variance in displacement per unit time for the Brownian motion process. A
distribution of a random variable x subject to Brownian motion, with mean
µ, and variance  2 (represented with the notation N(x, µ, 2)), will always
have the Gaussian probability distribution function:
f(x) =
1p
2⇡ 2
exp
 (x µ)2
2 2
3
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Marginals: Once the 
upward and the downward calculations are completed, we can compute the joint 
probabilities of all observations and values of each node as follows: 
 
 
Finally, we calculate the conditional probability of the values at each node given the 
observations at all of the leaves: 
 
Brownian motion algorithm: By modeling the evolution of the random variable 
with Brownian motion, we can directly and simply compute and represent the 
continuous distributions at each node in the phylogenetic tree. We introduce a new 
variable, σ2B, the variance in displacement per unit time for the Brownian motion 
process. A distribution of a random variable x subject to Brownian motion, with mean 
µ, and variance σ2 (represented with the notation N(x, µ, σ2)), will always have the 
Gaussian probability distribution function: 
Product of two Gaussians: An important identity in the upward-downward 
calculations is that the product of two Gaussian distributions is Gaussian. In our 
notation: 
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exp
 (x µ)2
2 2
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distribution of a random variable x subject to Brownian motion, with mean
µ, and variance  2 (represented with the notation N(x, µ, 2)), will always
have the Gaussian probability distribution function:
f(x) =
1p
2⇡ 2
exp
 (x µ)2
2 2
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• ↵i(m) = Pr(Xi = m,O1\i)
By initializing the root of the phylogenetic tree with a prior probability dis-
tribution, ↵1(m) = Pr(X1 = m) = Prior , we can work down the tree to
calculate the value of ↵i(m) for all nodes in the next level of the tree as
follows:
• ↵i(m) =
X
m0
↵⇡(i)(m0) Pr(m0 ! m|ti) ⇡(i)\i(m0)
where Pr(m ! m0|ti) is the probability of value m0 evolves to m
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process.
1.1.3 Marginals
Once the upward and the downward calculations are completed, we can
compute the joint probabilities of all observations and values of each node
as follows:
Pr(Xi = m,O1) = ↵i(m) i(m)
Finally, we calculate the conditional probability of the values at each node
given the observations at all of the leaves.
Pr(Xi = m|O1) = ↵i(m) i(m)X
m0
↵i(m0) i(m0)
1.2 Brownian Alg rithm
By modeling the evolution of the rand m variable w th Br wnian motion, we
can directly nd si ply compute and represent the continu us d stributions
at each node in the hylogenetic ree. We in r duce a new variab e,  2B, e
ariance in d splacement per unit time for the Brownian motion process. A
distribution of a random variable x subject to Brownian motion, with mean
µ, and variance  2 (represented with the notation N(x, µ, 2)), will always
have the Gaussian probability distribution function:
f(x) =
1p
2⇡ 2
exp
 (x µ)2
2 2
3
1.2.1 Product of Two Gaussians
An important identity in the upward-downward calculations is that the prod-
uct of two Gaussian distributions is Gaussian. In our notation:
• N(x;µ1, 21)N(x;µ2, 22) = N(µ1;µ2, 21 +  22)N(x;µ, 2)
where  2 = 11
 21
+ 1
 22
and µ =  2
⇣
µ1
 21
+ µ2
 22
⌘
1.2.2 Brownian Upward Step
Initialization of the upward step at each leaf is done as explained above,
 i(m) =  m,xi . The three distributions of interest are calculated for each
node as follows:
1. At the leaf i:
 i,⇡(i)(m) ⇠ N(m,xi, 2Bti)
At other internal (unobserved traits) nodes in the phylogenetic tree, i:
 i,⇡(i)(m) =
Z
m0
N(m0;m, 2Bti) i(m
0)dm0
Let  i(m0) ⇠ ciN(m0;µi, 2i ), then
 i,⇡(i)(m) = ci
Z
m0
N(m0;m, 2Bti)N(m
0;µi, 2i )dm
0
= ci
Z
m0
N(m;µi, 2Bti +  
2
i )N(m
0;µn, 2n)dm
0
where  2n = 11
 2
B
ti
+ 1
 2i
and µn =  2n
⇣
m
 2Bti
+ µi
 2i
⌘
Therefore,
 i,⇡(i)(m) = ciN(m;µi, 2Bti +  
2
i )
Z
m0
N(m0;µn, 2n)dm
0| {z }
=1
= ciN(m;µi, 2Bti +  
2
i )
4
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Brownian motion upward step: Initialization of the upward step at each leaf is done 
as explained above, βi(m) = δm,xi . The three distributions of interest are calculated 
for each node as follows: 
 
 
 
1.2.1 Product of Two Gaussians
An important identity in the upward-downward calculations is that the prod-
uct of two Gaussian distributions is Gaussian. In our notation:
• N(x;µ1, 21)N(x;µ2, 22) = N(µ1;µ2, 21 +  22)N(x;µ, 2)
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 22
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⇣
µ1
 21
+ µ2
 22
⌘
1.2.2 Brownian Upward Step
Initialization of the upward step at each leaf is done as explained above,
 i(m) =  m,xi . The three distributions of interest are calculated for each
node as follows:
1. At the leaf i:
 i,⇡(i)(m) ⇠ N(m,xi, 2Bti)
At other internal (unobserved traits) nodes in the phylogenetic tree, i:
 i,⇡(i)(m) =
Z
m0
N(m0;m, 2Bti) i(m
0)dm0
Let  i(m0) ⇠ ciN(m0;µi, 2i ), then
 i,⇡(i)(m) = ci
Z
m0
N(m0;m, 2Bti)N(m
0;µi, 2i )dm
0
= ci
Z
m0
N(m;µi, 2Bti +  
2
i )N(m
0;µn, 2n)dm
0
where  2n = 11
 2
B
ti
+ 1
 2i
and µn =  2n
⇣
m
 2Bti
+ µi
 2i
⌘
Therefore,
 i,⇡(i)(m) = ciN(m;µi, 2Bti +  
2
i )
Z
m0
N(m0;µn, 2n)dm
0| {z }
=1
= ciN(m;µi, 2Bti +  
2
i )
4
1.2.1 Product of Two Gaussians
An important identity in the upward-downward calculations is that the prod-
uct of two Gaussian distributions is Gaussian. In our notation:
• N(x;µ1, 21)N(x;µ2, 22) = N(µ1;µ2, 21 +  22)N(x;µ, 2)
where  2 = 11
 21
+ 1
 22
and µ =  2
⇣
µ1
 21
+ µ2
 22
⌘
1.2.2 Brownian Upward Step
Initialization of the upward step at each leaf is done as explained above,
 i(m) =  m,xi . The three distributions of interest are calculated for each
node as follows:
1. At the leaf i:
 i,⇡(i)(m) ⇠ N(m,xi, 2Bti)
At other internal (unobserved traits) nodes in the phylogenetic tree, i:
 i,⇡(i)(m) =
Z
m0
N(m0;m, 2Bti) i(m
0)dm0
Let  i(m0) ⇠ ciN(m0;µi, 2i ), then
 i,⇡(i)(m) = ci
Z
m0
N(m0;m, 2Bti)N(m
0;µi, 2i )dm
0
= ci
Z
m0
N(m;µi, 2Bti +  
2
i )N(m
0;µn, 2n)dm
0
where  2n = 11
 2
B
ti
+ 1
 2i
and µn =  2n
⇣
m
 2Bti
+ µi
 2i
⌘
Therefore,
 i,⇡(i)(m) = ciN(m;µi, 2Bti +  
2
i )
Z
m0
N(m0;µn, 2n)dm
0| {z }
=1
= ciN(m;µi, 2Bti +  
2
i )
42.  ⇡(i)(m) =  i,⇡(i)(m) i0,⇡(i0)(m), where i
0 is the sibling of i.
Let  i,⇡(i)(m) ⇠ ciN(m;µi, 2i ) and  i0,⇡(i0)(m) ⇠ ci0N(m;µi0 , 2i0),
then using the product of two Gaussians rule explained above, we
have:
 ⇡(i)(m) = cici0N(m;µi, 2i )N(m;µi0 , 
2
i0)
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 2
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✓
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◆
.
3.  ⇡(i)\i(m) =  i0,⇡(i0)(m), where i0 is the sibling of i.
1.2.3 Brownian Downward Step
The downward prior probability of the root of the tree is initialized to a
uniform probability distribution, ↵1(m) = Pr(X1 = m) ⇠ U [0, 20]
For all internal nodes, i:
↵i(m) =
Z
m0
↵⇡(i)(m0) ⇡(i)\i(m0)N(m;m0, 2Bti)dm
0
Let ↵⇡(i)(m0) = c1N(m0;µ1, 21), and  ⇡(i)\i(m0) = c2N(m0;µ2, 22), then
↵i(m) = c1c2
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⌘
, and c3 = N(µ1;µ2, 21 +  22).
5
	   46	  
Brownian downward Step: The downward prior probability of the root of the tree is 
initialized to a uniform probability distribution, α1(m) = Pr(X1 = m)∼U (0, 20). 
 
 
Marginals and Conditional Expectation: After the completion of the upward-downward 
algorithm, we can calculate the joint probabilities of all observations and values of each 
node i as follows: 
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1.2.4 Marginals and Conditional Expectation
After the completion of the upward-downward algorithm, we can calculate
the joint probabilities of all observations and values of each node i as follows:
Pr(Xi = m,O1) = ↵i(m) i(m)
Let ↵i(m) = c1N(m;µ1, 21), and  i(m) = c2N(m;µ2, 22), then
Pr(Xi = m,O1) = c1c2N(m;µ1, 21)N(m;µ2, 
2
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2
2)N(m;µn, 
2
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where  2n = 11
 21
+ 1
 22
and µn =  2n
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Similar to what explained above, we can compute the conditional probability
of the values at each node given the observations at all of the leaves as:
Pr(Xi = m|O1) = ↵i(m) i(m)Z
m0
↵i(m0) i(m0)dm0
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0
= N(m;µn, 2n)
Therefore, the expected value E(Xi|O1) of this conditional probability is µn.
The expected value of each branch between node i and ⇡(i), Ei,⇡(i), in the
tree, is defined as:
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Similar to what explained above, we can compute the conditional probability of the 
values at each node given the observations at all of the leaves as: 
 
Therefore, the expected value E(Xi|O1) of this conditional  probability is µn . The 
expected value of each branch between node i and π(i), Ei,π(i), in the tree, is defined as: 
The temporal average of the entire phylogenetic tree, the Brownian motion motif score, is 
calculated as the sum of the expected values of each branch weighted by its branch length 
as shown in following equation: 
4.2.2 Modeling the expression of known CRMs using logistic regression 
 
We used TF occupancies (binding sites) to predict the potential transcriptional regulatory 
activity of any given genomic region. We reasoned that determining the potential of a 
region to generate patterned gene expression could help distinguish functional TF binding 
sites from regions that happened to have motif matches but were evolutionarily conserved 
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Where  
•  is the expression value (between 0 and 1) of the CRM l in bin b (the A/P axis 
is divided into 100 equal bins),  
•  is the concentration of factor i in bin b,   
•  the is the motif score of factor i in the CRM l,  
• wi  is the regression coefficient for factor i 
•  is the “basal” expression level of CRM l  
• sig(x) is a “sigmoid” function 1/(1+exp(-x)).  
The free parameters are  (one for each CRM), and wi (one for each factor). Use of the 
CRM-specific parameter  is motivated by (i) the fact that the discrete (0/1) expression 
values that form the desired output do not reflect the variation in basal gene expression 
levels, and (ii) an opportunity to compensate for, at least partially, the lack of complete 
knowledge of relevant TFs, especially of ubiquitous activators and/or repressors. Note 
that the concentration and motif score terms occur together ( ) and this product is 
called the “covariate” of factor i for CRM l in bin b. An additional higher order term, 
called “BCD2”, is used in our model.  BCD2 is the square of the covariate “BCD” for the 
factor BCD. Utilizing the glm (generalized linear model) function in R’s “stats” package 
[74], we trained the parameters of the model  using iteratively reweighted least squares 
(IWLS) to minimize the error between predicted and true expression values. The ratio 
between the trained parameter and its estimated standard error was treated as a z-score for 
calculating its statistical significance. The overall quality of fit of the model to the data 
was measured by standard statistics such as the root mean squared error (RMSE), mean 
Correlation Coefficient (CC), and the Akaike Information Content (AIC). All analyses 
were performed within the R programming environment. 
4.2.3 Finding novel enhancers based on their pattern generating potential 
 
The ability to predict the spatial expression pattern driven by a module (CRM activity) 
suggests a method for discovery of novel CRMs: to scan the flanking genomic sequences 
of a gene for segments whose predicted activity pattern agrees with the gene’s 
endogenous pattern. . For this purpose, we developed a newly defined measure of 
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similarity between expression profiles; this measure is named the “Pattern Generating 
Potential” (PGP). The scoring method was designed to: 1) be sensitive to both the shape 
and magnitude of the predicted expression profile, 2) avoid biases towards or against 
overly broad or overly narrow domains of expression, and 3) automatically select aspects 
of a gene’s expression pattern to be captured by the CRM (Figure 4.1). We noted that 
known similarity measures such as “correlation co-efficient” and “normalized root mean 
squared error” do not satisfy these properties. To compute this score, we first calculate 
the average predicted CRM activity in domains of gene expression (the “reward” term) 
and domains of non-expression (the “penalty” term) and subtract the penalty from the 
reward, followed by a linear transformation placing PGP values to between -1 and 1. An 
important feature of this score is that it can identify CRMs that contribute to only part of 
a gene’s expression pattern. 
 Given a predicted expression pattern (real numbers between 0 and 1 for each bin 
along A/P axis) and an endogenous expression pattern (0 or 1 values for each bin), we 
defined PGP score as follows: 
 
 
 
Figure 4.1. Properties of pattern generating potential (PGP) similarity score. Design features of the PGP score 
that distinguish it from the correlation coefficient (CC) or the root mean square error (RMSE). For each desired feature 
(“Characteristic”), two scenarios of comparison between known (red) and predicted (dark blue) expression profiles 
(“Expression”), along with PGP, CC, and 1-RMSE values are shown. A perfect match would correspond to a value of 
1 for each score. Cases where the value of a score in the two scenarios captures the desired feature are shaded in green. 
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Where Eg,b is the expression value (0 or 1) of the gene g in bin b and Eˆg,b is the predicted 
expression value (between 0 and 1). This score ranges from -1 to +1. It rewards correctly 
predicted domains of expression and penalizes false prediction of expression. If the 
endogenous profile has multiple domains of expression, a subset of those domains are 
selected based on the predicted profile, and then compared to the predicted profile using 
PGP.  
4.3 Results 
4.3.1 Multi-species averaging improves the prediction of TF occupancy 
  
We used published ChIP-on-chip data for eight transcription factors (BCD, CAD, GT, 
HB, KNI, KR, HKB and TLL) [4, 75] to compare the ability of different motif profiles to 
distinguish the top 100 bound regions from a random set of non-coding regions 
(Methods). As Table 4.1 reveals, single species motif scores show significant 
discrimination between bound and random sequences (p-value < 0.01) for each TF, with 
especially strong discrimination in the cases of BCD and HKB (p-value = 2.0E-25 and = 
5.7E-23, respectively). We find a dramatic improvement in this discriminative ability 
when using multi-species motif profiles (e.g., the p-value improves from 1.5E-5 to 1.9E-
27 for CAD, from 1.8E-3 to 7.0E-15 for HB, and from 2.0E-4 to 3.1E-20 for TLL). The 
two schemes for combining multi-species profiles produce comparable results by this 
measure, which are significantly better than results produced by corresponding two-
species (D. mel. and D. pse.) motif profiles. Both multi-species methods were also tested 
in CRM predictions below. 
Table 4.1. Agreement of motif profiles with ChIP-on-chip data. Shown for each transcription factor (TF), and each 
motif scoring scheme (columns 2-5), is the p-value of discrimination between ChIP peaks of that TF and random non-
coding sequences, using the motif scores of those sequences and the Wilcoxon Rank-Sum test. 
 
TF Single Species 
2 species 
(simple 
averaging) 
11 species 
(simple 
averaging) 
11 species (Brownian 
Motion-based 
averaging) 
BCD 2.0E-25 2.0E-33 2.0E-45 1.6E-45 
CAD 1.5E-5 1.5E-15 5.5E-27 1.9E-27 
GT 8.3E-7 8.5E-11 2.7E-21 2.3E-22 
HB 1.8E-3 3.3E-5 5.5E-14 7.0E-15 
KNI 1.8E-4 2.3E-5 1.1E-9 7.5E-10 
KR 2.6E-13 3.5E-17 4.2E-29 3.6E-31 
HKB 5.7E-23 8.7E-23 1.5E-35 7.4E-35 
TLL 2.0E-4 1.3E-8 1.9E-17 3.1E-20 
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4.3.2 Quantitative modeling of the expression driven by known CRMs 
 
We used our logistic regression model to predict the anterior-posterior (A/P) expression 
profiles of 46 experimentally characterized CRMs in the segmentation network [62], 
using multi-species TF occupancies and expression patterns [62, 76] of the ten 
transcription factors mentioned above. Visual inspection of the results (Figure 4.2) 
indicates that the expression patterns predicted by the model are in good or fair 
agreement with the observed expression patterns for most of the 46 CRMs. By this 
qualitative assessment (which is consistent with the more quantitative assessment using 
“PGP scores” defined below), our method compares well with the results of the 
thermodynamic model, although a direct quantitative comparison is not feasible. We 
tested for the possibility of the model “over-fitting” the data by comparing cross-
validation results from the real data and randomized data, and found a clear separation (p-
value = 1.2e-34) between the two, ruling out any significant over-fitting. 
 
Figure 4.2. Prediction of 46 known enhancer function. Known (red) and predicted (dark blue) expression patterns, 
along the A/P axis, of 46 experimentally characterized CRMs. Heights of dark blue trace are proportional to the 
predicted expression level. Predictions deemed as being “good” (count =20), “fair” (15) or “bad” (11) matches to 
known patterns (based on visual inspection) are indicated with green, blue and red labels respectively. 
A)
B)
Weight
X
Motif Score
X
Concentration
Factor Motif 
Caudal Hunchback 
  
Knirps Tailless 
  
 
Factor Motif Score
odd_-3
Factor Concentration
0
0.2
0.4
0.6
0.8
1.0 CAD HB KNI TLL
0
10 20 40 5030
0.2
0.4
60 70 80 90 100
0.6
0.8
1.0
0
Expr
Pred
11 + 𝑒−(1.29−0−1.67−0)+0.9 
Predicted Expression
-8
-6
-4
-2
0
2
Weighted Occupancy
Repressor
Ac
tiv
at
or
Factor Weights 
Factor Weight Role 
CAD 0.034 A 
HB -0.012 R 
KNI -0.027 R 
TLL -0.042 R 
 
	   52	  
The above model provides “systems level” insights into the A/P network. We observed 
that coefficients for BCD, CAD, FKH were fit to positive values while KNI, KR, GT, 
HB, TLL, HKB and CIC were fit to negative values, broadly consistent with the 
activator/repressor roles known for these factors. (Although dual roles for some of these 
factors have been noted in the literature [77], our model learns a single dominant role 
consistent with the dataset.) 
4.3.3 Genome-wide discovery of A/P CRMs 
 
We applied the PGP method to a larger collection of 144 genes with patterned expression 
along the anterior-posterior axis [45]. We automatically extracted the A/P expression 
profiles of these genes from the FlyExpress database [78], transformed the intensity 
values into binary expression domains, and identified flanking sequences with pattern 
generating potential. We identified 123 putative CRMs from 68 genes, henceforth called 
the “FlyExpress” gene set (data at http://veda.cs.uiuc.edu/lmcrm). 44% of the predicted 
CRMs overlapped a ChIP-chip peak (at 1% FDR; 65% when considering peaks at 25% 
FDR). The predictions included CRMs for genes with a single expression domain and 
genes with multiple expression domains (e.g., slp1 and ara respectively). Among CRMs 
corresponding to genes with multi-
domain patterns, 53% capture only 
one of the domains of the 
endogenous pattern (e.g., drm) 
while 47% capture more than one 
domain (e.g., emc). 
 Sixteen of the above CRM 
predictions overlapped previously 
verified modules, of which 12 have 
blastoderm stage expression that 
agrees with the predicted 
expression profile from our model. 
These provide an independent 
experimental validation for our 
  
Figure 4.3. Experimental validation. (A) Predicted expression 
profiles are shown for genomic segments near four genes with A/P 
patterning from the “FlyExpress” set (noc, SoxN, Antp and Ubx). The 
predicted expression is shown as a blue curve and the binarized 
blastoderm expression of the endogenous gene is shown as thick red 
lines. Additional reporters from three genes, pdm2, emc and apt, were 
not active in early embryos (not shown). (B) The cis-regulatory 
activity of each region was tested in a transgene reporter construct. 
Spatial activity was determined by RNA in situ using a probe to a 
Gal4 reporter gene. Expression of the Ubx_1 reporter begins at a 
slightly after the blastoderm stage resembling the expression of the 
endogenous gene. 
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CRM and activity prediction pipeline. In addition, we tested seven CRM predictions 
using new reporter transgenes. These lines were created as part of an ongoing project to 
systematically examine regulatory regions surrounding a subset of Drosophila genes with 
patterned expression in the nervous system [79]. Only predictions in genes with 
intergenic or intronic regions of at least 10kb were chosen for analysis. Selections 
included regions flanking genes with “strong” or “weak” A/P patterned expression.  4 of 
7 tested regions exhibited reporter gene expression patterns resembling the predicted 
pattern (Figure 4.3). For one of these, Ubx, reporter expression is in the correct region of 
the embryo, but initiation of the pattern is delayed relative to the endogenous gene. All 
three of the remaining tested reporters exhibit expression in the developing CNS, where 
many of the same TFs that regulate A/P patterning are re-expressed. It is possible that the 
same combinations of TFs that predict an A/P pattern in our model can act to direct 
patterned expression in the developing CNS. We note that the specificity we observed 
here (57%) is about the same as that recorded in our cross validation tests on the A/P 
gene set. 
4.3.4 A regulatory network for anterior-posterior patterning in Drosophila 
 
Unlike binding site clustering methods, the PGP method uses both the binding 
specificities of TFs and their expression pattern to identify and predict the expression 
activity of a CRM. Using the PGP method, it is possible to computationally assess the 
contribution of each TF to the CRM by asking if altering the expression of the TF affects 
the quality of the prediction. We used this strategy to infer direct regulatory interactions 
between TFs and CRMs, depicted as edges in the transcriptional regulatory network. To 
visualize the effect of removing an individual TF from the model, we simulated a “knock 
down” of the transcription factor (by setting its motif score to 0) and compared the 
predicted CRM expression in this “in silico mutant” background and in “wild type” 
(Figure 4.4.A, knock down patterns shown in green). Unlike traditional in vivo genetic 
assays, where observed changes may be the indirect effect of mis-regulation of other 
genes, this approach examines the direct contribution of a TF to a specific CRM. In order 
to assign a statistical significance to this contribution, we developed an alternative 
procedure (Figure 4.4.A): CRM activity predictions were generated using random 
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permutations of the TF’s concentration profile, and compared to the “true” activity, thus 
creating a null distribution of similarity scores (depicted in blue). The score obtained with 
the actual profile (black dot) was compared to this distribution, generating an empirical p-
value. When there are few binding sites in the CRM, the TF pattern has little influence on 
CRM predictions and the null distribution of scores is very narrow (not shown). When 
there are more binding sites in the CRM, there is a broader distribution of similarity 
scores from the random profiles and the position of the actual profile within this 
distribution reflects the combined contribution of the binding sites and the normal TF 
expression pattern on CRM activity. Using this procedure to infer a p-value for every TF-
CRM combination, we constructed a transcriptional regulatory network (Figure 4.4.B) 
involving the 35 CRMs where the model’s quality of fit had been “good” or “fair” 
(Figure 4.2).  
4.4 Discussion 
 
As large numbers of genome sequences become available, annotation of how different 
genomic segments contribute to organismal function remains a central challenge. Despite 
the relative simplicity of the genetic code, annotation of the protein-coding regions of 
 
Figure 4.4. Inference of TF-CRM interaction. (A) For each motif, a histogram (blue) of RMSE scores (between real 
and predicted expression) is obtained from random permutations of the TF concentration profile, leading to a p-value of 
the observed RMSE score (black dot on x-axis). Top right panel shows the true (red) and predicted (blue) expression 
profiles. Also shown is the effect of in silico “knock down” of each TF (panels on right, red border), and the 
corresponding RMSE score (red dot on x-axis of histograms). (B) Predicted regulatory network for 10 TFs and 35 
experimentally characterized CRMs. Edges reflect a regulatory influence from TF to CRM, at an empirical p-value 
threshold of 0.05. Directionality of influence is shown by arrow for activators and flat line for repressors. 
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large genomes has undergone continued revision as new experimental datasets and 
computational approaches have been developed. Computational annotation of CRMs is 
significantly less advanced, in part due to the incomplete description and complexity of 
metazoan TF-DNA binding specificities. However, even after determining binding motifs 
for the central regulators of Drosophila anterior-posterior patterning network [34], we 
found it difficult to use existing clustering strategies to systematically search for the 
targets of these factors. Here, we describe an alternative strategy – use binding site motifs 
to predict the A/P activity pattern for a given DNA sequence and determine the similarity 
of the predicted activity pattern to an experimentally-determined expression pattern. The 
pattern generating potential may be used as a tool to annotate the non-coding genome, 
similar to the “regulatory potential” score of [80]; unlike the regulatory potential, which 
generally classifies non-coding sequences as regulatory or neutral, pattern generating 
potential ranks sequences by their ability to contribute to the specific expression pattern 
of a nearby gene. It further facilitates a quantitative inference of TF–CRM interactions, 
whose validity may then be assessed though in vivo observations. We have specifically 
applied this approach to the A/P network, but it should be applicable to any system in 
which adequate expression data is available for relevant TFs, CRMs and target genes.  
One key distinction between using pattern generating potential to characterize 
CRMs instead of binding site clusters is that this method can automatically select 
appropriate combinations of TFs to contribute to a CRM’s activity. By only considering 
TFs expressed at the appropriate time and place, this approach partly addresses issues 
associated with TF specificity overlap and pleiotropy. A second advantage is the rich 
class of expression patterns it may be used with. The current implementation 
accommodates expression states composed of any combination of 100 positions along the 
A/P axis, and can be expanded in a straightforward way to include additional spatial and 
temporal dimensions. These expression patterns can even be the result of automated 
image-processing pipelines, such as the one used here for A/P patterns. This is in contrast 
to the limited classes of manually determined expression patterns considered in previous 
studies [67]. The regression model also has the advantage that the explicit activity pattern 
predictions are easily interpreted, compared to other machine-learning techniques such as 
Bayesian networks [57] or support vector machines [67]. As noted above, replacing 
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binding site profiles with ChIP-based occupancy data in our model did not lead to 
superior predictions. This negative result is somewhat contrary to the findings of Zinzen 
et al. [67], who exploited ChIP data on five TFs (at five different time points) to 
successfully predict spatio-temporal expression patterns of many CRMs involved in 
mesoderm specification. Integration of ChIP and motif presence information may hold 
the key to significantly improved predictions, and will be an exciting area for future 
research. 
Generating the experimental datasets required to apply this method more broadly 
should be feasible with current technologies. The bacterial one-hybrid system and other 
methods should generate DNA binding specificities for most Drosophila TFs [34, 69, 
70]. Systematic determination of the temporal and spatial expression patterns of TFs is 
not a minor task; however, it should be more straightforward than applying genome-wide 
ChIP methods to the many different possible cell types present at different developmental 
stages. In addition to TF binding specificities and expression patterns, two other datasets 
are required. First, large-scale descriptions of gene expression patterns must be available, 
as is being generated for the Drosophila embryo [78, 81, 82]. Second, a training set of 
CRMs with diverse activity patterns must be identified; for the Drosophila embryo, these 
can be curated from the literature [38] or generated in moderate to high throughput 
reporter studies [79]. While we have treated CRM and gene expression patterns as binary 
values at a single developmental time point, quantitative spatial and temporal expression 
data are readily accommodated in this approach and should capture more comprehensive 
and subtle aspects of transcriptional regulatory networks. We note that the specific 
components of the model used here for predicting segmentation modules may change as 
more genomes and relevant TF motifs are characterized in the future. At the same time, 
our tests suggest that the current model is not far from optimal and including additional 
components (more genomes or motifs) may not lead to any dramatic improvements. 
The logistic regression model used here is very similar to the more popular linear 
regression model [83], combining weighted contributions from all transcription factors, 
except that the logistic model imposes the combined output to saturate at high values. 
This model is “simpler” than a previously published thermodynamic model of the 
sequence – function relationship [14], in the sense that it has fewer parameters to be 
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trained from data. At the same time, it performs well compared to the thermodynamic 
model and has the added advantages of easily incorporating multiple species comparisons 
and of computation that is orders of magnitude faster. This enables fast, genome-wide 
prediction of other CRMs, examination of the effect of each motif on each putative CRM 
and empirical assessment of its statistical significance through permutation tests. 
However, the regression model does not incorporate known mechanistic features of CRM 
function, such as cooperative TF binding. More detailed models of CRM function have 
been developed for individual enhancers [84-86], which can accurately describe changes 
in CRM activity over developmental time or due to mutation. In principle, these models 
or other approaches to capture how binding site arrangements contribute to expression 
could replace the regression model in the overall framework to measure pattern 
generating potential. Models with additional parameters may provide better predictions 
but require additional prior knowledge, while models with fewer parameters may 
generalize better. We also note that the motif scores used in our model are based on 
evolutionary conservation at the ~500 bp resolution and are thus robust to local turnover 
of sites [87]. The approach is also applicable with single-species motif scores (although 
this led to poorer performance in our setting), which may be significant for discovery of 
CRMs that are not as well conserved [88]. 
The analysis of the Drosophila A/P patterning using pattern generating potential 
is the most complete description of this network to date. The quantitative descriptions of 
how TF inputs generate the activity pattern of specific CRMs and the explicit predictions 
of individual TF-CRM interactions provide a level of detail not typically generated by 
other approaches. In this study, we have highlighted a few specific novel observations on 
the predicted regulatory network, such as which genes regulated by the terminal system 
are direct or indirect targets of CIC. In addition, we identified several general conclusions 
about the network, including the frequent occurrence of positive auto-regulation by 
activators and mutual repression by spatially adjacent repressors. One of the most striking 
results is how often individual genes have multiple predicted CRMs predicted to direct 
the same embryonic expression pattern. Individual examples of such “sibling” CRMs 
have been previously described in both the A/P and D/V embryonic patterning networks, 
but the current analysis indicates that they may be more frequent than previously 
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appreciated. (A more complete experimental analysis of this aspect of cis-regulatory 
architecture will be required given the observation that at least some of these CRMs are 
in fact “cousins” that appear to use similar TF binding sites to drive patterned expression 
in a different tissue.) Application of the PGP method to other transcriptional regulatory 
networks should reveal if similar overall regulatory themes act in other developmental 
contexts. We have also identified and experimentally confirmed the activity of four new 
CRMs of the A/P patterning network, regulating the genes Antp, noc, SoxN and Ubx.  
Recent ChIP-chip analysis of multiple TFs regulating Drosophila embryonic 
patterning provides a quantitative dataset to compare with our computational approach [4, 
75]. Overall, ChIP data suggests far more binding events than expected to be required for 
embryonic patterning [4], consistent with earlier predictions of widespread genome 
binding by TFs [89, 90]. Presumably, as long as occupancy does not interfere with 
patterning, it can be tolerated. In contrast, computational TF binding site profiles 
incorporate multiple species comparisons to probe where TF binding sites are under 
evolutionary selection, which should reflect a conserved role in patterning. In our 
comparison of ChIP data and TF binding site profiles for the A/P network, we find that 
evolutionarily conserved binding sites provide greater specificity and that this leads to 
better gene expression prediction models and a greater enrichment of known TF-CRM 
interactions. Interestingly, we found several examples of disagreement between motif-
based and ChIP-based prediction of binding where the ChIP occupancy appears to be 
antagonistic to the known activity pattern of the CRM. As a possible direction for future 
work, for cells where high quality ChIP data is available, integrating ChIP scores and 
multi-species motif profiles may allow higher confidence predictions of CRM position, 
function and regulation by combining both experimental evidence for availability and 
occupancy with evolutionary evidence for function [68, 91]. For cells where ChIP data is 
not available, determining the pattern generating potential of genomic regions can 
provide a general strategy to annotate regulatory regions.  
In summary, this work presents a general computational framework for analyzing 
transcriptional regulatory networks through a systematic integration of sequence (from 
multiple species), expression and transcription factor binding specificity data, all of 
which are hallmarks of the genomics toolkit available today. Application of the 
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framework provides systems-level insights into the regulation of anterior-posterior 
patterning in the Drosophila embryo. 
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Chapter 5  
 
Enhancer Characterization With No Prior Knowledge Of Related Enhancers 
5.1 Background 
 
Cis-regulatory modules (CRMs/enhancers) are one of the most crucial components of 
transcriptional regulatory networks, especially in animals. They are usually enriched with 
binding sites for several transcription factors (TFs) that participate in a common 
transcriptional regulatory network and implement the combinatorial regulatory logic of 
the precise spatial and temporal gene expression. This property of enhancers has 
motivated many of the current computational CRM discovery techniques to search for 
segments with multiple occurrences of related binding sites [6, 7]. These computational 
techniques are quite successful in finding enhancers of a particular transcriptional 
regulatory network for which the knowledge of relevant TFs and binding specificities are 
available. Over the last few years, there have been also several genome-wide techniques 
developed for screening the potential regulatory regions such as chromatin 
immunoprecipitation coupled to genomic tiling arrays (ChIP-chip) [4] or ultra high-
throughput sequencing (ChIP-Seq) [5]. However neither the computational nor the high 
throughput experimental screening techniques provide any insight on the spatial and/or 
temporal expression pattern driven by the CRMs.  
Several studies have developed elaborate thermodynamic and linear models to 
recapitulate the expression pattern driven by CRMs. They use the knowledge of relevant 
TF concentrations and their binding specificities as an input, in order to model the precise 
spatial/temporal expression pattern driven by enhancers [15, 60]. The parametric nature 
of these models requires training on a set of well-characterized CRMs, i.e., 
experimentally verified CRMs whose associated spatial/temporal expression patterns 
have been described. However, such annotations have so far been limited to a few 
collections of enhancers, mainly those involved in anterior-posterior and dorsal-ventral 
patterning, and mesoderm development in the fruit fly embryo, and those involved in 
development of the sea urchin embryo [92, 93].  
Recent advances of the genomics era led to the development of genome-wide 
techniques for screening the whole transciptome (RNA-seq) that provides information of 
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temporal and spatial expression of genes [94]. In fruit fly, development of high 
throughput protocols additionally led to determination of spatial expression of genes 
during embryogenesis [95]. The concentration profiles of transcription factors can be 
approximated from these assays, assuming protein concentration profiles of a TF 
correlate with corresponding mRNA levels in different cell types. On the other hand, the 
experimental methods such as bacterial one-hybrid and SELEX provided researchers with 
a large collection of TF binding specificities [24, 28]. The above mentioned technological 
advances made the TF binding specificities, TF expression pattern (concentration), and in 
general the expression pattern information of any gene easily accessible. However, 
obtaining the spatial/temporal expression driven by an enhancer still needs tedious 
laboratory work in the form of reporter gene assays. Here, we leverage the availability of 
TF binding specificities and the expression pattern of related genes to simultaneously 
search for enhancer locations and the expression pattern driven by them. 
 
Suppose the expression pattern of a set of genes and the binding specificities of 
the TFs participating in a transcriptional sub-network are known a priori. The task is to 
find and annotate enhancers near the genes of that sub-network. We call this task 
“unsupervised CRM prediction”. Note that this task additionally annotates the predicted 
enhancers with their corresponding expression pattern, which distinguishes it from other 
works that are only searching for the location of enhancers [37]. We have already shown 
that given a set of well-characterized enhancers, we can train a linear model and search 
genome-wide for enhancers that recapitulate a discrete aspect of the expression pattern of 
their regulating genes. However, our task here deals with a more common scenario where 
the knowledge of known enhancers is missing.  
5.2 Unsupervised CRM discovery 
 
In this section, I will introduce a three-step scheme for unsupervised CRM discovery. 
The first step is to predict a set of candidate enhancers near the genes belonging to a 
transcriptional sub-network. We use a general CRM finding technique based on 
clustering of relevant TFs to predict one or more candidate enhancer locations per gene. 
The second step is to model the expression driven by a subset of these candidate 
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enhancers. We initially assume that each candidate enhancer drives the entire expression 
of its nearby gene. We randomly choose one enhancer per gene and use the chosen 
enhancers to train a linear regression model, similar to what was explained in the 
previous chapter. This provides us an initial model of enhancer function. We then use this 
model to predict the expression driven by all candidate enhancers and sample a new set 
of enhancers, from among the initially identified candidates, that more accurately 
recapitulate one or more aspects of their nearby gene expression pattern. We iteratively 
model the expression pattern of a new subset of candidate enhancers and select the next 
subset of enhancers based on this model, until a certain criteria of convergence is met. 
The last step is to report the location of the enhancers that are most commensurate with 
their nearby genes’ endogenous expression.  
5.2.1 Candidate enhancer prediction using cluster of motifs 
 
We defined the control region of a gene as the locus from 10 kbp upstream to 10 kbp 
downstream of the gene, including the gene body itself. We searched the control region 
of related genes for candidate CRMs; exonic sequences were left out of the scan. We 
scanned the control region of each gene for significant clusters of binding sites using 
“Genome Surveyor” [34]. This web-based tool implements two simple ideas: (1) score a 
sequence window (of 500 bp length) for a given motif by combining information from 11 
Drosophila species, and (2) score a sequence window for a given set of motifs by 
combining the multi-species scores of all motifs. It was shown to be effective in 
recovering the canonical A/P patterning CRMs using a set of eight canonical motifs [34]. 
Here, we use the same approach, scanning with a set of motifs corresponding to TFs 
participating in a transcriptional sub-network. The top 5 non-overlapping windows in a 
control region of a gene were designated as its “candidate CRMs”. 
5.2.2 Iterative sampling and modeling of candidate enhancers 
 
In this step, we randomly choose one CRM per gene out of the candidate CRMs for that 
gene. We initially assume that the chosen CRM is responsible for driving the full 
expression pattern of its nearby gene. Note that the gene’s control region may actually 
have multiple true CRMs, and also different CRMs may be responsible for different 
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aspects of gene’s expression pattern. We are not trying to find all such CRMs. In this 
work, we are trying to find only one CRM per gene. 
 
Logistic regression model of gene expression: Assume we have chosen for each gene, a 
candidate CRM and an expression pattern. We thus have a set of enhancers with their 
respective expression pattern. For each CRM we also have a “motif count” for each of 
related TFs, and for each TF we have its expression pattern. We can train a logistic 
regression model on this data set. This model tries to find weights for the TFs (positive 
for activators and negative for repressors), such that the expression pattern assumed to be 
driven by a CRM is given by combining the TF expression levels, TF weights, and TF 
motif counts in the CRM. Such a logistic regression model has been found to provide an 
excellent fit (Figure 4.2) to the A/P patterning data set. 
 
Search for CRMs: With a trained model in hand, we next search for an alternative subset 
of CRMs (out of all candidate CRMs, one per gene) that more accurately recapitulate the 
expression of their nearby genes. For each gene and each candidate enhancer near that 
gene we define a “similarity score”, borrowing from the Pattern Generating Potential or 
PGP score explained in Chapter 4 [96]: 
 
where Eg,b is the expression value (0 or 1) of the gene g in bin b and Eˆg,b is the predicted 
expression value (between 0 and 1) as per the current model. The score ranges from -1 to 
+1. It rewards correctly predicted domains or non-domains of expression and penalizes 
false prediction of expression. If the endogenous profile has multiple domains of 
expression, a subset of those domains are selected based on the predicted profile, and 
then compared to the predicted profile using the score. The score of the new choice of 
enhancers (one candidate enhancer per gene) is the summation of similarity scores F(E ,Eˆ)  
over all enhancers. This is the objective function of the search algorithm. We search over 
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all possible subsets of enhancers (one per gene) so as to maximize this objective function. 
The search is performed in a round-robin manner as explained in the following. We first 
define a random ordering over all genes. For each gene, we then replace its enhancer (that 
is selected by the current model) with another candidate enhancer of the gene that gives 
the best similarity score under the current model and update the model. 
 
To summarize, given a current subset of enhancers, the method trains a model of 
enhancer function and uses this model to search for a new subset of enhancers, using the 
objective function defined above. This describes one iteration of the method. Iterations 
are performed until there is no further improvement in the similarity score (summation 
over all enhancers) or certain number of iterations (=10) is met.  
5.3 Results 
5.3.1 Evaluation of unsupervised CRM prediction scheme on A/P network 
 
We selected 22 A/P related genes that have one or more annotated A/P enhancers in their 
control region as a benchmark. We collected 10 TFs (BCD, CAD, KR, GT, HB, KNI, 
TLL, CIC, HKB, FKH), known to regulate A/P segmentation network in fruit fly. We 
then ran the unsupervised CRM prediction pipeline described in the previous section, for 
10 iterations. Figure 5.1 shows final set of candidate enhancers, one per gene, along with 
their predicted spatial expression pattern.  
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Our approach predicts the spatial expression driven by enhancers without relying on the 
knowledge of existing enhancers. In the case of a multiple-domain gene our approach 
outputs the domain(s) of the gene that are driven by the CRM. For example, the predicted 
CRM run_1 overlaps with the experimentally validated CRM run3_7, and our prediction 
eve_3 overlaps with the well-studied CRM eve4_6. One could argue that the expression 
driven by a CRM next to a single domain gene would be very similar to the gene 
expression. However, it is very likely to have several CRMs next to a gene that either 
drive the gene expression in different stages or drive other distal genes’ expression. Thus 
our approach is extremely useful when looking for a CRM that drives a specific 
expression pattern of a specific set of genes.  
 We also examined the trained weights for each TF after 10 iterations (Table 5.1). 
Our model learned positive weights for BCD, CAD, and FKH and negative weights for 
HB, GT, KR, KNI, TLL, HKB, and CIC, consistent with already known activation and 
repression roles of these factors.  
Figure 5.1. Unsupervised CRM prediction on 22 A/P genes. Shown are the results of enhancer annotation around 
A/P related genes. The red and blue labels indicate a full and partial overlap to already known enhancers, respectively. 
The red bar shows the predicted expression pattern driven by the enhancer. The gray and black bars represent the full 
gene expression domains and the domain where the predicted enhancer drives its expression. The prediction error 
(“Pred Err”) shows 1-resembelense score.  
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5.3.2 Application of unsupervised CRM prediction to oogenesis network 
 
We sough to find enhancers that are involved in patterning the follicular epithelium in 
Drosophila oogenesis, a regulatory system for which there is no prior knowledge of bona 
fide enhancers. We started with a set of ~80 genes that were expressed in the follicular 
epithelium. The two-dimensional expression patterns of these genes were previously 
cataloged over 4 stages of oogenesis and were shown to follow very specific patterns. We 
collected 10 TFs that were driving expression in follicle cells in the corresponding stages 
of development. We applied our approach to this dataset.  
 
Figure 5.2. Unsupervised enhancer prediction in follicular epithelium network. The top panel shows the 
expression pattern of 10 TFs during stage 10B of oogenesis. Note that (slbo, mad) and (kay, srp) have similar 
expression pattern for this stage. For each factor, red and blue labels indicate activation and repression role learned in 
model, respectively. The bottom-left panel depicts the expression pattern of a gene, FBgn0004364, over 4 stages of 
oogenesis. The bottom-middle panel shows the expression driven by the candidate enhancer chosen to drive the Stage 
10B (marked by red label) expression pattern of the gene. The purple panel shows the Genome Surveyor average 
profile across 10 TFs. The selected enhancer is marked by star. The light-green panel shows the predicted expression 
after removing each factor (knock-down) from the model. 
 
Table 5.1. Weights trained for each TF. Known activators and repressors are marked by red and blue, respectively. 
The first column shows the parameter (TF) name. The second column shows the trained weight. The last three columns 
indicate the statistics regarding the significance of trained parameters. We previously found that bcd2, a second order 
factor of bcd, is significant in modeling A/P enhancers and plays a repressor role. 
Estimate Std.+Error z/value Pr(>|z|)
(Intercept) 0.1259916 0.1364193 0.9235615 3.56E+01
bcd 2.9941908 0.5301042 5.6483058 1.62E+08
bcd2 +1.4729491 0.3343498 +4.4054128 1.06E+05
hb +3.0005878 0.4086891 +7.3419812 2.10E+13
gt +3.2644455 0.7236193 +4.5112747 6.44E+06
kr +11.60004 1.6317175 +7.1090979 1.17E+12
kni +2.7914294 0.4378694 +6.3750271 1.83E+10
cad 4.4752615 0.4578879 9.7737046 1.46E+22
tll +7.4080127 0.9063372 +8.1735724 2.99E+16
hkb +119.96039 32.9221168 +3.643763 2.69E+04
fkh 6.8842981 1.6556186 4.1581425 3.21E+05
cic +4.6011343 0.4947338 +9.3002214 1.40E+20
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For half of the genes we found an enhancer that significantly recapitulates its neighboring 
gene expression pattern in at least one stage of oogenesis. The prediction results are 
available at: http://module.cs.uiuc.edu/private/oocyte/model_greedyNGB_abe.html. 
5.4 Discussion 
 
In this chapter, we presented an unsupervised CRM discovery scheme that 
simultaneously predicts the location of and the expression pattern driven by an enhancer 
in a regulatory sub-network, without relying on the existence of known CRMs in that 
sub-network. Given the current technologies for screening the gene temporal/spatial 
expression pattern and the availability of binding specificities for many TFs, our 
approach may be easily adopted for less studies networks and new species. Suppose a set 
of genes that are expressed in a sub-network (or tissue) is given. Beginning with a large 
collection of TF binding specificities, one could search the promoter region of the genes 
for a set of statistically over-represented TF binding sites, thus find related TFs. 
The unsupervised CRM discovery pipeline takes as an input the genomic 
sequence and the expression pattern of the genes, the related TF binding specificities, and 
the expression pattern of related TFs in a sub-network. It then outputs the location of 
enhancers along with the expression pattern that they drive.  
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Chapter 6  
 
Finding Sequence Signatures of TF-TF Interaction 
6.1 Background 
 
A major challenge in understanding transcriptional gene regulation in eukaryotes is to 
find which, how, and when transcription factors (TFs) act together to implement tissue-
specificity. There are increasingly more instances of co-action between TFs. These 
include direct physical protein-protein interactions, indirect chromatin and/or nucleosome 
mediated interactions such as short/long-range repression and pioneer factor effect, and 
independent co-regulation of target genes [97-103]. Comprehensive mapping of such 
interactions is going to be the next frontier in the science of regulatory genomics. In 
addition to revealing the true extent of combinatorial regulation in typical regulatory 
networks, it will greatly facilitate the next generation of enhancer models (such as those 
that were described in Chapter 4, as well as in [104]) and computational tools of enhancer 
discovery (such as those that were described in Chapter 3). 
High throughput screening approaches such as Yeast 2-hybrid (Y2H) and co-
affinity purification coupled to mass spectrometry analysis (coAP-MS) have been 
developed to determine physically interacting proteins, including TFs, for several 
organisms [105-107]. However, these screens are able to recover only a fraction (~25%) 
of all possible TF interactions [108]. Moreover, these approaches are not designed to find 
co-acting TFs that do physically interact. They also cannot reveal any DNA-specific 
aspect (e.g., inter-site spacing and relative orientation) of TF interactions. Thus, despite 
the emergence of PPI screening technologies, there remains a large gap in our 
understanding of combinatorial TF effects on gene regulation.  
Co-binding of transcription factors at the same locus may hint at TF co-action. 
One may find co-binding of TFs by comparing TF binding profiles from multiple ChIP-
chip or ChIP-Seq experiments and testing for overlaps [109-111]. However, ChIP data is 
only available for a small fraction of TFs (e.g., < 10% of the TF repertoire in fruit fly), a 
few developmental stages and/or tissue types, and very few species. Computational 
methods of motif scanning offer an alternative. Given the binding specificity (“motif”) of 
a TF, these methods can partly recapitulate its DNA binding profile [104, 112]. 
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Incorporating DNA accessibility and multi-species conservation information further 
improves these methods [96, 113]. Although predictions from these approaches are not 
always consistent with in vivo binding events, their applicability to a large number of TFs 
with cataloged binding specificities promises to help understand the global picture of 
transcriptional gene regulation.   
The availability of precompiled libraries of binding specificities enabled motif 
enrichment analysis tools such as Clover/PASTAA to find motifs likely to function in the 
regulation of particular tissues, and to suggest examples of co-acting TFs [51, 114, 115]. 
However, such analyses have been limited to relatively modest numbers of motifs (e.g. 
motifs in Drosophila segmentation network) previously available. Moreover, identifying 
TFs that may regulate gene expression in the same tissue type does not discriminate 
between different modes of TF co-action. For instance, the above-mentioned methods do 
not predict whether a pair of TFs targets shared bound regions (“BR”s) and if their 
binding site arrangement carries clues about the cis-regulatory logic relating the two TFs. 
Two recent studies [109, 116] examined evidence of co-binding between TF pairs by 
comparing their ChIP profiles, but these were limited by the numbers of ChIP data sets 
available today, and were to a large extent confounded by the fact that BRs localize 
mostly at accessible regions of the DNA (see Discussion). Several studies have 
specifically detected patterns in arrangements of binding sites within regulatory regions 
such as enhancers, but these often neglect various aspects of the binding site 
arrangement, such as relative orientation or distance preferences within certain relative 
orientation, and their application has been limited to a small collection of enhancers/TFs 
[117-121]. In a related study, Whitington et al. [122] developed a program called SpaMo 
that searches a TF’s BRs for overrepresentation of secondary motifs at a specific distance 
from the ChIP peak’s “summit” or from the location of the primary motif. However, their 
approach to detecting sequence signatures of TF interactions does not explicit consider (i) 
the phenomenon of binding site clustering [123, 124], (ii) effects of different frequencies 
of occurrence of different motifs, and (iii) relative orientation of binding sites, all three of 
which are expected to influence the statistics of site arrangement patterns (see 
Discussion).  
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In this study, we use the binding motifs of 322 TFs, characterized by the Bacterial 
1-Hybrid technology [28], a Hidden Markov Model-based scoring scheme [96], and 
chromatin accessibility information from DNaseI hypersensitivity assays [125], to 
produce computational maps of genome-wide TF-DNA in different stages of embryonic 
development in Drosophila melanogaster. We examine these binding maps to identify 
cases where specific pairs of co-expressed TFs either prefer to or avoid binding at 
common locations. We find that aversion is as prevalent as co-binding among TFs, 
suggesting a less well-appreciated aspect of the combinatorial nature of gene regulation. 
We then analyze the common binding locations of TF pairs for statistical patterns in the 
relative spacing and orientation between binding sites, using a newly designed statistical 
tool called “interacting TF signatures” (iTFs). This tool is freely available as an online 
service at http://veda.cs.uiuc.edu/iTFs. Our analysis shows many instances of short 
distance preferences between binding sites of the same TF or a pair of TFs, and several 
instances where such preferences are stronger under specific relative orientations. 
Overall, this study produces a comprehensive map of various types of sequence 
signatures of combinatorial TF action, including co-binding, avoidance of co-binding, 
and inter-site spacing and orientation biases, and provides significant clues into the 
complexity of regulatory networks. 
6.2 TF binding signatures 
 
In this section, I will present the methods/statistics that are developed to predict TF 
binding profiles, and pair-wise TF co-association maps. 
6.2.1 Computational prediction of DNA-binding profiles 
 
We downloaded the binding specificities of 322 TFs, including the TFs corresponding to 
33 TF-ChIP data sets, from FlyFactorSurvey [28]. We divided the genome to ~241k non-
overlapping segments of size 500bp, removed the segments that had more than 50% 
overlap with exons or simple repeats, and only kept the ones that were accessible (90%) 
during relevant stages of development [125]. This covered ~6-8mbp (~11-16k segments 
depending on stage) of the entire genome. We used STUBB, a Hidden Markov Model-
based program, to predict DNA binding level for each TF [126]. STUBB examines each 
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window and computes a score for the presence of one or more strong or weak binding 
sites in that window, without imposing arbitrary thresholds on what constitutes a motif 
match. 
6.2.2 Computational prediction of pairwise TF associations 
 
We sought to find overlap/aversion of BRs between a pair of TFs, henceforth called a TF-
pair.  For each TF, we extracted the top 2000 high affinity BRs predicted by STUBB 
within DNA accessible regions (90%). We calculated the significance of overlap/aversion 
of the BRs in each TF-pair using one-tailed fisher exact test. A TF-pair is called co-bound 
if its two TFs significantly share BRs, is called averted if its two TFs significantly avoid 
BRs of each other, and is called associated if it is either co-bound or averted. 
6.3 TF binding site signatures 
 
For each TF-pair, we selected the top 500 co-
binding segments predicted from STUBB (as 
explained in previous section). These segments 
were chosen to be accessible (90%) in at least 
one stage of development. All regions were ‘N’ 
masked for potential tandem repeats. We used 
the FIMO program to locate individual binding 
sites and to assign their directions in a given 
segment [127]. We inspected all adjacent pairs 
of binding sites (one site for each TF in a 
TF-pair) in a set of co-binding segments of a 
TF-pair for three types of statistical overrepresentations, collectively called binding site 
biases: a relative orientation, a particular distance range, and an “orientation-specific” 
distance range. In this section, I will explain the statistical approaches for discovering 
binding sites biases. 
6.3.1 Orientation bias 
 
 
 
Figure 6.1. Binomial test of orientation biases. 
The first two columns show the name and graphical 
representation of all four possible orientations 
between two binding sites.  The next two columns 
show the observed and the expected count of pair of 
sites that are used for binomial test. 
Orienta(on* Observed**
count*
Expected*
count*
M13’8to8M25’* a* N/4*
M15’8to8M23’* b* N/4*
M13’8to8M23’* c* N/4*
M15’8to8M25’* d* N/4*
ALL* N* N*
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Given a set of co-binding segments of a TF-pair, we noted the relative orientation of each 
pair of adjacent binding sites (one binding site for each TF in a TF-pair), and tested for 
overrepresentation of a particular orientation using a Binomial test. Every possible 
orientation was considered equally likely a priori (Figure 6.1).  
6.3.2 Distance bias 
 
Let’s assume a pair of motifs (m1, m2) represents the two motifs of a TF-pair, T. To test 
for a spacing bias between (m1, m2) in co-binding segments of a T, we categorized all 
pairs of adjacent heterotypic binding sites (obtained from FIMO program) as having 
inter-site distance between 0-10bp, 10-25bp, 25-50bp, and 50-100bp. For a homotypic 
TF-pair, we consider all pairs of adjacent binding sites. We counted the number of site 
pairs in each distance range category and compared these counts to corresponding counts 
in a “background” data set using one-tailed Fisher’s exact test on the corresponding 
contingency table (Figure 6.2).  
 
To construct the “background” data set, we shuffled the locations of predicted sites in 
each co-binding segment of T and pooled together 10 such randomized data sets. Note 
that shuffling the locations would preserve the number of binding sites in each segment. 
 
Figure 6.2. Statistical test of distance biases. The top and bottom histograms represent the distance histogram of 
adjacent binding sites for a TF-pair of interest in set of co-bound and shuffled regions, respectively. The histograms are 
divided at “dist” distance. The top-right contingency table is used to calculate the distance bias. The equation 
represents probability of observing the shown contingency table (fisher exact test).  
Distance between adjacent sites (bp) 
Fisher exact test 
a <=dist >dist 
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We defined the “exact” preferred distance to be the distance corresponding to the 
maximum difference between two cumulative distribution functions of inter-site 
distances obtained from “real” and “background” data sets.  
6.3.3 Orientation-specific distance bias 
 
This test is similar to the distance bias test (explained above) except that it is calculated 
for the binding site pairs in a given orientation. 
6.3.4 Clustering similar TF-pairs 
 
If two TF-pairs are similar in terms of their binding specificities, i.e. T:(N1, N2) is 
similar to S:(M1, M2), the association or binding site bias of one TF-pair might result in 
the same bias for the other TF-pair. To avoid this issue, we cluster all TF-pairs with a 
certain bias, and selected the TF-pair with the most significant bias as the foremost TF-
pair. We define the similarity between two T and S as following: 
 
Where TQ (., .) is TOMTOM program q-value between pairs of motifs [128]. The TF-
pairs with similarity score above 0.8 are considered as similar and the rest as dissimilar. 
We create a graph of similar TF-pairs where the nodes are TF-pairs and the edges are 
similarity between them as defined above. We use Markov Cluster Algorithm (MCL) to 
cluster this graph [129].  The inflation parameter of the algorithm is set to 6. 
6.4 Results 
6.4.1 ChIP vs. computationally predicted DNA-binding profiles 
 
We downloaded 33 TF-ChIP data sets that overlap the same stage of embryogenesis 
(stage 5) in fruit fly from various sources [4, 67, 75, 113, 130, 131]. We calculated the 
Pearson correlation coefficient between the ChIP scores and STUBB scores over all DNA 
accessible segments. We treated the average ChIP scores in each segment as TF binding 
level in that segment. We observed a significant correlation for 31/33 of these datasets (p-
value <E-204) with 20/33 datasets having correlation coefficient > 0.15. 
Sim(S,T ) =1−min(max(TQ(N1,M1),  TQ(N2,M2)),  max(TQ(N1,M2),  TQ(N2,M1)))
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6.4.2 ChIP based co-association map 
 
We examined experimental data on TF-DNA binding for evidence of correlated or anti-
correlated binding by TF pairs. We obtained genome-wide occupancy data (based on 
ChIP-chip and ChIP-Seq technologies) for 33 TFs, from whole-embryo samples of stage 
5 of embryogenesis in the fruit fly [4, 67, 75, 113, 130, 131] (see above). For each TF, we 
extracted the top 2000 high affinity ChIP bound regions (BRs) within accessible 
chromatin regions as revealed by DNaseI hypersensitivity assays. We assessed the 
statistical significance of overlap between the BRs for every pair of TFs, using a one-
tailed Fisher’s exact test. We observed 371 TF-pairs with a greater-than-expected overlap 
of BRs (z-score>5), and 51 TF-pairs with less-than-expected overlap (z-score<-5) (Figure 
6.3.A, see Methods for details of z-score). We henceforth refer to these two scenarios, 
where TF-pairs exhibit either a preference for or an aversion to co-binding, simply as 
“co-binding” and “aversion” respectively, and both together as “TF-pair associations”. 
TF-pair associations were detected in 422 of the 528 pairs tested (80%), revealing the 
remarkable extent of combinatorial regulation in this stage of embryonic development. 
Note that this was not an artifact of TFs conglomerating at accessible regions of DNA, a 
point we revisit below. Interestingly, these two types of pairwise relationships segregate 
into two distinct clusters of co-bound TF-pairs (Figure 6.3.A): (1) a larger cluster with 25 
members including anterior-posterior and dorsal-ventral segmentation genes, and (2) a 
smaller cluster of six members, including homeotic and segment polarity genes, with all 
cases of TF-TF aversion being between these two clusters. Moreover, RNA-SEQ data 
from [132] reveals that on average, the TFs within the smaller cluster reach their 
expression peak at 6-8 hours after fertilization, while TFs within the larger cluster peak in 
2-4 hr embryos, which is also the stage that corresponds to the ChIP data (Figure 6.3.B). 
It is intriguing that TFs within this small cluster exhibit co-binding and aversion 
relationships even though their expression levels are much below (30% of) peak levels. 
We also noted that five of the six TFs within the smaller cluster – UBX, TTK, DLL, EN, 
and BAB1 – shared a tissue-specific biological process, imaginal disc development 
(uncorrected P-value < 8E-5). 
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Figure 6.3. (A) Co-binding and aversion relationships between TFs revealed from ChIP data and computationally 
predicted binding profiles. Cells filled with gradient red/blue colors indicate the enrichment/depletion of pairwise 
overlap between top 2000 high affinity ChIP bound regions (BRs) of 33 transcription factors. White cells refer to TF 
pairs with insignificant overlap/depletion (z-score between -3 and 3). Black dots represent computationally predicted 
co-binding/aversion relationships (z-score threshold of +/-3) that are supported by ChIP analysis. Green dots show the 
cases where computationally predicted relationships (z-score threshold of +/-5) contradicted those from ChIP analysis, 
i.e., where one analysis predicted co-binding and the other predicted aversion. (B) Average of the temporal expression 
profiles across co-bound TFs. We normalized each expression profile to have a maximum value of 1 and averaged the 
temporal expression profiles across all TFs of each cluster of co-bound TFs.  
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6.4.3 Computational co-association map 
 
We predicted co-binding/aversion for all (322/2*321) TF-pairs across 5 different stages 
of development, where DNA accessibility data was available. In total, we found 12925 
cases of co-binding and 10707 cases of aversion, out of 51681 tested pairs. We note two 
statistical concerns with this approach. First, if two TFs have similar binding specificities, 
they may be classified as a co-bound TF-pair. The issue stems from the fact that STUBB 
only uses binding specificity to predict TF BRs, and therefore may not distinguish among 
TFs with very similar binding specificities. However, we observed that ~72% of all co-
bound TF-pairs identified in this extended analysis had dissimilar binding specificities, 
and we limited the remaining analyses in this study to these cases of co-binding, unless 
explicitly mentioned otherwise. Second, if two TF-pairs are similar in terms of their 
binding specificities, co-binding or aversion detected for one TF-pair may result in the 
other TF-pair also being deemed as a case of co-binding or aversion. To partially address 
this concern, we only focused on those cases of co-binding or aversion where the TF-pair 
is spatially co-expressed, thus adding an extra source of evidence for potential biological 
importance. For this, we used the spatial expression annotations of 310 TFs from BDGP 
[81, 95], and discarded TFs with no expression information. We observed that ~45% of 
the 15090 spatially co-expressed TF-pairs show associations, and that aversion (3120 
cases) is as prevalent as co-binding (2021 cases). We find both of these observations to 
be surprising – the large extent of co-binding is not an artifact of TFs co-localizing at 
open chromatin regions, since our statistics were conditioned on such regions, and the 
almost equal prevalence of TF-TF aversion had not been reported in the original analysis 
of modENCODE ChIP data sets [133]. These observations are also consistent with our 
inferences based on ChIP data, above. 
 We noted that TF-pairs with reported protein-protein interactions (PPI) are 
enriched for co-binding relationships predicted by our analysis. Of the 96 co-expressed 
TF-pairs with previously reported PPI (source: GENEMANIA [134]), 60 pairs showed 
evidence of co-binding while only 10 were deemed as cases of aversion. This is 
consistent with the expectation that direct physical interactions between TF pairs are one 
possible explanation for the co-binding relationships discovered from motif profiles or 
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ChIP peaks, although available PPI data is not extensive enough to reliably estimate the 
extent of this association. 
6.4.3.1 TFs with more co-bound partners tend to have more averted partners 
 
For each TF, we recorded the number of partners with co-binding and aversion 
signatures. Interestingly, we observed a strong positive correlation between the two 
numbers (CC=0.68, p-value=1E-34). The correlation was not artifact of motif similarity 
within or among TF-pairs, since we only counted non-redundant partners. It is possible 
that the correlation is an artifact of methodological variation in the ability to detect such 
relationships, whereby an inability to detect co-binding relationships implies an inability 
to detect aversions as well. Notwithstanding this possibility, the existence of TFs with 
large numbers of co-binding as well as aversion relationships is intriguing. The TFs with 
most partners were BRK, ADF1, MED, and TRL (see Figure 6.4.A). It is interesting to 
note the presence of TRL high on this list, which is consistent with prior characterizations 
of this TF as a chromatin remodeling factor that has widespread co-factor roles [135, 
136]. This also suggests the possibility that the other TFs with similar or greater numbers 
of partners have yet-to-be-characterized co-factor roles. Indeed, there is some evidence 
that MED, another TF identified above, may be responsible for targeting the co-factor 
CBP to the genome, and thus coordinate the regulatory effects of many other TFs [137]. 
Figure 6.4.B displays a scatter-plot of the number of co-binding and aversion partners for 
all 249 TFs with at least one spatially co-expressed TF. In addition to the strong overall 
correlation noted above, the scatter plot suggests two distinct groups of TFs: those with 
more aversion partners than co-binding partners (red oval in figure), and those with the 
same or less aversion partners than co-binding partners (green oval). JIGR1, FKH, 
ABDB and CAD belong to the former and BRK, ADF1, CG1621, MED and TRL belong 
to the latter group. One possible explanation of these findings is that the identified TFs 
shape the local chromatin landscape upon binding, either diminishing or enhancing DNA 
accessibility in their vicinity. Supporting evidence for this explanation was obtained by 
examining the correlation between STUBB scores for these TF motifs and accessibility 
profiles from stage-specific DNase I Hypersensitivity assays. The group of TFs with 
more or similar numbers of co-binding partners than aversion relationships exhibit high 
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positive correlations, while two of the four TFs with more aversion relationships, ABDB 
and CAD, display strong negative correlations with accessibility.  
6.4.3.2 TF-pair associations in the context of temporal and spatial expression domains 	  
We asked if TF-pair associations, ostensibly a hallmark of combinatorial regulation, are 
particularly frequent for some developmental stages compared to others. We found this to 
be the case, with TF-pairs co-expressed in stage 9-10 embryo exhibiting significantly 
more co-binding cases as well as aversion cases than each of the other stages (Figure 
6.4.C).  We also examined TF-pair associations annotated with specific expression terms 
(i.e., both TFs are annotated with the term). We selected 99 expression terms from a 
controlled vocabulary (excluding the term “ubiquitous”) developed by BDGP to annotate 
 
Figure 6.4. Pairwise co-binding/aversion partnerships among TFs. (A) For each TF, shown are number of non-
redundant co-binding and aversion partners among co-expressed TF-pairs. Ten TFs with the most number of partners 
are shown. (B) The scatter plot shows the number of non-redundant aversion vs. co-binding partners for each TF. TFs 
with more aversion and co-binding partners are grouped by red and green ovals, respectively (C) Co-binding/aversion 
partnership in 4 stages of development.  The bars represent the fractions (top graph) and the number (bottom graph) of 
co-expressed TF-pairs with co-binding and aversion partnerships in each stage of development. The number of co-
expressed TF-pairs for each stage is reported in parenthesis. (D) Network of co-binding/aversion partnerships in 
salivary gland body primordium. The Hub is colored red. Co-bindings and aversions are connected by solid and sine-
wave lines, respectively. 
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gene expression patterns during embryogenesis for which BDGP records at least 10 TFs 
annotated with the term. We found expression terms to exhibit substantial variation in the 
frequency of co-binding and aversion cases.  For example, TF-pairs co-expressed in 
ventral nerve cord primordium or in embryonic/larval muscle system showed the 
strongest tendency for association, with 56% of the TF-pairs co-expressed in muscle 
system exhibiting such relationships. In comparison, only 7% of TF-pairs from artrium 
primordium showed such TF-TF relationships. We also identified the TFs that appear 
most frequently among the co-binding and aversion relationships identified for each 
expression term. The TF with most tissue-specific partners was PDM2, which had 9 
associations in the context of the expression term maxillary sensory complex primordium. 
Other tissue-specific “hubs” (defined as TFs that appear in more than 25% of co-binding 
partnerships detected for that tissue) were also identified. Figure 6.4.D presents the 
network of pairwise TF relationships for the expression term salivary gland body 
primordium. The TF BRK, which was the only hub for this network, is known to regulate 
salivary gland placode [138]. The TF FKH appears in the most number of aversion 
relationships in this network, and has also been shown previously to participate in 
salivary gland formation [139], suggesting that both co-binding and aversion 
relationships point to regulatory functions performed by TFs in the particular tissue type.   
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Figure 6.5. Clustering of 1926 TF-pairs (at 5% FDR) with significant orientation, distance, and/or orientation-
specific distance biases. Shown are 711 clusters of TF-pairs based on their pairwise similarity, with 446 TF-pairs not 
connected to any other TF-pair. TF-pairs are represented as nodes of the network, with gray lines connecting similar 
TF-pairs. The color of nodes depicts variety of strong orientation biases (Red: M13’-to-M23’, Blue: M15’-to-M25’, 
Green: M15’-to-M23’, and yellow: M13’-to-M25’). Light colors correspond to the orientations where the orientation-
specific distance bias is strong and orientation itself is not). The size and the border thickness of the nodes are 
proportional to the significance of the distance and orientation specific distance biases, respectively. Octagon, 
rectangle, and triangle shapes represent TF-pairs of (ZF-C2H2, ZF-C2H2), (homeobox, homeobox), and (bHLH, 
bHLH) family, respectively. 
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6.4.4 Statistical discovery of binding site biases 
 
We tested for the four possible relative orientations (named M13’-to-M23’, M15’-to-M25’, 
M15’-to-M23’, and M13’-to-M25’, see Figure 6.1) and for four different inter-site distance 
ranges (0-10bp, 10-25bp, 25-50bp, 50-100bp). For each relative orientation, we 
additionally tested for distance biases between adjacent pairs of binding sites with that 
relative orientation. We called this test an orientation-specific distance (OSD) bias test. A 
TF-pair was said to have an orientation-specific distance bias if its orientation-specific 
distance bias was stronger than its distance bias. We corrected for multiple hypothesis 
testing, which arises from testing many TF-pairs for several distance ranges and 
orientations, by using a false discovery rate of 5%. All results presented below meet this 
criterion of statistical significance. 
 In total, we found 1926 TF-pairs with significant orientation, distance, and/or 
orientation-specific distance (OSD) biases at 5% FDR. As mentioned above, our 
statistical approach may not be able to distinguish between similar TF-pairs. Thus if one 
TF-pair has a significant bias of any kind, other similar TF-pairs might show the same 
bias. Recognizing this issue, we clustered the 1926 TF-pairs using MCL clustering (see 
Methods). This resulted in 711 clusters, including 446 singleton clusters; each singleton 
cluster is a TF-pair not similar to any other TF-pair (Figure 6.5). For each cluster, we 
selected the TF-pair with the most significant site arrangement bias for further analysis. 
We noted that TF-pairs with site arrangement biases were moderately enriched for 
spatially co-expressed pairs (p-value 5E-5, see Methods). 
Homotypic binding site pairs frequently show arrangement bias: We searched for non-
random patterns in relative spacing and orientation of heterotypic site pairs (sites of two 
different TFs) as well as homotypic site pairs (sites of the same TF). Heterotypic pairs 
tested vastly outnumbered homotypic pairs, but we found site arrangement biases to be 
9.2 fold more common (relative to the number of tests) for homotypic site pairs than 
heterotypic pairs. Twenty-nine of the 39 tested homoypic pairs showed a significant 
distance bias (at p-value<1E-4, FDR =5%), of which 8 additionally had OSD bias. 
Overall, eleven homotypic pairs had an orientation bias (p-value<5E-4, FDR =5%) and 
all of these exhibited a preference for occurring in the same orientation (M13’-to-M25’ or 
M15’-to-M23’, see Figure 6.1). Two pieces of evidence rule out the possibility that these 
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sequence signatures reflect binding sites arising out of tandem duplications [140]: 1) our 
testing procedure involved masking for computationally detected short tandem repeats 
before analyzing the sequences, and 2) direct experimental tests validated a large number 
of our predictions of homotypic interaction.  
 
Site arrangement biases are prevalent among physically interacting TF-pairs. We 
examined 150 previously reported cases of physical interactions (PPI) involving TFs, 13 
of which were homotypic interactions and the remaining 137 were heterotypic TF-TF 
interactions. We observed 6 homotypic and 7 heterotypic physical interactions to have 
sequence footprints in the form of site arrangement biases (at 5% FDR), a 2.3 fold 
enrichment over the global frequency of site-level bias. When we relaxed the FDR value 
to 15% (corresponding to p-value < 0.005), 29 additional physically interacting TF pairs 
(42 in total) demonstrated site arrangement biases. A complete list of detected biases 
corresponding to TFs with known PPI is available at 
http://veda.cs.uiuc.edu/iTFs/B1H_Sig/html_ppi_all/.  
 
Synergistic orientation and distance arrangement is prevalent among TF binding sites. 
Most of the orientation biases were discovered through the OSD bias tests (Figure 6.5). In 
particular, we observed OSD bias for 195 TF-pairs (out of the 711 reported above, at p-
value < 1E-4, FDR = 5%), and ~58% of these did not show an orientation bias per se (p-
value>0.05). Conversely, of the 74 TF-pairs with an orientation bias (p-value < 5E-4, 
FDR = 5%), all but 9 showed a significant OSD bias (p-value ≤ 0.05). Such specific 
constraints on relative spacing and orientation are strongly suggestive of physically 
interacting TF pairs, although most such pairs have not been previously known to interact 
directly.  
 
Distance biases are more frequent at the 0-10 bp distance range. In total, we found 502 
TF-pairs with significant distance biases (p-value<1E-4, FDR = 5%). These included 440 
TF-pairs with a preference for an inter-site spacing of 0-10 bp; of these, 17 TF-pairs 
additionally had a preference for the range 10-25 bp, and one, (LOLA, LOLA), also 
showed a bias for 25-50 bp spacing. Although we did not directly examine the periodicity 
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of the preferred distance range for a TF-pair, as was done in [120], the observation of a 
distance bias in multiple ranges suggests the presence of such a phenomenon. Seventy-
one TF-pairs had a significant preference for 10-25 bp distance range, of which more 
than half were exclusive to this range, with the most significant bias exhibited by the TF-
pair (JIM, KNRL). We observed 6 TF-pairs with 25-50 bp distance bias, of which all but 
one were exclusive to this range. The TF-pairs (DFD, HLHM7), (CG4136, SUH), and 
(USF, VND) were the only pairs with 50-100bp distance bias. We speculate that inter-site 
spacing biases for different ranges may reflect different underlying interactions between 
TFs, e.g., the frequently observed short-range bias (0-10 bp) may be a signature of direct 
physical interactions, while spacing preferences for a longer range (e.g., 25-50 bp or 50-
100 bp) might be due to chromatin-mediated activator-repressor interactions. Table 6.1 
summarizes several instances of TF-pairs with different types of site arrangement biases. 
 
Frequency of site arrangement bias varies by TF family: For each TF, we 
recorded the number of partners with site arrangement biases. We found MED, TRL, and 
JIGR1 to have the most number of partners. Interestingly, these three TFs were among 
the 10 TFs with the greatest numbers of TF-pair associations discovered in the genome-
wide analysis of bound regions, above. We counted the average number of partners with 
site arrangement biases, for each major DNA binding domain. Homeodomain factors 
appear to have very few partners on average (p-value= 8E-11), and none of the 39 TFs 
with more than 10 partners were from this family. On the other hand, TFs with ZF-C2H2 
and MADF domains had a strong tendency to exhibit site arrangement biases (p-value 
=2E-10 and 8E-4 respectively).   
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Table 6.1. Examples of TF-pairs with distance, orientation, and/or orientation specific biases. For each TF-pair, 
the motifs for its two TFs are shown in the first two columns. The third column represents the protein family of the two 
TFs. The fourth column displays all four possible orientational arrangements. Note that in the case of homotypic 
interactions the last two orientations are the same. The fifth column shows the significant orientation biases. The next 
four columns present the distance (abbreviated as “Dist.”) and orientation-specific distance (abbreviated as “OSD”) 
biases for distance ranges of 0-10, 10-25bp. 
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6.5 Discussion 
 
In this work, we examined two broadly different sequence signatures that reflect pairwise 
TF relationships. The first signature pertains to shared or distinct bound regions, at the 
scale of hundreds of base pairs, while the second signature captures more fine-grained 
patterns such as preferred orientation and/or spacing between binding sites. Although 
both of these signatures may capture mechanisms of TF-TF “interaction”, they likely 
point to different types of interaction: site arrangement biases may be a signature of 
protein-protein interaction, while a strong co-binding relationship without site 
arrangement bias may reflect indirect interaction or independent co-regulation of the 
same target gene by two co-expressed TFs. We believe that both of these signatures are 
important in understanding the mechanism of TF interactions. 
In a related study, Gerstein et al [116] created a “co-association” map among 119 
human TFs (about 6% of the human TF repertoire), by analyzing ChIP data sets from 
multiple cell lines. They considered co-association between any pair of TFs in two 
broadly defined contexts: (1) in the “focus-factor” context, they assessed co-binding of a 
TF-pair, in a manner similar to our TF-pair association tests here, but within the bound 
regions of a third transcription factor (i.e., the focus-factor), and (2) in the genomic 
context, co-binding of a TF-pair was examined in broadly defined classes of genomic 
regions such as regions proximal or distal to the genes. They showed that TF co-binding 
can be context-specific, i.e., different subsets of TFs exhibit co-binding when examining 
different classes of genomic locations and/or focus-factors. Co-binding of pairs of TFs 
was also explored in Drosophila recently [109], utilizing ChIP data on ~40 TFs (< 5% of 
the TF repertoire) during embryonic development. Our work creates a co-binding map 
similar to what these two recent studies have reported, but we pursue this goal without 
relying on ChIP binding profiles, which, as noted above, are available only for a small 
fraction (5-10%) of all TFs. Instead, we relied upon a large collection of motifs and 
developmental stage-specific chromatin accessibility data to computationally estimate 
binding profiles of over 300 TFs (~ 40% of the TF repertoire in Drosophila) and create a 
much more comprehensive co-association map than ChIP data can allow today. A unique 
feature of our map is that it examines co-binding of TF-pairs exclusively within 
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accessible regions of the genome. This difference of methodology led to a map with very 
different characteristics from that reported by [109]. Our map finds prevalence of both 
co-binding and aversion relationships; in contrast, ignoring the accessibility information 
or simply discarding “HOT” regions, as was done in [109], when comparing ChIP 
profiles, results in much stronger and many more cases of co-binding and very few or 
weak cases of aversion. We speculate that by focusing solely on accessible regions in our 
pairwise tests, we overcame the overwhelming signal induced by the fact that TFs by and 
large localize in accessible regions compared to the rest of the genome. This likely allows 
us to enrich for functional relationships, including mutual aversion of binding sites by 
several TF pairs. 
In a recent study [122], Whitington et al. developed a program called SpaMo to 
search a TF’s ChIP peaks for overrepresentation of a secondary motif and its arrangement 
relative to the primary motif. SpaMo tests the significance of a specific displacement 
between the primary motif in the ChIP-seq peaks and the nearest occurrence of the 
secondary motif, with a null hypothesis that assumes a uniform distribution on such 
displacements. This assumption is suspect in many real situations; for instance, if the 
secondary motif occurs more or less frequently in the genome, then shorter or longer 
displacements are more likely just by chance. The problem becomes more pronounced 
when one compares the significance of a displacement across many secondary motifs. 
Moreover, SpaMo ignores multiple occurrences of the primary motif in input BRs. 
Homotypic clustering of TF binding sites (motifs) is well documented for several TFs in 
fruit fly and human [123, 124]. Ignoring this phenomenon might cause miscalculation of 
displacements, thus missing or falsely predicting a displacement bias. In addition, SpaMo 
does not distinguish different modes of orientation bias (e.g., M13’-to-M35’ from M15’-
to-M23’) that may be important for heterotypic interactions. Our site arrangement bias 
discovery tool, iTFs, is designed to answer a statistical question similar to that tackled by 
SpaMo, but also addresses the technical issues identified above. First, iTFs does not 
assume a uniform distribution of site displacement. Instead, it creates a background 
(“null”) distribution by shuffling the location of binding sites in each sequence, 
preserving the number of binding sites in that sequence. It then compares the distribution 
of inter-site spacing in the bound regions to this empirical null distribution. Thus, site 
	   87	  
arrangement preferences are evaluated after conditioning on the number of sites in the 
input sequences, removing any potential bias due to over/under representation of a 
particular motif. Second, iTFs, in contrast to SpaMo, considers all adjacent pairs of 
primary and secondary motif occurrences, thereby accounting explicitly for the 
phenomenon of homotypic site clustering. Finally, iTFs not only separately assesses all 
modes of orientation bias, it also examines the orientation biases in conjunction with 
spacing biases.   
There are a few limitations to our computational scheme for predicting TF 
“interactions”. Two such limitations, arising from TFs with similar binding specificities, 
were discussed and addressed in Results. We also note that our tests of TF-pair 
associations is based on the overlap between their predicted high-affinity bound regions. 
Therefore, our method may miss a co-binding relationship when two TFs share lower-
affinity bound regions. The reason we focused on the high-affinity bound regions was 
their better functional predictive value – computational predictions of TF occupancy tend 
to be more accurate at extreme scores. Finally, as noted in Results, some of the detected 
homotypic site-spacing biases could be an artifact of site creation by tandem duplication. 
However, we sought to address this concern by masking out short tandem repeats, and 
our experimental validations also confirmed that the detected signatures indeed reflect 
homodimeric interactions.  
Our sequence signature discovery schemes are based on statistical and 
computational methods of predicting TF binding profiles, which heavily rely on TF 
binding specificity information. The current and near term availability of large collections 
of binding specificities in insects (as is used here), vertebrates, and plants make our 
approach applicable for many species. We provide the site arrangement bias discovery 
tool (iTFs) as an online service at: Thesis2.docxhttp://veda.cs.uiuc.edu/iTFs. 
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Chapter 7  
 
Conclusion 
 
Transcriptional gene regulation is one of the major steps in the control of gene expression 
in metazoan genomes. This step is usually orchestrated by several transcription factors 
binding to DNA and acting together to implement precise spatial-temporal patterns of 
gene expression. Cis-regulatory modules as a placeholder for transcription factor binding 
sites are central to this process. Advances in the genomic era provide a researcher with 
massive amounts of data, answering many questions on “what” is happening inside a cell. 
However, it leaves many of the “how” questions unanswered. Computational methods 
may shed light on some of these problems. This thesis explores computational 
approaches to key questions in regulatory genomics: questions such as 1) where are 
CRMs located? 2) how they regulate the expression of their nearby gene? and 3) what are 
the underlying mechanisms of combinatorial regulation by pairs of transcription factors? 
The specific contributions of my thesis can be summarized as follows: 
 
1. We developed new approaches to cis-regulatory module (CRM) discovery in the 
common scenario where relevant transcription factors and/or motifs were 
unknown. Beginning with a small set of CRMs mediating the regulation of a 
common gene expression pattern, we searched genome-wide for CRMs with 
similar functionality, using new statistical scores, and without requiring known 
motifs or accurate motif discovery. We cross-validated our predictions on a large 
benchmark and experimentally confirmed some of our predictions in fruit fly and 
mouse.  
 
2. We developed a new computational strategy to annotate genomic sequences based 
on their “pattern generating potential” and to produce quantitative descriptions of 
transcriptional regulatory networks at the level of individual protein-module 
interactions. We used this approach to convert the qualitative understanding of 
interactions that regulated Drosophila segmentation into a network model in 
which a confidence value was associated with each transcription factor-module 
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interaction. We began by developing a new method to integrate the binding site 
profiles across 12 Drosophila species. We then combined these binding site 
profiles with transcription factor expression information to create a model to 
predict module activity patterns. This model was used to scan genomic sequences 
for the potential to generate all or part of the expression pattern of a nearby gene, 
obtained from available gene expression databases. We inferred interaction 
between individual transcription factors and modules using a statistical method to 
quantify a factor’s contribution to the module’s pattern generating potential. We 
finally used these pattern generating potentials to systematically describe the 
location and function of known and novel cis-regulatory modules in the 
segmentation network, identifying many examples of modules predicted to have 
overlapping expression activities.  
 
3. We developed a new technique to simultaneously locate a CRM and model the 
expression driven by it in the common scenario where relevant CRMs were 
unknown. In doing so, we addressed an important limitation of the “pattern 
generating potentials” approach (above), which requires a training set of 
experimentally characterized CRMs for its application. We used a set of binding 
specificities from TFs mediating a common gene expression pattern to choose a 
large noisy set of candidate enhancers in the control region of related genes. 
Assuming that initially every candidate enhancer drives the entire expression of 
its neighboring gene, we created a linear model that explained the expression as a 
function of related TF binding profiles and expression pattern. We iteratively 
sampled new sets of candidate enhancers that more precisely explain one or more 
aspects of their nearby gene. We evaluated our method over a set of A/P related 
genes and enhancers and applied it to predict novel enhancers in patterning 
network of follicular epithelium in Drosophila oogenesis. 
 
4. In order to further advance the development of quantitative models of gene 
expression, including the pattern generating potential approach outlined above, 
we developed several statistical methods to capture different sequence signatures 
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of transcription factor interactions. Many transcription factors independently 
influence the transcription through their activation domains, and therefore may 
co-regulate the genes. In contrast, some transcription factors set up the chromatin 
environment for directing recruitment of other transcription factors, so hinting the 
indirect interaction. Moreover, transcription factors may also impact other factors’ 
regulatory roles through direct physical interaction (e.g., protein-protein 
interaction, short/long range repression), and by forming complexes with non-
DNA binding co-activators and co-repressors. Using our statistical methods, we 
examined variety of sequence signatures including co-binding/aversion of bound 
regions and orientation/distance preference of binding sites among the largest 
collection of transcription factor pairs in fruit fly. These sequence signatures will 
enable more sophisticated models of CRM function and also facilitate more 
accurate genome-wide discovery of regulatory targets. 
 
The first two projects mentioned above are gaining significance with the accumulation of 
known CRMs in a variety of tissues and species. The first project has the potential to lead 
to novel CRM predictions in experimentally less well-characterized arthropods such as 
mosquito, wasp, beetle and honeybee, while exploiting existing collections of CRMs in 
Drosophila. Given the currently available expression information across many networks, 
the second project may be extended to provide quantitative explanation for those 
networks. The last two projects rely on relatively little and easily obtained genomic data, 
making them suitable for studying regulatory regions and underlying mechanisms in 
other species and tissues.   
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