We propose a new class of continuous distributions called the generalized Kumaraswamy-G family which extends the Kumaraswamy-G family defined by Cordeiro and de Castro [1] . Some special models of the new family are provided. Some of its mathematical properties including explicit expressions for the ordinary and incomplete moments, generating function, Rényi entropy, order statistics and characterizations are derived. The new location-scale regression model is introduced based on the new generated distribution. The maximum likelihood is used for estimating the model parameters. The flexibility of the generated family is illustrated by means of two applications to real data sets.
INTRODUCTION
Recently, the interest in developing more flexible generators remains strong. Many generalized distributions have been developed over the past decades for modeling data in several areas such as biological studies, environmental sciences, economics, engineering, finance and medical sciences. There has been an increased interest in defining new generated families of univariate distributions by introducing additional shape parameters to the baseline model. For example, the Marshall-Olkin-G [2] , beta-G [3] , Kumaraswamy-G (K-G) [1] , transmuted geometric-G [4] , beta transmuted-H [5] and the generalized transmuted-G [6] families. However, in many applied areas, there is a clear need for extending forms of the classical models.
The generated distributions have attracted several statisticians to develop new models because the computational and analytical facilities available in most symbolic computation software platforms. Several mathematical properties of the extended distributions may be easily explored using mixture forms of exponentiated-G (exp-G) distributions.
Consider a baseline cumulative distribution function (cdf) G (x; ) and probability density function (pdf) g (x; ) depending on a parameter vector , where = ( k ) = ( 1 , 2 , …). Thus, Cordeiro and de Castro [1] defined the K-G family by the cdf and pdf given by
(1) and f (x; a, b, ) = abg (x; ) G (x; ) a−1 [ 
respectively, where g (x) = dG (x) /dx and a and b are two additional positive shape parameters. Clearly, for a = b = 1, we obtain the baseline distribution. The additional parameters a and b aim to govern skewness and tail weight of the generated distribution. An attractive feature of this family is that a and b can afford greater control over the weights in both tails and in the center of the distribution. Further details can be found in Cordeiro and de Castro [1] .
In this paper, we define and study a new family of distributions by adding one extra shape parameter in (1) to provide more flexibility to the generated family. To this end, we construct a new generator so-called the generalized Kumaraswamy-G (GK-G) family and give a *Corresponding author. Email: ahmed.afify@fcom.bu.edu.eg comprehensive description of some of its mathematical properties. We hope that the new model will attract wider applications in reliability, engineering and other areas of research.
The cdf of the GK-G family is defined (for x > 0) by
The corresponding pdf of (3) is given by
where 0 < ≤ 1, a > 0 and b > 0 are shape parameters.
Henceforth, a random variable X having the density function (4) is denoted by X ∼GK-G (a, b, , ).
The hazard rate function (hrf) of X, say (x), is given by
Some special cases of the new family are listed in Table 1 .
The rest of the paper is outlined as follows. In Section 2, three special models of GK-G family including Weibull, log-logistic and gamma are presented. In Section 3, some of mathematical properties of the proposed family including linear representation, ordinary and incomplete moments, mean deviations, moment generating function (mgf), Rényi entropy and order statistics are obtained. Maximum likelihood estimation of the model parameters is investigated in Section 4. In Section 5, we provide a simulation study to evaluate the performance of the maximum likelihood method in estimating the parameters of the GK-G family. The log-generalized Kumaraswamy-Weibull regression model is defined in Section 6. Section 7 is devoted to applications to prove empirically the flexibility of the proposed models. Finally, some concluding remarks are given in Section 8.
SPECIAL MODELS
In this section, we provide four special models of the GK-G family, namely, GK-Weibull, GK-log logistic and GK-gamma distributions. These sub-models generalize important existing distributions in the literature.
The GK-Weibull (GKW) Distribution
The Weibull (W) distribution, with positive parameters and , has pdf and cdf given (for x > 0) by g (x) = x −1 e − x and G (x) = 1 − e − x , respectively. Then, the GKW pdf reduces to
The GKW distribution reduces to the GK-exponential (GKE) distribution when = 1. Also, when a = b = 0, it reduces to the W distribution. Figure 1 displays some possible shapes of the density and hazard rate functions of this distribution. 
The GK-Log Logistic (GKLL) Distribution
The log-logistic (LL) distribution with positive parameters and has pdf and cdf given by
(for x > 0) and
, respectively. Then, the pdf of the GKLL distribution is given by
The GKLL model reduces to the LL distribution when a = b = 1. Plots of the density and hazard rate functions of the GKLL distribution are displayed in Figure 2 for some parameter values.
The GK-Gamma (GKGa) Distribution
By taking G (x) and g (x) in (4) to be the cdf G (x) = ( , x/ ) /Γ ( ) and the pdf g (x) = x −1 e −x/ / Γ ( ) of the gamma (Ga) distribution, where > 0 is a shape parameter and > 0 is a scale parameter. Then, the pdf of the GKGa (for x > 0) reduces to
This distribution reduces to the Ga distribution if a = b = 1. For = 1, we obtain the GK-exponenial (GKE) distribution. Figure 3 displays plots of the density and hazard rate functions for the GKGa distribution for selected parameter values. 
MATHEMATICAL PROPERTIES

Linear Representation
In this section, we provide a useful representation for the GK-G pdf. Consider the power series, for |z| < 1 and > 0 real non-integer,
After applying the power series (5) to (4), we obtain
Further, we can write the last equation as
where
and h a(k+1) (x) = a (k + 1) g (x) G (x) a(k+1)−1 is the exp-G density with power parameter a (k + 1) > 0.
Thus, several mathematical properties of the GK-G family can be derived from those properties of the exp-G family. For example, the ordinary and incomplete moments and mgf of X can be obtained directly from those of the exp-G class.
The cdf of the GK-G family can also be expressed as a mixture of exp-G densities. By integrating (6) , we obtain the same linear representation
where H (k+1)a (x) is the cdf of the exp-G family with power parameter (k + 1) a.
The formulae derived throughout the paper can be easily handled in most symbolic computation software platforms such as Maple, Mathematica and Matlab because of their ability to deal with analytic expressions of formidable size and complexity. Established explicit expressions to evaluate statistical measures can be more efficient than computing them directly by numerical integration. We have noted that the infinity limit in these sums can be substituted by a large positive integer such as 50 for most practical purposes.
Quantile Function
The quantile function (qf) of X, say Q (u) = F −1 (u), can be obtained by inverting (3) numerically and it is given by
Moments
Hereafter, Y (k+1)a denotes the exp-G distribution with power parameter a (k + 1). The rth moment of X, say ′ r , follows from (6) as
) .
Generating Function
Here, we provide two formulae for the mgf M X (t) = E ( e t X ) of X. Clearly, the first one can be derived from (6 ) as
where M a(k+1) (t) is the mgf of Y a(k+1) . Hence, M X (t) can be determined from the exp-G generating function.
A second formula for M X (t) follows from (6) as
Incomplete Moments
The sth incomplete moment, say s (t), of X can be expressed from (6) as
The mean deviations about the mean
] and about the median
is easily evaluated from (3) and 1 (t) is the first incomplete moment given by (7) with s = 1. Now, we provide two ways to determine 1 and 2 . First, a general equation for 1 (t) can be derived from (7) as
A second general formula for 1 (t) is given by
These equations for 1 (t) can be applied to construct Bonferroni and Lorenz curves defined for a given probability by B ( )
and q = Q ( ) is the qf of X at . These curves are very useful in economics, reliability, demography, insurance and medicine.
Entropies
The Rényi entropy of a random variable X represents a measure of variation of the uncertainty. The Rényi entropy is defined by
, > 0 and ≠ 1.
Using the pdf (4), we can write
Applying the power series (5) to the last term, we obtain
Then, the Rényi entropy of the GK-G family is given by
Order Statistics
Order statistics make their appearance in many areas of statistical theory and practice. Let X 1 , … , X n be a random sample from the GK-G family. The pdf of X i∶n can be written as
where B (⋅, ⋅) is the beta function. Based on (3), we have
Using (4) and the above equation, we can write
After a power series expansion, the last equation reduces to
Then, we have
Substituting (10) in (8), the pdf of X i∶n can be expressed as
where h a(k+1) (x) is the exp-G density with power parameter a (k + 1) .
(10) reveals that the density function of the GK-G order statistics is a linear combinations of exp-G densities. So, based on (10), we can derive the properties of X i∶n from those properties of Y a(k+1) .
For example, the qth moments of X i∶n is given by
.
(11)
CHARACTERIZATIONS
Here, we provide two characterization theorems. We will use the following two Lemmas to prove our main results.
Assumptin A.
Suppose the random variable X has an absolutely continuous cdf F (x) and pdf f (
where m (x) is a continuous differentiable function with the condition
Lemma 2. Suppose X be a random variable having the assumption A. Let
where n (x) is a continuous differentiable function with the condition
Theorem 1. Suppose that X is an absolutely continuous random variable with cdf F (x) and pdf f (x). We assume = 0, = ∞ and E (X) < ∞. Then
Proof. It is easy to show that if
We prove here the only if condition.
Suppose that
We have
Thus by Lemma 1
On integrating both sides of the above equation, we obtain
Using the boundary condition
Suppose that X is an absolutely continuous random variable with cdf F (x) and pdf f (x). We assume = 0, = ∞ and E (X) < ∞. Then
Proof. The if condition is easy to show. We will prove here the only if condition.
If
Then
By Lemma 2, we have
Using the boundary ondition ∫
Remark 1. m (x) and n (x) can be given for the GKW, GKLL and GKGa distributions.
MAXIMUM LIKELIHOOD ESTIMATION
In this section, we determine the MLEs of the parameters of the new GK-G family from complete samples only. Let x 1 , … , x n be a random sample from the GK-G family with parameters , a, b and . Let =(a, b, , ⊺ ) ⊺ be the ( p × 1 ) parameter vector. Then, the log-likelihood function for , say ℓ = ℓ ( ) , is given by
(12) can be maximized either directly by using the R (optim function), SAS (PROC NLMIXED) or Ox program (sub-routine MaxBFGS) or by solving the nonlinear likelihood equations obtained by differentiating (12).
The score vector components, say 
SIMULATION STUDY
In this subsection, a simulation study is conducted to examine the performance of the MLEs of the generalized Kumaraswamy normal (GKN) parameters. We generate 10,000 samples of size, n = 50, 500 and 1,000 of the GKN model. The precision of the MLEs is discussed by means of the following measures: mean, mean square error (MSE), estimated average length (AL) and coverage probability (CP). The empirical study was conducted with software R. The empirical results are given in Table 2 . The values in Table 1 indicate that the estimates are quite stable and, more importantly, are close to the true values for the these sample sizes. The simulation study shows that the maximum likelihood method is appropriate for estimating the GKN parameters. In fact, the means of the parameters tend to be closer to the true parameter values when n increases. This fact supports that the asymptotic normal distribution provides an adequate approximation to the finite sample distribution of the MLEs. 
THE LOG-GENERALIZED KUMARASWAMY-WEIBULL (LGKW) REGRESSION MODEL
The GKW distribution with five parameters, 0 < ≤ 1, a > 0, b > 0, > 0 and > 0, introduced in Section 3.1. Let X is a random variable following the GKW density function and Y is defined by Y = log (X). The density function of Y obtained by replacing = 1/ and = exp ( ) reduces to
where y ∈ ℜ, ∈ ℜ, > 0, 0 < ≤ 1, a > 0 and b > 0. We refer to (13) as the LGKW distribution, say Y ∼ LGKW ( , a, b, , ) , where ∈ ℜ is the location parameter, > 0 is the scale parameter and , a and b are shape parameters.
The corresponding survival function is
and the hrf is simply h
Parametric regression models to estimate univariate survival functions for censored data are widely used. A parametric model that provides a good fit to lifetime data tends to yield more precise estimates of the quantities of interest. Based on the LGKW density, we propose a linear location-scale regression model linking the response variable y i and the explanatory variable vector
given by
where the random error z i has density function (15), = 
Consider a sample
(
of n independent observations, where each random response is defined by y i = min {log (x i ) , log (c i )}. We assume non-informative censoring such that the observed lifetimes and censoring times are independent. Let F and C be the sets of individuals for which y i is the log-lifetime or log-censoring, respectively. The log-likelihood function for the vector of parameters = ( , a, b, , T ) T from model (16) has the form l ( ) = ∑
is the density (13) and S ( y i ) is the survival function (14) of Y i . Then, the total log-likelihood function for reduces to
/ and r is the number of uncensored observations (failures) and c is the number of the censored observations. The MLÊof the vector of unknown parameters can be evaluated by maximizing the log-likelihood (17). We use the statistical software R to determine the estimate.
Further, we can use the likelihood ratio (LR) statistic for comparing LGKW model with its sub-models. We consider the partition = ( 
APPLICATIONS
First Application
In this section, we illustrate the fitting performance of GKGa distribution by means of real data sets. We compare the fitting performance of GKGa distribution with its sub-models. The sub-models of the GKGa distribution are given as follows: (i) Gamma distribution, (ii) exponentiated Gamma distribution, (iii) extended Gamma distribution (new), (iv) Kumaraswamy-Gamma distribution.
The used data set consists of prices (×10 4 dollars) of 428 new vehicles for the 2004 year (Kiplinger's Personal Finance, Dec 2003) (see for details Oluyede et al. [8] ). The required computations are carried out using the R software. Summary statistics of used data set are presented in Table 3 .
The measures of goodness-of-fit including the−log-likelihood function evaluated at the MLEs, Anderson-Darling (A * ) and Cramer-von Mises (W * ) are calculated to compare the fitted models. In general, the smaller the values of these statistics, the better the fit to the data. Table 4 gives the parameter estimates and their corresponding errors, the W * and A * statistics, the minus log-likelihood values and p-values. Based on Table 4 , it is clear that GKGa distribution provides the overall best fit and therefore could be chosen as the most adequate model among the considered models for modeling the used data set. Here, we also applied LR tests. The LR tests can be used for comparing the GKGa distribution with its sub-models. For example, the test of H 0 ∶ = 1 against H 1 ∶ ≠ 1 is equivalent to comparing GKGa and K-Ga distributions with each other. For this test, the LR statistic can be calculated by the following relation
whereâ * ,b * ,̂ * and̂ * are the ML estimators of a, b, and , respectively, obtained under H 0 . Under the regularity conditions and if H 0 is assumed to be true, the LR test statistic converges in distribution to a chi square with r degrees of freedom, where r equals the difference between the number of parameters estimated under H 0 and the number of parameters estimated in general, (for H 0 ∶ = 1, we have r = 1). Table 5 gives the LR statistics and the corresponding p-values for the first data set.
Based on Table 5 , we reject all the null hypotheses and conclude that the GKGa fits the used data set better than the its sub-models according to the LR test.
We also plotted the fitted pdfs of the considered models for the sake of visual comparison, in Figure 4 . Figure 4(a) represents that the GKGa fits the right skewed data very well. In addition, we presented the plots of the fitted density, cumulative and survival functions as well as the probability-probability (P-P) plot for the GKGa model in Figure 4(b) . These plots reveal that the GKGa distribution is a suitable model for the data. 
Second Application
The dataset contains 100 observations on HIV+ subjects belonging to an Health Maintenance Organization(HMO). The HMO wants to evaluate the survival time of these subjects. In this hypothetical data set, subjects were enrolled from January 1, 1989 until December 31, 1991. Study follow-up then ended on December 31, 1995. This data set are reported in Hosmer and Lemeshow [9] and also can be found in R package Bolstad2. The variables involved in the study are: y i -observed survival time (in months); cens i -censoring indicator (0 = alive at study end or lost to follow-up, 1 = death due to AIDS or AIDS related factors) and x i1 ( 1 = yes, 0 = no ) represents the history of drug use.
The aim of the study is to relate the survival time (y) with the history of drug use (v). We consider the following regression model
where y i has the LGKW density (13), for i = 1, … , 100. Table 6 represents the MLEs of the model parameters of the LGKW and LW regression models fitted to the current data and the log-likelihood and AIC statistics. These results indicate that the LGKW regression model has the lowest values of these statistics, and so LGKW model provides better fitting than LW model for current data. For the fitted regression models, note that 1 is marginally significant at the 1% level and then there is a significant difference between the drug user and drug non-user for the survival time.
A comparison of the LGKW regression model with LW regression model using LR statistics is performed. LR test statistic is calculated as 11.066 and corresponding p-value is 0.011. These results indicate that the LGKW model provides better fit to these data than the LW regression model.
The plots in Figure 5 (a) provide the Kaplan-Meier (KM) estimate and the estimated survival functions of the LGKW regression model. There is significant difference between drug users and drug non-users survival functions. The plots of the hrf in Figure 5 (b) corresponding to the survival time variable under the LGKW regression model indicate that the hrf is larger for drug non-users than drug users. Based on these plots, we conclude that the LGKW regression model provides a good fit to these data.
CONCLUSION
We propose a new class of continuous distributions named the generalized Kumaraswamy family to extended the some classes of distributions such as Exp-G by Gupta et al. [7] and K-G by Cordeiro and de Castro [1] . We obtain some mathematical properties of proposed family including quantile function, moments, generating function, entropies, order statistics and probability weighted moments. The maximum likelihood method is used to estimate the model parameters and the performance of the maximum likelihood estimators are discussed in terms of biases, mean squared errors, coverage probability and estimated average length by means of Monte-Carlo simulation study. The usefulness of the proposed family is discussed by means of two real data applications.
