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PRESENTING SCHUR SUPERALGEBRAS
HOUSSEIN EL TURKEY AND JONATHAN R. KUJAWA
Abstract. We provide a presentation of the Schur superalgebra and its quantum analogue
which generalizes the work of Doty and Giaquinto for Schur algebras. Our results include
a basis for these algebras and a presentation using weight idempotents in the spirit of
Lusztig’s modified quantum groups.
1. Introduction
1.1. The Schur algebra. The Schur algebra plays a central role in the representation
theory of GL(n) (e.g. see [6]). It is also the prototypical example of a quasihereditary
algebra (cf. [5]). And, of course, it is at center stage in Schur-Weyl duality. If V denotes a
n-dimensional vector space and V ⊗d denotes the d-fold tensor product of V with itself (all
vector spaces and tensor products are over the rational numbers), then there is action of
the symmetric group on d letters, Σd, on V
⊗d by permuting the tensor factors. With this
notation we can define the Schur algebra by
S(n, d) = EndΣd
(
V ⊗d
)
.
On the other hand the enveloping algebra of the Lie algebra gl(n), U(gl(n)), has a natural
action on V and, hence, on V ⊗d. We could instead define S(n, d) as the image of the
resulting representation U(gl(n)) → EndQ
(
V ⊗d
)
. Schur-Weyl duality implies these two
definitions coincide. Thus the Schur algebra acts as a bridge between representations of
gl(n) and the symmetric group. The above story generalizes to the quantum setting if
we replace the rational numbers with the rational functions in the indeterminate q, the
symmetric group by its Iwahori-Hecke algebra, and the enveloping algebra by the quantum
group associated to gl(n). The resulting algebra is called the q-Schur algebra.
Because of fundamental importance of the Schur and q-Schur algebras it is desirable to
study them from as many perspectives as possible. Building on work of Green [11], Doty
and Giaquinto provided a presentation of the Schur algebras by generators and relations
[9]. Since the enveloping algebra surjects onto the Schur algebra, the known generators and
relations for U(gl(n)) yield generators and relations for the Schur algebra. But as U(gl(n))
is infinite dimensional and S(n, d) is finite dimensional, there must be additional relations.
Remarkably, Doty and Giaquinto prove that only two more, easy to state, relations are
required. As an outcome of their calculations they obtain a basis and a presentation via
weight idempotents reminiscent of Lusztig’s modified quantum group, U˙. They also prove
quantum analogues of all these results.
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One notable application of the Doty-Giaquinto presentation is Li’s recent geometric real-
ization of Schur algebras as a certain ring of constructible functions on generalized Steinberg
varieties [15]. We also see that their presentation of the q-Schur algebra is closely related
to the geometric construction of the q-Schur algebras and quantum group Uq(gl(n)) given
by Belinson, Lusztig, and MacPherson [1] (cf. [6, Part 5]).
1.2. The Schur superalgebra. There is a Z2-graded (i.e. “super”) analogue of the above
setup. Namely, now let V = V0¯ ⊕ V1¯ denote a Z2-graded vector space with the dimension
of V0¯ equal to m and the dimension of V1¯ equal to n. We define V
⊗d as the d-fold tensor
product of V with itself. The symmetric group Σd acts on V
⊗d by signed permutation of
the tensor factors. The Schur superalgebra is then defined to be
S(m|n, d) = EndΣd
(
V ⊗d
)
.
On the other hand the enveloping superalgebra of the Lie superalgebra gl(m|n), U(gl(m|n)),
has a natural action on V and, hence, on V ⊗d. We could instead define S(m|n, d) as the
image of the resulting representation U(gl(m|n)) → EndQ
(
V ⊗d
)
. The super version of
Schur-Weyl duality implies these two definitions coincide [3, 22]. Thus the Schur super-
algebra acts as a bridge between representations of gl(m|n) and the symmetric group. In
positive characteristic this connection can be used to prove the Mullineux Conjecture [4].
There is also a quantum version of this story. We again replace the rational numbers
with the rational functions in the indeterminate q and the symmetric group by its Iwahori-
Hecke algebra, and now replace the enveloping algebra by the quantum group associated to
gl(m|n). Schur-Weyl duality in this setting was established by Moon [20] and Mitsuhashi
[19]. The resulting algebra is called the q-Schur superalgebra. Recently Du and Rui studied
the representation theory and combinatorics of the q-Schur superalgebras [10].
1.3. Results. In this paper we generalize the results of Doty-Giaquinto to the Schur and
q-Schur superalgebras. It should be noted that after obtaining the appropriate analogues of
the ingredients used in [9], the final results are proved using the same arguments as in the
non-super case. The main challenge is to correctly formulate and prove these analogues.
In Theorem 2.3.1 we obtain a presentation for the Schur superalgebra from the standard
presentation of the enveloping algebra for gl(m|n). We prove we only need to add two
additional relations just as in the case of the Schur algebra. We then give an explicit basis for
the Schur superalgebra and its integral form in Theorem 2.14.3. Finally, in Theorem 2.15.1
we prove that the Schur superalgebra admits a presentation using weight idempotents in a
form reminiscent of Lusztig’s modified quantum group.
We also prove the analogous results in the quantum setting. We use the quantum group
U = Uq(gl(m|n)) as presented by Zhang [25] and prove in Theorem 3.3.1 that we need to
add only two additional relations to the standard presentation of U to obtain the q-Schur
superalgebra. We also provide a basis for the q-Schur superalgebra and an A = Z[q, q−1]-
form in Theorem 3.12.1. Finally, in Theorem 3.13.1 we prove that the q-Schur superalgebra
admits a presentation via weight idempotents which is reminiscent of Lusztig’s modified
quantum group for gl(n).
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1.4. Future directions. The results of this paper open the door to a number of interesting
avenues of research. Sergeev [22] and Olshanski [21], in the nonquantum and quantum
cases, respectively, give a Schur-Weyl duality for the type Q Lie superalgebras. It would
be interesting to obtain a presentation for the corresponding type Q Schur superalgebras.
In a different direction, our presentation of the Schur and q-Schur superalgebras a` la Doty-
Giaquinto suggests the possibility of geometric constructions for gl(m|n) in the spirit of
[1, 15]. In a third direction, in proving the quantum case we obtain the commutator formulas
for the divided powers of root vectors and establish the existence of an A = Z[q, q−1]-form
for the quantum group Uq(gl(m|n)). Although perhaps not surprising to experts, to our
knowledge this has not appeared elsewhere in the literature. The existence of such a form
allows one to consider representations at a root of unity and a super analogue of Lusztig’s
small quantum group as in [17]. Finally, the existence of a presentation of the q-Schur
superalgebra using weight idempotents suggests that Lusztig’s modified quantum groups
should have a super analogue. Lusztig’s modified quantum group is a key ingredient to
the categorification of the quantum group associated to sl(n) (for example, as explained in
[14]). Also see [18] and references therein for a discussion of categorifications of the q-Schur
algebras. The categorification of quantum supergroups is currently an open problem and a
super analogue of Lusztig’s modified quantum group may be useful.
1.5. Acknowledgments. The authors would like to thank the anonymous referee for sug-
gesting improvements to the exposition.
2. Nonquantum Case
In this section all vector spaces will be over the rational numbers, Q.
2.1. The Lie superalgebra gl(m|n). Given a Z2-graded vector space V = V0¯ ⊕ V1¯ we
write v ∈ Z2 for the degree of a homogeneous element v ∈ V . For short we call v even
(resp. odd) if v = 0¯ (resp. v = 1¯). Let us also introduce the following convenient notation.
For fixed nonnegative integers m and n and 1 ≤ i ≤ m+ n we define
i =
{
0¯, if i ≤ m;
1¯, if i ≥ m+ 1.
(2.1.1)
Let g = g0¯ ⊕ g1¯ denote the Lie superalgebra gl(m|n). As a vector space g is the set of
m+ n by m+ n matrices. For 1 ≤ i, j ≤ m+ n we set Ei,j to be the matrix unit with a 1
in ith row and jth column. Then the set of matrix units forms a homogeneous basis for g.
The Z2-grading on g is defined by setting g0¯ to be the span of Ei,j where 1 ≤ i, j ≤ m or
m+ 1 ≤ i, j ≤ m+ n and g1¯ to be the span of the Ei,j such that m + 1 ≤ i ≤ m+ n and
1 ≤ j ≤ n or 1 ≤ i ≤ m and m+ 1 ≤ j ≤ m+ n. That is, the degree of Ei,j is i+ j.
The Lie bracket on g is given by the supercommutator,
[Eij , Ekl] = δjkEil − (−1)
EijEklδilEkj . (2.1.2)
By definition it is bilinear and so it suffices to define it on the basis of matrix units.
We fix h to be the Cartan subalgebra of g consisting of all diagonal matrices and let h∗
be its dual. Let εi : h→ Q be the linear map that takes an element of h to its ith diagonal
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entry. The set {εi | 1 ≤ i ≤ m+ n} forms a basis of h
∗ and we define a bilinear form, ( , ),
on h∗ by setting
(εi, εj) = (−1)
iδij . (2.1.3)
With our choice of Cartan subalgebra the root system of g is
Φ = {εi − εj | 1 ≤ i 6= j ≤ m+ n}
and the matrix unit Ei,j spans the εi − εj root space. In particular there is a natural Z2-
grading on Φ given by declaring that the root εi − εj has degree Ei,j = i + j. We fix the
Borel subalgebra of g given by taking all upper triangular matrices. Corresponding to this
choice of Borel the positive roots are
Φ+ = {εi − εj | 1 ≤ i < j ≤ m+ n}
and if we set αi = εi − εi+1, then {α1, . . . , αm+n−1} are the simple roots. The simple roots
have degree
αi =
{
0¯, if i 6= m;
1¯, if i = m.
2.2. The Schur superalgebra. A g-(super)module is a Z2-graded vector space M =
M0¯ ⊕M1¯ which admits an action by g. The action respects the Z2-grading in that for any
r, s ∈ Z2, if x ∈ gr and m ∈Ms, then x.m ∈Mr+s. The action also respects the Lie bracket
in that for any homogeneous x, y ∈ g and m ∈M , we have
[x, y].m = x.(y.m)− (−1)x·yy.(x.m).
Note that here and elsewhere we give the condition only on homogeneous elements. The
general case is obtained by linearity. As all modules will be Z2-graded, we choose to omit
the prefix “super”.
The natural g-module, V , is the vector space of column vectors of height m + n. For
1 ≤ i ≤ m+ n, let vi denote the element of V with a 1 in the ith row and zeros elsewhere.
Then the set {vi | 1 ≤ i ≤ m + n} defines a homogeneous basis for V with vi = i for
i = 1, . . . ,m+ n. The action of g on V is given by left multiplication.
We denote universal enveloping superalgebra of g by U . It inherits a Z2-grading from g
and natural basis given by the PBW theorem for Lie superalgebras [12, Section 1.1.3]. As
for Lie algebras, a g-module can naturally be thought of as a U -module and vice versa. In
particular, U admits a coproduct and so if M and N are g-modules, then M ⊗N is again
a g-module.
As it will be important in the calculations which follow, let us make this explicit. The
coproduct U → U⊗U is given on elements of g by x 7→ x⊗1+1⊗x. We use the convention
that in any formula in which two homogenous elements have their order reversed, a sign
is introduced which is −1 raised to the product of their degrees. Given a homogeneous
element x ∈ g and homogeneous m ∈ M and n ∈ N , then the coproduct along with the
sign convention implies that we have
x.(m⊗ n) = (x.m)⊗ n+ (−1)x·mm⊗ (x.n).
In particular, for d ≥ 1 we may define the d-fold tensor product of the natural module,
V ⊗d := V ⊗ V ⊗ · · · ⊗ V.
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Let
ρd : U → EndQ
(
V ⊗d
)
denotes the corresponding superalgebra homomorphism. We define the Schur superalgebra
S(m|n, d) to be the image of ρd. In particular, we can and will think of S(m|n, d) as a
quotient of U .
Note that the Schur superalgebra can also be defined as follows. There is a signed
permutation action of the symmetric group on d letters, Σd, on V
⊗d. The super analogue
of Schur-Weyl duality [3, 22] then shows that
S(m|n, d) = EndΣd
(
V ⊗d
)
.
2.3. A presentation of the Schur superalgebra. Our first main result gives the Schur
superalgebra by generators and relations. Here and throughout, if A is an associative
superalgebra and x, y ∈ A are homogeneous elements, then we write
[x, y] = xy − (−1)x·yyx.
For an element x ∈ A the map adx : A → A is defined by adx(y) = [x, y]. Note that the
bilinear form used in the following relations is the one introduced in (2.1.3).
Theorem 2.3.1. The Schur superalgebra S(m|n, d) is generated by homogeneous elements
e1, . . . , em+n−1, f1, . . . , fm+n−1,H1, . . . ,Hm+n
where the Z2-grading is given by setting em = fm = 1¯, ei = f i = 0¯ for i 6= m, and H i = 0¯.
The following is a complete set of relations:
(R1) [Hi,Hj] = 0, where 1 ≤ i, j ≤ m+ n;
(R2) [ei, fj] = δij
(
Hi − (−1)
ei·fjHj+1
)
, 1 ≤ i, j ≤ m+ n− 1;
(R3) [Hi, ej ] = (−1)
i(εi, αj)ej , and [Hi, fj] = −(−1)
i(εi, αj)fj,
where 1 ≤ i ≤ m+ n, 1 ≤ j ≤ m+ n− 1;
(R4) [em, em] = 0, (ad ei)
1+|(αi,αj)|ej = 0, if 1 ≤ i 6= j ≤ m+ n− 1 and i 6= m
[em, [em−1, [em, em+1]]] = 0, if m,n ≥ 2;
(R5) [fm, fm] = 0, (ad fi)
1+|(αi,αj)|fj = 0, if 1 ≤ i 6= j ≤ m+ n− 1 and i 6= m
[fm, [fm−1, [fm, fm+1]]] = 0 if m,n ≥ 2;
(R6) H1 +H2 + · · ·+Hm+n = d;
(R7) Hi(Hi − 1) · · · (Hi − d) = 0, where 1 ≤ i ≤ m+ n.
2.4. Strategy and simplifications. The basic strategy of the proof of Theorem 2.3.1 is
as in [9] and as follows. For short, let us write S for S(m|n, d). Let T be the superalgebra
given by the generators and relations in the theorem. The goal is to prove T is isomorphic
to S as superalgebras. We first show that relations (R1)-(R7) hold in S. This implies we
have a surjective homomorphism T → S. We then prove that the dimension of T is no
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larger than the dimension of S by exhibiting a spanning set of T with cardinality equal
to the dimension of S. See Section 2.14. This immediately implies that the map is an
isomorphism and the spanning set is a basis.
Note that the universal enveloping superalgebra U is the superalgebra on the same gen-
erators but subject only to the relations (R1)-(R5) (see [16] or [24]). As S(m|n, d) is a
quotient of U via ρd it has the same generators but possibly additional relations. The
content of Theorem 2.3.1 is that we only need to add relations (R6) and (R7) to obtain a
presentation of S(m|n, d).
As it will be helpful in later calculations, let us briefly pause to make explicit the con-
nection between this presentation of U via generators and relations and the one obtained
from the matrix realization of g given in Section 2.1. If we write Ei,j for the ij-matrix unit
as in Section 2.1, then the isomorphism between these superalgebras is given on generators
by ei 7→ Ei,i+1, fi 7→ Ei+1,i, and Hi 7→ Ei,i. We identify these two realizations of U via this
map. In particular, there is a canonical embedding g →֒ U and we will identify g with its
image under this map.
As both S and T are quotients of U they are both generated by the images of generators
of U . To lighten notation, we choose to use the same notation for algebra elements which
can be viewed in more than one of these algebras. In particular, we write ei, fi, and Hi for
the generators of U and their images in S and T . We will endeavor to always be clear in
which algebra we are working. If the algebra is not explicitly stated, then the calculation
holds for all three algebras U , S, and T .
We will also frequently make use of the fact that the inclusion
gl(m)⊕ gl(n) ∼= g0¯ ⊆ gl(m|n)
induces an inclusion
U(gl(m)⊕ gl(n)) →֒ U(gl(m|n)).
Thus any computation involving purely even elements will carry over from [9]. More gen-
erally, when calculations are essentially identical to those in [9] we will usually leave them
to the reader.
2.5. The new relations. We now observe that the equations (R6) and (R7) hold in S.
Lemma 2.5.1. Under the representation ρd : U → End(V
⊗d) the elements H1, . . . ,Hm+n in
S satisfy the relations (R6) and (R7). Moreover, the relation (R7) is the minimal polynomial
of Hi in EndQ
(
V ⊗d
)
.
Proof. Since the elements H1, . . . ,Hm+n are purely even, this follows from [9, Lemma 4.1].

As explained above, this implies the surjection ρd : U → S factors through T and we
obtain a surjective superalgebra homomorphism, T → S. To prove that this map is an
isomorphism it suffices to show that their dimensions are equal by obtaining an explicit
basis for T and, hence, for S(m|n, d). In fact it turns out to be no harder to work over the
integers and so we obtain a basis for an integral form, S(m|n, d)Z, of the Schur superalgebra.
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2.6. Divided powers. Let A denote any of U , S, or T . Recall from Section 2.4 that we
identify gl(m|n) as a subspace of U . For each α = εi − εj ∈ Φ
+ we use this identification
and write xα for the image in A of the matrix unit Ei,j. We call xα a root vector. For x ∈ A
and k ∈ Z≥0, define the kth divided power of x to be
x(k) =
xk
k!
.
In particular, we have the divided powers of the root vectors, x
(r)
α , for all α ∈ Φ and r ≥ 0.
We define
Λ(m|n) = {λ = (λ1, . . . , λm+n) | λi ∈ Z, λi ≥ 0 for 1 ≤ i ≤ m+ n} .
Given any tuple of integers λ (e.g. λ ∈ Λ(m|n)), let |λ| denote the sum of those integers.
Using this we define
Λ(m|n, d) = {λ ∈ Λ(m|n) | |λ| = d} .
For i = 1, . . . ,m+ n and k ≥ 0 define an element of A by(
Hi
k
)
=
Hi(Hi − 1) · · · (Hi − k + 1)
k!
,
where, by definition, (
Hi
0
)
= 1.
2.7. The Kostant Z-form. We now define analogues of the Kostant Z-form. We also take
this opportunity to introduce certain subalgebras which will be needed in what follows. Let
A denote U , S, or T . Let A0 denote the subsuperalgebra of A generated by H1, . . . ,Hm+n.
In particular, if A is S or T , then it is clear that A0 is the image of U0 respectively, under
the quotient map.
The Kostant Z-form for A is denoted by AZ and it is defined to be the subring of A
generated by{
e
(k)
i , f
(k)
i | i = 1, . . . ,m+ n− 1, k ≥ 0
}⋃{(Hi
k
)
| i = 1, . . . ,m+ n, k ≥ 0
}
.
Moreover, we set A0Z to be the intersection of A
0 with AZ. For A equal to S or T , it is clear
that AZ and A
0
Z is nothing but the image of UZ and U
0
Z, respectively, under the quotient
map.
2.8. The weight idempotents. We begin by investigating the structure of T 0 and T 0Z .
For λ = (λi) ∈ Λ(m|n) we define
Hλ =
m+n∏
i=1
(
Hi
λi
)
.
Note that as H1, . . . ,Hm+n commute the the product can be taken in any order. When
λ ∈ Λ(m|n, d) it is convenient to set the notation
1λ = Hλ.
Because of part (b) of the following proposition we refer to these elements as weight idem-
potents.
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Proposition 2.8.1. Let I0 be the ideal of U0 generated by the elements
H1 +H2 + · · · +Hm+n − d
and
Hi(Hi − 1) · · · (Hi − d)
for i = 1, . . . ,m+ n. Then
(a) We have a superalgebra isomorphism U0/I0 ∼= T 0.
(b) The set {1λ | λ ∈ Λ(m|n, d)} is a Q-basis for T
0 and a Z-basis for T 0Z . Moreover,
they give a set of pairwise orthogonal idempotents which sum to the identity.
(c) In T 0 we have Hλ = 0 for any λ ∈ Λ(m|n) such that |λ| > d.
Proof. Since the elements H1, . . . ,Hm+n are purely even, this follows from [9, Proposi-
tion 4.2]. 
Proposition 2.8.2. Let 1 ≤ i ≤ m + n, k ∈ Z≥0, λ ∈ Λ(m|n, d), and µ ∈ Λ(m|n). We
have the following identities in the superalgebra T 0:
(1) Hi1λ = λi1λ,
(
Hi
k
)
1λ =
(
λi
k
)
1λ;
(2) Hµ1λ = λµ1λ, where λµ =
∏
i
(
λi
µi
)
;
(3) Hµ =
∑
λ∈Λ(m|n,d)
λµ1λ.
Proof. They follow from [9, Proposition 4.3]. 
2.9. The root vectors. We continue to let A denote any of U,S, or T . Recall from
Section 2.6 that for each α ∈ Φ we have the root vector xα ∈ A. In particular, note that xα
is homogeneous and xα = α, where the grading on roots is as given in Section 2.1. Given
α = εi − εj ∈ Φ, we set
Hα = Hi − (−1)
xαHj.
Given α = εi − εj , β = εk − εl ∈ Φ such that α+ β ∈ Φ, we define
cα,β =
{
1, if j = k;
−(−1)xαxβ , if i = l.
(2.9.1)
Using this notation (2.1.2) implies the following commutator formula for root vectors in A.
Lemma 2.9.1. Let α, β ∈ Φ and say α = εi − εj and β = εk − εl, we have
[xα, xβ ] =

Hα, if α+ β = 0;
cα,βxα+β, if α+ β ∈ Φ;
0, otherwise.
We also note that an easy induction proves that for all a, b ≥ 0 and α ∈ Φ we have
x(a)α x
(b)
α =
(
a+ b
a
)
x(a+b)α . (2.9.2)
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2.10. Commutation relations between root vectors and weight idempotents. We
now compute the commutation relations between root vectors and weight idempotents.
Proposition 2.10.1. For any α ∈ Φ, λ ∈ Λ(m|n, d) we have the commutation formulas:
xα1λ =
{
1λ+αxα if λ+ α ∈ Λ(m|n, d)
0 otherwise
and
1λxα =
{
xα1λ−α if λ− α ∈ Λ(m|n, d)
0 otherwise.
Proof. Although analogous to [9, Proposition 4.5], the proof involves keeping track of signs
so we include it. We first note that (2.1.2) implies for all l = 1, . . . ,m + n and α ∈ Φ we
can use the parity function given in (2.1.1) and the bilinear form given in (2.1.3) to write
[Hl, xα] = (−1)
l(εl, α)xα. (2.10.1)
Now say α = εi − εj. Using (2.10.1) we obtain
xα1λ =
∏
l 6=i,j
(
Hl
λl
)(Hi − (−1)i(εi, α)
λi
)(
Hj − (−1)
j(εj , α)
λj
)
xα
=
∏
l 6=i,j
(
Hl
λl
)(Hi − (−1)i(−1)i
λi
)(
Hj − (−1)
j(−(−1)j)
λj
)
xα
=
∏
l 6=i,j
(
Hl
λl
)(Hi − 1
λi
)(
Hj + 1
λj
)
xα.
Multiplying on the left by
Hi
λi + 1
and using the fact that Hixα = xα(Hi + 1), we get
xα
Hi + 1
λi + 1
1λ =
Hi
λi + 1
(
Hi − 1
λi
)(
Hj + 1
λj
)∏
l 6=i,j
(
Hl
λl
)xα
which, using Proposition 2.8.2, simplifies to
xα1λ =
( Hi
λi + 1
)(
Hj + 1
λj
) ∏
l 6=i,j
(
Hl
λl
)xα. (2.10.2)
If λj > 0, then this can be rewritten as
xα1λ =
(
Hi
λi + 1
)((
Hj
λj
)
+
(
Hj
λj − 1
)) ∏
l 6=i,j
(
Hl
λl
)
xα.
The first summand on the right-hand-side of the preceding equality vanishes by Proposi-
tion 2.8.1. This proves the first part of the proposition in the case λj > 0. If λj = 0, then
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(2.10.2) can be written as
xα1λ =
( Hi
λi + 1
) ∏
l 6=i,j
(
Hl
λl
)xα
=Hµxα,
where µ = (λ1, . . . , λi+1, . . . , λj−1, 0, . . . , λm+n). But then |µ| = |λ|+1 > d and hence the
right-hand-side is zero by Proposition 2.8.1. This proves the first statement. The proof of
the second is similar. 
2.11. Commutation relations between divided powers of root vectors. We now
compute the commutation formulas between divided powers of root vectors; but first we
make a simplifying observation. If the root vector xα is odd (i.e. if α is an odd root), then
in g we have [xα, xα] = 0. But in U and, hence, in S and T , we have [xα, xα] = 2x
2
α. Taken
together, this implies
x2α = 0
in U , S, and T for all odd α ∈ Φ. That is, for odd roots we only need to consider root
vectors of divided power one.
Lemma 2.11.1. Let α, β ∈ Φ and r, s ∈ Z≥0.
(1) If xα = 0 and xβ = 0, then
x(r)α x
(s)
β =

x
(s)
β x
(r)
α +
min(r,s)∑
j=1
x
(s−j)
β
(
Hα − r − s+ 2j
j
)
x(r−j)α , if α+ β = 0;
x
(s)
β x
(r)
α +
min(r,s)∑
j=1
cjα,βx
(s−j)
β x
(j)
α+βx
(r−j)
α , if α+ β ∈ Φ;
x
(s)
β x
(r)
α ; otherwise.
(2.11.1)
(2) xα = 0 and xβ = 1, then
x(r)α x
(1)
β =
{
x
(1)
β x
(r)
α + cα,βxα+βx
(r−1)
α , if α+ β ∈ Φ;
x
(1)
β x
(r)
α , if α+ β /∈ Φ.
(2.11.2)
(3) If xα = 1 and xβ = 0, then
x(1)α x
(r)
β =
{
x
(r)
β x
(1)
α + cα,βxα+βx
(r−1)
β , if α+ β ∈ Φ;
x
(r)
β x
(1)
α , if α+ β /∈ Φ.
(2.11.3)
(4) If xα = 1 and xβ = 1, then
x(1)α x
(1)
β =

−x
(1)
β x
(1)
α +Hα, if α+ β = 0;
−x
(1)
β x
(1)
α + xα+β, if α+ β ∈ Φ;
−x
(1)
β x
(1)
α , otherwise.
(2.11.4)
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Proof. As (2.11.1) involves purely even root vectors, it follows from the classical case (see [9,
Equations (5.11a)-(5.11c)]). Equations (2.11.2) and (2.11.3) are verified by a straightforward
induction on r. Equation (2.11.4) follows directly from Lemma 2.9.1. 
2.12. Kostant monomials and content functions. Any product in A of nonzero ele-
ments of the form:
x(r)α ,
(
Hi
s
)
, (2.12.1)
taken in any order and for any r, s ∈ Z≥0, α ∈ Φ, 1 ≤ i ≤ m+ n, will be called a Kostant
monomial. Note that by [13, Lemma 2.1] the set of Kostant monomials span UZ and, hence,
TZ and SZ. The goal is to find a subset of Kostant monomials which will provide a basis
for TZ.
We now introduce the content function on Kostant monomials. They will be used as a
bookkeeping device in the proof of Proposition 2.14.1. It is defined just as in the classical
case [9, Section 2].
The content function
χ : {Kostant monomials} →
m+n⊕
i=1
Zεi (2.12.2)
is defined as follows. We first define it on the elements in (2.12.1). If α = εi − εj ∈ Φ and
r ≥ 1, then
χ
(
x(r)α
)
= rεmax(i,j).
If i = 1, . . . ,m+ n and r ≥ 1, then
χ
((
Hi
r
))
= 0.
We then extend this definition by declaring χ(XY ) = χ(X) + χ(Y ) whenever X, Y are
Kostant monomials.
We also define a left content function, χL, and right content function, χR, on the elements
given in (2.12.1) by
χL(x
(r)
α ) = rεi,
χR(x
(r)
α ) = rεj,
χL
((
Hi
s
))
= χR
((
Hi
s
))
= 0.
They are defined on general Kostant monomials using the rules χL(XY ) = χL(X)+χL(Y )
and χR(XY ) = χR(X) + χR(Y ) for any Kostant monomials X and Y .
In what follows we view elements in the image of the content functions as elements of
Λ(m|n) via the map
m+n∑
i=1
aiεi 7→ (a1, . . . , am+n). (2.12.3)
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2.13. A lemma on content functions. To label the elements of our basis for the Schur
superalgebra, we need to define the following set of tuples of nonnegative integers indexed
by the positive roots of g:
P (m|n) = {A = (A(α))α∈Φ+ | A(α) ∈ Z≥0 if α = 0¯ and A(α) ∈ {0, 1} if α = 1¯} . (2.13.1)
Fix an order on Φ+. For A = (A(α)) ∈ P (m|n) we define
eA =
∏
α∈Φ+
x(A(α))α ,
fA =
∏
α∈Φ+
x
(A(α))
−α ,
where the products defining eA and fA are taken according to the fixed order on Φ
+.
The last ingredient we need is the following partial order on Λ(m|n). It is defined by
declaring for λ = (λi), µ = (µi) in Λ(m|n) that
λ  µ (2.13.2)
if and only if λi ≤ µi for i = 1, . . . ,m+ n.
Lemma 2.13.1. For A = (A(α)), C = (C(α)) ∈ P (m|n), λ ∈ Λ(m|n) we have
χ(eA1λfC)  λ if and only if χL(1λ′eAfC)  λ
′ if and only if χR(eAfC1λ′′)  λ
′′,
where
λ′ := λ+
∑
α∈Φ+
A(α)α,
λ′′ := λ+
∑
α∈Φ+
C(α)α.
Proof. As our content functions are defined just as in [9], the proof of [9, Lemma 5.1] applies
verbatim. 
2.14. A basis for the Schur superalgebra. Let us define the set
Y =
⋃
λ∈Λ(m|n,d)
A,C∈P (m|n)
{eA1λfC | χ(eAfC)  λ}.
Note that we have the following alternate descriptions of Y . Following from Proposition
2.10.1 we have
eA1λfC = 1λ′eAfC = eAfC1λ′′ ,
where λ′ and λ′′ are as above. Using this and Lemma 2.13.1 we can characterize Y as
Y =
⋃
λ′∈Λ(m|n,d)
A,C∈P (m|n)
{1λ′eAfC | χL(eAfC)  λ
′} =
⋃
λ′′∈Λ(m|n,d)
A,C∈P (m|n)
{eAfC1λ′′ | χR(eAfC)  λ
′′}.
Finally we are prepared to give a basis for T .
Proposition 2.14.1. The set Y spans the Z-superalgebra TZ.
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Proof. The proof is exactly parallel to the proof of [9, Proposition 5.2]. Namely, as discussed
in Section 2.12, the Kostant monomials span TZ. From Proposition 2.8.1 we in fact know
that TZ is spanned by Kostant monomials consisting of products of divided powers of root
vectors and weight idempotents. Given such a Kostant monomial, we may use Proposi-
tion 2.10.1 to move all weight idempotents to the right hand side of the Kostant monomial.
Thus it suffices to show that Kostant monomials consisting of products of divided powers
of root vectors can be written as an integral linear combination of elements in Y . This
is done by inducting on the degree and content of the monomial using the commutation
formulas. As our content formula and commutation formulas are of the same form as in
[9], the inductive argument used there applies here without change. The only difference
appears when we use the commutation formulas given in Lemma 2.11.1. Extra signs appear
but all coefficients remain integral and this is all that is needed for the proof.
We also need that for all s, t ∈ Z≥0, the term
(
Hα − t
s
)
in (2.11.1) belongs to T 0Z . As
these elements are purely even this follows from the remark after [9, Equation (5.11)]. It
can also be verified directly by an inductive argument using the identity(
Hα − 1
s
)
=
(
Hα
s
)
−
(
Hα − 1
s− 1
)
.

Lemma 2.14.2. The cardinality of the set Y is equal to the dimension of the Schur super-
algebra.
Proof. By [8, Section 2.3] the dimension of the Schur superalgebra is equal to the number
of monomials of total degree d in the free supercommutative superalgebra in m2 + n2 even
variables and 2mn odd variables. Equivalently, the dimension of S is the same as the
number of monomials in m2 + n2 − 1 even variables and 2mn odd variables of total degree
not exceeding d. From this it is immediate that the dimension of S is the same as the
cardinality of the set
P = {eAHBfC | B = (Bi) ∈ Λ(m|n); B1 = 0; A, C ∈ P (m|n), |A|+ |B|+ |C| ≤ d} .
Thus to prove the lemma it suffices to give a bijection between P and Y . Define the map
P → Y by
eAHBfC 7→ eA1λfC ,
where λ = (d− |A| − |B| − |C|)ε1 +B + χ(eAfC). The inverse map is given by
eA1λfC 7→ eAHBfC ,
where B = λ− χ(eAfC)− λ1ε1. This completes the proof of the lemma. 
As T surjects onto S(m|n, d), it immediately follows from the previous two results that Y
is a basis for the Schur superalgebra and its integral form and that T and S are isomorphic.
Therefore we have proven Theorem 2.3.1 and the following result.
Theorem 2.14.3. The set
Y =
⋃
λ∈Λ(m|n,d)
{eA1λfC | A,C ∈ P (m|n), χ(eAfC)  λ}
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is a Q-basis for S(m|n, d) and a Z-basis for S(m|n, d)Z.
Finally, we note that there is another basis similar to Y in which the e and f monomials
are interchanged (see [9, Theorem 2.3] where the analogous basis is denoted Y−).
2.15. A weight idempotent presentation. We also have an alternate presentation of
the Schur superalgebra using weight idempotents.
Theorem 2.15.1. The Schur superalgebra S(m|n, d) is generated by the homogeneous ele-
ments
e1, . . . , em+n−1, f1, . . . , fm+n−1, 1λ,
where λ runs over the set Λ(m|n, d) and the Z2-grading is given by setting e¯m = f¯m = 1¯,
ei = f i = 0¯ for i 6= m, and 1λ = 0¯ for all λ ∈ Λ(m|n, d).
The following are a complete set of relations:
(R1′) 1λ1µ = δλ,µ1λ,
∑
λ∈Λ(m|n,d) 1λ = 1
(R2′) ei1λ =
{
1λ+αiei, if λ+ αi ∈ Λ(m|n, d);
0, otherwise.
(R2′′) fi1λ =
{
1λ−αifi, if λ− αi ∈ Λ(m|n, d);
0, otherwise.
(R2′′′) 1λei =
{
ei1λ−αi , if λ− αi ∈ Λ(m|n, d);
0, otherwise.
(R2′′′′) 1λfi =
{
fi1λ+αi , if λ+ αi ∈ Λ(m|n, d);
0, otherwise.
(R3′) [ei, fj] = δi,j
∑
λ∈Λ(m|n,d)
(
λj − (−1)
ei·fjλj+1
)
1λ.
And relations (R4) and (R5) given in Theorem 2.3.1.
The proof of Theorem 2.15.1 is identical to the analogous [9, Theorem 2.4] so we omit it.
3. Quantum Case
The ground field is now the field of rational functions in the indeterminate q, Q(q). In
this section all vector spaces will be defined over Q(q).
3.1. The quantum supergroup for gl(m|n). We have analogous results in the quantum
setting. The enveloping superalgebra U is replaced by the quantized enveloping superalgebra
U = Uq(gl(m|n)) defined in [7, 25]
1. By definition U is given by generators and relations
as follows. The generators are:
E1, . . . , Em+n−1, F1, . . . , Fm+n−1,K
±1
1 , . . . ,K
±1
m+n.
The Z2-grading on U is given by setting Em = Fm = 1¯, Ea = F a = 0¯ for a 6= m, and
K
±1
a = 0¯. These generators are subject to relations (Q1) − (Q5) in Theorem 3.3.1.
1Note that there are errors in [25] which are corrected in [7].
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3.2. The q-Schur superalgebra. To define the q-Schur superalgebra, Sq(m|n, d), we need
to introduce the analogue of the natural representation for U. Set V to be the (m + n)-
dimensional vector space with fixed basis v1, . . . , vm+n. A Z2-grading on V is given by
setting va = a, where we use the notation introduced in (2.1.1). Before proceeding we set
a convenient notation. For a = 1, . . . ,m+ n we define
qa = q
(−1)a . (3.2.1)
The analogue of the natural representation, ρ : U→ EndQ(q)(V), is defined by
ρ(Ka)vb = q
(εa,εb)vb = q
δa,b
a vb,
ρ(Ea)vb = δa+1,bva, (3.2.2)
ρ(Fa)vb = δa,bva+1.
The bilinear form used above is as in (2.1.3). It is a direct calculation to verify that this
defines a representation of U.
We define a comultiplication on U given on generators by
∆(Ea) = Ea ⊗K
−1
a Ka+1 + 1⊗ Ea,
∆(Fa) = Fa ⊗ 1 +KaK
−1
a+1 ⊗ Fa, (3.2.3)
∆(Ka) = Ka ⊗Ka.
Using this comultiplication and the sign convention discussed in Section 2.2 we then have
an action of U for any d ≥ 1 on the d-fold tensor product of the natural module,
V⊗d := V ⊗V⊗ · · · ⊗V.
That is, we obtain a superalgebra homomorphism
ρd : U→ EndQ(q)
(
V⊗d
)
. (3.2.4)
We define the q-Schur superalgebra Sq(m|n, d) to be the image of ρd. In particular, we
can and will view it as a quotient of the superalgebra U and so a set of generators of U
gives a set of generators for Sq(m|n, d) which are subject to possibly additional relations.
3.3. A presentation of the q-Schur superalgebra. We first introduce the quantum
analogue of root vectors so as to more easily state the relations for the q-Schur superalgebra.
For 1 ≤ a 6= b ≤ m + n we define the root vector Ea,b recursively as follows. For a =
1, . . . ,m+ n− 1 we set
Ea,a+1 := Ea and Ea+1,a := Fa.
If |a− b| > 1, then Ea,b is defined by setting
Ea,b =
{
Ea,cEc,b − qcEc,bEa,c, if a > b;
Ea,cEc,b − q
−1
c Ec,bEa,c, if a < b.
(3.3.1)
where c can be taken to be an arbitrary index strictly between a and b. It is straightforward
to see that Ea,b is independent of the choice of c. It is also straightforward to see that Ea,b
is homogeneous and of degree εa − εb.
We can now give a presentation for Sq(m|n, d). Note that the bilinear form used in the
following relations is defined in (2.1.3) and the notation qa is as defined in (3.2.1).
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Theorem 3.3.1. The q-Schur superalgebra Sq(m|n, d) is generated by the homogeneous
elements
E1, . . . , Em+n−1, F1, . . . , Fm+n−1,K
±1
1 , . . . ,K
±1
m+n.
The Z2-grading is given by setting Em = Fm = 1¯, Ea = F a = 0¯ for a 6= m, and K
±1
a = 0¯.
These elements are subject to the following relations:
(Q1) For M, N ∈ {±1} and 1 ≤ a, b ≤ m+ n,
KMa K
N
b = K
N
b K
M
a ,
and
KaK
−1
a = K
−1
a Ka = 1;
(Q2) For 1 ≤ a ≤ m+ n and 1 ≤ b ≤ m+ n− 1
KaEb,b+1 = q
(εa,αb)Eb,b+1Ka = q
(δa,b−δa,b+1)
a Eb,b+1Ka,
KaEb+1,b = q
(εa,−αb)Eb+1,bKa = q
(δa,b+1−δa,b)
a Eb+1,bKa;
(Q3) For 1 ≤ a, b ≤ m+ n− 1
[Ea,a+1, Eb+1,b] = δa,b
KaK
−1
a+1 −K
−1
a Ka+1
qa − q
−1
a
,
and for |a− b| > 1, we have the commutations
Ea+1,aEb+1,b = Eb+1,bEa+1,a and Ea,a+1Eb,b+1 = Eb,b+1Ea,a+1;
(Q4) E2m,m+1 = E
2
m+1,m = 0;
(Q5) If neither m nor n is 1, we have the following Uq(gl(m|n)) Serre relations.
For a 6= m, we have
(a) Ea+1,aEa+2,a = qaEa+2,aEa+1,a, 1 ≤ a ≤ m+ n− 2,
(b) Ea,a+1Ea,a+2 = qaEa,a+2Ea,a+1, 1 ≤ a ≤ m+ n− 2,
(c) Ea+1,a−1Ea+1,a = qaEa+1,aEa+1,a−1, 2 ≤ a ≤ m+ n,
(d) Ea−1,a+1Ea,a+1 = qaEa,a+1Ea−1,a+1, 2 ≤ a ≤ m+ n;
For a = m, we have
[Em+1,m, Em+2,m−1] = [Em,m+1, Em−1,m+2] = 0.
If either m = 1 or n = 1, then these relations are omitted;
(Q6) K1K2 · · ·KmK
−1
m+1K
−1
m+2 · · ·K
−1
m+n = q
d;
(Q7) (Ka − 1)(Ka − qa)(Ka − q
2
a) · · · (Ka − q
d
a) = 0, for all 1 ≤ a ≤ m+ n.
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3.4. Strategy and simplifications. As in the nonquantum case, the approach of [9] ap-
plies in our setting once the correct definitions and calculations are established. Namely,
let T be the algebra defined by the generators and relations of Theorem 3.3.1. The basic
line of argument is the same as before: we prove that relations (Q1) through (Q7) hold in
S = Sq(m|n, d) and so we have a surjective map T → S induced by the map ρd given in
(3.2.4). We then show this map is an isomorphism by showing via a series of calculations
that the dimension of T is no more than the dimension of S. As it is no more difficult, we
actually prove a slightly stronger result by working with a Z[q, q−1]-form.
As before we lighten the reading by using the same notation for elements of U and their
images in the quotients T and S. We will make it clear in which algebra we are working
whenever it is important to do so. Furthermore, we can again make use of the fact that
the quantum group associated to g0¯ is a subalgebra of U (as the subalgebra generated by
Ea, Fa (a 6= m) and K
±1
1 , . . . ,K
±1
m+n) and so calculations on purely even elements follow
from the analogous results in the non-super setting.
3.5. The new relations. We first prove that relations (Q6) and (Q7) hold in S = Sq(m|n, d)
and, hence, the surjection ρd : U→ S factors through T.
Lemma 3.5.1. Under the representation ρd : U→ End(V
⊗d), the images of the Ka satisfy
the relations (Q6) and (Q7). Moreover, the relation (Q7) is the minimal polynomial of the
image of Ka in End(V
⊗d).
Proof. Using the action of U on V given in (3.2.2) and on V⊗d via the comultiplication
(3.2.3) and the sign convention discussed in Section 2.2, the argument is as in the nonquan-
tum case except that the calculations are done multiplicatively. We point out that there is
one subtlety (and it is the reason why our relations differ slightly from the analogous ones
from [9, Lemma 8.1]). Namely, the action of Ka when a > m is the inverse of what might
be expected. 
3.6. Divided powers and weight idempotents. Let A denote U, T, or S. We now
define various elements of A which are analogous to those defined in the nonquantum
setting.
We first introduce notation for the quantum integers. Given n ∈ Z≥0, let
[n] =
qn − q−n
q − q−1
and
[n]! = [n] · [n− 1] · · · · · [2] · [1].
It is helpful for calculations to note that [n] is unchanged by the substitution q 7→ q−1 and,
in particular, under the substitution q 7→ qa.
Given x ∈ A and k ∈ Z≥0, we define the kth divided power of x by
x(k) =
xk
[k]!
.
In particular, the root vectors introduced in Section 3.3 have divided powers, E
(r)
a,b , for all
1 ≤ a 6= b ≤ m+ n and r ≥ 0.
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If 1 ≤ a, b ≤ m+ n, then we set
Ka,b = KaK
−1
b .
For t ∈ Z≥0 and c ∈ Z, we use the qa notation given in (3.2.1) and set[
Ka; c
t
]
=
t∏
s=1
Kaq
c−s+1
a −K
−1
a q
−c+s−1
a
qsa − q
−s
a
and
[
Ka,b; c
t
]
=
t∏
s=1
Ka,bq
c−s+1
a −K
−1
a,b q
−c+s−1
a
qsa − q
−s
a
.
For short, we write [
Ka
t
]
=
[
Ka; 0
t
]
.
For λ = (λa) ∈ Λ(m|n), we write
Kλ =
m+n∏
a=1
[
Ka
λa
]
.
As the Ka commute, the product can be taken in any order. For λ ∈ Λ(m|n, d) we introduce
the shorthand
1λ := Kλ
and because of part (b) of Proposition 3.6.1 we call these weight idempotents.
We define A0 as the subalgebra of A generated by
K±1a and
[
Ka
t
]
for all a = 1, . . . ,m + n, t ∈ Z≥0. We define A
0
A to be the A = Z[q, q
−1]-subalgebra of A0
generated by
K±1a and
[
Ka
t
]
for all a = 1, . . . ,m+ n, t ≥ 0. If A equals T or S, then it is clear that A0 and A0A is the
image of U0 and U0A, respectively, under the quotient map.
Now we investigate the structure of T0 and T0A. In the following proposition we continue
our use of the notation qa introduced in (3.2.1).
Proposition 3.6.1. Define I0 to be the ideal of U0 generated by
K1K2 · · ·KmK
−1
m+1 · · ·K
−1
m+n − q
d
and
(Ka − 1)(Ka − qa) · · · (Ka − q
d
a)
for a = 1, . . . ,m+ n. Then the following statements hold.
(a) We have a superalgebra isomorphism U0/I0 ∼= T0.
(b) The set {1λ | λ ∈ Λ(m|n, d)} is a Q(q)-basis for T
0 and a Z[q, q−1]-basis for T0A.
Moreover, they give a set of pairwise orthogonal idempotents which sum to the iden-
tity.
(c) Kµ = 0 for any µ ∈ Λ(m|n) such that |µ| > d.
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Proof. As these elements are purely even, the proof of [9, Proposition 8.2] applies if we keep
in mind the slight difference in Ka when a > m and that we should replace each v in their
argument by qa. 
To state the next result we need to introduce the Gaussian binomial coefficient. For
z ∈ Z, and t ∈ Z≥0, define [
z
t
]
=
t∏
s=1
qz−s+1 − q−z+s−1
qs − q−s
. (3.6.1)
In the equations which follow one might expect qa to appear in the binomial coefficients.
However, the binomial coefficient is invariant under the map q 7→ q−1 so this dependency
is avoided.
Proposition 3.6.2. Let 1 ≤ a ≤ m + n, t ∈ Z≥0, c ∈ Z, λ ∈ Λ(m|n, d), and µ ∈ Λ(m|n).
We have the following identities in the superalgebra T 0:
(a) K±1a 1λ = q
±λa
a 1λ,
[
Ka; c
t
]
1λ =
[
λa + c
t
]
1λ.
(b) Kµ1λ = λµ1λ, where λµ =
∏
a
[
λa
µa
]
.
(c) Kµ =
∑
λ∈Λ(m|n,d)
λµ1λ.
Proof. As the elements are purely even, the argument from the proof of [9, Proposition 8.3]
carries over if we replace v by qa. 
3.7. Commutation relations between root vectors and weight idempotents. Re-
call that in Section 3.3 we defined root vectors Ea,b ∈ U for every 1 ≤ a 6= b ≤ m + n.
As is our convention, we also write Ea,b for their image in T and S. We now compute the
commutation relations between root vectors and weight idempotents.
Proposition 3.7.1. For any λ ∈ Λ(m|n, d), and α = εb−εc ∈ Φ, we have the commutation
formulas:
Eb,c1λ =
{
1λ+αEb,c if λ+ α ∈ Λ(m|n, d)
0 otherwise
and similarly
1λEb,c =
{
Eb,c1λ−α if λ− α ∈ Λ(m|n, d)
0 otherwise.
Proof. The following identities are derived by direct computation.[
Ka; 0
1
] [
Ka;−1
λa
]
=
[
λa + 1
1
] [
Ka; 0
λa + 1
]
, (3.7.1)[
Ka; 1
λa
]
= qλaa
[
Ka
λa
]
+ qλa−1a K
−1
a
[
Ka
λa − 1
]
. (3.7.2)
From the defining relation (Q2), we can see that Ka and Eb,c commute if a 6= b and a 6= c.
Moreover,
KbEb,c = qbEb,cKb.
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This implies
Eb,c
[
Kb
λb
]
=
[
Kb;−1
λb
]
Eb,c. (3.7.3)
We also have:
KcEb,c = q
−1
c Eb,cKc,
which implies
Eb,c
[
Kc
λc
]
=
[
Kc; 1
λc
]
Eb,c. (3.7.4)
Then, for λ ∈ Λ(m|n, d), and b 6= c, we have
Eb,c1λ =
[
Kb;−1
λb
] [
Kc; 1
λc
] ∏
l 6=b,c
[
Kl
λl
]
Eb,c.
Multiply both sides of the preceding equality by
[
Kb
λb
]
and use (3.7.1) to simplify the right-
hand side and (3.7.3), (3.7.4) to simplify the left-hand side. The result is:
Eb,c
[
Kb; 1
λb
]
1λ =
[
λb + 1
1
] [
Kb
λb + 1
] [
Kc; 1
λc
] ∏
l 6=b,c
[
Kl
λl
]
Eb,c.
Assuming λc ≥ 1 and using (3.7.2), we get
Eb,c1λ =
[
λb + 1
1
] [
Kb
λb + 1
](
qλcc
[
Kc
λc
]
+ qλc−1c K
−1
c
[
Kc
λc − 1
]) ∏
l 6=b,c
[
Kl
λl
]
Eb,c.
Thus, when λc ≥ 1 we can multiply through in the above expression and apply Proposi-
tion 3.6.1(c) to see that the first summand must be zero. The above equality simplifies
to
Eb,c1λ = q
λc−1
c K
−1
c 1λ+αEb,c.
Now, by Proposition 3.6.2(a), K−1c acts on 1λ+α as q
−(λc−1)
c . Thus we obtain the equality
in the first part of the proposition in the case λc ≥ 1.
If λc = 0, then the right-hand-side is zero by Proposition 3.6.1(c). This proves the first
part of the proposition. The proof of the second part is similar. 
3.8. Commutation formulas between divided powers of root vectors. We will need
to know how divided powers of root vectors commute with each other. To obtain this we
use the PBW-Commutator Lemma presented in [7]. We first consider the case when both
root vectors correspond to positive roots2.
Ea,bEc,d =

(−1)Ea,bEc,dEc,dEa,b (b < c or c < a < b < d)
(−1)Ea,bEc,dqbEc,dEa,b (a < c < b = d)
(−1)Ea,bEc,dqaEc,dEa,b (a = c < b < d)
Ea,d + q
−1
c Ec,dEa,b (b = c)
(−1)Ea,bEc,dEc,dEa,b + (qb − q
−1
b )Ea,dEc,b (a < c < b < d)
(3.8.1)
2Note that there is a typographic error in [7, 20(b)] and that we have chosen to write signs in an equivalent
but more symmetric fashion.
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Before stating the result, we first observe that we can make the following assumptions.
First, since the case when both root vectors have divided power one is handled by (3.8.1),
we may assume that at least one of the powers is greater than one. Second, if εa − εb is an
odd root, then by [7, Section IV] we have E2a,b = 0. That is, just as in the nonquantum case
we may assume the odd root vectors have divided power at most one. Therefore, in what
follows if the power of a root vector is one, then it may be even or odd; but if the power is
greater than one, then we are implicitly assuming the root vector is even. In particular, the
combination of these two assumptions means that in each formula below at least one root
vector is even and, hence, our formulas do not involve extra signs due to the Z2-grading.
Under the above assumptions lengthy but elementary inductive arguments using (3.8.1)
imply the following commutator formulas for the divided powers of root vectors associated to
positive roots. In these relations and the ones that follow we use the qa notation introduced
in (3.2.1) and the Gaussian binomials introduced in (3.6.1). The relations given here are
analogous to those obtained by Xi for the quantum groups of simple Lie algebras [23].
Proposition 3.8.1. Let Ea,b and Ec,d be two root vectors with a < b and c < d, and let
M,N ≥ 1 satisfying the assumptions given above. We then have the following commutation
formulas.
(1) If b < c or c < a < b < d, then
E
(M)
a,b E
(N)
c,d = E
(N)
c,d E
(M)
a,b .
(2) If a = c < b < d or a < c < b = d, then
E
(M)
a,b E
(N)
c,d = q
MN
b E
(N)
c,d E
(M)
a,b .
(3) If a < b = c < d, then
E
(M)
a,b E
(N)
c,d =
min(M,N)∑
t=0
q
−(N−t)(M−t)
b E
(N−t)
c,d E
(t)
a,dE
(M−t)
a,b .
(4) If a < c < b < d, then
E
(M)
a,b E
(N)
c,d =
min(M,N)∑
t=0
q
t(t−1)
2
b (qb − q
−1
b )
t[t]!E
(t)
c,bE
(N−t)
c,d E
(M−t)
a,b E
(t)
a,d.
We note that from these commutator formulas we can derive a second set by solving for
E
(N)
c,d E
(M)
a,b and then interchanging (a, b) and (c, d). Taken together with the formulas given
in the proposition these give a complete set of commutator formulas for divided powers
of positive root vectors. That this is a complete set of formulas can easily be seen by
considering the various possibilities for the subscripts (cf. [9, Section 9]).
There is a similar set of commutator formulas for divided powers of negative root vectors.
They can be derived directly using the analogous results from [7]. Alternatively, U admits
an antiautomorphism given by Ea 7→ Fa, Fa 7→ Ea, and Ka 7→ K
−1
a . Applying this map to
the commutator relations for positive root vectors yields the commutator relations among
negative root vectors.
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3.9. More commutation formulas. Finally we give the commutation formulas between
a positive and a negative root vector. Let us assume a < b and c < d. Then from [7] we
have the following:
Ea,bEd,c =

(−1)E¯a,bE¯d,cEd,cEa,b (b ≤ c or c < a < b < d)
(−1)E¯a,bE¯d,cEd,cEa,b +Kc,bEa,c (a < c < b = d)
(−1)E¯a,bE¯d,cEd,cEa,b − (−1)
E¯a,bE¯d,cKa,bEd,b (a = c < b < d)
(−1)E¯a,bE¯d,cEd,cEa,b + (qa − q
−1
a )
−1(Ka,b −K
−1
a,b ) (a = c and b = d)
(−1)E¯a,bE¯d,cEd,cEa,b − (qb − q
−1
b )Kc,bEa,cEd,b (a < c < b < d)
(3.9.1)
Using these and elementary inductive arguments yields the following formulas. Note that
the assumptions on divided powers of root vectors stated before Proposition 3.8.1 apply here
as well.
Proposition 3.9.1. Let Ea,b and Ed,c be two root vectors with a < b and c < d, and let
M,N ≥ 1. We then have the following commutation formulas.
(1) If b ≤ c or c < a < b < d, then
E
(M)
a,b E
(N)
d,c = E
(N)
d,c E
(M)
a,b .
(2) If a < c < b = d
E
(M)
a,b E
(N)
d,c =
min(M,N)∑
t=0
q
−t(N−t)
b E
(N−t)
d,c K
t
c,dE
(M−t)
a,b E
(t)
a,c.
(3) If a = c < b < d, then
E
(M)
a,b E
(N)
d,c =
min(M,N)∑
t=0
(−1)tq
−t(M−1−t)
b E
(t)
d,bE
(N−t)
d,c K
t
a,bE
(M−t)
a,b .
(4) If a < b, then
E
(M)
a,b E
(N)
b,a =
min(M,N)∑
t=0
E
(N−t)
b,a
[
Ka,b; 2t−M −N
t
]
E
(M−t)
a,b .
(5) If a < c < b < d, then
E
(M)
a,b E
(N)
d,c =
min(M,N)∑
t=0
(−1)tq
−t(2N−3t−1)
2
b (qb − q
−1
b )
t[t]!E
(N−t)
d,c E
(t)
d,bK
t
c,bE
(M−t)
a,b E
(t)
a,c.
We can use the antiautomorphism on U defined in the previous section along with simple
calculations to derive additional identities (cf. [9, Section 9]). In this way we obtain a
complete set of commutation relations involving a positive root vector to the left of a
negative root vector. There are similar commutation formulas for the case of a negative
root vector followed by a positive root vector. These can be obtained from the above
formulas by solving for the term E
(N)
d,c E
(M)
a,b . The new formulas will be of a similar form.
Taking all possible formulas we obtain the commutation formulas for divided powers of
root vectors. The interested reader can derive the complete set.
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3.10. An A-form for U. Recall that Lusztig defined an A = Z[q, q−1]-form for Uq(g)
whenever g is a semisimple Lie algebra. We define an analogous A-form for U. Let UA
denote the A-subsuperalgebra of U generated by{
E
(M)
a,b ,K
±1
a ,
[
Ka
t
]
| 1 ≤ a 6= b ≤ m+ n,M, t ∈ Z≥0
}
.
Fix an order on the root system Φ+ and let P (m|n) be as in (2.13.1). For A = (A(α)) ∈
P (m|n), we define
EA =
∏
α=εa−εb∈Φ+
E
(A(α))
a,b ,
FA =
∏
α=εa−εb∈Φ+
E
(A(α))
b,a ,
where the product is taken according to the fixed order on Φ+.
There is a known basis for the analogously defined A-form for Uq(g0¯) following from
Lusztig’s basis for Uq(sl(n)) [17, Theorem 4.5] (see also [23]). Using this basis and the
quantum commutator formulas given in the previous section it follows that UA has an
A-basis given by the set{
EA
m+n∏
a=1
(
Kσaa
[
Ka
µa
])
FC | A,C ∈ P (m|n), σ1, . . . , σm+n ∈ {0, 1}, µ ∈ Λ(m|n)
}
.
(3.10.1)
In particular this gives a basis for U after extending scalars (compare with [25, Proposi-
tion 1]).
If A is S or T, then we define AA to be the image of UA under the quotient map. In
particular AA is a Z[q, q
−1]-subsuperalgebra of A and (the image under the quotient map
of) the set given in (3.10.1) spans AA. For short we call Sq(m|n, d)A the integral q-Schur
superalgebra.
3.11. Quantum Kostant monomials and content functions. We now define the quan-
tum analogue of the Kostant monomials. Any finite product of nonzero elements of the form
E
(M)
a,b , K
±1
a ,
[
Ka
t
]
,
where 1 ≤ a 6= b ≤ m+ n and M, t ∈ Z≥0, will be called a Kostant monomial.
We also define content functions as before. Namely, the content function
χ : {Kostant monomials} →
m+n⊕
i=1
Zεi (3.11.1)
is given on generators by declaring for α = εa − εb ∈ Φ, M,N ∈ N, and t ∈ Z≥0 that
χ
(
E
(M)
a,b
)
=Mεmax(a,b),
χ (Ka) = χ
(
K−1a
)
= χ
([
Ka
t
])
= 0.
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For general monomials we again use the formula χ(XY ) = χ(X)+χ(Y ) whenever X,Y are
Kostant monomials.
We also define the left content, χL, and right content, χR, by declaring on generators
that
χL(E
(M)
a,b ) =Mεa,
χL(Ka) = χL(K
−1
a ) = χL
([
Ka
t
])
= 0
χR(E
(M)
a,b ) =Mεb,
χR(Ka) = χR(K
−1
a ) = χR
([
Ka
t
])
= 0,
and again using the rule χL(XY ) = χL(X) + χR(Y ) (similarly for χR) whenever X and Y
are Kostant monomials. We again use (2.12.3) to view outputs of the content functions as
elements of Λ(m|n).
3.12. A basis for the q-Schur superalgebra. We can now state the quantum analogue
of Theorem 2.14.3.
Theorem 3.12.1. The integral q-Schur superalgebra is the A-subalgebra of Sq(m|n, d) gen-
erated by
E(M)a , F
(M)
a ,
[
Kb
t,
]
where 1 ≤ a ≤ m+ n− 1, 1 ≤ b ≤ m+ n, and M ∈ Z≥0. Moreover, the set
Y =
⋃
λ∈Λ(m|n,d)
{EA1λFC | A,C ∈ P (m|n), χ(EAFC)  λ}
forms a Q(q)-basis of Sq(m|n, d) and an A-basis of Sq(m|n, d)A.
We remark that, as in Section 2.14, the set Y has alternate descriptions using the left
and right content functions. Applying the antiautomorphism of U yields a similar basis in
which the positions of the E and F terms are swapped; that is, the analogue of Y− in [9].
Proposition 3.12.2. The set Y spans the superalgebra T.
Proof. The proof is exactly analogous to the proof of Proposition 2.14.1 and the proof
of [9, Proposition 9.1]. One again argues by induction on degree and content using the
above commutation formulas to write an arbitrary Kostant monomial as a Z[q, q−1]-linear
combination of elements of Y. The coefficients in our commutation formulas are slightly
different, but they are still elements of Z[q, q−1] and so this does not affect the substance of
the argument. 
Lemma 3.12.3. The cardinality of the set Y is equal to the dimension of S = Sq(m|n, d).
Proof. It is known that the dimension of Sq(m|n, d) over Q(q) equals the dimension of
S(m|n, d) over Q. This is established, for example, in the proof of [19, Proposition 4.3].
This can also be seen as an outcome of [10, Theorem 9.7]. The result then follows by the
proof of Lemma 2.14.2. 
Theorems 3.3.1 and 3.12.1 now follow as in the nonquantum case.
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3.13. A weight idempotent presentation. We also have a quantum analogue of The-
orem 2.15.1 which gives the q-Schur superalgebra by generators and relations using the
weight idempotents.
Theorem 3.13.1. The q-Schur superalgebra Sq(m|n, d) is generated by the homogeneous
elements
E1, . . . , Em+n−1, F1, . . . , Fm+n−1, 1λ,
where λ runs over the set Λ(m|n, d). The Z2-grading is given by setting Em = Fm = 1¯,
Ea = F a = 0¯ for a 6= m, and 1λ = 0¯ for all λ ∈ Λ(m|n, d).
These generators are subject only to the relations:
(Q1′) 1λ1µ = δλ,µ1λ,
∑
λ∈Λ(m|n,d) 1λ = 1
(Q2′) Ea1λ =
{
1λ+αaEa, if λ+ αa ∈ Λ(m|n, d);
0, otherwise.
(Q2′′) Fa1λ =
{
1λ−αaFa, if λ− αa ∈ Λ(m|n, d);
0, otherwise.
(Q2′′′) 1λEa =
{
Ea1λ−αa , if λ− αa ∈ Λ(m|n, d);
0, otherwise.
(Q2′′′′) 1λFa =
{
Fa1λ+αa , if λ+ αa ∈ Λ(m|n, d);
0, otherwise.
(Q3′) [Ea, Fb] = δa,b
∑
λ∈Λ(m|n,d)
(
λb − (−1)
EaF bλb+1
)
1λ.
And relations (Q4) and (Q5) given in Theorem 3.3.1.
Theorem 3.13.1 is proven just as in the nonquantum case and as in the proof of [9,
Theorem 3.4].
4. The q-Schur Superalgebra as an Endomorphism Superalgebra
4.1. Quantum Schur-Weyl duality. There is a natural signed action of the Iwahori-
Hecke algebra associated to the symmetric group on d letters, Hq = Hq(Σd), on V
⊗d. In
[19] Mitsuhashi defines the q-Schur superalgebra as the superalgebra
S˜ := S˜(m|n, d) = EndHq(V
⊗d).
The main result of [19] is to establish a Schur-Weyl duality between this endomorphism
algebra and the Iwahori-Hecke algebra. However, it is not immediately obvious the q-Schur
superalgebra defined in this paper as a quotient of U coincides with the one used there. We
now reconcile this difference.
Recall that we have a fixed homogeneous basis v1, . . . , vm+n for V and this defines a
homogeneous basis {vi1 ⊗ · · · ⊗ vid | 1 ≤ i1, . . . , id ≤ m + n} for V
⊗d. Define a map
σd : V
⊗d → V⊗d by
σd(vi1 ⊗ · · · ⊗ vid) = (−1)
v¯i1+···+v¯idvi1 ⊗ · · · ⊗ vid .
It is easily seen that σd commutes with the action of Hq on V
⊗d defined in [19].
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Let Uσ denote the quantum group associated to gl(m|n) in [2, 19]. This algebra is
generated by elements e1, . . . , em+n−1, f1, . . . , fm+n−1, and q
h (where h ranges over the
elements of the dual weight lattice), along with an element denoted by σ. For each d ≥ 1,
let
ρ˜d : U
σ → EndQ(q)
(
V⊗d
)
denote the homomorphism given in [19, Equation (3.2)]. Mitsuhashi proves in [19, Theo-
rem 4.4] that S˜ = ρ˜d (U
σ) . For short we write S for the q-Schur superalgebra defined in
Section 3.2 as a quotient of U. We claim that S˜ = S. When d = 1, it is straightforward
to see that the action of the generators ea, fa, q
h, coincide with the action of our Ea, Fa,
and K±1a . More generally, this remains true for d ≥ 1 once we take into account the fact
that the difference in the coproducts is exactly explained by the fact that we use the sign
convention whereas Mitsuhashi does not but instead introduces the element σ (which acts
on V⊗d by σd).
Thus S ⊆ S˜. It only remains to account for the extra generator σ in Uσ. That is, since
σ acts on V⊗d by the map σd, we need to show that σd lies in S. The next lemma shows
that it lies in the image of ρd and, hence, in S.
Lemma 4.1.1. For each d ≥ 1, there exists xd ∈ U so that ρd(xd) = σd.
Proof. It suffices to construct an element of U whose action on our basis for V⊗d coincides
with the action of σd. We build this element up in several steps. First, for 0 ≤ s ≤ d and
1 ≤ a ≤ m+ n we use the notation given in (3.2.1) and (2.1.1) to define ωs,a ∈ U by
ωs,a =
(Ka − 1)(Ka − qa) · · · (Ka − q
s−1
a )(Ka − q
s
a + (−1)
s·a)(Ka − q
s+1
a ) · · · (Ka − q
d
a)
(qsa − 1)(q
s
a − qa) · · · (q
s
a − q
s−1
a )(qsa − q
s+1
a ) · · · (qsa − q
d
a)
.
Given 1 ≤ a ≤ m+ n we define a function,
ra : {vi1 ⊗ · · · ⊗ vid | 1 ≤ i1, . . . , id ≤ m+ n} → {0, 1, . . . , d} ,
which counts the occurrences of va in vi1 ⊗ · · · ⊗ vid . That is, it is defined by
ra = ra(vi1 ⊗ · · · ⊗ vid) = | {t = 1, . . . , d | it = a} |.
Then a direct calculation (cf. the calculation used to prove relation (Q7) in Lemma 3.5.1)
shows that
ωs,a(vi1 ⊗ vi2 ⊗ · · · ⊗ vid) =
{
(−1)ra·a(vi1 ⊗ vi2 ⊗ · · · ⊗ vid), if s = ra;
0, if s 6= ra.
Now, for 1 ≤ a ≤ m+ n define Ωa ∈ U by
Ωa =
d∑
s=0
ωs,a.
It then follows that for any basis vector vi1 ⊗ · · · ⊗ vid we have
Ωa(vi1 ⊗ · · · ⊗ vid) = (−1)
ra·a(vi1 ⊗ · · · ⊗ vid).
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Finally we define Ω ∈ U to be the element
Ω =
m+n∏
a=1
Ωa.
It follows that we have
Ω(vi1 ⊗ · · · ⊗ vid) =
(
m+n∏
a=1
(−1)ra·a
)
(vi1 ⊗ · · · ⊗ vid)
= (−1)r1·1+···+rm+n·m+n(vi1 ⊗ · · · ⊗ vid)
= (−1)vi1+···+vm+n(vi1 ⊗ · · · ⊗ vid)
for every basis element vi1 ⊗ · · · ⊗ vid . That is, as desired, Ω ∈ U acts as σd on V
⊗d. 
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