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Abstract
The focus of this paper is on issues arising from the comparison of business survey indices (BSI’s). Any BSI
may be contaminated by false reports or contagion effects so that a crude comparison of BSI’s across different
groups is not appropriate. A method is therefore proposed for transforming different business survey indices into
comparable indices using the generalized birth and death process. The method is carefully designed in order to
filter out contagion effects by taking respondents’ interaction into consideration. The method also improves the
comparability of the BSI’s by adjusting the information precision of different survey groups.
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1. Introduction
It is common to report probabilities of an event in economics. One of the reasons we are so obsessed
by probabilities is that they can provide us with the bottom lines for comparisons. Hamilton [5], Diebold
et al. [3], and many others report estimated probabilities of being in recession or boom by using economic
variables such as output. However, business survey indices (BSI’s), which convey the information about
sentiment concerning business conditions, are still reported by the index number itself. This paper studies
a method that can transform the index number to a comparable metric so that fundamental information
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can be extracted from the indices. By doing so, I argue, the usefulness of business survey indices can be
improved.
Piatier [7] questioned the usefulness of many survey indices because of their lack of comparability.
However, I have not seen any study which addressed this issue since then. A survey index is calculated
by indexing individual responses, and is believed to convey qualitative information based on people’s
subjective perceptions. Therefore, it is not convincing to compare different indices calculated from
different survey groups. Moreover, individual opinions about business conditions are not immune to
contagion and bandwagon effects. Hence, there is a possibility that an index may misrepresent even
qualitative information because of interaction within the survey group.
There are several problems to be discussed in order to overcome these limitations of BSI’s and extract
fundamental information from them. One of the major problems is that we have only one observation
at a certain interval during which different dynamics are in motion by different fundamental forces due
to different business conditions. Besides the data limitation, we have to understand how the dynamics
are influenced by contagion. We need a few assumptions on the possible dynamics in order to overcome
these difficulties.
Because survey indices have a binary aspect in their calculation, the generalized birth and death
process is the best process to understand the dynamics of the indices. Moreover, the process generates
rich dynamics, and it can incorporate interaction effects on dynamics. Because it is essential to transform
BSI’s into another metric by taking interaction of the respondents into consideration, the generalized
birth and death process is also a good candidate for our purpose.
The comparability of different BSI’s can be addressed by adjusting the information precision of
survey groups. Any of the BSI’s could be contaminated by false reports. Therefore, each has a different
information precision level. The paper tackles this problem and solves it by estimating the precision
levels using historically proven criteria such as reference dates. By using the estimated precision levels,
we can filter out white noise and contagion, and this procedure can increase the comparability of business
survey indices of different survey groups.
The proposed method may be irksome to those with a strong belief in the classical statistics. However,
if there is strong prior information that is true, then it is very useful to use it and refine our search space. A
certain class of dynamics can be prior information. Here we simply confine our interest to the space that
the birth and death process generates. This approach is argued to give us consistent information about
business conditions.
The paper is organized as follows. Section 2 describes the set-up in order to understand the dynamics
of BSI’s from the perspective of the generalized birth and death process. Section 3 discusses a method of
calculating transition ratios based on the observed data. Section 4 deals with estimating the information
precision of each index. It provides a method of calculating a transformed metric by filtering out the
contagion effects and adjusting the information precision. Section 5 concludes the paper with a brief
discussion.
2. The set-up
Let us start with a discussion about the method of calculating a BSI. Suppose that there are N firms,
and that k firms answer that business conditions are good. A business survey index (BSI, I ) is calculated
using Eq. (1).
I = k − (N − k)
N
× 100 + 100. (1)
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The BSI has a one-to-one relationship with the number (k) of firms that answered positively. Therefore,
it is possible to set up the state set (S) as follows.
S = {k | k = 0, 1, 2, . . . , N}. (2)
Let us assume that firms sequentially have a chance to change their response so that the state may
change one by one at each step. A step is defined as an imaginary short period of time, in which only one
sequential move is allowed. Hence it is assumed that counterfactual dynamics can reach an equilibrium
instantly after infinite steps towards an equilibrium.
If n firms answer good at step t + 1, then this state can be realized from the following situations at
step t .
k = n − 1, n, n + 1,
where k is the number of the positive responses at step t .
At step t + 1, the probability of k = n, Pt+1(n), can be defined as Eq. (3).
Pt+1(n) = wn−1,n Pt (n − 1) + wn,n Pt (n) + wn+1,n Pt (n + 1), (3)
where wn−1,n is the transition probability that the state of k = n − 1 is changed into the state of k = n.
Note that the cases of k = 0 and k = N are different from Eq. (3). In the case of k = 0,
Pt+1(0) = w0,0 Pt(0) + w1,0 Pt (1). In the case of k = N , Pt+1(N) = wN−1,N Pt(N − 1) + wN,N Pt (N).
The equilibrium probability of state n, Pe(n), is defined as follows.
Pe(n) = lim
t→∞ Pt (n). (4)
There is another equilibrium condition. If the process satisfies the condition (5), then the probability
will converge to the equilibrium probability (Pe(n))
Pe(n)wn,n+1 = Pe(n + 1)wn+1,n. (5)
Eq. (5) simply states that in a steady state there will be no difference between outgoing force and
incoming force. The assumption of sequential moves has limitations, but I guess this limitation can be
partially overcome in the limit judging from the definition of equilibrium probability.
3. The calculation of transition probabilities
3.1. The procedure
In this section, we will discuss the method of calculating the transition probabilities for stochastic
interpretation of business survey indices. It is very difficult to calculate the transition probabilities due to
the limitation of data availability. Therefore there should be assumptions about the functional forms and
the data collection. These assumptions restrict the dynamics to a certain path, and the data can indicate
one particular dynamic path and give us the probabilities of being in an expansion phase.
First, in order to combine a stochastic process and the observed data, we assume that the data is
collected at the most probable state in a counterfactual equilibrium distribution of birth and death
process at each time. It is natural to assume that we observe the state which is the most likely state
from a classical statistical point of view. Moreover, we assume that the dynamics converge into the
counterfactual stochastic equilibrium every time after respondents go through infinite sequential moves.
Because the data is collected at a certain interval, it is reasonable to think that the probabilities converge
into equilibrium after all the interaction.
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Second, we need to focus on a concrete class of functional forms of transition probabilities. As a
simple interaction, we assume that the transition probability depends on how many other firms answer
that business conditions are good. This type of functional form can incorporate the interaction aspect.
Keeping this in mind, we assume that the transition probabilities can be defined as Eqs. (6) and (7).
wn−1,n = ζ1
( n
N
)
η1
( n
N
)
, (6)
wn,n−1 = ζ2
( n
N
)
η2
( n
N
)
, (7)
where η1(·) is a transition ratio that represents a probability that business conditions are good; η2(·) is a
transition ratio that represents a probability that business conditions are bad instead; ζ1( nN ) and ζ2(
n
N ) are
interaction factors. That is, the probability depends on the current situation as a whole. This specification
is not new in the economic literature. Aoki [2] used this for explaining the equilibrium of the generalized
birth and death process. From this specification, the transition probability can be thought to be determined
by the multiplication of the fundamental force (which we term a transition ratio) and the interaction force
(which we term an interaction factor). The fundamental force represents the probability of being in a
specific business condition.
Based on these specifications, the following procedure is used to extract the information about the
fundamental force. First of all, after we define the functional form of transition probabilities, we calculate
the equilibrium probability or stationary distribution of the process. Secondly, we derive the first order
condition of maximizing the probability and find the relationship between the value of the most probable
state of probability distribution and the data point.
By substituting Eqs. (6) and (7) into Eq. (5), we can have the equilibrium probability as Eq. (9).
Pe(n)= Pe(0)
n∏
k=1
wk−1,k
wk,k−1
(8)
≈ Pe(0)
n∏
k=1
ζ1
( k
N
)
ζ2
( k
N
) n∏
k=1
η1
( k
N
)
η2
( k
N
) . (9)
It is well known that the equilibrium probability converges to Gibbs distribution under the certain
condition (Aoki [2]). Therefore, this equilibrium probability takes the following functional form as in
Eq. (10).
Pe(n) = Z−1 exp
[
−β · N · U
( n
N
)]
, (10)
where β is a constant and Z is a normalization constant. Z is given as Eq. (11).
Z =
∑
k
exp
[
−β · N · U
(
k
N
)]
. (11)
By construction, the equilibrium probabilities in Eqs. (9) and (10) should be equal, and the unknown
function, U ( nN ), can be calculated as follows.
First, take the logarithm on both Eqs. (9) and (10), and equate the right-hand sides of both equations
because these equations should be equal. Then, Eq. (12) follows.
−βNU
( n
N
)
− ln Z ≡ ln(Pe(0)) +
n∑
k=1
ln
(
ζ1
( k
N
)
ζ2
( k
N
)
)
+
n∑
k=1
ln
(
η1
( k
N
)
η2
( k
N
)
)
. (12)
J.-M. Yang / Applied Mathematics Letters 18 (2005) 229–237 233
Define G( kN ) as Eq. (13) for the convenience of notation.
ln
(
η1
( k
N
)
η2
( k
N
)
)
≡ 2βG
( k
N
)
. (13)
Define f ( kN ) as Eq. (14) for the convenience of notation.
ln
(
ζ1
( k
N
)
ζ2
( k
N
)
)
≡ f
(
k
N
)
. (14)
Substitute Eqs. (13) and (14) into Eq. (12), and Eq. (15) follows.
U
( n
N
)
≡ −
(
2
N
) n∑
k=1
G
(
k
N
)
−
(
1
N
) n∑
k=1
1
β
f
(
k
N
)
. (15)
Suppose that N is large enough to make the variables continuous, and that nN and
k
N can be
approximated as continuous variables y and z respectively. Eq. (15) can be approximated by Eq. (16).
U (y) ≈ −2
∫ y
G(z) dz −
∫ y 1
β
f (z) dz. (16)
Note that the value of function U (y) is a key to determining the value of equilibrium probability in
Eq. (10). The equilibrium probability is maximized at the state where U (y) is minimized. The first order
condition for minimizing U (y) is given in Eq. (18).
dU (y)
dy
≈−2G(y) − 1
β
f (y) (17)
=0. (18)
At the state where the equilibrium probability is maximized,1we can have the following relationship
as Eq. (19).
2βG(y) = − f (y). (19)
Even though we do not know the functional form of βG(·), we can calculate the particular value
of the function at the most probable point in the equilibrium distribution. Recall our assumption that the
data is observed at the point where the equilibrium probability is maximized. Because of this assumption,
we can obtain all values needed to calculate the transition ratios at the optimal point. The transition ratios
η1(y) and η2(y) can be calculated as in Eqs. (20) and (21) from the definition.
η1(y)= exp(βG(y))
exp(βG(y)) + exp(−βG(y)) , (20)
η2(y)= exp(−βG(y))
exp(βG(y)) + exp(−βG(y)) . (21)
1 Here, I assume that the second order condition for minimization is satisfied. After the specific functions such as η’s and ζ ’s
are provided, we can specify the characteristics of U(y) and calculate the second order condition. We should have reasonable
functional forms of η’s and ζ ’s in order to make U(y) a well behaved function. I search for the relationship at the optimum by
exploiting the first order condition without calculating U(y).
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From the previous discussion, we can simply calculate transition ratios by using Eq. (22) when the
number of surveyed firms, N , is large.
y = I
200
. (22)
Because I in Eq. (22) is a value of the business survey index, we can easily calculate y. By plugging
y in Eq. (22) into Eq. (19), we can also calculate the value of 2βG(y). By using Eqs. (20) and (21), we
can calculate the transition ratios η1(y) and η2(y) respectively.
3.2. An illustration
In this subsection, we can calculate various transition probabilities by assuming various interaction
factors. Aoki [2] introduces the following interaction factor, which can make an analysis easier.
ζ1
( n
N
)
=
(
1 − n
N
)
(23)
ζ2
( n
N
)
=
( n
N
)
. (24)
By simply plugging Eqs. (23) and (24) into Eq. (14), Eq. (19) is changed as follows.
2βG(y) = ln
(
y
1 − y
)
.
This specification might puzzle readers because we allowed the cases such as n = 0 and n = N .
Recall the functional forms in Eqs. (6) and (7) and note that the transition probabilities are not zero.
The asymmetry of business cycles is a well known phenomenon. See Lucas [6] for stylized facts of
business cycles in detail. This asymmetry can be incorporated into an interaction factor by assuming
that the interaction strengthens the transition probability from good to bad as the number of negative
responses changes. If the transition probabilities asymmetrically increase as the share ( kN ) increases,
then the interaction factors can be changed to the following.
ζ1
( n
N
)
=
( n
N
)
(25)
ζ2
( n
N
)
=
( n
N
)2
. (26)
By simply plugging Eqs. (25) and (26) into Eq. (14), Eq. (19) is changed as follows.
2βG(y) = ln(y).
We can experiment with various possibilities for differing assumptions about interaction factors. These
various interaction factors can be used for testing the sensitivity of specification of the functional forms
when we calculate the essential probabilities.
4. A transformed metric
This section discusses the method of transforming BSI’s into another metric by using the probabilities
in an expansion phase. After we extract the fundamental force (transition ratios), we can calculate the
probabilities of each economic condition without the interaction factors. The problem here is that the
data (BSI’s) can have informational bias across the different survey groups. It is important to filter out
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the bias and to extract the information precision which has been confirmed in the past. By adjusting
the information precision of different groups, we can calculate the probabilities that are immune to both
contagion effects and false reports. I claim that the probability is a useful metric that transforms BSI’s
into comparable indices.
Suppose that whether the economy is in an expansion phase or not can be represented by the state
variable (z). The state variable (z) is set to have values 0 and 1. If the state is an expansion period, then z
is set to be 1, and otherwise, 0. Remember that we define the transition probability as the multiplication of
the probability of being in an expansion phase (η1(·)) and an interaction factor. By filtering out interaction
effects, we can establish the following relationship.
Pr{z = 1}∝η1(y) (27)
= exp(βG(y))
exp(βG(y)) + exp(−βG(y)) . (28)
Here, even though η1 represents the probability of being in an expansion phase, Eq. (28) shows that
the probability is only proportional to η1(·). That is because the information precision of βG(y) is not
perfect and differs across survey groups. In order to take the information precision into consideration,
Eq. (28) can be changed into Eq. (29).
Pr{z = 1} = exp(γβG(y))
exp(γβG(y)) + exp(−γβG(y)) , (29)
where γ is a nonnegative scalar and a determinant of information precision.
If the informational precision of βG(y) is high, γ should be large. That is, if γ is large, then a
small increment in values will result in a big change in the probability of being in an expansion phase.
If the information precision of βG(y) is low, γ should be small so that it may reduce the change in
probability. In the extreme case of γ = 0, the information does not play at all. In the other extreme case
of γ = ∞, the slightest change in information can indicate a situation with probability 1.
Now let us discuss the estimation method of the precision measure γ from the historical point of view.
Before we estimate the precision measure, we should have a criterion. In this paper, we suggest reference
dates as criteria. By the reference dates, we define the state variable (z). If a date is in an expansion phase,
then we set z = 1, otherwise z = 0. The mean of z is as follows.
E(z)=Pr{z = 1} · 1 + Pr{z = 0} · 0 (30)
=Pr{z = 1}. (31)
From Eq. (31), the mean of z is shown to be simply a probability of being in an expansion period. As
with logit analysis, we can estimate γ by using the maximum likelihood estimation method.
Suppose that we have a data set D = {Z1 = z1, Z2 = z2, . . . , ZT = zT } from T number of
observations. Then the likelihood function (L) is as Eq. (32).
L =
∏
i
[Pr{z = 1}]zi [1 − Pr{z = 1}]1−zi ,∀i. (32)
It is easy to apply the proposed method to the real data. We can calculate particular values of βG(y)
from Eqs. (19) and (22) at each time by using a real data set. Therefore, there is no problem in calculating
L . γ can be estimated by maximizing the likelihood function (L) with respect to γ . See Greene [4, p. 662]
for estimation details.
Now it is time to summarize the proposed transformation method. By using each value of the business
survey indices, we can calculate the values of probabilities of being in an expansion phase after we adjust
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the information precision. Each value of the indices has a one to one relationship with the corresponding
value of the probabilities. The adjusted probability of being in an expansion phase is a transformed
metric.
There is one remark about the assumption of serial independence in the specification of Eq. (32).
Even though business cycles usually show strong serial correlation, the model here addresses the case
where each equilibrium point is independently collected at each time. This can partly be justified by
the assumption that each observation is an independent equilibrium point where a particular value of
probability is a driving force (a fundamental force). Serial correlation of these probabilities may generate
the seeming correlation of business cycles. The serial dependence case is a little bit beyond the scope
of this paper. I think that the sequential choice model can address this serial dependence case. See
Amemiya [1, p. 310] for specification of the sequential choice model.
5. Discussion
There are a few research topics to be discussed. The first of these is about estimating information
precision. As a guideline for measuring precision, we used the reference dates. The information precision
was measured by how each index matched the expansions and contractions defined by the reference
dates.
However, it can be estimated in alternative ways. One alternative is to use a different guideline for a
different survey index. In this sense, we can define different business states for different survey groups
by using ex post data such as industrial production indices. If there is a scale effect, the information
precision of a group which has a larger scale effect tends to be higher. In order to avoid this problem, we
can build the data sets with different criteria. This approach may be more convincing in the sense that the
reference dates can be influenced by scale effects.
The second topic is about the possibility that the information precision measure may change over time.
It is necessary to test whether there is a structural change in information precision. If this is the case, then
the problem may get more difficult. It is almost impossible to estimate the changing parameters without
assuming a functional form or a distribution.
The third topic is how to extend the method to the case when we allow simultaneous moves. In order
to solve the problem easily, we assumed that the states would move one by one. My conjecture is that
there will not be much difference in equilibrium, but the question is still not answered.
Even though there are limitations, the proposed method can contribute to answering the unresolved
questions of comparability. For example, this method can help us to study sectoral divergence in business
cycles. Sectoral shifts may occur during business cycles. One sector may enjoy a boom, while others
may not. Investigation of this issue, however, cannot be addressed by using the BSI’s themselves due to
the limitations discussed in the previous sections. If we apply the proposed method to addressing this
question, we can easily find an answer due to increased comparability. This finding can form a basis for
further research on the relationship between sectoral shifts and aggregate business cycles.
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