Abstract. In this paper, we consider simple random sampling without replacement from a dichotomous finite population and derive a necessary and sufficient condition on the finite population parameters for a valid large sample Normal approximation to Hypergeometric probabilities. We then obtain lower and upper bounds on the difference between the Normal and the Hypergeometric distributions solely under this necessary and sufficient condition.
Introduction
Consider a dichotomous finite population of size N having M individuals of 'type A' and N −M individuals of 'type B'. Suppose a sample of size n is drawn at random, without replacement from this population. Let X denote the number of 'type A'-individuals in the sample. Then, X is said to have the Hypergeometric distribution with parameters n, M, N , written as X ∼ Hyp(n; M, N ). The probability mass function (p.m.f.) of X is given by denote the proportion of the 'type A' objects in the population. The Hypergeoemetric distribution plays an important role in many areas of statistics, including sample surveys (Burstein (1975) and Wendell and Schmee (1996) ), capture-recapture methods (Seber (1970) and Wittes (1972) ), analysis of contingency tables (Blyth and Staudte (1997) ), statistical quality control (Patel and Samaranayake (1991) and Sohn (1997) ), etc. Normal approximations to the Hypergeometric probabilities P (.; n, M, N ) of (1.1) are classical in the cases where the sampling fraction f and the proportion p are bounded away from 0 and 1; see, for example, Feller (1971) . The nonstandard cases correspond to the extremes where f or p take values near the boundary values 0 and 1. Although the nonstandard cases arise frequently in all these areas of application, the validity and accuracy of the Normal approximation in such situations are not well studied. This paper is devoted to investigating the behavior of Normal approximation for both standard and nonstandard cases.
The main results of the paper give a necessary and sufficient condition on the parameters f and p for a valid Normal approximation. It is shown that a Normal limit for properly centered and scaled version of X holds if and only if
As a consequence, we conclude that for the Normal distribution function to approximate the distribution function of X, all four quantities, namely, (i) the number M (= Np) of 'type A' objects, (ii) the number of 'type B' objects, N − M , (iii) the sample size n, as well as (iv) the size of the unselected objects N − n in the population, must tend to infinity. We next investigate the rate of Normal approximation to the distribution of X. Note that X is the sum of a collection of n dependent Bernoulli random variables. In Section 2, we establish a Berry-Esseen Theorem on the rate of Normal approximation to the distribution function of X solely under the necessary and sufficient condition (1.3) . It is shown that under (1.3) the rate of approximation is
It is also shown in Section 2 that this rate is optimal in the sense that the (Kolmogorov) distance between the cdfs of the Hypergeometric distribution and the Normal distribution is bounded below by a constant multiple of
Thus, the accuracy of Normal approximation necessarily deteriorates as the factor Np(1−p)f (1−f ) becomes small. In particular, for a given value of the population size N , the accuracy decreases as either p or f (or both) approach the boundary values 0 and 1. Note that the rate
−1/2 ) is equivalent to the standard rate O(n −1/2 ) (for sums of n independent Bernoulli random variables, say) only when p is bounded away from 0 and 1 and f bounded away from 1. However, for p and f close to these boundary points, the rate of approximation can be substantially slower. In such situations, the dependence of the Bernoulli random variables associated with X has a nontrivial effect on the accuracy of the Normal approximation.
The rest of the paper is organized as follows. We conclude Section 1 with a brief literature review. Section 2 introduces the asymptotic framework and contains the results on the validity of the Normal approximation and the Berry-Esseen theorem. Proofs of all the results are given in Section 3. For results on Normal approximations to Hypergeometric probabilities in the standard cases where the sampling fraction f and the proportion p are bounded away from 0 and 1, see Feller (1971) . For general p and f , Nicholson (1956) derived some very precise bounds for the point probabilities P (.; n, M, N ) (cf. (1.1)) using some special normalizations of the Hypergeometric random variable X. General methods for proving the CLT for sample means under sampling without replacement from finite populations are given by Madow (1948) , Erdos and Renyi (1959) and Hajek (1960) . In relation to the earlier work, the main contribution of our paper is to establish the theoretical validity of Normal approximation and the Berry-Esseen Theorem under minimal conditions.
Theoretical results
Let r be a positive integer valued variable and for each r ∈ N = {1, 2, . . .}, let X r be a random variable having the Hypergeometric distribution with parameters License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use (n r , M r , N r ). Thus we consider a sequence of dichotomous finite populations indexed by r, with the population of objects of type A and the sampling fraction respectively given by
To avoid trivialities, all through the paper, we shall assume that for all r ∈ N,
, where q r = 1−p r . The first result concerns the validity of the Normal approximation to the distribution of X r .
Theorem 2.1. Suppose that (2.2) holds and that
X r ∼ Hyp(n r , M r , N r ), r ∈ N.
Then there exists a Normal random variable
When (2.5) holds, one must have µ = 0 and σ = 1. Theorem 2.1 shows that the Normal approximation to the Hypergeometric distribution holds solely under the condition that the function σ 2 r of the parameters p r and f r goes to infinity with r. In particular, it is not necessary to impose separate conditions on the asymptotic behavior of the three sequences {n r } r≥1 , {p r } r≥1 and {f r } r≥1 . A necessary condition for (2.5) is that n r → ∞ and (N r − n r ) → ∞ as r → ∞. This follows by noting that σ 2 r = n r p r q r (1 − f r ) = (N r − n r )p r q r f r ≤ min{n r , N r − n r } for all r ≥ 1. Thus, for the Normal approximation to hold, both the sample size n r and the residual sample size (N r − n r ) must become unbounded as r → ∞. By similar arguments, it follows that for the validity of the Normal approximation, we must also have .6) i.e., the number of objects of type A and type B must go to infinity with r.
Condition (2.5) also allows the proportion p r of 'type A' objects in the population and the sampling fraction f r to simultaneously converge to the extreme points 0 and 1 at certain rates. If the sequence {f r } r≥1 is bounded away from 0 and 1 and (2.2) holds, then the CLT of Theorem 2.1 holds if and only if (iff)
i.e., iff (2.6) holds. Similarly, for {p r } {r≥1} bounded away from 0 and 1, the CLT holds iff
However, when both {p r } {r≥1} and {f r } {r≥1} simultaneously converge to some limits in {0, 1}, neither (2.7) nor (2. .7) and (2.8) hold, but the Normal approximation is no longer valid.
Next we obtain a refinement of (2.4) by specifying the rate of convergence of ∆ r to zero. Theorem 2.2. Suppose that X r ∼ Hyp(n r , M r , N r ), r ∈ N, and that (2.5) holds. Then there exist constants C 1 , C 2 ∈ (0, ∞) such that for all r ∈ N with σ r > 0,
where Φ(·) denotes the cdf of the standard Normal distribution. is optimal and cannot be improved upon. A second important aspect of Theorem 2.2 is that the bound on ∆ r holds under the same condition (2.5) that is both necessary and sufficient for a Normal limit. Thus, the conditions for the Berry-Esseen theorem is also minimal, and this cannot be improved upon either.
When both the sequences {p r } r≥1 and {f r } r≥1 are bounded away from 0 and 1, the rate of approximation in Theorem 2.2 matches the standard rate O(1/ √ n r ) of Normal approximation for the sum of n r independent and identically distributed (iid) random variables with a finite third moment. Although the Hypergeometric random variable X r can be written as a sum of n r dependent Bernoulli (p r ) variables, the lack of independence of the summands does not affect the rate of Normal approximation as long as the sequence {p r } r≥1 is bounded away from 0 and 1 and {f r } r≥1 is bounded away from 1. 
Proofs
We now introduce some notation and notational convention to be used in this section. Let 
where a 1r =f 
The proof of Lemma 3.1 is based on a long and careful analysis of the Hypergeometric probabilities in (1.1) using Stirling's approximation. For the proofs of Lemma 3.1 and of the next two results, see Lahiri, Chatterjee and Maiti (2004).
Lemma 3.2. Let g : R −→ [0, ∞) be such that g is ↑ on (−∞, a) and g is ↓ on
(a, ∞) for some a ∈ R. Then, for any k ∈ N, b ∈ R and h ∈ (0, ∞),
where g(x 0 ) = max{g(b + ih) : i = 0, 1, . . . , k}.
Lemma 3.3. Let φ(x)
Proof of Theorem 2.1. Suppose that (2.5) holds. Fix ∈ (0, 1). By Chebyshev's inequality, for all r ∈ N, 
Hence, there exists an r 0 ∈ N such that for all r ≥ r 0 with
. Hence, using (3.8) and the above inequalities, it can be shown that for all r ≥ r 0 with f r ≤ 
Thus, for each x ∈ R,
. Note thať
and similarly,x r ≥ −x. Hence, this implies,
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Now using the above identity and inequalities, we have
where
Hence, (2.4) now follows from (2.5), (3.9), (3.11) and (3.12), with W ∼ N (0, 1). In particular, if (2.5) holds, then one must have µ = 0 and σ = 1.
Conversely, suppose that (2.4) holds for some µ ∈ R and σ ∈ (0, ∞). Then, for any sequences {a r } r≥1 ,{b r } r≥1 ⊂ R with a r < b r for all r ≥ 1,
If possible, suppose that σ r < 1 infinitely often. Then, we can pick a r , b r ∈ [−1, 1] such that for all such r, a r − b r = 1 and
infinitely often. This contradicts (3.13). Hence, we may suppose that σ r ≥ 1 for all but finitely many r's. Now define a r = n r p r −n r p r + σ r . Since P (X r ∈ {0, 1, . . . , n r }) = 1,
Next using the definitions of a r , b r , and the fact that 'x − 1 < x ≤ x for all x ∈ R', we get
By (3.13) and (3.14), it follows that
As a result, σ r → ∞ as r → ∞, and (2.5) holds. This completes the proof of the theorem. 
where δ r ∈ (0, 
Next, consider I 2,r (x) for x ∈ [−δ r σ r , −1). Note that for x < −1, , 1) and x ∈ R' follows by replacing the above arguments with X r , f r replaced by Y r , 1 − f r , respectively, and using the bound (3.10) and (3.11) .
To establish the lower bound in ( This completes the proof of Theorem 2.2.
