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Estacionariedad: Proceso cuya media y varianza es constante en el tiempo y 
cuya covarianza solo depende de k (González & Franco, 2013). 
Monte Carlo por Cadenas de Markov: Metodología para generar un muestreo a 
partir de distribuciones de probabilidad basadas en la construcción de cadenas de 
Markov donde cada valor simulado, tiene dependencia con el dato anterior, 
llegando a una convergencia a la distribución deseada (Gill, 2002). 
Optimización Tabú: Método que optimiza una función objetivo con ciertas 
variables de decisión haciendo una caminata alrededor de un punto de forma que 
encuentre el mínimo valor de la función objetivo y así saltar a otro punto para  
mejorar cada vez los valores encontrados para la función objetivo (Glover, 1990). 
Tendencia: Disposición de una serie de datos en el tiempo que define un camino 
predecible de manera general. Como el de una ecuación lineal que define una 
tendencia lineal. 
Distribución a priori: Representa una distribución de probabilidad sobre un 
parámetro incierto  que al combinarse con la función de verosimilitud se halla la 
distribución a posteriori. Se obtiene por expertos con análisis subjetivo a partir de 
teoría estadística de probabilidad (Gill, 2002). 
Distribución a posteriori: Distribución condicional de la probabilidad, después de 
la observación de datos, la cual resume el estado de conocimiento sobre 
cantidades inciertas en el análisis bayesiano. La distribución a posteriori es 
proporcional al producto de la distribución a priori y la función de verosimilitud (Gill, 
2002). 
Función de verosimilitud: Distribución conjunta de la muestra aleatoria de los 
datos (Montgomery, D. C., & Runger, G. C., 2003). 
MAPE: Mean Absolute Percentage Error. Relación matemática que permite medir 
la eficiencia de pronósticos realizados a partir del porcentaje del  valor absoluto de 






Este libro recopila algunas técnicas para pronosticar, como resultado de una 
investigación realizada sobre diferentes alternativas prácticas frente a la 
elaboración de pronósticos en situaciones de alta incertidumbre. 
Una de las dificultades a las que se enfrentan organizaciones es la existencia de 
pocos datos históricos de venta o incluso, la falta de ellos para la planeación de 
sus inventarios y por tanto, su logística. Otra, es la falta de conocimientos frente a 
técnicas apropiadas para el pronóstico, de forma prácticas y con utilidad cuando 
se presentan casos de muchos o de pocos datos históricos de ventas. 
Algunos de las técnicas más simples para la generación de pronósticos simples, 
es una generación de variable aleatoria luego de realizar la prueba de bondad de 
ajuste Ji-cuadrado y con la ayuda de una simulación iterativa. Sin embargo, la 
independencia y errores posibles generados llevan a efectuar una planeación de 
otro tipo de técnicas, como las de los modelos de regresión en series temporales. 
En la búsqueda de otras técnicas con especial aplicación a casos de existencia de 
pocos datos históricos, se encuentra la metodología de regresión bayesiana con 
aplicaciones distribucionales específicas, como la del caso Normal es decir, el 
dicha distribución para parámetros y datos, que se traduce en la estimación de un 
modelo de regresión bayesiana gaussiana y el caso normal para parámetros y 
Poisson para los datos, llevando a una regresión bayesiana Poisson, con las 
funciones del paquete MCMCPack del software estadístico R.  
Otra metodología bayesiana es el valor esperado, útil para pronosticar a corto 
plazo con actualización de valores de ventas.   
En las investigaciones presentadas aquí, se establecen pronósticos de ventas en 
situaciones de pocos datos o ausencia total, aplicable a todo tipo de organización 
aunque enfocado principalmente a productos y empresas con poco tiempo en el 
mercado. 
En la primera sección, se hace una revisión de conceptos estadísticos generales, 
así como teoría sobre de modelos de regresión, y su aplicación en series 
temporales, utilizados para pronosticar. 
En el tercer capítulo se presenta el marco teórico bayesiano, teoría estadística que 
no tuvo tanta popularidad hace muchos años, sólo hasta hace pocos años, con el 
auge de potentes sistemas de cómputo y de software estadístico especializado, 
que permitieron resolver muchos problemas analíticos que sin esta ayuda 
resultaban casi imposibles; teniendo también como obstáculo su marca de 
subjetividad, contraria a la estadística frecuentista, cuya objetividad reinante en las 
ciencias implicó el olvido por años de esta importante teoría estadística-
matemática bayesiana, que hoy ha logrado alcanzar protagonismo por sus muy 
buenos resultados en los últimos tiempos. 
Se presenta una revisión de Monte Carlo con Cadenas de Markov, metodología 
que permitió resolver muchos de los problemas analíticos que presentaba la 
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estadística bayesiana y la clásica, lo que ha permitido ajustar prácticamente 
cualquier modelo de probabilidad. Se abordan luego los modelos ya mencionados 
de regresión gaussiana bayesiana y de regresión bayesiana Poisson por MCMC.  
Queda decir entonces, que aún falta ahondar en la exploración de mejores 
métodos estadísticos para pronosticar en situaciones de alta volatilidad, o incluso, 
pocos datos. Se anima a otros estudiantes e investigadores a extender este 
estudio, como lo es explorando otras combinaciones de distribuciones a posteriori 
partiendo de otras funciones de verosimilitud y distribuciones a posteriori, entre 
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1. PRONÓSTICOS Y SUS DIFICULTADES 
 
Algunos de los modelos de pronóstico clásicos basan sus estimaciones en 
distribuciones probabilísticas e intentan identificar el comportamiento de las 
variables involucradas y pronosticar respuestas. Este tipo de modelos han 
rechazado fuertemente cualquier uso subjetivo de la información, aunque 
Ayçaguer & Benavides (2003) apuntan que éstos incluyen de una forma u otra 
información subjetiva como lo son las escalas de medición y niveles de 
significancia. En cuanto a los métodos subjetivos, estos basan su inferencia en 
juicios intuitivos y opiniones de distintas personas; entre estos se encuentra el 
método Delphi, que consiste en recopilar información a partir de expertos, lo que 
permitiría pronosticar valores futuros; Otras técnicas, no muy aplicadas hasta 
ahora para pronósticos que faciliten la optimización de inventario son las 
asociadas con la Estadística Bayesiana, basada en una combinación de 
probabilidades objetivas con subjetivas; su desarrollo “se puede comparar al de la 
estadística clásica, no así su aplicación ni el conocimiento generalizado que se 
tiene de ella”  (Serrano, 2003). 
Vera & Bustamante (2007) afirman que: “el pronóstico no es una predicción de lo 
que irremediablemente pasará en el futuro, sino una información que se obtiene 
con cierto grado de error (dado por una probabilidad) de lo que pudiera pasar”. 
En algunos modelos estadísticos sobre pronósticos de demanda, tradicionalmente 
utilizados en la optimización de inventarios, se ha evidenciado en su aplicación 
una continua violación en la validación de supuestos en los errores como se 
observa en Hillier y Lieberman (2002), donde se hace un énfasis, principalmente 
en el proceso matemático y estadístico para realizar los pronósticos y no en los 
supuestos que deben cumplir los errores como lo es que posean normalidad.  
Por ejemplo en los modelos de regresión lineal simple y múltiple los cuales 
caracterizan tendencias lineales para pronosticar usando una o varias variables 
regresoras o explicativas, Winston (2004) comprueba dichos supuestos de manera 
gráfica y no haciendo uso de las pruebas de significancia existentes para cada 
supuesto, cuya comprobación de este modo es mucho más exacta. Los métodos 
de series de tiempo realizan estimaciones con la capacidad de capturar la 
aleatoriedad de la demanda a partir de su comportamiento histórico ya que en 
estos “se identifican los patrones fundamentales de la demanda que se combinan 
para producir el patrón histórico observado en la variable dependiente, después de 
lo cual se elabora un modelo capaz de producir dicho patrón” (Krajewski, Ritzman, 
& Malhotra, 2008). 
Los modelos de pronóstico tradicionales han sido ampliamente usados para la 
toma de decisiones a nivel de producción, finanzas y la energía. En algunos de 
estos modelos que se utilizan como son: métodos de suavizamiento exponencial, 
regresión lineal y promedios móviles simples y ponderados, no capturan 
adecuadamente toda la influencia que pueden tener los datos históricos, como 
podrían hacerlo los ARIMA. Sin embargo, los modelos de regresión en series 
temporales requieren la comprobación de la idoneidad del modelo, que en muchos 
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casos no se cumple, así como puede ocurrir en los modelos ARIMA (Cohen, 
1986). 
Los modelos ARIMA, desarrollados en los años 70 por George Box y Gwilym 
Jenkins incorporan características del pasado de la misma serie acorde con su 
autocorrelación (Bowerman, O'Connell, & Koehle, 2007).  
Frente a este tipo de dificultades siempre se buscan alternativas que permitan 
generar pronósticos sin la existencia de numerosos datos, es así como la 
combinación de técnicas cualitativas con cuantitativas, puede aportar en este 
sentido. De esto, se proponen híbridos de técnicas como las que permiten estimar 
información de distribuciones probabilísticas a partir de expertos, como la técnica 
DELPHI.  El método Delphi es una herramienta que ayuda a la investigación para 
obtener datos confiables de un grupo de expertos (Tabares & Velásquez, 2013) y 
en varias ocasiones puede proporcionar  solución a problemas complejos. Este es 
útil para discernir la información cuando no se tiene nada de esta, a partir de 
expertos, como cita el autor Berry: “Conocer el papel de la subjetividad en la 
interpretación de información, podría abrir un camino para razonamientos 
estadísticos flexibles más precisos” (Berry, 1988) 
Dicho método podría ser aplicado al campo de la Estadística Bayesiana, rama que 
ha cobrado fuerza en los últimos años (Correa, 2005), frente a problemas de 
estimación, pronósticos, entre otros aspectos. Sus inferencias son más fáciles de 
entender que la tradicional basada en muestreo repetitivo. (Albert, 1997). Correa 
(2005) hace una diferenciación entre la estadística clásica y la bayesiana, la cual 
se muestra en la siguiente tabla: 
 
Tabla 1. Diferencias entre teoría clásica y bayesiana 
Diferencias entre la teoría clásica y la teoría bayesiana 
Características Teoría clásica Teoría bayesiana 
Parámetros de interés Constantes desconocida Variables aleatorias 
Distribución a priori No existe Existe y es explícita 
Modelo muestral Se asume Se asume 
Distribución posteriori No existe Existe y se deriva 
Razonamiento Inductivo Deductivo 
 
Fuente: (Correa, 2005) 
 
Según la tabla 1, es claro que los parámetros en la teoría bayesiana son variables 
aleatorias, mientras en la teoría clásica son constantes, lo que le permite a éstos 




La aleatoriedad de la demanda es frecuente debido a los cambios que se dan en 
los mercados por cuestiones como crisis económicas, apertura de relaciones 
comerciales entre otros, es por esto que es importante tener en cuenta modelos 
estadísticos que logren caracterizarla para hacer un buen pronóstico cada vez 
más acercado a la realidad futura. En la industria nacional son muy poco 
frecuentes los métodos para el tratamiento de aleatoriedad de la demanda en los 
sistemas de diseño y control de inventarios, por su desconocimiento y falta de 
herramientas propias, necesarias en la optimización de inventarios, mejora de 
servicio, satisfacción de clientes, aspectos fundamentales en la dinámica 
productiva del país (Gutiérrez & Vidal, 2008). 
Es por esto que desarrollar prácticas óptimas de distribución en la cadena de 
abastecimiento en la industria es de significativo valor, bien sea como parte de un 
proceso productivo o como la entrega del producto final. Un aporte al 
mejoramiento de la cadena logística consiste en encontrar modelos eficientes para 
el pronóstico de la demanda de los productos y que a su vez, permitan minimizar 
los costos del manejo de los inventarios.Para ello es importante reconocer la 
aleatoriedad de la fluctuante demanda en algunas empresas, tema de numerosos 
estudios y propuestas metodológicas. 
Dependiendo de cuánto se conozca el comportamiento de la demanda, la 
planeación eficiente va a ser exitosa pues afectará las utilidades de las empresas 
y por medio de ésta la rentabilidad final, la cual puede ser mejorada a partir del 
pronóstico mismo,el cual debe contar con un punto de partida que tenga en cuenta 
la disponibilidad de información lo más cercano posible a la realidad estudiada, 
desde datos históricos hasta la misma experiencia teórica y práctica, todo esto en 
miras a predecir lo más cerca posible el futuro(Geweke & Whiteman, 2004). 
Los datos históricos de ventas son muy apropiados para realizar pronósticos. Sin 
embargopuede que no existaesta información para los casos en que hay nuevos 
inventos o productos como películas, música o libros; ni quetampoco haya una 
certeza de cuándo habrá información histórica disponible, lo que se necesita en 
esas situaciones es un patrón que se repita en varias situaciones. 
Para productos nuevos es difícil estimar valores de ventas a largo plazo con 
apenas unas semanas iniciales al lanzamiento del producto, pues se presentan 
algunos problemas como la intensa promoción publicitaria que hace variar 
abruptamente los niveles de ventas, haciendo también difícil de encontrar patrones 
repetitivos de ventas(Fader, Hardie, & Huang , 2004). 
Investigaciones en metodologías que den luz a distintas opciones donde no sea 
necesaria esa amplia cantidad de datos históricos para predecir el futuro en la 
industria manufacturera, es algo recurrente y necesario para encontrar dicho 
patrón repetitivo(Valencia, Correa, Díaz, & Ramírez, 2013). 
La estadística bayesiana, toma en cuenta información a priori y posee un proceso 
de actualización de información a medida que se va contando con ésta, es un 
análisis indicado para este tipo de pronósticos que no cuenta con mayor 
información histórica pasada. 
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Esta posibilidad para generar buenos pronósticos sin información de ventas, 
dependerá de las características de fondo del marco de trabajo que se use para 
interpretar información histórica pertinente (Lee, Boatwright, & Kamakura, 2003). 
En trabajos como el de Lee, Boatwright & Kamakura (2003)se plantea un modelo 
bayesiano para el pronóstico de ventas semanalmente, previas al lanzamiento de 
álbumes musicales, los cuales se actualizan a medida que se obtienen los datos 
reales de ventas en el tiempo. 
Algunos investigadores están de acuerdo en que el juicio subjetivo, el cual es 
propio del análisis bayesiano, juega un papel importante pues permite incluir 
análisis que no son tan posibles estadísticamente como por ejemplo proyecciones 
de campañas publicitarias o conflictos internacionales (Fildes & Goodwin, 2007). 
Neelamegham & Chintagunta (1999) han usado una estructura jerárquica 
bayesiana para pronosticar, llevando a cabo un análisis que predice ventasdurante 
la primera semanade nuevos lanzamientos de películas  estadounidenses en 
mercados internacionales. La metodología permite quelos pronósticos se puedan 
realizar con información proveniente de bases de datos de previas 
producciones.Entre más información se hace disponible, la metodología utilizada 
permite combinar la información histórica de mercados internacionales con el 
natal. Se muestra en este trabajo el mejor desempeño del modelo predictivo 
bayesiano para este tipo de situaciones. 
Urban, Hauser & Roberts(1990) utilizan un método discreto de tiempo análogo  de  
un proceso de Markov de tiempo continuo llamado macro-flow (discrete time 
analog of a continuous time Markov process). Se describe un modelo para uso de 
la industria automovilística. Este modelo pronostica el ciclo de vida de un nuevo 
modelo de carro antes de su introducción. 
En trabajos como el de Flora Lu (2005) donde se adoptan técnicas bayesianas 
para mejorar la calidad estimativa y predictiva del modelo Ohlson, comparándolo 
con los modelos clásicos, se muestra que los resultados obtenidos con modelos 
clásicos contienen errores de predicción en los precios de inventarios y tienen 




2. MÉTODOS DE PRONÓSTICO CLÁSICOS 
2.1. Conceptos básicos sobre Variable aleatoria 
Una variable aleatoria es una función que asocia números reales con elementos 
de un espacio muestral dado. 
Las variables aleatorias pueden ser discretas o continuas. Las discretas son en las 
cuales se pueden contar sus posibles valores, mientras que las continuas pueden 
tomar valores en una escala de este tipo, es decir, entre dos valores cualesquiera, 
existen infinitos números(Walpole, 1999). 
Una distribución de probabilidad se refiere al conjunto de datos de la variable 
aleatoria y la manera como en estos están distribuidas las probabilidades. 
Una variable aleatoria genera números aleatorios, los cuales pueden ser 
generados simplemente mediante  el retiro de cartas de una baraja, el lanzamiento 
de un dado o en general por medio de cualquier actividad que implique 
aleatoriedad. Esta manera de generar números aleatorios es útil cuando se quiera 
generar pocos números aleatorios y es una buena aproximación a este concepto. 
Para generar números aleatorios en el intervalo (0, 1), estos tienen que cumplir 
algunas propiedades estadísticas comodistribuirse uniformemente en este 
intervalo; no deben estar correlacionados entre sí y debe permitir que se genere 
un número amplio de ellos. 
Lo anteriorse hace mediante una relación matemática la cual permite generarlos 
de manera sucesiva.  
Los generadores congruenciales lineales utilizan relaciones multiplicativas y 
aditivas entre constantes del generador. 
Relación aditiva: 
     (     )      (2.1.1) 
 
     (     )     (2.1.2) 
 
Relación multiplicativa: 
             (2.1.3) 
 
Donde a, b, c y n son números enteros positivos y mod es el operador módulo, el 
cual  da como resultado el residuo de una división. 
Existen distintos criterios de selección de los cuales depende la cantidad de 
números aleatorios que se generan, cuya cantidad se refleja en el periodo del 
generador, el cual estará dado por la distancia entre la posición de los dos 
primeros números en repetirse. Es de aclarar que un generador es de periodo 
completo cuando éste es igual al módulo(Coss Bú, 1992). 
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Para simular este tipo de variables es necesario contar con un generador de 
números uniformes o pseudoaleatorios, y una función que, a través de un método 
específico, transforme estos números en valores de la distribución de probabilidad 
deseada, sea discreta o continua(López, 2012). 
Para generar variables aleatorias existen distintos métodos entre los cuales 
seencuentran el método de la transformada inversa, el método del rechazo, el 
método de composición y los procedimientos especiales. 
El método de la transformada inversa se basa en la distribución acumulada  ( )de 
la distribución de la que se desean generar números, se da la siguiente relación 
 ( )    (2.1.4) 
La que al obtener la inversa, se tiene: 
 
     ( ) (2.1.5) 
La eficacia del proceso dependerá de la posibilidad matemática de transformar la 
ecuación (Coss Bú, 1992). 
Las variables aleatorias son una herramienta de la cual se puede echar mano a la 
hora de realizar pronósticos cuando se tienen pocos datos o no hay existencia de 
ellos. La simulación de variable aleatoria ha sido usada en algunos modelos 
probabilísticos de inventarios propuestos en Taha (2004), donde se asume la 
demanda como dicha variable aleatoria bajo diferentes tipos de distribución de 
probabilidad. 
Estos modelos pueden ser muy útiles a la hora de pronosticar ventas y optimizar 
inventarios pero están basados en muchas suposiciones que podrían hacer que 
no se logre un pronóstico aceptable. 
 
2.2. Software para generar variables aleatorias 
 
Existe software que facilita la tarea de generar variables aleatorias a través de los 
métodos expuestos anteriormente.El programa R de:“The R foundation for 
statistical computing”, es un software libre que puede verse como una 
implementación del lenguaje de programación S. Dicho software simula entre un 
rango de alrededor 19 distribuciones de probabilidad haciendo uso de funciones 
programadas, agregando los argumentos respectivos(Venables, Smith, the R Core 
Team, 2012).  
 
Statgraphics Centurion es otro software estadístico que contiene alrededor de 170 
procedimientos estadísticos y funciona bajo licencia pagada. Este software permite 
generar variables aleatorias de ciertas distribuciones de probabilidad(StatPoint 




Microsoft Excel también es una herramienta con la que se pueden generar 
números aleatorios a través del uso de sus funciones. Crystal Ball y @ Risk son 
paquetes complementarios de Excel que sirven para simular variables 
aleatorias(Eppen, 2000). 
 
También se ha desarrollado software educativo para simular variables aleatorias 
(López, 2005), el cual cuenta con un generador de números uniformes  
pseudoaleatorios y una respectiva función que transformadichos valores en 
distribuciones de probabilidad. En este software se hace uso de los Métodos: 
cuadrados Centrales de Von  Neumann, Fibonacci, aditivo de congruencias, 
multiplicativo de congruencias y mixto de congruencias. 
 
2.3. Repaso sobre Algunas Distribuciones de probabilidad 
 Distribución Poisson 
Esta es una función de distribución para variables aleatorias discretas, la cual 
parte de una frecuencia de ocurrencia media y se dedica al estudio de números de 
eventos que se logran durante cierto periodo de tiempo y que ocurren de manera 
independiente con una velocidad constante en tiempo o espacio.  
La distribución Poisson puede caracterizar procesos como llamadas a un call 
center por minuto, número de autos que pasan por una vía en un tiempo 
determinado, el número de bacterias en un cultivo, el número de defectos 





Sea X una variable aleatoria que representa el número de eventos aleatorios 
independientes que ocurren a una rapidez constante sobre el tiempo o el espacio. 
Se dice que X posee una distribución Poisson con función de probabilidad dad por: 
 (   )  
     
  
                           
 
(2.3.1) 
El parámetro de ésta función es   el número promedio de ocurrencias del evento 
aleatorio por unidad de tiempo (Canavos, 1988). 
 









 Distribución Gamma 
 
Distribución de probabilidad continua con parámetro de forma α y de escala β. 
Esta distribución permite modelar una gran variedad de fenómenos de magnitud 
positiva. Piénsese un fenómeno en el que se aplica cierta magnitud de fuerza por 
ciclos que ocurren de manera independiente y a frecuencia promedio, el tiempo 




Si la variable aleatoria X tiene una distribución gamma, tienen una función de 
densidad de probabilidad dada por: 
 
 (      )  
 
 ( )  














El gráfico 2 muestra el comportamiento para esta distribución para un valor 




Figura 2. Distribución Gamma para algunos valores      
Fuente: (Walpole, 1999) 
 Distribución Normal 
 (  )  
 
 √  
   
 
(    )
 
   , con el rango -<y< 
 
2.4. Prueba de bondad de ajuste ji -cuadrado 
 
Las pruebas de bondad de ajuste tienen como objetivo determinar si en una 
muestra dada se puede aceptar la hipótesis de que proviene de una población con 
una distribución de probabilidad especificada en una hipótesis nula. 
Ho: Los datos vienen de una distribución F0  
Vs 
H1: Los datos NO vienen de una distribución F0 
Donde F0 es la distribución de probabilidad hipotética para los datos que se quiere 
probar. La hipótesis nula se acepta si el valor p es mayor que la significancia 
asignada   , o si el estadístico de prueba no cae en una región de rechazo. 
En el caso de la prueba ji-cuadrado, el estadístico de prueba es el siguiente: 
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   ∑









   es la frecuencia observada i  
   es la frecuencia esperada (Alea, 2001).  
 
Si dicho estadístico es menor que el valor crítico       
  se acepta Ho, de lo 
contrario se rechaza. 
 






2.4.1. Aplicación de la Prueba de Bondad de ajuste 
Todos los métodos usados fueron aplicados a un conjunto de 24 datos por 
producto, que corresponden a las ventas de seis productos de una empresa de 
confección  de 2010 a 2011 (González & Franco, 2013). 
 
Se realiza la prueba de bondad de ajuste Ji-cuadrado con el fin de determinar  a 
cuál distribución de probabilidad se ajustan los datos. Debido a que los datos son 
discretos, se le hace la prueba a estos bajo las distribuciones teóricas Binomial, 
Geométrica, Uniforme y Poisson. 
 
El contraste de pruebas de hipótesis, en relación a la distribución Poisson, es: 
 
Ho: Los datos se ajustan a una distribución Poisson con  ̂    ̅ 
Vs  
H1: Los datos NO se ajustan a una distribución Poisson con  ̂    ̅ 
 




Acorde con la distribución de ajuste encontrada, se genera la variable aleatoria 
con el programa estadístico R y se utiliza el algoritmo mencionado en la segunda 
parte de la introducción de la metodología. 
Al realizar la prueba sobre los datos del producto A, se obtienen los siguientes 
valores p para cada una de las distribuciones seleccionadas con el software 
StatGraphics. En la primera fila se observa el valor del estadístico de prueba, en la 
segunda los grados de libertad respectivos y en la última el valor P. 
 
Tabla 2. Prueba de bondad de ajuste ji-cuadrado para producto A 
 Binomial Geometric Poisson Uniform 
Chi-Square 7,31032 49,3153 3,54182 13,2282 
D.f. 3 1 3 2 
P-Value 0,0626361 2,17959E-12 0,315374 0,00134132 
Fuente: Elaboración propia 
Al comparar los valores P se encuentra que en la prueba de bondad de ajuste 
para la distribución Poisson se cumple la hipótesis nula, con lo que se concluye 
que ésta es la distribución a la cual mejor se ajustan los datos del producto A. 
A continuación se muestra la tabla con los resultados del resto de productos a los 
cuales se les aplica el mismo proceso que al producto A. La distribución Poisson 
siempre fue a la que se ajustó el conjunto de datos de cada producto. 
 
Tabla 3. Prueba de bondad de ajuste ji-cuadrado para todos los productos 
 
Prueba de bondad de ajuste 
Producto A B C D E F 
 Distribución Poisson Poisson Poisson Poisson Poisson Poisson 
Valor p 31,54% 13,72% 20,05% 0,04% 16,83% 13,48% 
Fuente: Elaboración propia 
 
En el producto D, no se cumplió la hipótesis nula al 5%, para ajustar a la 
distribución Poisson, sin embargo, es el Valor p más alto de varias consideradas, 
por ello, se selecciona la distribución Poisson por la naturaleza discreta de los 
datos y por variar en el tiempo. 
 
2.4.2. Exploración de los datos 
Para el primer producto se mostrará el proceso exploratorio. 
La siguiente gráfica muestra las ventas del año 2010 del producto A desde el mes 




Figura3. Tiempo vs ventas 2010 para producto A 
No es clara una tendencia pues al final hay un cambio en la variabilidad muy fuerte 
que, al menos a simple vista no permitiría hacer una predicción de su futuro 
comportamiento. 
La siguiente gráfica muestra la SAC para  la misma serie de tiempo anterior 
 
Figura 4. Función de autocorrelación muestral para 2010, producto A 
 
No se aprecia alguna dependencia con el pasado de la serie pues todos los 
valores de autocorrelación están dentro de las bandas; sin embargo concluir con 
tan pocos datos no es recomendable. 
Por lo anterior no existen argumentos teóricos para casarse con un modelo en 
especial. 
 
2.4.3. Pronósticos con Variable aleatoria 
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En esta sección se realiza un pronóstico con variable aleatoria Poisson, siendo 
consecuentes con los resultas obtenidos en la prueba de bondad de ajuste. 
Para el producto A se tiene una media, equivalente al valor del parámetro λ de 
100.667. Con ayuda de un algoritmo programado en R se lleva a cabo una 
simulación con 1000 iteraciones, la cual calculará el MAPE para cada una de ellas, 
para proceder y calcular las estadísticas básicas como mínimo, máximo, mediana, 
entre otras. De estas estadísticas se toma la media, siendo ésta el MAPE final. 
En la tabla 4 se muestran 12 de los valores pronosticados para 2011 y su APEt 
correspondiente para una sola iteración.  
 
Tabla 4. Pronóstico mensual de 2010 y APEt para una iteración 
Mes Pronóstico APEt 
Ene 123 18,27% 
feb 114 14,29% 
Mar 110 15,79% 
Abr 105 40,34% 
May 111 15,27% 
Jun 96 25,00% 
Jul 94 23,58% 
Ago 100 14,53% 
Sep 94 6,00% 
Oct 75 46,81% 
Nov 96 40,00% 
Dic 101 41,95% 
Fuente: Elaboración propia 
 
Nótese la variación del valor del APEt, moviéndose entre 6% y 47% para este 
caso 
A continuación se muestra la  tabla resumen con el MAPE respectivo para cada 
producto, cuyos valores se obtienen utilizando el mismo proceso que en el 
producto anterior, luego de las 1000 iteraciones. 
Tabla 5. MAPE para todos los productos con variable aleatoria simulada 
 
Variable aleatoria 
Producto A B C D E F 
Distribución Poisson Poisson Poisson Poisson Poisson Poisson 
MAPE 23,32% 28,86% 25,74% 20,81% 32,86% 24,66% 




Se obtiene valores MAPE muy cercanos los unos a los otros, resaltándose el del 
producto D, que aparece como el mejor. 
 
2.5. Los modelos de regresión lineal 
Los modelos de regresión han sido útiles para determinar la asociación entre 
variables tanto cualitativas como cuantitativas, pero siempre habrá una variable 
respuesta o dependiente que será la variable explicada, entre otras, la demanda 
es una de las explicadas en modelos de regresión en series temporales. 
Dentro de los principales propósitos de estos modelos se encuentran: 
 Estimar los efectos que generan las variables independientes o explicativas 
sobre la variable respuesta o dependiente, analizando si la incrementan o la 
disminuyen. 
 Describir y predecir el valor de la respuesta ‘Y’ a partir de valores 
particulares la (s) explicativas. 
 
2.5.1. Modelo de regresión lineal simple 
El modelo de regresión lineal simple establece la asociación entre una variable 
respuesta ‘Y’ y una explicativa ‘X’. 
Forma del modelo de regresión lineal simple a estimarse(Montgomery, Peck, & 
Vinning, 2006): 




y: representa la variable respuesta que es explicada 
    representa el parámetro del intercepto, o valor que toma la variable respuesta 
cuando x es igual a cero. 
    representa el parámetro de la pendiente, o el efecto que causa cada 
incremento unitario de la variable explicativa sobre la variable respuesta y. 
   representa la variable de error aleatorio 
La estimación de este modelo está sustentada en unos supuestos sobre el 
componente de error aleatorio, el cual se espera sea bajo, con distribución normal:  







2.5.2. Proceso de estimación. 
Los modelos se pueden estimar usando mínimos cuadrados ordinarios o el 
método de máxima verosimilitud, basado en la distribución normal para la variable 
respuesta Y, como se describe a continuación. 
 
Estimación por máxima verosimilitud. 
Sea                los valores de observaciones de la variable respuesta, las 
cuales son independientes. 
Montgomery et al. (2006)describe la estimación de máxima verosimilitud, a partir 
del supuesto de distribución normal para la variable respuesta y: 
 
 (  )  
 
 √  
   
 
(          )
 
   , con el rango -<y<   (2.5.2) 
 
Se define la función de verosimilitud así: 
 (    |          )  ∏  (  )
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 √  
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 (    |          )  (
 
 √  
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∑ (          )
  
   
      (2.5.3) 
Dicha función de verosimilitud debe ser maximizada, encontrando para ello los 
parámetros que la optimizan. Dicho proceso es más sencillo si se realiza sacando 
logaritmo natural a esta función. 
Al sacar logaritmo natural a la expresión (2.5.3), queda la siguiente expresión: 
 
 (    |          )      (
 
 √  
)  
∑ (          )
  
   
   
   (2.5.4) 
El proceso de maximización inicia con la primera derivada de esta función, luego 
se iguala a cero para encontrar una expresión para cada parámetro del modelo de 
regresión, y los valores encontrados aquí se evalúan en la segunda derivada, si es 
negativa, se ha encontrado una expresión de un punto máximo de esta función. 
Las derivadas se realizan con respecto a cada parámetro del modelo de regresión, 
así: 
Con respecto al intercepto: 
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Al igualar a cero: 
∑     ̂  ∑ ̂   
 
   
 
   
   
 
 ̂  
∑      ̂ ∑   
 
   
 
   
 
        (2.5.5) 
 
Que también puede expresarse como:  ̂   ̅   ̂  ̅ 
Así, al derivar la expresión para  ̂ , el resultado llevaría a la expresión (2.5.6): 
 
 ̂  
∑        ̅ ̅
 
   
∑   
  
      ̅
  
∑        ̅ ̅
 
   
∑ (    ̅)
  
   
 
   
   
     (2.5.6) 
 
Cuando estas expresiones se remplazan en la segunda derivada con respecto a 
cada parámetro, se encuentra que en efecto son los estimadores de máxima 
verosimilitud para la función propuesta. 
Estos son los mismos valores obtenidos por medio del método de los mínimos 
cuadrados para regresión lineal simple. 
 
2.5.3. Inferencias sobre los parámetros del modelo de regresión 
simple 
Es importante determinar si los parámetros son significativos, en especial la 
pendiente  ̂ , ya que es el que determina si la relación lineal entre ambas 
variables es estadísticamente significativa(Montgomery, Peck, & Vinning, 2006). 
Las inferencias parten del planteamiento de hipótesis en relación a algún valor do: 
Ho:         
H1:        
      
      
 
Estadístico de prueba: 
   
 ̂    
  ( ̂ )
 
 ̂    





   
)




Cuando se desea probar significancia, el valor do es cero y H1:      , en cuyo 
caso, el  estadístico de prueba nuevos sería: 
   
 ̂ 
  ( ̂ )
 
 ̂ 





   
)
       (2.5.8) 
 
Para el rechazo de Ho, en cada prueba, se establece una región crítica acorde con 
la hipótesis alternativa que se haya propuesto para cada parámetro. En el caso de 
la prueba de significancia, donde H1:      , la región crítica quedaría: 
RC={   |  |                } 
 
Para el parámetro de la pendiente,  
 
Ho:         
H1:       
      
      
 
Eligiendo 1 alternativa de las presentadas en H1 respectivamente. 
 
Estadístico de prueba 
   
 ̂    
  ( ̂ )
 
 ̂    
√       
       (2.5.9) 
 
Cuando se desea probar significancia, el valor do es cero y H1:      , en cuyo 
caso, el  estadístico de prueba nuevos sería: 
 
   
 ̂ 
  ( ̂ )
 
 ̂ 
√       
       (2.5.10) 
 
Para el rechazo de Ho, en cada prueba, se establece una región crítica acorde con 
la hipótesis alternativa que se haya propuesto para cada parámetro. En el caso de 
la prueba de significancia, donde H1:      , la región crítica quedaría: 
RC={   |  |                } 
En este caso, si Tc cae en la región crítica, se rechaza Ho y cada parámetro sería 




 Cuando      tiene sentido  afirmar que la variable respuesta ‘Y’ tome 
como valor medio, el parámetro  ̂    Si ocurre lo contrario,   =0, se dice que 
la recta pasa por el origen, esto si tiene sentido que para un valor x=0, Y=0 
también.  
 Si ocurre que    0, se dice que X produce un efecto significativo sobre la 
respuesta ‘Y’, lo cual permite afirmar que esta relación lineal entre X y Y es 
significativa y el impacto que X produce sobre Y tiene el valor estimado  ̂  . 
Si por el contrario,   =0, se dice que la relación lineal no es significativa, lo 
cual indicaría que no tiene sentido establecer un modelo de regresión lineal 
entre ‘X’ y ‘Y’.  
 
2.5.4. Tabla de parámetros estimados 
Sintetiza los resultados de la estimación de la ecuación de regresión, ubicando los 
coeficientes estimados, el error estándar estimado, así como el estadístico de 
prueba bajo la distribución T de Student, e incluso, el valor P, o el intervalo de 
confianza de cada parámetro (tabla 6). 
 
Tabla 6. Parámetros de la ecuación de regresión estimada: 
Parámetro Valor Error estándar Tc Vp 
Intercepto, 
 ̂  
 ̂   ̅   ̂  ̅ 
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2.5.5. Modelo de regresión múltiple. 
Establece la relación entre una variable respuesta o dependiente Y, y un conjunto 
de independientes o explicativas:              Permite interpretar el efecto que 
causa cada variable explicativa sobre la respuesta, cuando las demás 
independientes permanecen constantes. 
 
Forma del modelo:   
 
                               (2.5.11) 
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Donde, para cada variable respuesta y explicativas habrán n datos de una muestra 
aleatoria, que forman vectores de observaciones en el espacio p dimensional.  
En ese caso,  ̂  representa el aporte que hace la variable Xi a la variable 
respuesta cuando las demás explicativas permanecen constantes. 
 
2.5.6. Proceso de máxima verosimilitud de regresión múltiple 
La estimación del modelo general de regresión múltiple, parte también de la 
maximización de la función de Máxima verosimilitud, pero esta vez, habrán p 
parámetros, p=k+1, y k variables explicativas: L(           |     ), bajo la 
distribución normal para la variable respuesta    
El proceso lleva a la maximización de la expresión: 
 (           |          )  (
 
 √  
)
 
   
 
∑ (                               )
  
   
    
La expresión anterior lleva a la minimización del exponente, ya que a menor valor, 
mayor será el exponencial. Dicho exponente se reescribe matricialmente acorde 
con la expresión (2.5.12) 
∑(                               )
 
 
   
 (    ) (    ) 
Min(    ) (    ) 
(    ) (    )                        
 
(    ) (    )                      (2.5.12) 
 
Derivando (2.5.12) con respecto a  , e igualando a cero:          ̂, así se llega 
a la ecuación de estimación del vector de parámetros (2.5.13). 
 ̂  (   )             (2.5.13) 
Segunda derivada de (2.5.13) es      cantidad siempre positiva, lo que conduce a 
un sólo mínimo. 
 
2.5.7. Análisis de Varianza 
La variabilidad de los datos puede ser representada como la cuantificación de la 
variación de los valores observados yi respecto a su media  ̅, y a su vez, se 
pueden representar acorde con (2.5.14). 
 




Siendo  ̂  el valor de la i-ésima observación estimada con la ecuación de regresión 
estimada. Al elevar al cuadrado ambos lados de la igualdad, y resolver, se llega a 
la siguiente (2.5.15). 
 
(    ̅)
  (    ̂ )
  ( ̂   ̅)
    (2.5.15) 
 
Al aplicar sumatorias a ambos lados de la igualdad, queda la expresión (2.5.16). 
 
∑ (    ̅)
  
    ∑ (    ̂ )
  
    ∑ ( ̂   ̅)
  
      (2.5.16) 
 
Expresión que se conoce como la partición de la variabilidad total: 
SST=SSE+SSR, Donde: 
SST: Suma de cuadrados total 
SSE: Suma de cuadrados de los errores 
SSR: Suma de cuadrados del modelo de regresión. 
La cuantificación de la varianza total conduce a la medición de qué tanto aporta el 
modelo de regresión a la explicación de la varianza, en especial, qué tanto aportan 
las variables del modelo al comportamiento de los valores de    
En un modelo de regresión simple, la tabla ANOVA resume la información de la 
explicación de la variabilidad del conjunto de datos, partiéndola en lo que el 
modelo logra explicar y el error, según se muestra en la tabla 7. El estadístico de 
prueba mide qué capacidad tiene en modelo de explicar la variabilidad total, con 
respecto al error. Por esto se espera que dicha razón sea mucho más grande que 
la unidad, para afirmar que dicha explicación del modelo es significativa. 
 
Tabla 7. Análisis de Varianza para el modelo de Regresión Múltiple. 
 
*K es el número de covariables en el modelo, p es el número de parámetros, incluyendo el 
intercepto o término constante. 
Fuente: Elaboración propia 











   
   
 
P(f>Fc) 
Error N-p  SSE MSE   




A partir de este estadístico de prueba Fc, es posible realizar la prueba de 
significancia general del modelo de regresión múltiple: 
Ho:                 
H1:               
Estadístico de prueba: Fc=
   
   
 
Este estadístico de prueba se compara con una región crítica basada en un nivel 
de significancia, definido como la probabilidad de cometer un error: α=P(rechazar 
Ho| Ho es verdadera), esperando que la probabilidad verdadera (valor p: VP) de 
cometerlo sea entonces tan pequeña que esté por debajo de dicho nivel. 
 
Donde la región crítica o de rechazo de Ho es: 
 
La decisión de rechazar Ho se puede tomar con uno de los siguientes criterios: 
1. Región crítica o de rechazo: RC={  |          } 
2. Vp<α 
Si se cumple esto, se dirá que el modelo es significativo. Para el de regresión 
simple, esto implica que la covariable x logra explicar significativamente la variable 
dependiente Y. Para regresión múltiple, se dirá que al menos una covariable logra 
explicar la variación en la dependiente Y, significativamente. 
 
 
Selección del mejor modelo 
 
Los primeros pasos al respecto se asocian a la estimación del aporte de cada 
variable a un modelo que tiene las anteriores. 
Análisis de varianza para determinar el aporte de una variable 
Existen dos tipos de sumas que pueden ser calculadas en el análisis de varianza: 
Sumas tipo I y Sumas tipo III. 
 
2.5.8. Anova con sumas de cuadrados tipo I  
Representa las fuentes de variación que aporta cada variable condicionando el 
orden de entrada. En esta se consignan las sumas de cuadrados extra: miden el 
aporte que cada variable hace condicionada a las variables que ingresaron al 
modelo previamente, como se muestra en la tabla 8, bajo el supuesto de haber 
estimado el modelo con 3 variables explicativas. 
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Tabla 8. Cuadrados Medios de la Anova con suma tipo I 
 







X1 1 SSR(X1) MSR(X1) MSR(X1)/MSE P(f>Fc1) 
X2 1 SSR(X2|X1) MSR(X2|X1) MSR(X2|X1)/MSE P(f>Fc2) 
X3 1 SSR(X3|x1,X2) MSR(X3|x1,X2) MSR(X3|x1,X2)/MSE P(f>Fc3) 
Error N-p (p=4 aquí) SSE MSE   
Total N-1 SST    
Fuente: Elaboración propia 
 
Cada suma de cuadrados condicional puede obtenerse acorde con lo expresado 
en la tabla 9. 
Tabla 9. Sumas de cuadrados de la Anova tipo I 
 
Sumas de cuadrados Estimación Modelo 
SSR(X1) SSR(X1)=∑ ( ̂   ̅)
  
     ̂   ̂   ̂    
SSR(X2|X1)=SSR(X1,X2)-SSR(X1) SSR(X1,X2)=∑ ( ̂   ̅)
  
     ̂   ̂   ̂     ̂    
SSR(X3|x1,X2)=SSR(X1,X2,X3)-SSR(X1,X2) SSR(X1,X2,X3)=∑ ( ̂   ̅)
  
     ̂   ̂   ̂     ̂     ̂    
SSE SSE=∑ (    ̂ )
  
     
SST SST=∑ (    ̅)
  
     
Fuente: Elaboración propia 
 
Y los cuadrados medios respectivos, acordes con la tabla 10. 
 







Fuente: Elaboración propia 
 







A partir de esta tabla Anova de sumas tipo I, es posible probar la significancia de 
las variables, pero condicionadas. 
1. X1 aporta significativamente en el modelo, sin considerar a X2 y X3? 
Ho:        
H1:      
Fc= 
   (  )
   
       (2.5.17) 
 
2. X2 aporta significativamente en el modelo que tiene a X1, sin considerar a 
X3? 
Ho:        
H1:      
Fc= 
   (  |  )
   
      (2.5.18) 
 
3. X3 aporta significativamente en el modelo que tiene a X1 y X2? 
Ho:        
H1:       
Fc= 
   (  |    )
   
      (2.5.19) 
 
Los estadísticos de prueba dados por:(2.5.17), (2.5.18) y (2.5.19), determinan si la 
respectiva variable aporta significativamente a un modelo que ya tiene la anterior 
que fue incluida, para estas sumas tipo I. 
La región crítica es igual para las 3 pruebas: RC={  |          }. El rechazo de 
Ho, con un nivel de significancia dado  , conduce a afirmar que la variable aporta 
significativamente a la explicación de la variabilidad de los datos, de forma 
condicionada al anterior conjunto de variables que ya ha sido incluida. 
 
Suma de cuadrados del modelo de regresión total 
A partir de las sumas de cuadrados tipo I, a partir de sustitución, es posible 
mostrar que: 
SSR(X1, X2, X3)=SSR(X1)+SSR(X2|X1)+SSR(X3|X1,X2) 
Y con base en esta se construye la tabla ANOVA total con la cual se hace la 







Tabla 11. Análisis de Varianza para el modelo de Regresión Múltiple. 
Fuente Grados de 
libertad 
Sumas de cuadrados Cuadrados Medios Fc Vp 
Modelo Y vs 
X1,X2,X3 







   
   
 
P(f>Fc) 
Error N-p  
 
SSE MSE   
Total N-1 SST    
*Para el ejemplo mostrado, K=3 y p=4 
Fuente: Elaboración propia 
 
Tabla que lleva a la misma tabla dada en 7, con la cual se realiza el análisis de 
significancia del modelo. 
 
2.5.9. Anova con sumas de cuadrado tipo III  
 










X1 1 SSR(X1|X2,X3) MSR(X1|X2,X3) MSR(X1|X2,X3)/MSE P(f>Fc1) 
X2 1 SSR(X2|X1,X3) MSR(X2|X1,X3) MSR(X2|X1,X3)/MSE P(f>Fc2) 
X3 1 SSR(X3|x1,X2) MSR(X3|X1,X2) MSR(X3|x1,X2)/MSE P(f>Fc3) 
Error N-p SSE MSE   
Total N-1 SST    
Fuente: Elaboración propia 
Por ejemplo,SSR(X2|X1,X3) representa la contribución de X2 a un modelo que ya 
tiene a X1, y X3, SSR(X2|X1,X3)= SSR(X2,X1,X3)- SSR(X1,X3) 
En cada caso, las sumas de cuadrados extra representan el aporte de la variable 
Xi respectiva a un modelo que tiene todas las demás, sin importar el orden en que 
se ubiquen. 
A diferencia de la anterior tabla, con esta no es posible obtener la Anova total para 
la significancia general del modelo sumando las condicionales.  
De otra forma es posible despejar: SSR=SST-SSE.  
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Evaluación de la significancia de cada variable. 
 
Planteamiento de Hipótesis 
1. X1 aporta significativamente en el modelo que tiene a X2 y X3? 
Ho:        
H1:      
Fc= 
   (  |    )
   
      (2.5.20) 
 
2. X2 aporta significativamente en el modelo que tiene a X1 y X3? 
Ho:        
H1:      
Fc= 
   (  |    )
   
     (2.5.21) 
3. X3 aporta significativamente en el modelo que tiene a X1 y X2? 
Ho:        
H1:       
Fc= 
   (  |    )
   
     (2.5.22) 
Las expresiones  (2.5.20) a (2.5.22) son estadísticos de prueba con los cuales se 
determina si la variable respectiva puede ser incorporada a un modelo que ya 
tiene a las demás del modelo completo, sin importar el orden donde queden. 
La región crítica es igual para las 3 pruebas: RC={  |          }. El rechazo de 
Ho, con un nivel de significancia dado  , conduce a afirmar que la variable aporta 
significativamente a la explicación de la variabilidad de los datos. 
 
2.5.10. Proceso de selección 
 
El primer paso para elegir las mejores variables independientes que permitan 
explicar significativamente la variabilidad de la respuesta Y, es realizar un proceso 
de selección, que son:  
 
 Selección desde atrás o Backward. 
 Selección hacia adelante o Forward. 
 Selección Adelante/atrás o Stepwise. 
 
Desde atrás o Backward 
 
Se inicia el proceso estimando el modelo completo, es decir, con todas las 
variables explicativas que serán analizadas en el proceso.  
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1. Estimar modelo completo 
2. Eliminar la variable menos significativa: que además de no serlo, tenga el 
menor valor de F (si todas son significativas, no se elimina ninguna y ya se 
tiene un modelo final). 
3. En el siguiente paso se estima de nuevo el modelo sin esa variable 
eliminada en 2, y se evalúa cuál es la menos significativa y esta se elimina. 
4. Se continúa el proceso hasta que no quede ninguna variable no significativa 
y se escribe el modelo final usando las estimaciones de los parámetros de 
la tabla anterior. 
La mejor Anova a ser utilizada en todos estos procesos es la tipo III. 
 
Ejemplo 
Se estima la relación que puede tener el nivel de ventas de 48 vendedores con las 
variables explicativas Autoconfianza, lucidez, e índice de mejoramiento. Con la 
información dada en las tablas, realice el análisis requerido en los puntos 1 a 4. 
1. Complete los campos en blanco de las tablas dadas. 
2. Haga la prueba de significancia general del modelo  
3. Realice el proceso de selección hacia atrás del modelo, usando las tablas 
dadas. 
4. Cuál será el modelo final? 
 
Las tablas dadas no se presentan en el orden de estimación, se pide al estudiante 
identificar la secuencia y modelo final. 
Tabla 13. Anova Total 







Model 2512,15 3  233,22 0,0000 
Residual 157,984 44    
Total 
(Corr.) 
2670,13 47    
Fuente: Elaboración propia 
Tabla 14. Sumas de cuadrados tipo III 








autoconfianza 716,559 1 716,559 199,57 0,0000 
lucidez 2,51197 1 2,51197 0,70 0,4074 
indicemej 1,98847 1    
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Residual  44 3,59055   
Total      
Fuente: Elaboración propia 
 
Tabla 15. Sumas de cuadrados tipo III 










824,439 1 824,439 231,91 0,0000 
lucidez 1,05867 1 1,05867 0,30 0,5880 
Residual 159,973 45 3,55495   
Fuente: Elaboración propia 
 
Tabla 16. Sumas de cuadrados tipo I 








autoconfianza 2509,1 1 2509,1 703,50 0,0000 
indicemej 0,535168 1 0,535168 0,15 0,7003 
Residual 160,496 45 3,56658   
Fuente: Elaboración propia 
 
Tabla 17. Sumas de cuadrados tipo III 








indicemej      
autoconfianza 940,293 1 940,293 263,64 0,0000 
Residual 160,496 45 3,56658   






Tabla 18. Tabla de parámetros estimados 1 






CONSTANT -3,23546 0,828262 -4,90267 -1,56826 
autoconfianza 3,02163 0,112865 2,79444 3,24881 
Fuente: Elaboración propia 
 
Tabla 19. Tabla de parámetros estimados 2 






CONSTANT 9,57169 1,22993 7,09597 12,0474 
indicemej 1,68008 0,207465 1,26247 2,09769 
Fuente: Elaboración propia 
 
Tabla 20. Tabla de parámetros estimados 3 






CONSTANT -3,39234 0,928947 -5,26334 -1,52134 
autoconfianza 3,08039 0,189714 2,69829 3,4625 
indicemej -0,0516664 0,13338 -0,320307 0,216974 
Fuente: Elaboración propia 
 
Respuesta: el modelo final es el presentado en la tabla 18. Debe realizar el 
proceso completo. 
 
2.5.11. Intervalos de confianza. 
 
Un objetivo importante de los modelos de regresión es la predicción de la variable 
respuesta a partir de un valor particular de X (xo), adicional a esta predicción 
puntual, se estiman intervalos de confianza de 2 tipos, para dar un rango de 






2.5.12. Intervalos para el modelo de regresión lineal simple 
 
Intervalo de confianza al (1- )100% para la respuesta media(2.5.23). 
 [ |  ]  ( ̂|     
 
   




(    ̅)
 
   
))    (2.5.23) 
 
Intervalo de confianza al (1- )100% para la respuesta predicha(2.5.24). 
 
[ |  ]  ( ̂|     
 
   




(    ̅)
 
   
))    (2.5.24) 
 
El valor  ̂|  debe ser estimado precisamente con el valor xo, con el modelo de 
regresión significativo encontrado. 
Este último intervalo es más amplio, garantizando precisamente que se incluya la 
variable respuesta en este intervalo. 
 
2.5.13. Intervalos para el modelo de regresión lineal múltiple 
 
En este caso xo no es un sólo valor, sino un vector de valores particulares: 
xo=(x1o,x2o,…xko). 
Intervalo de confianza al (1- )100% para la respuesta media(2.5.25). 
 
 [ |  ]  ( ̂|     
 
   √   (  
 (   )    ))   (2.5.25) 
 
Intervalo de confianza al (1- )100% para la respuesta predicha(2.5.26). 
 
[ |  ]  ( ̂|     
 
   √   (    
 (   )    ))   (2.5.26) 
 
2.5.14. Validación de supuestos del modelo 
El modelo de regresión se estima con supuestos sobre los residuales del modelo, 
que pueden resumirse en: 
 Distribución normal para los residuales. 
 Varianza constante. 
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 Incorrelación para los residuales, cuando los datos son cronológicos. 
Dichos supuestos se deben comprobar con métodos gráficos y analíticos, y se 
establecen en todo modelo con respuesta cuya naturaleza sea gaussiana. 
 
Métodos para validar supuestos del modelo. 
 Gráficos. 
 Residuales vs valores ajustados: Debe haber uniformidad alrededor del 
residual 0, sin patrones de conos o trayectorias que indiquen 
heterocedasticidad (no homogeneidad de la varianza). 
 Cuantiles cuantiles normales (QQ-norm): Se estiman los residuales teóricos 
bajo la distribución normal, y se grafican contra los reales estandarizados. 
Los puntos graficados deben caer en una línea casi recta, además, deben 
caer en un intervalo entre las bandas de -2 a 2, de esta manera no 
existirían puntos aislados que alteren la normalidad fuera de estas bandas. 
 
a) Prueba de normalidad de Shapiro Wilks. 
Se contrastan las hipótesis: 
Ho: Los residuales del modelo tienen una distribución normal. 
H1: Los residuales del modelo no se comportan bajo esta distribución. 
Para realizar la prueba, se ordena la muestra de menor a mayor, obteniendo el 
nuevo vector muestral (x(1), x(2), ..., x(n)), siendo x(i) el i-ésimo valor muestral tras la 
ordenación. 
Se calcula el estadístico de contraste, siendo s2 la varianza muestral, y las ai n 
suelen aparecer tabuladas en los manuales. 
Estadístico de prueba W: 
  
 
   
(∑    ( (     )   ( ))
 
   )
 






                
   
 
              
 
 
b) Prueba de homogeneidad de varianza de Bartlett 
 
Suponga que tiene ‘a’ grupos de poblaciones independientes, cada uno con 
distribución normal  N(, 2), i =1,…a, con varianzas desconocidas. Se quiere 
probar la hipótesis de igualdad de varianzas, donde cada término   
   corresponde 
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a cada una de las varianzas de los residuales por grupo en el cual fueron 
segmentados 
Ho:    
    
      
   vs 
H1: Algún par   
    
  
 




        
 con  
M=(N-a)ln   
  ∑ (   )     
  
    y      
C=  
 
 (   )
(∑
 
    
 
 
   
 
   ), con   
  
∑ (    )  
  
   
   
     
Donde   
   es la varianza muestral de los nivalores observados de la respuesta con 
el tratamiento i. Ho se rechaza al nivel de significancia  , si   
      
 . La prueba 
es sensible a la no normalidad, razón por la cual debería comprobarse dicho 
supuesto primero. 
. 
      
    
    
      
  
                               
    
  
 
Así mismo puede utilizarse el criterio de decisión del valor p: si valor p del 
estadístico de prueba, en este caso  (     
 ) es mayor del nivel de significancia 
fijado  , se acepta Ho, indicando la homogeneidad de varianza. 
 
c) Prueba de incorrelación de Durbin Watson 
 
      (       )    
      (       )    
El estadístico de prueba utilizado es Dw, dado por:  
∑ (       )
  
   
∑ (  )
  
   
 
Las reglas de decisión utilizando el estadístico de prueba pueden verse en el texto 
de  Peck y otros (2006) o Bowerman (2007), o es posible utilizar también el valor 
p, de tal forma que al comparar con 2 , se puede afirmar si se acepta o se 
rechaza Ho. Para las unilaterales (correlación positiva o negativa), basta con 
comparar el valor p con el nivel de significancia que fija el investigador ( ). 
  
d) Prueba de incorrelación de Prueba de Box Pierc 
Prueba de incorrelación de una serie de grado mayor a uno. Este estadístico es 
muy aplicado en las pruebas de autocorrelación de las series o incluso, residuales 
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en estimaciones de modelos como Box-Jenkins, regresión en series temporales, o 
simulaciones, el cual determina si las primeras K autocorrelaciones de la serie son 
cero. 
El contraste de hipótesis es: 
 
H0: ρ(t, t+k)=0:   hay incorrelación 
Vs 
H1: ρ(t, t+k) ≠ 0:  no hay incorrelación 
 
Tiene como estadístico de prueba: 
     ∑  
 ( ̂)
 





Donde        siendo n el número de observaciones en la serie y d, el grado de 
diferenciación no estacional usado para transformar los valores originales de la 
serie temporal en valores estacionarios.   ( ̂) es la autocorrelación muestral de los 
residuos separada por un desfasamiento de   unidades de tiempo (González & 
Lobato, 2007). 
 
2.5.15. Criterios de ajuste 
 
Además de la validación de supuestos de los modelos estimados, uno de los 
mejores criterios de evaluación final del nivel óptimo que permite comparaciones y 
elección más indicada, es el MAPE (Mean Absolute Percentage Error), el cual 
mide la exactitud del pronóstico con relación a la serie de tiempo (porcentaje de 
error) y se expresa en forma de porcentaje de error y se calcula según la ecuación 
(2.5.29). 




     
  
|          (2.5.29) 
Donde, 
Pt=Valor pronosticado en el periodo t 
Vt=Valor real en el periodo t 
 





2.6. Definición modelo econométrico 
 
Los modelos dinámicos son muy utilizados para analizar la evolución del empleo, 
la productividad en las empresas y otras variables que tienen gran impacto en el 
desarrollo económico de un país. 
Según Caridad & Ocerin (1998) un modelo econométrico uniecuacionalestá 
formado por una ecuación en la que la variable dependiente o endógena, depende 
de una o más variables explicativas denominadas exógenas.  
El nombre de modelos dinámicos caracteriza una variabilidad dada en una 
trayectoria temporal; las interrelaciones que se analizan a menudo involucran 
retardos de variable endógena o exógena. Estos retardos se incluyen en el modelo 
de regresión estimado por mínimos cuadrados o por máxima verosimilitud, 
expresado de forma general según la ecuación (2.6.1). 
 
                                              (2.6.1) 
 
Dónde:   
 
   es el multiplicador que mide el impacto a corto plazo   
    Indican el efecto de la covariable explicativa que acompañan en un plazo 
intermedio  
  es el efecto del retardo     de la variable endógena     sobre la respuesta en el 
tiempo t. 
     es una perturbación aleatoria que se supone presenta distribución normal, 
incorrelación y varianza homogénea. 
Su estimación se hace mediante máxima verosimilitud estudiada para los modelos 
de regresión comunes (Montgomery, Peck & Vining, 2012). 
 
Ejemplo de aplicación: Demanda de energía Diaria de Colombia 
 
Se utilizaron datos históricos de la demanda energética diaria en Colombia, desde 
el 15 de diciembre de 2010 hasta 16 de diciembre de 2012, facilitados por el 
departamento encargado de pronósticos de demanda de energía en XM filial de 
ISA, información de carácter público,  lo que permite la posibilidad de mostrar los 
resultados expuestos a continuación (Tabares & Velásquez, 2013). Con modelo 
estimado se midió el MAPE de ajuste, además de las otras pruebas que permitirán 
validar la efectividad del modelo, y se pronosticaron datos del 17 al 31 de 
diciembre de 2012, con los cuales se midió el MAPE de pronóstico, para 
determinar eficiencia futura.  En la figura 1 se puede apreciar el comportamiento 
36 
 
de la demanda diaria energética del país, por facilidad y para una mayor 
comprensión de la figura, sólo se tomaron los datos de tres semanas de junio de 
2012, que son muy similares a las del periodo completo de análisis. 
 
 
Figura5. Comportamiento de la demanda energética en Colombia 
 
En la figura 9  se muestran datos de energía diaria de tres semanas. En esta no se 
observa una clara tendencia en los datos, pero puede notarse una variación 
estacional. 
 
Figura6. Tendencia de la serie 
 






 Tendencia senoidal 
 Tres rezagos (variables del pasado) 
 
Pero la variable senoidal y la tercera del pasado, tenían un valor p (vp) mayor a 
0.05 por lo tanto no eran significativas, por lo que se procedió a excluirlas del 
modelo, como se aprecia en la Tabla 21. 
 
Tabla 21. Coeficientes Estimados del Modelo Dinámico 




to * Valor P 
Intercepto 4,05E+04 5,75E+03 7,039 4,53e-12 
T 5,03E+01 8,25E+00 6,092 1,82e-09 
Día jueves 1,88E+04 1,10E+03 17,083 < 2e-16 
Día lunes 2,75E+04 1,13E+03 24,467 < 2e-16 
Día martes 2,21E+04 1,07E+03 20,621 < 2e-16 
Día miércoles 1,98E+04 1,11E+03 17,870 < 2e-16 
Día sábado 1,01E+04 8,98E+02 11,269 < 2e-16 
Día viernes 1,85E+04 1,09E+03 16,987 < 2e-16 
L(energíats, 1) 5,43E-01 3,13E-02 17,336 < 2e-16 
L(energíats, 7) 8,17E-02 3,14E-02 2,606 0,00936 
* to: es el valor del estadístico de prueba de cada parámetro.
 
Fuente: Elaboración propia 
 
Según la tabla 21, el Valor P inferior a 0,05 indica que todos los factores son 
relevantes para el modelo. 
La ecuación para este modelo es: 
                                                               
                                                             
                                (2.6.2) 
 
Validación de los residuales del modelo estimado: 
1. Prueba de normalidad de Jarque Bera  
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x2= 4593,097, df = 2, p-value < 2,2e-16 
2. Prueba de Incorrelación de Box-Pierce  
x2= 372,5744, df = 5, p-value < 2,2e-16 
 
Los residuales no cumple las pruebas de normalidad e incorrelación, ya que el VP 
es menor que 0,05, por lo tanto no se considera un pronóstico confiable a largo 
plazo. El MAPE de ajuste del modelo es de 2,485%, aunque da pequeño, el 
modelo generaría sesgo de pronóstico a el largo plazo, además pueden usarse 
unos métodos alternativos para mejorar el cumplimiento de estos supuestos.  
 
########################Programa en R############################## 
require(lmtest);require(car);require(dynlm);require(tseries);require(forecast) 




#Definición de serie 
energy=ts(energía,freq=7) 







#Modelo dinámico con fuentes de variación multiples 
model=dynlm(sqrt(energy)~t+t3+dia+temp+factor(nivel)+Nivele+L(sqrt(energy),7)+
L(sqrt(energy),2)) 










mean(error)#muy bajo: 1.26%, Rcuad bueno, pero correlacion en residuales y no 
normalidad 
 




#Estima modelo SARIMA para los residuales, con método automático: 










mean(error)#un poco mejor: 1.21%, mejora estacionariedad 
 
 
2.7. Método de Suavización exponencial simple 
 
La suavización exponencial, es una técnica de análisis de pronóstico de series de 
tiempo, que tiene como característica  la predicción de los valores futuros en 
función de la ponderación exponencial de los periodos anteriores, teniendo mayor 
peso los periodos recientes que los antiguos (Gardner, 2006).Además, es un 
modelo en el que se puede incorporar fácilmente el nivel, la tendencia y la 
estacionalidad que presentan los históricos de la serie temporal (Hyndman et al, 
2008).  
 
Según Bowerman et al. (2007) la suavización exponencial es más eficaz cuando la 





Modelo de suavización simple (Hanke & Reitsch, 1996)  
 ̂      (   ) ̂         (2.7.1) 
 
 ̂     Pronóstico para el siguiente período. 
α =  constante de suavización. 
    = valor real de la serie en el periodo t. 
 ̂   = pronóstico para el periodo t-1. 
Usando la expresión (27.1), se hace una búsqueda de un valor de α que minimice 
la SSE (Suma de cuadrados de los errores), partiendo de un valor inicial para este. 
El último valor de la serie se usará como base para el pronóstico. 
 
Ejemplo de aplicación: Demanda de Energía Diaria de Colombia 
Los modelos de suavización simple estimados no reflejaban muy bien la volatilidad 
de la serie, como se observa en la figura 2, donde se muestra un lapso del valor 
real (azul) versus el pronosticado (rojo), evidenciando un mal ajuste.  
 
Figura7. Valor real vs valor pronosticado por Suavización Exponencial 
Simple 
 
En las estimaciones, validaciones y pronósticos realizados con los múltiples 
modelos clásicos utilizados, los datos usados comprenden la energía diaria de 
Colombia entre el 15 de diciembre de 2010 y 16 de diciembre de 2012, dejando 
los días de 17 a 31 de diciembre de 2012, para pronosticar y evaluar el error de 




La estimación del modelo de suavización se basa en una optimización del 
parámetro α. 
El mejor modelo estimado con la técnica de Suavización exponencial simple, se 
obtuvo a partir de un coeficiente de suavización alpha = 0.4678 
 
Figura8. Autocorrelación de los residuales del modelo de suavización 
exponencial simple. 
 
En la figura 3. se evidencia una alta correlación en los residuales hasta el rezago 
5, se puede intuir que no pasará la prueba de Box Pierce, mostrando el no 
cumplimiento de la premisa de incorrelación. 
Figura 9. Autocorrelación parcial de los residuales del modelo de 
suavización exponencial simple 
Residual Autocorrelations for adjusted energía
Simple exponential smoothing with alpha = 0.4678




















Residual Partial Autocorrelations for adjusted energía
Simple exponential smoothing with alpha = 0.4678































Validación de los residuales del modelo estimado: 
 Prueba de Incorrelación de Box-Pierce: 
Basada en los primero 24 rezagos se obtuvo un estadístico de Large 
sample test statistic = 98,3511 y un Valor P = 2,70787E-11, por lo tanto se 
corrobora que hay correlación en los residuales, el modelo no es confiable 
(tabla 22). 
Tabla 22. Pronostico suavización exponencial simple 
Fecha Demanda Real (Mw) Pronóstico Error relativo 
17/12/2012 169756,92 167770 1,17% 
18/12/2012 170427,43 174092 2,15% 
19/12/2012 173748,52 175176 0,82% 
20/12/2012 173399,14 174696 0,75% 
21/12/2012 170600,50 174003 1,99% 
22/12/2012 160288,86 164050 2,35% 
23/12/2012 145036,17 146561 1,05% 
24/12/2012 147566,05 167770 13,69% 
25/12/2012 131777,18 174092 32,11% 
26/12/2012 160614,76 175176 9,07% 
27/12/2012 162983,71 174696 7,19% 
28/12/2012 163891,65 174003 6,17% 
29/12/2012 155519,14 164050 5,49% 
30/12/2012 143156,82 146561 2,38% 
31/12/2012 143094,86 167770 17,24% 





Figura10. Pronóstico del modelo de suavización exponencial simple 
Análisis de resultados 
 
El valor medio del error absoluto de los datos ajustados desde el 10 de diciembre 
del 2010 hasta el 15 de diciembre de 2012 fue de 2,17% (MAPE de ajuste) y el 
valor medio del error absoluto del pronóstico de la demanda energética 
comprendida entre los días 16 y 31 de diciembre del 2012 fue 9,70% (MAPE de 
pronóstico). 
Aunque el modelo tiene un MAPE de ajuste bajo, no cumple la prueba de 
incorrelación de Box Pierce, por lo tanto el modelo no es muy confiable, lo cual 
además se corrobora con el alto valor del MAPE de pronóstico (9.7%), indicando 
desacierto en las predicciones. 
Como se puede observar, entre los MAPES  hay una diferencia de 7 puntos 
aproximadamente, esto se debe a que el modelo no está en la capacidad de 
captar los días atípicos, como 24, 25, y 31 de diciembre, donde se presenta mayor 
error.  
 
2.8. Método de suavización exponencial lineal: método Holt  
 
Existen otros métodos de suavización, que en algunos casos, son más efectivos 
para pronosticar, como el Suavizamiento Exponencial Lineal (Holt), este involucra 
tendencias lineales locales que se van desarrollando dentro de la serie de tiempo. 
Además, suaviza directamente el nivel y la pendiente, usando diferentes 
constantes de suavizamiento para cada una, por lo tanto, tienen la ventaja de 
adaptarse y ser flexibles a nuevas observaciones que se van encontrando en la 
serie temporal. En este sentido, el suavizamiento exponencial simple se puede ver 
en desventaja, ya que en las series de tiempo en ocasiones puede cambiar cierto 




Modelo de suavización exponencial de Holt (Hanke & Reitsch, 1996) 
       (   )(         )     (2.8.1) 
Tasa de crecimiento o estimación de la tendencia  
    (       )  (   )         (2.8.2) 
El pronóstico de P periodos en el futuro 
 ̂                 (2.8.3) 
En donde:  
   = nuevo valor atenuado 
α= constante de suavización de los datos (0<α< 1) 
  = nueva observación o valor real de la serie, en el periodo t 
β= constante de suavización de la estimación de la tendencia (0<β<1) 
T, = estimación de la tendencia 
P= periodos a pronosticar en el futuro 
 ̂     Pronóstico de p periodos en el futuro 
 
2.8.1. Ejemplo: Aplicación del método de suavización exponencial lineal de 
holt al caso de la energía diaria 
 
En este modelo, se utilizaron el mismo lapso de datos de demanda energética del 
modelo anterior. Usando el programa Statgraphics, se realizaron las estimaciones 
y se encontraron dos coeficientes de suavización, uno para la media y otra para la 
tendencia: alpha = 0,3239 y beta= 0,0036 respectivamente. Se encontró una 
desviación muy similar de los ajuste versus los valores pronosticados.  
 
Residual Autocorrelations for adjusted energía
Holt's linear exp. smoothing with alpha = 0.3239 and beta = 0.0036






















Figura11. Autocorrelacion de los residuales del modelo de suavización 
exponencial lineal 
 
En la figura 12 se evidencia una posible correlación de los datos, puesto que 
varias barras están por fuera de las bandas. Hay una alta correlación en los 
rezagos 1 y 5, por lo que se intuye un incumplimiento de la prueba de Box Pierce. 
 
Figura12. Autocorrelacion parcial de los residuales del modelo de 
suavización exponencial lineal 
 
Validación de los residuales del modelo estimado:  
 
 Prueba de Incorrelación de Box-Pierce: 
Basada en los primeros 24 rezagos se obtuvo un estadístico de Large sample test 
statistic = 98,3511 y un Valor P = 2,70787E-11, por lo tanto se corrobora que hay 
correlación en los residuales, el modelo no es confiable. 
Dado que el valor p de la prueba de Box Pierce es muy pequeño, se observa que 
los residuales tienen autocorrelación, este modelo no es confiable, por generar 
sesgos en las predicciones. 
 




Pronóstico Error relativo 
17/12/2012 169756,92 168095,0 0,98% 
18/12/2012 170427,43 174476,0 2,38% 
19/12/2012 173748,52 175609,0 1,07% 
20/12/2012 173399,14 175175,0 1,02% 
Residual Partial Autocorrelations for adjusted energía
Holt's linear exp. smoothing with alpha = 0.3239 and beta = 0.0036






























Pronóstico Error relativo 
21/12/2012 170600,50 174527,0 2,30% 
22/12/2012 160288,86 164588,0 2,68% 
23/12/2012 145036,17 147080,0 1,41% 
24/12/2012 147566,05 168410,0 14,13% 
25/12/2012 131777,18 174803,0 32,65% 
26/12/2012 160614,76 175938,0 9,54% 
27/12/2012 162983,71 175503,0 7,68% 
28/12/2012 163891,65 174854,0 6,69% 
29/12/2012 155519,14 164897,0 6,03% 
30/12/2012 143156,82 147356,0 2,93% 
31/12/2012 143094,86 168726,0 17,91% 
Fuente: Elaboración propia 
 
Figura13. Gráfica del pronóstico del modelo de suavización exponencial 
lienal. 
 
En la figura 8 se puede observar el comportamiento de los datos y como el modelo 
captó la estacionalidad para el pronóstico. 
El valor medio del error absoluto de los datos ajustados desde el 10 de diciembre 
del 2010 hasta el 15 de diciembre de 2012 fue de 2,155% (MAPE de ajuste), y el 
valor medio del error absoluto del pronóstico de la demanda energética 
comprendida entre los días 16 y 31 de diciembre del 2012 fue 7,19% (MAPE de 
pronóstico). 
Forecast Plot for energía
Holt's linear exp. smoothing with alpha = 0.3239 and beta = 0.0036

















La diferencia entre los MAPES es de 5 puntos aproximadamente, esto se debe a 
que el modelo no está en la capacidad de captar los días atípicos, como 24, 25, y 
31 de diciembre, donde se presenta mayor error. 
El modelo no cumple la prueba de incorrelación de Box Pierce, además, se obtuvo 
un error de pronóstico poco aceptable, por lo tanto, no se considera confiable para 
la predicción de semanas atípicas. 
 
2.9. Modelos ARIMA y SARIMA 
 
Un modelo ARMA tiene la característica de ser lineal, esto quiere decir que la 
variable que define la serie temporal depende de una constante. Sea Y(t) una 
serie temporal su expresión algebraica está dada por  (Maté, 2006) como : 
 
                                                (2.9.1) 
 
El número de datos pasados que se incluyen en el modelo se conocen como 
orden autorregresivo y se simboliza con la letra p. Así mismo la serie tiene una 
dependencia con los valores pasados de los errores, conocida como: componente 
de media móvil (MA), el número de datos de errores pasados que se incluyen es el 
orden de media móvil y se simboliza mediante la letra q. Así un modelo ARMA se 
escribe abreviadamente: ARMA(p,q)(Robalino, 2005). 
 
La parte más importante estos modelos, es la identificación de los parámetros 
p,d,q, que pueden tomar cualquier valor,  casi siempre entre 0 y 1, y en muy raras 
ocasiones 2. Lo primero en identificar es el grado de diferenciación para que la 
serie sea estacionaria (d).  Se analiza entonces, gráficamente si la serie es 
estacionaria, es decir que esta tenga la misma media y varianza, de no ser así, se 
diferencia la serie y se vuelve a analizar gráficamente. Por tanto el valor d será el 
número de veces que se haya diferenciado (Robalino , 2005). 
 
Para conocer los valores de los parámetros p y q se tiene en cuenta la función de 
autocorrelación, esta mide la dependencia de las variables sobre valores pasados, 
ya que en una serie de tiempo en muchas ocasiones los valores que toma cierta 
variable no son independientes entre sí (Bowerman, O'Connell, & Koehle, 2007). 
Se recurre entonces a la función de autocorrelación ACF y a la función de 
autocorrelación parcial PACF. 
 
El componente u orden autoregresivo (p) viene ligado a la definición de 
autocorrelación. Si  dos momentos continuos están correlacionados se dice que 
existe correlación de orden 1, y se simboliza ARIMA(1,0,0). Si se presenta el caso 
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de que la serie depende de los dos momentos continuos se obtiene un modelo 
ARIMA(2,0,0).    
El valor del componente de media móvil (q) de la serie,  es establecido por los 
componentes aleatorios. El parámetro q expresa la cantidad de componentes 
aleatorios que forman el valor presente en la serie temporal. 
Por otra parte Maté (2006) sugiere que un modelo ARIMA óptimo debe de cumplir 
con ciertas características que permiten identificar, estimar y verificar el 
comportamiento del modelo: 
 Parquedad: En el modelo no se deben incluir coeficientes innecesarios. Es 
importante porque permite obtener mejores predicciones, y ayuda a estimar 
un modelo optimo que se aproxime estadísticamente a la serie que se está 
evaluando.   
 Estacionariedad:   Al asegurar que la serie sea estacionaria, ósea que su 
media es constante, se podrán utilizar N observaciones para estimarla.  
 Estimación de buenos coeficientes: Una buena estimación es que los 
coeficientes de la componente autorregresiva (AR) y la componente de 
media móvil (MA) sean significativamente diferentes de cero.  
 Buen ajuste de los datos: El modelo se debe ajustar en lo posible a los 
datos de los cuales ha sido generado. No existe un criterio que indique el 
buen ajuste, pues todas las series se comportan de maneras diferentes.  
 Se obtengan buenos pronósticos: Si bien el modelo se ha ajustado lo 
suficientemente bien a los datos del pasado, lo que se espera de este es 
que haga predicciones del futuro consistentes, para esto se recomienda 
evaluar el modelo varias veces.  
 
Modelos ARIMA estacionales multiplicativos 
 
El modelo ARIMA estacional multiplicativo (Box & Jenkins, 1976), 
ARIMA(p,d,q)(P,D,Q)s, se representa habitualmente en la forma:  
 
(1 – 1B – 2B2 – ..... – pBp)(1 – 1Bs – 2B2s – ... – PBPs)dsDyt = 
 (1 + 1B + 2B2 + .... + qBq)(1+1Bs +2B2s + ....+QBQs)at   (2.9.2) 
      
Siendo B el operador de retardos.  
 
Ejemplo 1. Modelo SARIMA para el caso de la demanda de energía diaria de 
Colombia 
 
Al analizar los valores de autocorrelación de la serie de consumo energético, se 
detectó una estacionalidad de orden 7 muy evidente, ya que los valores en los 
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periodos 7 y 14 fueron muy altos (0,7639 y 0,7070 respectivamente), como 
también en el rezago 1 (0,4527). Esto indica que los retardos más evidentes que 
tienen efectos sobre la serie son Zt-1, Zt-7 y Zt-14. Además de estas evidencias, se 
usó el método automático de R para detectar de mejor forma los parámetros 
indicados para el modelo. Luego de estimar varios modelos, se obtuvo que el 
ARIMA (1,1,1)X(2,0,1) fue el de menor error. 
 
Tabla 24. Coeficientes SARIMA 
Coeficientes     
ar1 ma1 sar1 sar2 sma1 
0,4950 -0,9321 0,9842 0,0075 -0,8028 
0,0416 0,0196 0,0407 0,0402 0,0275 
 
Se estimó un modelo ARIMA con coeficiente estacional, por medio del método 
automático de R, también se estimaron modelos ARIMA pero no resulta 
conveniente por la estacionalidad de la serie, este modelo no la capta y arroja un 
valor de pronóstico para todos los días, por lo tanto no es indicado. 
 
 
Validación de los residuales del modelo estimado: 
 Prueba de normalidad de Jarque Bera  
x2=1956,265, df = 2, p-value < 2,2e-16 
 
 Prueba de incorrelación de Box-Pierce  
x2=2,079, df = 5, p-value = 0,8381 
 
Los residuales no cumplen normalidad pero sí incorrelación 
 







17/12/2012 169756,92 157213 7,39% 
18/12/2012 170427,43 162075 4,90% 
19/12/2012 173748,52 162372 6,55% 
20/12/2012 173399,14 162127 6,50% 









22/12/2012 160288,86 149750 6,57% 
23/12/2012 145036,17 133938 7,65% 
24/12/2012 147566,05 153945 4,32% 
25/12/2012 131777,18 160745 21,98% 
26/12/2012 160614,76 161646 0,64% 
27/12/2012 162983,71 161712 0,78% 
28/12/2012 163891,65 160668 1,97% 
29/12/2012 155519,14 149600 3,81% 
30/12/2012 143156,82 133598 6,68% 





Además de no cumplir todas las pruebas de validación, el error relativo absoluto 
aumenta mucho a futuro, lo cual deja este modelo en un estado poco confiable en 
relación a su capacidad de pronóstico, en especial a largo plazo. 
 
Ejemplo 2. Modelo Dinámico con residuales SARIMA para el caso de la 
demanda de energía diaria de Colombia 
 
Se incorpora la variable temperatura promedio en Colombia, que según expertos, 
influye mucho en el comportamiento de la demanda de energía.1 
Luego de una exploración de la base y de conversaciones preliminares con los 
expertos de XM, se notaron unas variables de nivel que pueden justificar posibles 
cambios estructurales en la serie y que si se predicen, pueden disminuir los 
sesgos o errores en los pronósticos. Estas son: 
 
1. En la variable “Nivel”, se catalogaron la demanda en 4 intervalos (1, 2, 3, 4) 
de menor a mayor respectivamente. Estos intervalos tienen un rango de 
más o menos de 14000 Mwh cada uno.  
                                                             
1 Valores consultados en la base de datos de: www.tutiempo.net 
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2. En la variable Nivel2, se catalogaron las fechas especiales, que son: 24, 25 
y 31 de diciembre. Esto se hizo con el fin de que el modelo identificara los 
picos de la demanda energética Colombiana. 
3. En Nivel3 se identificaron los picos más bajos de los datos, generalmente lo 
representó el día domingo. 
 
Estos niveles se involucran en el modelo, con el fin de poder captar picos y datos 
atípicos a la hora de pronosticar la demanda. 
Para llegar al siguiente modelo (final) se realizaron varias transformaciones, cómo 
logarítmica, raíz cuadrada, raíz cúbica, y se realizaron las pruebas de hipótesis 
pertinentes. También intentó ingresar variables de seno y coseno en función del 
tiempo, intentando identificar la tendencia. Y se estimó un modelo para los 
residuales. 
 
En este modelo se realizó una transformación de raíz cuadrada y se involucraron 
las siguientes variables:  
 Tiempo  






 Dos variables del pasado (2,7) 
 
En el análisis previo, la variable Nivel2 no resultó significativa para el modelo, 
además aumentaba un poco el MAPE, por lo que se decidió sacarla y así mejorar 
el modelo. Como se ve en la tabla 26; en la cual se muestran la suma de 
cuadrados, los grados de libertad el valor F y su significancia. 
 







Valor F Valor P 
Intercepto 13923,3 1 1300,7231 < 2,2e-16 
T 555,1 1 51,8609 1,52E-12 
T3 159,4 1 14,8959 0,000124 
Día 1041,3 6 16,2125 < 2,2e-16 
Temperatura 118,5 1 11,0678 0,0009237 









Valor F Valor P 
Nivel3 5051,2 2 235,9456 < 2,2e-16 
L(sqrt(energy), 7) 41,3 1 3,8583 0,0498903 
L(sqrt(energy), 2) 294 1 27,467 2,11E-07 
Residuales 7589,3 709   
Fuente: Elaboración propia 
 
En la tabla 26 se ve que con una significancia del 5% todas las variables son 
significativas en el modelo. El supuesto de que la temperatura influye en la 
demanda es corroborado. 
 
Tabla 27. Coeficientes Estimados finales del modelo dinámico final. 
Coeficientes:     
 Estimado Error estándar to Valor P 
Intercepto 2,99E+02 8,30E+00 36,066 < 2e-16 
T 8,08E-02 1,12E-02 7,201 1,52E-12 
T3 -3,88E-06 1,01E-06 -3,86 0,000124 
Día jueves 4,64E+00 8,84E-01 5,249 2,03E-07 
Día lunes 3,65E+00 8,01E-01 4,555 6,16E-06 
Día martes 7,15E+00 1,11E+00 6,465 1,88E-10 
Día miércoles 5,06E+00 9,25E-01 5,473 6,15E-08 
Día sábado 1,46E-01 7,54E-01 0,193 0,847106 
Día viernes 4,34E+00 8,69E-01 4,994 7,46E-07 
Temperatura 2,83E-01 8,51E-02 3,327 0,000924 
factor(nivel)2 1,63E+01 1,09E+00 15,032 < 2e-16 
factor(nivel)3 2,35E+01 1,29E+00 18,309 < 2e-16 
factor(nivel)4 3,28E+01 1,39E+00 23,606 < 2e-16 
Factor-m Nivel3 1,27E+01 9,21E-01 13,785 < 2e-16 
Factor-s Nivel3 1,98E+01 9,88E-01 20,054 < 2e-16 
L(sqrt(energy), 7) 3,10E-02 1,58E-02 1,964 0,04989 
L(sqrt(energy), 2) 8,56E-02 1,63E-02 5,241 2,11E-07 
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Fuente: Elaboración propia 
 
En la tabla 27 se observa que todos los factores exceptuando el día sábado es 
significativo para el modelo, como en el análisis de varianza observamos que la 
variable Día era significativa, entonces podemos dejar en el modelo el día sábado. 
Sin embargo, los residuales aún no son incorrelacionados (no son ruido blanco) y 
se hace necesaria una corrección, como modelarlos con otra técnica. En este caso 
se utilizará un modelo ARIMA para ajustar los residuales y con base en esto 
unificarlo al modelo dinámico estimado. 
Por ahora, el MAPE ajustado es 1,29%, aunque es pequeño, se verá su 
disminución posterior a la modelación ARIMA para los residuales. 
Ahora, se hará una exploración de la posible dependencia de los residuales del 
modelo dinámico estimado. 
 
 
Figura14. Autocorrelación de los residuales del modelo dinámico 
 
En la figura 10 se observa que los rezagos se comportan de manera sinodal, y se 






Figura15. Autocorrelación parcial de los residuales de los errores del modelo 
dinámico 
El comportamiento de dependencia de orden 1 y de orden 7 (estacional) fue 
tomado en cuenta para ajustar el mejor modelo para estos residuales, 
encontrando como el mejor, un modelo SARIMA con coeficiente estacional, por 
medio del método automático de R. 
 
Modelo: SARIMA (1,0,0)x(2,0,1) para los residuales del modelo dinámico. 
 
Tabla 28. Coeficientes del modelo SARIMA 
 Coeficientes:    
 ar1 sar1 sar2 sma1 
 0,2876 -0,1040 0,1309 0,1555 
S.E 0,0360 0,3958 0,0411 0,3998 
Fuente: Elaboración propia 
 
Validación de los residuales del modelo estimado: 
 
 Prueba de normalidad de Box Pierce 
X-cuadrado = 7,5156, df = 7, p-value = 0,3772 





Al unir ambos modelos, se estima el calcula el error del modelo Dinámico con 
errores SARIMA como se evidencia en la Tabla 29. 
 







17/12/2012 169756,92 169577,047 0,11% 
18/12/2012 170427,43 172507,292 1,22% 
19/12/2012 173748,52 173107,07 0,37% 
20/12/2012 173399,14 173129,296 0,16% 
21/12/2012 170600,5 172197,649 0,94% 
22/12/2012 160288,86 162291,04 1,25% 
23/12/2012 145036,17 148032,433 2,07% 
24/12/2012 147566,05 150608,785 2,06% 
25/12/2012 131777,18 131452,115 0,25% 
26/12/2012 160614,76 162301,458 1,05% 
27/12/2012 162983,71 161744,319 0,76% 
28/12/2012 163891,65 163645,38 0,15% 
29/12/2012 155519,14 153983,187 0,99% 
30/12/2012 143156,82 147318,848 2,91% 
31/12/2012 143094,86 143032,345 0,54% 
  MAPE 0,99% 
Fuente: Elaboración propia 
 
MAPE ajustado: 1,23%  
MAPE pronóstico: 0,99% 
El ajuste baja de 1,29 a 1,23%, pero además, encuentra un error muy bajo futuro 
(0,99%), indicando con ello que este es el que minimiza más el error de pronóstico 
de los que van explorados hasta ahora. 
 





                                                               
                                                                    
                                                           
          (     )                  (     )                   (     )        
                              (     ) (     )    (2.9.3) 
 
Se encuentra incorrelación en los residuales y se logra un MAPE bastante 
pequeño. Sin embargo, se evidencia no normalidad, razón por la cual, el modelo 
es adecuado sólo a corto plazo y se presentarán otras alternativas de pronóstico.  
 
Al caracterizar el comportamiento de la demanda energética diaria de Colombia, 
se encontraron diferencias entre las semanas comunes de trabajo, estudio, 
cotidianas, y semanas atípicas, como la comprendida entre 24 y 31 de diciembre, 
que requieren ser discriminadas por medio del análisis de datos. Precisamente, los 
días como el 24, 25, y 31 de diciembre no cumplen con la misma estacionalidad 
semanal que se tiene la serie, por lo que su dependencia no estaba muy ligada al 
factor día (lunes, martes, miércoles, etc.), pero sí a una disminución de consumo 
energético, lo que se refleja en el las variables de nivel consideradas en el modelo 
dinámico: una debida al tipo de demanda, en relación con la particularidad del día 
(festividades de fin de año) y otra con el nivel de consumo (bajo, medio y alto). 
 
3. MÉTODOS DE PRONÓSTICO BAYESIANOS 
 
La Teoría bayesiana aparece cuando se postula el Teorema de Bayes, el 
cualtoma como base el cálculo de probabilidad de un evento basado en un 
conocimiento a priori (Bayes, 1763). 
 
Este acercamiento es a la inversa del acercamiento frecuentista que examina las 
situaciones sin tener en cuenta los conocimientos previos. En general, la 
aplicación del teorema permite establecer que la probabilidad de un evento es el 
resultado condicional de una probabilidad conocida(Marien, 2009). La fórmula del 
teorema, si {          } es un sistema completo de sucesos, entonces para 
cualquier suceso B se tiene lo siguiente:  
 
Se tiene que la probabilidad condicionada es 
 
 (    )   
 (    )







Y que la probabilidad total es 
 




Remplazando (12) en (11) se obtiene: 
 
 (    )   
 (  )  (    )
∑  (    )
 






Donde a la suma de  (    ) se le llama función de verosimilitud (Serrano, 2003) 
 
Para trabajar con variables aleatorias el teorema de Bayes se aplica de la misma 
manera, pero ya no se utilizan simplemente probabilidades a priori y a posteriori 
sino distribuciones, lo que hace que se enfrente a cálculos de funciones como 
productos, sumas o integrales. 
Se tiene que una variable aleatoria es una función del espacio muestral de un 
experimento aleatorio al conjunto de los números reales, de tal modo que a cada 
resultado del espacio muestral le asigna un número real. La podemos representar 
como sigue: 
 
        eales 
 
      
 
Donde los   son los datos de la variable aleatoria   
 
3.1. Teorema de Bayes para variables aleatorias: 
 
Teorema de la probabilidad total si              y   son variables aleatorias 
donde respectivamente,   representa los datos como escalar, vector o matriz, y   
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(3.1.5) 
El teorema de Bayes sería entonces: 
 
 (       )   
 (       ) ( )
  ( )
 
(3.1.6) 
Reemplazando la ecuación (14) en (15) se tiene una distribución a posteriori dad 
por (3.1.7) (Serrano, 2003) 
 (       )   
 (       ) ( )







El denominador será siempre un número constante, que no dependerá, al final, del 
parámetro  , por tanto para simplificar se puede utilizar una función proporcional y 
finalmente el teorema queda como lo indica (3.1.8). 
 
 (       )   (       ) ( ) (3.1.8) 
  
La distribución a priori puede ser subjetivamente determinada por el usuario 
cuando no se tiene información previa a la “experiencia”, o puede darse más 
objetivamente, cuando se tiene información, analizándose estadísticamente qué 
tipo de distribución posee(Raftery, 1999). 
El uso de información conocida a priori es lo que se piensa es la parte destacada 
de la inferencia bayesiana(Geweke & Whiteman, 2004) 
En grandes muestras la distribución a priori tiene muy poca influencia, teniendo 
una contribución a la media y varianza posteriores del orden (1/n)-th del total, 
donde n es el tamaño de la muestra. (Raftery, 1999) 
Si  (       )en (17) se deja fijo   que en este caso representa los datos y se 
evalúa para cada valor de la variable  , se tendrá una función en  , la cual tendrá 
el nombre de función de verosimilitud de  . Se denota  (       )  
Así finalmente se tiene 
 
 (       )   (       ) ( ) (3.1.9) 
 
Esto es:  




La proporcionalidad simplemente dice que si el lado izquierdo es proporcional al 
lado derecho, ambas difieren, solamente, de una constante multiplicativa.  (Lynch, 
2006).  
 
El procedimiento para obtener la distribución a posteriori será entonces el producto 
de la función de verosimilitud calculada para los datos que se tengan y la 
distribución a priori de la variable que se determinó; combinándose así la 
información previa a la “experiencia” con la información objetiva de los datos. 
 
A medida que se obtenga más información, la distribución a posteriori se puede ir 
actualizando, usándola como distribución a priori, así obteniéndose una nueva 
distribución a posteriori más actualizada. Esta es una gran ventaja que tiene el 
análisis bayesiano, ya que el análisis clásico frecuentista implica que a medida 
que se conozcan más datos, hay que reanalizar todo de nuevo (Bolstad, 2007).  
 
La mezcla del sistema de actualizar y del pronóstico de probabilidad en tiempo 
real fue llamado precuencial, (combinación entre pronóstico de probabilidad y 
predicción secuencial) por Dawid (1984). Se distinguió esta forma de pronosticar 
de otros sistemas, los cuales no actualizan por completo. 
 
También en el análisis bayesiano la información de expertos puede ser 
incorporada para mejorar los pronósticos (Geweke & Whiteman, 2004). 
 
En el análisis bayesiano los parámetros son considerados cantidades aleatorias, 
mientras que los datos, habiendo sido ya observados, son considerados como 
cantidades fijas(Lynch, 2006).De esta manera se pueden dar muchos casos en el 
que el parámetro de cierta distribución se distribuye como otra o como la misma 
distribución.  
 
Se dice que cuando la distribución a posteriori es de la misma familia que la 
distribución a priori, es una familia de distribuciones conjugadas. 
A continuación se muestra la tabla 30 con distintas combinaciones de 
distribuciones que dan lugar a cierta distribución a posteriori. 
 
Tabla 30. Algunas distribuciones conjugadas 
Priori Distribución de datos Posteriori 
Gamma Poisson Gamma 
Normal Normal Normal 
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beta Bernoulli Beta 
Gamma Inversa exponencial Gamma 
Fuente: (Flores, 2012) 
 
La inferencia bayesiana hasta hace poco tiempo tenía obstáculos técnicos que de 
alguna manera retardaron su desarrollo, pues generalmente este análisis conlleva 
a problemas de integración y complejidad en la formulación del problema; sin 
embargo amplios avances computacionales han permitido su más práctica 
solución, ampliando así el alcance de este tipo de métodos(Geweke & Whiteman, 
2004). 
 
3.2. Monte Carlo por Cadenas de Markov (MCMC) 
La metodología de simulación Montecarlo parte de la elección aleatoria de 
muestras para aproximar un problema combinatorio complejo a uno más simple de 
resolver(Andrieu, De Freitas, Doucet, & Jordan, 2003).Dicha simulación genera 
valores independientes tomando como base una distribución de probabilidad 
deseada.Por otro lado las cadenas de Markov, postulan que los estados anteriores 
son irrelevantes para la predicción de los estados siguientes, desde que el estado 
actual sea conocido, basándose en una estructura de dependencia entre los 
valores simulados consecutivamente.  
 
Al unir ambas técnicas, se crea la metodología de simulación Monte Carlo por 
Cadenas de Markovque consisteen generar un muestreo a partir de distribuciones 
de probabilidad basadas en la construcción de cadenas de Markov donde cada 
valor simulado, tiene dependencia con el dato anterior, llegando a una 
convergencia a la distribución deseada (Gill, 2002). Después de una larga 
cantidad de corridas, estos resultados se utilizan como una muestra estacionaria 
de la distribución deseada. Entre más corridas, la calidad de la muestra es mejor. 
 
Los métodos MCMC son una estrategia para generar valores de la variable 
aleatoria buscada x(i) mientras explora el espacio X usando cadenas de Markov. 
Este mecanismo se construye para que la cadena pase más tiempo en las 
regiones más importantes(Andrieu, De Freitas, Doucet, & Jordan, 2003). 
 
En algunas ocasiones, la generación de variables aleatorias bajo una distribución 
de probabilidad compleja, se hace muy difícil, para ello se recurre a algoritmos de 
apoyo basados en MCMC, como el de Gibbs o el de Metropolis Hastings. 
 
Algunos de estos algoritmos se basan sólo en una caminata aleatoria en la 
distribución, dándole más importancia a los valores con más probabilidad. Para 
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hacerlo se toma un punto de partida y luego se toma aleatoriamente un punto 
cercano. Otros como el de Hastings, eligen el mejor punto al comparar dos 
criterios (usualmente el punto de más probabilidad). 
 
Estos algoritmos han jugado un papel importante en estadística, econometría, 
física y ciencia computacional. Tan importante es, que existen diferentes 
problemas de altas dimensiones en los que simulación por MCMC es el único 
método conocido que acerca a una solución en un tiempo razonable(Andrieu, De 
Freitas, Doucet, & Jordan, 2003). 
 
MCMC no se usa solamente para inferencia bayesiana, sino también en casos en 
los que, por ejemplo, la verosimilitud no puede ser calculada explícitamente debido 
a información faltante o dependencia compleja (Geyer, 2011). 
 
Estos métodos MCMC son considerados como el desarrollo más importante en 
estadística computarizada. Esto métodos han permitido ajustar prácticamente 
cualquier modelo de probabilidad que antes no era posible por las limitaciones que 
existían en software para resolver problemas de alto contenido teórico (Martin, 
Quinn, & Park, 2011). 
 
Muestreador de Gibbs 
 
Este es un algoritmo iterativo Monte Carlo diseñado para extraer la distribución a 
posteriori para la inferencia bayesiana, a partir de la distribución condicional 
encontrada para el parámetro (Flora Lu, 2005) actualizando el valor en cada 
iteración i. 
 
Este algoritmo es flexible y confiable para generar cadenas de valores. Este es un 
kernel de transición (Gill, 2002), creado por una serie de distribuciones 
condicionales en un esquema Markoviano. Si la distribución límite de interés es 
f(), donde  es un vector k dimensional de coeficientes a estimar, entonces el 
objetivo es producir una cadena de Markov que genere ciclos alrededor de estas 
condicionales y que converja a dicha distribución. 
 
3.3. Método Delphi 
 
El método Delphi es una herramienta que ayuda a la investigación para obtener 
datos confiables de un grupo de expertos (Tabares & Velásquez, 2013), usando la 




Para aplicar el método es necesario seleccionar los expertos en la materia, 
definiendo un número representativo de estos, y diseñar por lo menos 3 rondas de 
preguntas, de tal manera que ellos puedan retroalimentarse de los resultados de 
las indagaciones, luego de la segunda ronda, y así, redefinir sus respuestas, para 
lograr más consenso en el panel de expertos. En ninguna ronda debe revelarse 
quienes son los expertos indagados, es un método anónimo. 
 
Dentro del campo de la estadística existen diversos métodos probabilísticos que 
permiten predecir el comportamiento de variables continuas en un tiempo 
determinado, facilitando o ayudando a la oportuna toma de decisiones dentro del 
ámbito empresarial. Las empresas manufactureras tienen variables como la 
demanda, con características muy similares a las del sector energético, por 
ejemplo su continuidad en el tiempo y algunos patrones estacionales. Desde hace 
algunas décadas se viene implementando y demostrando la utilidad en ciertas 
estimaciones de técnicas y modelos estadísticos basados en el conocimiento 
subjetivo a priori (Tabares & Velásquez, 2013).  Métodos clásicos de pronósticos 
requieren usualmente un número mínimo de datos para la predicción pero a 
menudo la información se hace insuficiente, o inexistente, por ello, el método 
Delphi se justifica como una herramienta de elicitación, o indagación cuantitativa, 
pues ante una situación de escasez de información, se recomienda el uso del 
juicio de los expertos. 
 
Dependiendo de la materia indagada, es posible diseñar formatos vía correo 
electrónico, enviando correos ocultos a los expertos. Estas técnicas pueden 
agilizar la sistematización y retroalimentación, así como el análisis de los 
resultados finales. 
 
3.3.1. Aplicación: Pronóstico de estudiantes de un programa de posgrado 
Se aplicaron dos cuestionarios a un experto sobre el número de matriculados en 
un programa de posgrado, indagando en el primero, posibles valores muy factibles 
y otros menos favorables que puedan darse sobre el total de matriculados para el 
año 2014 y en el segundo, una confirmación. Esto lleva al conocimiento de una 
distribución empírica de probabilidad, cuyo comportamiento se asume como un 
insumo para el conocimiento de la distribución predictiva, proceso aplicado para 
construir dos modelos, que se explican a continuación. 
 
Cuestionario de elicitación Bayesiana 
 
El experto elegido es el director del programa de posgrado. En el primer 
cuestionario, se indaga posibles valores muy factibles y otros menos favorables 
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que puedan darse sobre el total de matriculados del año 2014 y en el segundo, se 
le propone una apuesta con una cantidad de dinero total que debe distribuir entre 
los diferentes valores factibles que él sugirió, cuyo resultado son valores 
ponderados. El proceso lleva a que se le dé una medida de certidumbre a cada 
valor, que a su vez, servirá para construir una distribución empírica. 
 
Tabla 31. Pesos obtenidos con la elicitación 
Valor 8 10 14 16 20 22 
Peso 2,0% 3,0% 20,0% 70,0% 3,0% 2,0% 
Acumulado 2,00% 5,00% 25,00% 95,00% 98,00% 100,00% 
Fuente: Elaboración propia 
 
Se ve en la tabla 41 que el director asignó el valor de 16 como el más factible 
(70%), seguido de 14 y con muy baja probabilidad, 8, 10, 20 ó 22. Luego de esta 
información, se pasa al proceso de estimación de la distribución predictiva, que se 




Aquí se construirá una distribución predictiva basada en los supuestos: 
distribución uniforme a priori para el parámetro  y una distribución para los datos 
tipo Poisson, de su producto sale la distribución posterior para dicho parámetro, 
con un proceso descrito por diversos autores (Gill, 2002; Correa, 2005; Valencia, 
Correa, Díaz, & Ramírez, 2013).  
 
La distribución poisson es la base para construir la función de verosimilitud dada 
por (1). 
 
 (|     )  ∑   
 
                (3.3.1) 
 
Dado que el parámetro λ representa el valor medio de los datos, y que se asume 
que su distribución a priori es la uniforme, se asume que debe caer en el intervalo 
de alta densidad definido acorde al comportamiento de los datos, por tanto, se 
simulan λ’s con dicha distribución en este intervalo, información que se incorpora 
en la distribución a posteriori definida por (2): 
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Esta distribución se renueva para calcular la distribución predictiva, con el proceso 




Se multiplica la función f(x) poisson de los datos por la distribución a posterioridad 
por la ecuación (2). 
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    (3.3.3) 
Siendo: a=∑     
 
     , b =     y realizando operaciones algebráicas, se llega a 
la distribución predictiva dada en (4). 
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      (3.3.4) 
 
Se toma una muestra inicial de      de la distribución del total de matriculados 
para 2014, estos datos se remuestrean, con los pesos dados por la expresión 
encontrada, estos valores constituyen la predicción. 
 
Al final de la estimación, se comparan los valores pronosticados por percentil vs 
los elicitados, estimando una Media de Error Absoluto Relativo: MAPE. 
 
Resultados del modelo 
 
Acorde con la Fig.22, se aprecia estabilidad en la simulación del pronóstico de 
media. Esto se comprueba con la prueba de Box Pierce, con un VP=0.464>0.05, 




Figura 16. Media simulada 
 
La tabla 32 muestra los valores de matriculados simulados por cada percentil, con 
la distribución predictiva (arriba) y el error relativo calculado para cada dato 
estimado.Las tres primeras filas muestran más acierto en la aproximación a los 
percentiles elicitados, sin importar si el intervalo de alta densidad se use al 90% 
95%, 98%, para simular la distribución a priori Uniforme. 
 
Tabla 32. Percentiles y errores relativos 
Percentil final 
Estadística P2 P5 P25 P95 P98 P100 
Min 8 8 14 16 16 20 
1st Qu 8 10 14 16 20 22 
Median  9,96 13,8 15,5 16,2 20,04 22 
Mean  9,719 12,3 15,01 17,84 20,46 21,9 
3rd Qu 10 14 16 20 22 22 
Max 14 14 16 22 22 22 
Error Relativo 
Estadística P2 P5 P25 P95 P98 P100 
Min 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 
1st Qu 0,0% 0,0% 0,0% 0,0% 0,0% 0,0% 
Median  25,0% 40,0% 14,3% 0,0% 10,0% 0,0% 

































Mean  21,6% 24,4% 7,4% 11,4% 6,5% 0,5% 
3rd Qu 25,0% 40,0% 14,3% 25,0% 10,0% 0,0% 
Max 75,0% 40,0% 14,3% 37,5% 20,0% 9,1% 
Fuente: Elaboración propia 
 
Asumiendo la media del tabla 33 como el estimador de pronóstico de la 
distribución, este valor se compara con los valores elicitados, esta comparación 
arroja un valor MAPE de 10.99% de acierto en el pronóstico (tabla 43). 
 
Tabla 33. Estadísticas de pronóstico 
Percentil Real Pronóstico (media) Median  Error relativo 
P2 8 9,719 9,96 21,4875% 
P5 10 12,3 13,8 23,0000% 
P25 14 15,01 15,5 7,2143% 
P95 16 17,84 16,2 11,5000% 
P98 20 20,46 20,04 2,3000% 
P100 22 21,9 22 0,4545% 
    MAPE   10,993% 
Fuente: Elaboración propia 
3.4. Valor esperado bayesiano 
 
La metodología que se presenta en esta sección busca describir el procedimiento 
primero de forma general todos los pasos seguidos en el trabajo, luego, en detalle 
el proceso de cada método estadístico, explicando las variables, distribuciones y 
premisas que deben ser tenidas en cuenta para llegar a las estimaciones de 
pronósticos finales respectivas. Finalmente, el desempeño de estos métodos se 
compara usando el criterio de pronóstico (MAPE), aspecto que se realiza en la 
sección de resultados, con su respectivo análisis y conclusiones, posterior a la 
estimación de los pronósticos.Este método fue aplicado a un conjunto de 24 datos, 
que corresponden a las ventas de seis productos de una empresa de confección 






Con los primeros 12 datos (2010), se encuentra la ecuación del valor esperado 
bayesiano para iniciar los pronósticos. El primer paso es estimar las ventas de 
enero de 2011. 
 
Partir de la ecuación obtenida para el valor esperado bayesiano, y de los datos 
actualizados en cada mes de 2011, se emplea  la técnica Tabú con el fin de 
encontrar los parámetros respectivos que minimizan el MAPE. 
 
Generar pronósticos con las ecuaciones de regresión bayesiana obtenidos a partir 
de las simulaciones que se realizan con el paquete de MCMC. 
 
Validación de eficiencia 
 
Para cada uno de los valores pronosticados mensuales por método estadístico, se 
estima el APEt y el MAPE para del año 2011, como criterio final de comparación. 
 
Todos los procesos de estimación para los seis productos siguen los mismos 
pasos (de las partes I y II). Las técnicas estadísticas serán mostradas en detalle a 
continuación y al final se muestra el resumen de modelos e indicadores 




3.4.1. Aplicación del Valor esperado Bayesiano 
El proceso analítico para generar la ecuación del valor esperado bayesiano, se 
describe en esta sección, como insumo para presentar la aplicación a los datos 
que se mostrará en el capítulo de resultados. Aspecto que constituye el aporte 
principal del trabajo (Ramírez, 2013). 
Los datos tienen una naturaleza discreta, con distribución probabilística ajustada 
según la Poisson (resultados presentados en el siguiente capítulo), aspecto que es 
el punto de partida para emplearla como la verosimilitud y la distribución gamma 
como la a priori para el parámetro , con parámetros        que se asumen con 
distribuciones a priori no informativas uniformes. 
El parámetro , que representa en este caso una tasa de ventas mensuales, 
posee una naturaleza continua, y posee una variabilidad alta, por lo cual, la 




Resumen del método usado para encontrar el Valor esperado Bayesiano de 
acuerdo a la teoría respectiva. 
 
1. Definir distribuciones de los datos (verosimilitud) y a priori del parámetro 
2. Multiplicar la distribución a priori por la verosimilitud 
3. Encontrar la forma de la distribución a posteriori 
4. Estimar el valor esperado, usando la integral que integra el producto del 
valor esperado de la distribución de los datos por la distribución a posteriori 
hallada para el parámetro. 
 
Dicha ecuación es el insumo para efectuar los pronósticos. A continuación se 
detallará esta metodología, que es aplicable, de manera general a distintos casos 
de datos con naturaleza Poisson. 
 
Proceso de estimación 
Las premisas parten del conocimiento de las distribuciones de los datos y la del 
parámetro. La función de verosimilitud de los datos es la Poisson (). 
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(3.4.1) 
Para  se tiene la distribución Gamma ( ,) como la distribución a priori, se 
recuerda a continuación: 
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(3.4.2) 
Se calcula la a distribución a posteriori usando la ecuación (15),  reemplazando 
(33) y (34) 
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Agrupando y organizando la ecuación anterior se obtiene: 
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Se reemplaza la ecuación (33) y (34) en (14) teniendo en cuenta que los límites de 
la integral son enteros positivos por la restricción en el parámetro  y se agrupa y 
organiza, lo que al final le da la misma forma que la ecuación (36). 
 
  ( )  ∫
 
∏   
 
     ( ) 
 
  
∑   
 











Se asumen constantes los valores que no tienen que ver con el diferencial de la 
integral. 
  ( )  
 
∏   
 
     ( ) 
 
∫   ∑   
 
      
 (









Se tiene la función de densidad de probabilidad de (3.4.6), que luego de 
reemplazar unos términos para completar la distribución Gamma, su integral es 
igual a 1, luego, al despejar la integral se obtiene: 
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Reemplazando el valor anterior en (3.4.4) se tiene 
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Cancelando y agrupando términos se obtiene finalmente la distribución a priori. 
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Son muchas las técnicas bayesianas para pronosticar. Comprenden la inferencia 
predictiva, el valor esperado de la función predictiva bayesiana (Flórez, 2012), los 
modelos de regresión vía Monte Carlo por Cadenas de Markov (MCMC) así como 
los modelos dinámicos bayesianos. 
El valor esperado asociado a la predicción (Valencia, Correa, Díaz, & Ramírez, 
2013), se utiliza en este trabajo para obtener los pronósticos. 
La definición del valor esperado se muestra en la ecuación (3.4.10).  
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Donde  (    |)    es el valor esperado 
Continuando con el análisis y reemplazando en la fórmula del valor esperado 
(3.4.10) y siguiendo el proceso mostrado en Valencia et al, (2013), se encuentra lo 
siguiente. 
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Luego de reemplazar términos dentro y fuera de la integral, esta última, 
nuevamente tiene la forma de la función de densidad Gamma, que vale 1, 
quedando la siguiente ecuación. 
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Valor  que constituye la prima bayesiana; que sólo depende de los n datos 
tomados y de los parámetros        
Estableciendo una calibración de ajuste, es posible mejorar el modelo. Un modelo 
que incorpora términos autorregresivos a los parámetros, con un coeficiente 0.1, 
encontrado al analizar la correlación de orden 1 de los datos, permite establecer 
otra ecuación para pronosticar, dada por (3.4.13). 
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Donde    y    son los parámetros de la distribución Gamma para el tiempo t 
     y      son los parámetros para el tiempo t-1, esto es, rezagados para los 
parámetros    y    
   es la cantidad de datos para el t-ésimo mes correspondiente. 
El valor constante 0.1 corresponde a un valor de correlación muy pequeño que se 
puede dar entre el valor t versus t-1. 
De esta manera se intenta captar fluctuaciones en las ventas futuras (Valencia, 





Para llevar a cabo el pronóstico, se utiliza las ecuaciones (3.4.12) y (3.4.13), la 
primera, que no incorpora términos autorregresivos puesto que es el primer 
pronóstico del año, se utiliza para pronosticar el mes de enero de 2011 y la 
segunda para el resto de meses (Valencia, Correa, Díaz, & Ramírez, 2013). 
A continuación se muestra el modelo reemplazando datos ficticios. 
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Donde ∑   
  
    es la suma de las ventas del año 2010. 
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Donde ∑   
  
    es la suma de las ventas del 2010 y el acumulado de ventas hasta 
junio del 2011. 
 
3.5. Regresión bayesiana Poisson por cadenas de Markov 
El modelo de regresión Poisson bayesiano en este caso se estima con la función 
MCMCpoisson, que genera una muestra de los coeficientes del modelo usando la 
distribución a priori normal multivariada para los parámetros, distribución Poisson 
para los datos, y usa una caminata aleatoria con los criterios del algoritmo 
Metropolis (Martin, Quinn, & Park, 2011).  






Se asume una a priori Normal  multivariada en β (Martin, Quinn, & Park, 2013): 
 
 
En este tipo de modelos de regresión bayesiana, distintos tipos de variables 
pueden ser incorporadas según la necesidad de ajuste a la demanda histórica. 
Variables de tiempo lineal y tipo cuadrático son una opción para mejorar el modelo 
y capturar tendencia. Las variables trigonométricas se utilizan en algunos casos 




Ejemplo de aplicación de Regresión Poisson bayesiana con MCMC 
 
Los modelos de regresión bayesiana Poisson se utilizan dada la naturaleza de los 
datos, y su respectiva prueba de bondad de ajuste, asumiendo los supuestos 
explicados acerca de normalidad a priori para los parámetros y distribución 
Poisson para los datos.  
La ecuación del modelo de regresión Poisson para el producto A es: 
   ( ̂)        
       (
   
  
)+   
 
(3.5.1) 
Donde t es el número que le corresponde al mes, partiendo desde los datos que 
se usaron para estimar el modelo, es decir, enero del 2010 será t=1, por lo que 
enero del 2011 será t=13 y así sucesivamente.    es el error 
 
Para llevar a cabo este análisis bayesiano, se parte de la propuesta de modelación 
basada en una exploración de diferentes covariables en cada modelo de los seis 
productos a analizar, acorde con el tipo de tendencia o estacionalidad que podría 
presentar el conjunto de datos. Las covariables exploradas son:  
 Tiempo lineal : t 
 Tiempo cuadrático : t2 
 Tiempo cuadrático : t3  
 Variables trigonométricas, como :    (
   
 
),    (
   
 
) 
 Ficticias o de nivel, como el mes.  
 
Estos modelos se estiman utilizando la metodología Monte Carlo por Cadenas de 
Markov con las funciones MCMCRegress y MCMCPoisson dentro del paquete 
MCMCpack del software estadístico R. 
Para el producto A se exploraron dos tipos de modelos, de los cuales el mejor 
resultado se obtuvo con la regresión bayesiana gaussiana, luego de 100.000 
simulaciones, con un quemado de 20.000, usando la función MCMCregress de R.  
 
 Modelo de regresión bayesiana Poisson 
 
En la tabla 34 se presentan los valores de la media de cada uno de los 
coeficientes y la respectiva desviación estándar para el modelo (3.5.1) del 
producto A. 
Tabla 34. Media de los parámetros y desviación estándar para modelo de 
regresión Poisson con MCMC 
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Modelo de regresión bayesiana Poisson con 
MCMC 
Coeff Mean        SD 
(Intercept)   4.445600 0.0540955 
t2 0.002851 0.0007913 
sint           0.059988 0.0547391 
Fuente: Elaboración propia 
 
Los valores de la media para cada una de las covariables de la columna uno 
corresponden al valor de los parámetros βi  que completarán el modelo. De esta 
manera al reemplazarlos en (3.4.16) la ecuación sería: 
 ̂                
             (
   
  
)      
 
(3.5.2) 
Los pronósticos con estos modelos pueden aproximarse a la realidad a corto 
plazo. Se explorarán pronósticos con modelos que consideren variable aleatoria 
normal, ya que la aproximación puede hacerse para la Poisson cuando la media 
es alta (Montgomery & Runger, 2003), en este caso, las medias de cada producto 
están alrededor de 100 y por ello se puede explorar el modelo de regresión 
bayesiana gaussiana con MCMC mostrado a continuación. 
 
 
3.6. Regresión gaussiana bayesiana por Cadenas de Markov.  
En general, las metodologías de estimación de regresión bayesiana se basan en 
distribuciones asignadas a priori para los parámetros así como distribuciones para 
la verosimilitud de los datos, con el fin de obtener distribuciones a posteriori 
condicionales, de las cuales se hace el muestreo con la cadena MCMC, para al 
final encontrar muestras estacionarias de dichos coeficientes. 
Para realizar el modelo específico para este trabajo, el programa R cuenta con un 
paquete: MCMCPack, que con la función MCMCregress estima los parámetros, 
asumiendo el siguiente proceso:  
 Aplica el muestreador de Gibbs, utilizando la distribución a priori Normal 
multivariada para los betas (coeficientes del modelo de regresión). 
 Distribución a priori Gamma inversa para la varianza del error condicional.  
El modelo de regresión gaussiana bayesiana toma la siguiente forma: 
 
 










Donde β y        se asumen como a priori independiente (Martin, Quinn, & Park, 
2011). 
 
3.6.1. Aplicación: Pronóstico de demanda de producto de manufactura 
La ecuación empleada es similar a la de un modelo de regresión común, por 
ejemplo, para el producto A la ecuación general del modelo de regresión 
gaussiano es: 
 ̂        
     (3.6.1) 
Los coeficientes finales, para ambos modelos de regresión, se pueden tomar de 
las estadísticas de tendencia central de los parámetros simulados. Para este 
trabajo, la estadística que servirá de coeficiente de cada modelo será la media de 
las simulaciones dicho parámetro. 
 
 Modelo de regresión bayesiana gaussiana 
 
En la tabla 35 se aprecian los resultados de las estadísticas de la media y 
desviación estándar para los coeficientes del mejor modelo.  
 
Tabla 35. Media de los parámetros y desviación estándar para modelo de 
regresión bayesiana Gaussiana  con MCMC 
Modelo de Regresión bayesiana Gaussiana 
 Mean        SD 
(Intercept)   87.4827 8.2195 
t2 0.2344 0.1154 
Sigma2      342.1060 197.6951 
Fuente: Elaboración propia 
 
Al igual que en el proceso llevado a cabo anteriormente, de la tabla anterior se 
toma la media de los valores simulados, para escribir el modelo y reemplazando 




 ̂                  
 +   (3.6.2) 
A partir de esta se obtienen los valores finales pronosticados, mostrados en la 
tabla 36 con su respectivo APEt y finalmente el valor MAPE de estos 12 valores. 
 
Tabla 36. Pronóstico, APEt y MAPE mensual para el 2010 estimado con  
regresión bayesiana Gaussiana  con MCMC 
Mes Pronóstico APEt MAPE 
Ene 127,10 22,21% 
35,06% 
Feb 133,43 0,32% 
Mar 140,22 47,60% 
Abr 147,49 16,20% 
May 155,22 18,49% 
Jun 163,43 27,68% 
Jul 172,10 39,92% 
Ago 181,24 54,91% 
Sep 190,85 90,85% 
Oct 200,93 42,51% 
Nov 211,48 32,18% 
Dic 222,50 27,87% 
Fuente: Elaboración propia 
El porcentaje medio final no es el más adecuado para efectuar pronósticos, para 
ello se propone otro método bayesiano. 
A cada parámetro simulado se realiza la prueba de autocorrelación de orden 2, de 
Box-Pierce, encontrando para el intercepto, el siguiente resultado: 
 
         , Grados de libertad = 10, Valor P = 0.6596 
 
Dado el Vp>0.05, se acepta la hipótesis nula (presentada en el ítem 2.5) 
mostrando que el coeficiente del intercepto no tiene dependencia, siendo de esta 
forma estacionario. Lo mismo ocurrió para los demás parámetros de este modelo y 




3.6.2. Aplicación: Caso demanda de energía diaria de Colombia. 
Para esta técnica, se utilizó el lenguaje de programación para análisis estadístico 
R, y se presentan resultados similares a los encontrados en el trabajo de Tabares 
y Velásquez (2013). Al igual que en las otras técnicas estadísticas, se realizaron 
varias estimaciones, a continuación expondremos las estimaciones con menor 
error.  
En este modelo se incorporaron las siguientes variables: 
 Tendencia t 
 Día 
 Rezago (Zt-1). 
 
Se realizó una simulación Montecarlo con 12000 iteraciones, y se hizo un 
quemado de las primeras 2000 variables aleatorias estimadas por el paquete 
estadístico MCMCregress, con el fin de garantizar estacionariedad en la serie, por 
lo que se espera que la prueba de Box Pierce se cumpla con una significancia del 
5%. 
Iteraciones = 2001:12000  
Tamaño de muestra = 10000 
 
1. Media y desviación estándar para cada variable, con el error estándar de la 




Tabla 37. Coeficientes Estimados 










Intercepto -6,10E+06 7,75E+05 7,75E+03 7,75E+03 
T 3,06E+03 3,87E+02 3,87E+00 3,87E+00 
Día lunes 2,94E+04 8,74E+02 8,74E+00 8,74E+00 
Día martes 2,41E+04 7,07E+02 7,07E+00 7,07E+00 
Día miércoles 2,18E+04 7,57E+02 7,57E+00 7,57E+00 
Día jueves 2,09E+04 7,68E+02 7,68E+00 7,46E+00 
Día viernes 2,05E+04 7,68E+02 7,68E+00 7,42E+00 
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Día sábado 1,13E+04 7,66E+02 7,66E+00 7,66E+00 
energía_1 5,56E-01 3,12E-02 3,12E-04 3,18E-04 
sigma2 2,58E+07 1,37E+06 1,37E+04 1,40E+04 
Fuente: Elaboración propia 
El modelo simula los parámetros de regresión y para cada uno genera 10000 
datos, mostrando las estadísticas básicas en la tabla 37. La media es el estimador 
elegido como el coeficiente a incorporar en el modelo de regresión vía MCMC. 
 
Ahora, para analizar la incorrelación y la estacionariedad de la serie, realizaremos 
la prueba de Box Pierce para cada variable simulada, los parámetros del modelo.  
 
 
Tabla 38. Pruebas de estacionariedad e incorrelación 
Prueba de Box-Pierce 
Variable Valor P 
Intercepto 0,6206 
Tendencia T 0,6289 
Día lunes 0,4435 
Día martes 0,3584 
Día miércoles 0,3424 
Día jueves 0,1649 
Día viernes 0,5753 
Día sábado 0,5945 
Rezago Zt-1 0,1287 
Sigma2 0,0789 
Fuente: Elaboración propia 
 
En la tabla 38 se observa que hay un cumplimiento de incorrelación en todos los 
parámetros simulados, pues el valor p en cada prueba está por encima del 5%, 
esto es, los valores simulados son incorrelacionados. 
 







Zt-1 Tiempo Pronóstico MAPE 
17/12/2012 Lunes 169756,92 147594,62 2012,95902 167044,72 1,60% 
18/12/2012 Martes 170427,43 169756,92 2012,96175 174090,88 2,15% 
19/12/2012 miércoles 173748,52 170427,43 2012,96448 172211,91 0,88% 
20/12/2012 Jueves 173399,14 173748,52 2012,96721 173096,13 0,17% 
21/12/2012 Viernes 170600,5 173399,14 2012,96995 172520,30 1,13% 
22/12/2012 Sábado 160288,86 170600,5 2012,97268 161833,18 0,96% 
23/12/2012 domingo 145036,17 160288,86 2012,97541 144780,33 0,18% 
24/12/2012 Lunes 147566,05 145036,17 2012,97814 165681,24 12,28% 
25/12/2012 Martes 131777,18 147566,05 2012,98087 161815,70 22,79% 
26/12/2012 miércoles 160614,76 131777,18 2012,98361 150788,61 6,12% 
27/12/2012 Jueves 162983,71 160614,76 2012,98634 165854,89 1,76% 
28/12/2012 Viernes 163891,65 162983,71 2012,98907 166789,91 1,77% 
29/12/2012 Sábado 155519,14 163891,65 2012,9918 158162,90 1,70% 
30/12/2012 domingo 143156,82 155519,14 2012,99454 142187,82 0,68% 
31/12/2012 Lunes 143094,86 143156,82 2012,99727 164695,20 15,10% 
Fuente: Elaboración propia 
MAPE ajuste=1,90% 
MAPE pronóstico=4,61%   
Tabla 40. Comparación de resultados de los modelos Bayesianos para el 
pronóstico energético diario en Colombia. 




Día MCMC Delphi 
17/12/2012 169756,9 Lunes 1,60% 2,25% 
18/12/2012 170427,4 Martes 2,15% 1,69% 
19/12/2012 173748,5 miércoles 0,88% 3,87% 
20/12/2012 173399,1 Jueves 0,17% 2,62% 
21/12/2012 170600,5 Viernes 1,13% 0,93% 
22/12/2012 160288,9 Sábado 0,96% 3,52% 
23/12/2012 145036,2 domingo 0,18% 3,18% 
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24/12/2012 147566,1 Lunes 12,28% 0,02% 
25/12/2012 131777,2 Martes 22,79% 5,21% 
26/12/2012 160614,8 miércoles 6,12% 3,99% 
27/12/2012 162983,7 Jueves 1,76% 3,61% 
28/12/2012 163891,7 Viernes 1,77% 3,12% 
29/12/2012 155519,1 Sábado 1,70% 0,56% 
30/12/2012 143156,8 domingo 0,68% 4,53% 
31/12/2012 143094,9 Lunes 15,10% 3,10% 
  MAPE 4,62% 2,81% 
Fuente: Elaboración propia 
 
 











Box.test(modelo[,i],type='Ljung',lag=10)  #para el i-ésimo coeficiente 
 
DISCUSIÓN 
Usando técnicas de optimización diseñadas para la mejora de pronósticos, 
podrían mejorarse algunos indicadores de acierto, sin embargo, estas técnicas 
deben ser muy bien estructuradas para evitar que los pronósticos causen 
problemas de no estacionariedad, o cambios drásticos inesperados y poco 
confiables. 
En toda serie de tiempo es importante hacer un análisis exploratorio de la 
correlación de los datos, así como de covariables que pueden ser determinantes 
para mejorar toda explicación asociada a su variabilidad y dependencia. 
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La presencia de pocos datos puede no ser un problema con este tipo de técnicas 
bayesianas, para lo cual es importante también conocer la opinión de expertos 
acerca del comportamiento de las ventas. 
Las metodologías bayesianas explican los procesos generales que se pueden 
llevar a cabo con otro tipo de combinaciones distribucionales (Valencia, Correa, 
Díaz, & Ramírez, 2013; Correa, 2005) tiene una amplio campo de aplicaciones 
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