We introduce a dependent Bayesian nonparametric model for the probabilistic modelling of species-by-site data, i.e. population data where observations at different sites are classified in distinct species. These data can be represented as a frequency matrix giving the number of times each species is observed in each site. Our aim is to study the impact of additional factors (covariates), for instance environmental factors, on the data structure, and in particular on the diversity. To that purpose, we introduce dependence a priori across the covariates, and show that it improves posterior inference. We use a dependent version of the Griffiths-Engen-McCloskey distribution, the distribution of the weights of the Dirichlet process, in the same lines as the Dependent Dirichlet process is defined. The prior is thus defined via the stick-breaking construction, where the weights are obtained by transforming a Gaussian process, and the dependence stems from the covariance function of the latter. Some distributional properties of the model are explored. A Markov chain Monte Carlo algorithm for posterior sampling is described, along with the sampling scheme of the predictive distribution for unobserved factors. Both samplers are illustrated on simulated data and on a real data set obtained in experiments conducted in Antarctica soil.
1. Introduction. This paper was motivated by the problem of studying counts of species (or more specifically, operational taxonomic units, OTUs) observed at a set of sites, where the composition and distribution of species may differ among sites, and for which the sites are indexed by a covariate. Thus the aim is to model the probabilities associated with the species at the different sites and to be able to interpret the impact of the covariate on the population as a whole or on particular species. The effect of the factor is measured in terms of population indices such as diversity. This Keywords and phrases: Bayesian nonparametrics, Covariate-dependent model, Gaussian processes, Griffiths-Engen-McCloskey distribution, Stick-breaking representation flexibility in terms of full weak support (see e.g. Barrientos et al., 2012) . This is also the approach that we follow here.
We define a dependent version of the Griffiths-Engen-McCloskey distribution (hereafter denoted GEM), which is the distribution of the weights in a Dirichlet process, for modelling relative probabilities. Dependence is introduced via the covariance function of a Gaussian process, which allows dependent Beta random variables to be defined by inverse cumulative distribution functions transforms. The resultant model is not confined to the estimation of diversity indices, but could also utilize the predictive structure yielded by specific discrete nonparametric priors to address issues such as the estimation of the number of new species (subgroups) to be recorded from further sampling, the probability of observing a new species at the (n + m + 1)-th draw conditional on the first n observations, the variety of rare species, etc (see e.g. Lijoi et al., 2007; Favaro et al., 2012a,b) .
The rest of the paper is organized as follows. Section 2 discusses diversity measures that are used in order to characterize a species population, and their estimation. Section 3 reviews classical models in Bayesian nonparametrics, proposes a dependent GEM model for species-by-site count data. Some of its distributional properties are studied in Section A.2. Applications to simulated and real data obtained from the Antarctica soil biodiversity study are given in Section 5. The proofs of our results are deferred in the Appendix.
Diversity.
In studies oriented towards species sampling and abundance measures, diversity is often a notion of interest. The question of measuring diversity arises in many fields, e.g. ecology as in the present study, but also biology, engineering or probability theory. There are numerous ways to study the diversity of a population divided into groups or species. A first crude notion of diversity is given by the number of observed species in a sample. This is also called species richness, and was studied with a Bayesian approach by Hill (1979) ; Boender and Kan (1987) , and later in a Bayesian nonparametric setting by Gnedin and Pitman (2006) . Diversity is also defined as an index which measures the proximity of a discrete distribution with the uniform distribution. Such indices that are predominant in ecology and which will be used here are the Shannon index H Shan and the Simpson index H Simp . For a discrete probability distribution p = (p 1 , p 2 , . . .) where p j is the probability of observing species j, one defines imsart-aoas ver. 2014/01/08 file: paper_species.tex date : February 14, 2014 Both are special cases, up to an additive constant, of the generalized diversity index which was proposed by Good (1953) H Good,α,β (p) = − j p α j log β p j , for non-negative values of α and β. For a discussion of different diversity indices, see for example Cerquetti (2012) . Diversity estimation has been a problem for a long time. Consider an i.i.d. sample (Y i ) i=1...n from a discrete distribution p = (p 1 , p 2 , . . .) such that P(Y i = j) = p j . In a parametric setting, where the number of species is fixed and denoted by J, the most straightforward estimator of a diversity index is obtained by plugging-in the empirical distributionp emp in place of p in its definition. Denote by n j the number of observations equal to j, and by N the total number of observations. Thenp emp = (p emp 1 ,p emp 2 , . . .) wherê p emp j = n j /N , so for the Shannon index
This empirical estimator of the Shannon index is illustrated in Figure 5 on the ecotoxicological data set of Section 5.2 for varying values of the covariate. In this parametric context, the empirical estimator is also the maximum likelihood estimator in the multinomial model. It is known that it is a biased estimator (see e.g. Gill and Joanes, 1979) , with a bias of −(J − 1)/(2N ). It also exhibits the following undesirable property with small sample sizes: if all individuals in a sample belong to the same species, thenĤ emp Shan = 0 . Gill and Joanes (1979) examine a parametric Bayes estimate that avoids that problem. They use a Dirichlet prior distribution on p J = (p 1 , . . . , p J ), with parameter α = (α, . . . , α), such that the posterior mean of p j , 1 ≤ j ≤ J, iŝ p B j = n j +α N +αJ . They deduce a diversity estimate by plug-in
It can be seen that the parameter α smoothes, or flattens, the estimation of the p j 's by preventing them to be 0. In our work, we extend estimator (3) in several directions, still retaining the flattening property since we also adopt a Bayesian approach. First, we do not impose to know a priori the number of species J. To this aim, we use a nonparametric approach. Second, unlike Gill and Joanes (1979) , we use Markov chain Monte Calro (thereafter MCMC)
to sample directly the posterior distribution of the index and hence do not need to resort to a plug-in estimator. Last, we define a covariate-dependent model since our diversity estimation problem does not consist of a pointwise estimate, but a multivariate estimate with as many entries as the number of sites indexed by a covariate X. The goal is to improve the estimation compared to independent models at each site. In the next section, we define a nonparametric Bayes prior on the probability p that allows us to model the dependence of the data with the covariate X across different species.
3. Models.
3.1. Sampling model. We describe here the notation and sampling process of covariate dependent species-by-site count data. To each site i = 1, . . . , I corresponds a covariate value X i ∈ X , where the space X is a subset of R d . We focus here on univariate factors, i.e. d = 1. The general case d ≥ 1 is discussed in Remark 5. Individual observations at site i are species, indexed by natural numbers j ∈ N * . The total number of distinct species observed at site i is denoted by J i , and also denote J = max i J i . No hypothesis is made on the unknown total number of species in the population of interest, which might be infinite. We observe (X,
..,N i are observations at site i with total abundance (number of observations) N i and factor X i . The abundance of species j at site i is denoted by N ij , i.e. the number of times that Y n,i = j with respect to index n. The relative abundance satisfies
..I by the following. For i = 1 . . . I and n = 1 . . . N i :
Note that given the independence assumption in the model in Equation (4), the case X i = X j for i = j is equivalent to considering a single covariate X i which collapses together observations Y
The latter convention of distinct covariate values is adopted, and for the sake of simplicity, we refer generally to site i.
Remark 1 We assume that the covariate X is continuous, so in addition to inferring the matrix p, we are interested in the inference of the whole paths (p j (X), X ∈ X ), or the prediction of p j (X * ) for an unobserved covariate value of interest X * , and for any species j. Holmes et al. (2012) propose a parametric method to estimate the probabilities (p(X i ), i = 1, . . . , I) where p(X i ) = (p j (X i ), j = 1, . . . , J) where J is fixed and known a priori. Moreover, they model a priori the vectors p(X i ) as independent. In the following section we propose a nonparametric model on the weights (p(X) = (p j (X), j ∈ N * ), X ∈ X ) with dependence across X ∈ X using a dependent GEM model. 3.2. Dependent GEM distribution. As discussed in the Introduction, we follow here a Bayesian nonparametric stick-breaking representation. The idea of the nonparametric prior is that marginally for each
We use the notation V = (V j , j ∈ N * ) = (V j (X i ), i = 1, . . . , I, j ∈ N * ). The GEM distribution comes from the so-called stick-breaking representation of the Dirichlet process, and identifies with the distribution of the weights of the latter (see Pitman, 2006) . Modelling the probabilities p by the weights of a discrete random probability measure was first proposed in the Bayesian nonparametric literature by Lijoi et al. (2007) . Here, the approach varies in two ways: there is no additional layer of randomness for the species allocations, and the model is covariate-dependent. The motivation for the GEM distribution is explained by Figure 1 . It shows draws of (p j ) j∈N * from the GEM(M ) prior with various precision parameters M and the observed proportions (p emp j (Site i)) j∈N * at three different sites i in the real data set under study. The similarity between the graphs is an argument in favour of the use of the GEM(M ) prior for modelling the probabilities p.
Remark 2 It is important to note that the data in Figure 1 are ordered by decreasing overall abundance, i.e. species j = 1 is the most numerous species in the whole data set (when all sites are collapsed together). The variations of sampling across the sites explain why the species are not strictly ordered when considered site by site. Since the GEM(M ) prior on p i is stochastically ordered (see Pitman, 2006) , it puts more mass on the more numerous species of the population. It makes sense to sort the data in this way and to use a prior with a stochastic order on p since the data under study are naturally present in large and small numbers of species. In Figure 1 we observe the same non-increasing pattern between the observed frequencies and draws from the GEM prior.
As an aside, we first consider the simple case of I independent GEM models at each site i of covariate X i :
This is not a satisfactory model since no dependence is incorporated in this way, but it is mathematically practical since it leads to a posterior in closedform. It is efficient to estimate this model in terms of the V parameters as the prior is conjugate when written in V, although the parameter of interest remains p. Indeed, using (5) and (6), the likelihood is
whereN i,j+1 = l>j N il , and the posterior is Beta:
The precision parameter M is endowed with a Gamma prior distribution Ga(a M , b M ) which leads to the following conditional posterior
In this case it is straightforward to sample from the posterior via a Gibbs sampler, which leads to the results shown in the right part of Figure 5 based on the real data set of Section 5.2. We now turn to the dependent GEM. The seminal paper by MacEachern (1999) extended the classical Dirichlet process to dependent Dirichlet processes by allowing the weights p j and/or the clusters θ j to vary with a predictor X, according to stochastic processes p j (X) and θ j (X). We use the same construction to extend the GEM distribution to define the following dependent version, abbreviated Dep-GEM. Starting with independent stochastic processes (V j (X), X ∈ X ), j ∈ N * , satisfying V j (X) iid ∼ Beta(1, M ) marginally in X, the Dep-GEM distribution on the weights is defined by: (11) where (V j (X), X ∈ X ), j ∈ N * are independent.
Remark 3 Note that (11) can be easily extended to the two-parameter PoissonDirichlet process, denoted by PD(α, M ). It follows the same stick-breaking construction as in Equation (6), with V j 's defined with independent Beta(1− α, M + jα) distributions ( i.e. the V j 's are not identically distributed), where α > 0 and M > −α. The advantage of the PD(α, M ) process compared to the DP(M ) is a more flexible predictive structure. The extension to more general Gibbs-type priors is much less straightforward. Gibbs-type priors are defined through their exchangeable partition probability function which is of the form
(1 − α) n j −1 , for some α < 1, where (x) n = x(x + 1) . . . (x + n − 1) denotes the ascending factorial. The non-negative weights {W n,k : n ≥ 1, 1 ≤ k ≤ n} satisfy the following backward recursive equation
(see e.g. Gnedin and Pitman, 2006; Lijoi et al., 2008) . We do not investigate this extension here.
We use the model of Equation (4), with the Dep-GEM prior. By independence, the latter is factorized on V through j:
, so the following factorized posterior is obtained:
where
, so that the posterior updating concerns only J components of observed species. Using a factorized prior across the species does not prevent the introduction of dependence across the sites as the V j (X i ) can be correlated across i in the joint prior π(V j |X). The factorized expression of the posterior in Equation (12) is convenient as it permits independent sampling across the species j. This reduces the initial problem of estimation in dimension I × J to J estimation problems of dimension I, and also drastically reduces the computational burden.
The construction of the Dep-GEM prior requires the construction of a prior on the vector V j which is marginally Beta, i.e. which meets the definition in (11) for each V j (X i ) and still exhibits dependence across i. In the next section we describe the construction of a prior on V j , where the dependence is introduced through Gaussian processes. The model is illustrated by a graphical representation in Figure 2. 3.3. Dependence through Gaussian processes. This section proposes a construction of a prior on V j = (V j (X 1 ), . . . , V j (X I )) which meets the Beta marginal requirement of Equation (6).
Remark 4
The processes V j are a priori i.i.d. (across j) ; for convenience of notation, we denote by V a generic V j in this section. The prior on V is built by transforming a Gaussian process (GP) Z on the covariate space X with the inverse cumulative distribution function (CDF) transform as follows. Denote by Z ∼ N(0, σ 2 ) a Gaussian random variable, by Φ σ Z its CDF and by F M a Beta(1, M ) CDF. Then:
Remark 5 Instead of a Gaussian process Z, we can use a Gaussian random field
To that purpose, all the methodology presented in Section 3 and in Section A.1 remains valid, but some additional care should be taken in defining the evaluation Z of the Gaussian random field Z d on the set of covariates X .
Remark 3 (continued) In the two-parameter Poisson-Dirichlet case, the latter can be modified by using the F M,α,j CDF of Beta(1 − α, M + jα) distributions. The main difference takes place in the MCMC Algorithm where a new step to update parameter α must be added in the Gibbs sampler.
The Gaussian process Z has Gaussian marginals with variance σ 2 , hence by applying the transform g σ,M to the marginals Z(X i ), one obtains marginal Beta random variables V (X i ) ∼ Beta(1, M ) which are dependent. Note that the idea of including a transformed Gaussian process within a stick-breaking process is used in a number of previous articles including Rodríguez et al. (2010) ; Rodriguez and Dunson (2011); Pati et al. (2013) , via copulas in Barrientos et al. (2012) , and as a latent variable by Palla et al. (2013) .
The Gaussian process is used as a prior probability distribution over functions. It is fully specified by a mean function m and a covariance function K. We choose to use a centred GP, i.e. m = 0. The covariance function of Z is denoted by K and defined by (14) K
We control the overall variance of Z by a positive pre-factor σ 2 Z and write
ZK whereK is normalized in the sense thatK(X i , X i ) = 1 for all i. We work with the following covariance functionsK λ (X 1 , X 2 ):
The Squared Exponential kernel is known to be smooth compared with other popular choices like the Ornstein-Uhlenbeck covariance function. The parameter λ is called the length-scale of the process Z. It tunes how far apart two points X 1 and X 2 have to be for the process to change significantly. The shorter λ is, the rougher are the paths of the process Z. We adopt the same technique as van der Vaart and van Zanten (2009) who deal with λ by making it random with an Inverse Gamma (denoted IG) prior distribution (they utilize a Gamma distribution on a rescaling factor called a bandwidth). They obtain adaptive minimax-optimal posterior contraction rates, which indicates that the length-scale parameter λ correctly adapts to the path smoothness. Gibbs (1997) derived a covariance function where the length-scale λ(X) is a (positive) function of X. This case is not studied here, although it could result in interesting behaviour, as noted in Rasmussen and Williams (2006) .
We have a set of I points X = (X 1 , . . . , X I ) in the covariate space X . So instead of dealing with the whole process Z, we deal with its values at X de-
..,I is a Gram matrix with entries given by Equation (14). This prior distribution is
It is convenient to estimate the model in terms of Z, and then to use the transform V = g σ Z ,M (Z). In the context of species by site case study, following Remark 4, note that Z corresponds to a given species j (and could be written
where index i relates to site i. The hyperparameters are the standard deviation σ Z , the length-scale λ and the precision parameter M of the GEM distribution. We use the following hyperpriors:
Note that these are also common choices in the absence of dependence since they are conjugate priors. Moreover, recall that the Inverse Gamma for λ also proves to lead to good convergence results. The posterior distribution is then:
3.4. Posterior computation and inference. Here we highlight the main points of interest, whereas the fully detailed procedure can be found in the Appendix. Inference in the Dep-GEM model is performed via two distinct samplers. (i) First an MCMC algorithm comprising Gibbs and MetropolisHastings steps for sampling the posterior distribution of (Z, σ Z , λ, M ). It proceeds by sequentially updating each parameter Z, σ Z , λ and M via its conditional distribution. (ii) Second, sampling in the posterior predictive distribution of Z * , the evaluation of the Gaussian process Z at covariates X * = (X * 1 , . . . , X * I * ) which are not observed, i.e. such that {X 1 , . . . , X I } and {X * 1 , . . . , X * I * } are pairwise distinct. This is achieved by integrating out Z in the conditional distribution of Z * given Z according to the posterior distribution sampled in (i). 4. Distributional properties. The purpose of this section is to present some elementary distributional properties of the Dep-GEM prior. The reader interested in further properties (marginal moments of the Dep-GEM prior, continuous sample paths, and study of the joint exchangeable partition probability function based on size-biased permutations) is referred to the Appendix. Here we focus on the joint distribution of two picks from the Dep-GEM prior, and we measure the dependence at the diversity level.
Proposition 1 Let the samples
. . , Y m,2 ) at two sites X 1 and X 2 , given the process p ∼Dep-GEM (M ). The joint law of Y 1,1 and Y 1,2 is:
for k = j and
Equation (16) reduces to M j+k−2 /(M + 1) j+k in the independent case (i.e. V (X 1 ) ⊥ ⊥ V (X 2 )), which is indeed equal to P(Y 1,1 = j)P(Y 1,2 = k). The probability that both first picks are equal is obtained by summing Equation (17) for all positive j:
We can see that in the independent case, Equation (18) reduces to the probability that two draws at the same site X 1 belong to the same species, i.e. P(Y 1,1 = Y 2,1 ) = 1/(2M + 1), obtained by summing all squares of
Under a GEM(M ) prior on p without dependence, the prior expectations of the Simpson diversity and the Shannon diversity are found by Cerquetti (2012) 
where ψ is the Digamma function, i.e. the derivative of the log of the Gamma function. We know that the Dep-GEM introduces some dependence across the p j (X i ) in varying X i , so the question of the dependence induced in a diversity index H(X i ) arises. An answer is formulated in the next Proposition in terms of the covariance between H(X 1 ) and H(X 2 ).
Proposition 2 The covariance between the Simpson diversity indices at two sites, H Simp (X 1 ) and H Simp (X 2 ), and the variance of the Simpson diversity index, induced by the Dep-GEM distribution, are as follows
The covariance (20) in Proposition 2 is illustrated on the left part of Figure 3 w.r.t. |X 1 − X 2 | for several values of M , along with the variance in terms of M on the right part. The values of ν i,j , ω i,j , γ i,j cannot be computed in a closed-form expression when i × j = 0, but they are approximated numerically. The same formal computations for the Shannon index lead to somehow tricky expressions which are not displayed here.
The asymptotics of Cov(H Simp (X 1 ), H Simp (X 2 )) w.r.t. |X 1 − X 2 | are as follows
• |X 1 −X 2 | → 0: the covariance in Proposition 2 converges to Var(H Simp (X 1 )), a property that is also inherited from the continuity of the sample paths of p.
• |X 1 − X 2 | → ∞: it can be checked that in the independent case, the covariance vanishes to 0.
The variations of the Simpson diversity w.r.t. the precision parameter M are as follows
• M → 0: the prior degenerates to a single species with probability 1, hence H Simp → 0.
• M → ∞: the prior tends to favour infinitely many species, and H Simp → 1. In both cases, Var(H Simp ) → 0. We see that the covariance vanishes also in these two cases by using the inequality
by stationarity.
• M = 1/2: the variance (21) of the Simpson index is maximum for the precision parameter value M = 1/2. Despite the fact that the first moments of the diversity indices under a GEM prior can be easily derived, a full description of the distribution seems hard to achieve. For instance, the distribution of the Simpson index involves the small-ball like probabilities P( j p 2 j < a) for which, to the best of our knowledge, no result is known under the GEM distribution.
Applications to the estimation of diversity.
We now apply the model to the estimation of diversity as described in Section 2, and assess the goodness of fit of the model in terms of this ecological quantity of interest.
5.1. Simulated data. We begin by assessing the model on simulated data. We use a synthetic model for which the true relative probabilities depend on a covariate X in the following way:
We use I = 6 covariate values: X = (0, 1, 2, . . . , 5). We sample the data of size N ∈ {100, 250, 1000} from the distribution given by Equation (22) for each X (N represents the total number of observations per site). We run the model described in Section 3.3 using three kinds of Gaussian processes: Ornstein-Uhlenbeck (OU), Squared Exponential (SE) and Rational Quadratic (RQ), see Section 3.3. The MCMC Algorithm is run for 100 000 iterations thinned by a factor of 5 with a burn-in of 20 000 iterations. For the parameters of the hyperpriors, we let a Z = b Z = 1, η λ = 1, a λ = b λ = 1 and a M = b M = 1. The graphs of Figure 4 show estimates of the Shannon diversity H Shan at observed covariates (triangles). The black line represents the mean of the posterior predictive distribution (see Section A.1) of the Shannon diversity at unobserved covariates on a fine grid of 50 covariate values equally spaced in the interval (0, 5). The gray shade indicates a 95% quantile based credible interval of the posterior predictive distribution. The color dots represent the empirical diversity based on the observations, while the coloured line represents the diversity for the true distribution. These graphs show convergence of the estimates towards the true diversity as the data size grows. Note that there is not a clear difference between the series of results for the three Gaussian processes. This can be attributed to the prior on the smoothness parameter λ which helps capture the right smoothness of the path. In addition to studying the model through plots, we now turn to examine numerically the fit of the Dep-GEM model (with the Squared Exponential GP only) and of the independent model of Equation (7). To this end, we define the sum of squared errors (SSE) for the data Y N between the true Shannon index H Shan and the posterior mean estimatorĤ by
For a thorough comparison that accounts for sampling variability, we use the mean sum of squared errors MSSE = E SSE(Y N ) , where expectation is with respect to the distribution of Y N . To that purpose we use 100 replications of the above (i.e. draw data Y N from the distribution of Equation (22) 100 times for each N ). We also estimate the independent GEM model by using a Gibbs sampler based on the Beta posterior of Equation (9) conditional on the precision parameter M , and on the full conditional of M of Equation (10). For both models we run an MCMC algorithm of 20 000 iterations with a burnin of 10 000 iterations. The adequacy of the choices of the chains lengths was confirmed by visual inspection of the change in MSSE and the convergence of the MCMC chains. The results are presented in Table 1 , and show a global improvement with the Dep-GEM model over the independent GEM model.
Microbial data.
This section illustrates the application of the model to a set of real microbial data. See also Arbel et al. (2013) for an extensive treatment of this data set. The data set consists of measurements of abundances of microbes classified as Operational Taxonomic Units (OTUs, see Schloss and Handelsman, 2005) , conducted at 25 sites in Casey, Antarctica. OTU measurements are paired with a contaminant factor called Total Petroleum Hydrocarbon (TPH), suspected to impact OTU diversity. Although a continuous variable, TPH has the same value for several sites due to measurement rounding. As mentioned in Section 3.1, we collapse together the sites with the same TPH by adding the abundances, and obtain in this manner 10 sites with distinct TPH. The MCMC Algorithm is run with Squared Exponential Gaussian processes for 50 000 iterations thinned by a factor of 5 with a burn-in of 10 000 iterations. The parameters of the hyperpriors are chosen the same as in the previous section, a Z = b Z = 1, η λ = 1, a λ = b λ = 1 and a M = b M = 1. Table 1 MSSE between true and estimated Shannon diversity index in example (22) in the Dep-GEM model with Squared Exponential GP (first column) and the independent GEM model (second column), for varying data size N ∈ {100, 250, 1 000} (in rows). Expectation with the data distribution is computed by averaging over 100 data sets simulated from example (22) The efficiency and convergence of the MCMC sampler was assessed by trace plots and autocorrelations of the parameters.
The results for the Shannon diversity estimation are illustrated in Figure 5 for the Dep-GEM model (left) and for the independent GEM model (right). The horizontal axis represents the pollution level TPH and the vertical axis represents the Shannon diversity. The posterior mean of the diversity is represented by the solid line (dependent model only), and is highlighted by triangles at observed covariates. The dots indicate the empirical estimator (2) of the diversity, where the colors represent the covariate level, from minimum (green) to maximum (red). The shape of the posterior estimate is outlined with a 95% credible interval (shade in gray, dependent model only).
Although the GEM distribution may seem potentially overly restrictive, the goodness of fit for the real data is good in this application. The sorting of the data in decreasing order of frequency based on the whole data set (Remark 2) helps in this regard, since the GEM prior is imposing a soft ordering. Notwithstanding this, as mentioned in Remark 3, one can use some more flexible distribution on the stick-breaking weights if necessary.
It is important to mention that some smoothing operates in the covariatedependent model. This is clearly visible for instance in the [0, 10 000] range of TPH: the diversity estimated in the dependent model is smoother than in the independent model, which fits the data regardless of neighbouring information. This is made possible by the dependence introduced in the Dep-GEM model which allows borrowing of information across the sites. The model is also able to estimate the diversity where data are missing. In other words, the estimate is available as a continuous path (cf. Proposition 2) in the covariate space.
6. Discussion. We have presented a Bayesian nonparametric dependent model for species data, based on the distribution of the weights of a Dependent Dirichlet process, named Dep-GEM distribution, which is constructed thanks to Gaussian processes. A fundamental advantage of our approach based on the stick-breaking is that it brings considerable flexibility when it comes to defining the dependence structure. It is defined by the kernel of a Gaussian process, whose flexibility allows learning the different features of dependence in the data. On the other hand, there are examples in the literature where the dependence structure is defined with less parameters, for instance in Caron et al. (2006) . If it is much less flexible, the counterpart advantage is the ready availability of marginal posterior sampling schemes (see for instance the construction by Caron et al. (2006) based on the Pólya urn). In terms of model fit, we have shown that the Dep-GEM model improves estimation compared to an independent GEM model. This was conducted by computing the mean sum of squared errors on a simulated example were the fit of the model can be compared to the true sampling process. In addition, this dependent model allows predictions at arbitrary covariate level (not just those that were in the data). It allows, for example, estimation of the diversity across the full range of covariates, an essential feature in applications where the experimental data are sparse.
There are computational limitations to the use of this model. The es-timation can deal with large number of observations since the complexity grows linearly with the number of different observed species J. However the number of unique covariate values I represents the limiting factor of the algorithm, and may lead to dimensionality problems. One could consider the use of INLA approximations (see Rue et al., 2009) in the case of prohibitively large I. Possible extensions of the present paper include the following. First, extra flexibility would be guaranteed by using the two-parameter Poisson-Dirichlet distribution instead of the GEM distribution, since it controls more effectively the posterior distribution of the number of clusters (Lijoi et al., 2007) . This can be done at almost no extra cost, since it only requires one additional step in the Gibbs sampler. Second, the Dep-GEM model is tested on univariate factors only, but could be extended to multivariate factors, i.e., factors X i ∈ R d , d > 1, cf. Remark 5. Applications of such an extension are promising, such as testing joint effects in dynamical models (time × contaminant factors), in spatial models (position × contaminant factors), etc.
A.1.1. MCMC algorithm. We use MCMC algorithm comprising Gibbs and Metropolis-Hastings steps for sampling the posterior distribution of (Z, σ Z , λ, M ), which proceeds by sequentially updating each of the parameters Z, σ Z , λ and M via its conditional distribution as described in Algorithm 1 (general sampler) and Algorithm 2 (Metropolis-Hastings step for a generic parameter θ). Denote by P θ ( · ) the target distribution (full conditional), and by Q θ ( · | θ) the proposal for a generic parameter θ. The variance of the latter proposal, denoted by σ 2 Q θ , is tuned during a burn-in period.
Algorithm 2 Metropolis-Hastings step
• Accept θ wp min(ρ θ , 1), otherwise keep θ
The full conditionals and target distributions are now fully described:
1. Conditional for Z: Metropolis algorithm with Gaussian jumps proposal
We use a covariance matrix proportional to the prior covariance matrixK λ , which leads to improved convergence of the algorithm compared to the use of a homoscedastic alternative. The target distribution is
2. Conditional for σ Z : Metropolis-Hastings algorithm with a Gaussian proposal left truncated to 0,
), and target distribution
3. Conditional for λ: Metropolis-Hastings algorithm with a Gaussian proposal left truncated to 0, 
Remark 6 The dimensionality of the MCMC algorithm described above equals the number of covariates J (or blocks of covariates). Large dimensions can be an obstacle to the use of traditional methods (mainly due to matrix inversion). A direction that has not been investigated could be to replace MCMC algorithms with faster approximations, of the type of INLA for example, see Rue et al. (2009) .
A.1.2. Predictive distribution. Up to now we have considered the vector Z, which is the evaluation of the Gaussian process Z at the observed covariates X = (X 1 , . . . , X I ). We are now interested in new outputs, called test outputs, Z * , associated with test covariates X * = (X * 1 , . . . , X * I * ) which are not observed, i.e. {X 1 , . . . , X I } and {X * 1 , . . . , X * I * } are pairwise distinct. An appealing feature of the use of Gaussian processes is the possibility to easily derive the predictive distribution of Z * , which is achieved as follows. The joint distribution of the vector outputs (Z, Z * ) according to the prior is the following I + I * multivariate Gaussian distribution
where the covariance matrices K(X, X), K(X, X * ) = K(X * , X) and K(X * , X * ) (resp. I ×I, I ×I * and I * ×I * matrices) are defined by their entries according to the choice of the Gaussian process. The conditional density of Z * given Z is the following Gaussian (see Rasmussen and Williams, 2006) :
and
The predictive distribution of Z * is obtained by integrating out Z in the conditional distribution (25) according to the posterior distribution π(Z|Y, X):
Simulating from a predictive distribution of the form of (26) is described in Algorithm 3. Once a sample of Z from the posterior distribution π(Z|Y, X) is available, one obtains a sample from the predictive distribution at almost no extra cost, by sampling from the multivariate normal distribution (25). One matrix, K(X, X), has to be inverted, but that computation is already done for the MCMC sampler. The variance K * of (25) is to be computed once. Then it is efficient to draw a sample of the desired size from the centred normal N(0, K * ), and then add the means m * (Z) for Z in the posterior sample. We can obtain the predictive distribution of any Z * associated with any test covariates X * , hence allowing prediction in the whole space X .
Algorithm 3 Predictive distribution simulation
• Sample Z from the posterior distribution π(Z|Y, X)
• Given Z, sample Z * from the conditional distribution π(Z * | X * , X, Z)
A.2. Distributional properties. The purpose of this section is to present some elementary distributional properties of the Dep-GEM prior in terms of dependence. The main trick for the following computations is the conditional independence between the samples at two sites with covariates
First, denote by µ M = µ M (X 1 , X 2 ) the dependence factor for the process evaluated at two covariates X 1 and X 2 defined by:
Note that no analytical expression of µ M has been derived. We resort to numerical simulation in order to compute it, cf. Figure 6 , and observe that µ M is decreasing, with respect to the distance between X 1 and X 2 , between two extreme cases identified as follows:
• equality case,
We first derive a property of continuous sample-paths of the process p ∼Dep-GEM (M ), and its marginal moments.
Proposition 3 Let p ∼Dep-GEM (M ). Then p is stationary and marginally, p ∼ GEM(M ). Also, p has continuous paths ( i.e. X → (p 1 (X), p 2 (X), . . .)
, where V is obtained by transforming a Gaussian process with Squared Exponential covariance function, with σZ = 1 and λ = 1.
We first extend Pitman's following result (for example Equation (2.23) of Pitman, 2006) :
for any measurable function f .
Proposition 4 Letp is a size-biased permutation of p. For any measurable function f and any integer k ≥ 1, we have
where the sum ( * ) runs over all distinct i 1 , . . . , i k , and with the convention that the product in the right-hand side of Equation (30) equals 1/p 1 when i = 1.
When it comes to averaging sums of transforms of k weights p i 1 , . . . , p i k over all distinct i 1 , . . . , i k , the proposition shows that all required information is encoded by the first k picksp 1 , . . . ,p k . As stated before, the special case for k = 1 is a well known lemma. We also mention that the case k = 2 was proved by Archer et al. (2013) .
We can look for a further insight into the process that is defined in this article by studying the exchangeable partition probability function (EPPF) for the random variables Y n 1 = (Y 1,1 , . . . , Y n,1 ) and Y m 2 = (Y 1,2 , . . . , Y m,2 ) observed at covariates X 1 and X 2 . See for instance Pitman (1995 Pitman ( , 2006 for a summary of the importance of partition probability functions. The observations partition [n] = {1, 2, . . . , n} and [m] = {1, 2, . . . , m} into k + k 1 + k 2 clusters of distinct values where
• k clusters are commonly observed, with respective frequencies n = (n 1 , . . . , n k ) and m = (m 1 , . . . , m k ), • k 1 (resp. k 2 ) clusters are observed only at the site of covariate X 1 (resp.
X 2 ), with frequenciesñ = (ñ 1 , . . . ,ñ k 1 ) (resp.m = (m 1 , . . . ,m k 2 )).
The EPPF can be expressed as follows p(n,ñ, m,m) = E where the sum ( * ) runs over all (k+k 1 +k 2 )-uples (i 1 , . . . , i k , j 1 , . . . , j k 1 , l 1 , . . . , l k 2 ) with pairwise distinct elements. In non covariate-dependent models, the EPPF can be derived as follows. The expression of Equation (31) reduces to a simpler sum p(n) which equals the conditional expectation of the first few elements of a size-biased permutationp given p, and one obtains, by application of Proposition 4 where f (p 1 , . . . , p k ) = p n 1 1 . . . p n k k :
The invariance under size-biased permutation (ISBP) property that characterizes the GEM distribution (cf. Pitman, 1996) can then be used to replace the first few elements of the size-biased permutationp by the first few elements of p:
The final steps are to use the stick-breaking representation of p with independent Beta random variables V, and derive the EPPF by computing the moments of Beta random variables (see Equation (32))
(n j − 1)! Here, the hindrance to further computation of a closed-form expression for p(n,ñ, m,m) in (31) is, to the best of our knowledge, twofold: (i) the sum in Equation (31) does not reduce to any conditional expectation of the first few elements of a size-biased permutation of p, and (ii) the invariance under size-biased permutation property is not straightforward to generalize to covariate-dependent distributions, hence equality in distribution between (p 1 (X 1 ),p 1 (X 2 )) and (p 1 (X 1 ), p 1 (X 2 )) is not a known property (whereas it is marginally true).
Notwithstanding this, EPPF have been obtained in the covariate-dependent literature, though not for stick-breaking constructions, but when the dependent process is defined by normalizing random probability measures, such as completely random measures. See for instance Lijoi et al. (2013a) ; Kolossiatis et al. (2013) ; Griffin et al. (2013) ; Sporysheva and Petrone (2013) , and Müller et al. (2011) for an approach based on product partition models.
A.3. Proofs.
Proof of Proposition 3. The process V constructed in the main paper is marginally Beta (1, M ) , hence by the stick-breaking construction, the process p ∼Dep-GEM (M ) has marginally the GEM(M ) distribution. Let Z ∼ GP as defined in the paper, and suppose for simplicity of notations that it is defined on X = R. Gaussian processes have continuous paths, which in turn holds for V = F . . independent processes of this type, and define p = (p 1 , p 2 , . . .) by stick-breaking, p j = Ψ j (V 1 , . . . , V j ) = V j l<j (1 − V l ). Then for any j, Ψ j is a continuous function from (0, 1) j to (0, 1), so p j has continuous paths. This means that p = (p 1 , p 2 , . . .) has continuous paths in the sup norm topology.
The expressions for the moments of p j (X) are derived by using the following moments of a random variable V ∼ Beta(α, β), for any j, k ≥ 0: (k) and E V k (1 − V ) j = α (k) β (j) (α + β) (k+j) .
We omit the dependence in X in order to simplify the notation. Note that for V ∼ Beta(1, M ), one hasV = 1 − V ∼ Beta(M, 1). For any n ≥ 0, E(p n j ) follows from E(p n j ) = E V n j l<j
(1 − V l ) n = 1 (n) (M + 1) (n) 1 (n) (M + 1) (n) j−1 .
The formula for Var(p j ) is obtained as a consequence of the latter, while Cov(p j , p k ), k = j, requires computation of E(p j p k ) as follows (suppose without loss of generality that j > k) .
