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The problem of estimating the regression coefficient matrix having known 
(reduced) rank for the multivariate linear model when both sets of variates are 
jointly stochastic is discussed. We show that this problem is related to the 
problem of deciding how many principal components or pairs of canonical 
variates to use in any practical situation. Under the assumption of joint nor- 
mality of the two sets of variates, we give the asymptotic (large-sample) distribu- 
tions of the various estimated reduced-rank regression coefficient matrices 
that are of interest. Approximate confidence bounds on the elements of these 
matrices are then suggested using either the appropriate asymptotic expressions 
or the jackknife technique. 
1. INTR~DUC-~I~N 
This paper is concerned with investigating an important generalization of the 
well-known technique of multiple regression analysis, of which much has been 
written for both uniresponse and multiresponse situations. The aspect of this 
subject that will be of interest here is the following. Consider the general 
multivariate linear model, 
sxn sxn 3x7 7x72 sxn 
y=p+cx+cz, (1.1) 
where the n columns of X and Y are multiresponse observations, TV and C are 
unknown parameters, and d is the matrix of residuals. Under certain assumptions 
on X, Y, and 8, the problem is to estimate and provide confidence bounds for p 
and C, where we impose the extra restriction that the regression coefficient 
matrix C has a certain (known or unknown) rank. The usual descriptions of this 
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model (1.1) assume implicitly that C has full-rank, and then demonstrate that 
simultaneous least-squares estimation applied to all the equations of the model 
yields the same results as does equation-by-equation least-squares. Therefore, 
nothing is gained by estimating the equations jointly. A new feature enters the 
multivariate case when we admit the possibility that the regression coefficient 
matrix may not have fuh-rank; i.e., there may exist linear restrictions on the 
regression coefficients. 
The main results concerning the estimation of a regression coefficient matrix 
of known reduced-rank were obtained by Rao [14, p. 5051 and by Brillinger [3] 
and are restated below. For the case where the rank of C is unknown, a method 
of estimating this rank is indicated in Izenman [6]; then, using this estimate as 
the true rank, an appropriate estimate of C can subsequently be obtained. 
Anderson [I] obtained the likelihood-ratio test of the hypothesis that the rank 
of C is a given number and carried out the associated asymptotic theory under 
the assumption of normality of the variables. See also Anderson [2, Sect. 14.21 
and, more recently, Fujikoshi [4]. R o b inson [16] considered a similar problem 
within a time-series framework. A further reference is [18]. 
A by-product of this approach to multivariate multiple regression analysis is 
its application to principal component analysis and canonical variate and cor- 
relation analysis. The importance of these latter techniques lies in their ability 
(or inability) to perform a linear reduction of dimensionality of a given multi- 
variate data set. The effective number of principal components or pairs of 
canonical variates is determined by the maximal amount of reduction in dimen- 
sionality of the data that is possible without destroying the informational 
content. We show below that, under certain conditions, there is a correspondence 
between the rank of the regression coefficient matrix C in (1.1) and a specified 
number of principal components or pairs of canonical variates. 
In this paper we develop the asymptotic theory necessary to provide 
approximate (large-sample) confidence bounds for the matrix C in (1.1) having 
known reduced-rank. For the case corresponding to the principal components 
situation, explicit computable bounds can be obtained; however, for the canonical 
variates case, this does not appear feasible and an alternative method (the 
jackknife) is suggested in its place. 
2. REDUCED-RANK REGRESSION WHEN X AND Y ARE JOINTLY STOCHASTIC 
Let 
X [ 1 Y W) 
be an (r + s)-vector variate, with X r-vector-valued and Y s-vector-valued, 
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where we shall assume that s < r. The variate (2.1) is assumed to come equipped 
with a mean vector and a covariance matrix given by 
PX [ 1 z ZXY PY ’ zzxx ) [ =Yx ZYY 1 
respectively. We shall assume also that the variates X and Y are related in the 
following linear fashion, 
SXl $X1 SXT TX1 8X1 
y=p+cx+cY, (2.3) 
where p. and C are unknown parameters, d is the corresponding error-variate 
of the model, and the regression coefficient matrix C has a specified rank t, 
say, where 1 < t < s. The usual case is where t = s. To distinguish it from the 
case 1 < t < s, the former will be called the full-rank regression coe@ient 
matrix and the latter the reduced-rank regression coeficient matrix. In the event 
that 1 < t < s, there exists an (s x t)-matrix A and a (t x r)-matrix B, each 
having rank t, such that C = AB. The A and B are not unique; indeed, if T is 
any (t x t)-nonsingular matrix, then C = (AT)(T-lB) = DE is also a decom- 
position of C. Thus, we wish to determine p, A and B to minimise the error- 
variate Y - ir. - ABX. We have the following theorem; for a proof, see 
Brillinger [3, Theor. 10.2.11 or Izenman [5, Theor. 2.1.1.1. 
THEOREM 1. Let (2.1) b e an (r + s)-vector-valued variate having mean vector 
and covariance matrix given by (2.2) respectively. Suppose that C, is nonsingular 
and I’ is positive-definite symmetric. Then, an (s x 1)-vector y, an (s x t)-matrix 
A and a (t x r)-matrix B, where 1 < t < s < r, that minimise simultaneously 
all the latent roots of 
are given by 
E{I’ll*(Y - p - ABX)(Y - IL - ABX)‘Tl/a} (2.4) 
A = I’-1/2[V1 ,..., V,] (2.5) 
p/zc c-1 
YX xx 3 (2.6) 
EL = PY--BP,, (2.7) 
where V, is the jth latent vector of I’1~2Zy-&~CxyI’1~2, j = 1,2,..., s. 
A possible interpretation of such a set-up is that of using the r components 
of the vector X to send a message Y having s components (s < Y), but where 
REDUCED-RANK REGRESSION 2.51 
such a message can only be transmitted using t channels (t < s). Thus, the 
procedure would be to code the original X into a t-component vector BX, and 
on receipt of this to form the s-component ABX which, it would be hoped, 
would be as close as possible to the desired Y. If the criterion of “closeness” is 
given by (2.4), then the appropriate A and B are given by Theorem 1. 
Setting C = AB, we see from Theorem 1 that the required regression coeffi- 
cient matrix C having rank t is, therefore, given by the expression 
c = r-1’2 i vjv; rl’21:yx~;;:, 
( 1 id 
P-8) 
where Vi is the jth latent vector of l?12Cy,C~$xuP12. When t = s, the matrix 
C in (2.8) reduces to the usual full-rank (least-squares) matrix of regression 
coefficients, to be denoted by 8 = X,,C& . Thus, C and 8 are related by the 
equation C = Pro, where P, is an idempotent matrix for any I’, but will 
generally not be symmetric. In the following sections of this paper, we shall be 
more specific in our choice of the matrix r. These choices are motivated primarily 
by their relationships to the classical multivariate techniques of principal 
components and canonical variate analysis. 
3. RELATIONSHIP TO PRINCIPAL COMPONENTS ANALYSIS 
Let X be an r-vector-valued variate having mean y, and covariance matrix 
c xx * The problem is to find a (t x r)-matrix B, with 1 < t < r, such that the 
variate < = BX minimises the loss in statistical information in going from X 
to c. A suitable criterion (see [ll]) consists of determining an r-vector p, an 
(Y x Q-matrix A, and a (t x r)-matrix B for which the latent roots of 
E{(X - p - ABX)(X - P - ABXYI (34 
are simultaneously minimized. This is clearly a special case of (2.4) with I’ = I, , 
Y z X and s = Y. Appropriate p, A and B are, therefore, given by 
A = WI ,..., V,] = B’, P = ox---BP,> (3.2) 
where V, is the jth latent vector of C, , j = 1,2,..., Y. The components of the 
vector < are given by i$ = VjTX, j = 1,2 ,..., t. If hi is the corresponding latent 
root, then var{&) = hi ; and corr{& , <,} = 0 for j # K. These individual 
components of < are commonly referred to as the principal components of X. 
252 ALAN JULIAN IZENMAN 
Setting C = AB in (3.1) shows that the principai components problem is 
equivalent to that of a reduced-rank regression, in the sense that the model can 
be written as 
TX1 TX1 TXC TX1 TX1 
x=cl.+cx+c?, (3.3) 
and where we wish to find the r-vector IA and the (Y x r)-matrix C having 
reduced-rank t, 1 < t < Y, which minimise simultaneously all the latent roots of 
E((X - fJ+ - CX)(X - p. - cx)q. (3.4) 
From (3.2), the appropriate or, and C are given by 
C = C VjVjT, IL= k-CPX. (3.5) 
j=l 
We shall, henceforth, refer to the model (3.3) together with the minimisation 
criterion (3.4) (equivalent to setting I? = I, , Y = X and Y = s in the general 
set-up (2.3, 2.4)) as the reduced-rank regression model corresponding to theprincipal 
components situation. The solution (3.5) will be referred to similarly. When 
t = Y, C in (3.5) becomes I, , the (Y x r)-identity matrix; hence the inclusion 
of a residual vector 6 in the model (3.3) becomes superfluous. However, this 
should not cause any problems in interpretation. 
4. RELATIONSHIP TO CANONICAL VARIATE ANALYSIS 
In the classical case of canonical variate analysis, the purpose is to obtain 
a (t x r)-matrix G and a (t x s)-matrix H, with 1 < t < s < Y, such that the 
new t-vector variates g = GX and w = HY will retain almost all of the statistical 
relationship between the r-vector variate X and the s-vector variate Y. We 
have the following theorem; for a proof, see Brillinger [3, Theor. 10.2.21 
or Izenman 15, Theor. 2.3.11. 
THEOREM 2. Let (2.1) be an (Y + s)-vector-valued variate having mean vector 
and covariance matrix given by (2.2) respectively, and suppose that both Z,, 
and C,, are nonsingular. Then, the (t x I)-vector v, the (t x r)-matrix G and the 
(t x s)-matrix H with HZ&S+ = It that minimise simultaneously all the latent 
roots of 
E{(HY - v - GX)(HY - v - GX)7) (4.1) 
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are given by 
(4.2) 
(4.3) 
v =Hru--PX, (4.4) 
where Vi is the latent vector corresponding to the jth largest latent root Aj of 
* = pt2c z-lx c-112 
YY YX xx XY YY , j = 1, 2 ,..., s. (4.5) 
Compare Theorem 2 with Theorem 1. When r = CT: , the matrix B in (2.6) 
and the matrix G in (4.2) are identical. Furthermore, the matrix A in (2.5) 
and the matrix H in (4.3) satisfy the relationships, HAH = H and AHA = A. 
In the special case that t = s, the further relations (AH)’ = AH and (HAP = HA 
hold, and so H = A+, the unique Moore-Penrose generalized inverse of A 
(cf. [15]). Computationally, then, the G, H and v  of Theorem 2 can be obtained 
directly from the A, B and or, of Theorem 1 (and, of course, vice versa). First, 
the matrices A in (2.5) and B in (2.6) are computed, and then C = AB to 
obtain the solution to the reduced-rank regression problem; for this case, the 
appropriate TV and C having reduced-rank t are given by 
l=L = tJ.r - CtJX, (4.6) 
where Vi is the jth latent vector of the matrix R in (4.5). From A and B, G 
and H can be obtained in the following way. When t < s, H is derived from 
A by first computing A+ for the case t = s, and then taking only the first t rows 
of A+ for H. The matrix G is the same as the matrix B. Denoting the jth row 
of G and H by gj’ and hj7, respectively, we then define the jth pair of canonical 
variates, ([j , wj), as tj = gj’X and wj = hjTY, j = 1, 2 ,..., t. I f  we further 
assume that both gj and hj have unit length (i.e., gj’gj = 1 and hk7hk = 1 for 
j = 1, 2,..., r and K = 1, 2,..., s) and set pi = hij2, for j = 1, 2 ,..., s, then 
COrr{(j , 4,) = Sj, , (j, k = 1, 2 ,..., Y), COrr((j , WJ = PjSjk , (j = 1,2 ,..., r, 
k = 1, 2,..., s), and corr{wj , wlc} = 6j,, (j, K = 1, 2 ,..., s), where 6j, is the 
Kronecker delta. The pj above is usually called the jth canonical correlation 
coe&ient. 
We shall henceforth refer to the model (2.3) together with the minimisation 
criterion (2.4), where r = Z;$ , as the reduced-rank regression model corresponding 
to the canonical variates situation. The solution (4.6) will be referred to similarly. 
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5. SAMPLE ESTIMATES 
In general, the quantities which appear in the solution to the reduced-rank 
regression problem will be unknown and will have to be estimated using a sample 
of size n on the appropriate variates. 
(a) For the principal components ituation, let X, , j = 1, 2,..., n, be a sample 
of values on the r-vector X, where, without loss of generality, we take ir, = 0. 
A suitable estimator for the covariance matrix of X can then be given by 
Ax, = n-l Cy=l XjX/. Th e regression coefficient matrix C having rank t in 
(3.5) is estimated by 
(2 = i VjV,T, (5.1) 
3-1 
where Vi is the latent vector corresponding to the jth largest latent root of 2Xx . 
(b) For the canonical variates case, let 
X, 
[ I Yj ’ j = 1, 2,..., n, (5.2) 
represent a sample of values on the variate (2.1), where we assume, without loss 
of generality, that pr = 0 and I+. = 0. We can then estimate the components 
of C in (2.2) by 
exx = n-1 i XjXjT, exr = n-1 i X,Y,T and E,, = n-1 f Y,Y,‘. 
j-1 j-1 j=l 
The reduced-rank regression coefficient matrix C with rank t in (4.6) is then 
estimated by 
(5.3) 
where Vj is the latent vector corresponding to the jth largest latent root of 
6. PERTURBATION EXPANSIONS 
To obtain results concerning the asymptotic behaviour of the sample reduced- 
rank regression coefficient matrices (5.1) and (5.3) above, we use the technique 
known variously as the “delta-method” or “perturbation-method”. These 
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sample reduced-rank regression coefficient matrices depend on certain latent 
vectors: the C of (5.1) depends on the latent vectors of e,, , while the C of (5.3) 
depends on those of 8. To relate sample estimators, C, to their population 
counterparts, C, it is, therefore, necessary to determine, first, the relationship 
between the latent vectors of &, and Z,, and between those of R and R. 
Writing err = C,, + cAXX and similarly for &,, and err , where the A’s 
represent the differences in approximation scaled by a factor e to be thought of 
as real-valued and small, we get that R is related to R by a power-series in 
E. See (6.10) below. More generally, suppose A is a real symmetric matrix 
whose ‘perturbation’ M can be viewed as a power-series in E: 
M = A + EAT + e2A, + ... , (6.1) 
where we assume also that M is real symmetric. This perturbation of A induces 
corresponding perturbations in the latent roots & , j = 1,2,..., J> and vectors 
{Vi , j = 1,2,..., J> of A which can be assumed to take the form, 
pi z hj + &p + ,2/j(2) + . ..) (6.2) 
w* = vj + &i(l) + 2vJz’ + ***, (6.3) 
where pj and Wj are the jth latent root and vector, respectively, of M, j = 
1,2 ,..., J, Since the {Vj , j = 1, 2 ,..., J} span EJ, then for all I = 1,2 ,..., the 
following relationship holds: 
k=l 
k#i 
(6.4) 
for a set of coefficients {LYE;} to be determined (see [17]). 
Equating the coefficients of appropriate powers of E by substituting (6.2), 
(6.3) into the characteristic equation MWj = PjWj , we obtain the perturbation 
expansions for pj and Wj in terms of hj and Vj . These are given in the following 
theorem. 
THEOREM 3. Let pj and W, , j = 1, 2 ,..., J, be the latent roots and vectors, 
respectively, of the real (J x J)- y s mmetric matrix M, and let A5 and V, , j = 
1,2,..., J, be the corresponding latent roots and vectors respectively of the real 
(J x J)-symmetric matrix A, where A and M are related by (6.1). Suppose further 
that the first m latent roots of A are distinct, i.e., A, > A, > a.* > A,, and that 
the rest are zero, i.e., A,,, = *** = A, = 0. 
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Then, forj = 1, 2 ,..., m, 
i#j k#i 
wj = vj + E i AjkagVk 
k=l 
k#i 
+ i hjk&)V,] + O(E3), 
k=l 
k#j 
(6.6) 
where ai;’ = v~‘l&vk = a&‘, and hjk = (Ai - hk)-‘, fOY 1 = 1, 2 ,..., and j, 
h = 1, 2 ,..., J 
Compare (6.5) with a similar result obtained by Lawley ([7, Eq. (3)] for 
the roots of a covariance matrix. (An extension of Theorem 3 to the case in 
which A has 4 sets of equal roots is given in [5, Theor. 3.2.21.) Thus, if A 
and M satisfy the conditions of the theorem, then from (6.6) we have that 
WjWj7 = VjVj7 + E i hj$Z${VjV,’ + VkVl} + O(t), (6.7) 
k=l 
k#j 
whereWjandVj,j = 1,2 ,..., J, are the latent vectors of M and A, respectively, 
and ai;) and )\jk are as given in the theorem. 
The perturbation approximations for both versions of C (in terms of C) 
can now be given. They are each of the form 
e = c + E f nj + O(G), 
j=l 
where A, depends on which C we are considering. The following will make this 
relationship more explicit. 
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(a) For the principal components situation, C is of the form (3.5) and e is 
given by (5.1). Let Ai , Vj , j = 1, 2 ,..., r, be the latent roots (assumed distinct) 
and associated vectors of C,, , respectively. Set E, = VjV/, j = 1, 2 ,..., r, 
so that C = &rEi . Then the appropriate expansion is given by (6.8), where 
(6.9) 
and h, = (hi - h,)-l. 
(b) The other case corresponds to the canonical variates situation, where C 
is of the form (4.6) and C Ais gr *ven by (5.3). First, we need the following technical 
fact which can be obtained as a special case of results in Okamoto and Fujikoshi 
[12]. Let C,, = QAQ, where Q is orthogonal and A = diag{v, , vs ,..., v,}. 
Then, 
gy; = (C,, + ‘A,,)1’2 = z$‘; + l (QZQ3 + O(e2), 
%‘;y2 = (C,, + l Ap,,)-‘l” = Cyy2 - ~[z;‘:~(Qz4’) C;‘:“] + O(c2), 
where 
z = [%I, ZG = vdQ’A,,Qh 9 Vij = (t$‘” + #2)-l. 
Now, let pj2, Vi ,j = 1, 2 ,..., s, be the latent roots (assumed distinct) and vectors 
of R, respectively. Set Ej = VjViT, Pi = Z~~EiC;~2, and Ci = P&I, j = 
1, 2,... , s, where 8 = Cr,C;~ is the full-rank regression coefficient matrix. 
Let F = 2;y20, so that R = FCrrP. Using the above results we obtain the 
perturbation expansion for R in terms of R, i.e., 
ii = R + EAT + O(G), (6.10) 
where 
AR = {FAXyZ;$!’ + x;1:2A,F) - FA,F 
- (C;‘:“(QZQ’)R + R(QZQ’) C;l:2}. (6.11) 
The appropriate perturbation expansion for e in (5.3) in terms of C in (4.6) 
is therefore given by (6.8), where this time, 
Aj = i PiJ$${EjAREk + EkAsEj}F + Pj{Arx - BA,} CT: 
k=l 
k#j 
- P’j(QZQ9 - (QZQ? &IF, (6.12) 
and ,qr = (~~2 - pk2)-1. 
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7. ASYMPTOTIC DISTRIBUTION THEORY 
In addition to the perturbation expansions of the previous section, we need 
the following results. Henceforth, vet A will denote the (mn x 1)-column vector 
formed by placing the columns of the (m x n)-matrix A under one another 
successively, and the Kronecker Product of the (m x n)-matrix A with the 
(p x q)-matrix B will be defined as the block matrix A @ B = [A&], having 
mp rows and nq columns. They are related by the fact that vec(ABC) = 
(A @C) vet B. The Permuted Identity Matrix, I(,,,) , will denote an 
(mn x mn)-matrix partitioned into (m x n)-submatrices such that the ijth- 
submatrix has a 1 in itsjith position and zeros elsewhere (see [S]). If A is (m x n) 
and B is (p x q), then I(,,,)(B @A) = (A @ B)I(,,,) . We shall also need 
the following two well-known results; the symbol +2 is used to denote con- 
vergence in distribution. 
LEMMA 1. Let nS N WD(n, Z). Then, as n -+ CO, n1/2vec{S - C} -9 
NDa(O, Z,), where 
z, = (192 + I(9,P)P 0 =) = (X 0 =) + kD.Pd~ 0 C)* (7.1) 
LEMMA 2. Let x, be a sequence of p-dimensional random vectors, and suppose 
that as n + 00, n112(x, - IL) +z N,(O, Y), where Y is a (p x p)-matrix of 
finite constants. Let w = w(x) be a q-dimensional vector whose entries have con- 
tinuous derivatives in a nezghborhood of x = p. Then, as n -+ 00, nllz(o(x,) - 
44) -9 N,(O, S’W), where 5 = (ao(x)/Ck),,, is the (p x q)-matrix of 
first-order partials of w evaluated at p. 
Finally, we need results on matrix differentiation. A convenient notation has 
been developed by Neudecker [9, lo]. However, since our definition of a 
Kronecker product is the reverse of his, the results are rearranged accordingly. 
Let +(A) be an (m x n)-matrix-valued function of an (s x t)-matrix A, and 
suppose that d+(A) = C IcM,(dA)NI,, M, and NI, being conformable 
matrices. Then, a vet +(A)/a vet A = XI, (Mkr ON,). If A is partitioned 
into the form 
(7.2) 
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then the matrix of first-order partials of 4(A) with respect to A is given by 
the (st x mn)-matrix 
a vet 4(4/a vet A = [EL 1 S,‘, 1 g12 1 Sg21’, (7.3) 
where Qk is the (sjtk x mn)-matrix a vet +(A)/8 vet Aik . 
We now use the perturbation expansions of Section 6 together with the above 
to obtain the asymptotic distributions of the various reduced-rank regression 
coefficient matrices. To do this, we neglect terms of order l 2 and above and 
replace l b,r by de,, , l A,, by de,,, and E&~ by de,, . This now permits 
us to use the results on matrix differentiation. 
(a) For the principal components situation, the sample reduced-rank regression 
coefficient matrix C having rank t and given by (5.1) with perturbation 
expansion (6.8), (6.9) has derivative 
5$% = i i: hd(Ej 0 6s) + (El, 0 WI. (7.4) 
j=l k=l 
kfj 
By using the relationship, C,,Vj = hiV, , we get that 
S!2(%x 0 %x) 5!i2 
+ (E&Z 0 E&n) + (JWm 0 E&)>* 
If we denote the summand in (7.5) by the 4-tuple (j, k, 1, m), then 
(7.5) 
(j, k, j, k) = $djb{(Ej @ Ek) -I- (Ek @ Ej)) = -(j7 k, k j), (7.6) 
and 
1 
j#l or k # m, 
(i, k, I, 4 = 0 for j#m or k#Z, (7.7) 
jfkflfm. 
It is now relatively straightforward to compute the asymptotic covariance matrix 
of C in (5.1). We summarize as follows. 
THEOREM 4. Let Xj , j = 1,2 ,..., n, be a random sample of values from the 
distribution, N,.(O, C,). Let hj and Vj , j = 1, 2,..., Y, be the latent roots and 
vectors respectively of C,, . SupposetheXjaredistinct.SetE,‘==VjVir,j== 1,2,...,~. 
If c in (5.1) is the estimator of C in (3.5), then us n + co, n112 vec{C - C} is 
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asymptotically distributed as an r2-variate normal with mean zero and covariance 
matrix 
0% 0 J%J + (E, 0 Ed- (7.8) 
(b) We now obtain the asymptotic distribution of the reduced-rank regression 
coefficient matrix for the canonical variates case, namely when C is given by 
(4.6) and is estimated by C in (5.3). From (6.1 I), (6.12), we obtain the following 
derivatives: 
@ = -(C @ c;;) - i f  p,{(C; @ F’E,F) + (CkT @ F’E,F)}, (7.9) 
9.4 k-1 
k#j 
S$ = 
Lfj.1 ’ j ’ -=I j=l k=l ‘jk 
i P.’ 0 C-l + i i {(P; @ F’EkF) + (Plc’ @ F’E,F)}, 
(7.10) 
(7.11) 
j=l k=l 
k#j 
S’,“? = (Q 0 Q)’ [$ W] A*(Q 0 Q), 
where 
A* = diagh, , y21 , . . . . vsl , v12 , v22 ,..., vg2 ,..., vl, , v2s , . . . . v,,), 
Mj = 
[ 
((I @ E,F) - (P/ @ F)} 
(7.12) 
(7.13) 
(7.14) 
where we have used the relationship, RV, = pj2Vj , j = 1, 2,..., s, and where 
pjk = (pj' - pk2)-l- 
Now define the (partitioned) matrix, 
From Lemmas 1 and 2, we have the following theorem. 
REDUCED-RANK REGRESSION 261 
THEOREM 5. Let (5.2) 6 e a random sample from the distribution 
NT,,@ a C= [ 
cxx =XY 
c 1 , YX =YY (7.16) 
and let t? in (5.3) be an estimator of C in (4.6), where we assume that the latent 
roots of R in (4.5) are distinct. Then, as n -+ co, r.W vec{e - C} is asymptotically 
distributed as an sr-variate normal with mean zero and covariance matrix 
where ccc) is given by (7.15). 
Unfortunately, because of the complicated nature of Eqs. (7.9)-(7.14), 
the covariance matrix (7.17) does not seem to be expressible in a more explicit 
fashion as was (7.8). 
(c) We now have the following well-known result which is a corollary of 
Theorem 5, and concerns full-rank regression, i.e., when t = s. The full-rank 
regression coefficient matrix is 0 = C,,C;i and is estimated by 6 = eyxe&\ . 
The matrix of first-order partials, g(c), given by (7.15), reduces to 
whence 
so that 
lp’(C @ qp = (C Y Y  - &XG~XY) 0 G, 
S(C)TI(r+s.r+s)(~ 0 q P = 0. 
This gives the following result. 
THEOREM 6. Let (5.2) be a random sample from the distributiolt (7.16), and 
suppose ^e is the estimator of the full-rank regression coeficient matrix 8. Then, as 
n + CO, tall2 vet{ 6 - e} is asymptotically distributed as an sr-variate normal with 
mean zero and covariance matrix C, @ C& , where C, = Crr - ZyxB;$,r . 
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8. APPROXIMATE CONFIDENCE BOUNDS 
Having found the form of the asymptotic distribution of vet C, we are now 
in a position to set (large-sample) confidence bounds on the unknown parameter, 
vet C. 
Denote the asymptotic covariance matrix of vet C by the general symbol, Y, ; 
for example, laYy, would be (7.8) for the principal components case, and (7.17) 
for the canonical variates case, and in general, Y, would be O(n-1). An ap- 
proximate lOO(1 - y) percent confidence bound for a7 vet C, where 01 is an 
sr-vector of unit length, can then be given by 
a7 vet C! f  t;/1-7(aT*Ca)1’2, (8.1) 
where Yc is a consistent estimator of Yc , obtained perhaps by replacing popula- 
tion matrices by their respective sample estimates, and t,’ is the lOO(1 - y/2) 
percentage-point of the Student’s t-distribution with v degrees of freedom. 
Notice that Y, depends on the rank of C. 
Suppose then, for purposes of illustration, that we wish to compute an 
appropriate confidence bound for the entries of the matrix C in the principal 
components case. For simplicity, we shall take r = 2 and t = 1. In this case, 
the full-rank regression coefficient matrix is I,, the (2 x 2)-identity matrix. 
Then, from (7.8), the appropriate form of (8.1) is given by 
ai vet (2 & tie2 
[ 
4~2 
I 
112 
n& - ii,)2 
S 
a ’ 
(8.2) 
where 
sa = [a’(& + I(2.2)) {(e 0 (1, - 0) + ((I2 - (3 0 Qa11/2, (8.3) 
& , ia are the latent roots of eXX , and a is any 4-dimensional vector having 
unit length. If the vector a has a 1 in the jth position and zeroes elsewhere, 
then we have the following approximate lOO( 1 - 7) percent confidence intervals 
for the elements of the matrix C = [&j: 
$1: t11 f 2t;-2 [ 
&fi,&,,(l - err) 112. 
n(ii1 - A,)2 I ’ 
%a: 42 f G-2 [& y;2)2 {(&l + $22) - qw22 + ~21~12)I]1'2; 
&A2%2(1 - &s) l/2 
c22: E22 It w-2 [ & -i2)2 ] . 
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The confidence interval for cal is the same as that for clz since C is symmetric. 
The extension to general r and t through (7.8) is immediate. 
For the case of canonical variates, however, the expression for Yc turns out 
to be more complicated, and consequently, (8.1) would be difficult to compute 
directly simply by replacing the unknown parameter values by their correspond- 
ing sample estimates. We, therefore, suggest using a technique known commonly 
as the “jackknife” to get another consistent estimator of ‘Yc which is more 
amenable to computation. For clarity in exposition, we omit all mention of the 
rank of the regression coefficient matrix which we wish to jackknife. 
Let c be the estimator (5.3) of C based on all n observations. Suppose the 
sample can be partitioned into m distinct groups, each group consisting of k 
observations (so that n = mk). Let &J be a version of c obtained by deleting 
theith group and using the remaining 71 - k = (m - l)k observations. Compute 
the pseudovalues, & = me - (VZ - I)& . Do this m times. The jackknifed 
estimator of C is then the average of these pseudovalues, namely, e:, = 711-l CL1 
ePj . As well as possessing the well-known property of reducing the asymptotic 
bias of e from O(n-l) to O(n-2) (see [12]), e:, also provides the basis for a 
convenient estimator of Y, for the canonical variates case in place of the more 
complicated version derived in Section 7. Assuming the values & to be iid 
(which in general they are not), then 
1 
SD = m(m - 1) i=l 
fJ (vec(& - Q}{vec(tZ:,j - CT:,)}’ (8.4) 
can be used as an estimator of the asymptotic covariance matrix of vet (? or 
vet e:, . For any w-vector a of unit length, aT{vec(&!, - C)}/(a7S,a)1~z is 
distributed approximately as a Student’s t-variate with (111 - 1) degrees-of- 
freedom. The corresponding approximate lOO( 1 - y) percent confidence bound 
on a7 vet C is, therefore, given by 
a7 vet e:, f  t~--1(a7Spa)1’2, (8.5) 
where tvy is the 100(1 - y/2) percentage-point of the Student’s t-distribution 
with v degrees of freedom. Similar bounds can be constructed by replacing &, 
in (8.4) and (8.5) by e. 
ACKNOWLEDGMENTS 
This paper forms part of the author’s doctoral dissertation at theuniversityof California, 
Berkeley, written under the supervision and guidance of Professor David R. Brillinger. 
Conversations with Professor Robert Berk were also helpful in the preparation of this 
683/5/z-10 
264 ALAN JULIAN ZENMAN 
paper. The author also wishes to thank the referee for a critical reading of the paper and 
for the reference [12]. The investigation was partially supported by USPHS Research 
Grant No. GM-10525-09, National Institute of Health, Public Health Service. 
REFERENCES 
[l] ANDERSON, T. W. (1951). Estimating linear restrictions on regression coefficients 
for multivariate normal distributions. Ann. Math. Statist. 22 327-351. 
[2] ANDERSON, T. W. (1958). Introduction to Multivoriate Statistical AnaZysis. Wiley, 
New York. 
[3] BRILLINCER, D. R. (1975). T‘ zme Series: Data Analysis and Theory. Holt, Rinehart 
and Winston, New York. 
[4] FUJIKOSHI, Y. (1974). The Likelihood Ratio Tests for the Dimensionality of Re- 
gression Coefficients. J. Multiwariate Anal. 4 327-340. 
[5] IZENMAN, A. J. (1972). Reduced-rank regression for the multivariate linear model, 
its relationship to certain classical multivariate techniques, and its application to the 
analysis of multivariate data. Ph.D. dissertation, University of California, Berkeley. 
[6] IZENMAN, A. J. (1974). Residual Analysis for Reduced-Rank Regression and 
Canonical Variates. Technical Report No, 20, Dept. Statistics. Tel-Aviv University, 
Israel. 
[7] LAWLEY, D. N. (1956). Tests of significance for the latent roots of covariance and 
correlation matrices. Biometriha 43 128-136. 
[S] MACRAE, E. C. (1974). Matrix derivatives with an application to an adaptive linear 
decision problem. Ann. Statist. 2 337-346. 
[9] NEUDECKER, H. (1968). The Kronecker matrix product and some of its applica- 
tions. Statistica Neerlandica 22 69-82. 
[lo] NEUDECKER, H. (1969). Some theorems on matrix differentiation with special 
reference to Kronecker matrix products. j. Amer. Statist. Assoc. 64 953-963. 
[l l] OKAMOTO, M. (1969). Optimality of principal components. In Multiwariate Analysis- 
II, (P. R. Krishnaiah, Ed.), pp. 673-685. Academic Press, New York. 
[12] OKAMOTO, M., AND FUJIKOSHI, Y. (1974). Perturbation of a matrix function and 
its application to multivariate analysis. Submitted for publication. 
[13] QUENOUILLE, M. H. (1956). Notes on bias in estimation. Biometrika 43 353-360. 
[14] RAo, C. R. (1965). Linear Statistical Inference and Its Applications. Wiley, New 
York. 
(151 RAo, C. R., AND MITRA, S. K. (1971). G eneralized Inverse of Matrices and Its Applica- 
tions. Wiley, New York. 
[I63 ROBINSON, P. M. (1973). Generalized canonical analysis for time series. j, Mutti- 
variate Anal. 3 140-160. 
[17] WILKINSON, J. (1965). The Algebraic Eigenvalue Problem. Clarendon Press, Oxford. 
[18] KRISHNAIAH, P. R. AND SCHUURMANN, F. J. (1974). On the evaluation of some 
distributions that arise in simultaneous tests for the equality of the latent roots of the 
covariance matrix. J. MuZtivariate Anal. 4 265-282. 
