Distortion risk measures summarize the risk of a loss distribution by means of a single value. In fuzzy systems, the Ordered Weighted Averaging (OWA) and Weighted Ordered Weighted Averaging (WOWA) operators are used to aggregate a large number of fuzzy rules into a single value. We show that these concepts can be derived from the Choquet integral, and then the mathematical relationship between distortion risk measures and the OWA and WOWA operators for discrete and finite random variables is presented. This connection offers a new interpretation of distortion risk measures and, in particular, Value-at-Risk and Tail Value-at-Risk can be understood from an aggregation operator perspective. The theoretical results are illustrated in an example and the degree of orness concept is discussed.
et al. (1997) . Concavity of the distortion function is the key element to define risk measures that belong to both groups (Wang and Dhaene, 1998 Definition 2.4 (Risk measure). Let Γ be the set of all random variables defined for a given probability space (Ω, A, P). A risk measure is a mapping ρ from Γ to R, so ρ (X) is a real 84 value for each X ∈ Γ.
85
Definition 2.5 (Distortion risk measure). Let g : [0, 1] → [0, 1] be a non-decreasing function such that g (0) = 0 and g (1) = 1 (we will call g a distortion function). A distortion risk measure associated to distortion function g is defined by
The simplest distortion risk measure is the mathematical expectation, which is obtained Risk (T V aR α ), which depend on a parameter α ∈ (0, 1) usually called the confidence level.
89
Broadly speaking, the V aR α corresponds to a percentile of the distribution function. The
90
T V aR α is the expected value beyond this percentile 3 if the random variable is continuous.
91
The former pursues to estimate what is the maximum loss that can be suffered with a 
107
Definition 2.6 (Aggregation operator). An aggregation operator in I n is a function F (n)
108 from I n to I, that is non-decreasing in each variable; fulfills the following boundary conditions,
= sup I; and F (1) (x) = x for all x ∈ I.
110
Some basic aggregation operators are displayed in Table 2 .2.
111 Table 2 .2: Basic F (n) aggregation operators.
Name

Mathematical expression Type of interval I
Arithmetic mean
, +∞|}, where |a, b| means any kind of interval, with boundary points a and b, and with the convention 0 · (+∞) = 0.
Geometric mean
Maximum function
M ax ( x) = max {x 1 , x 2 , ..., x n } Arbitrary I.
Sum function
Arbitrary I.
x denotes (x 1 , x 2 , ..., xn).
Source: Grabisch et al. (2011).
There is a huge amount of literature on aggregation operators and its applications. See, The OWA operator is an aggregation operator that provides a parameterized family 123 of aggregation operators offering a compromise between the minimum and the maximum 124 aggregation functions (Yager, 1988) . It can be defined as follows
126
The Ordered Weighted Averaging (OWA) operator with respect to w is a mapping from R n to
x σ(i) · w i , where σ is a permutation of (1, 2, ..., n)
is the i-th smallest value of x 1 , x 2 , ..., x n .
129
The OWA operator is commutative, monotonic and idempotent, and it is lower-bounded
130
by the minimum and upper-bounded by the maximum operators. Commutativity is referred
131
to any permutation of the components of x. That is, if the OW A w operator is applied to 132 any y such that y i = x r(i) for all i, and r is any permutation of (1, ..., n), then OW A w ( y) =
133
OW A w ( x). Monotonicity means that if x i ≥ y i for all i, then OW A w ( x) ≥ OW A w ( y).
134
Idempotency assures that if x i = a for all i, then OW A w ( x) = a. The OWA operator
135
accomplishes the boundary conditions because it is delimited by the minimum and the 136 maximum functions, i.e. min i=1,...,n {x i } ≤ OW A w ( x) ≤ max i=1,...,n {x i }.
137
The OW A w is unique with respect to the vector w (the proof is provided in the Ap-138 pendix). The characterization of the weighting vector w is often made by means of the 139 degree of orness measure (Yager, 1988) .
140
Definition 2.8 (Degree of orness of an OWA operator). Let w ∈ [0, 1] n such that n i=1 w i = 1, the degree of orness of OW A w is defined by
Note that the degree of orness represents the level of aggregation preference between the 141 minimum and the maximum when w is fixed. The degree of orness can be understood as the for all i, then OW A w is the arithmetic mean and its degree of orness is 147 0.5. As we will see later, orness is closely related to the α level chosen in risk measures.
148
Alternatively to the degree of orness, other measures can be used to characterize the 149 weighting vector, such as the entropy of dispersion (Yager, 1988 ) based on the Shannon 150 entropy (Shannon, 1948) and the divergence of the weighting vector (Yager, 2002) .
151
The OWA operator has been extended and generalized in many ways. For example, 
163
Definition 2.9 (WOWA operator).
The Weighted Ordered Weighted Averaging (WOWA) operator with respect to v and q is a mapping from R n to R defined by
where σ is a permutation of (1, 2, ..., n) such that v j lie on a straight line.
166
Note that this definition implies that weights v i can be expressed as v i = h n − i + 1 n − h n − i n and that h (1) = 1.
Remark 1
The WOWA operator generalizes the OWA operator. Given a W OW A h, v, q operator on R n , if we define
and OW A w where w = (w 1 , ..., w n ), then the following equality holds W OW A h, v, q = OW A w .
As it can easily be shown, vector w satisfies the following conditions:
Condition (i) is straightforward. Let us denote s i = j∈A σ,i q j and s n+1 := 0. Hence,
since h is a non-decreasing function. Finally, as
179
To prove condition (ii), note that A σ,1 = N , j∈N q j = 1 and that h (1) = 1 and Obviously, it holds that OW A p ( x) = E (X). Besides,
If h is the identity function then
all i (with the convention x 0 := −∞). The Choquet integral has become a familiar concept to risk management experts since which satisfies
, for any A, B ∈ 2 N (monotonicity).
215
If µ (N ) = 1, then we say that µ satisfies normalization, which is a frequently required 216 property.
217
Definition 2.11 (Dual capacity). Let µ be a capacity on N . Its dual or conjugate capacitȳ µ is a capacity on N defined byμ
,Ā is the set of all the elements in N that do not belong to A).
218
If we consider a finite probability space N, 2 N , P , note that the probability P is a 219 capacity (or a fuzzy measure) on N that satisfies normalization. In addition, P is its own 220 dual capacity. Definition 2.12 (Choquet integral for discrete positive functions). Let µ be a capacity on N , and f : N → [0, +∞) be a function. Let σ be a permutation of (1, ..., n), such that f m σ(1) ≤ f m σ(2) ≤ ... ≤ f m σ(n) , and A σ,i = m σ(i) , ..., m σ(n) , with A σ,n+1 = ∅. The Choquet integral of f with respect to µ is defined by
If we let f m σ(0) := 0, then an equivalent expression for the definition of the Choquet
The concept of degree of orness introduced for the OWA operator may be extended to 225 the case of the Choquet integral for positive functions as
Let us illustrate the degree of orness for three simple capacities. The first one, denoted we get that orness (M ax) = 1. Finally, we consider capacity
we denote by
the particular case where
this situation C µ # is the arithmetic mean, and we can easily verify that orness C µ # = 0.5:
(2.2) In order to be able to work with negative functions, the Choquet integral of such functions 236 needs to be defined also for them. Below we define the asymmetric Choquet integral, which can now naturally be viewed as a weighted aggregation.
260
The link between the Choquet integral and distortion risk measures for arbitrary ran-261 dom variables is well-known since the inception of distortion risk measures (Wang, 1996) , the discrete version, which is useful for our presentation.
268
The relationship between the WOWA operator and the Choquet integral is also known 
271
shown in this section provide a comprehensive presentation that allows for a connection to 272 risk measurement.
273
Proposition 3.1. Let N, 2 N , P be a finite probability space, and let X be a discrete finite random variable defined on this space. Let g : [0, 1] → [0, 1] be a distortion function, and let ρ g be the associated distortion risk measure. Then, it follows that
Proof. Let N = { 1 , ..., n } for some n ≥ 1 and let us suppose that we can write X (N ) = 274 {x 1 , ..., x n }, with X ({ i }) = x i , and such that x i < x j if i < j; additionally, let k ∈ {1, ..., n} 275 be such that x i < 0 if i = {1, ..., k − 1} and x i ≥ 0 if i = {k, , ..., n}. In order to obtain the 276 Choquet integral of X, a capacity µ defined on N is needed. As previously indicated, P is 277 a capacity on N that satisfies normalization, although it is not the one that we need.
278
Since g is a distortion function, µ := g • P is another capacity on N that satisfies 279 normalization: µ (∅) = g (P (∅)) = g(0) = 0, µ (N ) = g (P (N )) = g(1) = 1, and if A ⊆ B, 280 the fact that P (A) ≤ P (B) and the fact that g is non-decreasing imply that µ (A) ≤ µ (B).
281
Regarding X + , the permutation σ = id on (1, ..., k − 1, k, ..., n) is such that x
for all i or, in other words, x
A σ,i = { i , ..., n } and taking into account x
Additionally, the permutation s on (1, ..., k − 1, k, ..., n) such that s (i) = n+1−i, satisfies
.., 1 } and, therefore,Ā s,i = { n+2−i , ..., n }.
287
Taking into account that x
Expressions (3.1) and (3.2) lead to
(3.3) Now consider ρ g (X) as in definition 2.5, and note that the random variable X is defined 290 on the probability space (N, 2 N , P). Given the properties of Riemann's integral, if we define 291 x 0 := −∞ and x n+1 := +∞, then the distortion risk measure can be written as
Given that the distortion function g is such that g(0) = 0 and g(1) = 1, 294 expression (3.4) can be rewritten as
(3.5) And then the proof is finished because ρ g (X) = C g•P (X) using (3.5) and (3.3).
296
Let us present C g•P (X) in a more compact form. We denote F i−1 = 1 − g n j=i p j and
p j for i = 1, ..., n + 1, so F i−1 = 1 − S i−1 . Note that F 0 = 0 and S n = 0, so
The previous expressions applied to C g•P (X) lead to
X). The same result for a continuous random variable is easy
298
to prove using the definition of distortion risk measure and Fubinni's theorem. Expression
299
(3.6) is useful to prove the following two propositions.
300
Proposition 3.2 (OWA equivalence to distortion risk measures). Let X be a discrete finite 301 random variable and N, 2 N , P be a probability space as defined in proposition 3.1. Let ρ g 302 be a distortion risk measure defined in this probability space, and let p j be the probability of 303 x j for all j. Then there exist a unique OW A w operator such that ρ g (X) = OW A w ( x). The
304
OWA operator is defined by weights
The proof is straightforward. From proposition 3.2 it follows that a finite and discrete 306 random variable X must be fixed to obtain a one-to-one equivalence between a distortion 307 risk measure and an OWA operator.
308
Proposition 3.3 (WOWA equivalence to distortion risk measures). Let X be a discrete 309 finite random variable and N, 2 N , P be a probability space as in proposition 3.1. If ρ g is a 310 distortion risk measure defined on this probability space, and p j is the probability of x j for all 311 j, consider the WOWA operator such that h = g, q = p and v i = g n − i + 1 n −g n − i n 312 for all i = 1, ..., n. Then
Proof. Using proposition 3.2 it is known that there exists a unique w ∈ [0, 1] n such that
:
In addition, there exists an OW A u operator such that OW A u = W OW A g, v, p defined by
Expressions (3.9) and (3.10) show that w = u and, due to the uniqueness of the
317
OWA operator, we conclude that
Again, the one-to-one equivalence between a distortion risk measure and a WOWA op-320 erator is obtained given that the discrete and finite random variable is fixed.
321
To summarize the results, for a given distortion function g and a discrete and finite 322 random variable X, there are three alternative ways to calculate the distortion risk measure 323 that lead to the same result than using definition 2.5: p j , i = 1, ..., n, and p j the probability of x j for all j. 3. And, finally, applying the W OW A g, v, p operator to x, following definition 2.9, where
n and p j the probability of x j for all j. We can derive an interesting application from expression (3.6). In particular, the concept 332 of degree of orness introduced for the OWA operator may be formally extended to the case 333 of C g•P (X), as:
Note that this expression is similar to (2.1). This result is now applicable to both positive
335
and negative values and only the distorted probabilities are considered among capacities. probabilities. This preference weighting rule can be summarized by orness (OW A w ), where 342 w is such that w i = g (S X (x i−1 )) − g (S X (x i )).
343
There are some cases of special interest, such as the mathematical expectation, the V aR α 344 and T V aR α risk measures:
In particular, if the random variable X is discrete and uniform, i.e. p i = 1 n , then 347 expression (3.12) equals 1/2.
348
Given a confidence level α ∈ (0, 1), let k α ∈ {1, 2, ..., n} be such that
x kα is the α−quantile of X.
350
• Regarding V aR α , from Table 2 .1 it is known that ψ α (S X (x i )) = 1 (1−α,1] (S X (x i )).
351
Since ψ α (S X (x i−1 ))−ψ α (S X (x i )) = 1 {kα} (i), the degree of orness of V aR α is obtained
(3.13)
• In the case of T V aR α , from Table 2 .
(3.14)
Note that for V aR α and T V aR α , the degree of orness is directly connected to the α level We can calculate distortion risk measures for X and Y using aggregation operators.
365
In particular, we are interested in E, V aR α and T V aR α for α = 95%, which follow from 366 expression (3.6) and ψ α and γ α as in Table 2 .1. In this example E, V aR 95% and T V aR 95% 367 have the same value for the two random variables.
368
The weighting vectors linked to the OWA operators (see expression 3.7) for E, V aR 95%
369
and T V aR 95% are displayed in Table 4 .2. The values of the distortion risk measures for each 370 random variable and the associated degree of orness are shown in Table 4 .3. In addition,
371
the weighting vectors linked to the WOWA operators (see expression 3.8) are listed in Table   372 4.4. Table 4 .3: Distortion risk measures and the associated degree of orness for X and Y . • It is shown that orness (E (X)) = orness (E (Y )), and both are less than 0.5. Note uniform, but Y is farther than X;
394
• The orness (V aR 95% (X)) is equal to orness (V aR 95% (Y )), because the number of 395 observations is the same and V aR 95% is located at the same position for both variables;
396
• The degree of orness of T V aR 95% is different for both random variables, although of series, we think that results shown in this article might be extended to the countable case.
427
To conclude, there is likely room for further research in this field.
428
Appendix 1
429
Proof of OWA uniqueness Given two different vectors w and u from [0, 1] n we wonder if OW A w = OW A u , i.e. if the respective OWA operators on R n are the same. We show that this is not possible. Suppose that, for all x ∈ R n , OW A w ( x) = OW A u ( x). Let vectors z k ∈ R n , k = 1, ..., n be defined by z k,i = 0 if i < k 1/ (n − i + 1) if i ≥ k .
Then, iterating from k = n to k = 1, we have that:
430
•
Step k = n. We have z n = (0, 0, ..., 0, 1), and permutation σ = id is useful to calculate 431 OW A w ( z n ) and OW A u ( z n ). Precisely, OW A w ( z n ) = 1 · w n and OW A u ( z n ) = 1 · u n .
432
If OW A w = OW A u , then u n = w n .
433
Step k = n − 1. We have z n−1 = 0, 0, ..., 
437
Step k = i. From previous steps we have that u j = w j , j = i + 1, ..., n and in this 438 step we obtain u i = w i .
439
Step k = 1. Finally, supposing again that OW A w = OW A u , we obtain that u j = w j 440 for all j = 1, ..., n. But this is a contradiction with the fact that w = u. 
