Over the past decade, various methods have been proposed for the reconstruction of networks modeled as Gaussian Graphical Models. In this work we analyzed three different approaches: the Graphical Lasso (GLasso), Graphical Ridge (GGMridge) and Local Partial Correlation (LPC). For the evaluation of the methods, we used high dimensional data generated from simulated random graphs (Erdös-Rényi, Barabási-Albert, Watts-Strogatz). The performance was assessed through the Receiver Operating Characteristic (ROC) curve. In addition the methods were used for reconstruction of co-expression network, for differentially expressed genes in human cervical cancer data. LPC method outperformed the GLasso in most of the simulation cases, even though GGMridge produced better ROC curves then both other methods. LPC obtained similar outcomes as GGMridge in real data studies.
highest Pearson correlations of both variables. Here our objective is to assess its efficiency. We compared the LPC to two other approaches based on regularization methodologies: GLasso and GGMridge. GLasso, defined in [6] is the most popular. It is based on the LASSO [7] , a technique widely applied in regression analysis mainly, for variable and model selection. GGMridge [8] based on the work [9] estimates the partial correlation matrix using Ridge penalty and then performs statistical estimation using empirical distributions.
The assessment of the methods was performed using simulations and realworld data. In the simulation studies, we compared the performance of the methods by generating high dimensional data from the following random graph structures: Erdös-Rényi , a well-known uniform model [10] , Barabási- Albert or scale free model [11] , frequently used to model biological interactions, and Watts-Strogatz or small world [12] , a popular model for social interactions. ROC curves were employed to compare the performance of each method, where there are original network structures to liken.
The real-world data came from [13] , which is composed of gene expressions from tumorous cervical cancer cells. From this original data set, we selected 1268 genes known as differentially expressed genes (DEGs), identified by [14] . We applied the methods for this data set and compared the results of the reconstructions in terms of the number of nodes and edges that were identified in common by the methods.
Before presenting the different approaches in Section 2, and the results in Section 3 and Section 4, lets recall basic notions of GGM.
Gaussian Graphical Models
Let X V = (X 1 , . . . X p ) ∈ IR p be p-dimensional random vector, with |V| = p and covariance matrix Σ V , and let G = (V, E) be a finite graph with set of vertices V and set of edges E ⊆ V × V. If X V has Gaussian distribution and Σ V is positive definite, then Ω ≡ (ω ij ) i,j∈V = Σ −1 V is the precision matrix. Under multivariate Gaussian distribution assumption [2] , if ω ij = 0 then the partial correlation
between X i and X j is also zero, which implies conditional independence of these two variables given the rest X Z [1] . In the GGM context this is equivalent to {i, j} / ∈ E. Therefore, we can reconstruct a gene co-expression network by identifying if the elements of the precision and partial correlation matrices are different from zero. In summary, we have that
2 Methods
Local Partial Correlation
Let X be a data matrix with p variables and n sample size, and assume p ≫ n (high dimensional problem). For any fixed i ∈ V and p-value threshold α ∈ (0, 1) define Z α (i) ⊂ V \ {i} the set of indices's of the variables that are significantly non-zero Pearson correlated with variable X i . For any i, j ∈ V we call neighborhood of {i, j} the set Z α (i) ∪ Z α (j). If the neighborhood has more variables than samples, we select ⌊n/2⌋ [3] 
We build an empirical covariance matrixΣ J . If inverted,Σ −1 J provides the estimationρ ij.Z [2] , where for lighten the notation Z ≡ Z α (i, j). Finally, we test H 0 : ρ ij.Z = 0 versus H a : ρ ij.Z = 0, using the z-transfomation,
For a significance level α LP C ∈ (0, 1), the null hypothesis is rejected if
where Φ(x) is the cumulative Gaussian distribution N (0, 1), and |Z| is the size of the neighborhood. If (3) is true, then from (2), {i, j} ∈ E.
GLasso and GMMridge
The constrained or penalized Maximum Likelihood Estimate (MLE) is often used for high dimensional problems when p is lager than n. It is known that the MLE of the precision matrix Ω is S −1 , where S = XX ′ /n [1] , with X the data matrix. GLasso, uses complex optimization tools [6] to maximize the following penalized log likelihood
where · 1 is the ℓ 1 norm, ||A|| 1 = ij |a ij |, with a ij ∈ A, and λ L the tunning parameter. The procedure results in a sparse precision matrix rather than precise partial correlation estimation [15] . The GGMridge, on the other hand, uses a "ridge inverse" (S + λ R I p ) −1 in the analogy to ridge regression [16] , which generates estimates for the partial correlation matrix
where scale(A) = diag(A) −1/2 A diag(A) −1/2 , and λ R is the restriction factor. The elements ofP, which are in the same form as (1), are tested with α R ∈ (0, 1), using empirical distributions [8] , providing significant estimates for the partial correlation, and reconstructing the underlying graph structure.
Simulation Studies
One of the goals of this study was to evaluate if network structure affects the overall performance of the methods. We have chosen three graph models with different topologies: Erdös-Rényi [10] , Barabási-Albert [11] , and Watts-Strogatz [12] .
In the Erdös-Rényi network we used a uniform distribution for the edges. The Barabási-Albert graph was generated through a preferential attachment algorithm [11] , and for the Watts-Strogatz network we used the algorithm described in [12] . Parameters where chosen such that the generated graph G = (V, E), or its adjacency matrix A = (a ij ) i,j∈V is sparse.
From adjacency to covariance matrix
In this section we explain how for given adjacency matrix we construct a covariance matrix following the procedure described in [17] . For each generated adjacency matrix A we attribute random values to the non-zero elements of A, transforming it into a positive definite covariance matrix. First define the matrix
where u ij is a uniform random variable in the interval (0.4, 0.8), and δ ij has discrete uniform distribution with values in {−1, 1}. Next, define
is the minimum eigenvalue of Ω 1 , and I p is a p × p identity matrix. The inverse of the precision matrix, or covariance matrix, is obtained from the transformation; Ω −1 = diag(u)Ω −1 2 diag(u), where diag(u) is a diagonal matrix formed by the p-dimensional vector u, that is uniformly distributed in the interval (1, 5) . Finally, we have a multivariate Gaussian distribution X V ∼ N V (0, Ω −1 ) from which we obtain n sample.
Results
The area under the ROC curve was used as a measure to compare the methods. Usually applied in binary classifiers, it describes the trade off between the false positives fraction, which is the probability of the method misclassify (specificity), and the true positives, which is the probability of a correct classification (sensitivity). Therefore, the methods with larger areas under the ROC curve are considered more efficient classifiers. The values for parameters used to plot the curves varies from the less regularized to the point where the graph is almost empty (full regularization). For the GLasso we used λ L ∈ {0.001, 0.006 . . . , 1; by 0.005}, in the GGMridge we used α R ∈ {0.0001, 0.0011 . . ., 40; by 0.001}, and for the LPC α = α LP C ∈ {10 −4 , . . . , 0.4; by 0.01} ∪ {0.6, 0.7, 0.8, 0.9, 1} varying at the same rate. In total we ran 300 simulations for each method with sizes: (p = 50, n = 20), (p = 100, n = 50), and (p = 200, n = 50). Next we took the average of the produced specificity and sensitivity, generating the curves in Figure 1 , and the areas in Table 1 . We can observe that, in most cases, the GGMridge performed better than Glasso and LPC, with LPC in the Scale-free, and Small-world having a better performance than GLasso.
Gene Co-expession Network

Motivation
Gene co-expression analysis aims to identify genes whose expression differ in healthy cells in comparison with those with abnormal behavior, like tumorous cancer cells. Since most gene co-expression data is high dimensional, with the number of genes in the thousands and just a small number of samples, performing this kind of analysis can be very challenging. This situation inspires most of the network reconstruction methods currently being developed. (c) Fig. 1 . In the Erdös-Rényi structure (a), we can observe that the GGMridge method had a better performance than GLasso and LPC. In this case GLasso performed better, by a small margin, than LPC in the network with p = 50, with LPC obtaining better results with p = 100, and p = 200. In the Scale-free structure (b), the GGMridge outperformed the GLasso and LPC, with LPC having better results than the GLasso in every case, as seen in Table 1 . In the Small-world structure (c), LPC outperforms GLasso in every case, fact confirmed in Table 1 . Again, the GGMridge method obtained curves with larger areas. Motivated by this problem, the data used in the application comes from [13] , which contains the expression of 25,387 genes extracted from 21 tumor tissue samples from human cervical cancer [18] . From this data, we selected a subset of 1,268 differently expressed genes (DEGs), identified by [14] . . Since networks can not be compared using the same threshold we followed heuristics provided by the biological community [19] , [4] , and decided to reconstruct the networks with 3 times more edges then nodes. We used specific thresholds and regularization coefficients. In GGMridge, the values where λ R = 1, and α R = 0.01, for GLasso the value was λ L = 0.6, and for the LPC, α = 0.1, and α LP C = 0.02.
Reconstructed Networks
The thresholds and regularization parameters defined in 4.1, results in three different networks. GGMridge generated a network with 558 nodes and 1876 edges, GLasso, 630 nodes and 1942 edges, and LPC identified 658 nodes, with 1774 edges. In Figure 2 , generated by Cytoscape [20] , we have the reconstructed gene co-expression network of all nodes and edges obtained in common. Figure 3 , is the Venn diagram representation of Figure 2 . It provides valuable information of the results. We can observe that LPC and GGMridge share a large number of nodes, 343 in total. If we include the nodes shared with the GLasso we have 570 common identifications, almost 60% of the total. GLasso and LPC share 281 nodes, or 27%, and GLasso with GGMridge share 250 nodes, 26% of the total. On the other hand, the edges are not shared proportionally as the nodes, only 0.2% of the edges were identified in common between all methods. With LPC and GGMridge sharing considerably more, 4%. LPC and GLasso 0.06%, and GGMridge and GLasso 1.4%. The degree of the nodes, which is the number of edges incident to the node, where also different. The node with maximum degree was identified by Glasso, with size 188. In GGMridge, it was 35, and in LPC, 14. An interesting fact occurs when GGMridge and Glasso are observed together generating a maximum degree of 188. LPC and Glasso give 165, and LPC and GGMridge 35. The three methods identified a maximum degree of 177, which suggests that GLasso favors nodes with high degrees, or "hubs" [11] . (b) Fig. 3 . In (a) we have the Venn diagram with the detected nodes by method, where in (b) we have the detected edges by method.
Conclusion
The simulation study provided an interesting glimpse of the three approaches. We observed that GGMridge outperformed GLasso and LPC in all cases. But as a relatively new method, GGMridge needs more tests in order to prove its attributes. LPC, although having an heuristic approach, performed better than GLasso in most cases, proving to be a viable and reachable alternative for GGM inference, without losing the partial correlation estimates. In the application, the reconstructed networks differed from each other in significant ways. Specially, in relation to the detected edges, with GGMridge and LPC being the methods with more common identifications, in both edges and nodes.
