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Resumo
Nesta tese é proposta uma modificação no precondicionador Fatoração Controlada de Cholesky
(FCC) com o objetivo de aprimorar as iterações iniciais do método de pontos interiores primal-
dual. O precondicionador FCC, assim como todos fatores de Cholesky incompletos, podem
apresentar falhas na diagonal durante a fatoração. Quando isto acontece, uma correção da
falha torna-se necessária. As correções propostas atualmente são muitas vezes insuficientes para
continuar com a fatoração e, nesse caso, o processo de fatoração é reiniciado. Neste caso, o
tempo de processamento usado para construir o precondicionador aumenta consideravelmente,
pois pode existir até quinze tentativas de correção de falhas, particularmente em problemas
de grande porte. Neste trabalho, propõe-se reduzir o número de reinícios na construção do
precondicionador FCC modificando tanto o parâmetro de preenchimento, como o cálculo do
parâmetro de correção das falhas que ocorrem na diagonal. O cálculo do novo parâmetro de
preenchimento é baseado num quociente entre o número de elementos não nulos da matriz do
sistema de equações normais e da matriz do problema de programação linear, o que permite
classificar a matriz que deve ser fatorada de acordo com sua esparsidade. Esta classificação é feita
de tal maneira que o número de elementos não nulos armazenados no precondicionador FCC
seja menor ou igual ao número de elementos não nulos na Fatoração Incompleta de Cholesky.
Utilizando ferramentas geométricas e algébricas, o cálculo do novo parâmetro de correção das
falhas na diagonal é feito considerando a relação entre o precondicionador FCC obtido antes e
depois da falha, o que permite evitar a falha na coluna corrente com apenas um reinício. Desta
forma, a melhoria obtida usando estas novas modificações reduz o número de reinícios como
sugerido pelos resultados de experimentos numéricos com problemas de programação de grande
porte. Os experimentos realizados indicam que estas modificações são robustas e competitivas.
Palavras-chave: Métodos de pontos interiores, Precondicionadores, Fatoração Controlada de
Cholesky.
Abstract
In this thesis, a modification is proposed in the Controlled Cholesky Factorization preconditioner
(CCF) in order to improve the early iterations of the primal-dual Interior Point Method.
Specifically, it is proposed to reduce the number of restarts in the construction of the CCF
preconditioner, because when there is a fault in the diagonal the factorization is restarted,
which can increase the reconditioning time. This proposal modifies both the fill parameter and
the computation of the correction parameter of fault in the diagonal. On the one hand, the
computation of the new fill parameter is based on a quotient between the system matrix of
normal equations and the matrix of the linear programming problem, this allows to classify the
first matrix according to its sparsity to look for that the number of nonzero elements stored
in the CCF preconditioner is less than or equal to the number of nonzero elements in the
Incomplete Cholesky Factoration. On the other hand, using algebraic and geometric tools, the
computation of the new correction parameter of the fault in the diagonal is done considering the
relationship between the CCF preconditioner obtained before and after the failure, this relation
allows to avoid the failure of the current column with a restart. In this way, the improvement
obtained using these new modifications reduces the number of restarts as will be presented in
numerical experiments with large problems. Experiments with linear programming problems
indicate that these modifications are robust and competitive.
Keywords: Interior points methods , Preconditioners, Controlled Cholesky Factorization.
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Introdução
Os métodos de pontos interiores do tipo primal-dual são uma ferramenta efetiva para resolver
problemas de otimização de grande porte, pois tipicamente necessitam um pequeno número
de iterações para obter a convergência, veja Gondzio (2012a). No entanto, este método pode
ser computacionalmente caro devido aos sistemas lineares que precisam ser resolvidos para
encontrar a direção de busca. A cada iteração do Método de Pontos Interiores (MPI) estes
sistemas lineares podem ser resolvidos usando-se métodos diretos ou iterativos.
Originalmente, Czyzyk et al. (1996) utilizam um método direto via uma fatoração esparsa de
Cholesky para encontrar a direção de busca, porém esta fatoração pode ser computacionalmente
cara. Neste trabalho, com o objetivo de melhorar o condicionamento destes sistemas lineares
e reduzir o tempo computacional em cada iteração do MPI, são usados métodos iterativos
precondicionados. Para tanto, é usada uma Abordagem Híbrida proposta por Bocanegra et
al. (2007). Esta abordagem tem duas fases, na primeira é usado o precondicionador Fatoração
Controlada de Cholesky (FCC) proposto por Campos (1995) e, na segunda fase, trabalha-se
com o precondicionador Separador (PS) proposto por Oliveira e Sorensen (2005).
O precondicionador FCC é construído com base na Fatoração Incompleta de Cholesky e,
portanto, é possível encontrar falhas na diagonal durante seu cálculo. Em Maunteuffel (1980)
foi mostrado que se uma matriz 𝑉 é simétrica definida positiva, existe uma constante 𝛼 > 0
tal que uma fatoração incompleta de 𝑉 + 𝛼 diag(𝑉 ) existe. Na abordagem híbrida, as falhas
que ocorrem durante a fatoração são corrigidas com um incremento exponencial e o cálculo dos
elementos da matriz precondicionadora é reiniciado. Isto é uma desvantagem, pois aumenta o
tempo do cálculo do precondicionador da matriz do problema, quer seja devido à reconstrução
do precondicionador, quer seja a perda de qualidade do mesmo. Por outro lado, baseado no
trabalho de Bellavia et al. (2012), foi proposto um precondicionador que evita reinícios e este é
apresentado em Silva (2014). No entanto, os resultados obtidos não são competitivos quando
comparados a construção original, pois o tempo computacional em alguns problemas cresce
consideravelmente.
De um modo geral, o uso das técnicas atuais para correção de falhas na diagonal
tem a desvantagem de aumentar consideravelmente o tempo de precondicionamento e,
consequentemente, o tempo de resolução dos problemas. Assim, propõe-se uma modificação na
construção do precondicionador FCC alterando a forma de calcular o parâmetro de correção das
falhas que ocorrem na diagonal. Além disso, propõe-se um novo parâmetro de preenchimento, o
qual é baseado em um quociente entre o número de elementos não nulos da matriz do sistema
de equações normais e da matriz do problema de programação linear. O objetivo é reduzir o
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número de reinícios da fatoração durante a construção deste precondicionador e assim melhorar
a sua qualidade, o que, por sua vez, reduz o tempo de precondicionamento e aprimora a solução
dos sistemas lineares.
Estes novos parâmetros utilizam ferramentas algébricas e geométricas. Além disso, utilizam
a relação que existe entre os elementos que ocasionaram a falha e as novas componentes que
evitam a falha na diagonal. Assim, a partir desta relação, pode-se calcular uma aproximação
para os novos elementos que deveriam estar no próximo reinício.
Os resultados obtidos a partir destas abordagens mostraram que as novas propostas são
eficientes e robustas. Isto aconteceu porque em cada reinício, as novas propostas evitaram que
ocorra uma nova falha na mesma coluna e, portanto, atingiram o incremento global necessário
para construir o precondicionador FCC.
Esta tese está organizada do seguinte modo: no Capítulo 1, é apresentada uma introdução ao
método de pontos interiores. O tema central deste trabalho, dado pelas propostas de modificação
em ambos os parâmetros do precondicionador FCC, está no Capítulo 2. No Capítulo 3 são
apresentados os experimentos numéricos e, finalmente, no Capítulo 4 são apresentadas as
conclusões e as propostas de trabalhos futuros.
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1 Métodos de Pontos Interiores
Neste capítulo, será apresentada uma introdução a um método de pontos interiores (MPI)
primal-dual denominado método preditor-corretor de Mehrotra. Sao discutidas as formas para
determinar as direçoes de busca presentadas em cada iteraçao deste método. Finalmente, são
apresentados os precondicionadores utilizados para resolver o sistema de equações normais.
1.1 Método primal-dual de Pontos Interiores
Considere o par de problemas primal-dual de Programação Linear (PL) escritos na forma
padrão:
(P)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
min 𝑐𝑇𝑥
s. a 𝐴 𝑥 = 𝑏
𝑥 ≥ 0
(D)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
max 𝑦𝑇 𝑏
s. a 𝐴𝑇𝑦+𝑧 = 𝑐
𝑧 ≥ 0
𝑦 ∈ R𝑚,
onde 𝑚 ≤ 𝑛, 𝐴 ∈ R𝑚×𝑛 é uma matriz que neste trabalho será considerada de posto completo; 𝑥,
𝑧 e 𝑐 ∈ R𝑛; e 𝑏 ∈ R𝑚.
As condições de Karush-Kuhn-Tucker (KKT) são dadas por
𝐴𝑥 = 𝑏;
𝐴𝑇𝑦 + 𝑧 = 𝑐;
𝑋𝑍𝑒 = 0; (𝑥, 𝑧) ≥ 0 ,
(1.1.1)
onde 𝑋 e 𝑍 são matrizes diagonais com as componentes iguais aos vetores 𝑥 e 𝑧, respectivamente,
e o vetor de uns do R𝑛 é denotado por 𝑒.
Os Métodos de Pontos Interiores (MPI) encontram soluções ótimas do problema de PL
aplicando o método de Newton e modificando sutilmente as condições de otimalidade dadas em
(1.1.1). De fato, todas as iterações do MPI primal-dual seguem uma curva chamada de trajetória
central enquanto permanecem no interior do ortante positivo, e aproximam-se da fronteira desta
região apenas no limite.
Como a maioria dos métodos iterativos em otimização, estes métodos também realizam dois
passos básicos: um procedimento para determinar uma direção de busca e outro parao cálculo
do tamanho de passo.
Dado um ponto inicial 𝑋0 = (𝑥0, 𝑦0, 𝑧0), se o método de Newton é aplicado nas condições
dadas em (1.1.1) obtém-se a direção de busca Δ𝑋0 = −𝐽(𝑋0)−1𝐹 (𝑋0), onde 𝐽 é o Jacobiano
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da aplicação 𝐹 : R2𝑛+𝑚 −→ R2𝑛+𝑚 dada por:
(𝑥, 𝑦, 𝑧) ↦→
»—–𝐴
𝑇𝑦 + 𝑧 − 𝑐
𝐴𝑥− 𝑏
𝑋𝑍𝑒
fiffifl .
Dessa forma, Δ𝑋0 é obtido do seguinte sistema de equações lineares:
𝐽(𝑋0)Δ𝑥0 = −𝐹 (𝑋0)»—–0 𝐴
𝑇 𝐼
𝐴 0 0
𝑍 0 𝑋
fiffifl
»—–Δ𝑥Δ𝑦
Δ𝑧
fiffifl =
»—– 𝑟𝑝𝑟𝑑
−𝑋𝑍𝑒
fiffifl , (1.1.2)
onde 𝑟𝑝 = 𝑏−𝐴𝑥 𝑟𝑑 = 𝑐−𝐴𝑇𝑦− 𝑧. Se considerarmos a direção Δ𝑋0 obtida de resolver (1.1.3)
pode acontecer que a condição (𝑥, 𝑧) > 0 seja perdida. Para resolver este problema o método de
Newton modificado fornece a direção de busca resolvendo o seguinte sistema de equações:»—–0 𝐴
𝑇 𝐼
𝐴 0 0
𝑍 0 𝑋
fiffifl
»—–Δ𝑥Δ𝑦
Δ𝑧
fiffifl =
»—–𝑟𝑝𝑟𝑑
𝑟𝑎
fiffifl , (1.1.3)
onde 𝑟𝑎 = −𝑋𝑍𝑒+ 𝜇𝜎𝑒, 𝜇 é o gap de dualidade dado por:
𝜇 = 1
𝑛
𝑛∑︁
𝑖=1
𝑥𝑖𝑧𝑖 =
𝑥𝑇 𝑧
𝑛
,
e 𝜎 ∈ (0, 1) é chamado parâmetro de centragem. Os resíduos (𝑟𝑝, 𝑟𝑑, 𝑟𝑎) formam uma sequência
decrescente que converge ao ponto (0R𝑛 , 0R𝑚 , 0R𝑛), onde é obtida uma solução ótima.
A variante do MPI primal-dual mais eficiente é o método preditor-corretor de Mehrotra
(1992). Esta variante possui melhores propriedades teóricas e computacionais, veja Wrigth (1997).
Este método será explicado com mais detalhes na Seção 1.2.
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1.2 Método preditor-corretor de Mehrotra
Como todos os métodos primal-dual de pontos interiores do tipo seguidor de caminho, no
método preditor-corretor de Mehrotra as condições KKT são modificadas de modo a manter
a não negatividade das componentes (𝑥, 𝑧) e incorpora-se um parâmetro de centragem que
depende da posição da iteração corrente. A principal característica deste método é que a cada
iteração, 𝑘, do método a direção de busca é obtida pela resolução de dois sistemas lineares com
a mesma matriz de coeficientes.
Primeiro, calcula-se a direção afim-escala ou direção preditora (Δ𝑎𝑥𝑘,Δ𝑎𝑦𝑘,Δ𝑎𝑧𝑘), resolvendo
o seguinte sistema linear: »—–𝐴 0 00 𝐴𝑇 𝐼
𝑍𝑘 0 𝑋𝑘
fiffifl
»—–Δ𝑎𝑥
𝑘
Δ𝑎𝑦𝑘
Δ𝑎𝑧𝑘
fiffifl =
»—–𝑟
𝑘
𝑝
𝑟𝑘𝑑
𝑟𝑘𝑎
fiffifl , (1.2.1)
onde 𝑟𝑘𝑝 = 𝑏− 𝐴𝑥𝑘, 𝑟𝑘𝑑 = 𝑐− 𝐴𝑇𝑦𝑘 − 𝑧𝑘 e 𝑟𝑘𝑎 = −𝑋𝑘𝑍𝑘𝑒.
O método preditor-corretor de Mehrotra realiza um passo hipotético nesta direção, fazendo
(𝑥𝑘𝑎, 𝑦𝑘𝑎 , 𝑧𝑘𝑎) = (𝑥𝑘, 𝑦𝑘, 𝑧𝑘) + 𝛼𝑎(Δ𝑎𝑥𝑘,Δ𝑎𝑦𝑘,Δ𝑎𝑧𝑘) , (1.2.2)
onde 𝛼𝑎 é calculado de tal forma que (𝑥𝑘𝑎, 𝑦𝑘𝑎 , 𝑧𝑘𝑎) permaneça no ortante positivo.
Posteriormente calcula 𝜇𝑘𝑎 = (𝑥𝑘𝑎)𝑡(𝑧𝑘𝑎)/𝑛 e define o parâmetro de centragem 𝜎𝑘 da seguinte
maneira:
𝜎𝑘 =
ˆ
𝜇𝑘𝑎
𝜇𝑘
˙3
. (1.2.3)
Observe que se 𝜇𝑘𝑎 << 𝜇𝑘 isto significa que a direção preditora é boa porque fez uma considerável
redução no gap de dualidade e, nesse caso, 𝜎𝑘 ≈ 0, isto é, apenas é requerida uma centragem
pequena. Se 𝜇𝑘𝑎 ≈ 𝜇𝑘 então não houve uma redução significativa do gap de dualidade. Logo,
uma centragem maior é requerida, neste caso, 𝜎𝑘 ≈ 1.
Quando é suposto um passo otimista na direção preditora da iteração 𝑘 do MPI primal-dual,
isto é, 𝛼𝑎 = (𝛼𝑥𝑎, 𝛼𝑦𝑎, 𝛼𝑧𝑎) = (1, 1, 1), usando (1.2.1), tem-se:
𝑟𝑘+1𝑝 = 𝑏− 𝐴𝑥𝑘+1
= 𝑏− 𝐴(𝑥𝑘 +Δ𝑎𝑥𝑘)
= (𝑏− 𝐴𝑥𝑘)− 𝐴Δ𝑎𝑥𝑘
= 𝑟𝑘𝑑 − 𝑟𝑘𝑑 = 0,
(1.2.4)
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e
𝑟𝑘+1𝑑 = 𝑐− 𝐴𝑇𝑦𝑘+1 − 𝑧𝑘+1
= 𝑐− 𝐴𝑇 (𝑦𝑘 +Δ𝑎𝑦𝑘)− (𝑧𝑘 +Δ𝑎𝑧𝑘)
= (𝑐− 𝐴𝑇𝑦𝑘 − 𝑧𝑘)− (𝐴𝑇Δ𝑎𝑦𝑘 −Δ𝑎𝑧𝑘)
= 𝑟𝑘𝑑 − 𝑟𝑘𝑑 = 0.
(1.2.5)
Usando a terceira equação do sistema dado em (1.2.1), para cada 𝑖 = 1, 2, . . . , 𝑛, as folgas
complementares satisfazem:
(𝑥𝑘𝑖 +Δ𝑎𝑥𝑘𝑖 )(𝑧𝑘𝑖 +Δ𝑎𝑧𝑘𝑖 ) = 𝑥𝑘𝑖 𝑧𝑘𝑖 + 𝑥𝑘𝑖Δ𝑎𝑧𝑘𝑖 + 𝑧𝑘𝑖Δ𝑎𝑥𝑘𝑖 +Δ𝑎𝑥𝑘𝑖Δ𝑎𝑧𝑘𝑖
= Δ𝑎𝑥𝑘𝑖Δ𝑎𝑧𝑘𝑖 .
(1.2.6)
É claro que por (1.2.6), a otimalidade não é atingida em um passo preditor. Assim, a direção
corretora e de centragem é uma direção que faz com que Δ𝑎𝑥𝑘𝑖Δ𝑎𝑧𝑘𝑖 = 0 para cada 𝑖 = 1, 2, . . . , 𝑛.
Dado que existe o risco de que os produtos (𝑥𝑘𝑖 +Δ𝑎𝑥𝑘𝑖 )(𝑧𝑘𝑖 +Δ𝑎𝑧𝑘𝑖 ) se aproximem de zero com
diferentes taxas de convergência, usa-se o parâmetro de centragem 𝜎𝑘 definido em (1.2.3). Assim,
a direção corretora e de centragem (Δ𝑐𝑥𝑘,Δ𝑐𝑦𝑘,Δ𝑐𝑧𝑘) é obtida do sistema (1.2.1) modificado
fazendo 𝑟𝑝 = 𝑟𝑑 = 0 e substituíndo 𝑟𝑎 por
𝑟𝑘𝑐 = 𝜎𝑘𝜇𝑘𝑒−Δ𝑎𝑋𝑘Δ𝑎𝑍𝑘𝑒 , (1.2.7)
onde Δ𝑎𝑋𝑘 = diag(Δ𝑎𝑥𝑘) e Δ𝑎𝑍𝑘 = diag(Δ𝑎𝑧𝑘) e 𝜇𝑘 é o gap de dualidade na iteração 𝑘.
Finalmente, a direção de busca (Δ𝑥𝑘,Δ𝑦𝑘,Δ𝑧𝑘) é obtida da soma das duas direções anteriores.
No entanto, para evitar essa soma, após o cálculo da direção preditora, a direção de busca
final do método preditor-corretor de Mehrotra pode ser calculada diretamente resolvendo o
sistema (1.2.1) substituíndo 𝑟𝑎 por
𝜇𝑘𝜎𝑘𝑒−Δ𝑎𝑋𝑘Δ𝑎𝑍𝑘𝑒−𝑋𝑘𝑍𝑘𝑒 . (1.2.8)
Dado que a matriz do sistema (1.2.1) é esparsa, para encontrar a direção de busca é usada a
eliminação de variáveis que será apresentada na Seção 1.3.
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1.3 Cálculo da direção de busca
A estrutura da matriz do sistema (1.2.1) permite reformulá-lo de modo a obter sistemas
lineares com matrizes que sejam simétricas. Essa reformulação é possível porque em cada ponto
(𝑥𝑘, 𝑦𝑘, 𝑧𝑘) as componentes (𝑥𝑘, 𝑧𝑘) são estritamente positivas e assim as matrizes diagonais 𝑋𝑘
e 𝑍𝑘 são não-singulares. Assim, depois de eliminar a variável Δ𝑧𝑘 em (1.2.1), tem-se o seguinte
sistema: «
−(Θ𝑘)−1 𝐴𝑇
𝐴 0
ff«
Δ𝑥𝑘
Δ𝑦𝑘
ff
=
«
𝑟𝑑 − (𝑋)−1𝑟𝑎
𝑟𝑝
ff
, (1.3.1)
onde (Θ𝑘)−1 = (𝑋𝑘)−1𝑍𝑘, isto implica que para cada 𝑖 = 1, . . . , 𝑛 se satisfaz 𝜃𝑖𝑖 = 𝑥𝑘𝑖 /𝑧𝑘𝑖 .
O sistema (1.3.1) é conhecido como sistema aumentado. Da primeira equação, após eliminar
Δ𝑥, tem-se
(𝐴Θ𝐴𝑇 )Δ𝑦 = 𝐴Θp𝑟𝑑 − (𝑋𝑘)−1𝑟𝑎q+ 𝑟𝑝 . (1.3.2)
Este sistema de equações é chamado sistema de equações normais.
À medida que o MPI se aproxima de uma solução ótima, as variáveis primais e as variáveis
duais convergem para os seus respectivos valores ótimos. Assim, o conjunto de índices {1, 2, . . . , 𝑛}
se particiona em dois subconjuntos ℬ e 𝒩 , tal que:
para cada 𝑖 ∈ ℬ: 𝑥𝑘𝑖 −→ ?˜?𝑖 > 0 e 𝑧𝑖 −→ 𝑧𝑖 = 0
e para cada 𝑖 ∈ 𝒩 : 𝑥𝑘𝑖 −→ ?˜?𝑖 = 0 e 𝑧𝑖 −→ 𝑧𝑖 > 0 .
(1.3.3)
Perto da solução ótima, para 𝑖 ∈ ℬ se satisfaz que 𝜃𝑘𝑖𝑖 →∞ e para 𝑖 ∈ 𝒩 tem-se que 𝜃𝑘𝑖𝑖 → 0.
Logo, as matrizes dos sistemas(1.3.1) e (1.3.2) ficam mal condicionadas conforme o método de
pontos interiores converge para solução ótima.
Como mencionado anteriormente, os métodos iterativos podem ser utilizados com sucesso
na solução dos sistemas lineares oriundos do método dos pontos interiores. Para sistemas de
grande porte com matrizes simétricas e definidas positivas, o Método dos Gradientes Conjugados
Precondicionado (MGCP) é é uma escolha adequada. No entanto, sabe-se que a matriz diagonal
Θ fica muito mal condicionada ao longo das iterações do MPI, causando o mau condicionamento
da matriz 𝐴Θ𝐴𝑇 . Além disso, o MGCP não tem um bom desempenho quando utilizado com
matrizes mal condicionadas. Assim, o sucesso da implementação, usando métodos iterativos,
depende da escolha de um bom precondicionador.
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1.4 Precondicionadores para as equações normais
Na Seção 1.2 foi visto que o sistema de equações normais tem matriz simétrica e definida
positiva, a qual fica muito mal condicionada à medida que o Método de Pontos Interiores (MPI)
converge a uma solução ótima.
O precondicionamento de uma matriz tem como objetivo acelerar a convergência de
métodos iterativos usados para resolver sistemas lineares. Precondicionadores baseados numa
fatoração incompleta de Cholesky apresentam bom desempenho se o preenchimento da matriz
precondicionadora for controlado, veja Lustig et al. (1992). Se a fatoração completa de Cholesky
for usada como precondicionador, o custo computacional será o mesmo de usar um método
direto. No entanto, se a matriz for muito mal condicionada, o precondicionador obtido de uma
fatoração incompleta de Cholesky torna-se pouco eficiente. Assim uma abordagem híbrida de
precondicionamento é necessária.
Em Bocanegra et al. (2007) é proposta uma Abordagem Híbrida (AH), a qual é utilizada
neste trabalho e pressupõe a existência de duas fases. Nas iterações inicias, é usada uma classe de
precondicionadores chamado Fatoração Controlada de Cholesky (FCC), proposto por Campos
(1995) enquanto nas iterações finais, quando as matrizes se tornam muito mal condicionadas,
usa-se o Precondicionador Separador (PS) proposto por Oliveira e Sorensen (2005).
Nas iterações iniciais, o precondicionador FCC é usado com sucesso, porém seu desempenho
se reduz à medida que a solução ótima se aproxima. Isto pode ser justificado pelo fato de que
o número de condição do Sistema de Equações Normais (SEN) sem precondicionamento é da
ordem O(𝜇−2), onde 𝜇 denota o gap de dualidade do problema de PL segundo Gondzio (2012b).
Nas últimas iterações Oliveira e Sorensen (2005) usam a condição de complementariedade do
problema de PL e o comportamento da matriz diagonal no SEN para construir o PS.
O Método dos Gradientes Conjugados Precondicionado (MGCP) será usado para resolver os
sistemas lineares que fornecem a direção de busca. Ele trabalha com o sistema precondicionado
que tem a seguinte forma:
𝑀−1p𝐴Θ𝐴𝑇 q𝑀−𝑇𝑦 =𝑀−1`𝐴Θp𝑟𝑑 − (𝑋𝑘)−1𝑟𝑎q+ 𝑟𝑝˘ , (1.4.1)
onde 𝑀 é o precondicionador e 𝑦 = 𝑀𝑇Δ𝑦. Usa-se na primeira fase a FCC para construir a
matriz 𝑀 e depois da mudança de fase o PS determina a matriz 𝑀 .
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1.4.1 Fatoração Controlada de Cholesky
Considere a fatoração de Cholesky e a fatoração Incompleta de Cholesky (FIC) da matriz
𝐴Θ𝐴𝑇 , isto é,
ℒℒ𝑇 = 𝐴Θ𝐴𝑇 = ℒ˜ℒ˜𝑇 +𝑅 ,
onde ℒ é o fator obtido quando a fatoração é completa, ℒ˜ quando a fatoração é incompleta e 𝑅
é a matriz resíduo. Define-se a matriz 𝐸 como a diferença ℒ − ℒ˜. Logo, tem-se
ℒ˜−1p𝐴Θ𝐴𝑇 qℒ˜−𝑇 = (ℒ˜−1ℒ)(ℒ˜−1ℒ)𝑇
= (𝐼 + ℒ˜−1𝐸)(𝐼 + ℒ˜−1𝐸)𝑇 .
(1.4.2)
Quando a matriz ℒ˜ se aproxima de ℒ, 𝐸 se aproxima da matriz nula e ℒ˜−1p𝐴Θ𝐴𝑇 qℒ˜−𝑇 se
aproxima da matriz identidade 𝐼𝑚.
Além disso, Duff e Meurant (1989) mostraram que o número de iterações do método dos
gradientes conjugados está diretamente relacionado com a norma de 𝑅. Pode-se expressar a
matriz 𝑅 da seguinte maneira:
𝑅 = ℒℒ𝑇 − ℒ˜ℒ˜𝑇 = ℒℒ𝑇 − ℒℒ˜𝑇 + ℒℒ˜𝑇 − ℒ˜ℒ˜𝑇
= ℒ𝐸𝑇 + 𝐸ℒ˜𝑇 .
(1.4.3)
Assim, quando ‖𝐸‖𝐹 se aproxima de zero, ‖𝑅‖𝐹 se aproxima de zero e o precondicionador
FCC é construído com base na minimização da norma de Frobenius de 𝐸. Considere o seguinte
problema:
minimizar ‖𝐸‖2F . (1.4.4)
Se para cada 𝑗, 𝑐𝑗 denota o somatório
𝑚∑︁
𝑖=1
|𝑙𝑖𝑗 − ?˜?𝑖𝑗|2 , (1.4.5)
resolver o problema (1.4.4) é equivalente a resolver o problema
minimizar
𝑚∑︁
𝑗=1
𝑐𝑗 . (1.4.6)
Logo, reescrevendo o problema (1.4.6) de outro modo, deve-se resolver o problema
minimizar
𝑚∑︁
𝑗=1
˜
𝑚𝑗+𝜂∑︁
𝑘=1
|𝑙𝑖𝑘𝑗 − ?˜?𝑖𝑘𝑗|2+
𝑚∑︁
𝑘=𝑚𝑗+𝜂+1
|𝑙𝑖𝑘𝑗|2
¸
, (1.4.7)
onde:
∙ 𝑚𝑗 representa o número de componentes não nulas abaixo da diagonal da 𝑗-ésima coluna
da matriz 𝐴Θ𝐴𝑇 ;
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∙ 𝜂 representa o número de componentes extras permitidas por coluna;
∙ 𝑚 é a ordem da matriz 𝐴Θ𝐴𝑇 .
Observa-se que o primeiro somatório contém todas as 𝑚𝑗 + 𝜂 componentes não nulas da
𝑗-ésima coluna de ℒ˜ e o segundo somatório contém apenas as entradas restantes do fator
completo ℒ, pois as componentes correspondentes na matriz ℒ˜ são nulas.
Pode-se resolver o problema (1.4.4) por meio destes passos:
a) Aumenta-se o fator 𝜂. Desta forma, 𝑐𝑗 decresce, pois a primeira soma em (1.4.7) contém
mais elementos.
b) Escolhe-se os maiores 𝑚𝑗 + 𝜂 elementos de ℒ˜ em valor absoluto para 𝜂 fixo.
c) Uma coluna do precondicionador é calculada por vez sendo armazenados os maiores
elementos em valor absoluto.
As principais características do precondicionador FCC:
a) Escolha do elemento por valor. A FCC não considera o padrão de esparsidade da matriz
original;
b) Pode-se ver a FCC como uma generalização da Fatoração Incompleta de Cholesky (FIC)
o método proposta por Jones e Plassmann (1995);
c) Precondicionador versátil. O parâmetro 𝜂 não é fixo em cada iteração do MPI.
d) Cada uma das matrizes é armazenada em três vetores: um vetor de inteiros de dimensão
𝑚 + 1 para os ponteiros das colunas; um vetor de inteiros de dimensão 𝑛 para índices
das linhas; finalmente, um vetor real de dimensão 𝑛 para os elementos, Além disso, outro
vetor é usado como espaço de trabalho para a construção de ℒ˜. Em cada coluna do
precondicionador são mantidos 𝜂 +𝑚𝑗 entradas.
e) A FCC não está livre da presença de pivôs muito pequenos ou não positivos durante
o processo da fatoração. Segundo Maunteuffel (1980), pode-se incrementar na diagonal
principal da matriz 𝒜 um valor positivo tal que a fatoração incompleta de Cholesky da
matriz 𝒜 + 𝛼 diag(𝒜) exista. É desejável que a perturbação seja pequena, assim uma
sequência para construir a matriz ℒ é sugerida em Jones e Plassmann (1995), dada por
?^?𝑡 = 10−2𝑡. (1.4.8)
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No entanto, a AH proposta por Bocanegra et al. (2007) utiliza a sequência
𝛼𝑡 = 5 · 10−4 · 2𝑡−1 , (1.4.9)
para incrementar o valor de 𝛼 cada vez que ocorre uma falha na diagonal com 𝑡 = 1, . . . , 15,
onde 𝑡 é o número de tentativas para calcular o precondicionador; isto é, cada vez que
existe presença de pivôs muito pequenos ou não positivos todos os cálculos feitos para
determinar as entradas do precondicionador FCC são reiniciados. A sequência (1.4.9) é
utilizada para que o incremento na diagonal seja menor que o incremento obtido pela
sequência(1.4.8).
Na Figura 1, considere 𝛼 tal que a matriz 𝒜+ 𝛼𝐼𝑚 seja definida positiva. Suponha que
cada ponto 𝛼𝑡 com 𝑡 = 1 . . . , 15 é calculado utilizando a sequencia (1.4.9) até atingir um
valor 𝛼FCC maior que 𝛼 tal que 𝒜+ 𝛼FCC𝐼𝑚 seja definida positiva.
α0
××× × × × × ×
αFCCα
Figura 1 – Cada ponto menor que 𝛼 representa um reinício na abordagem FCC.
O Algoritmo 1 é uma versão do precondicionador FCC. Observa-se que o precondicionador
FCC depende tanto do parâmetro de preenchimento 𝜂 quanto do parâmetro da correção das
falhas na diagonal 𝛼. Além disso, o Algoritmo 1 foi desenvolvido para fatoração 𝐿𝐷𝐿𝑇 e
considera que a matriz 𝒜 esteja escalada; isto é, 𝑎𝑖𝑗 = 1 se 𝑖 = 𝑗 e 𝑎𝑖𝑗 ≤ 1 quando 𝑖 ̸= 𝑗. Assim,
obtém-se a fatoração
𝐴𝐴+ 𝛼𝐼𝑚 = 𝐿𝐷𝐿
𝑇 (1.4.10)
quando existe 𝑑𝑗 < 𝜀, onde 𝐼𝑚 é matriz identidade 𝑚 × 𝑚, 𝑗 = 1 . . . ,𝑚 e 𝑚 é a ordem da
matriz 𝒜 e ℒ˜ = 𝐿𝐷1/2. Desta maneira, cada vez que ocorre uma falha na diagonal o cálculo
dos elementos da matriz ℒ˜ é reiniciado. Observe que se o número de reinícios fosse maior que 12
o valor de 𝛼 seria maior que 1.
Na construção do precondicionador FCC o cálculo do parâmetro de correção das falhas na
diagonal é importante, pois o incremento pode não ser suficiente para evitar a falha e nesse caso
a fatoração é reiniciada.
O número máximo de tentativas para construir o precondicionador FCC é 15 como é
apresentado no Algoritmo 1.
Existem sequências diferentes da apresentada em (1.4.9) que melhoram o desempenho deste
precondicionador algumas apresentadas em Silva (2014). Em Heredia e Oliveira (2015) foram
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Algoritmo 1: Precondicionador FCC
Entrada: 𝑚, nza(𝒜), 𝒜, 𝜂, 𝜀
Saída: 𝐿, Falha
1 𝑅 = diag(𝒜); 𝒜 = 𝑅−1/2𝐴𝑅−1/2; 𝛼FCC = 0; 𝑡 = 0; 𝛼𝑡 = 0
2 repita
3 Falha = falso;
4 para 𝑗 = 1 até 𝑚 faça
5 para 𝑘 = 1 até 𝑗 − 1 faça
6 𝑇𝑘 = ℓ𝑗,𝑘 * ℓ𝑘,𝑘.
7 para 𝑖 = 𝑗 + 1 até 𝑛 faça
8 𝑊𝑖 = 𝑎𝑖𝑗 −
𝑗−1∑︁
𝑘=1
ℓ𝑖𝑘 * 𝑇𝑘;
9 𝑑𝑗 = 𝑎𝑗𝑗 + 𝛼FCC −
𝑗−1∑︁
𝑘=1
ℓ𝑗,𝑘 * 𝑡𝑘;
10 𝑚𝑗 = número de elementos não nulos na coluna 𝑗 de 𝒜;
11 se 𝜂 ≥ 0 então
12 𝑀 = max{𝑚𝑗 + 𝜂, 0}
13 senão
14 𝑀 = max{𝑚𝑗 * p(𝑛 * 𝜂)/(nza(𝒜)− 𝑛) + 1q , 0}
15 𝑊 ←− selecionar 𝑀 maiores elementos de 𝑊 , em módulo, (eliminar as demais);
16 se 𝑑𝑗 < 𝜀 então
17 𝑡 = 𝑡+ 1;
18 𝛼𝑡 = 5 * 10−4 * 2𝑡−1;
19 𝛼FCC = 𝛼𝑡;
20 Falha = verdadeiro;
21 interrompa para-faça (j).
22 para 𝑖 = 𝑗 + 1 até 𝑀(𝑚𝑗, 𝜂) faça
23 𝑖(𝑘) = índice da 𝑘-ésima linha selecionada de 𝑊 ;
24 ℓ𝑖(𝑘),𝑗 = 𝑊𝑖(𝑘)/𝑑𝑗.
25 até Falha = verdadeiro ou 𝑡 > 15.
apresentadas as seguintes sequências, as quais permitiram reduzir o tempo de processamento
em alguns problemas:
1. Denota-se FCCe ao precondicionador obtido pela adição do valor 𝜀 = 10−8 ao 𝛼𝑡 original;
isto é, 𝛼𝑡 = 5 · 10−4 · 2𝑡−1 + 𝜀, onde 𝑡 = 1, . . . , 15.
2. Calcula-se o novo valor de 𝛼𝑡 usando a fórmula 5 · 10−𝑡−1, onde 𝑡 = 1, . . . , 15. Dessa forma,
este valor evita que novos reinícios sejam realizados, pois nos primeiros reinícios permite
uma correção com valores de 𝛼𝑡 maiores do que o valor original. Logo, o valor é reduzido
nos próximos reinícios para evitar que o aumento na diagonal seja muito grande.
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Para evitar reinícios no computo do precondicionador FCC, uma abordagem denotada por
FCC𝛽 baseada no trabalho de Bellavia et al. (2012) é proposta por Silva (2014). Segundo a
abordagem FCC𝛽, se 𝑑𝑗 ≤ 𝜀 para algum 𝑗 = 2, . . . ,𝑚, é possível calcular as entradas 𝑑𝑖 e ℓ𝑗𝑖
das matrizes 𝐿 e 𝐷 da equação (1.4.10) a partir de 𝑑𝑗 e ℓ𝑗𝑖 por médio das seguintes equações:
𝑑𝑗 = 𝑑𝑗 + 𝛼 ;
ℓ𝑖𝑗 = ℓ𝑖𝑗
𝑑𝑗
𝑑𝑗 + 𝛼
,
(1.4.11)
para 𝑖 = 𝑗 + 1, . . . ,𝑚 . Para determinar as equações anteriores na FCC𝛽, usa-se a hipótese de
que o incremento na diagonal é um valor pequeno; isto é, o valor de 𝛼 é próximo de zero. O
valor do incremento é calculado usando a inequação
𝛼 > 𝜀− 𝑑𝑗 .
Usa-se a sequência (1.4.9) para encontrar 𝛼FCC𝛽 tal que 𝒜+ 𝛼FCC𝛽𝐼𝑚 seja definida positiva.
Observe que o computo do incremento em ambas as abordagens FCC e FCC𝛽 utiliza a
sequência (1.4.9) o que poderia implicar em um incremento que não esteja próximo de zero. O
Algoritmo 2 calcula o precondicionador FCC𝛽 quando ocorre uma falha na coluna 𝑗 durante o
processo da construção do precondicionador FCC; isto é, 𝑑𝑗 ≤ 𝜀, onde 𝜀 = 10−8 e 𝑗 = 1 . . . ,𝑚.
Algoritmo 2: Atualização das entradas 𝐿 e 𝐷 no precondicionador FCC𝛽.
Entrada: 𝑚, 𝒜 e 𝑑𝑗.
Saída: A matriz triangular 𝐿 e a matriz diagonal 𝐷.
1 Calcule um valor de 𝛼 tal que
𝑑𝑗 + 𝛼FCC𝛽 > 𝜀 , (1.4.12)
com 𝛼FCC𝛽 = 𝛼𝑡 e 𝛼𝑡 = 5 · 10−4 · 2𝑡−1, onde 𝑡 ∈ {1, . . . , 15};
2 Faça 𝑑𝑗 ← 𝑑𝑗 + 𝛼;
3 Atualize os elementos das colunas 𝑘 = 1, . . . , 𝑗 − 1 de ℒ usando as seguintes fórmulas:
𝑑𝑘 ← 𝑑𝑘 + 𝛼FCC𝛽 ;
ℓ𝑖𝑘 ← ℓ𝑖𝑘 𝑑𝑘
𝑑𝑘 + 𝛼FCC𝛽
,
para 𝑘 = 1, . . . , 𝑗 − 1 e 𝑖 = 𝑘 + 1, . . . ,𝑚;
4 Finalize o cálculo dos elementos da coluna 𝑗 com 𝑑𝑗 ← 𝑑𝑗 + 𝛼FCC𝛽;
5 Atualize os elementos da diagonal de 𝒜, 𝑎𝑘𝑘 ← 𝑎𝑘𝑘 + 𝛼FCC𝛽, para 𝑘 = 𝑗 + 1 . . . ,𝑚;
6 Continue o processo de fatoração para as colunas 𝑘 = 𝑗 + 1, . . . ,𝑚.
A seguir, apresenta-se uma interpretação geométrica do cálculo do incremento na diagonal
principal utilizando a abordagem FCC e FCC𝛽, isto é, apresenta-se como são obtidos os
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valores 𝛼FCC e 𝛼FCC𝛽 para que as matrizes 𝒜+ 𝛼FCC𝐼 e 𝒜+ 𝛼FCC𝛽𝐼 sejam definidas positivas,
respectivamente.
Observe que na Figura 2 o ponto 𝛼 representa o valor do incremento na diagonal para que
𝒜+𝛼𝐼 seja definida positiva, lembre-se que a existência deste valor 𝛼 foi provado em Maunteuffel
(1980). Na Figura 2 considere:
a) A reta 𝑦 = 0, nesta reta estão os pontos segundo a sequencia (1.4.9), os quais representam
as vezes que foi calculado o valor de 𝛼 até obter o valor 𝛼FCC para evitar a falha na
diagonal e, portanto, representam o número de reinícios que foram necessários para que a
matriz 𝒜+ 𝛼FCC𝐼 seja definida positiva na Abordagem FCC.
b) A reta 𝑦 = 𝜀 − 𝑑𝑗 + 𝑥, onde 𝑥 = 𝛼, nesta reta estão os pontos calculados segundo a
sequencia (1.4.9) até que a desigualdade 𝑦 > 0 seja verdadeira e, portanto, representam o
incremento na entrada 𝑑𝑗 que foi necessário para que a matriz 𝒜+ 𝛼FCC𝛽𝐼 seja definida
positiva na Abordagem FCC𝛽.
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Figura 2 – Geometria no computo do parâmetro 𝛼 na abordagem FCC e FCC𝛽.
Figura 2 – Usa-se a sequência 𝛼𝑡 = 5 · 10−4 · 2𝑡−1 + 𝜀 nas retas 𝑦 = 0 e 𝑦 = 𝑑𝑗 − 𝜀 + 𝛼, com
𝑦 > 0, para obter diferentes valores para 𝛼 até que 𝛼FCC e 𝛼FCC𝛽 sejam maiores que
𝛼, respectivamente.
Observação 1.4.1. O cálculo do precondicionador FCC𝛽 é feito pela sequência dada em (1.4.9)
o que implica que o valor de 𝛼 pode não estar próximo do valor proposto por Maunteuffel (1980).
Além disso, se 𝑑𝑗 for menor que −(5 * 10−4 * 216) o incremento não seria suficiente para obter
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um novo valor de 𝑑𝑗 tal que 𝑑𝑗 > 𝜀 para algum 𝑗 = 1, . . . ,𝑚. Logo, a matriz 𝑀 construída para
resolver a equação (1.3.2) poderia causar um aumento tanto no número de iterações do método
do gradientes conjugados precondicionado quanto no tempo de processamento em uma iteração
do MPI. Assim, no Capítulo 2 são apresentados abordagens tais que o número de reinícios para
calcular o precondicionador FCC é reduzido procurando que o valor do incremento na diagonal
principal da matriz 𝒜 seja próximo do valor proposto por Maunteuffel (1980).
A seguir, descreve-se o precondicionador Separador e o critério da mudança de fase de Velazco
et al. (2010).
1.4.2 Precondicionador Separador
O precondicionador separador foi proposto por Oliveira e Sorensen (2005) para o sistema
aumentado e para o sistema de equações normais do método dos pontos interiores. A principal
característica deste precondicionador é que ele trabalha bem, próximo de uma solução ótima
do problema de programação linear, onde as matrizes estão muito mal condicionadas e,
nessa situação, encontrar uma solução por meio de métodos iterativos se torna difícil. O
precondicionador separador evita ainda o armazenamento da matriz de equações normais.
A construção do precondicionador separador baseia-se na partição definida em (1.3.3), a
qual é utilizada para encontrar colunas da matriz de restrições do programação linear, 𝐴. Estas
colunas são chamadas de colunas básicas pois irão formar uma matriz não singular 𝐵 chamada
de base. Obter a matriz 𝐵 não é uma tarefa simples, após permutar as colunas da matriz 𝐴, e
as entradas da matriz diagonal Θ, usando uma matriz de permutação 𝑃 𝑛, tem-se:
𝐴 = [𝐵,𝑁 ]𝑃 𝑛 e 𝑃 𝑛Θ(𝑃 𝑛)𝑇 =
˜
Θ𝐵 0
0 Θ𝑁
¸
. (1.4.13)
A deteção das colunas básicas é feita usando uma fatoração LU da matriz 𝐴, um pivô nulo ou
próximo de zero nesta fatoração indicará que a correspondente coluna é linearmente dependente
às colunas linearmente indepenedentes já encontradas. Quando o uso de memória é excessivo a
fatoração é reiniciada salvando as colunas encontradas.
Usando a matriz de permutação 𝑃 𝑛 é possível reescrever a matriz do sistema de equações
normais como:
𝐴𝐷𝐴𝑇 = [𝐵 𝑁 ]𝑃 𝑛(𝑃 𝑛)𝑇
˜
Θ𝐵 0
0 Θ𝑁
¸
𝑃 𝑛𝑃 𝑇𝑛
˜
𝐵𝑇
𝑁𝑇
¸
= 𝐵Θ𝐵𝐵𝑇 +𝑁Θ𝑁𝑁𝑇 . (1.4.14)
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O precondicionador separador para o sistema de equações normais é dado por:
𝑃 = Θ−1/2𝐵 𝐵−1. (1.4.15)
De (1.4.14), tem-se:
𝐴Θ𝐴𝑇 = 𝐵Θ𝐵𝐵𝑇 +𝑁Θ𝑁𝑁𝑇 . (1.4.16)
Multiplicando a equação (1.4.16) pelo precondicionador separador 𝑃 = Θ−1/2𝐵 𝐵−1 e
pós-multiplicando por 𝑃 𝑇 , obtém-se:
𝑇 = Θ−1/2𝐵 𝐵−1p𝐴Θ𝐴𝑇 q𝐵−𝑇Θ−1/2𝐵
= Θ−1/2𝐵 𝐵−1p𝐵Θ𝐵𝐵𝑇 +𝑁Θ𝑁𝑁𝑇 q𝐵−𝑇Θ−1/2𝐵
= 𝐼𝑚 +Θ−1/2𝐵 𝐵−1𝑁Θ
1/2
𝑁 Θ
1/2
𝑁 𝑁
𝑇𝐵−𝑇Θ−1/2𝐵
= 𝐼𝑚 +𝑊𝑊 𝑇 ,
(1.4.17)
onde 𝑊 = Θ−1/2𝐵 𝐵−1𝑁Θ
1/2
𝑁 .
Observa-se que a matriz precondicionada é positiva definida e tem autovalores maiores ou
iguais a um; isto é, não tem autovalores próximos de zero. Além disso, perto de uma solução
ótima, as matrizes Θ−1𝐵 e Θ𝑁 se aproximam da matriz nula, o que significa que as entradas das
matrizes 𝑊 e 𝑊 𝑇 também tendem a zero. Logo, a matriz 𝑇 se aproxima da matriz identidade.
Determinar a matriz 𝐵 não é uma tarefa simples. No entanto, dada uma matriz de permutação
𝑃 , calcular a fatoração 𝐿𝑈 da matriz 𝑃𝐵 requer menor esforço computacional do que calcular
a fatoração de Cholesky da matriz 𝐵𝐵𝑇 . Técnicas para calcular a matriz 𝐵 são apresentadas
por Ghidini et al. (2014) e Oliveira e Sorensen (2005).
1.4.3 Mudança de fase
A mudança de fase é importante para o desempenho da Abordagem Híbrida (AH). A seguir,
descreve-se a mudança de fase proposta por Bocanegra et al. (2007), a qual determina que a
mudança de precondicionador ocorre quando a folga inicial 𝑥𝑇0 𝑧0 para o problema de programação
linear é reduzida de um fator de 106 ou quando o número de iterações do MGCP atinge o valor
de 𝑚/2, onde 𝑚 é a dimensão de 𝐴Θ𝐴𝑇 , a matriz das equação (1.3.2).
Segundo o Algoritmo 1, o cálculo do valor 𝜂 determina a quantidade de novos elementos não
nulos que devem ser inseridos ou retirados em cada coluna da matriz que será construída pelo
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precondicionador FCC. Na iteração inicial, o valor de 𝜂 é calculado da seguinte maneira:
𝜂0 =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
− nnz(𝐴Θ𝐴
𝑇 )
𝑚
, se nnz(𝐴Θ𝐴
𝑇 )
𝑚
> 10;
nnz(𝐴Θ𝐴𝑇 )
𝑚
, caso contrário,
(1.4.18)
onde nnz(·) denota o número de elementos não nulos de uma matriz. Isto determina o número
de entradas não nulas permitidas no precondicionador FCC.
À medida que o método vai perdendo eficiência, o valor de 𝜂 é aumentado se o número de
iterações do Método de Gradientes Conjugados Precondicionado MGCP é maior que 𝑚/6. Logo,
em cada iteração do MPI o incremento de 𝜂 é 10. O processo continua até atingir o valor 𝜂 final.
Uma outra heurística foi desenvolvida por Velazco et al. (2010), a qual é baseada no número
de iterações do MGCP. Esta abordagem utiliza o incremento de 10 no parâmetro 𝜂 até atingir
um 𝜂 final que será um número menor que 20. Isto acontece cada vez que o número iterações do
MGCP é maior o igual a 𝑚/6. Assim, a mudança de fase ocorre quando 𝜂 é um número entre
10 e 20.
1.5 Considerações Finais
Neste capitulo, foram descritos o MPI primal-dual e os precondicionadores que são utilizados
para precondicionar as matrizes dos sistemas lineares, cujas soluçoes determinam as direções
de busca em cada iteração. Observa-se que a AH apresenta duas etapas e que na primeira é
usado o precondicionador FCC. A abordagem FCC𝛽 permite evitar reinícios quando existe uma
falha na diagonal no precondicionador FCC, porém o incremento na diagonal para construir
este precondicionador pode não ser o adequado, veja Observação 1.4.1. Assim, apresentam-se
no Capítulo 2, abordagens que modificam tanto o parâmetro de correção de falhas na diagonal
quanto o parâmetro de preenchimento 𝜂. Neste caso, ainda é usada a heurística de Velazco et al.
(2010) para determinar a mudança de fase. No entanto, os valores propostos para o parâmetro 𝜂
são diferentes destes apresentados nesta seção.
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2 Modificações no precondicionador Fatoração
Controlada de Cholesky
A Fatoração Incompleta de Cholesky (FIC) é suscetível a falhas na diagonal. A presença de
pivôs nulos ou negativos na FIC pode resultar num precondicionador ineficiente.
Observa-se no Algoritmo 1 que o precondicionador Fatoração Controlada de Cholesky (FCC)
tem dois parâmetros que são utilizados na sua construção: o parâmetro de correção de falhas 𝛼
e o parâmetro 𝜂 que determina o preenchimento da matriz ℒ˜. Neste capitulo, para o cálculo
do parâmetro 𝛼 é mostrado geometricamente o que acontece cada vez que existe uma falha na
diagonal. Usando esta visão geométrica são calculadas aproximações do valor mínimo que deve
ser incrementado na diagonal para evitar a referida falha, veja Seção 2.1.
Na Seção 2.2 é apresentada uma modificação no parâmetro 𝜂 a partir do quociente
nnz(𝒜)/nnz(𝐴), onde nnz(·) denota o número de elementos não nulos numa matriz e a matriz 𝒜
denota a matriz 𝐴Θ𝐴𝑇 da equação (1.4.1). Este quociente permite considerar três situações para
calcular: o valor do 𝜂 inicial; uma atualização do parâmetro 𝜂; e o 𝜂 final, que neste trabalho
será menor ou igual a 1.
Estes novos valores para 𝛼 e 𝜂 são usados em cada iteração do método de Pontos Interiores
(MPI) para reduzir o número de reinícios necessários para calcular o precondicionador FCC.
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2.1 Abordagem geométrica
Neste trabalho, procura-se uma interpretação geométrica das falhas na diagonal. A partir
desta interpretação são estabelecidas aproximações do valor do parâmetro 𝛼𝑡 para evitar a falha
na diagonal para cada tentativa 𝑡, onde 𝑡 = 1, . . . , 15. Estas aproximações são apresentadas nas
subseções 2.1.1 e 2.1.2.
O Algoritmo 3 descreve a decomposição LDL𝑇 , pois a ideia destas novas abordagens é
baseada na relação entre as entradas das matrizes 𝐿 e 𝐷 e as entradas das matrizes 𝐿 e 𝐷, onde
𝒜 = 𝐿𝐷𝐿𝑇 e 𝒜 = 𝐿𝐷𝐿𝑇 com 𝒜 = 𝒜+ 𝛼𝐼𝑚.
Algoritmo 3: Fatoração 𝐿𝐷𝐿𝑇
Entrada: 𝒜 e a ordem 𝑚 da matriz 𝒜.
Saída: A matriz triangular 𝐿 e a matriz diagonal 𝐷.
1 para 𝑗 ← 1 até 𝑚 faça
2 𝑑𝑗 = 𝑎𝑗𝑗 −
𝑗−1∑︁
𝑘=1
ℓ2𝑗𝑘𝑑𝑘.
3 para 𝑖← 𝑗 + 1 até 𝑚 faça
4 ℓ𝑖𝑗 =
1
𝑑𝑗
˜
𝑎𝑖𝑗 −
𝑗−1∑︁
𝑘=1
ℓ𝑖𝑘𝑑𝑘ℓ𝑗𝑘
¸
.
5 retorna 𝐿, 𝐷 .
A seguir, estabelece-se a dependência das entradas das matrizes 𝐿 e 𝐷 em relação ao
parâmetro 𝛼. Efetuando o cálculo da decomposição 𝐿𝐷𝐿𝑇 para 𝑗 = 1, . . . ,𝑚 e 𝑖 = 𝑗+1, . . . ,𝑚,
tem-se:
𝑑𝑗 = 𝑎𝑗𝑗 −
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘 ;
ℓ𝑖𝑗 =
1
𝑑𝑗
˜
𝑎𝑖𝑗 −
𝑗−1∑︁
𝑘=1
ℓ𝑖𝑘𝑑𝑘ℓ𝑗𝑘
¸
.
ou
𝑑𝑗 = 𝑎𝑗𝑗 + 𝛼−
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘 ; (2.1.2a)
ℓ𝑖𝑗 =
1
𝑑𝑗
˜
𝑎𝑖𝑗 −
𝑗−1∑︁
𝑘=1
ℓ𝑖𝑘𝑑𝑘ℓ𝑗𝑘
¸
. (2.1.2b)
As igualdades em (2.1.2) são consequência do incremento de 𝛼 na diagonal principal da
matriz 𝒜, pois as entradas da diagonal principal são as entradas de 𝒜 acrescidos do número
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𝛼. No entanto, os elementos que estão fora da diagonal principal são os mesmos da matriz 𝒜.
Neste caso, tanto 𝑑𝑗 quanto ℓ𝑖𝑗 dependem do parâmetro 𝛼, pois ℓ𝑖𝑗 depende de 𝑑𝑗.
Geometricamente é possível descrever o significado de uma falha na diagonal na coluna 𝑗 e o
incremento de 𝛼 na diagonal da matriz 𝒜 da seguinte forma:
1. Considere os hiperparabolóides em R𝑗 dados pela equação:
𝑦 = 𝑎𝑗𝑗 + 𝛼−
𝑗−1∑︁
𝑘=1
𝑥2𝑘 , (2.1.3)
onde 𝛼 ≥ 0, 𝑦 = 𝑑𝑗, 𝑥𝑘 = 𝑑1/2𝑘 ℓ𝑗𝑘, para cada 𝑘 = 1, . . . , 𝑗 − 1;
2. Observe que quando 𝛼 = 0
𝑦 = 𝑎𝑗𝑗 −
𝑗−1∑︁
𝑘=1
𝑥2𝑘 , (2.1.4)
onde 𝑦 = 𝑑𝑗 e 𝑥𝑘 = 𝑑1/2𝑘 ℓ𝑗𝑘 para cada 𝑘 = 1, . . . , 𝑗 − 1. Considere o conjunto 𝑆𝑜 definido
por: ⎧⎨⎩𝑥 ∈ R𝑗−1 × {0} |
𝑗−1∑︁
𝑘=1
𝑥2𝑘 ≤ 𝑎𝑗𝑗 − 𝜀
⎫⎬⎭ .
Existe uma falha na diagonal da matriz 𝒜; isto é, 𝑑𝑗 é menor que 𝜀, quando o ponto
𝑃 ∈ R𝑗 com entradas (𝑑1/21 ℓ𝑗1, . . . , 𝑑1/2𝑗−1ℓ𝑗(𝑗−1), 0) não pertence ao conjunto 𝑆0. De fato,
quando 𝑃 /∈ 𝑆0, segue-se que
𝑎𝑗𝑗 − 𝜀 <
𝑗−1∑︁
𝑘=1
𝑑𝑗ℓ
2
𝑗𝑘, ,
se, e somente se, 𝑑𝑗 < 𝜀.
Apresenta-se a noção de falha na digonal da matriz 𝒜 na Figura 3 quando 𝑗 = 3.
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Figura 3 – Interpretação geométrica de uma falha na diagonal no precondicionador FCC.
Figura 3 – Denota-se por 𝑃 e 𝑄 os pontos (𝑑1/21 ℓ31, 𝑑
1/2
2 ℓ32, 0), (𝑑
1/2
1 ℓ31, 𝑑
1/2
2 ℓ32, 𝑑3),
respectivamente, onde o conjunto 𝑆0 é o circulo de raio 𝑎33 − 𝜀 contido no plano
R2 × {0}. Se o ponto 𝑃 não pertencem ao conjunto 𝑆0, tem-se 𝑑3 < 𝜀.
Fonte: Elaborada pelo autor.
3. Quando é adicionado um valor 𝛼 na diagonal de 𝒜, obtém-se hiperparabolóides dados
pela equação (2.1.3). Neste caso, considere o conjunto 𝑆𝛼 dado por:
𝑆𝛼 =
⎧⎨⎩𝑥 ∈ R𝑗−1 × {0} |
𝑗−1∑︁
𝑘=1
𝑥2𝑘 ≤ 𝑎𝑗𝑗 + 𝛼− 𝜀
⎫⎬⎭ . (2.1.5)
Procura-se que o novo ponto 𝑃 com entradas (𝑑1/21 ℓ𝑗1, . . . , 𝑑
1/2
𝑗−1ℓ𝑗(𝑗−1)) pertença ao conjunto
𝑆𝛼, pois para cada 𝛼 > 0,
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘 ≤ 𝑎𝑗𝑗 + 𝛼− 𝜀 ,
se, e somente se, 𝑑𝑗 ≥ 𝜀. Este último resultado é consequência direta da igualdade (2.1.2a).
A Figura 4 serve para ilustrar a noção do incremento na diagonal da matriz 𝒜. O objetivo
de apresentar esta figura é relacioná-la com a nova ideia apresentada neste abordagem
geométrica, portanto, basta considerar 𝑗 = 3 para interpretá-la.
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Figura 4 – Interpretação geométrica da correção de falha na diagonal do precondicionador FCC.
Figura 4 – Procura-se que o ponto 𝑃 pertença ao conjunto 𝑆𝛼 para que 𝑑3 > 𝜀. Denota-se por
𝑃 , 𝑄, 𝑃 e 𝑄 os pontos (𝑑1/21 ℓ31, 𝑑
1/2
2 ℓ32, 0), (𝑑
1/2
1 ℓ31, 𝑑
1/2
2 ℓ32, 𝑑3), (𝑑
1/2
1 ℓ31, 𝑑
1/2
2 ℓ32, 0) e
(𝑑1/21 ℓ31, 𝑑
1/2
2 ℓ32, 𝑑3), respectivamente, onde o círculo de raio 𝑎33− 𝜀 e raio 𝑎33+𝛼− 𝜀
representa ao conjunto 𝑆0 e 𝑆𝛼, respectivamente.
Fonte: Elaborada pelo autor.
A noção geométrica da falha na diagonal permite afirmar que a norma do ponto 𝑃 descrece
quando é incrementado o valor de 𝛼 na diagonal da matriz 𝒜. Para verificar este fato, deve-se
provar a Proposição 2.1.1.
Proposição 2.1.1. A função 𝐹𝑗 : R+ −→ R, dada por 𝛼 ↦→
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑡𝑘 e 𝐹𝑗(0) =
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘 é
decrescente, onde 𝑗 = 2, . . . ,𝑚.
Demonstração. Para cada 𝑗, derivando a função (𝑑𝑘ℓ𝑗𝑘) em relação à variável 𝛼, tem-se
(𝑑𝑘ℓ𝑗𝑘)′ = 𝑑
′
𝑘ℓ𝑗𝑘 + 𝑑𝑘ℓ
′
𝑗𝑘 .
Assim:
𝐹 ′𝑗(𝛼) =
𝑗−1∑︁
𝑘=1
p𝑑′𝑘ℓ2𝑗𝑘 + 2ℓ𝑗𝑘(𝑑𝑘ℓ′𝑗𝑘)q
=
𝑗−1∑︁
𝑘=1
p− 𝑑𝑘ℓ2𝑗𝑘 + 2ℓ𝑗𝑘(𝑑𝑘ℓ𝑗𝑘)′q .
(2.1.6)
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Além disso, para cada 𝑡 = 2, . . . , 𝑗, 𝐹 ′𝑡(𝛼) < 0. De fato, usando indução matemática, tem-se:
a) Quando 𝑡 = 2, usa-se a equação (2.1.21) para obter
𝑑
′
1 = (𝑑1 + 𝛼)′ = 1
(𝑑1ℓ21)′ = (𝑑1ℓ21)′ = 0 .
(2.1.7)
Substituindo estes valores na equação (2.1.6), tem-se
𝐹 ′2(𝛼) = −𝑑′1ℓ221 + 2ℓ21(𝑑1ℓ21)′ = −ℓ221 ≤ 0 . (2.1.8)
b) Suponha que para cada 𝑡 = 2, . . . , 𝑗 − 1, 𝐹 ′𝑡(𝛼) ≤ 0. Deve-se mostrar que 𝐹 ′𝑗(𝛼) ≤ 0.
Caso contrário, pela equação (2.1.6) tem-se
0 < 𝐹 ′𝑗(𝛼) =
𝑗−1∑︁
𝑘=1
p− 𝑑𝑘ℓ2𝑗𝑘 + 2ℓ𝑗𝑘(𝑑𝑘ℓ𝑗𝑘)′q , (2.1.9)
como 0 ≤
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘, segue-se a desigualdade:
0 <
𝑗−1∑︁
𝑘=1
2ℓ𝑗𝑘(𝑑𝑘ℓ𝑗𝑘)′ . (2.1.10)
Se a desigualdade (2.1.10) fosse verdadeira, existiria um índice 𝑟, 𝑟 ∈ {1, . . . , 𝑗 − 1}, tal
que
ℓ𝑗𝑟(𝑑𝑟ℓ𝑗𝑟)′ > 0 . (2.1.11)
Logo, como consequência da equação (2.1.10), a função (𝑑𝑟ℓ𝑡𝑟)2 é crescente.
De fato, em primeiro lugar, para cada 𝑡 ∈ {1, . . . , 𝑗−1} a função 𝑑𝑡 é estritamente crescente,
pois pela equação (2.1.21) e pela hipótese de indução, para cada 𝑡 = 1, . . . , 𝑗 − 1:
𝑑
′
𝑡 = 1−
𝑡−1∑︁
𝑘=1
(𝑑𝑘ℓ
2
𝑘)′ = 1− 𝐹 ′𝑡(𝛼) > 0 . (2.1.12)
Por outro lado, lembre-se que se existe falha na diagonal na coluna 𝑗 para cada 𝑡 =
1, . . . , 𝑗 − 1, 𝑑𝑡 > 𝜀. Logo, para cada 𝛼 > 0, usa-se (2.1.12) para obter
𝑑𝑡 > 𝑑𝑡 > 𝜀 > 0 , (2.1.13)
para cada 𝑡 = 1, . . . , 𝑗 − 1; isto é, para cada 𝑡 ∈ {1, . . . , 𝑗 − 1}, 𝑑𝑡 > 0.
Assim, quando 𝑡 = 𝑟, 𝑑𝑟 > 0. Além disso, da equação (2.1.10), tem-se`
(𝑑𝑟ℓ𝑗𝑟)2
˘′ = 2𝑑𝑟ℓ𝑗𝑟(𝑑𝑟ℓ𝑗𝑟)′ > 0 ; (2.1.14)
Capítulo 2. Modificações no precondicionador Fatoração Controlada de Cholesky 38
isto é, a função (𝑑𝑟ℓ𝑗𝑟)2 é estritamente crescente.
Como consequência da equação (2.1.21) para cada 𝛼 > 0,
(𝑑𝑟ℓ𝑗𝑟)2 < (𝑑𝑟ℓ𝑗𝑟)2 . (2.1.15)
Logo, da equação (2.1.12), para cada 𝛼 > 0,
(𝑑𝑟ℓ𝑗𝑟)2 < (𝑑𝑟ℓ𝑗𝑟)2 =
˜
𝑑𝑟ℓ𝑗𝑟 +
𝑟−1∑︁
𝑠=1
ℓ𝑗𝑠𝑑𝑠ℓ𝑟𝑠 − ℓ𝑗𝑠𝑑𝑠ℓ𝑟𝑠
¸2
. (2.1.16)
Se 𝛼 se aproxima de zero:
(𝑑𝑟ℓ𝑗𝑟)2 < lim
𝛼−→0
˜
𝑑𝑟ℓ𝑗𝑟 +
𝑟−1∑︁
𝑠=1
ℓ𝑗𝑠𝑑𝑠ℓ𝑟𝑠 − ℓ𝑗𝑠𝑑𝑠ℓ𝑟𝑠
¸2
= (𝑑𝑟ℓ𝑗𝑟)2 , (2.1.17)
uma contradição.
Portanto, 𝐹 ′𝑡 (𝛼) ≤ 0 para cada 𝑡 = 2, . . . , 𝑗. Como 𝑗 é arbitrário, segue-se que a função 𝐹𝑗 é
decrescente para 𝑗 = 2, . . . ,𝑚.
Desta maneira, pode-se construir um problema para garantir que existe um número real 𝛼
que evite localmente a falha na diagonal do precondicionador FCC, onde 𝛼 denota o incremento
𝛼𝑡 para cada tentativa 𝑡 e 𝑡 = 1, . . . , 15. O valor de 𝛼 deve estar próximo de zero, pois 𝒜 deve
estar próximo de 𝒜. Assim, propõe-se resolver o problema:
(P𝛼)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
min
𝛼>0
𝛼
s. a
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘 ≤ 𝑎𝑗𝑗 + 𝛼− 𝜀 .
(2.1.18)
No entanto, quando 𝑑𝑗 < 𝜀, para 𝑘 = 1, . . . , 𝑗 − 1 não são conhecidos os valores 𝑑𝑘 nem ℓ𝑗𝑘,
pois ainda não foi feita a fatoração 𝐿𝐷𝐿𝑇 . Pode-se obter uma relação entre as entradas das
matrizes 𝐿 e 𝐷 e as entradas de 𝐿 e 𝐷 para obter uma aproximação da solução do problema
(P𝛼). Para tanto, usa-se a fatoração 𝐿𝐷𝐿𝑇 da matriz 𝒜 para calcular as novas componentes da
matriz 𝐿 e 𝐷. Como consequência das equações (2.1.2), obtém-se:
𝑑𝑗 = 𝑎𝑗𝑗 + 𝛼−
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘
=
˜
𝑎𝑗𝑗 −
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘
¸
+ 𝛼 +
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘 −
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘
= 𝑑𝑗 + 𝛼 .+
𝑗−1∑︁
𝑘=1
´
𝑑𝑘ℓ
2
𝑗𝑘 − 𝑑𝑘ℓ2𝑗𝑘
¯
;
(2.1.19)
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ℓ𝑖𝑗 =
1
𝑑𝑗
˜
𝑎𝑖𝑗 −
𝑗−1∑︁
𝑘=1
ℓ𝑖𝑘𝑑𝑘ℓ𝑗𝑘
¸
= 1
𝑑𝑗
˜
𝑎𝑖𝑗 −
𝑗−1∑︁
𝑘=1
ℓ𝑖𝑘𝑑𝑘ℓ𝑗𝑘 +
𝑗−1∑︁
𝑘=1
ℓ𝑖𝑘𝑑𝑘ℓ𝑗𝑘 −
𝑗−1∑︁
𝑘=1
ℓ𝑖𝑘𝑑𝑘ℓ𝑗𝑘
¸
= 1
𝑑𝑗
˜
𝑎𝑖𝑗 −
𝑗−1∑︁
𝑘=1
ℓ𝑖𝑘𝑑𝑘ℓ𝑗𝑘
¸
𝑑𝑗
𝑑𝑗
+ 1
𝑑𝑗
˜
𝑗−1∑︁
𝑘=1
ℓ𝑖𝑘𝑑𝑘ℓ𝑗𝑘 −
𝑗−1∑︁
𝑘=1
ℓ𝑖𝑘𝑑𝑘ℓ𝑗𝑘
¸
= ℓ𝑖𝑗
𝑑𝑗
𝑑𝑗
+ 1
𝑑𝑗
𝑗−1∑︁
𝑘=1
`
ℓ𝑖𝑘𝑑𝑘ℓ𝑗𝑘 − ℓ𝑖𝑘𝑑𝑘ℓ𝑗𝑘
˘
.
(2.1.20)
Assim, a partir das componentes das matrizes 𝐿 e 𝐷, calcula-se as entradas das matrizes 𝐿 e
𝐷:
𝑑𝑗 = 𝑑𝑗 + 𝛼 +
𝑗−1∑︁
𝑘=1
´
𝑑𝑘ℓ
2
𝑗𝑘 − 𝑑𝑘ℓ2𝑗𝑘
¯
; (2.1.21a)
ℓ𝑖𝑗 = ℓ𝑖𝑗
𝑑𝑗
𝑑𝑗
+ 1
𝑑𝑗
𝑗−1∑︁
𝑘=1
`
ℓ𝑖𝑘𝑑𝑘ℓ𝑗𝑘 − ℓ𝑖𝑘𝑑𝑘ℓ𝑗𝑘
˘
. (2.1.21b)
para 𝑗 = 1, . . .𝑚 e 𝑖 = 𝑗 + 1, . . . ,𝑚.
A igualdade (2.1.21a) e a Proposição 2.1.1 são utilizadas na construção de novas atualizações
na diagonal do precondicionador FCC como é apresentado no seguinte resultado:
Proposição 2.1.2. Se para qualquer 𝑗 = 1, . . . ,𝑚, existe falha na diagonal na coluna 𝑗, então:
(i) Para cada 𝛼 ≥ 𝜀− 𝑑𝑗 se satisfaz 𝑑𝑗 > 𝜀;
(ii) Se 0 < 𝑑𝑗 < 𝜀, para cada 𝛼 ≥ 𝜀 se satisfaz 𝑑𝑗 > 𝜀.
Demonstração. Pela Proposição 2.1.1, para cada 𝛼 > 0, tem-se
𝑗−1∑︁
𝑘=1
p𝑑𝑘ℓ2𝑗𝑘 − 𝑑𝑘ℓ2𝑗𝑘q > 0 . (2.1.22)
Utiliza-se este fato para mostrar os itens (i) e (ii):
(i) De fato, pela equação (2.1.21):
𝑑𝑗 = 𝑑𝑗 + 𝛼 +
𝑗−1∑︁
𝑘=1
p𝑑𝑘ℓ2𝑗𝑘 − 𝑑𝑘ℓ2𝑗𝑘q > 𝑑𝑗 + 𝛼 ≥ 𝜀 , (2.1.23)
a primeira desigualdade segue da Proposição 2.1.1.
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(ii) Como 𝛼 > 𝜀, segue-se:
𝑑𝑗 = 𝑑𝑗 + 𝛼 +
𝑗−1∑︁
𝑘=1
p𝑑𝑘ℓ2𝑗𝑘 − 𝑑𝑘ℓ2𝑗𝑘q > 𝑑𝑗 + 𝛼 > 𝑑𝑗 + 𝜀 > 𝜀 , (2.1.24)
quando 𝑑𝑗 > 0.
Como consequência do item (i) da Proposição 2.1.2, pode-se concluir que o conjunto dado
por
{𝛼 ∈ R | 𝐹𝑗(𝛼)− 𝛼 < 1− 𝜀} , (2.1.25)
não é vazio. De fato, suponha que 𝛼 seja a solução de 𝐹𝑗(𝛼) = 𝑎𝑗𝑗 − 𝜀 + 𝛼, para qualquer
𝑗 ∈ {2, . . . ,𝑚}, isto implica que 𝜀− 𝑑𝑗 é maior ou igual que 𝛼. Caso contrário, se 𝜀− 𝑑𝑗 fosse
menor que 𝛼, seguir-se-ia que
𝑎𝑗𝑗 − 𝜀+ 𝛼 > 𝑎𝑗𝑗 − 𝜀+ (𝜀− 𝑑𝑗) . (2.1.26)
Pelo item (i) da Proposição 2.1.2, tem-se
𝑎𝑗𝑗 − 𝜀+ (𝜀− 𝑑𝑗) ≥ 𝐹𝑗(𝜀− 𝑑𝑗) . (2.1.27)
Isto implicaria que
𝐹𝑗(𝜀− 𝑑𝑗) ≥ 𝐹𝑗(𝛼) = 𝑎𝑗𝑗 − 𝜀+ 𝛼 > 𝑎𝑗𝑗 − 𝜀+ (𝜀− 𝑑𝑗) ≥ 𝐹𝑗(𝜀− 𝑑𝑗) , (2.1.28)
uma contradição. Portanto, para cada 𝑗 = 2, . . . ,𝑚, 𝜀− 𝑑𝑗 ≥ 𝛼.
Como o conjunto em (2.1.25) é não vazio, são procurados números positivos que se aproximem
de 𝛼 quando existe falha na diagonal, veja Figura 5.
Apresenta-se nas Subseções 2.1.1 e 2.1.2 outros problemas que permitem obter números reais
tais que se aproximem da solução do problema (P𝛼), pois cada vez que existe uma falha na
diagonal as entradas das matrizes 𝐿 e 𝐷 não são conhecidas.
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Figura 5 – Gráficos da função 𝐹𝑗 e da reta 𝑦(𝛼) = 𝑎𝑗𝑗 − 𝜀+ 𝛼 com 𝐹𝑗(0) =
𝑗−1∑︁
𝑘=1
(𝑑𝑘ℓ2𝑗𝑘).
Figura 5 – Lembre-se que a solução do problema P𝛼 é o valor 𝛼 tal que 𝐹𝑗(𝛼) = 𝑦(𝛼).
Fonte: Elaborada pelo autor.
2.1.1 Uma aproximação para o parâmetro de correção de falhas
Para obter uma aproximação da solução do problema (P𝛼), procura-se uma função que seja
equivalente a 𝐹𝑗 : R→ R, dada por 𝛼 ↦→
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘 quando 𝛼 se aproxima de zero1, para algum
𝑗 ∈ {2, . . .𝑚}.
Da Proposição 2.1.1, para cada 𝛼 > 0, tem-se 𝐹𝑗(𝛼) < 𝐹𝑗(0) ou
𝑗−1∑︁
𝑘=1
(𝑑𝑘ℓ
2
𝑡𝑘) <
𝑗−1∑︁
𝑘=1
(𝑑𝑘ℓ2𝑗𝑘) , (2.1.29)
onde 𝑗 = 2 . . . ,𝑚. Logo, consideram-se as funções
𝑓𝑗 : R→ R e 𝑔𝑗 : R→ R dadas por
𝛼 ↦→
𝑗−1∑︁
𝑘=1
(𝑑𝑘ℓ𝑗𝑘)2
𝑑𝑘 + 𝛼
𝛼 ↦→
𝑗−1∑︁
𝑘=1
𝛼
𝑑𝑘 + 𝛼
𝑑𝑘ℓ
2
𝑗𝑘 ,
(2.1.30)
respectivamente. Observe que para cada 𝛼 > 0, (𝑓𝑗 + 𝑔𝑗)(𝛼) =
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘, veja Figura 6.
1 As funções 𝑓(𝑥) e 𝑔(𝑥) são equivalentes quando 𝑥 se aproxima de 𝑎 se lim
𝑥−→𝑎
𝑓(𝑥)
𝑔(𝑥) = 1 ; isto é denotado por
𝑓 ∼
𝑥→𝑎 𝑔.
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α
y (α,
j−1∑
k=1
dkℓ
2
jk)
(α, fj(α))
(α, gj(α))
(α, Fj(α)
Figura 6 – Gráficos da função constante 𝑦(𝛼) =
𝑗−1∑︁
𝑘=1
(𝑑𝑘ℓ2𝑗𝑘) e das funções 𝐹𝑗, 𝑓𝑗 e 𝑔𝑗.
Figura 6 – A função 𝑓𝑗 é equivalente à função 𝐹𝑗 quando 𝛼 se aproxima de zero.
Fonte: Elaborada pelo autor.
Tem-se que 𝑓𝑗 ∼
𝛼→0 𝐹𝑗 para algum 𝑗 ∈ 2, . . . ,𝑚, pois:
lim
𝛼−→0
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘
𝑓(𝛼) = 1 ; (2.1.31)
Observe que
lim
𝛼−→0
𝑔(𝛼)
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘
= 0 ;
lim
𝛼−→0
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘
𝑎𝑗𝑗 + 𝛼− 𝜀 =
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘
𝑎𝑗𝑗 − 𝜀 <∞ ;
(2.1.32)
isto é,
𝑓𝑗(𝛼) ∼
𝛼→0 𝐹𝑗(𝛼) ;
𝑔𝑗(𝛼) = 𝒪(𝐹𝑗(𝛼)) ;
𝐹𝑗(𝛼) = 𝒪(𝑎𝑗𝑗 + 𝛼− 𝜀) ,
(2.1.33)
para cada 𝑗 = 2, . . . ,𝑚. Para definição das notações assintóticas 𝒪-grande e 𝒪-pequeno consulte
o Apêndice C. A segunda e terceira igualdades em (2.1.33) estabelecem que os valores da função
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Figura 7 – Gráficos da reta 𝑦(𝛼) = 𝑎𝑗𝑗 − 𝜀+ 𝛼 e das funções 𝐹𝑗, 𝑓𝑗 e 𝑔𝑗.
Figura 7 – Procura-se um valor 𝛼 tal que 𝑓𝑗(𝛼) = 𝑦(𝛼) para obter uma aproximação do valor 𝛼.
𝑔𝑗 comparados com 𝐹𝑗 são pequenos quando 𝛼 se aproxima de zero e que existe um número real
𝛼 tal que 𝐹𝑗(𝛼) ≤ 𝑎𝑗𝑗 − 𝜀+ 𝛼 quando 𝛼 se aproxima de zero. Este último fato está de acordo
com a busca de um 𝛼 que resolva o problema (P𝛼). No entanto, em vez de resolver o problema
(P𝛼), veja a Figura 7, procura-se a solução de:
(P𝛼)
⎧⎨⎩ min𝛼>0 𝛼s. a 𝑓𝑗(𝛼) ≤ 𝑎𝑗𝑗 − 𝜀+ 𝛼 . (2.1.34)
Observe que se 𝛼 for solução de (P𝛼), obtém-se:
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘 ∼𝛼→0 𝑓𝑗(𝛼) < 𝑎𝑗𝑗 − 𝜀+ 𝛼 . (2.1.35)
Como 𝑓𝑗 é uma função decrescente 𝛼 é solução de (P𝛼) se, e somente se,
𝑓𝑗(𝛼) = 𝑎𝑗𝑗 − 𝜀 + 𝛼. (2.1.36)
Assim, no Algoritmo 1 a sequencia 𝛼𝑡 na linha 18 é substituida pela função FCC1 apresentada
no Algoritmo 4, a qual modifica o cálculo do parâmetro de correção das falhas da diagonal no
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precondicionador FCC utilizando as noções apresentadas nesta seção.
Algoritmo 4: Função FCC1
1 Função FCC1(𝑗, 𝑓𝑗,𝑑𝑗, 𝜀):
2 Resolva a equação
𝑓𝑗(𝛼) = 𝑎𝑗𝑗 − 𝜀+ 𝛼 ;
retorna 𝛼
Neste caso, para resolver a equação (2.1.36), usa-se o método de Newton para calcular
numericamente este valor.
2.1.2 Modificação do parâmetro de correção de falhas por meio de uma parábola
A abordagem desta seção é denotada por FCCp1 e seu objetivo é procurar um valor que se
aproxime da solução do problema (𝑃𝛼) por meio de uma parábola. Logo, aplica-se a função
𝑓𝑗 descrita em (2.1.30) para justificar que este valor evita as falhas na diagonal. Em Heredia e
Oliveira (2015) foi apresentada a abordagem FCC𝑝, a qual utiliza uma parábola diferente da
construída pela FCCp1.
A seguir, descreve-se geometricamente o precondicionador FCCp1. De acordo com o
Algoritmo 3 para cada 𝑗 = 1, . . . ,𝑚 os elementos 𝑑𝑗 são determinados usando a seguinte
equação:
𝑑𝑗 = 𝑎𝑗𝑗 −
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘 . (2.1.37)
Logo, escolhe-se o máximo em valor absoluto dos 𝑑1/2𝑘 ℓ𝑗𝑘:
𝑑1/2𝑟 |ℓ𝑗𝑟|= max1≤𝑘≤𝑗−1{𝑑
1/2
𝑘 |ℓ𝑗𝑘|} , (2.1.38)
e o vetor 𝑃 = (𝑑1/21 ℓ𝑗1, . . . , 𝑑
1/2
𝑗−1ℓ𝑗(𝑗−1), 0) é projetado no plano que contém os pontos 𝑑1/2𝑟 ℓ𝑗𝑟 e
𝑑𝑗. Desta maneira, é obtido o número d𝑗, dado por:
d𝑗 = 𝑎𝑗𝑗 − 𝑑𝑟ℓ2𝑗𝑟 , (2.1.39)
onde d𝑗 é um número que pode ser maior ou igual que 𝑑𝑗. Para calcular d𝑗 é possível considerar
a equação (2.1.39) como uma parábola:
𝑦 = 𝑎𝑗𝑗 − 𝑥2 , (2.1.40)
onde 𝑦 = d𝑗 e 𝑥 = 𝑑𝑟ℓ𝑗𝑟.
Se 𝑑𝑗 < 𝜀, usando esta parábola, propõe-se um método para calcular um valor 𝛼 e construir
uma nova parábola tal que d 𝑗 > 𝜀. Para tanto, desloca-se o ponto p𝑎𝑗𝑗, 0q e p0, 𝑎𝑗𝑗q até
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p((𝑎𝑗𝑗 + 𝛼)/(𝑗 − 1))1/2, 0q e p0, 𝑎𝑗𝑗 + 𝛼q, respectivamente. Assim, a nova parábola será
𝑦novo = 𝑎𝑗𝑗 + 𝛼− (𝑗 − 1)𝑥2 . (2.1.41)
onde 𝑦novo = d 𝑗 e 𝑥 = (𝑑𝑟ℓ𝑗𝑟)/(𝑑𝑟 + 𝛼)1/2. .
Observe que
𝑑𝑟ℓ𝑗𝑟
(𝑑𝑟 + 𝛼𝑝)1/2
∈
´
−`(𝑎𝑗𝑗 + 𝛼)/(𝑗 − 1)˘1/2, `(𝑎𝑗𝑗 + 𝛼)/(𝑗 − 1)˘1/2¯ , (2.1.42)
se, e somente se, d 𝑗 > 𝜀. De fato, os extremos do intervalo em (2.1.42) são a interseção da
parábola 𝑦novo com o eixo 𝑥𝑟, logo qualquer ponto neste intervalo terá como imagem um valor
maior que 𝜀, isto é ilustrado na Figura 8.
xr
y
ε
b
b
d
1/2
r ℓjr
dj
dj
drℓjr
(dr+α)1/2
d j
Figura 8 – Gráficos das funções 𝑦 = 𝑎𝑗𝑗 − 𝑥2 e 𝑦novo = 𝑎𝑗𝑗 + 𝛼− (𝑗 − 1)𝑥2 no plano 𝑥𝑟𝑦.
Figura 8 – A parábola tracejada 𝑦novo é obtida a partir da parábola 𝑦. Procura-se um valor de
𝛼 tal que |(𝑑𝑟ℓ𝑗𝑟)/((𝑑𝑟 + 𝛼)1/2)|< ((𝑎𝑗𝑗 + 𝛼)/(𝑗 − 1))1/2 para que d 𝑗 ≥ 𝜀.
Fonte: Elaborada pelo autor.
Se 𝛼𝑝 é solução da equação:
𝛼2 +
`
𝑎𝑗𝑗 + 𝜀+ 𝑑𝑟
˘
𝛼 +
`
𝑎𝑗𝑗 − 𝜀− (𝑗 − 1)ℓ2𝑗𝑟
˘
𝑑𝑟 = 0 , (2.1.43)
tem-se
𝑑𝑟
𝑑𝑟 + 𝛼𝑝
𝑑𝑟ℓ
2
𝑗𝑟 ≤
𝑎𝑗𝑗 − 𝜀+ 𝛼𝑝
𝑗 − 1 . (2.1.44)
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ou d 𝑗 ≥ 𝜀. Segue-se da desigualdade (2.1.44) que para cada 𝑘 = 1, . . . , 𝑗 − 1:
𝑑𝑘
𝑑𝑘 + 𝛼𝑝
𝑑𝑘ℓ
2
𝑗𝑘 ≤
𝑎𝑗𝑗 − 𝜀+ 𝛼𝑝
𝑗 − 1 , (2.1.45)
pois 𝑟 é o índice da maior entrada do vetor 𝑃 e a função ℎ : R→ R dada por 𝑥 ↦→ 𝑥/(𝑥+ 𝛼)
com 𝛼 > 0 é estritamente crescente.
Usando a desigualdade (2.1.45), tem-se que a função 𝑓𝑗 dada em (2.1.30) cumpre:
𝑓𝑗(𝛼𝑝) =
𝑗−1∑︁
𝑘=1
𝑑𝑘
𝑑𝑘 + 𝛼𝑝
𝑑𝑘ℓ
2
𝑗𝑘 ≤
𝑗−1∑︁
𝑘=1
𝑎𝑗𝑗 − 𝜀+ 𝛼𝑝
𝑗 − 1 ≤ 𝑎𝑗𝑗 − 𝜀+ 𝛼𝑝 . (2.1.46)
Como consequência da desigualdade (2.1.46) a partir do ponto 𝑃 , quando 𝛼 se aproxima de
zero, tem-se que o novo ponto 𝑃 com entradas (𝑑1/21 ℓ𝑗1, . . . , 𝑑
1/2
𝑗−1ℓ𝑗(𝑗−1)) pertence ao conjunto⎧⎨⎩𝑥 ∈ R𝑗−1 × {0} |
𝑗−1∑︁
𝑘=1
𝑥2𝑘 ≤ 𝑎𝑗𝑗 + 𝛼𝑝 − 𝜀
⎫⎬⎭ . (2.1.47)
P
Q
p2p2P b
b
b
b
b
b
x1
x2
y
Figura 9 – Geometria na abordagem FCC𝑝
Figura 9 – Denota-se por 𝑃 , 𝑄, 𝑝2, 𝑝2 e 𝑃 os pontos (𝑑
1/2
1 ℓ31, 𝑑
1/2
2 ℓ32, 0), (𝑑
1/2
1 ℓ31, 𝑑
1/2
2 ℓ32, 𝑑3),
(0, 𝑑1/22 ℓ32, 0), (0, 𝑑
1/2
2 ℓ32, 0) e (𝑑
1/2
1 ℓ31, 𝑑
1/2
2 ℓ32, 0), respectivamente. Procura-se o valor
𝛼𝑝 para calcular o ponto 𝑝2 a partir do ponto 𝑝2. Assim, o ponto 𝑃 pertence ao
círculo de raio 𝑎33 + 𝛼𝑝 − 𝜀.
Fonte: Elaborada pelo autor.
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A Figura 9 serve para ilustrar a noção do incremento na diagonal da matriz 𝒜 utilizando
a abordagem FCC𝑝. O objetivo da apresentação desta figura é relacioná-la com a ideia desta
abordagem, portanto, basta considerar 𝑗 = 3 para interpretá-la.
Portanto, quando 𝛼 é solução da equação (2.1.43), obtêm-se que 𝑑𝑗 ≥ 𝜀.
Assim, como em (2.1.35), o valor de 𝛼𝑝 será uma solução do problema P𝛼 quando 𝛼 se
aproxima de zero, pois
𝑗−1∑︁
𝑘=1
𝑑𝑘ℓ
2
𝑗𝑘 ∼𝛼→0 𝑓𝑗(𝛼𝑝) < 𝑎𝑗𝑗 − 𝜀+ 𝛼𝑝 . (2.1.48)
A seguir, apresenta-se no Algoritmo 5 a função FCC𝑝 que é utilizada no lugar da sequencia
𝛼𝑡 no Algoritmo 1 para modificar o cálculo do parâmetro 𝛼.
Algoritmo 5: Função FCC𝑝
1 Função FCCp(𝑗 𝑟, 𝑑𝑟, ℓ𝑗𝑟, 𝑑𝑗, 𝜀):
2 Resolva a equação
𝛼2 +
`
𝑎𝑗𝑗 + 𝜀+ 𝑑𝑟
˘
𝛼 +
`
𝑎𝑗𝑗 − 𝜀− (𝑗 − 1)ℓ2𝑗𝑟
˘
𝑑𝑟 = 0 ;
retorna 𝛼
Observação 2.1.3. A primeira vez que acontece uma falha na diagonal a abordagem proposta
por Campos (1995) por meio da sequência (1.4.9) calcula o valor 𝛼𝑡 = 5 · 10−4 · 2𝑡−1 com 𝑡 ≥ 1.
No entanto, usando as soluções das equações sequências (2.1.36) e (2.1.43) o valor de 𝑡 é igual a
1. Assim, se existisse uma única falha na diagonal o número total de reinícios para construir as
abordagens FCC1 e FCCp1 seria menor do que os reinícios que foram necessários para construir
o precondicionador FCC. Em geral, na primeira tentativa para calcular o precondicionador FCC
deve-se reiniciar pelo menos uma vez, porém no caso dos precondicionadores FCC1 e FCCp1
o número de reinícios na primeira vez que acontece uma falha na diagonal é exatamente 1.
Portanto, o número total de reinícios para construir o precondicionador FCC é maior do que os
reinícios necessários para construir os precondicionadores FCC1 ou FCCp1.
Na próxima seção, é apresentada uma abordagem para modificar o parâmetro de
preenchimento do precondicionador FCC. Isto é feito para melhorar o desempenho do
precondicionador FCC1 e FCCp1, porque o cálculo do parâmetro de correção de falhas depende
do preenchimento do precondicionador FCC.
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2.2 Um aprimoramento no cálculo do parâmetro de preenchimento
Denota-se por 𝜂 o parâmetro de preenchimento do precondicionador FCC. Nesta seção
é proposta uma modificação deste parâmetro. O objetivo é garantir que a quantidade de
elementos não nulos da matriz 𝑀 na equação (1.4.1) seja no máximo (nnz(𝒜) + 3𝑚)/2 quando
o precondicionador FCC é usado nas iterações do Método de Pontos Interiores (MPI). Desta
maneira, o número de elementos não nulos do precondicionador FCC será igual ao número de
elementos nao nulos da fatoraçao incompleta de Cholesky da matriz 𝒜 + 𝛼𝐼𝑚, a qual existe
segundo (MAUNTEUFFEL, 1980), onde 𝛼 é um número positivo.
Para tanto, deve-se estabelecer uma relação entre nnz(𝒜) e nnz(𝑀), onde 𝑀 é o
precondicionador usado na equação (1.3.2), e determinar: um valor inicial para 𝜂, denotado por
𝜂0; uma regra para incrementar este parâmetro; e, finalmente, um valor final de 𝜂, denotado por
𝜂𝑓 .
Em primeiro lugar, obtém-se uma relação entre nnz(𝒜) e nnz(𝑀) utilizando o problema (1.4.7).
Como consequência desse problema:
nnz(𝑀) = 𝑚+
𝑚∑︁
𝑗=1
(𝑚𝑗 + 𝜂) . (2.2.1)
Observe que
nnz(𝒜) = 𝑚+ 2
𝑚∑︁
𝑗=1
𝑚𝑗 . (2.2.2)
Da igualdade (2.2.2), tem-se:
nnz(𝑀) = 𝑚𝜂 + nnz(𝒜) +𝑚2 . (2.2.3)
Para calcular nnz(𝑀) é possível considerar a equação (2.2.3) como uma reta:
𝑦 = 𝑚𝑥+ nnz(𝒜) +𝑚2 , (2.2.4)
onde 𝑦 = 𝑛𝑧𝑀 e 𝑥 = 𝜂.
Como consequência da igualdade (2.2.2), pode-se escrever a equação da reta (2.2.4) como:
𝑦 = 𝑚𝑥+𝑚+
𝑚∑︁
𝑗=1
𝑚𝑗 , (2.2.5)
onde 𝑚𝑗 representa o número de componentes não nulas abaixo da diagonal da 𝑗-ésima coluna
da matriz 𝒜.
Quando o valor do 𝜂 varia desde −(nnz(𝒜) − 𝑚)/2𝑚 até (𝑚2 − nnz(𝒜))/2𝑚 , obtém-se
diferentes matrizes 𝑀 que podem ser usadas para resolver a equação (1.4.1). Conforme
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Figura 10 – Gráfico da reta 𝑦 = 𝑚𝜂 + (nnz(𝒜) +𝑚)/(2).
apresentado na Tabela 1 e na Figura 10, no caso de 𝜂 = −(nnz(𝒜) − 𝑚)/2𝑚 obtém-se o
precondicionador escala diagonal, isto significa que o precondicionador 𝑀 é uma matriz diagonal.
Caso 𝜂 = 0, obtém-se um fator de Cholesky aproximado ℒ˜ que requer o mesmo espaço de
armazenamento da matriz 𝒜. Finalmente, para 𝜂 = −(nnz(𝒜) − 𝑚)/2𝑚, temos o fator de
Cholesky completo ℒ e, portanto, o armazenamento do precondicionador pode ser maior do que
o da matriz 𝒜.
Tabela 1 – Preenchimento do precondicionador FCC
𝜂 nnz(𝑀) Armazenamento
−(nnz(𝒜) +𝑚)/2𝑚 nnz(diag(𝐴Θ𝐴𝑡)1/2) igual a 𝑚
0 nnz(ℒ˜) igual a 𝑚+
𝑚∑︁
𝑗=1
𝑚𝑗
(𝑚2 − nnz(𝒜))/2𝑚 nnz(ℒ) mais que 𝑚+
𝑚∑︁
𝑗=1
𝑚𝑗
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A seguir, procura-se o valor inicial de 𝜂, o qual é calculado a partir do quociente 𝑐:
𝑐 = nnz(𝒜)nnz(𝐴) . (2.2.6)
Em geral, quando se trabalha no MPI o valor de 𝑐 pode variar.
Observa-se que o valor de 𝑐, pode pertencer ao intervalos p0, 1s, p1, 2s ou p2,∞q. Apresenta-se
na Tabela 2 um exemplo desta situação.
Tabela 2 – Uma relaçao entre número de elementos nao nulos das matrizes 𝒜 e 𝐴.
𝐴 𝒜 nnz(𝒜)nnz(𝐴)
»————–
* * * * * *
*
*
*
* * * * * *
fiffiffiffiffifl
»————–
* *
*
*
*
* *
fiffiffiffiffifl 715
»——————–
*
* *
* *
* *
* *
* * * * * *
fiffiffiffiffiffiffifl
»——————–
* * * * *
* * * * *
* * * * *
* * * * * *
* * * * * *
* * *
fiffiffiffiffiffiffifl
30
15
»————————–
*
* *
* *
* *
* *
* *
* * * *
fiffiffiffiffiffiffiffiffifl
»————————–
* * * * * * *
* * * * * * *
* * * * * * *
* * * * * * *
* * * * * * *
* * * * * * *
* * * * * * *
fiffiffiffiffiffiffiffiffifl
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A partir do cálculo do quociente 𝑐, tem-se os seguintes casos:
Caso 1. Quando ⌊𝑐⌋ = 0:
Tem-se que 𝑐 < 1 se, e somente se, nnz(𝒜)− nnz(𝐴) < 0, isto implica que:
𝑚+ nnz(𝒜)− nnz(𝐴)2 < 𝑚 .
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Logo,
𝑚
ˆ−nnz(𝐴) +𝑚
2𝑚
˙
+ nnz(𝒜) +𝑚2 < 𝑚 ,
como consequência da equação da reta 𝑦 dada em (2.2.4), segue-se:
𝑦
ˆ
−nnz(𝐴)−𝑚2𝑚
˙
< 𝑦
ˆ
−nnz(𝒜) +𝑚2𝑚
˙
.
Desta maneira, se o valor inicial de 𝜂 é escolhido como o número negativo:
𝜂0 = −(nnz(𝐴)−𝑚)/(2𝑚) , (2.2.7)
então nas iterações inicias do MPI, o precondicionador FCC será uma matriz diagonal.
É possível que uma matriz diagonal aumente o número de iterações do método dos
Gradientes Conjugados Precondicionado (MGCP). Por isso, deve-se estabelecer uma regra
que incremente o valor de 𝜂. Para tanto, reescreve-se o problema 1.4.4 relacionado-o com
o parâmetro descrito na Seção 2.1:
minimizar
𝑚∑︁
𝑗=1
˜
𝑚𝑗+𝜂∑︁
𝑘=1
|𝑑1/2𝑗 ℓ𝑖𝑘𝑗 − 𝑑1/2𝑗 ℓ𝑖𝑘𝑗|2+
𝑚∑︁
𝑘=𝑚𝑗+𝜂+1
|𝑑𝑗ℓ𝑖𝑘𝑗|2
¸
, (2.2.8)
onde 𝑑𝑗 e ℓ𝑖𝑘𝑗 são as entradas da matriz 𝐿 e 𝐷 tal que 𝒜 = 𝐿𝐷𝐿𝑇 . A
Proposiçãop˜rop:etacaso1 será útil para incrementar o valor de 𝜂 quando 𝑐 ≤ 1.
Proposição 2.2.1. Se para cada 𝑗 = 1, . . . ,𝑚 e cada 𝑖 = 𝑗 + 1, . . . ,𝑚:
𝑑
1/2
𝑗 |ℓ𝑖𝑗|< 1/(1 + 𝛼) ,
então |𝑑1/2𝑗 ℓ𝑖𝑘𝑗 − 𝑑1/2𝑗 ℓ𝑖𝑘𝑗|< 𝑑1/2𝑗 |ℓ𝑖𝑘𝑗|+1/(𝑑1/2𝑗 (1 + 𝛼)) .
Demonstração. Como consequência da desigualdade triangular:
|𝑑1/2𝑗 ℓ𝑖𝑘𝑗 − 𝑑1/2𝑗 ℓ𝑖𝑘𝑗| < 𝑑1/2𝑗 |ℓ𝑖𝑘𝑗|+|𝑑1/2𝑗 ℓ𝑖𝑘𝑗|
< 𝑑
1/2
𝑗 |ℓ𝑖𝑘𝑗|+
1
𝑑
1/2
𝑗 (1 + 𝛼)
,
(2.2.9)
a última desigualdade é justificada pela hipótese.
O valor de 𝑑1/2𝑗 ℓ𝑖𝑘𝑗 é nulo quando a matriz 𝑀 construída pelo precondicionador FCC
para resolver a equação (1.4.1) é uma matriz diagonal, inclusive este valor pode não se
aproximar de 𝑑1/2𝑗 ℓ𝑖𝑘𝑗. Observe que se 𝑑𝑗 > 1 na desigualdade (2.2.9) pode acontecer que
não seja possível encontrar o mínimo do problema (2.2.8), já que nada garante que 𝑑1/2𝑗 ℓ𝑖𝑘𝑗
pertence ao intervalo:
´
−1/`𝑑1/2𝑗 (1 + 𝛼)˘, 1/`𝑑1/2𝑗 (1 + 𝛼)˘¯, veja Figura 11.
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0
− 1√
d
(
1+α
) 1√
d
(
1+α
)
√
djℓij
2
√
dj |ℓij |+ 1√
d
(
1+α
)
1
Figura 11 – A quantidade 𝑑1/2𝑗 ℓ𝑖𝑘𝑗 pode não pertencer ao intervaloˆ
−
´
𝑑
1/2
𝑗 (1 + 𝛼)
¯−1
,
´
𝑑
1/2
𝑗 (1 + 𝛼)
¯−1˙
.
Neste caso é escolhido o incremento de 𝜂 como: 𝜂𝑘+1 = 𝜂𝑘/2, onde 𝑘 = 0, . . . até que o
𝜂𝑓 seja menor que 1, pois se 𝜂𝑓 é zero o precondicionador FCC terá o mesmo número de
elementos não nulos igual à matriz da FIC. Portanto, escolhendo esta sequência teremos:
𝜂𝑓 ≤ 1.
Caso 2. Quando ⌊𝑐⌋ = 1:
Observe que 1 ≤ 𝑐 < 2 implica nnz(𝒜)− 2nnz(𝐴) < 0 e
𝑚+ nnz(𝒜)2 − nnz(𝐴) < 𝑚 . (2.2.10)
Logo,
𝑚
ˆ−nnz(𝐴)
𝑚
+ 12
˙
+ nnz(𝒜) +𝑚2 < 𝑚 (2.2.11)
como consequência da equação da reta 𝑦 dada em (2.2.4), segue-se:
𝑦
ˆ
−2nnz(𝐴)−𝑚2𝑚
˙
< 𝑦
ˆ
−nnz(𝒜) +𝑚2𝑚
˙
. (2.2.12)
Assim, quando ⌊𝑐⌋ = 2 e
𝜂0 = −(2nnz(𝐴) +𝑚)/(2𝑚) , (2.2.13)
tem-se que o precondicionador FCC é uma matriz diagonal nas iterações iniciais do MPI.
Observe que se 𝜂𝑓 é zero, nnz(𝑀) = nnz(ℒ˜). Logo, a atualização do parâmetro de
preenchimento é dada por:
𝜂𝑘 =
⌊︃
𝜂0 +
𝑘|𝜂0|
𝑝
⌋︃
, (2.2.14)
onde 𝑝 é um inteiro positivo e 𝑘 = 0, . . ., até que o 𝜂𝑓 seja menor que um. Desta maneira,
no máximo existem 𝑝 atualizações do parâmetro 𝜂.
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Caso 3. Quando ⌊𝑐⌋ > 1:
Para cada 𝑐 ≥ 2, tem-se 0 < (𝑐− 2)/𝑐 < 1. Logo:
𝑚 < 𝑚+ nnz(𝒜)2
ˆ
𝑐− 2
𝑐
˙
< 𝑚+ nnz(𝒜)2 , (2.2.15)
implica que
𝑚 < 𝑦(−(2nnz(𝐴)−𝑚)/(2𝑚)) < 𝑦(1) . (2.2.16)
De fato, considerando a equação da reta definida em (2.2.4):
𝑚+ nnz(𝒜)2
ˆ
𝑐− 2
𝑐
˙
= 𝑚+ nnz(𝒜)
ˆ
1
2 −
1
𝑐
˙
= 𝑚
ˆ
−nnz(𝒜)
𝑐𝑚
+ 12
˙
+ nnz(𝒜) +𝑚2
= 𝑦
ˆ
−nnz(𝒜)
𝑐𝑚
+ 12
˙
= 𝑦
ˆ
−nnz(𝐴)
𝑚
+ 12
˙
.
(2.2.17)
Além disso,
𝑚+ nnz(𝒜)2 < 𝑚+
nnz(𝒜) +𝑚
2 = 𝑦(1) . (2.2.18)
Assim, a última desigualdade em (2.2.16) é justificada.
Portanto, o valor inicial de 𝜂 é escolhido como
𝜂0 = −(2nnz(𝐴)−𝑚)/(2𝑚) , (2.2.19)
Quando isto acontecer o precondicionador FCC já não é uma matriz diagonal nas primeiras
iterações do MPI. Este valor é escolhido para trabalhar com um precondicionador com um
número de elementos não nulos próximo do número de elementos não nulos da Fatoração
Incompleta de Cholesky.
Assim, para que o preenchimento máximo da matriz 𝑀 seja (nnz(𝒜)+ 3𝑚)/2, o novo cálculo
do parâmetro de preenchimento 𝜂 no precondicionador FCC utiliza as regras da Tabela 3.
Observe que foram considerados três casos, porém esses podem ser resumidos em dois, isto é,
𝑐 < 1 e 𝑐 ≥ 1.
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Tabela 3 – Proposta para modificar o computo do parâmetro 𝜂 no precondicionador FCC.
∙ O 𝜂 inicial é dado por: 𝜂0 =
⎧⎨⎩−⌊(nnz(𝐴)−𝑚)/(2𝑚)⌋ , se 𝑐 < 1;−⌊(2nnz(𝐴)−𝑚)/(2𝑚)⌋ , caso contrário.
∙ Se o número de iterações do MGCP é maior que 𝑚/5 a atualização do 𝜂 será:
𝜂𝑘+1 =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
⌊𝜂𝑘/2⌋, se 𝑑1/2𝑗 |ℓ𝑖𝑗|< 1/(1 + 𝛼) na iteração do MPI
na qual 𝜂𝑘 foi atalizada, para cada
𝑗 = 1, . . . ,𝑚 e 𝑖 = 𝑗 + 1, . . . ,𝑚, e 𝑐 < 1;
⌊𝜂𝑘 + |𝜂0|/10⌋, caso contrário.
∙ O valor do 𝜂 final é dado por: 𝜂𝑓
⎧⎨⎩= 0 , se 𝑐 < 1;≤ 1 , caso contrário.
Para aplicar o cálculo de 𝜂 apresentado nesta seção, usa-se as matrizes da Tabela 2.
Tabela 4 – Usa-se o quociente 𝑐 para determinar o 𝜂0
𝐴 𝒜 c 𝜂0 𝑀
»————–
* * * * * *
*
*
*
* * * * * *
fiffiffiffiffifl
»————–
* *
*
*
*
* *
fiffiffiffiffifl 715 −1
»————–
*
*
*
*
*
fiffiffiffiffifl
»——————–
*
* *
* *
* *
* *
* * * * * *
fiffiffiffiffiffiffifl
»——————–
* * * * *
* * * * *
* * * * *
* * * * * *
* * * * * *
* * *
fiffiffiffiffiffiffifl
30
15 −2
»——————–
*
* *
*
* *
* *
* *
fiffiffiffiffiffiffifl
»————————–
*
* *
* *
* *
* *
* *
* * * *
fiffiffiffiffiffiffiffiffifl
»————————–
* * * * * * *
* * * * * * *
* * * * * * *
* * * * * * *
* * * * * * *
* * * * * * *
* * * * * * *
fiffiffiffiffiffiffiffiffifl
49
15 −1
»————————–
*
* *
* *
* * * *
* * *
* * * * *
* * * * *
fiffiffiffiffiffiffiffiffifl
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Este cálculo do parâmetro 𝜂 é um exemplo ilustrativo para o valor de 𝜂0 quanto para o 𝜂𝑓 ,
veja Tabela 4.
Finalmente, propõe-se as abordagens FCC2 e FCCp2 com a modificação no preenchimento
apresentado nesta seção. O índice 2 é escolhido porque tanto o parâmetro de incremento na
diagonal como o preenchimento do precondicionador FCC foram modificados, apresenta-se na
Tabela 5 o computo dos novos parâmetros para cada abordagem proposta neste trabalho. No
caso da FCC2 e FCCp2 o parâmetro de correção de falhas na diagonal é calculado como nas
Subseções 2.1.1 e 2.1.2, respectivamente.
Tabela 5 – Relaçao entre as abordagens e o computo dos parâmetros
Computo do parâmetro
Correção de falhas na diagonal Preenchimento
Abordagem
FCC1 Algoritmo 4 Não foi modificado
FCC2 Algoritmo 4 Tabela 3
FCCp1 Algoritmo 5 Não foi modificado
FCCp2 Algoritmo 5 Tabela 3
2.3 Considerações finais
Neste capítulo foram apresentadas abordagens que são consequências da modificação de
ambos os parâmetros do precondicionador FCC. A modificação do parâmetro de correção
de falhas é feita com base na visão geométrica do que representa uma falha na diagonal. A
modificação no parâmetro de preenchimento é feita com o objetivo de obter um precondicionador
FCC com o mesma quantidade de elementos não nulos que uma FIC.
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3 Experimentos Numéricos
Neste capítulo, são apresentadas as tabelas com os resultados numéricos obtidos pelas novas
propostas FCC1, FCC2, FCC𝑝1 e FCC𝑝2, e a discussão destes experimentos numéricos.
3.1 Apresentação e Análise dos resultados
A versão original do PCx proposta por Czyzyk et al. (1996) foi modificada para resolver os
sistemas lineares utilizando a Abordagem Híbrida (AH) proposta por Bocanegra et al. (2007)
de precondicionamento no Método dos Gradientes Conjugados Precondicionado (MGCP). O
código do precondicionador FCC foi modificado incorporando as novas propostas, as quais são
resumidas na Tabela 5 e chamadas FCC1, FCC2, FCCp1 e FCCp2. A modificação proposta
por Silva (2014) é chamada de FCC𝛽.
Os testes computacionais foram realizados em ambiente Linux com o compilador gcc na
versão 5.4.0 em uma máquina equipada com processador core i7 de 2.0 GHz e 8Gb de memória
RAM. Foram testados 56 problemas, os quais são descritos na Tabela 6. Os problemas utilizados
para avaliar o desempenho das novas abordagens foram extraídos das bibliotecas:
a) KENNINGTON (<http://www.netlib.org/lp/data/kennington/>);
b) MESZAROS (<http://www.sztaki.hu/~meszaros/public_ftp/lptestset/misc/>);
c) NETLIB (<http://www.netlib.org/lp/data/>);
d) QAPLIB (<http://anjos.mgi.polymtl.ca/qaplib/>);
e) RAIL (<http://plato.asu.edu/ftp/lptestset/rail/>).
Em Velazco et al. (2010), propõe-se uma mudança de fase quando o número de iterações
do MGCP é maior que 𝑚/6. No entanto, para estes experimentos computacionais este valor
foi modificado para 𝑚/5, pois a Abordagem Híbrida é mais eficiente com este valor para os
problemas testados. Isto é verificável computacionalmente, pois com este valor é possível resolver
os problemas: scr20 e ste36b da biblioteca QAP e ex09 da biblioteca KENNINGTON
Na Tabela 6, apresenta-se os problemas que foram escolhidos dessas bibliotecas. Neste
trabalho, são considerados problemas cujas linhas ou colunas são maiores que 5000. Observe
que o problema nug05-3rd não cumpre esse requisito, porém só usando as abordagens FCC1,
FCC2 e FCCp2 é possível obter a solução desse problema.
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Tabela 6 – Problemas testes
Problemas Coleções Dimensão
Linhas Colunas
BL NETLIB 5729 12462
BL2 NETLIB 5729 12462
maros-r7 NETLIB 2152 7440
NL NETLIB 6665 14680
stocfor3 NETLIB 15362 22228
els19 QAPLIB 4350 13186
chr22b QAPLIB 5587 10417
chr25a QAPLIB 814 15325
nug05-3rd QAPLIB 1410 1425
nug06-3rd QAPLIB 3972 4686
nug07-3rd QAPLIB 9422 12691
nug08-3rd QAPLIB 19728 29856
nug12 QAPLIB 3192 8856
nug12m QAPLIB 3192 8856
nug15 QAPLIB 6330 22275
nug15m QAPLIB 6330 22275
rou20 QAPLIB 7359 37640
scr15 QAPLIB 2234 6210
scr20 QAPLIB 5079 15980
ste36a QAPLIB 27683 131076
ste36b QAPLIB 27683 131076
ste36c QAPLIB 27683 131076
cre-a KENNINGTON 2989 6692
cre-b KENNINGTON 5328 36382
cre-c KENNINGTON 2370 5412
cre-d KENNINGTON 4094 28601
ex05 KENNINGTON 832 7805
ex09 KENNINGTON 1821 18184
ken11 KENNINGTON 9964 16740
ken13 KENNINGTON 22365 36561
ken18 KENNINGTON 78538 128434
Continuação na próxima página
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Tabela 6 – Problemas testes
Problemas Coleções Dimensão
Linhas Colunas
osa-14 KENNINGTON 2300 54760
osa-30 KENNINGTON 4313 104337
osa-60 KENNINGTON 10243 243209
pds-06 KENNINGTON 9145 28472
pds-10 KENNINGTON 16558 48763
pds-20 KENNINGTON 32276 106180
pds-30 KENNINGTON 49944 158489
pds-40 KENNINGTON 34265 214385
pds-50 KENNINGTON 80328 272513
pds-60 KENNINGTON 96503 332862
pds-70 KENNINGTON 111885 386238
pds-80 KENNINGTON 126109 430800
pds-90 KENNINGTON 139741 475448
pds-100 KENNINGTON 156243 514577
aircraft MESZAROS 3754 7517
bas1lp MESZAROS 5411 9825
dbic1 MESZAROS 43200 226317
dbir2 MESZAROS 18906 45877
nsct1 MESZAROS 22901 37461
nsct2 MESZAROS 23003 37563
ps MESZAROS 6330 22275
seymour MESZAROS 4944 6316
rail507 RAIL 507 63516
rail516 RAIL 516 47827
rail1582 RAIL 582 56097
Na Seção 2.2 é proposta uma modificação do parâmetro de preenchimento do precondicionador
FCC baseado no quociente 𝑐. Na Tabela 7 este parâmetro modificado é comparado com o
parâmetro de preenchimento inicial e final proposto por Bocanegra et al. (2007).
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Tabela 7 – Parâmetro de preenchimento
𝜂 𝜂 modificado ⌊𝑐⌋
Problemas 𝜂0 𝜂𝑓 𝜂0 𝜂𝑓
BL 6 16 −4 0 1
BL2 6 16 −4 0 1
maros-r7 −78 12 −45 0 1
NL 7 17 −5 0 1
stocfor3 6 16 −3 0 1
els19 −31 19 −10 0 2
chr22b −27 13 −5 0 4
chr25a −30 20 −5 0 4
nug05-3rd −10 20 −3 0 2
nug06-3rd −13 17 −4 0 2
nug07-3rd −16 14 −5 0 2
nug08-3rd −19 11 −6 −1 2
nug12 −20 20 −11 0 1
nug12m −20 20 −11 0 1
nug15 −26 14 −14 0 1
nug15m −21 19 −11 0 1
rou20 −27 13 −19 0 2
scr15 −48 12 −9 0 2
scr20 −26 14 −11 0 2
ste36a −56 14 −17 0 3
ste36b −56 14 −17 0 3
ste36c −56 14 −17 0 3
cre-a 7 17 −4 0 1
cre-b −18 12 −10 0 0
cre-c 7 17 −4 0 1
cre-d −18 12 −10 0 0
ex05 −41 19 −27 0 0
ex09 −39 11 −28 0 0
ken11 3 13 −1 0 0
ken13 3 13 −1 0 0
ken18 3 13 −1 0 0
Continuação na próxima página
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Tabela 7 – Parâmetro de preenchimento
𝜂 𝜂 modificado ⌊𝑐⌋
Problemas 𝜂0 𝜂𝑓 𝜂0 𝜂𝑓
osa-14 −26 −26 −42 0 0
osa-30 −26 −26 −43 0 0
osa-60 −25 −25 −40 0 0
pds-06 4 14 −2 0 0
pds-10 5 15 −2 0 0
pds-20 5 15 −3 0 0
pds-30 5 15 −2 0 0
pds-40 5 15 −3 0 0
pds-50 5 15 −3 0 0
pds-60 5 15 −3 0 0
pds-70 5 15 −3 0 0
pds-80 5 15 −3 0 0
pds-90 5 15 −3 0 0
pds-100 5 15 −2 0 0
aircraft −378 −78 −4 −2 70
bas1lp −240 −120 −107 −74 2
dbic1 −31 −1 −22 −4 1
dbir2 −86 −36 −76 −36 1
nsct1 −226 −126 −39 −31 5
nsct2 −235 −105 −40 −30 5
ps −26 14 −14 0 1
seymour −126 4 −6 0 15
rail507 −49 11 −398 0 0
rail518 −55 15 −305 0 0
rail582 −54 16 −338 0 0
Na Tabela 7, observa-se que o valor inicial do parâmetro de preenchimento denotado por 𝜂0
pode ser positivo ou negativo de acordo com a heurística de Bocanegra et al. (2007) e o valor
final denotado por 𝜂𝑓 em alguns casos é um número entre 10 e 20. Para modificar o parâmetro de
preenchimento, denotado por 𝜂, no precondicionador FCC é utilizado o quociente 𝑐 apresentado
na Seção 2.2. Com este quociente 𝑐, obtém-se um valor 𝜂0 negativo para todos os problemas
testados e, em particular para estes problemas, o valor de 𝜂𝑓 não é maior que zero. Assim,
em alguns problemas de programação linear basta que o número de elementos não nulos do
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precondicionador FCC seja igual ao mesmo número da matriz obtida pela Fatoração Incompleta
de Cholesky para que a AH possa resolvê-los.
A modificação no cálculo do parâmetro 𝜂 permitiu resolver os problemas que não são resolvidos
em Velazco et al. (2010):
∙ osa-14; ∙ osa-30; ∙ osa-60,
Isto é consequência do novo cálculo no parâmetro 𝜂, pois para estes problemas a atualização
de 𝜂 depende tanto do incremento no número de iterações do MGCP quanto do valor ⌈𝑐⌉, como
apresentado na Tabela 3. Observe que o valor de ⌈𝑐⌉ para os problemas acima é 1, veja Tabela 7.
Outro conjunto de problemas que foram resolvidos pela modificação do parâmetro 𝜂 foram:
∙ nug05-3rd;
∙ nug06-3rd;
∙ nug07-3rd;
∙ nug08-3rd,
com esta modificação no parâmetro 𝜂 não existiu mudança de fase nestes problemas.
Na Tabela 8 é apresentada a iteração do MPI onde ocorreu a mudança de fase.Os problemas
testes são apresentados na primeira coluna e nas outras colunas a iteração do MPI onde ocorreu
a mudança de fase.
Tabela 8 – Iteração do MPI onde ocorreu a mudança de fase
Abordagens
Problemas FCC FCC1 FCC2 FCCp1 FCCp2 FCC𝛽
BL 31 ;31 29 27 28 5
BL2 ;34 ;¬ 33 ;20 31 17
maros-r7 ¬ ¬ ¬ ¬ ;20 ;20
NL 36 32 30 31 30 13
stocfor3 22 21 18 16 16 4
els19 14 15 15 13 15 13
chr22b 16 16 19 16 17 13
cht25a 15 16 19 14 17 14
nug05-3rd ;3 3 ¬ ;3 ;¬ 3
nug06-3rd ;4 ;4 ¬ ;4 ¬ ;4
Continuação na próxima página
¬ Não houve mudança de fase;
; O problema não foi resolvido.
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Tabela 8 – Iteração do MPI onde ocorreu a mudança de fase
Abordagens
Problemas FCC FCC1 FCC2 FCCp1 FCCp2 FCC𝛽
nug07-3rd ;4 ;4 ¬ ;4 ¬ ;4
nug08-3rd ;4 ;4 ¬ ;4 ¬ ;4
nug12 7 7 8 5 8 5
nug12m 7 7 8 5 8 5
nug15 8 8 9 ;6 6 9
nug15m 8 8 9 ;6 9 6
rou20 12 12 17 12 17 12
scr15 11 11 16 11 16 10
scr20 15 15 17 15 16 14
ste36a 26 ;26 30 25 30 ;25
ste36b 25 25 28 24 28 ;22
ste36c ;25 25 28 25 ;28 ;24
cre-a 23 24 22 10 11 3
cre-b 40 40 39 30 14 17
cre-c 23 17 17 9 12 3
cre-d 39 38 39 18 17 15
ex05 20 20 18 15 8 7
ex09 34 26 20 17 15 12
ken11 ¬ 21 19 21 16 ¬
ken13 26 26 25 23 18 26
ken18 31 30 29 29 28 29
osa-14 ;¬ ;¬ ¬ ;¬ ¬ ;¬
osa-30 ;¬ ;¬ ¬ ;¬ ;¬ ;¬
osa-60 ;¬ ;¬ ¬ ;¬ ¬ ;¬
pds-06 ¬ ¬ ¬ ¬ ¬ 11
pds-10 ¬ ¬ ¬ ¬ ¬ 14
pds-20 ¬ 56 ¬ 49 49 16
pds-30 ¬ ¬ ¬ ¬ ¬ 23
pds-40 ¬ ¬ ¬ ¬ ¬ 27
pds-50 ¬ ¬ ¬ 77 77 24
pds-60 ¬ ¬ 54 80 75 27
Continuação na próxima página
¬ Não houve mudança de fase;
; O problema não foi resolvido.
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Tabela 8 – Iteração do MPI onde ocorreu a mudança de fase
Abordagens
Problemas FCC FCC1 FCC2 FCCp1 FCCp2 FCC𝛽
pds-70 ¬ ¬ ¬ 82 79 27
pds-80 ¬ ¬ ¬ 80 78 24
pds-90 ¬ ¬ ¬ ¬ 76 18
pds-100 ¬ ¬ ¬ 83 82 18
aircraft ;¬ ¬ ¬ ¬ ;¬ ;26
bas1lp ¬ ¬ ¬ ¬ ¬ ¬
dbicc1 ¬ ¬ ¬ ¬ ¬ ¬
dbir2 ¬ ¬ ¬ ¬ ¬ 30
nsct1 ¬ ¬ ¬ ¬ ¬ 25
nsct2 ¬ ¬ ¬ ¬ ¬ 26
ps ¬ 8 9 ;6 9 6
seymour ¬ ¬ 20 ¬ 20 25
rail507 ;8 19 17 15 10 13
rail516 22 23 16 19 13 15
rail1582 26 20 21 17 14 17
¬ Não houve mudança de fase;
; O problema não foi resolvido.
As novas propostas não tentam necessariamente evitar a segunda fase da AH para resolver
um conjunto maior de problemas, pois a nova mudança de fase ocorre em iterações próximas da
abordagem proposta por Velazco et al. (2010). Observe que a abordagem FCC não consegue
resolver os problemas
∙ ste36c; ∙ aircfat; ∙ rail507,
e a mudança de fase nos problemas ste36c e rail507 ocorre em uma iteração próxima da
abordagem FCC e no problema aircraft não existiu mudança de fase como na abordagem
proposta por Velazco et al. (2010).
Para a comparação das abordagens, pode-se resumir os resultados apresentados nas
Tabelas 9, 10, 11 e 13 em perfis de desempenho utilizando escala logarítmica em base 2,
para uma breve introdução aos perfis de desempenho, veja o Apêndice B. O arquivo gerador dos
perfis de desempenho é baseado no perf.m descrito em Dolan e Moré (2002) que está disponível
em <http://www.mcs.anl.gov/~more/cops/>.
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Na Tabela 9, está sendo comparado o número toral de iterações do MPI realizadas pelas
abordagens FCC, FCC1, FCC2, FCCp1, FCCp2 e FCC𝛽.
Tabela 9 – Comparação número total de iterações do MPI.
Abordagens
Problemas FCC FCC1 FCC2 FCCp1 FCCp2 FCC𝛽
BL 38 ;0 38 37 39 38
BL2 ;0 ;0 41 ;0 40 43
maros-r7 24 25 23 33 ;0 ;0
NL 41 44 43 41 44 47
stocfor3 32 32 32 32 32 32
els19 31 31 31 31 31 31
chr22b 29 29 29 29 29 29
chr25a 29 27 27 28 28 29
nug05-3rd ;0 6 6 ;0 ;0 6
nug06-3rd ;0 ;0 7 ;0 7 ;0
nug07-3rd ;0 ;0 8 ;0 8 ;0
nug08-3rd ;0 ;0 9 ;0 9 ;0
nug12 20 20 20 20 20 20
nug12m 20 20 20 20 20 20
nug15 23 23 23 ;0 23 23
nug15m 23 23 20 ;0 23 23
rou20 24 24 25 24 26 23
scr15 24 24 24 24 24 24
scr20 21 21 21 21 21 21
ste36a 37 ;0 37 37 38 ;0
ste36b 37 37 37 37 37 ;0
ste36c ;0 41 41 41 ;0 ;0
cre-a 27 28 27 27 27 27
cre-b 43 43 44 42 43 43
cre-c 27 26 26 26 26 26
cre-d 42 43 42 41 42 43
ex05 39 39 39 39 40 65
ex09 45 44 45 46 45 51
Continuação na próxima página
; O problema não foi resolvido.
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Tabela 9 – Comparação número total de iterações do MPI
Abordagens
Problemas FCC FCC1 FCC2 FCCp1 FCCp2 FCC𝛽
ken11 23 22 22 22 22 23
ken13 29 29 30 30 28 29
ken18 41 37 37 37 41 38
osa-14 ;0 ;0 18 ;0 19 ;0
osa-30 ;0 ;0 21 ;0 ;0 ;0
osa-60 ;0 ;0 23 ;0 28 ;0
pds-06 39 39 39 39 39 38
pds-10 47 47 46 47 46 47
pds-20 60 60 60 61 61 59
pds-30 73 73 74 75 73 72
pds-40 78 78 80 78 80 77
pds-50 79 80 80 79 79 79
pds-60 84 84 81 84 80 84
pds-70 85 85 84 84 85 84
pds-80 83 83 82 82 82 79
pds-90 81 81 80 82 79 80
pds-100 85 86 85 85 86 85
aircraft ;0 13 14 13 ;0 ;0
bas1lp 17 16 15 14 14 31
dbic1 58 58 58 58 58 57
dbir2 32 32 32 32 32 ;0
nsct1 30 30 29 30 30 ;0
nsct2 37 37 37 37 37 ;0
ps 23 23 23 ;0 23 23
seymour 24 24 21 24 21 37
rail507 ;0 32 32 32 32 34
rail516 30 29 29 29 29 29
rail1582 39 39 39 39 39 41
; O problema não foi resolvido.
Observa-se Tabela 9 que: a abordagem FCC2 consegue resolver os 56 problemas testes;
a FCCp2 e FCC1 resolvem 91% e 83% destes problemas, respectivamente. Além disso, as
abordagens FCC e FCCp1 conseguiram resolver 80%; e, finalmente, a abordagem FCC𝛽 só
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consegue resolver 75% problemas apesar que essa abordagem evita reinícios.
Além disso, na Figura 12, observa-se que as novas propostas mesmo fazendo reinícios tiveram
um bom desempenho comparado com o precondicionador FCC quando o número total de
iterações é avaliado.
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Figura 12 – Perfil de desempenho para iterações do MPI em uma escala de logaritmo na base 2.
Figura 12 – Fonte: Elaborada pelo autor.
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O número total de iterações do MGCP necessários para resolver os problemas é apresentado
na Tabela 10, isto é, está sendo comparado o número toral de iterações do MGCP realizadas
pelas abordagens FCC, FCC1, FCC2, FCCp1, FCCp2 e FCC𝛽.
Tabela 10 – Comparação do número total de iterações do MGCP.
Abordagens
Problemas FCC FCC1 FCC2 FCCp1 FCCp2 FCC𝛽
BL 25525 ; 45651 29465 43565 75527
BL2 ; ; 47771 ; 42724 66960
maros-r7 11260 12931 14538 31978 ; ;
NL 37090 41382 65179 44417 75056 115059
stocfor3 70676 58340 85085 53959 73394 93922
els19 26763 29899 28181 27098 38274 59394
chr22b 25953 26235 38433 31098 36902 60691
chr25a 36473 45648 54796 38048 49731 75646
nug05-3rd ; 4864 4588 ; 5081 7898
nug06-3rd ; ; 22000 ; 22636 ;
nug07-3rd ; ; 43818 ; 45864 ;
nug08-3rd ; ; 108225 ; 116975 ;
nug12 24374 23933 40470 28414 45901 35114
nug12m 24374 23933 40470 28414 45901 35114
nug15 90314 92224 121437 ; 133749 131298
nug15m 90314 92224 121437 ; 133749 131298
rou20 51767 54571 129664 60648 131685 104923
scr15 16061 16014 35441 16586 36428 25281
scr20 69306 37967 50622 42619 43842 66700
ste36a 298506 ; 379554 287900 440473 ;
ste36b 366029 321678 366842 371606 400405 ;
ste36c ; 337182 337815 380141 ; ;
cre-a 13176 14988 21822 12844 16611 17219
cre-b 50104 57932 26007 47462 25645 67875
cre-c 11911 9623 15948 9874 15125 14349
cre-d 38386 53062 31436 33966 27245 53279
ex05 12051 11771 11738 13560 14652 42662
Continuação na próxima página
; O problema não foi resolvido.
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Tabela 10 – Comparação do número total de iterações do MGCP
Abordagens
Problemas FCC FCC1 FCC2 FCCp1 FCCp2 FCC𝛽
ex09 50159 55904 68272 70152 74682 97825
ken11 15806 25306 15270 32574 15031 26294
ken13 56623 52277 60992 78627 48701 95976
ken18 149403 151375 168792 229879 131727 218219
osa-14 ; ; 181 ; 307 ;
osa-30 ; ; 162 ; ; ;
osa-60 ; ; 161 ; 275 ;
pds-06 7179 8118 9224 27313 8495 56998
pds-10 7044 7731 10916 30154 11627 104183
pds-20 57142 68365 72740 97258 75347 236644
pds-30 31813 37338 39894 140000 71950 344375
pds-40 42586 53698 56913 171072 113310 494711
pds-50 74519 109175 82769 251413 211101 664708
pds-60 78522 101430 97985 234801 182917 798295
pds-70 74257 111220 89506 264500 164919 817873
pds-80 80761 115271 97835 267573 183951 915323
pds-90 94874 136213 103215 396558 285917 1112619
pds-100 315738 436177 335076 404825 249948 1378865
aircraft ; 12497 10185 12189 ; ;
bas1lp 112291 38979 29485 37255 29025 271001
dbic1 152795 153865 195382 157079 197001 155698
dbir2 100573 105986 120769 108824 135207 ;
nsct1 352883 205763 92040 226576 161502 ;
nsct2 305962 205627 88433 220675 143828 ;
ps 90314 92224 121437 ; 133749 131298
seymour 100553 103696 39795 105126 46933 143766
rail507 ; 4779 4824 5265 4763 7553
rail516 5179 5281 5334 6952 5901 9510
rail1582 6553 6639 6251 8365 6751 12886
; O problema não foi resolvido.
Utilizando o precondicionador FCC𝛽 não existe nenhum problema tal que o número total de
iterações do MGCP seja o menor, veja Figura 13a. A abordagem FCC se destaca em relação
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aos demais abordagens, pois consegui resolver aproximadamente 45% problemas com o menor
número de iterações do MGCP.
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Figura 13 – Perfil de desempenho para número de iterações do MGCP em escala de logaritmo
na base 2.
Figura 13 – Fonte: Elaborada pelo autor.
Capítulo 3. Experimentos Numéricos 70
Os demais precondicionadores FCC2, FCCp2, FCC1 e FCCp1 resolveram aproximadamente
21%, 14%, 12% e 5%dis problemas com o menor número total de iterações do MGCP, isto é
visualizado na Figura 13.
Desta maneia, estes resultados apresentados na Tabela 10 poderiam implicar que tanto as
novas abordagens quanto a abordagem FCC𝛽 não são eficientes comparadas com a abordagem
FCC proposta por Velazco et al. (2010). No entanto, o tempo de processamento na AH
basicamente depende, em cada iteração do MPI, do número total de iterações do MGCP, do
número total de reinícios e o cálculo da base do PS. Nos problemas rou20 e seymour é possível
observar esta afirmação, pois para resolver o problema rou20 utilizando as abordagens FCC e
FCC𝛽, tem-se 51767 e 104623 do total de iterações do MGCP, respectivamente, e o tempo total
de processamento utilizando a FCC e FCC𝛽 é 759, 22 e 710, 74 segundos, respectivamente. Na
Tabela 10, observa-se que foram necessários 100553 e 143766 iterações do MGCP para resolver o
problema seymour utilizando as abordagens FCC e FCC𝛽, respectivamente, e a FCC𝛽 reduziu
72% do tempo.
Na Tabela 11 está sendo comparado o número toral de reinícios realizadas pelas abordagens
FCC, FCC1, FCC2, FCCp1, FCCp2.
Tabela 11 – Comparação do número total de reinícios em cada iteração do MPI.
Abordagens
Problemas FCC FCC1 FCC2 FCCp1 FCCp2
BL 261 ; 19 33 4
BL2 ; ; 21 ; 4
maros-r7 103 31 27 10 ;
NL 294 88 13 32 6
stocfor3 261 92 22 17 3
els19 78 51 95 9 33
chr22b 79 37 77 7 18
chr25a 71 36 88 6 19
nug05-3rd ; 11 25 ; ;
nug06-3rd ; ; 37 ; 10
nug07-3rd ; ; 40 ; 9
nug08-3rd ; ; 47 ; 12
continuação na próxima página
; O problema não foi resolvido.
*
Em uma iteração do MPI o número total de reinícios foi maior
que 15.
**
Em mais de uma iteração do MPI o número total de reinícios
foi maior que 15.
Capítulo 3. Experimentos Numéricos 71
Tabela 11 – Comparação do número total de reinícios
Abordagens
Problemas FCC FCC1 FCC2 FCCp1 FCCp2
nug12 39 13 28 4 9
nug12m 39 13 28 4 9
nug15 51 26 36 ; 13
nug15m 51 26 36 ; 13
rou20 81 43 102 11 32
scr15 62 30 89 6 23
scr20 74 35 122 9 25
ste36a *92 ; 250 12 67
ste36b *120 81 230 18 53
ste36c ; 59 *211 13 ;
cre-a 192 74 62 11 5
cre-b 277 116 132 16 12
cre-c 195 *147 34 10 5
cre-d 262 **147 133 6 16
ex05 223 79 73 14 8
ex09 319 115 89 10 16
ken11 124 45 9 18 6
ken13 126 44 21 19 12
ken18 182 58 67 27 26
osa-14 ; ; 1 ; 5
osa-30 ; ; 1 ; ;
osa-60 ; ; 2 ; 11
pds-06 216 58 0 30 0
pds-10 256 75 2 36 2
pds-20 322 120 13 36 9
pds-30 421 154 68 59 37
pds-40 436 148 77 60 44
pds-50 448 175 108 57 48
pds-60 479 190 101 60 49
pds-70 487 183 91 61 47
continuação na próxima página
; O problema não foi resolvido.
*
Em uma iteração do MPI o número total de reinícios foi maior
que 15.
**
Em mais de uma iteração do MPI o número total de reinícios
foi maior que 15.
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Tabela 11 – Comparação do número total de reinícios
Abordagens
Problemas FCC FCC1 FCC2 FCCp1 FCCp2
pds-80 508 192 102 63 56
pds-90 511 194 121 68 55
pds-100 540 204 95 68 56
aircraft ** ; 35 124 17 ;
bas1lp **240 144 160 48 55
dbic1 88 39 35 8 9
dbir2 149 72 39 26 16
nsct1 **412 251 **264 68 42
nsct2 **519 337 321 84 71
ps 51 26 36 ; 13
seymour 156 55 79 17 19
rail507 ; 34 42 9 5
rail516 113 50 29 11 11
rail1582 118 25 42 7 10
; O problema não foi resolvido.
*
Em uma iteração do MPI o número total de reinícios foi maior
que 15.
**
Em mais de uma iteração do MPI o número total de reinícios
foi maior que 15.
As abordagens FCC1 e FCCp1 conseguem resolver um número de problemas respectivamente
maior e igual que a abordagem FCC. Isto é consequência do cálculo do novo parâmetro de correção
de falhas na diagonal como uma aproximação da solução do problema (P𝛼). A abordagem FCC1
resolve mais problemas porque a função 𝑓𝑗 se aproxima da função 𝐹𝑗 tanto para valores próximos
de zero como para valores que tendem ao infinito, como apresentado naconstri Seção 2.1.1. O
incremento na diagonal principal na abordagem FCCp1 serviu para reduzir mais o número de
reinícios comparado com as abordagens FCC e FCC1, porém isto não implicou em uma maior
quantidade de problemas resolvidos, como apresentado na Tabela 11
A modificação do parâmetro de preenchimento permitiu evitar reinícios pelo menos no
problema pds-06. Observa-se que as abordagens FCC2 e FCCp2 conseguiram resolver este
problema sem fazer reinícios no cálculo do precondicionador FCC, por isso para elaborar o perfil
de desempenho apresentado na Figura 14 foi considerado o valor 0, 1 em vez de zero.
Na Figura 14a, observa-se que não existe nenhum problema no qual o número de reinícios
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seja menor utilizando a abordagem FCC. No caso das novas abordagens, o número de total de
reinícios foi menor em aproximadamente 45%, 30%, 11% e 2% dos problemas quando é utilizado
o precondicionador FCCp2, FCCp1, FCC2 e FCC1, respectivamente.
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Figura 14 – Perfil de desempenho para número total de reinícios em escala de logaritmo na base
2.
Figura 14 – Fonte: Elaborada pelo autor.
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Assim, a abordagem FCCp2 se destaca em relação as demais, veja Tabela 11. No caso
da abordagem FCC para resolver o problema pds-06 foram necessários 256 reinícios, como
consequência disto o desempenho desta última abordagem está dentro de um fator próximo de
211, podendo ser ainda maior, do melhor desempenho obtido entre todas as abordagens, veja
Figura 14b.
A seguir, é discutido o desempenho do novo parâmetro de correção de falhas na diagonal
ainda para verificar a eficiência das novas abordagens comparadas com a proposta FCC. Na
Tabela 12, observa-se que não existe nenhum problema no qual o número de reinícios seja menor
utilizando a abordagem FCC.
Tabela 12 – Valores extremos do perfil de desempenho para o número de reinícios
Abordagem 𝜏 = 0 𝜏 → 𝑟𝑀
FCC 0, 00 0, 80
FCC1 0, 02 0, 83
FCC2 0, 09 1, 00
FCCp1 0, 36 0, 80
FCCp2 0, 59 0, 91
Na Tabela 13 é apresentada a comparação do tempo de processamento em segundos das
propostas FCC, FCC1, FCC2, FCCp1, FCCp2 e FCC𝛽.
Tabela 13 – Tempo total de processamento medido em segundos.
Abordagens
Problemas FCC FCC1 FCC2 FCCp1 FCCp2 FCC𝛽
BL 18, 25 ; 18, 59 21, 19 19, 58 42, 02
BL2 ; ; 18, 79 ; 19, 97 39, 95
maros-r7 9, 55 10, 76 11, 44 40, 38 ; ;
NL 33, 41 37, 06 39, 41 42, 49 46, 63 82, 26
stocfor3 90, 29 77, 78 68, 32 81, 69 65, 06 90, 71
els19 43, 08 46, 09 42, 79 49, 17 57, 79 49, 41
chr22b 18, 48 17, 52 30, 24 26, 27 31, 85 18, 82
chr25a 40, 48 51, 92 73, 82 37, 31 70, 11 40, 47
nug05-3rd ; 0, 64 0, 34 ; ; 0, 81
continuação na próxima página
; O problema não foi resolvido.
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Tabela 13 – Tempo total de processamento medido em segundos.
Abordagens
Problemas FCC FCC1 FCC2 FCCp1 FCCp2 FCC𝛽
nug06-3rd ; ; 5, 92 ; 6, 43 ;
nug07-3rd ; ; 32, 29 ; 40, 46 ;
nug08-3rd ; ; 208, 34 ; 253, 63 ;
nug12 65, 59 64, 74 71, 61 106, 12 80, 86 98, 16
nug12m 65, 61 64, 08 71, 73 106, 51 76, 76 97, 11
nug15 1277, 91 1362, 29 1124, 39 ; 1137, 51 1673, 31
nug15m 1128, 96 1212, 49 969, 61 ; 1153, 92 1635, 56
rou20 759, 22 844, 31 732, 38 896, 55 846, 68 710, 74
scr15 7, 65 7, 59 12, 66 8, 99 15, 17 6, 89
scr20 59, 47 64, 49 62, 94 73, 78 70, 31 61, 18
ste36a 9611, 47 ; 7721, 29 15094, 32 9730, 17 ;
ste36b 10619, 21 10519, 06 8751, 76 15477, 93 10800, 47 ;
ste36c ; 10574, 49 9186, 63 13590, 61 ; ;
cre-a 6, 84 6, 08 4, 59 5, 19 4, 32 4, 97
cre-b 42, 19 48, 48 34, 82 55, 15 36, 13 57, 64
cre-c 5, 17 3, 26 2, 83 3, 27 3, 02 3, 19
cre-d 27, 93 33, 41 26, 59 31, 01 28, 03 35, 93
ex05 5, 47 4, 84 4, 85 5, 61 5, 99 13, 54
ex09 48, 31 41, 68 45, 71 52, 19 57, 01 66, 09
ken11 10, 54 15, 35 8, 03 22, 81 9, 71 16, 97
ken13 94, 61 90, 16 70, 93 161, 85 78, 81 166, 04
ken18 1033, 57 964, 68 920, 43 1861, 01 876, 64 1258, 15
osa-14 ; ; 1, 16 ; 1, 66 ;
osa-30 ; ; 3, 26 ; 4, 86 ;
osa-60 ; ; 13, 91 ; 18, 71 ;
pds-06 8, 24 8, 23 6, 86 25, 61 7, 92 43, 06
pds-10 18, 09 17, 16 15, 84 54, 09 19, 32 188, 18
pds-20 209, 37 284, 43 250, 08 450, 49 319, 71 1060, 86
pds-30 219, 78 236, 98 198, 75 849, 18 397, 91 2282, 36
pds-40 391, 52 484, 19 428, 75 1510, 23 802, 06 4836, 63
pds-50 799, 71 1083, 79 697, 72 3225, 32 2252, 03 9696, 87
continuação na próxima página
; O problema não foi resolvido.
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Tabela 13 – Tempo total de processamento medido em segundos.
Abordagens
Problemas FCC FCC1 FCC2 FCCp1 FCCp2 FCC𝛽
pds-60 1070, 22 1293, 88 1048, 34 3455, 15 2492, 85 14028, 99
pds-70 1218, 27 1647, 32 1133, 89 4550, 49 2945, 61 15508, 28
pds-80 1485, 46 1979, 66 1403, 96 5264, 74 3658, 41 19186, 32
pds-90 1876, 86 2482, 44 1621, 06 6589, 02 6074, 57 21547, 17
pds-100 2637, 47 3170, 21 2123, 19 9349, 36 5897, 98 32029, 55
aircraft ; 4, 94 235, 66 3, 95 ; ;
bas1lp 378, 96 149, 42 142, 64 118, 81 149, 04 822, 68
dbic1 1622, 55 1338, 87 1420, 76 1070, 41 1361, 94 1135, 06
dbir2 670, 94 707, 84 688, 76 643, 54 785, 58 ;
nsct1 1744, 29 1587, 48 2122, 44 1571, 62 3270, 17 ;
nsct2 2213, 21 1761, 69 2500, 69 1710, 81 3003, 05 ;
ps 1286, 42 1351, 29 1120, 74 ; 1112, 72 1622, 99
seymour 208, 81 211, 15 157, 72 190, 56 168, 75 58, 26
rail507 ; 13, 22 15, 09 16, 54 15, 84 20, 41
rail516 10, 16 9, 87 11, 87 11, 21 11, 47 15, 46
rail1582 18, 28 16, 75 18, 53 19, 28 18, 43 29, 05
; O problema não foi resolvido.
No problema aircraft , o tempo de processamento da abordagem FCC2 foi um fator próximo
de 26 do melhor desempenho da FCC1. Acontece que em todas as iterações do MPI para resolver
este problema as abordagens FCC1 e FCC2, respectivamente, constrói e não constrói uma matriz
diagonal. Assim, no problema aircraft o número de reinícios é incrementado utilizando a
FCC2, veja Tabela 11, e, por conseguinte, o tempo de processamento também aumenta. Apesar
que o número total de iterações do MGCP neste problema é menor na FCC2 que na abordagem
FCC1, veja Tabela 10
No entanto, observa-se na Figura 15 que a curva do perfil de desempenho da abordagem
FCC2 obteve melhor desempenho que as demais abordagens em 50% dos problemas. Além
disso, esta abordagem consegue resolver todos os problemas, dado que a curva de seu perfil de
desempenho atingiu o valor 1, como pode ser observado para 𝜏 próximo de 6. Assim, pode-se
dizer que esta abordagem foi capaz de resolver cada um dos problemas, dentro de um fator
próximo de 26 do melhor desempenho obtido entre todos as abordagens.
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Figura 15 – Perfil de desempenho para tempo total de processamento em uma escala de logaritmo
na base 2
Figura 15 – Fonte: Elaborada pelo autor.
A abordagem FCC1 resolve mais problemas que a FCCp1. Isto indica que o incremento
obtido da equação (2.1.36) se aproxima mais da solução do problema (P𝛼), que a solução da
equação (2.1.43), veja Seção 2.1.1. A modificação do parâmetro de preenchimento teve influência
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nos resultados numéricos, pois foi possível resolver mais problemas utilizando as abordagens
FCC2 e FCCp2 que as abordagens FCC1 e FCCp1. Assim, a eficiência da Abordagem FCC2 é
consequência tanto no cálculo do parâmetro de correção de falhas na diagonal com ferramentas
geométricas e algébricas como da modificação no parâmetro de preenchimento.
Para facilitar a interpretação do gráfico dos perfis de desempenho, utiliza-se a Tabela 14, a
qual contém: os valores extremos dos perfis de cada abordagem para o total de iterações tanto
no MPI quanto no MGCP, e o tempo de processamento.
Observa-se na Tabela 14 que a abordagem FCC2 se destaca em relação as demais abordagens,
isto acontece porque ela consegue resolver 37 dos problemas testes com o menor de iterações do
MPI. A abordagem FCC se destaca em relação aos demais abordagens, pois consegui resolver 25
problemas com o menor número de iterações do MGCP. Finalmente, tem-se que a abordagem
FCC2 consegui resolver 28 problemas, 50% dos problemas com 𝜏 = 0, com o menor tempo de
processamento.
Tabela 14 – Valores extremos dos perfis de desempenho
𝜏 = 0 𝜏 → 𝑟𝑀
Total de Iterações Total de Iterações Tempo de
MPI MGC processamento
Abordagem
FCC 0, 34 0, 44 0, 13 0, 80
FCC1 0, 41 0, 13 0, 11 0, 83
FCC2 0, 66 0, 23 0, 50 1, 00
FCCp1 0, 52 0, 05 0, 13 0, 80
FCCp2 0, 52 0, 14 0, 17 0, 91
FCC𝛽 0, 41 0, 00 0, 17 0, 75
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4 Conclusões e Perpectivas Futuras
4.1 Conclusões
Para encontrar as direções de busca no Método de Pontos Interiores (MPI) o sistema de
equações normais é resolvido pelo método do Gradiente Conjugado Precondicionado (MGCP),
neste trabalho é utilizada uma Abordagem Hibrida (AH), a qual iterações inicias do MPI
utiliza o precondicionador Fatoração Controlada de Cholesky (FCC). O precondicionador FCC
é suscetível às falhas na diagonal. Quando uma falha ocorre, a diagonal da matriz das equações
normais é aumentada de um valor real e a fatoração é reiniciada, isto implica que o tempo de
processamento pode ser incrementado. Para obter iterações inicias eficientes no MPI foram
propostas modificações no parâmetro de preenchimento e no parâmetro de correção de falhas na
diagonal do precondicionador FCC.
As modificações propostas chamadas FCC1 e FFCp1, FCC2 e FCCp2 reduziram o número
de reinícios da FCC, onde o índice 1 e 2 indicam que o parâmetro de correção de falhas foi
modificado ou ambos os parâmetros foram modificados, respectivamente. Os experimentos
numéricos realizados com problemas de programação linear indicam que:
∙ As novas abordagens, mesmo fazendo reinícios, conseguem resolver mais problemas do
que a FCC𝛽, uma abordagem que evita os reinícios;
∙ As abordagens FCC1 e FCCp1 resolveram 0, 03% mais e a mesma quantidade de problemas
que a abordagem FCC, respectivamente;
∙ As abordagens FCC2 e FCCp1 são robustas comparadas com as propostas FCC1 e FCCp1.
Observe que o número de reinícios realizados com as novas abordagens é menor que para
a abordagem FCC;
∙ Embora são necessários um número menor de iterações do MGCP utilizando a abordagem
FCC, acontece que a FCC2 é mais eficiente e robusta que a proposta FCC.
Assim, os resultados obtidos quando são modificados os parâmetros de preenchimento e de
correção de falhas na diagonal do precondicionador FCC mostram que a abordagem FCC2 é
eficiente no conjunto de problemas testes escolhidos neste trabalho.
Os resultados obtidos são consequência das ferramentas geométrica e algébrica utilizadas
para o cálculo do novo parâmetro de correção de falhas na diagonal. A visão geométrica utilizada
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para interpretar o problema de falhas na diagonal durante a construção do precondicionador
FCC permitiu elaborar o problema (P𝛼), veja Capítulo 2. Por um lado, foram calculadas
numericamente soluções de problemas que se aproximam da solução do problema (P𝛼) em
vez de procurar sequências que tentem reduzir o número de reinícios. Por outro lado, estas
aproximações numéricas afetam os resultados obtidos, portanto, pode-se melhorar o desempenho
das novas abordagens buscando definir novos problemas cuja solução seja mais próxima da
solução do problema (P𝛼).
4.2 Perspectivas futuras
Embora o parâmetro de preenchimento utilizado neste trabalho implica que a abordagem
FCC2 é robusta e eficiente, pode-se melhorar os resultados obtidos por meio de uma base teórica
que permita entender como deve ser o cálculo inicial e atualizado deste parâmetro.
Antes da mudança de fase na AH, o novo parâmetro de preenchimento permitiu trabalhar
com um precondicionador com o mesmo número de elementos não nulos que a matriz das
equações normais. Isto combinado com um parâmetro de correção de falhas na diagonal que se
aproxima da solução do problema (P𝑎) permitiram resolver mais problemas que a abordagem
FCC.
A construção do precondicionador FCC, neste trabalho, é feita por colunas. Para determinar
uma relação direta entre ambos os parâmetros no FCC, pode-se calcular este precondicionador
por linhas. Desta maneira, o incremento necessário para evitar a falha em uma linha usará
exatamente a quantidade de elementos não nulos que o parâmetro de preenchimento estabelece.
Pode-se usar o cálculo do incremento na diagonal principal apresentado neste trabalho para
estabelecer bases teóricas que permitam aprimorar os resultados numéricos que evitem reinícios
no precondicionador FCC.
O precondicionador FCC pode ser aplicado a vários tipos de problemas. Assim, as abordagens
apresentadas aqui podem ser testadas em outros contextos de precondicionamento, como por
exemplo, a resolução numérica de certos tipos de equações diferenciais.
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APÊNDICE A – Precondicionamento
O conteúdo deste apêndice está baseado no livro de Kelley (1999). O precondicionamento
é simplesmente um meio de transformar o sistema linear original em um que tenha a mesma
solução, mas que provavelmente será mais fácil de resolver com um método iterativo. Em geral,
a confiabilidade das técnicas iterativas, ao lidar com várias aplicações, depende muito mais da
qualidade do precondicionador do que dos aceleradores de subespaço particulares de Krylov
usados.
A.1 Técnicas de precondicionamento
Para começar, vale a pena considerar as opções disponíveis para o precondicionamento
de um sistema 𝐴𝑥 = 𝑏. O primeiro passo no precondicionamento é encontrar uma matriz
de precondicionamento 𝑀 , a qual pode ser definida de muitas maneiras diferentes, mas deve
satisfazer alguns requisitos mínimos. Do ponto de vista prático, a maior exigência para 𝑀 é
que seja barato resolver sistemas lineares 𝑀𝑥 = 𝑏. Isto porque os algoritmos precondicionados
exigirão uma solução de sistema linear com a matriz 𝑀 em cada passo. Também 𝑀 deve
estar próxima de 𝐴 em algum sentido deve ser claramente não singular. Este apêndice apenas
considera as formas pelas quais o precondicionador é aplicado para resolver o sistema original e
não o problema de encontrar precondicionadores 𝑀 para uma dada matriz 𝐴.
Precondicionar um sistema linear 𝐴𝑥 = 𝑏 significa transformá-lo em outro sistema linear com
melhor número de condição cuja solução seja facilmente relacionada com 𝑥. O precondicionamento
pode ser aplicado pela esquerda, direita e por ambos os lados.
𝑀𝐴𝑥 =𝑀𝑏 esquerda;
𝐴𝑀𝑢 = 𝑏, 𝑥 =𝑀𝑢 direita;
𝑀𝐸𝐴𝑀𝐷𝑢 =𝑀𝐸𝑏, 𝑥 =𝑀𝐷𝑢 ambos os lados.
(A.1.1)
o terceiro caso acontece quando o precondicionador está disponível na forma
𝑀 =𝑀𝐷𝑀𝐸 , (A.1.2)
onde tipicamente 𝑀𝐸 e 𝑀𝐷 são matrizes triangulares.
A matriz 𝑀 é chamada de precondicionador ou matriz precondicionadora. É imperativo
preservar a simetria quando a matriz original é simétrica, de modo que o precondicionador
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em A.1.2 parece obrigatório neste caso. No entanto, existem outras formas de preservar a
simetria, ou melhor, aproveitar a simetria, mesmo que 𝑀 não esteja disponível em uma forma
como A.1.2. Isto é discutido a seguir para o método de Gradientes Conjugados.
A.2 Método dos gradientes conjugados precondicionado
Considere uma matriz 𝐴 simétrica e definida positiva e suponha que um precondicionador 𝑀
está disponível. O precondicionador 𝑀 é uma matriz que se aproxima de 𝐴 em algum sentido
ainda indefinido. Supõe-se que 𝑀 é simétrica e definida positiva. Logo, pode-se precondicionar
o sistema de três modos mostrados na Secção A.1, em (A.1.1). Note-se que os dois primeiros
sistemas não são mais simétricos, em geral.
O Algoritmo dos Gradientes Conjugados é dado por:
Algoritmo 6: Método gradientes conjugados
Entrada: Matriz 𝐴, vetor 𝑏 e ponto inicial 𝑥0, tolerância 𝜀 = 10−8.
Saída: Solução 𝑥* do sistema 𝐴𝑥 = 𝑏
1 início
2 𝑟0 = 𝑏− 𝐴𝑥0;
3 𝑑0 = 𝑟0;
4 para 𝑘 = 0, 1, . . . até convergir faça
5 𝜆𝑘 =
𝑟𝑇𝑘 𝑟𝑘
𝑑𝑇𝑘𝐴𝑑𝑘
;
6 𝑥𝑘+1 = 𝑥𝑘 + 𝜆𝑘𝑑𝑘;
7 𝑟𝑘+1 = 𝑟𝑘 − 𝜆𝑘𝐴𝑑𝑘;
8 se 𝑟
𝑇
𝑘+1𝑟𝑘+1
‖𝑏‖ < 𝜀 então
9 Saída com 𝑥* = 𝑥𝑘+1;
10 𝛽𝑘 =
𝑟𝑇𝑘+1𝑟𝑘+1
𝑟𝑇𝑘 𝑟𝑘
;
11 𝑑𝑘+1 = 𝑟𝑘+1 + 𝛽𝑘𝑑𝑘;
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O desempenho do algoritmo do Método dos Gradientes Conjugados (MGC) depende do
espectro da matriz 𝐴. Prova-se que o ponto 𝑥𝑘 do Algoritmo 6 satisfaz:
‖𝑥𝑘 − 𝑥*‖𝐴≤ 2‖𝑥0 − 𝑥*‖𝐴
«a
𝜅2(𝐴)− 1a
𝜅2(𝐴) + 1
ff𝑘
, (A.2.1)
onde ‖𝑥‖2𝐴= 𝑥𝑇𝐴𝑥 e 𝜅2 é o número de condição 2 da matriz 𝐴, veja Kelley (1999). O desempenho
do MGC para resolver o sistema 𝐴𝑥 = 𝑏 depende do número de condição 𝜅(𝐴) e para tratar
este problema, resolve-se um sistema alternativo, a saber, um sistema precondicionado:
𝑃𝐴𝑃 𝑇𝑦 = 𝑃𝑏 , (A.2.2)
onde o sistema está precondicionado pela matriz 𝑃 não singular e 𝑃 𝑇𝑦 = 𝑥.
Observe que se ?¯? é solução de (A.2.2) e 𝑥 = 𝑃 𝑇 ?¯? é solução de 𝐴𝑋 = 𝑏, espera-se que
𝜅(𝑃𝐴𝑃 𝑇 ) seja melhor do que 𝜅(𝐴). Logo, se 𝐴 = 𝑃𝐴𝑃 𝑇 , ?¯? = 𝑃−𝑇𝑥 e ?¯? = 𝑃𝑏, deve-se resolver
𝐴?¯? = ?¯?. Utiliza-se o Algoritmo 6 para resolver o sistema anterior e obter o seguinte algoritmo:
Algoritmo 7: Gradientes conjugados precondicionado
Entrada: Matriz 𝐴, vetor 𝑏, um ponto inicial 𝑥0 e tolerância 𝜀
Saída: A solução 𝑥* do sistema 𝐴𝑥 = 𝑏
1 início
2 𝑟0 = 𝑏− 𝐴𝑥0;
3 𝑧0 =𝑀𝑟0;
4 𝑑0 = 𝑟0;
5 para 𝑘 = 0, 1, . . . até convergir faça
6 ?¯?𝑘 =
𝑟𝑇𝑘 𝑟𝑘
𝑑𝑇𝑘𝐴𝑑𝑘
;
7 𝑥𝑘+1 = 𝑥𝑘 + ?¯?𝑘𝑑𝑘;
8 𝑟𝑘+1 = 𝑟𝑘 − ?¯?𝑘𝐴𝑑𝑘;
9 𝑧𝑘+1 =𝑀𝑟𝑘+1; % Aqui é usado o precondicionador 𝑀
10 se 𝑟
𝑇
𝑘+1𝑧𝑘+1
‖𝑏‖ < 𝜀 então
11 Saída com 𝑥* = 𝑥𝑘+1;
12 𝛽𝑘 =
𝑟𝑇𝑘+1𝑧𝑘+1
𝑟𝑇𝑘 𝑧𝑘
;
13 𝑑𝑘+1 = 𝑧𝑘+1 + 𝛽𝑘𝑑𝑘;
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APÊNDICE B – Perfis de Desempenho
B.1 Definições
O conteúdo deste apêndice está baseado no artigo de Dolan e Moré (2002). Para facilitar a
compreensão da técnica, apresenta-se os pontos principais. Para tanto, considere um conjunto 𝒮
de 𝑛𝑠 solucionadores de problemas, aqui serão chamados simplesmente de métodos, e para testar
estes métodos considere que 𝒫 seja um conjunto de 𝑛𝑝 problemas. Logo, para cada problema
𝑝 ∈ 𝒫 e método 𝑠 ∈ 𝒮, considere 𝑡𝑝,𝑠 maior ou igual a 0 como uma estatística correspondente
a solução de um problema teste 𝑝 utilizando-se um método 𝑠. Esta estatística pode ser, por
exemplo, o tempo computacional de resolução do problema ou o número de iterações do método.
O desempenho do método 𝑠 na resolução do problema 𝑝 é comparado com o melhor
desempenho denotado por 𝑡𝑝 obtido por qualquer outro método na resolução deste problema.
Considera-se o quociente de desempenho
𝑟𝑝,𝑠 =
𝑡𝑝.𝑠
min{𝑡𝑝,𝑠 | para cada 𝑠 ∈ 𝒮} .
Se o método 𝑠 falhar na resolução do problema 𝑝 então 𝑟𝑝,𝑠 é definido 𝑟𝑀 como um valor dado
tal que 𝑟𝑀 ≥ 𝑟𝑝,𝑠 para cada 𝑝 ∈ 𝒫 e cada 𝑠 ∈ 𝒮. Em Dolan e Moré (2002) mostraram que a
escolha de 𝑟𝑀 não afeta a avaliação do desempenho dos métodos.
B.2 Perfil de Desempenho
Para obter uma avaliação geral do desempenho do método, define-se o perfil de desempenho
do método, dado por:
𝜌𝑠(𝜏) =
|{𝑝 ∈ 𝒫 : 𝑟𝑝𝑠 ≤ 𝜏}|
𝑛𝑝
, (B.2.1)
onde 𝜏 ≥ 1. Observe que o perfil de desempenho é uma função 𝜌𝑠 : [1, 𝑟𝑀 ] → [0, 1] dada por
𝜏 → 𝜌𝑠, onde 𝜌𝑠 é dada por (B.2.1).
Se 𝜏 = 1 então:
𝜌𝑠(1) =
|{𝑝 ∈ 𝒫 : 𝑡𝑝𝑠 = min{𝑡𝑝𝑠 : 𝑠 ∈ 𝒮}}|
𝑛𝑝
(B.2.2)
Por outro lado, 𝜌𝑠(𝑟𝑀) =
|{𝑝 ∈ 𝒫 : 𝑟𝑝𝑠 ≤ 𝑟𝑀}|
𝑛𝑝
= 𝑛𝑝
𝑛𝑝
= 1. Embora o contradomínio da função
𝜌𝑠(𝜏) seja o intervalo fechado [0, 1], o domínio pode-se ser um intervalo muito grande de [1,∞)
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pois 𝑟𝑝𝑠 pode atingir valores grandes. Logo, para fazer o gráfico da função perfil de desempenho
dada em (B.2.1) usa-se a função log2, pois log(𝑥) ≤ 𝑥 para 𝑥 ≥ 1,:
𝜌𝑠(𝜏) =
|{𝑝 ∈ 𝒫 : log2 p𝑟𝑝𝑠q ≤ 𝜏}|
𝑛𝑝
. (B.2.3)
Para saber a percentagem de problemas que a abordagem 𝑠 foi capaz de resolver dentro de
um determinado fator 𝜏, deve-se olhar 𝜌𝑠(𝜏) no gráfico do perfil de desempenho.
89
APÊNDICE C – Notações assintóticas
Apresenta-se noções básicas de expressões assintóticas baseadas em Olver (1997).
C.1 𝒪-grande e 𝒪-pequeno
Definição C.1.1. Suponha que 𝑓 e 𝑔 sejam funções reais:
1. Se 𝑥0 é finito, a expressão
𝑓 = 𝒪(𝑔) quando 𝑥 −→ 𝑥0
quer dizer que existem constantes 𝑘 e 𝑥1 (independentes de 𝑥) tais que
|𝑓(𝑥)|≤ 𝑘|𝑔(𝑥)| para |𝑥− 𝑥0|𝑥1 .
Se 𝑥0 é infinito, a expressão (1)quer dizer que existem constantes 𝑘 e 𝑀 tais que
|𝑓(𝑥)|≤ 𝑘|𝑔(𝑥)| |𝑥|> 𝑀 . (C.1.1)
Neste caso, diz-se que "𝑓 é O grande de 𝑔 quando 𝑥 se aproxima de 𝑥0", ou que "𝑓 e 𝑔 são
do mesmo ordem quando 𝑥 se aproxima de 𝑥0".
2. Se 𝑥0 é finito, a expressão
𝑓 = 𝒪(𝑔) quando 𝑥 −→ 𝑥0
quer dizer que para qualquer 𝑘 existe um 𝑥1 (independentes de 𝑥):
|𝑓(𝑥)|≤ 𝑘|𝑔(𝑥)| para |𝑥− 𝑥0|𝑥1 .
Se 𝑥0 é infinito, a expressão (2) quer dizer que para qualquer 𝑘 existe 𝑀 (independente
de 𝑥) tal que
|𝑓(𝑥)|≤ 𝑘|𝑔(𝑥)| |𝑥|> 𝑀 . (C.1.2)
Neste caso, diz-se que "𝑓 é o pequena de 𝑔 quando 𝑥 se aproxima de 𝑥0", ou que "𝑓 e 𝑔
são do mesmo ordem quando 𝑥 se aproxima de 𝑥0".
Os símbolos de ordem 𝒪 e 𝒪 também são chamados de símbolos de Bachmann-Landau e
podem ser definidos da seguinte maneira: Suponha que 𝑔(𝑥) ̸= 0 para |𝑥− 𝑥0|< 𝑥𝑟 para algum
𝑥𝑟 > 0 e considere o limite:
lim
𝑥−→𝑥0
𝑓(𝑥)
𝑔(𝑥) . (C.1.3)
Logo, estabelece-se a relação que existe entre estas duas definições de símbolos de ordem.
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Teorema C.1. Com as hipóteses anteriores:
1. Se o limite (C.1.3) existe e é diferente de 0, então 𝑓 = 𝒪(𝑔) quando 𝑥 −→ 𝑥0;
2. Se o limite (C.1.3) existe e é igual a 0, então 𝑓 = 𝒪(𝑔) quando 𝑥 −→ 𝑥0.
