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Abstract
The uniform symmetrizability for square matrices depending on a parameter is naturally
related to the wellposedness of the Cauchy Problem for hyperbolic systems. In particular, if
A(t) is a matrix function analytic in t , it is known that the Problem
ut = A(t)ux + B(t, x)u, u(0, x) = u0(x),
is well-posed as soon as {A(t)} is US. In view of this or similar results, it is natural to look
for necessary and/or sufficient conditions for the uniform symmetrizability of a family of
matrices. In this paper, we give an explicit characterization of the US matrices of order 3.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In 1959, Kasahara and Yamaguti [3] proved that the Cauchy Problem for a hyper-
bolic system with constant coefficients of the form
ut =
n∑
j=1
Ajuxj + Bu
∗ Corresponding author.
E-mail addresses: mencheri@mail.dm.unipi.it (L. Mencherini), spagnolo@dm.unipi.it (S. Spagnolo).
0024-3795/$ - see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2003.11.032
26 L. Mencherini, S. Spagnolo / Linear Algebra and its Applications 382 (2004) 25–38
is well-posed in C∞ (without loss of derivatives) for any B, if and only if the fam-
ily of matrices
∑
j Aj ξj is uniformly symmetrizable for ξ1, . . . , ξn running in the
real line R. Recently, also systems with variable coefficients have been considered,
and some results have been obtained which relate the (possible) wellposedness of a
system with the uniformly symmetrizability of its principal symbol (see [1,2,5]).
We recall that a family {A(t)} of (complex valued) square matrices, depending
on a parameter t ∈T, is uniformly symmetrizable (US) if there exists a family of
non-singular matrices {P(t)} such that
‖P(t)‖ + ‖P(t)−1‖  M, P (t)A(t)P (t)−1 is Hermitian, (1)
where, for a given matrix T , we put
‖T ‖ = sup{|T v| : |v| = 1}.
The second condition in (1) can be replaced by the following:
A(t) = P(t)−1(t)P (t), (t) = diag {λ1(t), . . . , λm(t)}, λj ∈ R. (2)
The λj (t)’s are the eigenvalues of A(t), repeated according to their algebraic multi-
plicities; thus, in particular, we see that for each t , A(t) is a hyperbolic matrix, i.e.,
it has only real eigenvalues.
An equivalent way to express that {A(t)} is US is that there exists a family {Q(t)}
of Hermitian matrices for which
Q(t)A(t) = A∗(t)Q(t), C1|v|2  (Q(t)v, v)  C2|v|2 (Ci > 0). (3)
Indeed: if P fulfills (1), then Q = P ∗P satisfies (3), and, if Q = Q∗ satisfies (3), its
positive square root P fulfills (1).
In 1959, Kreiss [4] (see also [6]) gave the following meaningful characterization
of the uniform symmetrizability:
{A(t)} is US ⇐⇒ ‖(A(t)− zI)−1‖  Cm z for m z > 0.
The purpose of this paper is to prove a more intrinsic characterization, at least for
matrices of order 2 or 3.
The case of 2 × 2 matrices is quite simple. In facts, a family of matrices
A(t) =
[
d1(t) a(t)
b(t) d2(t)
]
, a(t), b(t), dj (t) ∈ C,
which satisfies the (hyperbolicity) assumption
τ(t) ≡ d1 + d2
2
∈ R, (t) ≡ 4ab + (d1 − d2)2  0,
results to be US if and only if one of the following equivalent conditions holds:
either |a(t)| + |b(t)|  C√(t),
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or ‖A(t)− τ(t)I‖  C√(t),
or ‖A(t)− A∗(t)‖  C√(t).
This result can be easily proved in a direct way. Here (Proposition 1, Section 6),
it will be derived from the characterization of the uniform symmetrizability for a
family of 3 × 3 matrices such as
A(t) =

a11(t) a12(t) a13(t)a21(t) a22(t) a23(t)
a31(t) a32(t) a33(t)

 , aij (t) ∈ C. (4)
For such a matrix, we define the characteristic numbers
τ(t) ≡ τA(t) = 13 trA(t), h(t) ≡ hA(t) = detA(t), (5)
k(t) ≡ kA(t) = −
∑
1i<j3
[aii(t)ajj (t)− aij (t)aji(t)], (6)
h0(t) = det[A(t)− τ(t)I ], k0(t) ≡ kA−τI (t) = k(t)+ 3τ 2(t), (7)
and
(t) = 4k30(t)− 27h20(t). (8)
The matrix A(t) is hyperbolic if and only if
τ(t), k(t), h(t) ∈ R, and (t)  0, (9)
which implies, in particular, k0(t)  0. Hence in such a case we can define
θ(t) = τ(t)− sgn h0(t) ·
√
k0(t)
3
(with sgn(0) = 1). (10)
Then, denoting by T co the cofactor matrix of a matrix T , we prove:
Theorem 1. A family {A(t)} of type (4), satisfying the hyperbolicity assumptions
(9), is US if and only if both the following conditions are fulfilled:
‖A(t)− τ(t)I‖  C√k0(t), (11)
‖A(t)− τ(t)I‖ · ‖(A(t)− θ(t)I )co‖  C√(t). (12)
Remark. The converse of (11), i.e., √k0(t)  C‖A(t)− τ(t)I‖, is always true;
indeed, k0(t) is a sum of products a0,pq · a0,rs , where a0,ij are the entries of A0(t) =
A(t)− τ(t)I , hence |a0,ij |  C‖A0‖. Consequently, in Theorem 1 condition (12)
can be replaced by√
k0(t)‖(A(t)− θ(t)I )co‖  C
√
(t).
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Combining Theorem 1 with the result of [2], we get:
Corollary 1. Let A(t) be a 3 × 3 hyperbolic matrix satisfying (11)–(12), whose
entries are analytic functions on the real interval [0, T ]. Then, for every matrix
B(t, x) with entries in C([0, T ],C∞(R)), the Cauchy Problem
ut = A(t)ux + B(t, x)u, u(0, x) = u0(x) ∈ [C∞(R)]3,
admits a unique solution u ∈ [C1([0, T ],C∞(R))]3.
Indeed, Theorem 1.1 of [2] states that, if A(t) has analytic entries and admits an
uniform symmetrizer P(t) in the sense of (1), then it admits also another (possibly
different) uniform symmetrizer P˜ (t) which is smooth in t . This enables us to differ-
entiate the energy E(t) = ‖P˜ (t)u‖2
L2
, and hence to get an a priori estimate which
ensures the wished conclusion, by a standard technique.
2. Preliminary remarks
Remark 1 (Characteristic polynomial). We have (see (5) and (6))
τ = trA
3
= 1
3
3∑
j=1
λj , k = −
∑
1i<j3
λiλj , h = detA =
3∏
j=1
λj ,
where λ1(t), λ2(t), λ3(t) are the eigenvalues of the matrix A(t) in (4). Hence the
characteristic polynomial is
pA(t, z) = det(A(t)− zI) = −z3 + 3τ(t)z2 + k(t)z+ h(t). (13)
For the traceless matrix A0(t) = A(t)− τ(t)I, we have
pA0(t, z) = −z3 + k0(t)z+ h0(t),
with
k0(t) = k + 3τ 2 = 12
∑
j
(λj − τ)2 = 16
∑
i<j
(λi − λj )2,
h0(t) = detA0 =
∏
j
(λj − τ).
The discriminant of A(t), and of A0(t), is
(t) = 4k30 − 27h20 =
∏
i<j
(λi − λj )2.
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Note that the hyperbolicity of A(t), which is equivalent to (9), implies
k0(t)  0.
Remark 2 (Cofactor matrix). The cofactor matrix B = Aco satisfies
BA = AB = hI (h = detA).
Consequently, the characteristic polynomial of B satisfies the equality
h · pB(z) = det[A(B − zI)] = −z3pA(h/z) ∀z /= 0.
Therefore, by (13), we easily find that
pB(z) = −z3 − kz2 − 3hτz+ h2 ∀z ∈ C, (14)
hence, the (possibly repeated) eigenvalues of B are
λ1λ2, λ2λ3, λ3λ1.
Remark 3 (Properties of θ). We list some properties of the quantity θ(t) (see (10))
which will be crucial in the proof of Theorem 1. First of all, we have
tr[(A(t)− θ(t)I )co] = 0,
indeed, by (14) and (10), we compute
tr[(A− θI)co] =−k(A−θI) = −(k + 6τθ − 3θ2)
= 3(θ − τ)2 − (3τ 2 + k) = 0.
Moreover, from the definition (10) we easily derive (for fixed t),
if λ1  λ2  τ  λ3, then θ ∈ [λ1, λ2],
if λ1  τ  λ2  λ3, then θ ∈ [λ2, λ3]. (15)
In particular, if one of the eigenvalues, say λi , is double, then we have θ = λi .
Finally, we prove:
Lemma 1. Assume τ(t) ≡ 0. Then, for all (i, j, l) with i /= j, j /= l, l /= i, we have
the equality
(λi(t)− θ(t)) · (λi(t)+ θ(t)) = 13 (λi(t)− λj (t)) · (λi(t)− λl(t)). (16)
Moreover
|λi(t)+ θ(t)| ∼
√
k(t), (17)
√
k(t)|λi(t)− θ(t)| ∼ |λi(t)− λj (t)| · |λi(t)− λl(t)|, (18)
where
ϕ(t) ∼ ψ(t) :⇐⇒ C1ψ(t)  ϕ(t)  C2ψ(t) (Cj > 0). (19)
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Proof. For τ = 0, (13) becomes
pA(t, z) ≡ −z3 + k(t)z+ h(t) =
3∏
i=1
(λi − z), (20)
and, differentiating in z, we get
−3z2 + k(t) = −
∑
j<l
(λj (t)− z)(λl(t)− z).
Now, by (10) and (6) (with τ = 0) it follows
3θ2(t) = k(t) = 1
2
∑
λ2j (t), (21)
hence, taking z = λi(t), we find
−3(λ2i − θ2) = −(λj (t)− z)(λl(t)− z),
i.e. (16).
To prove (17), we firstly observe that, by (21), we have∑
(λj + θ)2 =
∑
λ2j + 3θ2 = 3k,
hence in particular:
|λj + θ | 
√
3k. (22)
On the other hand, by (20) and (22) we get
|pA(t,−θ)| =
3∏
j=1
|λj + θ |  3k|λi + θ |, i = 1, 2, 3, (23)
whereas, taking into account that, by definition (10), θ · h  0, we have
|pA(t,−θ)| = |2θ3 − h| = 2|θ |3 + |h|  2|θ |3 = 2
(
k
3
)3/2
. (24)
In conclusion, the estimates (22), (23) and (24) give (17).
Finally, (18) is a direct consequence of (16) and (17). 
Remark 4 (Constant matrix). Assume that A(t) ≡ A is independent on the param-
eter t . Condition (11) says that, if λ1 = λ2 = λ3 = τ is a triple eigenvalue of A,
then A− τI = 0. On the other hand, condition (12) implies that, if A has a double
eigenvalue (necessarily equal to θ , see (15)), then A− θI has rank 1. Clearly, this
is equivalent to say that A is symmetrizable.
Remark 5 (Reduction to trace zero). To each matrix A(t) we associate the traceless
matrix A0(t) = A(t)− τI . Clearly, {A(t)} is US if and only if {A0(t)} is US; more-
over, both the conditions (11) and (12) are expressed in term of the matrix A0(t) and
L. Mencherini, S. Spagnolo / Linear Algebra and its Applications 382 (2004) 25–38 31
its characteristic coefficients k0(t), h0(t). Hence we can assume, without restriction,
that
trA(t) =
∑
λj (t) = 0 ∀t,
replacing (11) and (12) respectively by the conditions
‖A(t)‖  C√k(t), (25)
‖A(t)‖ · ‖(A(t)− θ(t)I )co‖  C√(t). (26)
We observe, that in such a special case, we have
θ(t) = −sgnh(t) ·
√
k(t)
3
,
k(t) = 1
2
∑
i<j
λ2j =
1
6
∑
i<j
(λi − λj )2, h(t) = detA(t) =
∏
j
λj , (27)
(t) = 4k3 − 27h2 =
∏
i<j
(λi − λj )2.
3. Proof of Theorem 1: the necessity
We prove that each US matrix {A(t)}, with trace zero, fulfills (25) and (26). Let
{P(t)} be a symmetrizer satisfying (1), such that
A(t) = P(t)−1(t)P (t), (t) =

λ1(t) 0 00 λ2(t) 0
0 0 λ3(t)

 . (28)
Then, we have also
(A− θI)co = [P−1(− θI)P ]co = P−1(− θI)coP. (29)
From (28) and (29), we find (where M is the constant in (1)):
‖A(t)‖  M2 max
j
{|λj (t)|}, (30)
‖(A(t)− θ(t)I )co‖  M2 max
i<j
{|λi(t)− θ(t)| · |λj (t)− θ(t)|}. (31)
By (27), we have |λj (t)|  √2k(t), hence (30) gives (25).
In order to prove (26), we use the identity
|(λi − θ)(λj − θ)(λi + θ)(λj + θ)| = 19 |λi − λj |
√
, i /= j,
which follows directly from (16). Thus, recalling (18), and observing that
|λi − λj |  |λi | + |λj |  2
√
2k, we find√
k(t)|λi(t)− θ(t)| · |λj (t)− θ(t)|  C
√
(t), i /= j.
Hence, the wished estimate (26) follows by (25) and (31). 
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4. Proof of Theorem 1: the sufficiency
We prove that each family {A(t)}t∈T of hyperbolic, traceless matrices, satisfy-
ing the conditions (25)–(26), admits a uniform symmetrizer {P(t)}. To this end, we
partition the set of parameters as
T =T1 ∪T2 ∪T3,
where
T1 = {t ∈T : (t) /= 0},
T2 = {t ∈T : (t) = 0, k(t) /= 0},
T3 = {t ∈T : (t) = k(t) = 0}.
Thus, A(t) has 3 distinct eigenvalues for t ∈T1, 2 distinct eigenvalues (one dou-
ble and one simple) for t ∈T2, and a triple eigenvalue for t ∈T3.
We shall construct a symmetrizer {P(t)} separately on each of these sets.
• t ∈T3: In this case the construction is trivial; indeed, (25) implies that A(t) = 0
when k(t) = 0, hence we can take P(t) ≡ I .
• t ∈T2: Here A(t) /= 0, hence we can define the normalized matrix
A˜(t) = A(t)‖A(t)‖ .
By our main assumption (25), we have
kA˜(t) =
k(t)
‖A(t)‖2  C
−1 > 0.
Moreover, if {P(t)} is a symmetrizer for {A˜(t)}, it is also a symmetrizer for {A(t)};
hence we can replace {A(t)} by {A˜(t)}, assuming, without loss of generality, that,
for all t , we have
‖A(t)‖ = 1, k(t)  C−1 > 0, (t) = 0.
Consequently, the eigenvalues of A(t) satisfy
λ1(t) /= 0, λ2(t) = λ3(t) = −λ1(t)/2,
and, noting that 3λ1(t)2 = 2∑ λj (t)2 = 4k(t)  4C−1, we have
|λ1(t)− λ2(t)|  δ > 0.
To construct a symmetrizer {P(t)}, we resort to the spectral projectors
Pj (t) = 12i
∫
j (t)
(ζ I − A(t))−1 dζ, j = 1, 2, (32)
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where j (t) = {ζ ∈ C : |ζ − λj (t)| = δ/2}. In our assumptions, the matrix A(t) is
symmetrizable for each fixed t (see Remark 4), thus we have
P 21 = P 22 = I, P1P2 = P2P1 = 0, P1 + P2 = I, PjA = APj = λjPj
(33)
whence
|v|2 =
∣∣∣∣∣∣
2∑
j=1
Pjv
∣∣∣∣∣∣
2


 2∑
j=1
|Pjv|

2  2 2∑
j=1
|Pjv|2. (34)
Moreover, taking into account that {A(t)} is bounded, we have
‖(ζ I − A(t))−1‖ = ‖(ζ I − A(t))
co‖
| det(ζ I − A(t))| 
C0
|ζ − λ1(t)||ζ − λ2(t)|2 
8C0
δ3
for ζ ∈ 1(t) ∪ 2(t). Thus we get, by (32),
‖Pj (t)‖  4C0
δ2
, j = 1, 2. (35)
By (33), (34) and (35), recalling that the λj ’s are real, we conclude that the Hermitian
matrix
Q(t) =
2∑
j=1
P ∗j (t)Pj (t)
satisfies the wished conditions
1
2
|v|2  (Qv, v)  C|v|2, QA = A∗Q =
2∑
j=1
λjP
∗
j Pj .
• t ∈T1: Let us define the matrix
T (t) = (A(t)− θ(t)I )co.
Since (t) /= 0, T (t) is invertible; indeed by (16) we have
3∏
j=0
[(λj (t)− θ(t)) · (λj (t)+ θ(t))] = −(t)27 ,
thus θ(t) cannot be one of the eigenvalues of A(t). Hence, T (t)(A− θI) = α(t)I,
with α(t) /= 0. As a consequence it results that {A(t)} is US if and only if {T (t)} is
US. Indeed,
PAP−1 = P(A− θI)P−1 + θI = αPT −1P−1 + θI = α(PT P−1)−1+ θI,
hence PAP−1 is Hermitian as soon as PT P−1 is Hermitian.
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Our goal will be to prove that {T (t)} is US. To this end, we recall (see Remark 2)
that the eigenvalues of T (t) are:
µ1 = (λ2 − θ)(λ3 − θ), µ2 = (λ3 − θ)(λ1 − θ), µ3 = (λ1 − θ)(λ2 − θ);
in particular we have µi − µj = (λl − θ)(λi − λj ), hence
T (t) =
∏
i<j
(µi(t)− µj (t))2 = (t) ·
3∏
l=1
(λl(t)− θ(t))2. (36)
On the other hand by (18) we know that, for some constant c0 > 0,
3∏
l=1
|λl(t)− θ(t)|  c0
∏
[(λl − λi)(λl − λj )/
√
k] = c0 (t)
k(t)3/2
,
hence (36) gives
T (t)  c20
(t)3
k(t)3
. (37)
But our main assumption (26) says that
(t)  c1‖A(t)‖2‖T (t)‖2  c2k(t)‖T (t)‖2,
thus, (37) implies
T (t)  c‖T (t)‖6 (c > 0).
The last inequality says that the matrix
T˜ (t) = T (t)‖T (t)‖
has discriminant (T˜ (t))  c0 > 0, hence is uniformly strictly hyperbolic, in the
sense that its eigenvalues {µ˜j } satisfy |µ˜i(t)− µ˜j (t)|  δ > 0 for i /= j . Hence, we
can easily construct (using for instance the spectral projectors) an uniform symmet-
rizer {P(t)} for {T˜ (t)}. Such a {P(t)} is a also symmetrizer for {T (t)} and for {A(t)}.
This concludes the proof of Theorem 1. 
5. Triangular matrices
Here, we specialize Theorem 1 to the class of triangular matrices
A(t) =

λ1(t) a12(t) a13(t)0 λ2(t) a23(t)
0 0 λ3(t)

 , t ∈ [0, T ],
where the aij (t) are complex and the λj (t) real. For simplicity, we assume that all
these functions are indefinitely differentiable on [0, T ].
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Theorem 2.
(i) Assume that A(0) is not a scalar matrix, i.e., A(0) /= τ(0)I, and (0) = 0.
Then, {A(t)} is US in a neighborhood of t = 0, if and only if∑
i<j
|λi(0)− λj (0)| /= 0 (38)
and, moreover,
|a12|  C|λ1 − λ2| if λ1(0) = λ2(0), (39)
|a23|  C|λ2 − λ3| if λ2(0) = λ3(0), (40)∣∣ 3
2 (λ2 − τ)a13 − a12a23
∣∣  C|λ1 − λ3| if λ3(0) = λ1(0). (41)
(ii) IfA(t)− τ(t)I has a zero of finite order at t = 0, that isA(t) = τ(t)I + tνA1(t)
with A1(0) /= 0, then the part (i) applied to A1(t) provides a necessary and
sufficient condition for the uniform symmetrizability of {A(t)}.
(iii) If (0) /= 0, then {A(t)} is uniformly strictly hyperbolic near t = 0, hence is
US.
Proof. We prove only (i), since (ii) and (iii) are immediate.
Firstly note that, in our assumption, condition (11) imposes that k0(0) /= 0, i.e.,
(38). On the other hand, condition (12) says that all the 2 × 2 minors of A(t)− θ(t)I
are dominated by C
√
(t). In our case, the (non trivial) minors have absolute values
given by
Mij (t) = |λi − θ ||λi − θ |, 1  i < j  3,
and by
M1(t) = |a23(λ1 − θ)|,
M2(t) = |a13(λ2 − θ)− a12a23|,
M3(t) = |a12(λ3 − θ)|.
Now, (38) says that k0(t)  c > 0, thus by (17) we get (near t = 0):
|λi − θ | ∼ |λi − λj ||λj − λl |, (42)
in the sense of (19), hence also
|λi − θ ||λj − θ | ∼
√
|λi − λj |.
Thus, the three minors Mij (t) are dominated by C
√
(t) near t = 0.
To estimate the minors Mj(t), let us firstly assume λ1(0) = λ2(0) /= λ3(0). In
such a case, (42) gives
|λ1 − θ | ∼ |λ2 − θ | ∼ |λ1 − λ2| ∼
√
, |λ3 − θ |  c > 0. (43)
Consequently we getM1(t)  C
√
(t),while we see thatM2(t)+M3(t)  C√(t)
if and only if (39) is fulfilled.
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The case when λ3(0) = λ2(0) /= λ1(0) can be handled in a similar way.
Finally, assume that λ1(0) = λ3(0) /= λ2(0). By the previous argument, we have
|λ1 − θ | ∼ |λ3 − θ | ∼
√
, hence M1(t)+M3(t)  C√(t).
As to M2(t), we write
λ2 − θ =
[
λ2 − 12 (λ1 + λ3)
]+ 12 (λ1 − θ)+ 12 (λ3 − θ) = 32 (λ2 − τ)+ g(t),
where g(t) = (λ1 − θ)/2 + (λ3 − θ)/2. Now, |g(t)| ∼ √(t), thus we conclude that
M2(t) ≡ |a13(λ2 − θ)− a12a23|  C√(t) if and only if (41) holds. 
6. 2× 2 matrices
Let us consider the matrix
A(t) =
[
d1(t) a(t)
b(t) d2(t)
]
≡
[
δ(t) a(t)
b(t) −δ(t)
]
+ τ(t)I,
where a(t), b(t), dj (t) are complex functions, and
δ = d1 − d2
2
, τ = d1 + d2
2
.
Assume that A(t) is hyperbolic, i.e., τ(t) ∈ R and
(t) = 4(ab + δ2)  0. (44)
Proposition 1. {A(t)} is US if and only if one of the following equivalent conditions
holds:
|a(t)| + |b(t)| + |δ(t)| ∼ ‖A(t)− τ(t)I‖  C√(t), (45)
|a(t)| + |b(t)|  C√(t), (46)
|a(t)− b(t)| + |m δ(t)| ∼ ‖A(t)− A(t)∗‖  C√(t), (47)
In such a case, the Hermitian matrix
Q(t) =
{
I + 4(t) (A∗(t)− τ(t)I )(A(t)− τ(t)I ) if (t) /= 0,
I if (t) = 0 (48)
satisfies (3), hence P(t) = √Q(t) yields a uniform symmetrizer for {A(t)}.
Proof. (i) A(t) is US if and only if (45) holds. Instead of giving a direct proof, we
prefer to resort to Theorem 1. Hence, we consider the 3 × 3 matrix
A˜(t) =

δ(t) a(t) 0b(t) −δ(t) 0
0 0 0

 .
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Clearly {A˜(t)} is US if and only if {A(t)} is US. The eigenvalues of A˜(t) are
(− 12
√
(t), 0, 12
√
(t)), while its characteristic numbers are:
τ˜ (t) = h˜(t) = 0, k˜(t) = (t)
4
, θ˜ (t) = −
√
(t)
12
, ˜(t) = (t)
3
16
.
Now, condition (11) in Theorem 1, i.e., ‖A˜(t)‖  C
√
k˜(t) ≡ 12C
√
(t), is equiv-
alent to (45). On the other hand (45) implies condition (12), indeed:
‖(A˜(t)− θ˜ (t)I )co‖
 C[|ab + (δ2 − θ˜2)| + |θ˜ |(|a| + |b| + |δ − θ˜ | + |δ + θ˜ |)]  C′(t).
Hence, {(11)–(12)} is equivalent to (45).
(ii) (45) ⇒ {(46), (47)}: These implications are trivial.
(iii) (46) ⇒ (45): From (46) we derive
4|δ|2 = |− 4ab|  + 4|ab|  (1 + C2).
(iv) (47)⇒ (45): By (44) we have 14 = e( 14) = e(ab)+ (e δ)2 − (m δ)2,
hence
|a|2 + |b|2 = |a − b|2 + 2e(ab) = |a − b¯|2 +
[

2
− 2(e δ)2 + 2(m δ)2
]
.
Thus, using (47), we find
|a|2 + |b|2 + |δ|2 = |a − b¯|2 + 
2
− (e δ)2 + 3(m δ)2
 C2+ 
2
+ 3C2.
(v) Q(t) satisfies (3): Noting that A(t) ≡ τ(t)I whenever (t) = 0, we have only
to prove (3) on {(t) /= 0}. Now, setting A0(t) = A(t)− τ(t)I , we derive from (48)
and (45):
|v|2  (Q(t)v, v) = |v|2 + 4−1|A0(t)v|2  (1 + 4C2)|v|2.
On the other hand, noting that A0(t)2 = 14(t)I, we find
QA0 = A0 + 4−1A∗0A20 = A0 + A∗0,
thus QA0 is Hermitian. Hence, also QA is Hermitian. 
Remark 6 (Smooth symmetrizer). Assume that the parameter t is running in the real
interval [0, T ], and the entries a(t), b(t), dj (t) are smooth functions. In the general
case, the matrix Q(t) in (48) has no reason to be smooth. However, in some special
case it may occur that the matrix K(t) = A∗0(t)A0(t)/(t) (where A0 = A− τI ),
which is well defined and bounded on the set {(t) /= 0}, admits a smooth extension
K̂(t) on all [0, T ]. Such an extension, when exists, is necessarily a non-negative
Hermitian matrix, bounded on [0, T ]. Therefore as a symmetrizer of A(t) we can
take, instead of (48), the smooth matrix
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Q(t) = I + K̂(t).
Such a matrix still satisfies (3) since, by (45), A0(t) ≡ 0 on { = 0}. Hence we
get a smooth symmetrizer for A(t).
Such a special case occurs, for instance, when the entries of A(t) are analytic
functions, so that K(t) results to be meromorphic on { /= 0}. Hence, limitedly to
the 2 × 2 matrices, we re-obtain the result of [2].
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