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In recent years, the field of computer vision has seen a series of major advances,
made possible by rapid development in algorithms, data collection and com-
puting infrastructure. As a result, vision systems have started to be broadly
adopted in everyday applications. Progress has been particularly promising
in image recognition, where algorithms now often match human performance.
Nevertheless, vision systems still largely fall behind humans in their ability to
understand the complexities of the visual world and its apparent contradictions.
For example, an image can carry different meanings to different people in dif-
ferent contexts. However, being often limited to a single point of view, vision
systems tend to focus on the meaning that dominates in the training data.
In this dissertation, we address this limitation by building conditional vi-
sion models that can learn from multiple points of view and adapt their results
to account for different conditions. First, we address the related tasks of image
tagging and tag based image retrieval. In particular, we build a system that
can take into account the fact that people may associate different meaning with
certain images and tags. Thus, the system can personalize outputs for ambigu-
ous tags such as #rock, which could refer either to a music genre, a geological
object or even outdoor climbing. Further, we focus on the task of image based
similarity search. Specifically, we design a system that can understand multiple
notions of similarity. For example, when searching for related items to an input
images of a shoe, users might be interested in shoes of similar color, style, or
for the same kind of activity. By capturing the multitude of aspects in terms
of which objects can be compared, our system can find the right set of related
items. Lastly, we explore how the underlying convolutional networks them-
selves can be made aware of the context in which they are used. In a study, we
first discover a new understanding of the roles that individual layers take on in
modern convolutional networks. Then, we leverage our insights and design a
network that can adaptively define its own topology conditioned on the input
image to increase both accuracy and efficiency.
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CHAPTER 1
INTRODUCTION
A longtime goal in computer vision is the development of methods that can
achieve human-level understanding of the visual world. While there is still a
long way to go, great progress has been made in the last years thanks to ad-
vances in algorithms, data collection and computing infrastructure. Particu-
larly impactful have been advances in image classification. Computers can now
classify images into thousands of categories with accuracy similar to humans.
Sometimes they even surpass human performance for tasks such as identifying
different bird species. However, in spite of encouraging advances, modern com-
puter vision systems largely lack the ability to understand the visual world from
multiple different perspectives. While for humans contradicting answers can
co-exist depending on the context, computer vision systems regularly lack the
ability to capture contradictions. As a consequence, they often need to choose
a single point of view and in practice tend to provide the answer that domi-
nates in the training set. This becomes a challenge for many tasks such as, for
instance, hashtag-based image retrieval, where different hashtags might carry
different meaning for different people. Consider the example of searching for
the hashtag #rock; some users might expect images of music concerts, whereas
other users might look for images of outdoor climbing. Ideally, a vision system
would be aware of the multitude of different aspects. Figure 1.1 illustrates an
interaction with such a potential vision system.
In this dissertation, I present approaches to address this challenge and build
computer vision systems that can model contradicting points of view and adapt
to different conditions. In our studies, we look at context-adaptive models from
1
Which images are more similar?
According to what aspect?
Figure 1.1: Example illustrating how images can be compared according to a
multitude of semantic aspects. A successful vision system needs to take the
visual concept into account that objects are compared to.
two different perspectives. First, we study models that can incorporate context
information to personalize and customize results in the tasks of image classifica-
tion and image similarity search. Second, we focus on the underlying convolu-
tional neural network (Convnet) in a study that provides a better understanding
of Convnets and further leads to the design of an architecture that can under-
stand the context in which it is used and define its network topology adaptively,
conditioned on the input image.
In Chapter 2, we develop conditional models in the context of image cate-
gorization. Here, the general goal is to learn a function that assigns images to
a set of discrete categories or labels. This is one of the fundamental tasks for
computer vision and important for a wide range of applications from image
tagging to autonomous driving. The standard approach for this task comprises
two main parts. A Convnet is trained to transform input images into a vector
space, where each image can be represented by a vector, which is often called
embedding vector. Further, one additional vector is learned for each category.
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Images are then classified by choosing the categories with vectors closest to the
image vector.
While effective on standard benchmark datasets, this model is inflexible in
that the mapping between images and categories is fixed. To address this short-
coming, one could imagine to train a separate network for each user to account
for different meanings that users might associate with images and labels. How-
ever, the idea is wasteful in terms of parameters and becomes infeasible by the
associated need for training data. In our work, we present an alternative ap-
proach. Instead of only learning a mapping between images and labels, we
jointly model images, labels and users. In particular, we learn vector representa-
tions for all three modalities and generate user-conditioned mappings between
images and labels by conditioning the parameters of the mappings on the user
embedding vector. Since the mapping is bidirectional, our approach allows to
personalize both tag-based image retrieval as well as image tagging.
In Chapter 3, we study conditional perception in the area of visual simi-
larity search. The goal here is to retrieve the most similar images to a given
input image. Understanding image similarity provides the basis for many ap-
plications such as recommendation systems and visual search. Here, the typical
approach is again to train a Convnet to transform images into a vector space
representation. However, instead of jointly embedding images with a fixed set
of categories, the network is trained such that the distances between the images’
embedding vectors represent their relative semantic dis-similarity. One can then
find related images to an input image by searching for nearest neighbors in the
vector space.
This approach has a key limitation in that it relies on a single distance func-
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tion between images, while images can be compared according to a multitude
of semantic aspects. An illustrative example is the comparison of colored geo-
metric shapes, a task toddlers are regularly exposed to with benefits to concept
learning. Consider, that a red triangle and a red circle are very similar in terms
of color, more so than a red triangle and a blue triangle. However, the trian-
gles are more similar to one another in terms of shape than the triangle and the
circle. To address this shortcoming, we introduce Conditional Similarity Net-
works, which can learn embeddings that gracefully deal with multiple notions
of similarity. In particular, the embeddings are separated into multiple semantic
subspaces such that different dimensions encode features for different notions
of similarity. Then, by selecting the appropriate subset of dimensions, images
can be compared to a specific notion of similarity, for example, according to
color or shape. In the proposed approach, the Convnet that learns the embed-
ding and the masks that learn to select relevant dimensions are trained jointly.
In Chapter 4, we point our focus towards the underlying Convnets them-
selves. Deep Convnets have enabled a series of major advances for many com-
puter vision problems. Starting with image classification, they are now used
for many other tasks as well, including object detection and segmentation. On
a conceptual level, Convnets can be considered as a set of nonlinear transfor-
mations, called layers, that are sequentially applied to an input image. The
parameters of the layers are trained so as to optimize the performance on a fi-
nal task such as image classification. In recent years we have seen that network
depth, i.e., the number of layers, plays a key role for classification performance.
The seminal work on Residual Networks (Resnets) further showed that adding
identity skip-connections bypassing each layer greatly improves optimization,
allowing the training of much deeper networks.
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The drastic increase in the number of layers raises the questions what func-
tions the individual layers learn and whether every single layer is necessary. To
shed light on this question, we perform a lesion study investigating the effects
of the skip-connection. In our study, we find that although all layers in a Resnet
are trained jointly, they exhibit a high degree of independence. In fact, almost
any individual layer can be removed from a trained Resnet without interfer-
ing with other layers. Further, we find that the skip-connections ease training
by introducing short paths that carry gradient throughout the extent of very
deep networks. However, the short paths also lead to parameter redundancy
as many layers learn very similar functions. These results demonstrate that
convolutional networks don’t need a fixed feed-forward structure and lead to
the following research question: Could we assemble network graphs on the fly,
conditioned on the input?
In Chapter 5, we build upon the result from the previous chapter and fo-
cus on how to design an adaptive Convnet architecture. Since layers in Resnets
exhibit a high degree of independence, what if, after identifying the high-level
concept of an image, a network could move directly to a layer that can distin-
guish fine-grained differences? Currently, a network would first need to execute
sometimes hundreds of intermediate layers that specialize in unrelated aspects.
Ideally, the more a network already knows about an image, the better it should
be at deciding which layer to compute next.
To understand this goal, it is important to note that due to their success,
Convnets are used to classify increasingly large sets of visually diverse cate-
gories. Thus, most parameters are used to model high-level features, because in
contrast to low-level and many mid-level concepts, high-level features are not
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broadly shared across categories. This means that for any given input image
the number of computed features focusing on unrelated concepts increases. To
address this challenge, we propose Adanets, convolutional networks that adap-
tively define their network topology conditioned on the input image. Following
a high-level structure similar to Resnets, Adanets learn a set of convolutional
layers and decide for each input image on the fly which layers are needed. By
learning both general layers useful to all images and expert layers specializing
on subsets of categories, Adanets allow only computing features relevant to the
input image. It is worthy to note that Adanets do not require special supervision
about label hierarchies and relationships. Our results demonstrate that Adanets
both improve efficiency and also overall classification quality.
Chapter 6 concludes this dissertation and discusses future directions for this
line of research.
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CHAPTER 2
USER-CONDITIONAL IMAGE TAGGING AND RETRIEVAL
Convolutional networks have shown great success on image-classification tasks
involving a small number of classes (1000s). An increasingly important ques-
tion is how this success can be extended to tasks that require the recognition of
a larger variety of visual content. An important obstacle to increasing variety
is that successful recognition of the long tail of visual content [35] may require
manual annotation of hundreds of millions of images into hundreds of thou-
sands of classes, which is difficult and time-consuming.
Images annotated with hashtags provide an interesting alternative source of
training data because: (1) they are available in great abundance, and (2) they
describe the long tail of visual content that we would like to recognize. Further-
more, hashtags appear in the sweet spot between capturing much of the rich
information contained in natural language descriptions [54] whilst being nearly
as structured as image labels in datasets like ImageNet.
However, using hashtags as supervision comes with its own set of chal-
lenges. In addition to the missing-label problem that hampers many datasets
withmulti-label annotations (e.g., [15, 49, 58]), hashtag supervision has the prob-
lem that hashtags are inherently subjective. Since hashtags are provided by users
as a form of self-expression, some users may be using different hashtags to de-
scribe the same content (synonyms), whereas other users may be using the same
hashtag to describe very different content (polysemy). As a result, hashtags can-
not be treated as oracle descriptions of the visual content of an image, but must
be viewed as user-dependent descriptions of that content.
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#rock
previous hashtags by user:
#livemusic #live #music #band #switzerland
#rock
#arizona #sport #climbing #bouldering #az
user A
previous hashtags by user:user B
Figure 2.1: Image-retrieval results obtained using our user-specific hashtag
model. The box above the query shows hashtags frequently used by the user
in the past. Hashtag usage varies widely among users because they are a means
of self-expression, not just a description of visual content. By jointly modeling
users, hashtags, and images, our model disambiguates the query for a specific
user. We refer the reader to the supplementary material for license information
on the photos.
Motivated by this observation, we develop a user-specific hashtag model that
takes the hashtag usage patterns of a user into account [102]. Instead of train-
ing on simple image-hashtag pairs, we train our model on image-user-hashtag
triplets. This allows our model to learn patterns in the hashtag usage of a par-
ticular user, and to disambiguate the learning signal. After training, our model
can perform a kind of intent determination that personalizes image retrieval
8
#goldengate
Hashtag
embeddingsWConvolu�onal
Network
Image
embedding
User embeddings
User 10
Figure 2.2: Overview of the proposed user-specific hashtag model. The three-
way tensor product models the interactions between image features, hashtag
embeddings, and user embeddings.
and tagging. This allows us to retrieve more relevant images and hashtags for
a particular user. Figure 2.1 demonstrates how our user-specific hashtag model
can disambiguate the ambiguous #rock hashtag by modeling the user.
Figure 2.2 provides an overview of this model. It is comprised of a convolu-
tional network that feeds image features into a three-way tensor model, which is
responsible for modeling the interaction between image features, hashtag em-
beddings, and an embedding that represents the user. When multiplying the
three-way interaction tensor by a user embedding, we obtain a user-specific bi-
linearmodel. This personalized bilinearmapping between images and hashtags
can take into account user-specific hashtag usage patterns. Our model can pro-
duce a single score for an image-hashtag-user triplet; we use this score in a rank-
ing loss in order to learn parameters that discriminate between observed and
unobserved triplets. The user embeddings are learned jointly with the weights
of the three-way tensor model.
We investigate the efficacy of our models in (user-specific) image tagging
and image retrieval experiments on the YFCC100M dataset [86]. We demon-
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strate that: (1) we can learn to recognize large sets of visual concepts ranging
from simple shapes to specific instances such as famous personalities and archi-
tectural landmarks by using hashtags as supervision; (2) our models success-
fully learn to discriminate synonyms and resolve hashtag ambiguities; and (3)
we can improve accuracy on tasks such as image tagging by taking the user that
uploaded the photo into account.
A preliminary version of this chapter has been published at CVPR 2018 [97].
2.1 Related Work
Our study is related to prior work on (1) hashtag prediction and recommenda-
tion, (2) large-scale weakly supervised training, and (3) three-way tensor mod-
els.
2.1.1 Hashtag Prediction and Recommendation
Several prior works have studied hashtag prediction and recommendation for
text posts [24, 78], infographics [10], and images [18, 103]. The most closely
related to our study is [18], which studies hashtag prediction conditioned on
image and user features. Themain differences between ourwork and [18] are (1)
that we train the convolutional network end-to-end with hashtag supervision
rather than pre-trained ImageNet features and (2) that the user embeddings in
our model are learned based solely on the photos users posted and the hashtags
they used. Our model does not receive any metadata about the user, whereas
[18] assumes access to detailed user metadata. This allows us to model intent
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on the level of individual users, which helps in disambiguating hashtags.
2.1.2 Large-scale Weakly Supervised Training
Our hashtag-prediction study is an example of large-scale weakly supervised
training, which has been the topic of several recent studies. Specifically, [80]
trains convolutional networks on 300million images with noisy labels and show
that the resulting models transfer to a range of other vision tasks. Similarly,
[45, 54] train networks on the YFCC100M dataset to predict words or n-grams
in user posts from image content, and explore transfer of these models to other
vision tasks. Further, [93] explores augmenting large-scale weakly supervision
with a small set of verified labels. Our study differs from these prior works both
in terms of the type of supervision used (hashtags rather than manual annota-
tion or n-grams from user comments), and in terms of its final objective (hashtag
prediction rather than transfer to other vision problems).
2.1.3 Three-way Tensor Models
Tensor models have a long history in psychological data analysis [31, 87] and
have increasingly been used in a wide range of machine-learning problems, in-
cluding link prediction in relational and temporal graphs [20, 64], higher-order
recommendation systems [67], and parameter estimation in latent variablemod-
els [2]. In computer vision, prominent examples of tensor models include the
modeling of style and content [85], the joint analysis of image ensembles [92],
sparse image coding [71] and gait recognition [25, 91].
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2.2 Learning from Hashtags
Our goal is to train image-recognition models that can capture a large variety
of visual concepts. In particular, we aim to learn from hashtags as supervisory
signal. Formally, we assume access to a set of N images I = fI1; : : : ; INg with
height H, width W and C channels so that Ii 2 [0; 1]HWC, a vocabulary of K
hashtags H = fh1; : : : ; hKg, and a set of U usersU= fu1; : : : ; uUg. Each image is as-
sociated with a unique user, and with one or more hashtags (we discard images
without associated hashtags from the dataset). The resulting dataset comprises
a set of N triplets T , in which each triplet contains an image I 2 I, a user u 2 U,
and a hashtag set H  H . Formally, T = f(I1; um(1);H1); : : : ; (IN ; um(N);HN)g, in
which m(n) maps from the image/triplet index n to the corresponding user in-
dex in f1; : : : ;Ug.
Hashtag supervision differs from traditional image annotations in that it was
not intended to objectively describe the image content, but merely to serve as
a medium for self-expression by the user. This self-expression leads to user-
specific variation in hashtag supervision that is independent of the image con-
tent. We first study convolutional networks that are agnostic to the subjective
nature of hashtags and simply treat them as image labels. Subsequently, we de-
velop a user-specific model that explicitly incorporates the user as part of the
hashtag-prediction model in order to capture variations in self-expression.
Throughout this work, we focus on two tasks: (1) a tagging task in which,
given a query image I, we aim to retrieve the most relevant hashtags for that
image; and (2) a retrieval task in which, given a hashtag query h 2 H , we aim to
retrieve the most relevant images for that hashtag.
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2.2.1 User-Agnostic Hashtag Modeling
We investigate two approaches for training image-recognition models using
user-agnostic hashtag supervision: (1) softmax multi-class classification and (2)
hashtag-embedding regression [13]. In both cases, we learn an image model
f (; ) : [0; 1]HWC ! RD which maps images into an D-dimensional embedding
space. The image model f (; ) is implemented by a residual network [32] with
parameters . In addition to the image model, we learn hashtag embeddings
hi 2 RD for all hashtags hi 2 H .
Multi-Class Classification. Several prior studies [45, 80] suggest that softmax
classification can be very effective even in multi-label settings with large num-
bers of classes such as ours. Motivated by this, we train f (; ) with a softmax
over the 100; 000 most frequent hashtags by minimizing the multi-class logis-
tic loss. Following [45], we select a single hashtag uniformly at random from
hashtag setHn as target class for each image when training the softmax model.
In particular, let f j = f (I j; ) 2 RD be the image embedding, and hi 2 H j the
randomly selected hashtag. We then learn jointly the embeddings hi and the pa-
rameters  of the vision model f (; ) by minimizing the negative log-likelihood
for the probability distribution:
P(hijI j) = exp(h
>
i f j)P
` exp(h>` f j)
: (2.1)
Hashtag-Embedding Regression. This training method comprises two main
stages. First, we learn an embedding hi 2 RD for each hashtag hi 2 H . Sec-
ond, we follow [13] and learn the parameters  of the image model f (; )
by minimizing the negative cosine similarity between the image embedding,
f j = f (I j; ) 2 RD, and the sum of the embeddings of the hashtags, h j, corre-
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sponding to image I j:
`(f j;h j; ) =  
h
>
j f j
kh jkkf jk
: (2.2)
A potential advantage of this approach is that the embeddings of synonomous
hashtags are likely very similar: this implies that the loss used for training the
convolutional network, in contrast to the multi-class logistic loss, does not sub-
stantially penalize predicting a synonymous hashtag that the user did not hap-
pen to use to describe the image.
We experiment with two methods for learning the hashtag embeddings hi.
The first method computes the D principal singular vectors of the positive point-
wise mutual information (PPMI) matrix [53]. The second method [56] explicitly
models ambiguous hashtags (i.e., hashtags with multiple meanings) by learning
multi-sense hashtag embeddings. We follow [56] and use the global embed-
ding vectors in their model as hashtag embedding. We train all models using
mini-batch stochastic gradient descent (SGD).
2.2.2 User-Specific Hashtag Modeling
The models described above do not explicitly capture variations in hashtag la-
bels that are due to variations in how users self-express. Here, we present a
model that aims to capture these variations by modeling images, hashtags, and
users jointly. We will show that this can help in disambiguating the meaning
of hashtags assigned to images. As before, the model represents images via a
convolutional network, f j = f (I j; ) 2 RF , and hashtags via embeddings hi 2 RD.
In addition, we learn user embeddings, uk 2 RE. We aim to learn a scoring func-
tion s(t;W)with parametersW 2 RDFE that combines all three representations
14
to predict whether or not an image-hashtag-user triplet t is correct. Specifically,
we select a hashtag hi from hashtag setH j uniformly at random, and model the
score of the resulting triplet t = (I j; uk; hi) as:
s(t;W) =
DX
r1=1
FX
r2=1
EX
r3=1
wr1r2r3hir1 f jr2ukr3 ; (2.3)
where wr1r2r3 , hir1 , f jr2 , and ukr3 are elements from W, hi, f j, and uk, respectively.
Equation 2.3 is a three-way tensor product between the embeddings of the im-
age, hashtag, and user in which the weights wr1r2r3 specify the (positive or neg-
ative) interactions of all possible feature combinations. The user-specific aspect
of Equation 2.3 can be observed by considering the summation over the user
dimension. In particular, when summing over the user dimension, weighted by
the embedding for user uk, we obtain a user-specific weight matrix W(k) 2 RDF
with entries:
w(k)ab =
EX
r=1
ukrwabr: (2.4)
The score function of Equation 2.3 is then equivalent to:
s(t;W) = h>i W
(k)f j: (2.5)
Hence, our proposed model learns user-conditioned bilinear models between
hashtags for images, by conditioning the weight matrix of the bilinear model on
the user embedding.
Given a dataset of M triplets1 T = ft1; : : : ; tMg, we estimate the parametersW
using a ranking approach. In particular, we want the score of a true observed
triplet t+ 2T to be higher than that of an unobserved triplet t  <T . We achieve
this by minimizing the following loss:
`(t+;W) = max

0;max
t <T
s(t ;W)   s(t+;W) + 1)

:
1Please note that T contains image-hashtag-user triplets, whereas T contains image-hashtag
set-user triplets.
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Figure 2.3: Left: Frequency of hashtags in hashtag vocabularyH . Right: Num-
ber of photos per user in user setU.
This ranking loss is better suited for our problem than a per-triplet binary lo-
gistic loss, because the latter would consider any unobserved triplet as a “neg-
ative”. This is problematic because (1) the hashtag annotations for an image
are generally not exhaustive and (2) there are far more unobserved than ob-
served triplets. The ranking loss only aims to assign a lower score to unobserved
triplets, and as a result it is not nearly as much affected by these problems.
In practice, the maximization over negative triplets t  can only be approx-
imated. For our ranking loss to be effective, it is essential to develop good
approximations for the maximization by mining “hard negatives” [73]. We per-
form online hard negative mining along all three axes, i.e., we rank tags, images,
and users. Specifically, we sample six negative triplets per positive sample, and
uses each of them as a negative in the loss. We sample three “intermediate”
and three “hard” negatives. In an “intermediate” negative, one of the three ele-
ments (the image, hashtag, or user) of the positive triplet is replaced by another
element that is selected uniformly at random from the training batch; the other
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two elements remain the same. In a “hard” negative, we replace one of the three
elements in the triplet by the (non-identical) element in the training batch that
maximizes the score s(t;W).
As before, we train our user-specific hashtag model using mini-batch SGD.
We first learn the parameters of the convolutional network, , by minimizing
one of the losses from 2.2.1. We then jointly learn the image, hashtag and user
embeddings as well as the parameters of the scoring function, W, in a subse-
quent training stage. In our experiments, we use image and hashtag embed-
dings with D = F = 300 dimensions and user embeddings of size E = 50.
Once we have inferred the embeddings for users, hashtags, and images as
well as W, we can then approach the aforementioned image tagging and re-
trieval results in the following way. Given a user uk and an image I j, we com-
pute the most likely hashtag according to our model as:
argmaxhi2H h
>
i W
(k)f j (2.6)
The most likely image given a hashtag-user pair can be retrieved analogously.
2.3 Experiments
The aim of our experiments is: (1) to compare the strategies for training user-
agnostic convolutional networks using hashtag supervision introduced in Sec-
tion 2.2.1 and (2) to investigate the effectiveness of the user-specific hashtag
model we introduced in Section 2.2.2.
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Table 2.1: Frequency of the most common hashtags in the data set.
Hashtag Frequency Unique Users
#california 905,715 15,785
#travel 826,366 15,944
#usa 825,641 13,400
#london 764,277 21,516
#japan 732,859 11,652
#france 650,436 17,265
#wedding 580,605 19,599
#music 552,645 23,359
#beach 547,038 44,695
2.3.1 Dataset
We conduct experiments on the YFCC100M dataset [86] of approximately 99:2
million photos. More than 60 million of these photos have one or more associ-
ated hashtags, and each photo has an associated user, the user who uploaded it.
We start by removing numerical hashtags and also remove the 10 most frequent
tags because they are non-visual and non-informative (e.g., #iphonography,
#instagram, #square, and #canon). We define the hashtag set H as the set
of the 100; 000 most frequent (remaining) hashtags. The left plot in Figure 2.3
shows the resulting hashtag frequencies, and Table 2.1 lists the most frequent
hashtags. The hashtag distribution is heavily skewed towards a few frequent
hashtags and has a long tail of less frequent tags. For example, the most fre-
quent hashtag, #california, appears over 900; 000 times in the training set,
i.e., with 1:78% of training images. The least frequent hashtags in our hashtag
setH only appear 260 times. Another characteristic of the hashtags is that while
the most frequent tags tend to be English, less frequent tags are increasingly
multilingual.
We select all photos with at least one hashtag fromH and filter out photos by
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Figure 2.4: Image tagging: Accuracy@1 of four user-agnostic and three user-
specific hashtag prediction models on the YFCC100M test set; see text for de-
tails. Higher is better.
“spammers”, i.e., by users that use more than 15 hashtags per image on average.
This results in a dataset of 55:6million images and a user setU with U=315; 745
users. As shown in the right plot in Figure 2.3, the number of photos per user is
also heavy-tailed.
To model a realistic use-case, we split the photos for training and testing ac-
cording to their upload time stamps. We sort the photos of each user by times-
tamp, assign the first 90% of the images to the training set, and assign the re-
maining photos to the validation and test sets. This results in a training set of
N = 50:6 million photos, a validation set of 1 million images, and a test set of 4
million images. Taken together, the dataset contains 265million hashtags for an
average of about 4:7 tags per photo.
19
2.3.2 Hashtag Prediction
In the first set of experiments, we use ourmodels to predict hashtags that are rel-
evant to a given image. We measure the tagging quality of our models by their
ability to predict the hashtags associated with the image in terms of accuracy@k
(A@k). We denote the set of the k highest-scoring hashtags for image In by R(In)k ,
and as before, denote the set of hashtags that are associated to that image byHn.
Accuracy@k is then defined as:
A@k =
1
N
NX
n=1
I
h
R(I)nk \Hn , ;
i
N
: (2.7)
We evaluate accuracy at k=1 and k=10 to measure (1) how often the top-ranked
hashtag is in the ground-truth hashtag set and (2) how often at least one of
the ground-truth hashtags appears in the 10 highest-ranked predictions. A key
challenge in this task is that different users assign different hashtags to similar
visual content: ideally, tagging methods assign hashtags that are relevant to the
image content and are of importance to the user under consideration.
In addition to the user-specific model of Section 2.2.2, we evaluate four
user-agnostic models: (1) a baseline model that trains a linear logistic regres-
sor on features extracted by an convolutional network trained on ImageNet
(ImageNet); (2) a network that is trained end-to-end for hashtag prediction us-
ingmulti-class logistic loss (MCLL); (3) an end-to-end trained network that uses
PPMI hashtag embeddings [53] in the negative cosine similarity loss of Equa-
tion 2.2 (NCSL-PPMI); and (4) an end-to-end trained network that uses the
same loss but employs multi-sense hashtag embeddings [56] (NCSL-MS). In
all experiments, our convolutional network is a ResNet-50. We evaluate three
user-specific models that share the same architecture and training approach, but
that vary in terms of the convolutional network that feeds image features into
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Table 2.2: Image tagging: Accuracy@1 (A@1) and accuracy@10 (A@10) of two
frequence baselines, four user-agnostic hashtag prediction models, and six user-
specific hashtag prediction models; see text for details. Higher is better.
Method A@1 A@10
Global frequency 1.68% 9.65%
User-specific frequency 38.07% 62.55%
us
er
-a
gn
os
ti
c Imagenet 17.21% 40.01%
MCLL 29.24% 56.47%
NCSL-PPMI 28.72% 47.70%
NCSL-MS 27.94% 46.65%
us
er
-s
pe
ci
fic
MLP (MCLL) 35.58% 65.58%
MLP (NCSL-PPMI) 37.31% 67.68%
MLP (NCSL-MS) 41.66% 71.34%
Tensor (MCLL) 41.24% 70.75%
Tensor (NCSL-PPMI) 40.43% 68.86%
Tensor (NCSL-MS) 43.65% 72.12%
the three-way tensor model (those three networks were trained using MCLL,
NCSL-PPMI, and NCSL-MS, respectively).
Figure 2.4 presents the tagging accuracy@1 of our four user-agnostic models
three user-specific models on the test set. Additionally, Table 2.2 presents the
accuracy@10 of these models, and three additional baselines: (1) a frequency
baseline that predicts tags according to their frequency in the training set; (2)
a user-specific frequency baseline that predicts tags according to their frequency
for the user under consideration; and (3) a series of user-specificmodels in which
we concatenate the embeddings of the three modalities and score them using a
multi-layer perceptron (MLP) rather than the three-way tensor model.
From the results presented in the figure and the table, we make five main
observations. First, all models clearly outperform the (global) frequency base-
line and generally perform quite well given that each image can be assigned
one of 100; 000 different hashtags. Second, the results show that training net-
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works from scratch for hashtag prediction substantially outperforms Imagenet-
trained networks, suggesting that the visual variety in ImageNet does not suf-
fice for hashtag prediction. Third, the user-agnostic model that was trained
using multi-class logistic loss (MCLL) outperforms user-agnostic trained us-
ing negative cosine similarity loss (NCSL), in particular, in terms of accuracy at
10. Fourth, all user-specific models significantly outperform the user-agnostic
models, which demonstrates the ability of these models to capture user-specific
features in their predictions. Fifth, the three-way tensor models substantially
outperform the user-specific frequency baseline and generally outperform the
user-specific MLP baselines models, which suggests three-way tensor models
are best suited for tailoring predictions based on visual content to a particular
user. The highest accuracy is obtained by a three-way tensor model on top of
a convolutional network trained using NCSL-MS, which is surprising because
that network has the lowest accuracy of the user-agnostic models.
In Figure 2.5, we break down the tagging accuracy of our models per user by
measuring accuracy as a function of the number of training images the models
observed for that user. We show the accuracy break-down for the best per-
forming user-agnostic model (MCLL) and its corresponding tensor model. The
figure shows that the user-agnostic model works well across all users, but tends
to perform better for users with large image libraries. We surmise this effect is
due to the fact that those users have provided the majority of the images in our
training set, as a result of which they dominate the data distribution. For the
user-specific tagging model, we observe a stronger relationship between accu-
racy and the number of images per user. Whilst the user-specific model outper-
forms the user-agnostic one for all users, the main benefits of the user-specific
modeling are for users with more than approximately 27 uploaded photos. For
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Figure 2.5: Image tagging: Accuracy@1 (A@1) of user-agnostic and respective
user-specific tensor model as a function of the number of images by the user.
users with many photos, the tensor model has more data that it can use to pin
down the user embeddings that capture their hashtag usage patterns.
Figure 2.6 shows examples of user-agnostic and user-specific tagging re-
sults. The tag predictions were obtained using the MCLL model and the Ten-
sor (MCLL) model, respectively. The figure highlights the wide range of visual
concepts that our convolutional networks learned to recognize. This range en-
compasses objects such as “people”, “river”, and “trees”; specific instances and
locations such as the “Golden Gate Bridge”, “San Francisco”, and “New York”;
whole-image concepts such as “autumn”; and image styles such as “black and
white”. The bottom part of the figure highlights the differences between the
user-agnostic and user-specific models. Specifically, it shows tag predictions the
user-agnostic model makes for a photo and predictions the user-specific model
makes for that same photo for a particular user — we provide insight into the
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Figure 2.6: Image tagging: Example tagging results from the user-agnostic
(MCLL) and user-specific (Tensor NCSL-MS) models.
user’s “profile” by showing the most frequent hashtags for that user.
We observe that the user-specific model can help in disambiguating (most
likely) locations of a photo: e.g., it changes its prediction from #nature to
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Figure 2.7: Image tagging: Accuracy@1 (A@1) of the Tensor (NCSL-MS) model
as a function of the user embedding size, E.
#central park for a user that often tags photos with concepts related to New
York. The user-specific model also can change predictions into the user’s pre-
ferred language (e.g., from English to Spanish), and it can help in disambiguat-
ing fine-grained categories, such as recognizing the difference between a rugby
and a soccer stadium. We emphasize that all the information the user-specific
model used to make these disambiguations comes from image-hashtag-user
triples; the model does not employ any additional user metadata.
A key to the user-specific model are the user embeddings that personalize
the mapping between images and hashtags. Figure 2.7 shows the accuracy of
the top-performing user-specific model (Tensor NCSL-MS) as a function of the
dimensionality of the user embedding. The results show that a substantial num-
ber of dimensions is needed, suggesting that the user embeddings are playing
an important role in the accuracy of the model.
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Figure 2.8: Hashtag-based image retrieval: Top-scoring photos and corre-
sponding ground-truth hashtags for six hashtag queries. Results obtained using
the user-agnostic MCLL model.
2.3.3 Hashtag-Based Image Retrieval
In a second set of experiments, we study hashtag-based image retrieval and
measure the quality of our models by their ability to retrieve relevant images
given a hashtag query in terms of precision@k (P@k). We define the set of the k
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Figure 2.9: Hashtag-based image retrieval: Precision@10 (P@10) of four convo-
lutional networks; see text for details. Higher is better.
highest-scoring images for hashtag h, R(h)k , and the set of photos that are labeled
with hashtag h, GT (h)= fI j 9u : (I; u; h) 2 T g. Precision@k is then defined as:
P@k =
1
jHj
X
h2H
jR(h)k \ GT (h)j
k
: (2.8)
We measure P@10 in our experiments, i.e., the fraction of the 10 top-scoring
images that have the query hashtag associated with it. A key challenge in this
task is that hashtags can have multiple meanings: ideally, retrieval methods
retrieve photos corresponding to all meanings of a hashtag.
Figure 2.9 presents the P@10 on the test set for the four user-agnostic mod-
els that were also used in Section 2.3.2. From the results, we make three main
observations. First, similar to the first experiment, the visual variety in Ima-
geNet does not suffice for hashtag-based image retrieval, as reflected in the low
precision of the ImageNet model. Second, multi-sense embeddings (MS) seem
more suitable for training with the negative cosine similarity loss (NCSL) than
PPMI embeddings, presumably, because they are better at modeling ambiguous
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hashtags. Third, we observe that the network that was trained using multi-class
logistic loss (MCLL) substantially outperforms all other models.
We emphasize that not every relevant photo for a hashtag query is also la-
beledwith that hashtag, which gives rise to the relatively low precision values in
Figure 2.9. We show qualitative image-retrieval results produced by the MCLL
model in Figure 2.8, which suggest that many of the retrieved photos are actu-
ally relevant to the hashtag queries, even if they are not labeled as such. More
importantly, Figure 2.8 illustrates the wide variety of visual concepts our mod-
els learned to recognize; the concepts recognized range from simple shapes and
colors to fine-grained concepts and individual instances of architectural land-
marks. Figure 2.1 shows an example of images retrieved by our user-specific
model for the same query, #rock, for two different users. The figure demon-
strates how modeling the user can help to disambiguate hashtag queries.
In Figure 2.10, we break down the image-retrieval precision by the frequency
of the hashtags we query. The plot shows that: (1) retrieval performance is
higher for frequent tags and (2) the difference between the MCLL model and
the NCSL models is primarily in the long tail of less frequent tags. When eval-
uated on the 1; 000 most frequent tags, the classification and the multi-sense
embedding model achieve a very similar precision@10 of 47%.
We surmise the relatively poor performance of the embedding-regression
(NCSL) models in our image-retrieval experiments is due to the hashtag em-
beddings being fixed in those models, whereas they are learned jointly with
the visual features in the classification model. This reduces the effective capac-
ity of embedding-regression models, resulting in weaker performances. This
limitation is alleviated in the user-specific model, in which all embeddings are
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Figure 2.10: Hashtag-based image retrieval: Precision@10 (P@10) of four con-
volutional networks as a function of the frequency of the hashtag query. Higher
is better.
learned jointly. For example, we observe competitive performance of the ten-
sor model that builds on NCSL-trained convolutional networks in the tagging
experiments.
2.4 Conclusion
This paper trained convolutional networks from scratch to perform hashtag pre-
diction, and extended these networks with a three-way tensor model that learns
user embeddings jointly with the final prediction model. This allows us to tailor
the model’s prediction to a specific user at test time. We used two different ap-
proaches for training the convolutional networks: a standard classification ap-
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proach and an approach that regresses onto pre-learned hashtag embeddings.
The classification approach performs consistently well across all tasks, whereas
the embedding-regression approach mainly performs well for (user-specific)
image tagging. Generally, the user-specific approach significantly outperforms
the user-agnostic models demonstrating the ability to capture user-specific fea-
tures in the predictions.
In future work, we intend to re-visit user-specific image retrieval in a setting
in which explicit relevance information is available. Other directions for future
work include incorporating user metadata [18] as well as spatial and temporal
patterns [65] in our model.
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CHAPTER 3
CONDITIONAL SIMILARITY NETWORKS
Understanding visual similarities between images is a key problem in computer
vision. To measure the similarity between images, they are embedded in a
feature-vector space, in which their distances preserve the relative dissimilar-
ity. Commonly, convolutional neural networks are trained to transform images
into respective feature-vectors. We refer to these as Similarity Networks. When
learning such networks from pairwise or triplet (dis-)similarity constraints, the
simplifying assumption is commonlymade that objects are compared according
to one unique measure of similarity. However, objects have various attributes
and can be compared according to a multitude of semantic aspects.
An illustrative example to consider is the comparison of coloured geometric
shapes, a task toddlers are regularly exposed to with benefits to concept learn-
ing. Consider, that a red triangle and a red circle are very similar in terms of
color, more so than a red triangle and a blue triangle. However, the triangles are
more similar to one another in terms of shape than the triangle and the circle.
An optimal embedding should minimize distances between perceptually
similar objects. In the example above and also in the practical example in Fig-
ure 3.1 this creates a situation where the same two objects are semantically re-
pelled and drawn to each other at the same time. A standard triplet embedding
ignores the sources of similarity and cannot jointly satisfy the competing seman-
tic aspects. Thus, a successful embedding necessarily needs to take the visual
concept into account that objects are compared to.
One way to address this issue is to learn separate triplet networks for each
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Figure 3.1: Example illustrating how objects can be compared according to mul-
tiple notions of similarity. Here, we demonstrate three intuitive concepts, which
are challenging to combine for amachine vision algorithm that has to embed ob-
jects in a feature space where distances preserve the relative dissimilarity: shoes
are of the same category; red objects are more similar in terms of color; sneakers
and t-shirts are stylistically closer.
aspect of similarity. However, the idea is wasteful in terms of parameters
needed, redundancy of parameters, as well as the associated need for training
data.
In this work, we introduce Conditional Similarity Networks (CSNs) a joint
architecture to learn a nonlinear embeddings that gracefully deals with multiple
notions of similarity within a shared embedding using a shared feature extrac-
tor. Different aspects of similarity are incorporated by assigning responsibility
weights to each embedding dimension with respect to each aspect of similarity.
This can be achieved through a masking operation leading to separate semantic
subspaces. Figure 3.2 provides an overview of the proposed framework. Im-
ages are passed through a convolutional network and projected into a nonlinear
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Figure 3.2: The proposed Conditional Similarity Network consists of three key
components: First, a learned convolutional neural network as feature extrac-
tor that learns the disentangled embedding, i.e., different dimensions encode
features for specific notions of similarity. Second, a condition that encodes ac-
cording to which visual concept images should be compared. Third, a learned
masking operation that, given the condition, selects the relevant embedding di-
mensions that induce a subspace which encodes the queried visual concept.
embedding such that different dimensions encode features for specific notions
of similarity. Subsequent masks indicate which dimensions of the embedding
are responsible for separate aspects of similarity. We can then compare objects
according to various notions of similarity by selecting an appropriate masked
subspace. In the proposed approach the convolutional network that learns the
disentangled embedding as well as the masks that learn to select relevant di-
mensions are trained jointly.
In our experiments we evaluate the quality of the learned embeddings by
their ability to embed unseen triplets. We demonstrate that CSNs clearly outper-
form single triplet networks, and even sets of specialist triplet networks where
a lot more parameters are available and each network is trained towards one
single similarity notion. Further we show CSNs make the representation inter-
pretable by encoding different similarities in separate dimensions.
Our contributions are a) formulating Conditional Similarity Networks, an
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approach that allows to to learn nonlinear embeddings that incorporate mul-
tiple aspects of similarity within a shared embedding using a shared feature
extractor, b) demonstrating that the proposed approach outperforms standard
triplet networks and even sets of specialist triplet networks in a variety of hard
predictive visual tasks and c) demonstrating that our approach successfully dis-
entangles the embedding features intomeaningful dimensions so as to make the
representation interpretable.
A preliminary version of this chapter has been published at CVPR 2017 [95].
3.1 Related Work
3.1.1 Similarity Based Learning
Similarity based learning has emerged as a broad field of interest in modern
computer vision and has been used in many contexts. Disconnected from the
input image, triplet based similarity embeddings, can be learned using crowd-
kernels [90]. Further, Tamuz et al. [83] introduce a probabilistic treatment for
triplets and learn an adaptive crowd kernel. Similar work has been generalized
to multiple-views and clustering settings by Amid and Ukkonen [1] as well as
Van der Maaten and Hinton [89]. A combination of triplet embeddings with
input kernels was presented byWilber et al. [104], but this work did not include
joint feature and embedding learning. An early approach to connect input fea-
tures with embeddings has been to learn image similarity functions through
ranking [11].
34
3.1.2 Deep Metric Learning
A foundational line of work combining similarities with neural network mod-
els to learn visual features from similarities revolves around Siamese net-
works [14, 30], which use pairwise distances to learn embeddings discrimina-
tively. Related to our work, pairwise similarities have been used to learn visual
clothing style [96]. In contrast to pairwise comparisons, triplets have a key ad-
vantage due to their flexibility in capturing a variety of higher-order similarity
constraints rather than the binary similar/dissimilar statement for pairs. Neu-
ral networks to learn visual features from triplet based similarities have been
used by Wang et al. [100] and Schroff et al. [69] for face verification and fine-
grained visual categorization. A key insight from these works is that semantics
as captured by triplet embeddings are a natural way to represent complex class-
structures when dealing with problems of high-dimensional categorization and
greatly boost the ability of models to share information between classes.
3.1.3 Disentangling Representations
Disentangling representations is a major topic in the recent machine learning
literature and has for example been tackled using BoltzmannMachines by Reed
et al. [66]. Chen et al. [12] propose information theoretical factorizations to im-
prove unsupervised adversarial networks. Within this stream of research, the
work closest to ours is that of Karaletsos et al. [46] on representation learning
which introduces a joint generative model over inputs and triplets to learn a
factorized latent space. However, the focus of that work is the generative as-
pect of disentangling representations and proof of concept applications to low-
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dimensional data. Our work introduces a convolutional embedding architec-
ture that forgoes the generative pathway in favor of exploring applications to
embed high-dimensional image data. We thus demonstrate that the genera-
tive interpretation is not required to reap the benefits of Conditional Similarity
Networks and demonstrate in particular their use in common computer vision
tasks.
3.1.4 Factorizing Latent Spaces
A theme in ourwork is the goal ofmodeling separate similaritymeasureswithin
the same system by factorizing (or disentangling) latent spaces. We note the re-
lation of these goals to a variety of approaches used in representation learning.
Multi-view learning [79, 101] has been used for 3d shape inference and shown
to generically be a good way to learn factorized latent spaces. Multiple ker-
nel learning [6, 75] employs information encoded in different kernels to provide
predictions using the synthesized complex feature space and has also been used
for similarity-based learning by McFee and Lanckriet [62]. Multi-task learning
approaches [16] are used when information from disparate sources or using dif-
fering assumptions can be combined beneficially for a final prediction task. In-
deed, our gating mechanism can be interpreted as an architectural novelty in
neural networks for multi-task triplet learning. Similar to our work, multiliniear
networks [59] also strive to factorize representations, but differ in that they ig-
nore weak additional information. An interesting link also exists to multiple
similarity learning [5], where category specific similarities are used to approxi-
mate a fine-grained global embedding. Our global factorized embeddings can
be thought of as an approach to capture similar information in a shared space
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directly through feature learning.
3.1.5 Attention Mechanisms
We also discuss the notion of attention in our work, by employing gates to at-
tend to the mentioned subspaces of the inferred embeddings when focusing on
particular visual tasks. This term may be confused with spatial attention such
as used in the DRAW model [27], but bears similarity insofar as it shows that
the ability to gate the focus of the model on relevant dimensions (in our case in
latent space rather than observed space) is beneficial both to the semantics and
to the quantitative performance of our model.
3.2 Conditional Similarity Networks
Our goal is to learn a nonlinear feature embedding f (x), from an image x into
a feature space Rd, such that for a pair of images x1 and x2, the Euclidean dis-
tance between f (x1) and f (x2) reflects their semantic dis-similarity. In particular,
we strive for the distance between images of semantically similar objects to be
small, and the distance between images of semantically different objects to be
large. This relationship should hold independent of imaging conditions.
We consider y = f (x) to be an embedding of observed images x into coor-
dinates in a feature space y. Here, f (x) = Wg(x) clarifies that the embedding
function is a composition of an arbitrarily nonlinear function g() and a linear
projection W, for W 2 Rdb, where d denotes the dimensions of the embedding
and b stands for the dimensions of the output of the nonlinear function g(). In
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Figure 3.3: The masking operation selects relevant embedding dimensions,
given a condition index. Masking can be seen as a soft gating function, to attend
to a particular concept.
general, we denote the parameters of function f (x) by , denoting all the filters
and weights.
3.2.1 Conditional Similarity Triplets
Apart from observing images x, we are also given a set of triplet constraints
sampled from an oracle such as a crowd. We define triplet constraints in the
following.
Given an unknown conditional similarity function sc(; ), an oracle such
as a crowd can compare images x1, x2 and x3 according to condition c. A
condition is defined as a certain notion of similarity according to which im-
ages can be compared. Figure 3.1 gives a few example notions according to
which images of fashion products can be compared. The condition c serves
as a switch between attented visual concepts and can effectively gate between
different similarity functions sc. Using image x1 as reference, the oracle can
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apply sc(x1; x2) and sc(x1; x3) and decide whether x1 is more similar to x2 or
to x3 conditioned on c. The oracle then returns an ordering over these two
distances, which we call a triplet t. A triplet is defined as the set of indices
freference image, more distant image, closer imageg, e.g. f1; 3; 2g if sc(x1; x3) is
larger than sc(x1; x2).
We define the set of all triplets related to condition C as:
Tc = f(i; j; l; c) j sc(xi; x j) > sc(xi; xl)g: (3.1)
We do not have access to the exhaustive set Tc, but can sample K-times from it
using the oracle to yield a finite sample TcK = ftkgKk=1.
3.2.2 Learning From Triplets
The feature space spanned by our model is given by function f (). To learn this
nonlinear embedding and to be consistent with the observed triplets, we define
a loss function LT () over triplets to model the similarity structure over images.
The triplet loss commonly used is
LT (xi; x j; xl) = maxf0;D(xi; x j)   D(xi; xl) + hg (3.2)
where D(xi; x j) = k f (xi; )   f (x j; )k2: is the Euclidean distance between the rep-
resentations of images xi and x j. The scalar margin h helps to prevent trivial
solutions. The generic triplet loss is not capable of capturing the structure in-
duced by multiple notions of similarities.
To be able to model conditional similarities, we introduce masks m over the
embedding with m 2 Rdnc where nc is the number of possible notions of simi-
larities. We define a set of parameters m of the same dimension as m such that
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m = (), with  denoting a rectified linear unit so that () = maxf0; g. As
such, we denote mc to be the selection of the c-th mask column of dimension d
(in pseudocode mc = m[:; c]). The mask plays the role of an element-wise gating
function selecting the relevant dimensions of the embedding required to attend
to a particular concept. The role of the masking operation is visually sketched
in Figure 3.3. The masked distance function between two images xi and x j is
given by
D(xi; x j;mc; ) = k f (xi; )mc   f (x j; )mck2: (3.3)
While appearing to be a small technical change, the inclusion of a masking
mechanism for the triplet-loss has a highly non-trivial effect. The mask in-
duces a subspace over the relevant embedding dimensions, effectively attend-
ing only to the relevant dimensions for the visual concept being queried. In
the loss function above, that translates into a modulated cost phasing out Eu-
clidean distances between irrelevant feature-dimensions while preserving the
loss-structure of the relevant ones.
Given an triplet t = fi; j; lg defined over indices of the observed images and a
corresponding condition-index c, the final triplet loss function LT () is given by:
LT (xi; x j; xl; c;m; ) =
maxf0;D(xi; x j;mc; )   D(xi; xl;mc; ) + hg
(3.4)
3.2.3 Encouraging Regular Embeddings
We want to encourage embeddings to be drawn from a unit ball to maintain
regularity in the latent space. We encode this in an embedding loss function LW
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given by:
LW(x; ) = k f (x; )k22 = kyk22 (3.5)
The separate subspaces are computed as f (x)mc. To prevent the masks from
expanding the embedding and to encourage sparse masks, we add a loss to
regulate the masks:
LM(m) = kmk1 (3.6)
Without these terms, an optimization schememay choose to inflate embeddings
to create space for new data points instead of learning appropriate parameters
to encode the semantic structure.
3.2.4 Joint Formulation For Convolutional CSNs
We define a loss-function LCSN for training CSNs by putting together the de-
fined loss functions. Given images x, triplet constraints with associated condi-
tion ft; cg as well as parameters for the masks m and the embedding function ,
the CSN loss is defined as
LCSN(x; ft; cg;m; ) =
LT (xt0 ; xt1 ; xt2 ; c;m; ) + 1LW(x; ) + 2LM(m)
(3.7)
The parameters 1 and 2 weight the contributions of the triplet terms against
the regular embedding terms.
In our paper, the nonlinear embedding function is defined as f (x) = Wg(x),
where g(x) is a convolutional neural network. In the masked learning procedure
the masks learn to select specific dimensions in the embedding that are associ-
ated with a given notion of similarity. At the same time, f () learns to encode the
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Figure 3.4: Visualization of 2D embeddings of two learned subspaces of the
character feature space. The subspaces are obtained by attending to different
subsets of the dimensions in the image representations. The subspace on the
left groups images by character type, the one on the right according to font style.
For clear visual representation we discretize the space into a grid and pick one
image from each cell at random.
visual features such that different dimensions in the embedding encode features
associated to specific semantic notions of similarity. Then, during test time each
image can be mapped into this embedding by f (). By looking at the different
dimensions of the image’s representation, one can reason about the different se-
mantic notions of similarity. We call a feature space spanned by a function with
this property disentangled, as it preserves the separation of the similarity notions
through test time.
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(a) Embedding according to the closure mechanism
(b) Embedding groups of boots, slippers, shoes and sandals
Figure 3.5: Visualization of 2D embeddings of subspaces learned by the CSN.
The spaces are clearly organized according to (a) closuremechanism of the shoes
and (b) the category of the shoes. This shows that CSNs can successfully sepa-
rate the subspaces.
3.3 Experiments
We focus our experiments on evaluating the semantic structure of the learned
embeddings and their subspaces as well as the underlying convolutional filters.
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3.3.1 Datasets
We perform experiments on two different datasets. First, for illustrative pur-
poses we use a dataset of fonts1 collected by Bernhardsson. The dataset contains
3.1 million images of single characters in gray scale with a size of 64 by 64 pixels
each. The dataset exhibits variations according to font style and character type.
In particular, it contains 62 different characters in 50,000 fonts, from which we
use the first 1,000. Second, we use the Zappos50k shoe dataset [107] collected
by Yu and Grauman. The dataset contains 50,000 images of individual richly
annotated shoes, with a size of 136 by 102 pixels each, which we resize to 112
by 112. The images exhibit multiple complex variations. In particular, we are
looking into four different characteristics: the type of the shoes (i.e., shoes, boots,
sandals or slippers), the suggested gender of the shoes (i.e., for women, men, girls
or boys), the height of the shoes’ heels (numerical measurements from 0 to 5 inches)
and the closing mechanism of the shoes (buckle, pull on, slip on, hook and loop or
laced up). We also use the shoes’ brand information to perform a fine-grained
classification test.
To supervise and evaluate the triplet networks, we sample triplet constraints
from the annotations of the datasets. For the font dataset, we sample triplets
such that two characters are of the same type or font and one is different. For the
Zappos dataset, we sample triplets in an analogous way for the three categorical
attributes. For the heel heights we have numerical measurements so that for
each triplet we pick two shoes with similar height and one with different height.
First, we split the images into three parts: 70% for training, 10% for validation
and 20% in the test set. Then, we sample triplets within each set. For each
1http://erikbern.com/2016/01/21/analyzing-50k-fonts-using-deep-neural-networks/
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attribute we collect 200k train, 20k validation and 40k test triplets.
3.3.2 Baselines and Model Variants
As initial model for our experiments we use a ConvNet pre-trained on Ima-
geNet. All model variants are fine-tuned on the same set of triplets and only
differ in the way they are trained. We compare four different approaches, which
are schematically illustrated in Figure 3.6.
Standard Triplet Network: The common approach to learn from triplet con-
strains is a single Convolutional Network where the embedding layer receives
supervision from the triplet loss defined in Equation 3.2. As such, it aims to
learn from all available triplets jointly as if they come from a single measure of
similarity.
Set of Task Specific Triplet Networks: Second, we compare to a set of nc sepa-
rate triplet network experts, each of which is trained on a single notion of sim-
ilarity. This overcomes the simplifying assumption that all comparisons come
from a single measure of similarity. However, this comes at the cost of sig-
nificantly more parameters. This is the best model achievable with currently
available methods.
Conditional Similarity Networks - fixed disjoint masks: We compare two vari-
ants of Conditional Similarity Networks. Both extend a standard triplet network
with a masking operation on the embedding vector and supervise the network
with the loss defined in Equation 3.4. The first variant learns the convolutional
filters and the embedding. The masks are pre-defined to be disjoint between the
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Figure 3.6: We show the four different model variants used in our experiments
with the example of three objects being compared according to two contradic-
tory notions of similarity, green and red. (a) A standard triplet network that
treats all triplets equally (b) A set of nc-many triplet network experts special-
ized on green or red, respectively (c) A CSN with masks pre-set to be disjoint,
so that in the embedding each dimension encodes a feature for a specific notion
of similarity (d) A learned CSN, where the masks are learned to select features
relevant to the respective notion of similarity.
different notions of similarity. This ensures the learned embedding is fully dis-
entangled, because each dimensionmust encode features that describe a specific
notion of similarity.
Conditional Similarity Networks - learned masks: The second variant learns
the convolutional filters, the embedding and themask parameters together. This
allows the model to learn unique features for the subspaces as well as features
shared across tasks. This variant has the additional benefit that the learned
masks can provide interesting insight in how different similarity notions are
related.
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3.3.3 Training Details
We train different convolutional networks for the two datasets. For the font
dataset, we use a variant of the VGG architecture [74] with 9 layers of 3 by 3
convolutions and two fully connected layers, which we train from scratch. For
the Zappos dataset we fine-tune an 18 layer deep residual network [32] that is
pre-trained on Imagenet [17]. We remove one downsampling module to adjust
for the smaller image size. We train the networks with a mini-batch size of
256 and optimize using ADAM [47] with  = 5E-5, 1 = 0:1 and 2 = 0:001.
For all our experiments we use an embedding dimension of 64 and the weights
for the embedding losses are 1 = 5E-3 and 2 = 5E-4. In each mini-batch we
sample triplets uniformly and for each condition in equal proportions. We train
each model for 200 epochs and perform early stopping in that we evaluate the
snapshot with highest validation performance on the test set.
For our CSN variants, we use two masks over the embedding for the fonts
dataset and four masks for the Zappos dataset, one mask per similarity notion.
For models with pre-defined masks, we allocate 1=nc th of the embedding di-
mensions to one task. When learning masks, we initialize m using a normal
distribution with 0.9 mean and 0.7 variance. Following the ReLU, this results in
initial mask values that induce random subspaces for each similarity measure.
We observe that different random subspaces perform better than a setup where
all subspaces start from the same values. Masks that are initialized as disjoint
analogous to the pre-defined masks perform similar to random masks, but are
not able to learn shared features.
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3.3.4 Visual Exploration of the Learned Subspaces
We visually explore the learned embeddings regarding their consistency accord-
ing to respective similarity notions. We stress that all of these semantic represen-
tations are taking place within a shared space produced by the same network.
The representations are disentangled so that each dimension encodes a feature for
a specific notion of similarity. This allows us to use a simple masking operation
to look into a specific semantic subspace.
Figure 3.4 shows embeddings of the two subspaces in the Fonts dataset,
which we project down to two dimensions using t-SNE [88]. The learned fea-
tures are successfully disentangled such that the dimensions selected by the first
mask describe the character type (left) and those selected by the second mask
the font style (right). Figures 3.5 and 3.7 show embeddings of the four subspaces
learned with a CSN on the Zappos50k dataset. Figure 3.5(a) shows the subspace
encoding features for the closure mechanism of the shoes. Figure 3.5(b) shows the
subspace attending to the type of the shoes. The embedding clearly separates the
different types of shoes into boots, slippers and so on. Highlighted areas reveal
some interesting details. For example, the highlighted region on the upper right
side shows nearby images of the same type (’shoes’) that are completely differ-
ent according to all other aspects. This means the selected feature dimensions
successfully focus only on the type aspect and do not encode any of the other
notions. Figure 3.7(a) shows the subspace for suggested gender for the shoes. The
subspace separates shoes that are for female and male buyers as well as shoes
for adult or youth buyers. The learned submanifold occupies a rotated square
with axes defined by gender and age. Finally, Figure 3.7(b) shows a continuous
embedding of heel heights, which is a subtle visual feature.
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(a) Embedding according to the suggested gender
(b) Embedding according to the height of the heels
Figure 3.7: Visualization of the subspaces according to (a) suggested gender for
the shoes and (b) height of the shoes’ heel. The result shows that CSNs can learn
categorical as well as continuous characteristics at the same time.
3.3.5 Qualitative Analysis Of Subspaces
The key feature of CSNs is the fact that they can learn separated semantic sub-
spaces in the embeddings using the masking mechanism. We visualize the
masks for our common model choices in Figure 3.8. We show the traditional
triplet loss, where each dimension is equally taken into account for each triplet.
Further, we show pre-defined masks that are used to factorize the embedding
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into fully disjoint features. Lastly, we show a learned mask. Interestingly, the
masks are very sparse in accordance with the 2D embeddings presented in the
previous section, confirming that the concepts are low-dimensional. Further, al-
though many additional dimensions are available, the model learned to share
some of the features across concepts. This demonstrates that CSNs can learn
to only use the required number of dimensions via relevance determination,
reducing the need for picking the right embedding dimensionality.
3.3.6 Results on Triplet Prediction
To evaluate the quality of the learned embeddings by the different model vari-
ants, we test how well they generalize to unseen triplets. In particular, we
perform triplet prediction on a testset of hold-out triplets from the Zappos50k
dataset. We first train each model on a fixed set of triplets, where triplets are
sourced from the four different notions of similarity. After convergence, we
evaluate for each triplet with associated query fi; j; l; cg in the testset whether
the distance between i and l is smaller than between i and j according to con-
cept/query c. Since this is a binary task, random guessing would perform at an
error rate of 50%.
The error rates for the different models are shown in Table 3.1. Standard
Triplet Networks fail to capture fine-grained similarity and only reach an error
rate of 23:72%. The set of task specific triplet networks greatly improves on that,
achieving an error rate of 11:35%. This shows that simply learning a single space
cannot capture multiple similarity notions. However, this comes at a the cost of
nc times more model parameters. Conditional Similarity Networks with fixed
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Figure 3.8: Visualization of the masks: Left: In standard triplet networks, each
dimension is equally taken into account for each triplet. Center: The Condi-
tional Similarity Network allows to focus on a subset of the embedding to an-
swer a triplet question. Here, each mask focuses on one fourth. Right: For
learned masks, it is evident that the model learns to switch off different dimen-
sions per question. Further, a small subset is shared across tasks.
disjoint masks achieve an error rate of 10:79%, clearly outperforming both the
single triplet network as well as the set of specialist networks, which have a
lot more parameters available for learning. This means by factorizing the em-
bedding space into separate semantic subspaces, CSNs can successfully capture
multiple similarity notions without requiring substantially more parameters.
Moreover, CSNs benefit from learning all concepts jointly within one model,
utilizing shared structure between the concepts while keeping the subspaces
separated. CSNs with learned masks achieve an error rate of 10:73% improving
performance even further. This indicates the benefits from allowing the model
to determine the relevant dimensions and to share features across concepts.
Further, we evaluate the impact of the number of unique triplets available
during training on performance. We compare models trained on 5, 12:5 25, 50
and 200 thousand triplets per concept. Figure 3.9 shows that triplet networks
generally improve with more available triplets. Further, CSNs with fixed masks
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Table 3.1: Triplet Prediction Results: We evaluate how many triplets of the test
set are satisfied in the learned embeddings. Triplets come from four different
similarity notions. The proposed Conditional Similarity Network clearly out-
performs standard triplet networks that treat each triplet as if it came from
the same similarity notion. Moreover, CSNs even outperform sets of special-
ist triplet networks where a lot more parameters are available during training
and each network is specifically trained towards one similarity notion. CSNs
with learned masks provide the best performance.
Method Error Rate
Standard Triplet Network 23.72%
Set of Specialized Triplet Networks 11.35%
CSN fixed disjoint masks 10.79%
CSN learned masks 10.73%
consistently outperform set of specialized triplet networks. Lastly, CSNs with
learned masks generally require more triplets, since they need to learn the em-
bedding as well as the masks. However, when enough triplets are available,
they provide the best performance.
3.3.7 Analysis of Convolutional Features Using Off-Task Clas-
sification
We now evaluate how the different learning approaches affect the visual fea-
tures of the networks. We compare standard triplet networks to CSNs. Both
are initialized from the same ImageNet pre-trained residual network and fine-
tuned using the same triplets and with their respective losses as described in
Section 3.3.6. We evaluate the features learned by the two approaches, by sub-
sequently performing brand classification on the Zappos dataset. In particular,
we keep all convolutional filters fixed and replace the last embedding layer for
both networks with one hidden and one softmax classification layer. We select
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Figure 3.9: Triplet prediction performance with respect to number of unique
training triplets available. CSNs with fixed masks consistently outperform the
set of specialized triplet networks. CSNs with learned masks generally require
more triplets, since they need to learn the embedding as well as the masks.
However, when enough triplets are available, they provide the best perfor-
mance.
the 30 brands in the Zappos dataset with the most examples and train with a
standard multi-class classification approach using the 30 brands as classes. It
is noteworthy that the triplets used for the fine-tuning do not contain brand
information.
The results are shown in Table 3.2. The residual network trained on Ima-
geNet leads to very good initial visual features for general classification tasks.
Starting from the pretrained model, we observe that the standard triplet learn-
ing approach decreases the quality of the visual features, while CSNs retain most
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Table 3.2: Using off-task classification, we evaluate how standard triplet net-
works and CSNs affect the convolutional features of the ImageNet-pretrained
network they are based on. Naively training a standard triplet network with
triplets from different similarity notions hurts the underlying convolutional fea-
tures.
Method Top 1 Accuracy
ResNet trained on ImageNet 54.00%
Standard Triplet Network 49.08%
Conditional Similarity Network 53.67%
of the information. In the triplet prediction experiment in Section 3.3.6 standard
triplet networks do not perform well, as they are naturally limited by the fact
that contradicting notions cannot be satisfied in one single space. This classifica-
tion result documents that the problem reaches even deeper. The contradicting
gradients do not stop at the embedding layer, instead, they expose the entire
network to inconsistent learning signals and hurt the underlying convolutional
features.
3.4 Conclusion
In this work, we propose Conditional Similarity Networks to learn nonlinear
embeddings which incorporate multiple aspect of similarity within a shared
embedding. The learned embeddings are disentangled such that each embed-
ding dimension encodes semantic features for a specific aspect of similarity.
This allows to compare objects according to various notions by selecting an ap-
propriate subspace using an element-wise mask. We demonstrate that CSNs
clearly outperform single triplet networks, and even sets of specialist triplet net-
works where a lot more parameters are available and each network is trained
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towards one similarity notion.
Further, instead of being a black-box predictor, CSNs are qualitatively highly
interpretable as evidenced by our exhibition of the semantic submanifolds they
learn. Moreover, they provide a feature-exploration mechanism through the
learned masks which surfaces the structure of the private and shared features
between the different similarity aspects.
Lastly, we empirically find that naively training a triplet network with
triplets generated through different similarity notions does not only limit the
ability to correctly embed triplets, it also hurts the underlying convolutional
features and thus generalization performance. The proposed CSNs are a simple
to implement and easy to train end-to-end alternative to resolve these problems.
For future work, it would be interesting to consider learning from unlabeled
triplets with a clustering mechanism to discover similarity substructures in an
unsupervised way.
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CHAPTER 4
ON THE INDEPENDENCE OF LAYERS IN RESIDUAL NETWORKS
Most modern computer vision systems follow a familiar architecture, process-
ing inputs from low-level features up to task specific high-level features. Re-
cently proposed residual networks [32, 33] challenge this conventional view in
three ways. First, they introduce identity skip-connections that bypass residual
layers, allowing data to flow from any layers directly to any subsequent layers.
This is in stark contrast to the traditional strictly sequential pipeline. Second,
skip connections give rise to networks that are two orders of magnitude deeper than
previous models, with as many as 1202 layers. This is contrary to architectures
like AlexNet [51] and even biological systems [70] that can capture complex con-
cepts within half a dozen layers.1 Third, in initial experiments, we observe that
removing single layers from residual networks at test time does not noticeably affect
their performance. This is surprising because removing a layer from a traditional
architecture such as VGG [74] leads to a dramatic loss in performance.
In this work we investigate the impact of these differences. To address the
influence of identity skip-connections, we introduce the unraveled view. This
novel representation shows residual networks can be viewed as a collection of
many paths instead of a single deep network. Further, the perceived resilience
of residual networks raises the question whether the paths are dependent on
each other or whether they exhibit a degree of redundancy. To find out, we per-
form a lesion study. The results show ensemble-like behavior in the sense that
removing paths from residual networks by deleting layers or corrupting paths
by reordering layers only has a modest and smooth impact on performance.
1Making the common assumption that a layer in a neural network corresponds to a cortical
area.
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Finally, we investigate the depth of residual networks. Unlike traditional mod-
els, paths through residual networks vary in length. The distribution of path
lengths follows a binomial distribution, meaning that the majority of paths in
a network with 110 layers are only about 55 layers deep. Moreover, we show
most gradient during training comes from paths that are even shorter, i.e., 10-34
layers deep.
This reveals a tension. On the one hand, residual network performance im-
proves with adding more and more layers [33]. However, on the other hand,
residual networks can be seen as collections of many paths and the only effec-
tive paths are relatively shallow. Our results could provide a first explanation:
residual networks do not resolve the vanishing gradient problem by preserving
gradient flow throughout the entire depth of the network. Rather, they enable
very deep networks by shortening the effective paths. For now, short paths still
seem necessary to train very deep networks.
In this paper we make the following contributions:
 We introduce the unraveled view, which illustrates that residual networks
can be viewed as a collection of many paths, instead of a single ultra-deep
network.
 Weperform a lesion study to show that these paths do not strongly depend
on each other, even though they are trained jointly. Moreover, they exhibit
ensemble-like behavior in the sense that their performance smoothly cor-
relates with the number of valid paths.
 We investigate the gradient flow through residual networks, revealing that
only the short paths contribute gradient during training. Deep paths are
not required during training.
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A preliminary version of this chapter has been published at NIPS 2016 [98].
4.1 Related Work
4.1.1 The Sequential and Hierarchical Computer Vision
Pipeline
Visual processing has long been understood to follow a hierarchical process
from the analysis of simple to complex features. This formalism is based on the
discovery of the receptive field [41], which characterizes the visual system as a
hierarchical and feedforward system. Neurons in early visual areas have small
receptive fields and are sensitive to basic visual features, e.g., edges and bars.
Neurons in deeper layers of the hierarchy capture basic shapes, and even deeper
neurons respond to full objects. This organization has been widely adopted
in the computer vision and machine learning literature, from early neural net-
works such as the Neocognitron [22] and the traditional hand-crafted feature
pipeline of Malik and Perona [61] to convolutional neural networks [51, 52].
The recent strong results of very deep neural networks [74, 81] led to the general
perception that it is the depth of neural networks that govern their expressive
power and performance. In this work, we show that residual networks do not
necessarily follow this tradition.
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4.1.2 Residual Networks
Residual networks [32, 33] are neural networks in which each layer consists
of a residual module fi and a skip connection2 bypassing fi. Since layers in
residual networks can comprise multiple convolutional layers, we refer to them
as residual blocks in the remainder of this paper. For clarity of notation, we omit
the initial pre-processing and final classification steps. With yi 1 as is input, the
output of the ith block is recursively defined as
yi  fi(yi 1) + yi 1; (4.1)
where fi(x) is some sequence of convolutions, batch normalization [42], and Rec-
tified Linear Units (ReLU) as nonlinearities. Figure 4.1 (a) shows a schematic
view of this architecture. In the most recent formulation of residual net-
works [33], fi(x) is defined by
fi(x)  Wi    B  W 0i   (B (x)) ; (4.2)
where Wi and W 0i are weight matrices,  denotes convolution, B(x) is batch nor-
malization and (x)  max(x; 0). Other formulations are typically composed of
the same operations, but may differ in their order.
The idea of branching paths in neural networks is not new. For example, in
the regime of convolutional neural networks, models based on inception mod-
ules [81] were among the first to arrange layers in blocks with parallel paths
rather than a strict sequential order. We choose residual networks for this study
because of their simple design principle.
2We only consider identity skip connections, but this framework readily generalizes to more
complex projection skip connections when downsampling is required.
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4.1.3 Highway Networks
Residual networks can be viewed as a special case of highway networks [77].
The output of each layer of a highway network is defined as
yi+1  fi+1(yi)  ti+1(yi) + yi  (1   ti+1(yi)) (4.3)
This follows the same structure as Equation (4.1). Highway networks also con-
tain residual modules and skip connections that bypass them. However, the
output of each path is attenuated by a gating function t, which has learned
parameters and is dependent on its input. Highway networks are equiva-
lent to residual networks when ti() = 0:5, in which case data flows equally
through both paths. Given an omnipotent solver, highway networks could learn
whether each residual module should affect the data. This introduces more pa-
rameters and more complexity.
4.1.4 Investigating Neural Networks
Several investigative studies seek to better understand convolutional neural
networks. For example, Zeiler and Fergus [108] visualize convolutional fil-
ters to unveil the concepts learned by individual neurons. Further, Szegedy
et al. [82] investigate the function learned by neural networks and how small
changes in the input called adversarial examples can lead to large changes in
the output. Within this stream of research, the closest study to our work is
from Yosinski et al. [106], which performs lesion studies on AlexNet. They dis-
cover that early layers exhibit little co-adaptation and later layers have more
co-adaptation. These papers, along with ours, have the common thread of ex-
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ploring specific aspects of neural network performance. In our study, we focus
our investigation on structural properties of neural networks.
4.1.5 Ensembling
Since the early days of neural networks, researchers have used simple ensem-
bling techniques to improve performance. Though boosting has been used in
the past [68], one simple approach is to arrange a committee [19] of neural net-
works in a simple voting scheme, where the final output predictions are aver-
aged. Top performers in several competitions use this technique almost as an
afterthought [33, 51, 74]. Generally, one key characteristic of ensembles is their
smooth performance with respect to the number of members. In particular, the
performance increase from additional ensemble members gets smaller with in-
creasing ensemble size. Even though they are not strict ensembles, we show
that residual networks behave similarly.
4.1.6 Dropout
Hinton et al. [76] show that dropping out individual neurons during training
leads to a network that is equivalent to averaging over an ensemble of exponen-
tially many networks. Similar in spirit, stochastic depth [39] trains an ensemble
of networks by dropping out entire layers during training. In this work, we
show that one does not need a special training strategy such as stochastic depth
to drop out layers. Entire layers can be removed from plain residual networks
without impacting performance, indicating that they do not strongly depend on
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(a) Conventional 3-block residual net-
work
=
(b) Unraveled view of (a)
Figure 4.1: Residual Networks are conventionally shown as (a), which is a natu-
ral representation of Equation (4.1). When we expand this formulation to Equa-
tion (4.6), we obtain an unraveled view of a 3-block residual network (b). Circular
nodes represent additions. From this view, it is apparent that residual networks
have O(2n) implicit paths connecting input and output and that adding a block
doubles the number of paths.
each other.
4.2 The Unraveled View of Residual Networks
To better understand residual networks, we introduce a formulation that makes
it easier to reason about their recursive nature. Consider a residual network
with three building blocks from input y0 to output y3. Equation (4.1) gives a re-
cursive definition of residual networks. The output of each stage is based on the
combination of two subterms. We can make the shared structure of the resid-
ual network apparent by unrolling the recursion into an exponential number of
nested terms, expanding one layer at each substitution step:
y3 = y2 + f3(y2) (4.4)
= [y1 + f2(y1)] + f3(y1 + f2(y1)) (4.5)
=

y0 + f1(y0) + f2(y0 + f1(y0))

+ f3
 
y0 + f1(y0) + f2(y0 + f1(y0))

(4.6)
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(a) Deleting f2 from unraveled view (b) Ordinary feedforward net-
work
Figure 4.2: Deleting a layer in residual networks at test time (a) is equivalent to
zeroing half of the paths. In ordinary feed-forward networks (b) such as VGG
or AlexNet, deleting individual layers alters the only viable path from input to
output.
We illustrate this expression tree graphically in Figure 4.1 (b). With subscripts
in the function modules indicating weight sharing, this graph is equivalent to
the original formulation of residual networks. The graph makes clear that data
flows along many paths from input to output. Each path is a unique configu-
ration of which residual module to enter and which to skip. Conceivably, each
unique path through the network can be indexed by a binary code b 2 f0; 1gn
where bi = 1 iff the input flows through residual module fi and 0 if fi is skipped.
It follows that residual networks have 2n paths connecting input to output lay-
ers.
In the classical visual hierarchy, each layer of processing depends only on
the output of the previous layer. Residual networks cannot strictly follow this
pattern because of their inherent structure. Each module fi() in the residual
network is fed data from a mixture of 2i 1 different distributions generated from
every possible configuration of the previous i   1 residual modules.
Compare this to a strictly sequential network such as VGG or AlexNet, de-
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picted conceptually in Figure 4.2 (b). In these networks, input always flows
from the first layer straight through to the last in a single path. Written out, the
output of a three-layer feed-forward network is
yFF3 = f
FF
3 ( f
FF
2 ( f
FF
1 (y0))) (4.7)
where f FFi (x) is typically a convolution followed by batch normalization and
ReLU. In these networks, each f FFi is only fed data from a single path configu-
ration, the output of f FFi 1 ().
It is worthwhile to note that ordinary feed-forward neural networks can also
be “unraveled” using the above thought process at the level of individual neu-
rons rather than layers. This renders the network as a collection of different
paths, where each path is a unique configuration of neurons from each layer
connecting input to output. Thus, all paths through ordinary neural networks
are of the same length. However, paths in residual networks have varying
length. Further, each path in a residual network goes through a different subset
of layers.
Based on these observations, we formulate the following questions and ad-
dress them in our experiments below. Are the paths in residual networks de-
pendent on each other or do they exhibit a degree of redundancy? If the paths
do not strongly depend on each other, do they behave like an ensemble? Do
paths of varying lengths impact the network differently?
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4.3 Lesion Study
In this section, we use three lesion studies to show that paths in residual net-
works do not strongly depend on each other and that they behave like an ensem-
ble. All experiments are performed at test time on CIFAR-10 [50]. Experiments
on ImageNet [17] show comparable results. We train residual networks with the
standard training strategy, dataset augmentation, and learning rate policy, [33].
For our CIFAR-10 experiments, we train a 110-layer (54-module) residual net-
work with modules of the “pre-activation” type which contain batch normaliza-
tion as first step. For ImageNet we use 200 layers (66 modules). It is important
to note that we did not use any special training strategy to adapt the network.
In particular, we did not use any perturbations such as stochastic depth during
training.
4.3.1 Deleting Individual Layers in Neural Networks at Test-
Time
As a motivating experiment, we will show that not all transformations within
a residual network are necessary by deleting individual modules from the neu-
ral network after it has been fully trained. To do so, we remove the residual
module from a single building block, leaving the skip connection (or downsam-
pling projection, if any) untouched. That is, we change yi = yi 1 + fi(yi 1) to
y0i = yi 1. We can measure the importance of each building block by varying
which residual module we remove. To compare to conventional convolutional
neural networks, we train a VGG network with 15 layers, setting the number of
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Figure 4.3: Deleting individual layers from VGG and a residual network on
CIFAR-10. VGG performance drops to random chance when any one of its
layers is deleted, but deleting individual modules from residual networks has
a minimal impact on performance. Removing downsampling modules has a
slightly higher impact.
channels to 128 for all layers to allow the removal of any layer.
It is unclear whether any neural network can withstand such a drastic
change to the model structure. We expect them to break because dropping any
layer drastically changes the input distribution of all subsequent layers.
The results are shown in Figure 4.3. As expected, deleting any layer in VGG
reduces performance to chance levels. Surprisingly, this is not the case for
residual networks. Removing downsampling blocks does have a modest im-
pact on performance (peaks in Figure 4.3 correspond to downsampling build-
ing blocks), but no other block removal lead to a noticeable change. This result
shows that to some extent, the structure of a residual network can be changed at
runtime without affecting performance. Experiments on ImageNet show com-
parable results, as seen in Figure 4.4.
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Figure 4.4: Results when dropping individual blocks from residual networks
trained on ImageNet are similar to CIFAR results. However, downsampling
layers tend to have more impact on ImageNet.
Why are residual networks resilient to dropping layers but VGG is not? Ex-
pressing residual networks in the unraveled view provides a first insight. It
shows that residual networks can be seen as a collection of many paths. As
illustrated in Figure 4.2 (a), when a layer is removed, the number of paths is
reduced from 2n to 2n 1, leaving half the number of paths valid. VGG only con-
tains a single usable path from input to output. Thus, when a single layer is
removed, the only viable path is corrupted. This result suggests that paths in a
residual network do not strongly depend on each other although they are trained jointly.
4.3.2 Deleting Many Modules in Residual Networks at Test-
Time
Having shown that paths do not strongly depend on each other, we investigate
whether the collection of paths shows ensemble-like behavior. One key charac-
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Figure 4.5: (a) Error increases smoothly when randomly deleting several mod-
ules from a residual network. (b) Error also increases smoothly when re-
ordering a residual network by shuffling building blocks. The degree of re-
ordering is measured by the Kendall Tau correlation coefficient. These results
are similar to what one would expect from ensembles.
teristic of ensembles is that their performance depends smoothly on the num-
ber of members. If the collection of paths were to behave like an ensemble, we
would expect test-time performance of residual networks to smoothly correlate
with the number of valid paths. This is indeed what we observe: deleting increas-
ing numbers of residual modules, increases error smoothly, Figure 4.5 (a). This
implies residual networks behave like ensembles.
When deleting k residual modules from a network originally of length n, the
number of valid paths decreases to O(2n k). For example, the original network
started with 54 building blocks, so deleting 10 blocks leaves 244 paths. Though
the collection is now a factor of roughly 10 6 of its original size, there are still
many valid paths and error remains around 0.2.
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4.3.3 Reordering Modules in Residual Networks at Test-Time
Our previous experiments were only about dropping layers, which have the
effect of removing paths from the network. In this experiment, we consider
changing the structure of the network by re-ordering the building blocks. This
has the effect of removing some paths and inserting new paths that have never
been seen by the network during training. In particular, it moves high-level
transformations before low-level transformations.
To re-order the network, we swap k randomly sampled pairs of building
blocks with compatible dimensionality, ignoring modules that perform down-
sampling. We graph error with respect to the Kendall Tau rank correlation co-
efficient which measures the amount of corruption. The results are shown in
Figure 4.5 (b). As corruption increases, the error smoothly increases as well.
This result is surprising because it suggests that residual networks can be re-
configured to some extent at runtime.
4.4 The Importance of Short Paths in Residual Networks
Now that we have seen that there are many paths through residual networks
and that they do not necessarily depend on each other, we investigate their char-
acteristics.
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4.4.1 Distribution of Path Lengths
Not all paths through residual networks are of the same length. For example,
there is precisely one path that goes through all modules and n paths that go
only through a single module. From this reasoning, the distribution of all pos-
sible path lengths through a residual network follows a Binomial distribution.
Thus, we know that the path lengths are closely centered around the mean of
n=2. Figure 4.6 (a) shows the path length distribution for a residual network
with 54modules; more than 95% of paths go through 19 to 35modules.
4.4.2 Vanishing Gradients in Residual Networks
Generally, data flows along all paths in residual networks. However, not all
paths carry the same amount of gradient. In particular, the length of the
paths through the network affects the gradient magnitude during backprop-
agation [9, 34]. To empirically investigate the effect of vanishing gradients on
residual networkswe perform the following experiment. Starting from a trained
network with 54 blocks, we sample individual paths of a certain length and mea-
sure the norm of the gradient that arrives at the input. To sample a path of
length k, we first feed a batch forward through the whole network. During the
backward pass, we randomly sample k residual blocks. For those k blocks, we
only propagate through the residual module; for the remaining n   k blocks, we
only propagate through the skip connection. Thus, we only measure gradients
that flow through the single path of length k. We sample 1,000 measurements
for each length k using random batches from the training set. The results show
that the gradient magnitude of a path decreases exponentially with the number
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Figure 4.6: How much gradient do the paths of different lengths contribute
in a residual network? To find out, we first show the distribution of all possi-
ble path lengths (a). This follows a Binomial distribution. Second, we record
how much gradient is induced on the first layer of the network through paths
of varying length (b), which appears to decay roughly exponentially with the
number of modules the gradient passes through. Finally, we can multiply these
two functions (c) to show how much gradient comes from all paths of a certain
length. Though there are many paths of medium length, paths longer than 20
modules are generally too long to contribute noticeable gradient during train-
ing. This suggests that the effective paths in residual networks are relatively
shallow.
of modules it went through in the backward pass, Figure 4.6 (b).
4.4.3 The Effective Paths in Residual Networks Are Relatively
Shallow
Finally, we can use these results to deduce whether shorter or longer paths con-
tribute most of the gradient during training. To find the total gradient magni-
tude contributed by paths of each length, we multiply the frequency of each
path length with the expected gradient magnitude. The result is shown in Fig-
ure 4.6 (c). Surprisingly, almost all of the gradient updates during training come
from paths between 5 and 17 modules long, even though they constitute only
0:45% of all paths through this network. Moreover, in comparison to the total
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length of the network, these paths are relatively shallow. We refer to these paths
as effective paths.
To validate this result, we retrain a residual network from scratch that only
sees the effective paths during training. This ensures that no long path is ever
used. If the retrained model is able to perform competitively compared to train-
ing the full network, we know that long paths in residual networks are not
needed during training. We achieve this by only training a subset of the mod-
ules during each mini batch. In particular, we choose the number of modules
such that the distribution of paths during training aligns with the distribution of
the effective paths in the whole network. For the network with 54 modules, this
means we sample exactly 23modules during each training batch. Then, the path
lengths during training are centered around 11.5 modules, well aligned with the
effective paths. In our experiment, the network trained only with the effective
paths achieves a 5.96% error rate, whereas the full model achieves a 6.10% er-
ror rate. There is no statistically significant difference. This demonstrates that
indeed only the effective paths are needed.
4.5 Discussion
Removing residual modules mostly removes long paths Deleting a module
from a residual network mainly removes the long paths through the network.
In particular, when deleting d residual modules from a network of length n, the
fraction of paths remaining per path length x is given by
fraction of remaining paths of length x =

n d
x

n
x
 (4.8)
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Figure 4.7: Fraction of paths remaining after deleting individual layers. Deleting
layers mostly affects long paths through the networks.
Figure 4.7 illustrates the fraction of remaining paths after deleting 1, 10 and 20
modules from a 54 module network. It becomes apparent that the deletion of
residual modules mostly affects the long paths. Even after deleting 10 residual
modules, many of the effective paths between 5 and 17 modules long are still
valid. Since mainly the effective paths are important for performance, this result
is in line with the experiment shown in Figure 4.5 (a). Performance only drops
slightly up to the removal of 10 residual modules, however, for the removal of
20 modules, we observe a severe drop in performance.
Connection to highway networks In highway networks, ti() multiplexes
data flow through the residual and skip connections and ti() = 0:5 means both
paths are used equally. For highway networks in the wild, [77] observe empir-
ically that the gates commonly deviate from ti() = 0:5. In particular, they tend
to be biased toward sending data through the skip connection; in other words,
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Figure 4.8: Impact of stochastic depth on resilience to layer deletion. Train-
ing with stochastic depth only improves resilience slightly, indicating that plain
residual networks already don’t depend on individual layers. Compare to
Fig. 4.3.
the network learns to use short paths. Similar to our results, it reinforces the
importance of short paths.
Effect of stochastic depth training procedure Recently, an alternative train-
ing procedure for residual networks has been proposed, referred to as stochastic
depth [39]. In that approach a random subset of the residual modules is se-
lected for each mini-batch during training. The forward and backward pass is
only performed on those modules. Stochastic depth does not affect the number
of paths in the network because all paths are available at test time. However,
it changes the distribution of paths seen during training. In particular, mainly
short paths are seen. Further, by selecting a different subset of short paths in
eachmini-batch, it encourages the paths to produce good results independently.
Does this training procedure significantly reduce the dependence between
paths? We repeat the experiment of deleting individual modules for a residual
network trained using stochastic depth. The result is shown in Figure 4.8. Train-
ing with stochastic depth improves resilience slightly; only the dependence on
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the downsampling layers seems to be reduced. By now, this is not surprising:
we know that plain residual networks already don’t depend on individual lay-
ers.
4.6 Conclusion
What is the reason behind residual networks increased performance? In the
most recent iteration of residual networks, He et al. [33] provide one hypothesis:
We obtain these results via a simple but essential concept—going deeper. While
it is true that they are deeper than previous approaches, we present a comple-
mentary explanation. First, our unraveled view reveals that residual networks
can be viewed as a collection of many paths, instead of a single ultra deep net-
work. Second, we perform lesion studies to show that, although these paths
are trained jointly, they do not strongly depend on each other. Moreover, they
exhibit ensemble-like behavior in the sense that their performance smoothly cor-
relates with the number of valid paths. Finally, we show that the paths through
the network that contribute gradient during training are shorter than expected.
In fact, deep paths are not required during training as they do not contribute
any gradient. Thus, residual networks do not resolve the vanishing gradient
problem by preserving gradient flow throughout the entire depth of the net-
work. This insight reveals that depth is still an open research question. These
promising observations provide a new lens through which to examine neural
networks.
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CHAPTER 5
CONVOLUTIONAL NETWORKSWITH INPUT-CONDITIONAL
TOPOLOGY
Often, convolutional networks (Convnets) are already confident about the high-
level concept of an image after computing only a few layers. This raises the
question of what happens in the remainder of the network that often comprises
hundreds of layers for many state-of-the-art models. To shed light on this, it
is important to note that due to their success, Convnets are used to classify in-
creasingly large sets of visually diverse categories. As a consequence, most pa-
rameters are used to model high-level features, because in contrast to low-level
and many mid-level concepts, high-level features are not broadly shared across
categories. As a result, the networks become larger and slower as the number of
categories rises. Moreover, for any given input image the number of computed
features focusing on unrelated concepts increases.
What if, after identifying that an image contains a bird, a Convnet could
move directly to a layer that can distinguish different bird species, without ex-
ecuting intermediate layers that specialize in unrelated aspects? Intuitively, the
more the network already knows about an image, the better it could be at decid-
ing which layer to compute next. Such a network would be able to decouple in-
ference time from the number of learned concepts. Our study in Chapter 4 pro-
vides a key insight towards the realization of this scenario. There we show that
for residual networks (Resnets) [32], although all layers are trained jointly, they
exhibit a high degree of independence. In fact, almost any individual layer can
be removed from a trained Resnet without interfering with other layers. Resnets
are Convnets with additional identity skip-connections that bypass each layer.
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Figure 5.1: Adanets (right) follow a high level structure similar to Resnets (cen-
ter). The key difference is that for each layer, a gate determines whether to
execute or skip the layer. This enables individual computational graphs condi-
tioned on the input.
This leads us to the following research question: Do we really need fixed structures
for convolutional networks, or could we assemble network graphs on the fly, conditioned
on the input?
In this work, we propose Adanets, convolutional networks that adaptively
define their network topology conditioned on the input image. Specifically,
Adanets learn a set of convolutional layers and decide for each input image
which layers are needed. By learning both general layers useful to all images
and expert layers specializing on subsets of categories, Adanets allow only com-
puting features relevant to the input image. It is worthy to note that Adanets do
not require special supervision about label hierarchies and relationships.
Figure 5.1 gives a schematic overview of the proposed approach. From a
high-level, Adanets follow a similar structure as Resnets. The key difference
is that for each residual layer, a gate determines whether the layer is needed
for the current input image. The main challenge is that the gates need to make
discrete decisions, which are difficult to integrate into convolutional networks
that we would like to train using gradient descent. To incorporate the discrete
decisions, we build upon recent work [8, 43, 60] that introduces differentiable
approximations for discrete stochastic nodes in neural networks. In particular,
we model the gates as discrete random variables over two states: to execute the
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respective layer or to skip it. Further, we model them conditional on the output
of the previous layer. This allows the construction of computation graphs adap-
tively based on the input image and to train both the convolutional weights as
well as the discrete gates jointly in an end-to-end fashion.
In experiments on ImageNet [17], we demonstrate that Adanets effectively
learn to generate computational graphs such that for each input only relevant
features are computed. In terms of classification accuracy both Adanet 50 and
Adanet 101 outperform their Resnet counterpart, while at the same time us-
ing 20% and 33% less computations respectively. We further show that, without
specific supervision, Adanets discover parts of the class hierarchy and learn spe-
cialized layers focusing on subsets of categories such as animals and man-made
objects. Adanets even learn distinct inference graphs for some mid-level cate-
gories such as birds, dogs and reptiles. Our results demonstrate that by group-
ing parameters for related classes and only executing relevant layers, Adanets
both improve efficiency and also overall classification quality. Lastly, we also
study the effect of the adaptive network topologies on the susceptibility towards
adversarial examples. We show that Adanets are consistently more robust than
Resnets, independent of adversary strength and that the additional robustness
persists even when applying additional defense mechanisms.
A preliminary version of this chapter has been made available to the pub-
lic [94].
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5.1 Related Work
5.1.1 Neural Network Composition
Our study is related to prior work in multiple fields. Several works have fo-
cused on neural network composition for visual question answering (VQA)
[3, 4, 44] and zero-shot learning [63]. While these approaches include convo-
lutional networks, they focus on constructing a fixed computational graph up
front to solve tasks such as VQA. In contrast, the focus of our work is to con-
struct a convolutional network conditioned on the input image on the fly during
execution.
5.1.2 Adaptive Computation
Our approach can be seen as an example of adaptive computation for neural
networks. Cascaded classifiers [99] have a long tradition for computer vision
by quickly rejecting “easy” negatives. Recently, similar approaches have been
proposed for neural networks [55, 105]. In an alternative direction, [7, 72] pro-
pose to adjust the amount of computation in fully-connected neural networks.
To adapt the computation time in convolutional networks, [37, 84] propose net-
work architectures that add classification branches to intermediate layers. This
allows stopping a computation early once a satisfying level of confidence is
reached. Most closely related to our approach is the work on spatially adap-
tive computation time for residual networks [21]. In that paper, a Resnet adap-
tively determines after which layer to stop computation. Our work differs from
this approach in that we do not perform early stopping, but instead determine
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which subset of layers to execute. This is key as it allows the grouping of pa-
rameters that are relevant for similar categories and thus enables distinct com-
putational graphs for different categories.
5.1.3 Regularization with Stochastic Noise
Our work is further related to network regularization with stochastic noise. By
randomly dropping individual neurons during training, Dropout [76] offers an
effective way to prevent neural networks from over-fitting. Closely related is
the work on stochastic depth [39], where entire layers of a Resnet are randomly
removed during each training iteration. Our work resembles this approach in
the sense that it also includes stochastic nodes that decide whether to execute
layers. In contrast to our work, layer removal in stochastic depth is independent
from the input image and aims to increase redundancy among layers. In our
work, we construct the computational graph conditioned on the input image to
reduce redundancy and allow the network to learn layers specialized on subsets
of the data.
5.1.4 Attention Mechanisms
Lastly, our work can also be seen as an example of an attention mechanism
in that we select specific layers of importance for each input image to assem-
ble the computation graph. This is related to approaches such as highway
networks [77] and squeeze-and-excitation networks [36] where the output of
a residual layer is rescaled according to the layer’s importance. This allows
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these approaches to emphasize some layers and pay less attention to others. In
contrast to our work, these are soft attention mechanisms and still require the
execution of every single layer. Our work is a hard attention mechanism and
thus enables decoupling computation time from the number of categories.
5.2 Adanets
Traditional feed-forward Convnets can be considered as a set of N layers which
are sequentially applied to an input image. Formally, letFl(), l 2 f1; :::;Ng denote
the function computed by the lth layer. With x0 as input image and xl as output
of the lth layer, such a network can be recursively defined as
xl = Fl(xl 1) (5.1)
Resnets [32] change this definition by introducing identity skip-connections
that bypass each layer, i.e., the input to each layer is also added to its output.
This has been shown to greatly ease optimization during training. As gradients
can propagate directly through the skip-connection, early layers still receive suf-
ficient learning signal even in very deep networks. A Resnet can be defined as
xl = xl 1 + Fl (xl 1) (5.2)
In Chapter 4 we studied the effects of the skip-connection and have shown that,
although all layers are trained jointly, they exhibit a high degree of indepen-
dence. Further, almost any individual layer can be removed from a trained
Resnet without harming performance.
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5.2.1 Adaptive Computation Graph
Inspired by the observation that individual layers can be removed without in-
terfering with other layers, we design Adanet, a network that can define its
topology on the fly. Adanet follows the basic structure of a Resnet with the
key difference that instead of executing all layers, it determines which subset of
layers to execute. In particular, with layers focusing on different subgroups of
categories, Adanet can select only those layers necessary for the specific input.
An Adanet can be defined as
xl = xl 1 + z(xl 1)  Fl (xl 1)
where z(xl 1) 2 f0; 1g
(5.3)
where z(xl 1) is a gate that, conditioned on the input to the layer, decides
whether to execute the next layer. The gate chooses between two discrete states:
0 for ‘off’ and 1 for ‘on’, which can be seen as a hard attention mechanism.
This is in contrast to relatedwork on soft attentionmechanisms such as high-
way networks [77], which share surface resemblance with our formulation. For
highway networks, the output of a layer can be rescaled to emphasize certain
layers and reduce attention to others. In contrast to our work, soft attention
mechanisms still require the execution of every single layer.
5.2.2 Gating Unit
For the gate to be effective, it needs to (1) understand the input features, (2)
make a discrete decision, and (3) operate with low computational overhead. We
propose a gate that consists of two main components. The first component esti-
mates the probability for the respective layer to execute. The second component
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Figure 5.2: Overview of gating unit. Each gate comprises two parts. The first
part estimates the probability for the layer to be executed. The second part de-
cides whether to execute the layer by sampling from the estimated probability.
In particular, the Gumbel-Max trick is used to sample from the discrete distri-
bution. To allow for the propagation of gradients through the discrete decision,
we use the Gumbel-Softmax relaxation in the backward pass.
takes the estimated probability and draws a discrete sample from it. Figure 5.2
provides on overview of the gating unit.
Estimating Probabilities
The input to the gate is the output of the previous layer xl 1 2 RWHC. Since
operating on the full feature map is computationally expensive, we build upon
recent studies [36, 40, 57] which show that much of the information in convolu-
tional features is captured by the statistics of the different channels and their in-
terdependencies. In particular, we only consider channel-wise means gathered
by global average pooling. This compresses the input features into a 1  1  C
channel descriptor.
zc =
1
H W
HX
i=1
WX
j=1
xi; j;c (5.4)
To capture the dependencies between channels, we add a simple non-linear
function of two fully-connected layers connected with a ReLU [23] activa-
tion function. The output of that operation is a vector  containing the log-
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probabilities for computing and skipping the following layer, respectively.
 =W2(W1z) (5.5)
where  refers to the ReLU,W1 2 RdC,W2 2 R2d and d is the dimension of the
hidden layer. The lightweight design of the gating function leads to minimal
computational overhead. For an Adanet based on Resnet 101 for ImageNet, the
gating function adds only a computational overhead of 0:04%, but allows to skip
33% of layers on average.
Greedy Gumbel Sampling
After estimating the log-probabilities , the gating function z(xl 1) needs tomake
a discrete decision. To incorporate the discrete decision into a convolutional ar-
chitecture that we would like to train using gradient descent, we build upon
recent work that propose approaches for propagating gradients trough stochas-
tic neurons [8, 48]. In particular, we utilize the Gumbel-Max trick [28] and its
recent continuous relaxation [43, 60].
A random variable G follows a Gumbel distribution if G =   log(  log(U)),
with U being a sample from the uniform distribution U  Unif[0; 1]. With the
Gumbel-Max trick we can parameterize discrete distributions in terms of Gum-
bel random variables. In particular, let X be a discrete random variable with
probabilities P(X = k) / k and let fGkgk2f1;:::;Kg be a sequence of i.i.d. Gumbel ran-
dom variables. Then, we can sample from the discrete variable X by sampling
from the Gumbel random variables
X = argmax
k2f1;:::;Kg
(logk +Gk) (5.6)
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A drawback of this approach is that the argmax operation is not continu-
ous. To address this, a continuous relaxation of the Gumbel-Max Trick has been
proposed [43, 60], replacing the argmax operation with a softmax. Note that a
discrete random variable can be expressed as a one-hot vector, where the real-
ization of the variable is the index of the non-zero entry. With this notation, a
sample from the Gumbel-Softmax relaxation can be expressed by the vector Xˆ
as follows:
Xˆk = softmax
  
logk +Gk

=

(5.7)
where Xˆk is the kth element in Xˆ and  is the temperature of the softmax oper-
ation. With  ! 0, the softmax function approaches the argmax function and
Equation 5.7 becomes equivalent to the discrete sampler. For  ! 1 it becomes
a uniform distribution. Since the softmax function is differentiable and Gk is
an independent noise term, we can propagate gradients to the probabilities k.
This enables the gating function to receive learning signals for when to open
and when to close. To generate samples, we set the log probabilities to be the
output of the gate’s first component log = .
One option to employ the Gumbel-softmax estimator is to use the continu-
ous version from Equation 5.7 during training and obtain discrete samples with
Equation 5.6 during testing. An alternative is the straight-through version [43]
of the Gumbel-softmax estimator. There, during training, for the forward pass
we get discrete samples from Equation 5.6, but during the backwards pass we
compute the gradient of the softmax relaxation in Equation 5.7. Note that the
estimator is biased due to the mismatch between forward and backward pass.
However, we observe that empirically the straight-through estimator performs
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better and leads to computational graphs that are more category-specific. We
illustrate the two different paths during the forward and backward pass in Fig-
ure 5.2.
5.2.3 Training Adanets
While training Adanets, we aim to achieve two objectives. First, the main goal
is to classify images correctly. As such, the main training loss is a basic multi-
class logistic loss that we denote as LMC. Second, we would like the gates to
assemble effective network topologies. To this end, the network might need to
learn both generalist as well as specialist layers and needs to decide when to use
which layer. We achieve this by constraining how often each layer is allowed to
be used. This guides the optimization to solutions in which parameters that are
relevant to subsets of related categories are grouped together in layers, which
minimizes the amount of unnecessary features to be computed. Specifically, we
use soft constraints by introducing an additional loss term that encourages each
layer to be executed at a certain target rate t. We approximate the execution rates
over a mini-batch and penalize deviations from the target rate. Let zl denote the
fraction of images within a mini-batch that layer l is executed. Then, the target
rate loss is defined as
Ltarget =
NX
l=1
(zl   t)2 (5.8)
The target rate provides an easy instrument to adjust the desired computation
time. Adanets are robust to a wide range of target rates. We study the effect of
the target rate on classification accuracy and inference time in the experimental
section. With the multi-class and target-rate losses, the overall training loss is
LAdanet = LMC +Ltarget (5.9)
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We optimize this joint loss with mini-batch stochastic gradient descent.
5.3 Experiments
We perform a series experiments to evaluate the performance of Adanets
and whether they learn specialized layers and category-specific computational
graphs. Lastly, we look beyond performance and study the robustness of
Adanets by analyzing their effect on the susceptibility towards adversarial at-
tacks.
5.3.1 Results on CIFAR
We first perform a set of initial experiments on CIFAR-10 [50] as a proof of con-
cept to validate the gating mechanism and how effectively Adanets distribute
computation among layers.
Model configurations and training details
We build an Adanet based on the original Resnet 110 [32]. Besides the additional
gating units, the Adanet follows the same architecture as the original Resnet 110.
For the gating units, we choose a hidden state of size d = 16. The additional
gating unit per residual block, adds a fixed overhead of 0:01% more floating
point operations and 4:8% more parameters compared to the standard Resnet-
110.
We follow a similar training scheme as [32], use momentum with weight
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Table 5.1: Test error on CIFAR 10 in % for Resnet 110 and its adaptive Adanet
counterpart. Adanet 110 clearly outperforms Resnet 110 while only using a
subset of 85% of the layers. When executing all layers (Adanet 110), Adanet
also outperforms stochastic depth.
Model Error #Params (106) FLOPs (109)
Resnet 110 [32] 6.61 1.7 0.5
Pre-Resnet 110 [33] 6.37 1.7 0.5
Stochastic Depth Resnet 110 [39] 5.25 1.7 0.5
Adanet 110 5.76 1.78 0.41
Adanet 110 5.14 1.78 0.5
of 0.9 and adopt a weight decay of 5  10 4. All models are trained for 350
epochs with a mini-batch size of 256. We use a step-wise learning rate starting
at 0:1 and decaying by 10 1 after 150 and 250 epochs. We adopt a standard data-
augmentation scheme, where images are padded with 4 pixels on each side,
randomly cropped to 32  32 and with probability 0.5 horizontally flipped.
Results
Table 5.1 shows classification results on CIFAR 10 for Resnets [32], pre-
activation Resnets [33], stochastic depth [39] and their Adanet counterpart. The
table also shows the number of model parameters and floating point operations
(multiply-adds). We compare two Adanet variants: For standard Adanets, we
only execute those layers with open gates. As a second variant, which we indi-
cate by “  ”, we execute all layers and analogous to Dropout [76] and stochastic
depth [39] the output of each layer is scaled by its expected execution rate.
From the results, we observe that Adanets clearly outperform their Resnet
counterparts, even when using only a subset of the layers. In particular,
Adanet 110 with a target-rate of 0:7 uses only 82% of the layers in expectation.
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Since Resnet 110 might be over-parameterized for CIFAR-10, the regularization
induced by dropping layers could be a key factor to performance. We observe
that Adanet 110 outperforms stochastic depth, implying benefits of Adanets
beyond regularization. In fact, Adanets learn to identify layers of key impor-
tance. In particular, they identify the central role of downsampling layers and
learn to always execute them, although they incur computation cost. We do not
observe any downward outliers, i.e. layers that are dropped every time.
5.3.2 Results on ImageNet
In a second set of experiments, we evaluate Adanets on ImageNet [17] to study
whether they learn to group parameters such that for each input image only
relevant features are computed. ImageNet is well suited for this study, as it
contains a large set of categories that span a wide variety of concepts including
man-made objects, food, as well as many different groups of animals.
Model configurations and training details
We build Adanets based on Resnet 50 and Resnet 101 [32]. The Adanets again
follow the same architectures as the original Resnets, with the sole exception of
the additional gating units. The size of the hidden state in the gates is again
d = 16, adding a fixed overhead of 3:9% more parameters and 0:04% more
floating point operations. For Adanet 50, all 16 residual layers have gates. For
Adanet 101, we fix the early layers up to the second downsampling operation to
be always executed. The main reason is that early layers to not yet distinguish
between object categories.
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Figure 5.3: Top-1 accuracy vs. computational cost on ImageNet. Adanet 50
outperforms Resnet 50, while skipping about 20% of its layers in expectation.
Similarly, Adanet 101 outperforms Resnet 101 while requiring 33% less com-
putations. Further, it often appears more effective to decrease the target rate
compared to reducing layers in a standard Resnet.
We follow the standard Resnet training procedure, with mini-batch size of
256, momentum of 0.9 and weight decay of 10 4. All models are trained for 100
epochs with step-wise learning rate starting at 0:1 and decaying by 10 1 every
30 epochs. We use the data-augmentation procedure as in [32] and at test time
first rescale images to 256  256 followed by a 224  224 center crop. The gates
are initialized to open at a rate of 85% at the beginning of training.
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Quantitative comparison
Figure 5.3 shows top-1 error on ImageNet and computational cost in terms of
GFLOPs for Adanet 50, Adanet 101 and the respective Resnets of varying depth.
We further show the impact of different target rates on performance and effi-
ciency. In particular, we use target rates from 0:4 to 0:7 for Adanet 50 and 0:3 to
0:5 for Adanet 101. Detailed results including the models’ complexities as well
as further baselines are presented in Table 5.2.
From the results we make the following key observations. First, both
Adanet 50 and Adanet 101 outperform their Resnet counterpart, while at the
same time using only a subset of the layers. In particular, Adanet 50 with a
target rate of 0:7 uses only about 80% of its layers in expectation. Similarly,
Adanet 101 outperforms its respective Resnet while using 33% less computa-
tions.
Figure 5.3 also visualizes the effect of the target-rate. As expected, decreasing
the target rate reduces computation time. Interestingly, introducing a constraint
on the number of executed layers first improves accuracy, before lowering the
target rate further decreases accuracy. This demonstrates that Adanets not only
improve efficiency, but by grouping and separating parameters, they also im-
prove overall classification quality. Further, it appears often more effective to
decrease the target rate compared to reducing layers in a standard Resnet.
Due to surface resemblance, we also compare Adanets to stochastic
depth [39]. We observe that, for smaller Resnet models stochastic depth does
not provide competitive results on ImageNet. One needs very large models
on ImageNet to see benefits from stochastic depth regularization. The paper on
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Table 5.2: Classification error on ImageNet in % for Adanet 50, Adanet 101
and the respective Resnets of varying depth. Both Adanets outperform their
Resnet counterpart, while at the same time using only a subset of the layers.
This demonstrates that Adanets aremore efficient and also improve overall clas-
sification quality.
Model Top 1 Top 5 #Params (106) FLOPs (109)
Resnet 34 [32] 26.69 8.58 21.80 3.6
Resnet 50 [32] 24.7 7.8 25.56 3.8
Resnet 50 (our) 23.87 7.12 25.56 3.8
Resnet 101 [32] 23.6 7.1 44.54 7.6
Resnet 101 (our) 22.63 6.45 44.54 7.6
Stochastic Depth Resnet 50 27.75 9.14 25.56 3.8
Stochastic Depth Resnet 101 22.80 6.44 44.54 7.6
Adanet 50 [t=0.4] 24.75 7.61 26.56 2.56
Adanet 50 [t=0.5] 24.42 7.42 26.56 2.71
Adanet 50 [t=0.6] 24.22 7.21 26.56 2.88
Adanet 50 [t=0.7] 23.82 7.08 26.56 3.06
Adanet 50 [t=0.8] 23.40 6.79 26.56 3.49
Adanet 101 [t=0.3] 23.02 6.58 46.23 4.33
Adanet 101 [t=0.5] 22.63 6.26 46.23 5.11
Adanet 101 [t=0.7] 22.28 6.17 46.23 6.18
stochastic depth [39] reports that even for the very large Resnet 152 performance
remains below a basic Resnet. This highlights the opposite goals of Adanets and
stochastic depth. Stochastic depth aims to create redundant features by enforc-
ing each subset of layers to model the whole dataset [98]. Adanets aim to sepa-
rate parameters that are relevant to different subsets of the dataset into different
layers.
These results indicates that convolutional networks do not need a fixed feed-
forward structure and that Adanets are an effective means to enable adaptive
computation graphs that are conditioned on the input image.
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Figure 5.4: Learned inference paths on ImageNet.The histograms show for
Adanet 50 (left) and Adanet 101 (right) how often each residual layer (x-axis)
is executed for each of the 1000 classes in ImageNet (y-axis). We observe a clear
difference between the layers used for man-made objects and for animals and
even for some mid-level categories such as birds, mammals and reptiles. With-
out specific supervision, the network discovers parts of the class hierarchy. Fur-
ther, downsampling layers and the last layers appear of key importance and are
executed for all images. Lastly, the left histogram shows that early layers are
mostly agnostic to the different classes. Thus, early layers in Adanet 101 are set
to be always executed. The remaining layers are sufficient to provide different
inference paths for the various categories.
Analysis of learned computational graphs
To analyze the learned inference paths, we study the rates at which different
layers are executed for images of different categories. Figure 5.4 shows the ex-
ecution rates of each layer for Adanet 50 on the left and for Adanet 101 on the
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Figure 5.5: Execution rates per layer over first 30 epochs of training. The layers
are quickly separated into key layers and less critical layers. Downsampling
layers and the last layer increase their execution rate, while the remaining layers
slowly approach the target rate.
right. The x-axis indicates the residual layers and the y-axis breaks down the
execution rates by the 1000 classes in ImageNet. Further, the figure shows high-
level and mid-level categories that contain large numbers of classes. The color
in each cell indicates the percentage of validation images from a given category
that the respective layer is executed.
From the figure, we see a clear difference between man-made objects and
animals. Moreover, we even observe distinctions between mid-level animal
categories such as birds, mammals, reptiles and other animals. This reveals
that the network discovers part of the label hierarchy and groups parame-
ters accordingly. Generally, we observe similar structures in Adanet 50 and
Adanet 101. However, the grouping of the mid-level categories is more distinct
in Adanet 101 due to the larger number of layers that can capture high-level
features. This result demonstrates that Adanets successfully learn layers that
focus on specific subsets of categories. It is worthy to note that the training
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Figure 5.6: Distribution over the number of executed layers. For Adanet 50 on
ImageNet with target rate 0:4, in average 10.8 out of its 16 residual layers are
executed. Images of animals tend to use fewer layers than man-made objects.
objective does not include an incentive to learn category specific layers. The
specialization appears to emerge naturally when the computational budget gets
constrained.
Further, we observe that downsampling layers and the last layers deviate
significantly from the target rate and are executed for all images. This demon-
strates their key role in the network (as similarly observed in [98]) and shows
how Adanets learn to effectively trade-off computational cost for accuracy.
Lastly, the figure shows that for Adanet 50, inter-class variation is mostly
present in the later layers of the network after the second downsampling layer.
One reason for this could be that features from early layers are useful for all
categories. Further, early layers might not yet capture sufficient semantic in-
formation to discriminate between categories. Thus, we keep the early layers
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Figure 5.7: Sample validation images from ImageNet that use the fewest lay-
ers (top) and the most layers (bottom) within the categories of birds, dogs and
musical instruments. The examples illustrate how instance difficulty translates
into layer usage.
of Adanet 101 fixed to be always executed. The remaining layers still provide
sufficient flexibility for different inference paths for the various categories.
Figure 5.5 shows a typical trajectory of the execution rates during training
for Adanet 50. The layers are initialized to execute a rate of 85% at the start of
training. The figure shows the first 30 training epochs and highlights how the
layers are quickly separated into key layers and less critical layers. Important
layers such as downsampling and the last layers increase their execution rate,
while the remaining layers slowly approach the target rate.
Variable inference time
Due to the adaptive inference paths, computation time varies across images.
Figure 5.6 shows on the left the distribution over how many of the 16 residual
layers in Adanet 50 are executed over all ImageNet validation images. On av-
erage 10:81 layers are executed with a standard deviation of 1:11. The figure
also shows the distributions for the mid-level categories of birds and consumer
goods. In expectation, images of birds use one layer less than images of con-
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Figure 5.8: Adversarial attack using Fast Gradient Sign Method. Adanets
are consistently more robust than plain Resnets, independent of adversary
strength. The additional robustness persists even when applying additional de-
fense mechanisms.
sumer goods. Further, from Figure 5.4 we also know that the two groups not
only use different numbers of layers, but also different sets of layers. Figure 5.7
shows samples from the validation images that use the fewest and the most
layers within the categories of birds, dogs and musical instruments. The exam-
ples highlight that easy instances with iconic views require only a few layers.
Difficult instances that are small or occluded need more computation.
5.3.3 Robustness to adversarial attacks
In a third set of experiments we aim to understand the effect of adaptive com-
putation graphs on the susceptibility towards adversarial attacks. On one hand,
if adversarial perturbations change the computational graph such that key lay-
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Figure 5.9: Effect of adversarial attack on gating functions. Average execution
rates per layer for images of birds before and after the attack. The execution
rates remain mostly unaffected by the attack.
ers of the network are skipped, performance might degrade. On the other hand,
the stochasticity of the graph might improve robustness.
To shed light on this question, we perform a Fast Gradient Sign Attack [26]
on Resnet 50 and Adanet 50, both trained on ImageNet. The results are pre-
sented in Figure 5.8. In the graph on the left side, on the x-axis we show the
strength of the adversary as measured in the amount each pixel is allowed to
be changed (epsilon). On the y-axis we report the top-1 classification accuracy
on ImageNet. We observe the Adanet 50 is consistently more robust, indepen-
dent of adversary strength. To investigate whether this additional robustness
complements other known defenses [29], we perform a follow-up experiment
in which we perform JPEG compression on the adversarial examples. We fol-
low [29] and use a JPEG quality setting of 75%. While both networks greatly
benefit from the JPEG compression defense, Adanet 50 remains more robust,
indicating that the additional robustness can complement other defenses.
98
To understand the effect of the attack on the gating mechanism, we look
at the execution rates before and after the attack. On the right side, Fig-
ure 5.9 shows the average execution rates per layer over all bird categories for
Adanet 50 before and after performing an FGSM attack with epsilon 0:047. The
results show that, although the accuracy of the network drops from 74:62% to
11%, execution rates remain similar. The resilience of the gating towards the
attack might arise for multiple reasons. First, the stochasticity induced by the
Gumbel noise might outweigh the noise introduced by the attack. Further, the
global average pooling operation might cancel out some of the adversarial per-
turbations.
5.4 Conclusion
In this work, we have shown that convolutional networks do not need fixed
feed-forward structures. With Adanets, we have introduced Convnets that
adaptively assemble their network graph on the fly based on the input image.
We have shown in experiments on ImageNet that Adanets group parameters
for related classes into specialized layers and learn to only execute those layers
relevant to the input. This allows decoupling inference time from the number of
learned concepts and improves both efficiency as well as overall classification
quality.
This work opens up numerous paths for future work. For example, with
respect to network architecture, it would be intriguing to extend this work be-
yond Resnets to other high-level architectures such as densely-connected [38]
or inception-based [81] networks. Further, it would be interesting to investigate
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Adanets for other tasks such as image segmentation or object detection. From
an optimization perspective, we have seen that layers take on different roles in
Adanets. Future work could study whether one should treat individual layers
differently during training to further improve their effectiveness. From a practi-
tioner’s point of view, it might be exciting to extend this work into a framework
where the set of executed layers is adaptive, but their number is fixed so as to
achieve constant inference times. Lastly, we have seen that the gates are largely
unaffected by basic adversarial attacks. For an adversary, it could be interesting
to investigate attacks that specifically target the gating functions.
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CHAPTER 6
CONCLUSIONS
In this dissertation, we studied conditional models for computer vision. A key
motivation for this line of work is that previous visionmodels are largely agnos-
tic to the context in which they are used, limiting the usefulness of their results.
To address this shortcoming, we presented multiple models that can incorpo-
rate contextual information to provide results tailored to a given context. First,
we presented an image tagging and retrieval system that can personalize pre-
dictions to individual users, by learning from their prior usage of hashtags. We
then focused on the task of visual similarity search and introduced Conditional
Similarity Networks. When searching for images similar to an input image, the
proposedmodel allows users to specify according to what aspect images should
be similar. Lastly, we focused on the underlying convolutional networks them-
selves and showed how they can benefit from taking the context into account,
in which they are used. In particular, we presented Adanets, convolutional net-
works that can define their network topology conditioned on the input image.
By learning both general layers useful to all images and expert layers specializ-
ing on subsets of categories, Adanets improve both efficiency and also overall
classification quality.
This work opens up numerous paths for future work. Collecting labeled
training data is often one of the main bottlenecks for building vision models.
Weakly annotated data obtained from the web provides an interesting alterna-
tive. However, using web data as supervision comes with the challenge that it is
often only informative in the context it was created. By allowing labels to carry
multiple different meanings, conditional vision models could provide an im-
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portant means towards training from noisy data in the wild and thus alleviate
the need for expensive annotations.
Further, it would be interesting to study how to extend the presentedmodels
to incorporate prior knowledge more generally. For the task of image tagging,
we showed how to include user profiles to personalize results. While this can
capture basic preferences of a user, it would be interesting to use further prior
knowledge, such as the current location of the user or what the user is currently
doing. Similarity, for the proposed Adanets we have shown how to design the
network topology based on the current input image. Considering the scenario
of analyzing a video, after processing a set of frames one might already have
a good understanding of what is happening in the current scene. It would be
interesting to study how to incorporate this information when designing the
network for later frames.
Another intriguing direction would be to discover different notions of sim-
ilarity without specific supervision. For conditional similarity networks, each
training example needs to be associated with one of the pre-defined notions of
similarity. The user-conditional hashtag model, removes the need for a list of
pre-defined aspects, but the image-label pairs still need to be related to specific
users. The proposed Adanets provide a first glimpse into how an unsupervised
approach might work. By learning which subset of layers to choose for each
image, the network discovers part of the label hierarchy without any special
supervision. A similar approach might also be able to discover and separate
different notions of similarity.
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