Abstract-The particle filter has become an important tool in solving nonlinear filtering problems for dynamic systems. This correspondence extends our recent work, where we proved that the particle filter converges for unbounded functions, using -convergence. More specifically, the present contribution is that we prove that the particle filter converge for unbounded functions in the sense of -convergence, for an arbitrary 2.
I. INTRODUCTION
The main purpose of the present work is to extend our previous results on particle filtering convergence for unbounded functions [1] , where we, for simplicity, only proved L 4 -convergence. Here, we will prove L p -convergence for an arbitrary p 2, of the particle filter. This requires some nontrivial embellishments, which form the contribution of the present work, including the introduction and use of a new Rosenthal-type inequality [2] .
The particle filter provides a solution to the nonlinear filtering problem, which amounts to, recursively in time computing an estimate of the state in a dynamic system, x t+1 = f t (x t ; v t ) (1a) yt = ht(xt; et):
Here, x t denotes the state, y t denotes the measurement, v t and e t denote the stochastic process and measurement noise, respectively. Most estimation algorithms aim at computing an approximation of the conditional expectation E ((xt)jy1:t) = (xt)p(xtjy1:t)dxt (2) where y1:t 1 = (y1; . . . ; yt) and : n ! is the function of the state that we want to estimate. The particle filter computes an approximation to (2) by forming an approximation of the filtering density function according topN (xtjy1:t) = N i=1 w i t x (xt), where each particle x i t has a weight w i t associated to it, and x(1) denotes the delta-Dirac mass located in x. The first complete particle filter was introduced by Gordon et al. in 1993 [3] . Since then the particle filter has become an important tool in solving complicated estimation problems. For more information about the particle filter we refer to the text books [4] - [6] and the survey papers [6] - [10] . When it comes to convergence results for the particle filter the book [11] contains a lot of useful results. Furthermore, the excellent survey papers [12] , [13] are very informative.
The outline of the paper is as follows. In Section II we briefly introduce the models, the optimal filters that we are trying to approximate and the particle filter. However, these sections are intentionally rather brief, since a more detailed background using the same notation is already provided in [1] and the related technical report [14] . The main result is then presented and proved in Section III and the conclusions are given in Section IV. There is also an Appendix containing the necessary auxiliary lemmas.
II. BACKGROUND
In order to understand the general convergence result proved in the present work we will here briefly explain the background when it comes to models and optimal filters in Section II-A and the particle filter in Section II-B.
A. Models and Optimal Filters
In order to develop the theory below we need to represent the nonlinear system (1) in a way that facilitates the use of the relevant theoretical tools. We are concerned with two real vector-valued stochastic processes X = fX t g N t=1 and Y = fY t g N t=1 , which are defined on a probability space. The nx-dimensional process X describes the evolution of the hidden state and it is a Markov process with initial state X 0 and an initial distribution 0 (dx 0 ). Furthermore, a Markov transition kernel K(dxt+1jxt) is used to model the state evolution over time according to P (X t+1 2 AjX t = x t ) = A K(dx t+1 jx t ) (3) for all A 2 B( n ), where B( n ) denotes the Borel -algebra on n . The n y 0dimensional process Y describes the available measurements, which are assumed conditionally independent given the states and
(dy t jx t ); 8B 2 B( n ): (4) We assume that K(dxt+1jxt) and (dytjxt) have densities with respect to a Lebesgue measure, allowing us to write P (X t+1 2 dx t+1 jX t = x t ) = K(x t+1 jx t )dx t+1 P (Yt 2 dytjXt = xt) = (ytjxt)dyt:
Since we are trying to approximate (2) we are indirectly interested in finding approximations of the filtering distribution, i.e., the distribution of the state conditioned on the measurements tjt (dx t ) which is ideally given by
(y t jx t ) tjt01 (dx t ) (y t jx t ) tjt01 (dx t ) :
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In the interest of a more compact notation, let us introduce the following. Given a measure , a function , and a Markov transition kernel K, denote
This implies that E((x t )jy 1:t ) = ( tjt ; ). From (6) we now have the following recursive form for the optimal filter E((xt)jy1:t):
B. Particle Filters
The particle filter we are concerned with in this work is given in detail in Algorithm 1 below. i t x (dxt), i = 1; . . . ; N . 6) Set t := t + 1 and repeat from step 2.
The particle filtering algorithm given above is different from the standard particle filter in two ways. The first difference is that we have, in step 2), introduced the weights These weights allows us to represent two slightly different particle filters at once. More specifically, when i j = 1 for j = i, and i j = 0 for j 6 = i, the sampling method is reduced to the original particle filter introduced by [3] ; see also, e.g., [6] and [15] . On the other hand, when i j = 1 N for all i and j, it turns out to be a convenient form for theoretical treatment, as used by nearly all existing theoretical analysis; see, e.g., [11] - [13] and [16] . Let us also point out a useful formula for future use. In step 2), when sampling x i t from the distribution
The second difference worth commenting is that we in step 3 require that the sampled particles f x
where the real number t is selected by experience. If the above inequality holds, the algorithm proceeds to the next step, whereas if it does not hold, we regenerate f x
, the requirement is
The requirement is used in the proof of the main results of this paper. Furthermore, from the more practical side, it helps in reducing the risk of filter divergence.
III. GENERAL CONVERGENCE RESULT
In this section, we consider convergence of the particle filter, Algorithm 1, to the optimal filter E((x t )jy 1:t ) in the case where is an unbounded function. It is also worth noting that all the stochastic quantifiers below (like E and "w.p. 1") are with respect to the random variables related to the particles. Below we list the conditions that we need in order to establish the convergence result. (12) where kk t;p 1 = maxf1; ( sjs ; jj p ) ; s = 0; 1; . . . ; tg. Proof: The proof is carried out using an induction framework, similar to the one introduced in [12] and further used in [1] .
H0)
1: Initialization:
be independent random variables from the distribution 0(dx0). Then, with the use of Lemmas A.1, A.2, and A.3 (note that A here implies that the lemmas are to be found in the Appendix), we obtain E N 0 ; 0 ( 0 ;) 
2: Prediction: Based on (13) and (14) 
Note that f x i t ; i = 1; . . . ; Ng are particles generated without any modification and fx i t ; i = 1; . . . ; Ng the modified particles by (10).
The term 5 2 denotes the difference between these two series of particles. Lemma A.5 can now be used to analyze the terms 51 and 52 introduced above, since (35) of Proposition 3.1,
y t j x i t < t < t < 1 (19) holds for sufficiently large N.
By Lemmas A.1, A.2, A.5 (conditional case), (17) , and (9), 
By ( . Here, Lemma A.5 is applied in the second line and in the third line we use Jensen's Inequality. Hence, by (16) Therefore, the proof of Theorem 3.1 is completed, since (15) and (16) are successfully replaced by (31) and (32).
By the Borel-Cantelli Lemma and Chebyshev's inequality, we also have a convergence result as follows. The proposition below guarantees that the requirement (10) does not result in an infinite loop in Algorithm 1.
Proposition 3.1: The particle filtering algorithm given in Algorithm By a basic fact of Algorithm 1 demonstrated by (18) and the above formula (34), we know that
Therefore, for a given t 2 (0; 1) and a sufficiently large N , we have
By Lemma A.4 this concludes that for sufficiently large N , with probability 1, the algorithm will not enter an infinite recursion.
IV. CONCLUSION
The main contribution of this work is the proof that the particle filter converge for unbounded functions in the sense of L p -convergence, for p 2. Besides this we also provide Lemma A.1, a new Rosenthal type inequality, which is generally applicable.
APPENDIX
In order to establish the convergence result, the following Rosenthal type inequality is needed.
Lemma A.1: Let p > 0; 1 r 2, and let fi; i = 1; . . . ; ng be conditionally independent random variables, given -algebra G such that E( i jG) = 0, E(j i j p jG) < 1 and E(j i j r jG) < 1. Then there exists a constant C(p) that depends only on p such that
The inequality stated above hold in the almost sure sense, since it is in the form of a conditional expectation. For convenience, we omit the notation of almost sure in the lemma and its proof.
Remark A.1: When r = 2, (36) was first introduced in [2] for the special case of independent random variables, and then extend to a martingale difference sequence in [17] . The best constants C(p) for both cases can be found in [18] and [19] , respectively. For a brief proof of the independent case we refer to Appendix C in [20] . However, all the references mentioned require that r = 2, implying that the order of integrability should be no less than 2. This restriction has been improved to r 2 [1; 2] Proof: Note that P [1 < ; 2 < ; .. .;n < ] = p n ! 0 as n ! 1, where p = P [ < ] < 1. Thus, the process is almost surely finite. See also [14] . 
In the case Ej ()j < 1, E j ()j E j ()j which finishes the derivation of (38).
The set A is typically defined by an inequality, say ff() > g. The result of Lemma A.5 can be extended to the conditional expectation case. For instance, in the case of (39), the conditional form would be
where F is a given -algebra and has corresponding conditional density under the same condition P [ 2 0 A] < 1.
