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ABSTRACT
The dominant automatic lexical stress detection method is
to split the utterance into syllable segments using phoneme
sequence and their time-aligned boundaries. Then we ex-
tract features from syllable to use classification method to
classify the lexical stress. However, we can’t get very accu-
rate time boundaries of each phoneme and we have to design
some features in the syllable segments to classify the lexical
stress. Therefore, we propose a end-to-end approach using
sequence to sequence model of transformer to estimate lex-
ical stress. For this, we train transformer model using fea-
ture sequence of audio and their phoneme sequence with lex-
ical stress marks. During the recognition process, the recog-
nized phoneme sequence is restricted according to the origi-
nal standard phoneme sequence without lexical stress marks,
but the lexical stress mark of each phoneme is not limited.
We train the model in different subset of Librispeech and do
lexical stress recognition in TIMIT and L2-ARCTIC dataset.
For all subsets, the end-to-end model will perform better than
the syllable segments classification method. Our method can
achieve a 6.36% phoneme error rate on the TIMIT dataset,
which exceeds the 7.2% error rate in other studies.
Index Terms— Lexical stress detection, computer as-
sisted language learning, end-to-end, transformer
1. INTRODUCTION
Lexical stress is associated with the prominent syllable of a
word. In English, at least one syllable in a polysyllabic word
should be stressed relative to other syllables. Lexical stress
plays a very important role in the understanding and percep-
tion of speech. Modifying the lexical stress of a word may
change the meaning of the word. For example, the word
”record” can be a noun or a verb when the stress is located dif-
ferently. The position of the lexical stress of a word is unpre-
dictable, but it is customary, and each meaning of a word has
a unique corresponding lexical stress. Therefore, the English
pronunciation dictionary contains the position of the lexical
stress in addition to the pronunciation of the word [1].
In the process of learning a second language such as
English, the mastery of lexical stress is very important.
Computer-aided pronunciation assessment systems need to
identify where the words are stressed to help non-native
language learners learn the language. The systems need to
evaluate the learner’s pronunciation quality and provide the
learner with feedback on the lexical stress pronunciation,
so as to help the speaker to better grasp the lexical pronun-
ciation. Therefore, the automatic evaluation technology of
lexical stress is an important part of evaluating the pronun-
ciation quality of the speaker, and plays an important role
in applications such as computer-aided language learning
systems [2].
There has been much research work on the assessment
of lexical stress, especially for native and non-native English
speakers. Most of the current methods extract features for a
syllables, and then the lexical stress detection task is consid-
ered as a classification problem to determine whether a sylla-
ble should be stressed or not. Several temporal features such
as loudness, duration, pitch [3, 4] are commonly used cur-
rently. In [5], the authors used a combination of temporal
features and spectral features to obtain better results. In [6],
the authors propose a new feature contour based on sonority
and find an optimal set of sub-bands to improve the accuracy
of lexical stress detection.
Based on the features extracted, many classification meth-
ods are used to detect lexical stress, such as support Vec-
tor Machines(SVM) [3, 7], Hidden Markov Models(HMM)
[8] and Maximum Entropy[9]. Recently, the classification
method of deep learning is also applied to the lexical stress
classification. In [4], the authors use the deep belief network
for lexical stress classification, which has an accuracy im-
provement of 8% compared to the traditional Gaussian Mix-
ture Model. In [1], the authors compared the error rates of
deep-connected neural networks and deep convolutional Neu-
ral Networks(CNNs) for lexical stress classification, and it
is reported that the CNN model achieves better results. In
[9], the authors found that CNN can yield good performance
in lexical stress detection using low-level acoustic features
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alone, without any high level features such as duration of
phonemes and syllables.
The above method mainly uses the features in the sylla-
bles to perform lexical stress classification. In [10], the au-
thor combines the acoustic based features with the text con-
tent based features, and obtains better results than only using
the acoustic based features.
For the methods based on syllable classification, temporal
boundaries need to be determined. Current approaches com-
monly adopts a two-stage process, where the boundaries of
syllables are first determined by a forced-alignment between
the speech and the text (which can be transformed into a se-
quence of syllables using a pronunciation dictionary) using a
trained acoustic model and then features are extracted from
the syllables and classifiers are applied. Obviously, the time
boundaries obtained by method may be with errors and the er-
rors will further affect the performance of classification. More
importantly, stress in speech is actually a global characteris-
tic of the whole utterance and the stress of a certain syllable
depends not only on the acoustic feature of itself, but also
on the contextual information (e. g., energy, frequency) of
other syllables or even the entire utterance. Although some
methods extract features from adjacent syllables to incorpo-
rate more context, the contextual information they use is still
very limited, with a serious lack of long-distance and global
information within the utterance.
In [11], the authors propose to estimate stress markings
in automatic speech recognition (ASR) framework involving
finite-state-transducer (FST) without using annotated stress
markings and segmental information. First, they train the
ASR system with native English data along with pronunci-
ation lexicon containing canonical stress markings. In the de-
coding phase, the phoneme sequence with different type of
lexical stress positions derived from the phoneme sequence of
the speech is used to establish the decoding path. The corre-
sponding lexical stress classification result can be obtained by
selecting the lexical phoneme path with the highest probabil-
ity. Although this method avoids error cascade by perform-
ing a one-pass decoding, the contextual information it used
is still limited. The process of decoding only uses acoustic
features of current phonemes for classifying and the adjacent
phonemes considered are also limited.
In this paper, with insight of long-distance or global con-
textual information needed in lexical stress detection, we pro-
pose a sequence-to-sequence approach for lexical stress de-
tection. The encoder-decoder structure of Transformer [12]
is used to translate the feature sequence of the audio to a
phoneme sequence with lexical stress marks directly. Dur-
ing the training process, the model is trained according to the
feature sequence of the audio and the corresponding phoneme
sequence with lexical stress marks. During the detection pro-
cess, the recognized phoneme sequence is restricted by the
phoneme sequence of uttereance, but the lexical stress mark
of each phoneme is not limited. For example, for the word
”predict”, its phoneme sequence is P R IH0 D IH1 K T, where
IH0 and IH1 indicate that the corresponding phonemes (IH)
are not stressed (0) and stressed (1), respectively. In the end-
to-end decoding process, the restriction if that the utterance
must be decoded in the phoneme order of P R IH D IH K T ,
but for each IH, it can be either IH0 or IH1. Finally, the lex-
ical stress of each phoneme is determined based on the most
probable phoneme sequence (with the greatest probability)
with lexical stress marks. This method does not require the
boundaries of syllables and does not require the use of manu-
ally designed features, nor does it require training of acoustic
models. Most importantly, the sequence-to-sequence scheme
it used and the self-attention modules in Transformer make
full use of the global contextual information of the utterance
and can bring better results compared to traditional methods,
which is proved by our experiments.
2. DATASET
We mainly use three Datasets, Librispeech[13] is used for
training and TIMIT[14] and L2-ARCTIC[15] are used for
testing.
LibriSpeech ASR corpus is a large corpus containing
about 1000 hours of English speech. These data are from
audio books from the LibriVox project. We divided the Lib-
rispeech data set into three subsets of 100 hours, 460 hours,
and 960 hours. Training experiments were conducted on
these three subsets.In the test phase, the TIMIT dataset and
L2-ARCTIC dataset are used as test sets.
The TIMIT data set contains a total of 6300 utterances of
sentences. Each of the 630 speakers from the eight major di-
alect regions of the United States read 10 given sentences, all
of which are manually segmented and labeled at the phoneme
level.
The L2-ARCTIC corpus is a corpus of non-native En-
glish speech and is intended for research in voice conversion,
accent conversion, and mispronunciation detection. In total,
the corpus contains 22,339 utterances from twenty (20) non-
native speakers with a balanced gender and L1 distribution.
Most speakers recorded the full CMU ARCTIC set. Human
annotators manually examined 2,999 utterances, so we use
this part as our test dataset.
We use the Carnegie Mellon University(CMU) pronunci-
ation dictionary as a unified pronunciation dictionary with a
total of 39 phonemes. The unified pronunciation dictionary is
used to convert the sentences corresponding to the audio into
phoneme sequences.
3. METHOD
Fig. 1 shows the procedure of the proposed method for
lexical stress recognition with an example of P R IH0 D.
We use frame length of 25ms and frame shifting of 10ms
Fig. 1.Procedure of the proposed method for lexical stress detection
to extract the 80-dimensional mel-bank magnitudes. Dur-
ing training, using the feature sequence of the audio and the
corresponding sequences with stress marks (P R IH0 D),
we train a sequence-to-sequence model based on the Trans-
former including the encoder and the decoder for recognition
of phonemes with stress marks. In the recognition phase, the
original recognition method is modified With the restriction
of the given sequence of phonemes, the most probable se-
quence of phonemes with stress marks is searched among all
possible paths. And the stress of each syllable can be deter-
mined according to the sequence. With the restriction of the
given sequence of phonemes, the most probable sequence of
phonemes with stress marks is searched among all possible
paths. And the stress of each syllable can be determined
according to the sequence. For example, according to the
phoneme sequence of P R IH D, since the IH phoneme may
have lexical stress or may not, there may be two possible of
P R IH0 D and P R IH1 D. After the decoding, IH can be
determined to be stressed or not stressed.
3.1. Model
Fig. 2.The Transformer architecture
As Fig. 2, we use the Transfomer [12] model that re-
lies on the self-attention mechanism. For an input sequence
(x1,...,xn), the encoder converts it into a continuous expres-
sion sequence z=(z1,...,zn). According to this expression se-
quence, the decoder generates an output symbol on a time-by-
time basis. When an output symbol of a certain period of time
is generated, the output symbol before the time period is taken
as an input, and finally an output symbol sequence (y1,...,yn)
is generated. Both the encoder and the decoder use some iden-
tical layers composed of self-attention and fully connected
layers. Both the encoder and the decoder are stacked from
several identical layers, each layer including a multi-head and
point-by-point fully connected network. Each layer in the de-
coder also includes a multi-head attention according to the
output of the decoder.
3.2. Train
We train this model on the Librispeech dataset. We use the
Adam optimizer and the relevant parameters are chosen to be
β 1=0.9, β 2=0.997,  =10−9. The learning rate is set to 0.15
and uses 0.1 dropout and 0.1 label smoothing. We train up to
500k steps, and use early-stopping based on the performance
on the verification set.
3.3. Recognition
The model trained in the training stage is used in the recog-
nition process, but unlike the original recognition method,
the recognition paths are restricted in the recognition pro-
cess. In original recognition, greedy search is used, and at
each time, the most probable output symbol is chosen. But in
lexical stress recognition, the decoding algorithm makes lim-
ited choices based on the phoneme sequence of the utterance
at each moment. For example, for PR IH0 D, its phoneme se-
quence without lexical stress mark is PR IH D, which is lim-
ited to P and R at the first and second period, and for the third
period, because IH has two choices of IH0 and IH1, There-
fore, the probability of selection is between IH0 and IH1. The
output of the fourth period will be limited to D. At this period,
the whole phoneme sequence is output and the recognition
ends. For IH phonemes, the lexical stress selection of the IH
phoneme is determined based on the probability of selection
during the recognition process.
Algorithm 1 :Decoding
Inputs: x,y
Outputs: p
predict=[]
encode-input = encode(x)
for i in length(y):
p = y[i]
logits = decode(encode-input,y,predict)
y-predict = argmax(logits in p0 ,p1 and p2)
predict.append(y-predict)
return predict
As shown by the pseudo code, in the decoding phase, the
feature sequence x of an utterance and the phoneme sequence
y of the corresponding text are input. The feature sequence
x is first encoded using an encoder. Then, the output of the
encoder is decoded according to the length of the phoneme se-
quence of the corresponding text. Each time, the decoder uses
the output of the encoder, phoneme p at the current position
of the phoneme sequence, the prediction result of the encoder
before this time to obtain the probability of each phoneme
with the lexical stress mark. According to the phoneme p of
the current position, the predicted phoneme with the highest
probability is selected in the set of lexical stress marks of the
phoneme p, and the phoneme is added to the prediction result
and then predicted at the next period. Finally, the predicted
result of the specified length is obtained.
4. EXPERIMENT
In the experiment, the Librispeech data set was used as the
training set of the model. We use the method of classify-
ing syllable features using a classifier as the baseline. We
use the method in [1] to first train an alignment model using
the Librispeech dataset, and then use the alignment model to
align the audio features with the audio phoneme sequence to
get the phoneme boundaries, and then get the syllable bound-
aries. 27-dimensional mel-bank features are extracted within
the syllable range and we use a window of 3 consecutive syl-
lables to classify. We use two layers of CNN and one layer of
DNN to obtain the lexical stress classification result.
We also use the end-to-end model of the transformer for
lexical stress detection. The end-to-end model is first trained
on the Librispeech dataset based on the extracted mel-bank
feature sequences and the phoneme sequences with lexical
stress marks. The recognition phase performs decoding of the
restricted phoneme sequence. The decoding at each moment
limits the category of phoneme without limiting the type of
lexical stress marks, and finally the lexical stress pronuncia-
tion of each phoneme is obtained from the phoneme sequence
with lexical stress marks of the maximum probability.
The phoneme error rate of the lexical stress detection
is used as the evaluation metric, and only the lexical stress
phonemes in multi-syllable words are counted in the statis-
tical process. The experimental results are shown in Table 1
and Table 2.
Table 1. Results in TIMIT
dataset Segmented syllable classification transformer
100 hours 13.92% 10.62%
460 hours 10.12% 7.92%
960 hours 10.31% 6.36%
As shown in Table 1, for the end-to-end model, as amount
of data increases, the error rate decreases gradually. Be-
cause the end-to-end model needs to learn related phoneme
sequence information and phoneme alignment information
in one model at the same time, the amount of data required
is relatively large. Therefore, as the data size increases, the
phoneme error rate gradually decreases. For the segmented
syllable classification experiment, the 460-hour data error
rate is lower than the 100-hour data, but when increasing
the data size to 960 hours, the error rate does not decrease.
Because the 100-hour data is relatively pure data, the distri-
bution of TIMIT data sets is quite different. For 460 hours
of data, some data with a slightly lower quality is added, and
the amount of data is increased, which will get better results.
With 460 hours of data sufficient, there will be no significant
increase in the amount of data that continues to increase.
For all subsets of 100 hours, 460 hours, and 960 hours, the
end-to-end model performs better than the segmented sylla-
ble classification system. Our method can achieve a 6.36%
phoneme error rate on the TIMIT dataset, which exceeds the
7.2% error rate of the method in the TIMIT dataset in [1].
Table 2. Results in L2-ARCTIC
dataset Segmented syllable classification Transformer
100 hours 15.3% 14.2%
460 hours 15.7% 8.7%
960 hours 15.8% 8.8%
For the L2-ARCTIC dataset, the transformer model also
performs well. For the segmented syllable classification
experiment, there is no particularly significant decrease in
phoneme error rate as the train data size increases.But for the
transformer model, the phoneme error rate decreases signif-
icantly when the dataset size increases to 460 hours. And it
has no improvement when its increases continuely. This may
be because that speech in the L2-ARCTIC are non-native,
but it need to be further confirmed in future work. For all
subsets, the transformer model performs better than syllable
based features method, which proves the superiority of the
transformer method.
5. CONCLUSIONS
In lexical stress detection, a method of classifying using a
classifier based on a syllable extraction feature or a method
of constructing and decoding an FST based on a frame of
speech recognition is generally employed. We propose to use
the end-to-end Transformer model to train audio features di-
rectly into the phoneme sequence recognition of lexical stress
marks. By limiting the phoneme sequence in the phoneme
recognition process, we find the most likely lexical stress se-
quences to obtain the lexical stress recognition results. The
method is better than the method based on syllable feature
extraction using classifiers, and the result of the phoneme er-
ror rate of 6.36% on the TIMIT data set is better than the best
result on the previous TIMIT data set. The end-to-end method
is performing well in TIMIT dataset and L2-ARCTIC dataset
and this method is meaningful to continue to explore.
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