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Abstract
In Bellen and Maset (Preprint) an approach is presented for solving the delay dierential equation (DDE)
y0(t) = Ly(t) +My(t − ); t>0;
y(t) = ’(t); −6t60; ()
where > 0; L; M 2Cmm and ’2C([−; 0];Cm), passing through a reformulation of () as an abstract Cauchy problem
and its discretization in a system of ordinary dierential equations (ODEs). In this paper we investigate the asymptotic
stability of this approach on the class of DDEs () with L= 0. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
Recently, the problem of asymptotic stability of numerical methods has been considered for the
class of DDEs () where the delay > 0 and the coecients L; M are such that the solution y is
asymptotically stable for all initial functions ’.
Some results, relevant to the case L=0 and M 2C, were given by van der Houwen and Sommeijer
[8] for linear multistep methods and by Al-Mutib [1] for some Runge{Kutta methods.
More recently the problems has been faced, for real L; M , by Guglielmi in [5,7], and by Guglielmi
and Hairer [6] for Runge{Kutta methods, and by Bellen and Maset [3] for a method based on the
reformulation of () as an abstract Cauchy problem.
From the asymptotic stability point of view, the vector case L;M 2Cmm has been dealt with
for the subclass of () whose solutions are asymptotically stable for all initial function ’ and for
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all delay . In [9], in’t Hout characterizes such a subclass and proves that some -methods are
asymptotically stable on this subclass. Other results were recently given by Koto [10] and by Bellen
and Maset [3].
In this paper we consider the problem of asymptotic stability for the approach presented by Bellen
and Maset on the class of DDE () with L = 0 and M 2Cmm. This approach is briey described
as follows.
Let us consider the state space
X = C([− ; 0];Cm)
equipped with the maximum norm
jj’jj= max
2 [−;0]
j’()j; x2X;
where j  j is an arbitrary norm on Cm. The family fT (t)gt>0 of linear bounded operators on X
dened by
T (t)’= yt; ’2X;
where yt is the function given by
yt() = y(t + ); 2 [− ; 0]
with y solution of (), is a C0-semigroup (see [4]). The innitesimal generator A of the semigroup
is given by
D(A) = f’2X j’0 2X and ’0(0) = L’(0) +M’(−)g;
A’= ’0; ’2D(A):
In this setting, we can reformulate () as the abstract Cauchy problem
d
dt
u(t) =Au(t); t>0;
u(0) = ’;
(1)
where u : [0;+1)! D(A). The function
t 7! yt; t>0
is the solution (mild solution if ’ 62D(A)) of (1).
For a given integer N>1, let us consider the mesh

N :=fnh j n=−N; : : : ;−1; 0g; h= N
on the interval [− ; 0] and the relevant discrete state space
XN :=(Cm)
N =Cm(N+1)
equipped with the maximum norm
jjxjjN =max
2

jx()j; x2XN :
S. Maset / Journal of Computational and Applied Mathematics 111 (1999) 163{172 165
As a discretization of (1), let us consider the m(N + 1) m(N + 1) linear system of ODEs
d
dt
uN (t) =ANuN (t); t>0;
uN (0) = ’N ;
(2)
where uN : [0;+1)! XN ; ’N = (’(−)T; : : : ; ’(−h)T; ’(0)T)T 2Cm(N+1) and
AN =

BN ⊗ Im
M 0 : : : 0 L

2Cm(N+1)m(N+1)
with
BN =
1
h
2
66666664
−1 1
: :
: :
: :
−1 1
−1 1
3
77777775
2RN(N+1):
The convergence of this discretization process has been studied in [3].
In [3] the following denition is given.
Denition 1.1. Let C be a class of asymptotically stable DDEs (). We say that the discretization
of the abstract Cauchy problem (1) is an asymptotically stable process on the class C if for every
DDE in C and for every N>1, the resulting ODE (2) is asymptotically stable.
If the process is asymptotically stable on the class C, then, integrating the ODE by an A-stable
method gives an asymptotically stable numerical method for solving DDEs in the class C.
In [3] the asymptotic stability of the process is considered on the following two classes:
 The class C1 of DDEs which are asymptotically stable for all delays.
 The class C2 of scalar DDEs with real coecients which are asymptotically stable for a xed
delay.
In this paper we will consider the class C3 of pure DDE, i.e. L = 0, which are asymptotically
stable for a xed delay  that, without loss of generality, can be set equal to one.
2. Asymptotic stability analysis for the class C3
It is well known that the solution y of DDE () is asymptotically stable for every initial function
’2X i
det (I − L− e−M) = 0 has no zeros in C+; (3)
where C+:=f2C jRe()>0g. In [3] is proved that the solution uN of ODE (2) is asymptotically
stable for every initial function ’2X i
det(I − L− SN ()M) = 0 has no zeros in C+; (4)
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where
SN ():=(1 + h)−N : (5)
If L= 0 and = 1, conditions (3) and (4) became
det(I − e−M) = 0 has no zeros in C+ (6)
and
det(I − SN ()M) = 0 has no zeros in C+; (7)
respectively.
Let us consider the more general condition
det(I − f()M) = 0 has no zeros in C+; (8)
where f is an analytic function on C+. We will nd sucient conditions for f in order to have
(6))(8).
Remark that condition (8) is equivalent to
(M)F; (9)
where (M) is the spectrum of the matrix M and
F :=fz 2C j − f()z = 0 has no zeros in C+g: (10)
2.1. Description of the region F
We suppose that the function f satises the following conditions:
jf()j61 for every 2C+;
f(0) = 1;
f(ix) 6= 0 for every x>0;
f(−ix) = f(ix) for every x>0:
(11)
By the rst of (11), the roots of
− f()z = 0 (12)
in C+ have modulus 6jzj. Then (see for example [4, Lemma 2:8, p. 308]) we can remark the
following.
Remark 2.1. When the complex z varies in a compact subset of C the roots of (12) are continuous
functions of z and they enter or leave the right half-plane only by crossing the imaginary axis.
(Here and in the following the right (left) half-plane is the set of complex numbers with positive
(negative) real part).
We can associate to the function f the following functions:
(x):=jf(ix)j; x>0; (13)
(x):=argf(ix); x>0; (14)
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where (x) is meant as a continuous function of x, which takes into account the number of times
that f(ix) winds around zero. We suppose (0) = 0. Beside (11), we assume
 is non-increasing;
 is decreasing:
(15)
Since the function  is decreasing, there exists the inverse −1 with domain the range (c; 0] of
, where c= limx!+1 (x). If c>− =2 let k:=1 and if c<− =2 let k be the maximum positive
integer such that c< =2 − k, for 0<k< k. We set k = +1 if c = −1. Let x0:=−1(0) =
0; xk :=−1(=2− k) for 0<k< k and let x k :=−1(c) = +1.
The functions (x) and (x) can be extended to all x2R. Since f(−ix) = f(ix) for every x>0,
we have
(−x) = (x); (−x) =−(x); x>0:
In order to describe the region F we consider the set
~F :=fz 2C j 9x2R such that ix − f(ix)z = 0g:
Let us x x2R and look for complex z 2C such that
ix − f(ix)z = 0: (16)
There exists a unique complex z satisfying (17) given by
z = ix  f(ix)−1:
So
~F = suppD;
where D is the curve in the complex plane of parametric representation
z = z(x) =
xsin (x)
(x)
+ i
xcos(x)
(x)
; x2R: (17)
Let us consider the curve D as the union of the pieces D+ and D− where D+ is the restriction
of D to [0;+1) and D− is the restriction to (−1; 0].
Next proposition describes some of the features of the curves D.
Proposition 2.1. (i) The curve D+ is simple.
(ii) z(0) = 0 and limx!+1 z(x) =1.
(iii)
Im(z(x))
8<
:
=0 if x = xk ; 06k < k;
> 0 if x2 (xk ; xk+1); k even;
< 0 if x2 (xk ; xk+1); k odd:
(iv) For 06k < k; z(xk) = (−1)kxk=(xk). Moreover
jz(x0)j< jz(x1)j< jz(x2)j<    :
(v) D+ and D− are symmetric with respect to the real axis.
(vi) The intersection points of D+ and D− are z(xk) = z(−xk); 06k < k.
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Proof. (i) Let us assume there exist 06x1<x2 such that z(x1) = z(x2). After some manipulations
we obtain
1>
x1
x2
=
(x1)
(x2)
that contradicts the rst of (15).
(ii){(v) The proofs are trivial. (Note that the second part of (iv) follows by the rst of (15)).
(vi) By (v) let us assume there exist 06x1<x2 such that z(x1)= z(x2). After some manipulations
we obtain, like in (i),
1>
x1
x2
=
(x1)
(x2)
:
Now let us partition the curve D+ in the pieces D+k , 06k < k, where D
+
k is the restriction of D to
(xk ; xk+1). Analogously we can partition D− in the pieces D−k , 06k < k, where D
−
k is the restriction
of D to (−xk+1;−xk).
Next proposition,which immediately follows ProProposition 2.1, describes the features of the
curves Dk , 06k < k.
Proposition 2.2. (i) Let 06k < k. If k is even; D+k is contained in the upper half-plane with positive
imaginary part. If k is odd; D+k is contained in the lower half-plane with negative imaginary part.
(ii) Let bk :=(−1)kxk=(xk); 06k < k and; if k <1; b k :=1. We have b0 =0; sign(bk)= (−1)k
for 0<k< k; and jb0j< jb1j< jb2j<    . Moreover; for every 06k < k; the curve D+k exits from
bk and ends at bk+1.
(iii) Let 06k < k. The curves D+k and D
−
k are symmetric with respect to the real axis.
(iv) The curves Dk ; 06k < k; does not intersect.
By the previous proposition we can conclude that the curves Dk ; 06k < k, are as in Fig. 1.
For 06k < k, let 	k be the open region included between D+k and D
−
k . Then let us dene:
 0:=	0,
 for 0<k< k, let k :=	knclosure(	k−1),
 if k <1, let  k :=Cnclosure(	 k−1).
By using the results in [3], we obtain that for z 2k \R; 06k < k, Eq. (12) has no zeros in C+
if k =0, and has zeros in C+ if k > 0. Since the region k is arc-wise connected, by RemaRemark
2.1, we obtain that for each z 2k Eq. (12) has no zeros in C+ if k = 0, and has zeros in C+ if
k > 0. So we have proved the following theorem.
Theorem 2.1. The region F dened in (10) is 0.
Now consider the case
f() = e−
for which
(x) = 1; (x) =−x; x>0:
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Fig. 1. The curves Dk in the complex plane. The orientation corresponds to increasing parameter x.
We have that F is the open region of the complex plane included between the curve D+0 dened by
z(x) =−x sin x + ix cos x; x2

0;

2

(18)
and the curve D−0 symmetric of D
+
0 with respect to the real axis. In this case the region F will be
denoted by E, and the curves D0 by C

0 (see Fig. 2). So we have (6) i (M)E. (Note that for
m= 1 this is the well-known condition given in the Barwell’s paper [2]).
2.2. Asymptotic stability on the class C3
Now we want to nd sucient conditions on the function f in order to have the inclusion
EF: (19)
Since (8) is equivalent to (9), inclusion (19) yields the implication (6))(8).
Let us consider the intersection points of C+0 given by (18) with the line
Im(z) =−−1 Re(z); (20)
where > 0. A point z(x) of C+0 lies on the line (20) i
tan x = :
So there exists a unique intersection point given by x = arctan  with distance from the origin
d():=arctan :
Conversely, for every point z(x) of C+0 there passes a unique line (20) given by = tan x.
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Fig. 2. The region E in the complex plane. The orientation of C0 corresponds to increasing parameter x.
Similarly, let us consider the intersection points of D+0 with the line (20). A point z(x) of D0,
where x2 (0; x1) and z(x) is given by (17), lies on the line (20) i
tan (x) =−:
So there exists a unique intersection point given by x = −1(arctan(−)) with distance from the
origin
df():=
−1(arctan(−))
(−1(arctan(−))) :
Conversely, for every point z(x) of D+0 there passes a unique line (20) given by =−tan (x).
We have that the curve D+0 is \over" the curve C
+
0 (and, by symmetry, D
−
0 is \under" the curve
C−0 ) i d()6df() for every > 0. So, we can characterize inclusion (19).
Proposition 2.3. EF i
− x6(x)  (x) for every x2 (0; x1): (21)
We are now in a position to prove the asymptotic stability of our approach on the class C3. We
simply have to verify conditions (11), conditions (15) and condition (21) for the function SN in (5).
This is made in [3] where conditions (11), (15) and the condition
−x6(x) for every x2 (0; x1)
S. Maset / Journal of Computational and Applied Mathematics 111 (1999) 163{172 171
Fig. 3. The regions F for some values of N versus the region E.
stronger than (21) are proved to be sucient for the asymptotic stability on the class C2. Thus we
have
Theorem 2.2. The discretization of the abstract Cauchy problem is an asymptotically stable
process on the class C3.
In Fig. 3 the regions F are showed for several values of N . Note that the higher N the smaller
the damping region.
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