The Wasserstein distance is an attractive tool for data analysis but statistical inference is hindered by the lack of distributional limits. To overcome this obstacle, for probability measures supported on finitely many points, we derive the asymptotic distribution of empirical Wasserstein distances as the optimal value of a linear program with random objective function. This facilitates statistical inference (e.g. confidence intervals for sample based Wasserstein distances) in large generality. Our proof is based on directional Hadamard differentiability. Failure of the classical bootstrap and alternatives are discussed. The utility of the distributional results is illustrated on two data sets.
Introduction
The Wasserstein distance (Vasershtein, 1969) , also known as Mallows distance (Mallows, 1972) , Monge-Kantorovich-Rubinstein distance in the physical sciences (Kantorovich and Rubinstein, 1958; Rachev, 1985; Jordan et al., 1998) , earth-mover's distance in computer science (Rubner et al., 2000) or optimal transport distance in optimization (Ambrosio, 2003) , is one of the most fundamental metrics on the space of probability measures. Besides its prominence in probability (e.g. Dobrushin (1970) ; Gray (1988) ) and finance (e.g. Rachev and Rüschendorf (1998) ) it has deep connections to the asymptotic theory of PDEs of diffusion type (Otto (2001) , Villani (2003 Villani ( , 2008 and references therein). In a statistical setting it has mainly been used as a tool to prove weak convergence in the context of limit laws (e.g. Bickel and Freedman (1981) ; Shorack and Wellner (1986) ; Johnson and Samworth (2005) ; Dümbgen et al. (2011) ; Dorea and Ferreira (2012) ) as it metrizes weak convergence together with convergence of moments. However, recently the empirical (i.e. estimated from data) Wasserstein distance has also been recognized as a central quantity itself in many applications, among them clinical trials (Munk and Czado, 1998; Freitag et al., 2007) , metagenomics (Evans and Matsen, 2012) , medical imaging (Ruttenberg et al., 2013) , goodnessof-fit testing (Freitag and Munk, 2005; Del Barrio et al., 1999) , biomedical engineering (Oudre et al., 2012) , computer vision (Gangbo and McCann, 2000; Ni et al., 2009) , cell biology (Orlova et al., 2016) and model validation (Halder and Bhattacharya, 2011) . The barycenter with respect to the Wasserstein metric (Agueh and Carlier, 2011) has been shown to elicit important structure from complex data and to be a promising tool, for example in deformable models (Boissard et al., 2015; Agulló-Antolín et al., 2015) . It has also been used in large-scale Bayesian inference to combine posterior distributions from subsets of the data (Srivastava et al., 2015) .
Generally speaking three characteristics of the Wasserstein distance make it particularly attractive for various applications. First, it incorporates a ground distance on the space in question. This often makes it more adequate than competing metrics such as total-variation or χ 2 -metrics which are oblivious to any metric or similarity structure on the ground space. As an example, the success of the Wasserstein distance in metagenomics applications can largely be attributed to this fact (see Evans and Matsen (2012) and also our application in Section 3.3).
Second, it has a clear and intuitive interpretation as the amount of 'work' required to transform one probability distribution into another and the resulting transport can be visualized (see Section 3.2). This is also interesting in applications where probability distributions are used to represent actual physical mass and spatio-temporal changes have to be tracked.
Third, it is well-established (Rubner et al., 2000) that the Wasserstein distance performs exceptionally well at capturing human perception of similarity. This motivates its popularity in computer vision and related fields.
Despite these advantages, the use of the empirical Wasserstein distance in a statistically rigorous way is severely hampered by a lack of inferential tools. We argue that this issue stems from considering too large classes of candidate distributions (e.g. those which are absolutely continuous with respect to the Lebesgue measure if the ground space has dimension ≥ 2). In this paper, we therefore discuss the Wasserstein distance on finite spaces, which allows to solve this issue. We argue that the restriction to finite spaces is not merely an approximation to the truth, but rather that this setting is sufficient for many practical situations as measures often already come naturally discretized (e.g. two-or three-dimensional images -see also our applications in Section 3).
We remark that from our methodology further inferential procedures can be derived, e.g. a (M)ANOVA type of analysis and multiple comparisons of Wasserstein distances based on their p-values (see e.g. Benjamini and Hochberg (1995) ). Our techniques also extend immediately to dependent samples (X i , Y i ) with marginals r and s.
Wasserstein distance Let (X , d) be a complete metric space with metric d : X × X → R ≥0 . The Wasserstein distance of order p (p ≥ 1) between two Borel probability measures µ 1 and µ 2 on X is defined as
, where Π(µ 1 , µ 2 ) is the set of all Borel probability measures on X × X with marginals µ 1 and µ 2 , respectively.
Wasserstein distance on finite spaces If we restrict in the above definition X = {x 1 , . . . , x N } to be a finite space, every probability measure on X is given by a vector r in P X = r = (r x ) x∈X ∈ R X >0 : x∈X r x = 1 , via P r ({x}) = r x . We will not distinguish between the vector r and the measure it defines. The Wasserstein distance of order p between two finitely supported probability measures r, s ∈ P X then becomes
where Π(r, s) is the set of all probability measures on X × X with marginal distributions r and s, respectively. All our methods and results concern this Wasserstein distance on finite spaces.
Overview of main results
Distributional limits The basis for inferential procedures for the Wasserstein distance on finite spaces is a limit theorem for its empirical version W p (r n ,ŝ m ). Here, the empirical measure generated by independent random variables X 1 , . . . , X n ∼ r is given byr n = (r n,x ) x∈X , wherer n,x = 1 n # {k : X k = x}. Letŝ m be generated from i.i.d. Y 1 , . . . , Y m ∼ s in the same fashion. Under the null hypothesis r = s we prove that
Here, '⇒' means convergence in distribution, G is a mean zero Gaussian random vector with covariance depending on r = s and Φ * p is the convex set of dual solutions to the Wasserstein problem depending on the metric d only (see Theorem 1). In Section 3.2 we use this result to assess the statistical significance of the differences between real and synthetically generated fingerprints in the Fingerprint Verification Competition (Maio et al., 2002) .
We give analogous results under the alternative r = s. This extends the scope of our results beyond the classical two-sample (or goodness-of-fit test) as it allows for confidence statements on W p (r, s) when the null hypothesis of equality is likely or even known to be false. An example for this is given by our application to metagenomics (Section 3.3) where samples from the same person taken at different times are typically statistically different but our asymptotic results allow us to assert with statistical significance that inter-personal distances are larger that intra-personal ones.
Proof strategy We prove these results by showing that the Wasserstein distance is directionally Hadamard differentiable (Shapiro, 1990 ) and the right hand side of (2) is its derivative evaluated at the Gaussian limit of the empirical multinomial process (see Theorem 4). This notion generalizes Hadamard differentiability by allowing non-linear derivatives but still allows for a refined delta-method (Römisch (2004) and Theorem 3). Notably, the Wasserstein distance is not Hadamard differentiable in the usual sense.
Explicit limiting distribution for tree metrics When the space X are the vertices of a tree and the metric d is given by path length we give an explicit expression for the limiting distribution in (2) (see Theorem 5). In contrast to the general case, this explicit formula allows for fast and direct simulation of the limiting distribution. This extends a previous result of Samworth and Johnson (2004) who considered a finite number of point masses on the real line. The Wasserstein distance on trees has, to the best of our knowledge, only been considered in two papers: Kloeckner (2013) studies the geometric properties of the Wasserstein space of measures on a tree and Evans and Matsen (2012) use the Wasserstein distance on phylogenetic trees to compare microbial communities.
The bootstrap Directional Hadamard differentiability is not enough to guarantee the consistency of the naive (n out of n) bootstrap (Dümbgen, 1993; Fang and Santos, 2014) -in contrast to the usual notion of Hadamard differentiability. This implies that the bootstrap is not consistent for the Wasserstein distance (1)(see Theorem 6). In contrast, the m-out-of-n bootstrap for m/n → 0 is known to be consistent in this setting (Dümbgen, 1993) and can be applied to the Wasserstein distance. Under the null hypothesis r = s, however, there is a more direct way of obtaining an approximation of the limiting distribution. In the appendix, we discuss this alternative re-sampling scheme based on ideas of Fang and Santos (2014) , that essentially consists of plugging in a bootstrap version of the underlying empirical process in the derivative. We show that this scheme, which we will call directional bootstrap, is consistent for the Wasserstein distance (see Theorem 6, Section B).
Related work
Empirical Wasserstein distances In very general terms, we study a particular case (finite spaces) of the following question and its two-sample analog: Given the empirical measure µ n based on n i.i.d. random variables taking variables in a metric space with law µ. What can be inferred about W p (µ n , µ 0 ) for a reference measure µ 0 which may be equal to µ?
It is a well-known and straightforward consequence of the strong law of large numbers that if the p-th moments are finite for µ and µ 0 then W p (µ n , µ 0 ) converges to W p (µ, µ 0 ), almost surely, as the sample size n approaches infinity (Villani, 2008, Cor. 6.11) . Determining the exact rate of this convergence is the subject of an impressive body of literature developed over the last decades starting with the seminal work of Ajtai et al. (1984) considering for µ 0 the uniform distribution on the unit square, followed by Talagrand (1992 Talagrand ( , 1994 for the uniform distribution in higher dimensions and Horowitz and Karandikar (1994) giving bounds on mean rates of convergence. Boissard and Gouic (2014) ; Fournier and Guillin (2014) gave general deviation inequalities for the empirical Wasserstein distance on metric spaces. For a discussion in the light of our distributional limit results see Section 4.
Distributional limits give a natural perspective for practicable inference, but despite considerable interest in the topic have remained elusive to a large extent. For measures on X = R a rather complete theory is available (see Munk and Czado (1998); Freitag et al. (2007) ; Freitag and Munk (2005) for µ 0 = µ and e.g. Del Barrio et al. (1999) ; Samworth and Johnson (2005) ; Del Barrio et al. (2005) for µ 0 = µ as well as Mason (2016) ; Bobkov and Ledoux (2014) for recent surveys). However, for X = R d , d ≥ 2 the only distributional result known to us is due to Rippl et al. (2015) for specific multivariate (elliptic) parametric classes of distributions, when the empirical measure is replaced by a parametric estimate. In the context of deformable models distributional results are proven (Del Barrio et al., 2015) for specific multidimensional parametric models which factor into one-dimensional parts.
The simple reason why the Wasserstein distance is so much easier to handle in the one-dimensional case is that in this case the optimal coupling attaining the infimum in (1) is known explicitly. In fact, the Wasserstein distance of order p between two measures on R then becomes the L p norm of the difference of their quantile functions (see Mallows (1972) for an early reference) and the analysis of empirical Wasserstein distances can be based on quantile process theory. Beyond this case, explicit coupling results are only known for multivariate Gaussians and elliptic distributions (Gelbrich, 1990) . A classical result of Ajtai et al. (1984) for the uniform distribution on X = [0, 1] 2 suggests that, even in this simple case, distributional limits will have a complicated form if they exist at all. We will elaborate on this thought in the discussion, in Section 4.
The Wasserstein distance on finite spaces has been considered recently by Gozlan et al. (2013) to derive entropy inequalities on graphs and by Erbar and Maas (2012) to define Ricci curvature for Markov chains on discrete spaces. To the best of our knowledge, empirical Wasserstein distances on finite spaces have only been considered by Samworth and Johnson (2004) in the special case of measures supported on R. We will show (Section 2.5) that our results extend theirs.
Directional Hadamard differentiability We prove our distributional limit theorems using the theory of parametric programming (Bonnans and Shapiro, 2013) which investigates how the optimal value and the optimal solutions of an optimization problem change when the objective function and the constraints are changed. While differentiability properties of optimal values of linear programs are extremely well studied such results have, to the best of our knowledge, not yet been applied to the statistical analysis of Wasserstein distances.
It is well-known that under certain conditions the optimal value of a mathematical program is differentiable with respect to the constraints of the problem (Rockafellar, 1984; Gal et al., 1997) . However, the derivative will typically be non-linear. The appropriate concept for this is directional Hadamard differentiability (Shapiro, 1990) . The derivative of the optimal value of a mathematical program is typically again given as an extremal value.
Although the delta-method for directional Hadamard derivatives has been known for a long time (Shapiro, 1991; Dümbgen, 1993) , this notion scarcely appears in the statistical context (with some exceptions, such as Römisch (2004), see also Donoho and Liu (1988) ). Recently, an interest in the topic has evolved in econometrics (see Fang and Santos (2014) and references therein).
Organization of the paper In Section 2 we give a comprehensive result on distributional limits for the Wasserstein distance for measures supported on finitely many points. In Section 3 we apply our methods to two data sets to highlight different aspects. In Section 4 we briefly address limitations and possible extensions of our work. In the supplementary Material we discuss the bootstrap for the Wasserstein distance and give some technical proofs.
Distributional limits 2.1 Main result
In this section we give a comprehensive result on distributional limits for the Wasserstein distance when the underlying population measures are supported on finitely many points X = {x 1 , . . . , x N }. We denote the inner product on the vector space R X by u, u = x∈X u x u x for u, u ∈ R X . Theorem 1. Let p ≥ 1, r, s ∈ P X andr n ,ŝ m generated by i.i.d. samples X 1 , . . . , X n ∼ r and Y 1 , . . . , Y m ∼ s, respectively. We define the convex sets
and the multinomial covariance matrix
such that with independent Gaussian random variables G ∼ N (0, Σ(r)) and H ∼ N (0, Σ(s)) we have the following. a) (One sample -Null hypothesis) With the sample size n approaching infinity, we have the weak convergence
b) (One sample -Alternative) With n approaching infinity we have
r = s and n and m are approaching infinity such that n ∧ m → ∞ and m/(n + m) → λ ∈ (0, 1) we have
The sets Φ * p and Φ * p (r, s) are (derived from) the dual solutions to the Wasserstein linear program (see Theorem 4 below). This result is valid for all probability measures with finite support, regardless of the (dimension of the) underlying space. In particular, it generalizes a result of Samworth and Johnson (2004) , who considered a finite collection of point masses on the real line and p = 2. We will re-obtain their result as a special case in Section 2.5 when we give explicit expressions for the limit distribution when the metric d, which enters the limit law via the dual solutions Φ * p or Φ * p (r, s), is given by a tree. Remark 1. In our numerical experiments (see Section 3 we have found the representation (8) to be numerically unstable when used to simulate from the limiting distribution under the alternative. We therefore give an alternative representation (18) in the supplementary material as a one-dimensional optimization problem of a non-linear function (in contrast to a high-dimensional 8 linear program shown here). Note that the limiting distribution under the null does not suffer from this problem and can be simulated from directly using a linear program solver.
The scaling rate in Theorem 1 depends solely on p and is completely independent of the underlying space X . This contrasts known bounds on the rate of convergence in the continuous case. We will elaborate on the differences in the discussion. Typical choices are p = 1, 2. The faster scaling rate can be a reason to favor p = 1. In our numerical experiments however, this advantage was frequently outweighed by larger quantiles of the limiting distribution. Dümbgen (1993) showed that the naive n-out-of-n bootstrap is inconsistent for functionals with a non-linear Hadamard derivative, but resampling fewer than n observations leads to a consistent bootstrap. Since we will show in the following that the Wasserstein distance belongs to this class of functionals, it is a direct consequence that the naive bootstrap fails for the Wasserstein distance (see Section B in the supplementary material for details) and that the following holds.
Theorem 2. Letr * n andŝ * m be bootstrap versions ofr n andŝ m that are obtained via re-sampling k observations with k/n → 0 and k/m → 0. Then, the plug-in bootstrap withr * n andŝ * m is consistent, that is
converges to zero in probability.
In the following we will prove our main Theorem 1 by i) introducing Hadamard directional differentiability, which does not require the derivative to be linear but still allows for a delta-method;
ii) showing that the map (r, s) → W p (r, s) is differentiable in this sense.
Hadamard directional derivatives
In this section we follow Römisch (2004) . A map f defined on a subset
for any h ∈ R d and for arbitrary sequences t n converging to zero from above and h n converging to h such that u + t n h n ∈ D f for all n ∈ N. Note that in contrast to the usual notion of Hadamard differentiability (e.g. Van der Vaart and Wellner (1996) ) the derivative h → f u (h) is not required to be linear. A prototypical example is the absolute value f : R → R, t → |t| which is not in the usual sense Hadamard differentiable at t = 0 but directionally differentiable with the non-linear derivative t → |t|.
Theorem 3 (Römisch, 2004, Theorem 1) . Let f be a function defined on a subset F of R d with values in R, such that 1. f is Hadamard directionally differentiable at u ∈ F with derivative f u : F → R and 2. there is a sequence of R d -valued random variables X n and a sequence of non-negative numbers ρ n → ∞ such that ρ n (X n − u) ⇒ X for some random variable X taking values in F .
Directional derivative of the Wasserstein distance
In this section we show that the functional (r, s) → W p p (r, s) is Hadamard directionally differentiable and give a formula for the derivative.
The dual program (cf. (Luenberger and Ye, 2008, Ch. 4) , also Kantorovich and Rubinstein (1958)) of the linear program defining the Wasserstein distance (1) is given by
As noted above, the optimal value of the primal problem is W p p (r, s) and by standard duality theory of linear programs (e.g. Luenberger and Ye (2008) ) this is also the optimal value of the dual problem. Therefore, the set of optimal solutions to the dual problem is given by Φ * p (r, s) as defined in (3).
We can give a more explicit expression for the set Φ * p (r, s) in the case r = s, when the optimal value of the primal and the dual problem is 0. Then, the condition W p p (r, s) = r, u + s, v becomes r, u + v = 0.
and the following more compact representation of the dual solutions in the case r = s, independent of r:
Proof of Theorem 1
a) With the notation introduced in Theorem 1, nr n is a sample of size n from a multinomial distribution with probabilities r. Therefore, √ n(r n −r) ⇒ G as n → ∞ (Wasserman, 2011, Thm. 14.6 ). The Hadamard derivative of the map (r, s) → W p p (r, s) as given in Theorem 4 can now be used in the delta-method from Theorem 3. Together with the representation (12) of the set of dual solutions Φ * p (r, s), this yields
Here and in the following Z 1 D ∼ Z 2 means the distributional equality of the random variables Z 1 and Z 2 . Applying to this the Continuous Mapping Theorem with the map t → t 1/p gives the assertion. b) Consider the map (r, s) → W p (r, s) = (W p p (r, s)) 1/p . By Theorem 4 and the chain rule for Hadamard directional derivatives (Shapiro, 1990, Prop. 3.6) , the Hadamard derivative of this map at (r, s) is given by
An application of the delta-method of Theorem 3 concludes this part. c) and d). Note that under the assumptions of the Theorem
Part d) follows with the delta-method from (13) and (14).
For part c) we use, as we did for a), the derivative given in Theorem 4 and the Continuous Mapping Theorem. The limit distribution is
Note that if r = s we have (u, v) ∈ Φ * p (r, s) if and only if u ∈ Φ * p and v = −u, by (12) and (3). Hence, with G
Explicit limiting distribution for tree metrics
Assume that the metric structure on X is given by a weighted tree, that is, an undirected connected graph T = (X , E) with vertices X and edges E ⊂ X × X that contains no cycles. We assume the edges to be weighted by a function w : E → R >0 . For x, x ∈ X let e 1 , . . . , e l ∈ E be the unique path in T joining x and x , then the length of this path, d T (x, x ) = l j=1 w(e j ) defines a metric d T on X . Without imposing any further restriction on T , we assume it to be rooted at root(T ) ∈ X , say. Then, for x ∈ X and x = root(T ) we may define parent(x) ∈ X as the immediate neighbor of x in the unique path connecting x and root(T ). We set parent(root(T )) = root(T ). We also define children(x) as the set of vertices x ∈ X such that there exists a sequence x = x 1 , . . . , x l = x ∈ X with parent(x j ) = x j+1 for j = 1, . . . , l −1. Note that with this definition x ∈ children(x). Additionally, define the linear operator
Theorem 5. Let p ≥ 1, r ∈ P X , defining a probability distribution on X and let the empirical measuresr n andŝ m be generated by independent random variables X 1 , . . . , X n and Y 1 , . . . Y m , respectively, all drawn from r = s.
Then, with a Gaussian vector G ∼ N (0, Σ(r)) as defined in (4) we have the following. a) (One sample) As n → ∞,
The proof of Theorem 5 is given in the supplementary material. The theorem includes the special case of a discrete measure on the real line, that is X ⊂ R, since in this case, X can be regarded as a simple rooted tree consisting of only one branch.
Corollary 1 (Samworth and Johnson, 2004 , Theorem 2.6). Let X = {x 1 < · · · < x N } ∈ R, r ∈ P X andr n the empirical measure generated by i.i.d. random variables X 1 , . . . , X n ∼ r. Withr j = j i=1 r x i , for j = 1, . . . N and B a standard Brownian bridge, we have as n → ∞,
.
Simulations and applications
The following numerical experiments were performed using R (R Core Team, 2016). All computations of Wasserstein distances and optimal transport plans as well as their visualizations were performed with the R-package transport Gottschlich and Schuhmacher, 2014) . The code used for the computation of the limiting distributions is available as an R-package otinference (Sommerfeld, 2017) .
Speed of convergence
We investigate the speed of convergence to the limiting distribution in Theorem 1 in the one-sample case under the null hypothesis. To this end, we consider as ground space X a regular two-dimensional L × L grid with the euclidean distance as the metric d and L = 3, 5, 10. We generate five random measures r on X as realizations of a Dirichlet random variable with 13 concentration parameter α = (α, . . . , α) ∈ R L×L for α = 1, 5, 10. Note, that α = 1 corresponds to a uniform distribution on the probability simplex. For each measure, we generate 20, 000 realizations of n 1/2p W p (r n , r) with nr n ∼ Multinom(r) for n = 10, 1000, 1000 and of the theoretical limiting distribution given in Theorem 1. The Kolmogorov-Smirnov distance (that is, the maximum absolute difference between their cdfs) between these two samples (averaged over the five measures) is shown in Figure 1 . The experiment shows that the limiting distribution is a good approximation of the finite sample version even for small sample sizes. For the considered parameters the size of the ground space N = L 2 seems to slow the convergence only marginally. Similarly, the underlying measure seems to have no sizeable effect on the convergence speed as the dependence on the concentration parameter α demonstrates.
Testing the null: real and synthetic fingerprints
The generation and recognition of synthetic fingerprints is a topic of great interest in forensic science and current state-of-the-art methods (Cappelli et al., 2000) produce synthetic fingerprints that even human experts fail to recognize as such (Maltoni et al., 2009, p. 292ff) . Recently, Gottschlich and Huckemann (2014) presented a method using the Wasserstein distance that is able to distinguish synthetic from real fingerprints with high accuracy. Their method is probabilistic in nature, since it is based on a hypothesized unknown distribution of certain features of the fingerprint. We use our distributional limits to assess the statistical significance of the differences.
Minutiae histograms
The basis for the comparison of fingerprints are so called minutiae which are key qualities in biometric identification based on fingerprints (Jain, 2007) . They are certain characteristic features such as bifurcations of the line patterns of the fingerprint. Each of the minutiae have a location in the fingerprint and a direction such that it can be characterized by two real numbers and an angle. Figure 3 shows a real and a synthetic fingerprint with their minutiae. The recognition method of Gottschlich and Huckemann (2014) considers pairs of minutiae and records their distance and the difference between their angles. Based on these two values each minutiae pair is put in one of 100 bins arranged in a regular grid (10 directional by 10 distance bins) to obtain a so called minutiae histogram (MH). Based on the bin-wise mean of MHs for several fingerprints to construct a typical MH, they found that the proximity in Wasserstein distance to these references is a good classifier for distinguishing real and synthetic fingerprints.Sample size n = 50In order to assess the statistical significance of the difference in minutiae pair distributions, we consider fingerprints from the databases 1 and 4 of the Fingerprint Verification Competition of 2002 (Maio et al., 2002) , containing 110 real and synthetic fingerprints, respectively. From each database the minutiae were obtained by automatic procedure using a commercial offthe-shelf program. For each fingerprint we chose disjoint minutiae pairs at random to avoid the issue of pairs being dependent yielding a total of 1917 and 1437 minutiae pairs from real and synthetic fingerprints, respectively.
While two-sample tests for univariate data are abundant and well studied there are no multivariate methods that could be considered standard in this setting. Therefore, we report on the findings of several tests from the literature for comparison with the Wasserstein based method from (7). We tested the null hypothesis of the underlying distributions being equal for the un-centered, the centered and the centered and scaled (to variance 1) data to assess effects beyond first moments using the following methods: 1) (Rosenbaum, 2005) and 4) the kernel based test (Anderson et al., 1994) implemented in the R package ks. Table 1 shows the resulting empirical distributions on a 10 × 10 grid and the p-values for the different tests. The differences are highly significant according to all tests, except the permutation test for the centered and scaled data. In this particular example at least, the Wasserstein based test seems to be able to pick up differences in distributions (in the first moment and beyond) at least as good as current state-of-the-art methods.
In addition to testing, the Wasserstein method provides us with an optimal transport plan, transforming one measure into the other. For the minutiae histograms under consideration this is illustrated in Figure 2 . This transport plan gives information beyond a simple test for equality as it highlights structural changes in the distribution. In this specific application it reveals how in the minutiae histogram of synthetic fingerprints compared to the one of real fingerprints mass has been shifted from large and intermediate directional differences to smaller ones. In particular to small and large distances, and only to a lesser extent to intermediate distances. In conclusion one may say that synthetic fingerprints show smaller differences in the directions of minutiae and stronger clustering of minutiae distances around small and large values. Insight of this sort may lead to improved generation or detection of synthetic fingerprints.
Asymptotic under the alternative: metagenomics
Metagenomics studies microbial communities by analyzing genetic material in an environmental sample such as a stool sample of a human. Highthroughput sequencing techniques no longer require cultivated cloned microbial cultures to perform sequencing. Instead, a sample with potentially many different species can be analyzed directly and the abundance of each species in the sample can be recovered. The applications of this technique are countless and constantly growing. In particular, the composition of microbial communities in the human gut has been associated with obesity, inflammatory bowel disease and others (Turnbaugh et al., 2007) . The analysis of a sample with high-throughput sequencing techniques yields several thousands to many hundreds of thousands sequences. After elaborate pre-processing, these sequences are aligned to a reference database and clustered in operational taxonomic units (OTUs). These OTUs can be thought of (albeit omitting some biological detail) as the different species present in the sample. For each OTU this analysis yields the number of sequences associated with it, that is how often this particular OTU was detected in the sample. Further, comparing the genetic sequences associated with an OTU yields a biologically meaningful measure of similarity between OTUs -and hence a distance. A metagenomic sample can therefore be regarded as a sample in a discrete metric space with OTUs being the points of the space. Comparing such samples representing microbial communities is of great interest (Kuczynski et al., 2010) . The Wasserstein distance has been recognized to provide valuable insight and to facilitate tests for equality of two communities (Evans and Matsen, 2012) . This previous application however, relies on a phylogenetic tree that is build on the OTUs and the distance is then measured in the tree. This additional pre-processing step involves many parameter choices and is unnecessary with our method.
A further drawback of the method of Evans and Matsen (2012) is that it only allows for testing the null hypothesis of two communities being equal. In practice, one frequently finds that natural variation is so high that even two samples from the same source taken at different times will be recognized as different. This raises the question whether variation within samples from the same source is smaller than the difference to samples of another source. Statistically speaking we are looking for confidence sets for differences which are assumed to be different from zero. This requires asymptotics under the alternative r = s, which is provided by Theorem 1.
Data analysis
We consider part of the data of Costello et al. (2009) . Four stool samples were taken from each of three persons at different times. We used the preparation of this data by P. Schloss available at https: //www.mothur.org/w/images/d/d8/CostelloData.zip. The reads were pre-processed with the program mothur (Schloss et al., 2009 ) using the procedure outlined in Schloss et al. (2011) and Schloss (2015) . The relative abundances of the 30 most frequent OTUs and the Wasserstein-2 distances of the microbial communities are shown in Figure 4 . In this and all other figures we use i − j to denote sample j of person i. Note that it is typical for this data that most of the mass is concentrated on a few OTUs. The Wasserstein-2 distances for all 66 pairs and their 99% confidence intervals were computed using the asymptotic distribution in Theorem 1. The results are shown in Figure 5 . The entire analysis took less than a minute on a standard laptop. The confidence intervals show that intra-personal distances are in fact significantly smaller than inter-personal distances.
Discussion
We discuss limitations, possible extensions of the presented work and promising directions for future research.
Beyond finite spaces I: rates in the finite and the continuous setting (d = 1) The scaling rate in Theorem 1 depends solely on p and is completely independent of the underlying space X . This contrasts known bounds on the rate of convergence in the continuous case (see references in the Introduction), which exhibit a strong dependence on the dimension of the space and the moments of the distribution.
Under the null hypothesis (that is, the two underlying population measures are equal) and when X = R and p = 2, the scaling rate for a continuous distribution is known to be n 1/2 , at least under additional tail conditions (see e.g. Del Barrio et al. (2005) ). This means that in this case the scaling rate for a discrete distribution is slower (namely n 1/4 ). Under the alternative (different population measures) the scaling rate is n 1/2 and coincide in the discrete and the continuous case (see Munk and Czado (1998) ).
Beyond finite spaces II: higher dimensions (d ≥ 2) For a continuous measure µ the Wasserstein distance is the solution of an infinite-dimensional optimization problem. Although differentiability results also exist for such problems (e.g. Shapiro (1992) ), there are strong indications that the argument presented here cannot carry over to the this case for d ≥ 2. This is most easily seen from the classical results of Ajtai et al. (1984) . We consider the uniform distribution on the unit square. For two samples of size n independently drawn from this distribution, Ajtai et al. (1984) showed that there exist constants C 1 , C 2 such that the 1-Wasserstein distanceŴ (n) 1 between them satisfies
≤ C 2 n −1/2 (log n)
1/2 with probability 1 − o(1). Hence, for c nŴ
to have a non-degenerate limit, we need c n = n/ log n. However, a common property of all delta-methods is that they preserve the rate of convergence, which is not satisfied here.
Transport distances on trees Complementing our Theorem 5 a further result on transport distances on trees was proven by Evans and Matsen (2012) in the context of phylogenetic trees for the comparison of metagenomic samples (see also our application in Section 3). They point out that the Wasserstein-1 distance on trees is equal to the so-called weighted unifrac distance which is very popular in genetics. Inspired by this distance they give a formal generalization mimicking a cost exponent p > 1 and consider its asymptotic behavior. However, as they remark, these generalized expressions are no longer related (beyond a formal resemblance) to Wasserstein distances with cost exponent p > 1. Comparing the performance of their ad-hoc metric and the true Wasserstein distance on trees that is under consideration here is an interesting topic for further research.
Bootstrap We showed that while the naive n-out-of-n bootstrap fails for the Wasserstein distance (Section B), the m-out-of-n bootstrap is consistent. An interesting and challenging question is how m should be chosen.
Wasserstein barycenters Barycenters in the Wasserstein space (Agueh and Carlier, 2011) have recently received much attention (Cuturi and Doucet, 2014; Del Barrio et al., 2015) . We expect that the techniques developed here can be of use in providing a rigorous statistical theory (e.g. distributional limits). The same applies to geodesic principal component analysis in the Wasserstein space (Bigot et al., 2013; Seguy and Cuturi, 2015) .
Alternative cost matrices and transport distances Theorem 1 holds in very large generality for arbitrary cost matrices, including in particular the case of a cost matrix derived from a metric but using a cost exponent p < 1.
Beyond this obvious modification it seems worthwhile to extend the methodology of directional differentiability in conjunction with a deltamethod to other functionals related to optimal transport, e.g. entropically regularized (Cuturi, 2013) or sliced Wasserstein distances (Bonneel et al., 2015) . This would require a careful investigation of the analytical properties of these quantities similar to classical results for the Wasserstein distance.
Therefore, we have that for a standard Brownian bridge B S T G ∼ (B(r 1 ), . . . , B(r N ) ).
Together with d(x j , parent(x j )) = (x j+1 − x j ) 2 , and (15) this proves the Corollary.
