An optimal interpolation formula  by Bojanov, B.D & Chernogorov, V.G
JOUK\IAI 01 ,AI’PKOXIMATION THEOKY 20, ‘64-~174 (1977) 
An Optimal Interpolation Formula 
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I. I%l-ROLN“I ION 
Let F be a given function class and let the functionals L(j). L,(j)..... r.,\(j) 
be defined on F. In recent years the problem of constructing methods for the 
approximate evaluation of the functional L(,f), f’c F which use only the 
information 
T(f) ~~ { L,( f’) . . . . f_,(f)) 
and possess certain good extremal properties, became a subject of tnvcstiga- 
tion for many authors. 
We shall search for a method of approximation of I<(j) with minimal 
error in the class F. Precisely. let rr(L, T) denote the set of all methods S 
which are generated by a real function S(t, ,.... r,V) of N variables as 
s : L(f) = S(L,(,f 1, . . . . LU)) W‘ 1 
for everyf’E F. A method (I* for which 
SLIP fA.f) ~~ S”(I) int sup j L(.f ) .S(.f) 
,i, \ v(L.7) ,‘P 
is said to be best for the class F with respect to the information T. 
In the case when L(f) mu ,f(s), .Y is fixed in [a, b], and T(f) consists of values 
of the functionj‘and its derivatives at II discrete points .I-, . . . . . .Y,, , the error 
R : sup i fix) .SY(.t‘) 
I f 
of the best method depends on .Y and is, I ;’ : fZ R(.x-: .I-, _.... .I-,,) (occasionally 
shortened to R(x)). Let j R ~ SLI~,~(,,,~~, R(t; x, ,.... .I-,); The nodes fog 
which R i attains its minimal value are called optimai. Let S(,f‘)(.\-) be the 
approximate value of ,f(.~) calculated by a best method with optimal nodes. 
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Clearly S(f)(.u) is a function of x. The method 
.fw - W)(-d for .Y t [N, 61 
is an optimal method of approximation off‘(x) for the class F. 
The extremal interpolation problem stated in this way was solved entirely 
in [I] for F, the set of all real functions in [ -I, I] which are analytic and 
bounded by I in the unit circle. 
T(f) ~- f.f’“‘(.k+,). i I, 2 ,..., M: lc = 0, I ,..., IH~. 
- I < .\-, -.: “’ i. .\-,, I I. 
and in [2] fat 
Perhaps the most interesting case apears when 
T(f) Y(.Y,,L.f(.Y’) ,...1 .f(.u,,)i 
and I- W,j”‘(M; [u, 6]), /’ = I, 2,.... It follows from the results obtained in 
[2] that for I I and nodes {.u,];; fixed in [a. 61 the best method of approxi- 
mation off(x) is 
f(.Y, E f’(.Y,;) for .Y: .Y -- .Y,, i:f .Y .\-, 
The optimal nodes are also determined. 
The purpose of this paper is to construct an optimal method of approxima- 
tion of f(.u) when I’ = 2, (/ 7 ccj. We show that the optimal method is an 
interpolation of,f(x) at the nodes by a polygonal line. 
2. PRELlMlNARlES 
Our study in the sequel is based on the following lemma of Smoljak [3] 
(see also [4]). 
LEMMA 1. Let H be a linear metric .spacc and F is conrex wntrall~~ .SJW- 
rnrtricul .vct in H with a center of synmetq~ 0. Suppose thr ,functionul.r L(f), 
{L,,( f)i> LII’P linrur andd@nedon H. Jfsup(L(,f) : f E F,,] -c cx, Hhero 
F,,: m{fcF: L,,(f)- 0,/c I. 2 ).... iv;. 
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The proof of this lemma contains a useful result which we shall formulate 
as a separate proposition. 
COROLLARY 1. /? sup{l(f):fF LA,;. 
As usual IVv)[a, b] will denote the Sobolev space 
;,f F C”- ‘~[LI, b] : 1” I’ abs. cont.../“” ii L, [u. h];. 
We shall make use of the following result of Karlin [S]. 
min( ;f”” , :f’Ff2,,:. 
t I I I 
1 N,fI j 1’ 1’ 2 z (- I)’ (I 5,)’ iI) 
! 0 J 1 
.for .some rwl c~onstants a,, ,..., (I,-~ cd c’, rnicl for N 4, -_ ‘. s. <,,-, h 
Ivith I, N ~- t’. 
Karlin has proved this theorem in a more general form, which allows for 
the interpolation of consecutive derivatives as well. Another proof can be 
found in [6]. Note that function (I) is called perfect spline. 
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First we shall prove 
Puooj’I Let .f[s, Ix, p] denote the divided difference of the function f(t) 
based on the points .r, Y, fl. By Peano’s theorem we get the integral represen- 
tation 
f’[S? ,k, /I] -- rb T( t: .\-. k, /3) j”( t ) c/t (2) 
s <I 
where 
211 m-z /3 -- x and the truncated function U_ is defined by II. y= max(u, 0). Let 
us assume now that,fE F(,k, p). Then, from (2) 
f(.\-) - (s Y)(.\. /3) I_/’ T(t)y(t) t/t 
. II 
and consequently 
f’(.Y)’ ($4 (.\- k)(.Y ~ p, To T(t)’ dt. (3) 
. ,I 
Expression (2) for .f[s, t, /I] is a special case of the formula obtained by 
Tschakaloff [7, Theorem 21 for the divided difference of the function f based 
on the points t, , t, ,..., t,,, with multiplicities v1 , vz ,..., v,,, , respectively. It 
follows by the cited theorem that T(t) 0 for all t and si T(t) dt ---m A. That 
and (3) give 
,:;:i;) .f(.y’ q(x; Y, P,‘. (4) 
Now we observe that ~(x; ~3, /3) E F(Y, j3): the upper bound in (4) is actually 
attained. The proof is complete. 
THEOREM 1. Let thr nodes if,,,]:; be defined bl 
(,, = N -' (21 2 -.- I) h !~ 2kll, (k ~- 0. I ). . . . I?), 
h = (b - n)!(2(n L 2’ 2 ~~ I)). 
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j(x) 2 I,,(-\-) for .Y c. -Y-, . (I, I. 2...., /I) 
is cm optimal method of upproximutiorl of ,f (s) ,f’. IO111 the class wy M; [N, II]) 
with w.vpect to the i~fortnation of the tj’pc 
(.f‘(.~,,),~(.~,),....f(.U,,)I. u x,, . “’ .y,, t,l 
Proof: Let R,(x) =-- R&Y; f,, ,.... &) denote the error of the best method 
of approximation off(.u) based on the nodes {fJ;I. We shall show that 
~ R,, M((h N), (II (21 ‘! I ))“i8. (5) 
To establish (5), define the function c, (t ) by 
ci’(T) (--lb M(f -~ t,-,)(E, t)‘? for t i- :YJ ( j I. 2,.... II) 
It is clear that 
y(f) E F,,(c) : -- {f’E wjL’(ibf; [N. h]): /([,,) 0. /I 0. I ._... 11;. 
The same holds for the function ‘p(t). Now suppose that .Y F.Y; . By 
Corollary I we have 
R,(.\-1 sup ./(.Y) max( ‘I(.\-). y(x)) ‘I( .Y ) 
IFF,~(S) 
On the other hand, by Lemma 2 
R,,(x) “y;,) f(-\‘) M ( .\- 4, ,N5, Y):2 
r:F(f 
These two inequalities give R,,(x) C&Y) for all .V c [u. h]. Further. after 
simple computations we obtain (5). 
The second step of our proof ih to \how that the nodes I[,,;:; are optimal. 
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In order to prove this let us assume that the nodes {x,):, a :< x,) < ... < 
x, 5; b are optimal, i.e., 
max j R(t; .Y,, . . . . . .vII), = min max 1 R(t; ,v, ,..., .r,)l. 
ttln, bl (r/3; fdn. bl 
Therefore the error R(x) of the best method based on the nodes {x~];; satisfies 
the inequality 
! R~ r;j’R,,J. (6) 
Let y E [u, b] be such that R(y) = 1 R I’ . By Corollary I 
R(Y) _= s;T,) f’(r). 
0 
We shall prove that there exists a function g(t) E F,,(x) of the form 
where N,) , cl1 , c are real numbers, o < ~3~ *; ... ,t’,(- r < 6, h - n for which 
Indeed. denote by u the set of all functions f EF”(x) for which .f(y) == R(y) 
and by (T” the set of the solutions of the extremal problem 
inf(I ,f” !:,f’E fin,1 
(9) 
L?” := {,f’E W-j.$7, b]:,f(y) = l,,f&.) = 0, k = 0. I ,...) III. 
It is easily seen that there is one-to-one correspondence between o and o,, . 
Moreover, for everyfE v,, the function Mf(t)/lIf“ / belongs to the set 0. But 
problem (9) has a perfect spline solution of the form (7). This follows from 
Theorem A stated in the beginning. Consequently there is a function g(f) 
satisfying (8). The special form of g(t) makes it possible to find the number of 
the zeros of g’(t) in [a, b]. We know that g(t) has at least n $ 1 zeros: x,, ,.... 
.Y,( . By Rolle’s theorem it follows that g’(t) has at least n zeros. But g”(t) is a 
piecewise constant function with at most II -~ I discontinuities and conse- 
quently g’(t) has n zeros at most. Hence g’(t) has exact n zeros. Let us denote 
them by qI ,..., rln . Put for convenience rll --- CI = /I,, , b -~ rlli =- II,, , 
Assume that 
/I,, “- 2(1’ R,, ;)I “‘. 
210 BOJANOV AND CHERNOGOROV 
Since g I, : g(y) =-- R(y) --~ R ~ , (6) gives 
Therefore / g(a); . . ‘1 R,, ;I . On the other hand g’(t) !U(% f ) for 
u t : Q . Then, by Taylor’s formula 
.’ ! 
x(771)’ I x(u), ) g’(t) t/t I 
. ,I 
But this inequality is contradictory to (I I). Thus 
14, 2( 1 R,, )’ “. 
In the same way we find that 
(13) 
II,, 2(, R,, 1)’ -?. ii4) 
Next we have 
c l?; h u ir,, /I,, b L7 -I(, R,, )‘, L! 
t 1 
Thus there exists at least one i, I . i y1 I, such that 
and remembering that q1 and ?li~+r are successive zeros of g’(r), we have 
g(~()i -( g(q,,r)i ~= Mhi2/4. It follows from this relation that one of the 
quantities g(q,)l or ~ g(Ti,.l)l must be greater than or equal to Mi1,~/8. 
Suppose that 
On the other hand, from (I 1) ~ g(y;)i e< ,; R,, So 
M((b - u - 4((1# R,, Nl)l/“)/(/~ I ))“/8 R,, . 
An elementary calculation gives 
M((b -- U)/(/? I- 21/’ - I))“,8 R, (17) 
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There are now two cases: 
(a) At least one of the inequalities ( 13) (14), of ( 15) ix strict: 
(b) none of (13), (14), and (15) is strict. 
In case (a) (I 6) and consequently (17) will be strict and that will contradict 
with (5). Therefore 
Then we have from (1 I) R, 1; -: , g(u) ~ 2 R,, I i R,, 1 which produces 
,dN) R,, ” . By Taylor’s formula 
Taking into account that g’(r) is a continuous piecewise linear function vvith 
I ~“(r)~ m= M and ~‘(7~) pm 0 (i ~ I, Z,..., PI) we obtain 
‘et,) = 0 (i ~~= 0, I ,..., n). 
But g(t) has at most H ;- 1 zeros and they are equal to {.Y,.;:;. Thus 6, 
s-, (i 0, I,..., n). So we get that the nodes {[,, )I; are optimal. The second part 
of our theorem is proved. It remains to construct the optimal method. i.e., 
the best method for the nodes {[l,)l:. 
In order to do that let us carefully consider the following relation which 
follows by using the function p(f) defined in the first part of the proof. 
This, together with Corollary I, shows that the error of the best method o, 
approximation off(.u), x E &, 1 based on the points ti and Ei 1 only, is equal 
to the error of the optimal method. So our problem reduces to the simple one: 
For every s from -T, 1 , i - 0, I . . .._ tr I we must construct the best method 
with respect to the information {f([L),f([l,l)]. Because of Lemma I we can 
confine ourself to the linear methods. First we see that the best method must 
be precise for polynomials of degree less than or equal to I. Indeed, suppose 
that the method 
272 BOJANOV AND CHtRNOCiOROV 
i\ a best one. Making use of Taylor’s formula we get 
where the function B(t) is bounded. The expressions in front ot‘j‘(~) andj’(N) 
must be equal to zero. for otherwise the above expression for the error can 
become sufficiently large for certain linear functions. But these two conditions 
define A,(x) and B,(x) uniquely 
The theorem is proved. 
We have found that the nodes of the optimal formula are expressed in 
ternif of the irrational number 2 liz. This makes the formula rather dit3cult 
for practical calculations. For this reason we shall consider formulas with 
node\ 
Then the following can be proved. 
The nwthod 
(i ~~~ 0, I ,.... I7 I ). .) % I,(x) for .Y t [j‘, , .L’, ;,I 
-/ iI7 (i=O. I ,.... n), J7 --~ 
I,(.u) =-_ .fc .l’,)(S - .I‘;., ,),1( .I‘, J‘, , 1) / .f( .I’, ,)(.Y ~~ .Vf)T .I‘, , Y,). 
.f;w .\- .T [ ,l’, . j’, ,] U/K/ R M((6 a):‘/1)“.,8. 
The proof is Gmmilar to that of the previous theorem and we omit the 
detail\. 
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4. APPLICATIONS 
First, we shall consider the problem of the order of approximation of 
functions by polygonal lines. We need some notations. For given numbers 
t, . . . . . I,,, 1 let H(t, ,..., t,,,) denote the set of all polygons with vertices at 
f, . . . . . f,,, . Suppose 
N . .\‘,, -, s, _ (” . . . .r,,mL -; .\‘,, h 
Let us denote by p(f; .u) the unique polygon from H(x, . . . . . .\-,,-J satisfiing 
the conditions 
p(f- XL) =- .f(.Y,,) (k ~-~ 0, I,...) n). 
Denote else by c,,(S) the quantity I.(.\-) - p(,/- X) As an application of 
Theorem I we shall prove 
<‘OK01 LARY 1. 
/Vo~f: It is seen that the method j‘(.~) 2 p(fi x), .\- t [u, b] use\ the 
information {f‘(.~,~)i: only. But the method defined in Theorem I i\ be\t for 
the class Wj”(M: [u, b]) among all methods of this type. This pro\e< OUI 
statement. 
Subbotin and Cernyh have studied in [8, Theorem 41 an analogous problem 
under the constraints x,, (1 and .Y?, h. In the same fashion as wc proved 
Corollary I. one can derive from Theorem 2 the following 
COROLI.AKY 1. If.\.,, u ut~d .Y,, -~ h thcil 
illf S LI Q 
l’iil “‘-1 fcM/I,“(*W:I,,,I,l~ 
c,,( f’) .lf((h a) II)‘) s. 
We shall now give a lower bound for the best polynomial approximation 
of functions from the class I+“,“‘( .&I: [u. h]). The following hold<. 
SLIP inf ‘f 1’ M((h ~ U)/(H 
2’ 2 
‘, rv(;‘( \,:l~~./Jl~ wii, 
I ))“%. 
Pu~oJ: Let the function cp(t) be defined as in the proof of Theorem I. By 
the Chebyshev alternation theorem we have 
The norm of p is calculated in the previous section. .Adding sup on the left- 
hand side we get the result. 
RcnutA. The general problem (for I’ I, 2,...) of optimal interpolation 
was solved in [9] by Micchelli ct c/l., after we had informed Professor Micchelli 
about the main result of our work. 
l K. JL.. OSIPFYKO. Optimal inte!.polation of analytic functions, Mtrr. /tr!rw/ki I.2 (1973). 
405 476. 
2. R. II. Rol%v)l. Rest methods of interpolation for certain classes of dit~erentiable func- 
tion\. 2/u/. Zn/wr/ri 17 (1975). 51 I 524. 
3. S. 4. SVOLJAK, “Optimal Restoration of Functions and Functionals.” Ph.D. Thesis, 
hlo\hw University. 1965. 
4. Y. S. K*ll\ 9w\, On the optimalit) of the linear methods of approximation of opcratori 
on coiner function classes. %. L:mi.d. Mfrt. ,Vta/. I-i:. 2 (1971). 1014-1018. 
5. S. K,XICLI\. Some variational problems on certain Sobolev spaces and perfect spline\. 
&r/i. 3/tw. Mutlt. SK. 79 (1973). 124 I28. 
6. (I‘. IX BOOI~, .4 remark concerning perfect splints. Ru//. Arw~. \Itrr/r. .Sw. 8 ( 1971). 
721 727. 
7. 1.. I sr tiAKAi.01 F, Elnc integraldarstellung drj Newtonschcn dii~e:ercnLcnqtlolicntcn 
und ihl-c anwendungen, AWIMGW L’uic. Soficr FM. Mutl~. 34 (193X), 354-405, 
8. JL S. %HOTITL AND N. I. ~I:R\YH. Order of the best spline approximations of certain 
function classes, ‘Mot. Zurtwrki 7 ( 1970). 3 I 42. 
0. c‘ A. \\ll(THl~.l~~. T. J. RIVI IN. A\rD s. ~IW<,lIAD, “Optinul Recovery of Smooth 
Functions,” Nu/tw. Mtrrh. 26 ( 1976). 191 200. 
