Abstract-Recent advances in environmental energy harvesting technologies have provided great potentials for traditional batterypowered sensor networks to achieve perpetual operations. Due to dynamics from the temporal profiles of ambient energy sources, most of the studies so far have focused on designing and optimizing energy management schemes on single sensor node, but overlooked the impact of spatial variations of energy distribution when sensors work together at different locations. To design a robust sensor network, in this paper, we use mobility to circumvent communication bottlenecks caused by spatial energy variations. We employ a mobile collector, called SenCar, to collect data from designated sensors and balance energy consumptions in the network. To show spatial-temporal energy variations, we first conduct a case study in a solar-powered network and analyze possible impact on network performance. Next, we present a two-step approach for mobile data collection. First, we adaptively select a subset of sensor locations where the SenCar stops to collect data packets in a multi-hop fashion. We develop an adaptive algorithm to search for nodes based on their energy and guarantee data collection tour length is bounded. Second, we focus on designing distributed algorithms to achieve maximum network utility by adjusting data rates, link scheduling, and flow routing that adapts to the spatial-temporal environmental energy fluctuations. Finally, our numerical results indicate the distributed algorithms can converge to optimality very fast and validate its convergence in case of node failure. We also show advantages of our framework such as it can adapt to spatialtemporal energy variations and demonstrate its superiority compared to the network with static data sink.
INTRODUCTION

E
NVIRONMENTAL energy harvesting has emerged as a promising technique to provide sustainable energy sources for battery-powered wireless sensor networks (WSNs), whose network longevity is constrained by battery capacity. Renewable energy sources such as solar, wind, thermal necessitates Cyber Physical Systems (a network consists of sensors and actuators to interact with the physical world) for achieving energy efficiency and cost effectiveness. For example, solar harvesting is proven to be useful to provide energy to sensors from a solar panel of relatively similar size of sensors [1] . Thermoelectric conversion offers opportunities to harvest energy via heat transfer when the temperatures of objects or environments are different [2] . When power from an ambient energy source (such as solar, wind or thermal, etc.) is brought into a WSN, it becomes rechargeable, and is possible to achieve infinite network lifetime by careful network planning and energy harvestingaware designs.
Admittedly, there have been a great amount of research efforts on energy harvesting-aware designs for WSNs [3] , [4] , [7] , [9] , [10] , [11] . Most of them either focused on optimizing performance of individual sensor or studied how to route packets in an energy efficient manner (energy-aware routing). However, to the best of our knowledge, these works have overlooked impact from nonuniform spatial distributions of environmental energy while sensors are working together from different geographical locations, so they would still suffer from traffic bottlenecks if energy shortage is inevitable in certain regions. In order to circumvent possible energy constraints caused by nonuniform environmental energy distribution, we approach the problem from a new perspective by employing a mobile actuator (called SenCar henceforth) for data gathering.
Adopting a mobile collector has known benefits to distribute energy consumption more evenly compared to a static data sink, because nodes close to the data sink tend to consume more energy for forwarding packets [14] , [18] , [19] , [20] , [25] . As energy harvesting rates depend on sensors spatial-temporally, congestion could occur with a static data sink. Unless a complete environmental energy profile for various geographical locations is known, it is difficult to guarantee successful and timely data delivery in such a network. Nevertheless, the spatial-temporal energy profile significantly differs in various applications, and capturing these variables to incorporate into the design of sensor networks beforehand is impractical. The introduction of mobility not only alleviates routing burdens on the congested nodes to save energy [14] , [15] , [16] , [17] , [18] , [19] , [20] , but also shows flexibility to circumvent congested area that lacks of energy supply. We can easily direct the SenCar to collect packets from designated regions to avoid draining sensor's battery where the environmental energy supply is not sufficient at that time. We would show more details why using mobile collectors is a natural fit for environmental energy harvesting networks by a case study in Section 3.
Our objective is to design a comprehensive framework such that data gathering network utility is maximized and packet latency is bounded by a predetermined threshold. To solve this problem, we propose a two-step approach. In the first step, we determine where the SenCar stops to collect data packets while guaranteeing that the total migration tour length is bounded by a threshold. These node positions are called anchors. In the second step, after the anchors have been selected, we formulate the optimization problem into a network utility maximization problem under the constraints of flow, energy balance, battery and link capacity. In particular, in our formulation, energy conservation captures the time-varying and spatial variations of energy harvesting rates. To achieve maximized utility, we need to answer the following questions. First, for each sensor, what is the optimal rate to send data to the SenCar at a specific anchor? Second, how to route data from sensors to various anchors with constraints of energy and link capacity? Third, for the SenCar, what would be the optimal sojourn time at each anchor that ensures the time of a data collection tour is bounded and the amount of data collected is maximized? To tackle these challenges, we first determine anchors and then optimize communications and SenCar's sojourn time at different anchors. We formulate the communication problem into a non-convex maximization problem and convert the non-concave objective function into a strictly concave objective function by introducing auxiliary variables. Further, we take proximal approximation algorithm in [31, pp. 232] and hierarchical decomposition to transform the nonconvex maximization problem into an equivalent two-level convex maximization problem. The equivalence between the original problem and the transformed problem means that their optimal values coincide with each other. Then we decompose the convex problem into separate subproblems of data rate, flow routing and sojourn time allocation, and provide a distributed algorithm to tackle each subproblem.
The main contributions of our work are summarized below. First, we propose a new framework by introducing mobile data collection for energy harvesting sensor networks. Second, we develop an adaptive anchor selection algorithm for the SenCar to achieve a balance between data collection amount and latency. Third, given the selected anchors, we propose distributed algorithms to find optimal data rates, link flows for sensors and sojourn time allocation for the SenCar. Finally, we provide extensive evaluations to demonstrate that the proposed scheme can converge to optimum, react to the dynamics of energy income effectively, maintain perpetual network operation and improve network utility significantly compared to the network with a static data sink. To the best of our knowledge, this is the first work that gives a comprehensive solution from where the SenCar should stop for data gathering to how to optimize network utility under spatial-temporal energy variations.
The rest of this paper is organized as follows. Section 2 studies related works. Section 3 presents an experimental case study using solar energy harvesting. Section 4 proposes an adaptive anchor selection algorithm and formulates the problem into an optimization problem. Section 5 solves the problem and derives distributed data rate, flow routing and sojourn time allocation subalgorithms, followed by Section 6 that provides evaluation results. Finally, Section 8 concludes the paper.
RELATED WORK
Energy Efficient Designs for Harvesting Sensor Networks
Advances in energy harvesting devices have provided alternatives to extend network lifetime of WSNs by capturing renewable energy from the environment. Most of the works so far have focused on considering fluctuations of environmental energy income and designing algorithms based on energy neutral operations [3] , [4] , [7] , [9] , [10] , [11] . Physical implementations and design concerns for solar harvesting networks were considered in [3] , [4] . In [7] , a harvestingaware power management scheme to maximize total duty cycle periods was proposed. The scheme adopts a moving average to estimate future energy income and adjusts the duty cycle for each sensor accordingly. A similar study was performed in [9] in which an adaptive duty-cycling algorithm was proposed to cope with energy variations. The work in [10] conducted measurement experiments for solar harvesting devices in various scenarios and formulated a utility maximization problem. A joint problem of energy management and resource allocation was considered for energy harvesting networks in [11] . The optimal sampling rates based on the energy harvesting rate was explored and a local algorithm was developed to adapt the dynamics of battery states. These works mainly focused on developing local algorithms to accommodate energy consumption of sensors to the varying environmental energy and most of them treated energy income from different sensors equally in evaluations. Energy-aware routing was considered in [5] , [6] , [8] , [12] , [13] , where the problem of finding the minimum energy path that optimizes the energy consumption at each node and network lifetime was studied. Nevertheless, none of the above works have combined controlled mobility with energy harvesting networks.
Mobile Data Collection
Recent studies have shown that using mobile collectors can alleviate traffic flow bottleneck around the static data sink [14] , [18] , [19] , [20] , [21] , [22] . Based on this observation, most of existing works have focused on developing methods for finding optimal traveling paths of mobile collectors and minimizing energy consumptions. In [14] , path-planning algorithms were proposed for mobile collectors to collect data from sensors through single or multi-hop relays within a time constraint. In [18] , network lifetime maximization was considered by utilizing node route information to mobile data sinks. Mobile relay was used in [19] for WSNs composed of energy rich nodes to relay packets from normal nodes. A joint mobility and routing algorithm was proposed to extend network lifetime. A rendezvous-approach was proposed in [20] where mobile collectors visit fixed locations, i.e., rendezvous points, for gathering data through multi-hop relays and an optimization problem to select the optimal path within a required delay bound was studied. A similar problem was studied in [21] in which a different approach was taken by partitioning the sensor field into zones and developing an approximate algorithm to maximize network throughput while conserving energy consumption. Though the implementation of mobile collectors would balance energy consumptions, it might cause long data collection latency. The problem of reducing the data collection latency was studied in [23] , [24] , [26] . These works identified the problem as a Traveling Salesman Problem with Neighborhoods (TSPN) and developed heuristic algorithms to progressively reduce the total TSP tour length for shorter latency. However, all aforementioned schemes have treated sensor nodes irrespective to their real-time energy states.
Mobility in Energy Harvesting WSNs
Introducing mobility in energy harvesting WSNs was considered in [1] . A small portion of nodes can move freely in the network to search for energy from the environment. Since sensor nodes are usually energy constrained, the energy consumptions during the movement are not justified in [1] . In [27] , energy efficient paths are planned for a mobile solar powered vehicle. The paths are calculated using regression methods so that the movement of the vehicle can adapt to changes in weather conditions. In [28] , the problem of data collection in energy harvesting WSNs is considered. Given a data collection path, the problem is formulated into an optimization problem and heuristic algorithms are proposed. However, a crucial part of how to form the data collection path is not mentioned in [28] and only heuristic algorithms without bounded ratios are provided. In this paper, we propose a comprehensive framework on how to adaptively plan the data collection path under latency requirements and provide optimal solutions given the selection of anchors.
PRELIMINARIES-A CASE STUDY OF GEOGRAPHICAL SOLAR POWER DISTRIBUTION
In this section, we present a case study that motivates this paper. We study the impact of nonuniform spatial energy distribution on WSNs using solar power harvesting as an example.
To capture geographical energy variations, we performed outdoor measurements on sunny days using a compact solar harvesting device in the field outside the CEWIT building at Stony Brook, NY during February 2013. The solar harvesting device mainly consists of a 85 mm Â 35 mm, 5.5 V 80 mA solar panel and a 1,350 mAh rechargeable lithium-ion battery cell. Since solar energy captured needs to be stored in the battery first, we measured the charging current of the lithium-ion battery from the solar panel at selected spots shown in Fig. 1 . While performing measurements, the solar panel was tilted 45 degrees from the ground and oriented towards the sun. In our measurements, the harvesting rate under direct sunlight is from 0.5 to 6.5 mW=cm 2 depends on the strength at different time and 0 to 0.5 mW=cm 2 in building or tree shadows. Table 1 shows the duration of each spot's exposure to sunlight. The measurements indicate that due to the intraday movement of the sun, the availability of sunlight for a specific location depends on the positions of the surrounding obstructions and the orientation of the sun. Take Fig. 1 as an example, sensor nodes at spots 1, 4, 7 and 10 would lose the exposure to sunlight because of building obstructions. To extend the time frame to a whole day, these nodes would only have around 4 hours (from 7-11 AM) to harvest solar energy effectively. Clearly, these nodes deployed close to the data sink would become a bottleneck in the whole network for the rest of the day that they do not have sufficient energy to forward data to the sink. The same problem is also faced in WSNs relying on other environmental energy sources in which deploying sensors to obtain maximum resource exposure becomes a critical issue. However, topologies of sensor networks are usually ad-hoc and the study of geographical energy distribution patterns requires a considerable amount of work which varies for different circumstances. Fortunately, using mobility can bypass the bottleneck nodes and mitigate the problem using a static sink. Based on Fig. 1 , it is more desirable to move the data sink to a position with the surrounding sensor nodes in sunlight during 11 AM -5 PM at positions close to nodes 6 or 9 so the bottleneck no longer exists and the network utility could be increased accordingly. However, how to find the optimal strategies to route data packets and control energy consumptions with mobile data gathering in energy harvesting networks is an issue that needs to be addressed. To answer this question, we study an optimization problem that considers the positions where the SenCar should stop based on the real-time battery information collected from sensors, how long the SenCar should stop at that position, and how sensors should route data to the SenCar given their different energy budgets. In the next section, we will present a data collection scheme based on the findings from the case study to maximize network utility.
MOBILE DATA COLLECTION FOR ENERGY HARVESTING NETWORKS
In this section, we present a two-step method for mobile data collection in energy harvesting sensor networks. The first step is to find anchors and determine the shortest tour among them within a bounded threshold, which implies a data collection delay upper bound. Here, the anchors are representative sensor nodes for collecting data packets. The SenCar stops near an anchor at a time to gather all the data (SenCar is represented as an independent node in the formulation later). A difference between the anchor and the sink node is that the selection of anchors is adaptive to the energy status/ harvesting rates and could be different during a period of time. In contrast, sink nodes are more static and they are usually chosen by network administrators during network initializations. Delay denotes the duration from the time a packet is generated to the time the packet is uploaded to the base station. SenCar is customized from an off-the-shelve batterypowered vehicle. It equips with computational components, radio transceivers and location device so it can be commanded remotely from the base station to perform different tasks in the sensing field. The distance is assumed to be euclidean distance between any locations in the field. In case of obstacles or barriers in real applications, the SenCar re-calculates the route using the method in [14] . In the second step, based on the selected anchors, we determine the data rate of each sensor node, flow routing and optimal sojourn time for the SenCar at each anchor by solving a communication optimization problem.
The reasons for such a two-step approach rather than joint optimization is two-fold. First, a joint optimization of anchor selection and data communication would greatly complicate the problem and make it difficult to solve. Seeking all possible combinations of anchors would lead to exponential enumerations and it is computationally prohibitive to perform optimization for all the combinations. Second, the data communication algorithms proposed are distributed which requires exchange of information between sensors. In our two-step approach, the data communication algorithm takes anchors as an input to perform a single optimization run, in which the overhead would be acceptable. However, joint optimization would require the data communication algorithm to go over all possible anchor patterns to find the best network utility. This would bring tremendous message overhead on energy-constrained sensors. Further, most WSNs are probabilistic in nature considering the dynamics from energy consumptions, sensing targets and energy harvesting rates. An optimal solution at a time instance may no longer be optimal afterwards. Therefore, our choice to seek a sub-optimal solution is more cost-effective than an optimal solution.
Since the weather condition may change at any time during the day, an accurate model of energy harvesting rates in a close form expression for the entire day is very difficult. To facilitate our study, we divide time into multiple equivalent intervals (e.g., 1 hour) and assume that the variation of environmental energy strength is negligible within each time interval. Since the optimization problem considered for each time interval is identical, it would be sufficient to study the proposed data collection scheme in one time interval and extend the same approach to all the time intervals. The details are described in next two sections.
Adaptive Anchor Selection
The first step is to determine anchors. To design an efficient data collection scheme, the anchor selection algorithm should meet two requirements. First, it should select a subset of sensors while maximizing the amount of data collected. Second, it should minimize the number of anchors so that each data collection tour can be planned to meet the delay requirement. In this paper, we consider deployment of sensors on a two-dimensional sensing field, so more anchors would result longer tour length as well as the data collection delay. A special case is when all the nodes are deployed on a (onedimensional) straight line so the SenCar's tour length is independent to the number of anchors. However, in practice, most mobile data gathering applications consider tour planning on a 2D field. Further, restricting SenCar's movement on straight lines may not be energyefficient. Thus, in reality, trying to cover more sensor nodes increases SenCar's tour length and leads to longer data collection delay.
Our objective is to find anchors to cover a maximum number of sensors while the tour length is within a bounded threshold L b . For a set of nodes N with battery energy b ðkÀ1Þ i at the end of time interval k À 1, the anchor selection algorithm iteratively updates the set of anchors A ðkÞ for time interval k by computing the shortest tour length among anchors until the total length is less than L b . At the initialization phase, the connectivity matrix X that reflects connections within m hops is obtained. The entry of connectivity matrix is 1 if two nodes are connected within m hops; otherwise, it is 0. We have also set the diagonal values X ii to 0 to facilitate the computation. The choice of m will have an impact on energy consumption and data gathering latency. That is, a large m indicates more nodes would be covered by an anchor so energy consumptions on intermediate relay nodes would increase. On the other hand, a small m will lead to more anchors generated in order to cover all the nodes so the data collection tour would be elongated (longer delay). Finding an optimal m to balance energy consumption and data collection latency is out of the scope of this paper. For simplicity, we set m ¼ 3 in this paper.
Since the choice of anchors not only relies on anchor's energy but also the energy of nodes in their surroundings, we propose a weighted average method to account for energy in an anchor's neighborhood. For a candidate anchor, it has the highest weight w 0 , its one-hop neighbors have smaller weights w 1 , two-hop neighbors have even smaller weights value w 2 and so on. Since anchors collect data from the m-hop neighborhoods, the weights should decrease monotonously towards the m-hop neighbors (w 0 > w 1 > Á Á Á > w m ). Hence, for a candidate anchor a, its weighted average W a is,
in which N j is the set of nodes that are j-hops away from the anchor (1 j m). During operation, each node calculates a weighted average according to the energy of their m-hop neighborhoods and reports its weighted value to the SenCar. A node with larger weight has higher chances for being selected as an anchor. Then the SenCar sorts nodes regarding weighted average W i in an ascending order and records this sorted list as N s . The algorithm starts from element j in the sorted list which has the largest weight, inserts this node to A ðkÞ and finds all the entries in row j of X that are greater than zero, which means that there is a connection within m-hop counts from node j, and removes these nodes from N s . The iteration continues until N s is exhausted. At this point, node list A ðkÞ can be considered as a set of cluster heads which contains all the anchors and the nodes removed from N s are connected to the cluster heads in A ðkÞ . Then the shortest migration tour L ðkÞ tsp can be found by approximate solutions to the Traveling Salesman Problem (TSP) through sensors in A ðkÞ .
If the tour length L ðkÞ tsp L b , the set of anchors has been found; otherwise, the algorithm removes the first element from A ðkÞ with the least weight and computes L ðkÞ tsp until the tour length bound is satisfied. The algorithm is summarized in Table 2 .
The time complexity of this algorithm is analyzed as follows. Obtaining the connectivity matrix requires at most mjN When L b = 300 m, the total tour length is 258 m and when L b = 400 m, the total tour length is 388 m. To see the evolution of anchor selections in different intervals, we set the interval to 1 hour, L b ¼ 300 m and examine these changes over two consecutive intervals in Fig. 3 . The battery energy of nodes changes with different energy consumption and harvesting rates so the anchors chosen for these two intervals depends on the real-time energy status at the beginning of the intervals. For interval 1, a number of 9 anchors are selected with a tour length of 296 m and for interval 2, another 7 anchor (some are the same) are selected with a tour length of 283 m. Due to the fact that anchor nodes might consume more energy to aggregate data than the energy harvested, in the next interval, previous anchors are less likely to be chosen so they can restore their battery energy to prevent energy depletion.
Network Model and Problem Formulation
After the tour through all anchors has been constructed, the remaining question is how the SenCar should collect data from sensors. This problem can be formulated as an optimization problem based on a flow-level network model. We first define the time interval to be equally slotted during a 24-hour time period. In time interval k, we consider a network with a set of nodes and anchors, represented by N and A ðkÞ respectively. The SenCar starts from the base station and roams over the entire sensing field along the predetermined sequence of anchors. The SenCar gathers data from sensors by visiting the anchors in a periodic data gathering tour within time interval k. When the SenCar moves to an anchor a, it will stay near the anchor for a period of sojourn time t k a to gather the data uploaded by sensors in a multi-hop manner. After t We consider a node-exclusive interference model, in which a node cannot simultaneously transmit or receive, or communicate with two or more nodes. Otherwise, a collision occurs and the packet is discarded. In the problem formulation P1, the model is characterized by deriving the sets of parent nodes, P We define the estimated solar harvesting rate in time interval k for node i to be i ðkÞ, which is a time-varying, location-wise function that captures the spatial and temporal differences of energy income of a sensor. The intention of bringing location-wise concerns to our model is to mimic possible obstructions in real applications which attenuates the magnitude of harvested power. The general form of solar energy harvesting rate i of sensor i over a day's period can be represented by a quadratic function proposed in [30] : i ðtÞ ¼ aðt þ bÞ 2 þ c in which a, b and c are parameters to fit the data sets measured in different months to the quadratic function. The detail can be found in [30] . Note that here i ðtÞ is a function with time t for 24 hours starting from 12 AM to 12 PM. In this paper, we approximate the solar energy harvested for each interval k by a piece-wise linear function of the quadratic function i ðtÞ. Finally, important notations used in this paper are summarized in Table 3 .
To characterize the effect of the data rates for sensor node i on the overall data gathering performance, we introduce a utility function U i ðÁÞ, which is defined as an increasing, strictly concave and twice-differentiable function with respect to the total data rate for sensor i during interval k (i.e., P a r ðkÞ i;a ). The network utility is regarded as the aggregated utility of all the sensors. Our objective is to maximize the network utility under the constraints of flow conversation, energy balance and link capacity while maintaining the perpetual operation of the network. To achieve this objective, several issues need to be addressed: (1) What is the optimal rate for a sensor to generate data and the flow rate for a sensor to upload data to the SenCar at different anchors? (2) How to route sensed data to the SenCar at each anchor under the constraints of energy and link capacity? (3) What is the optimal sojourn time of the SenCar to collect data from sensors under the constraints of energy and battery capacity? Constraints (3)- (6) can be explained as follows. Constraint (3) is flow conversation which states that the aggregated outgoing link flow rate at each sensor equals the incoming link flow rate plus its own data rate. Note that this constraint also holds at anchors as they aggregate packets from their child nodes and forward all the packets (including the ones generated by themselves) to the SenCar. Inequality (4) is energy balance constraint which describes that the energy consumption in each time interval should be less than or equal to the sum of the harvesting energy income and residual battery energy. Battery capacity constraint (5) captures the fact that the harvested energy of a battery cell cannot exceed its supplemental energy capacity, i.e., the difference between the maximum battery capacity and the current battery energy. The constraint contains the optimization variable t ðkÞ a from Eq. (1). Link capacity constraint (6) indicates that the flow rate on link ði; jÞ should be within the capacity for that link.
We can observe that energy constraint (4) is time-varying for different time intervals due to the time-varying nature of the solar energy harvesting rate i ðkÞ, i.e., optimization problem P1 is dynamic, and thus, the feasible region and the optimal solutions to problem P1 differ in different time intervals. However, for a given time interval, the solutions of problem P1 are fixed since the convergence time of solving problem P1 is less than the time-varying time of the solar energy replenishment rate i ðkÞ. We can, thereafter, view the dynamic problem as a sequence of static problems for some given time intervals. To this end, we can focus on the optimal solutions of the static problem for a give time interval k. The standard method to solve each static problem involves the dual decomposition and the subgradient methods.
We can observe that the objective function of problem P1 is concave with respect to the total data generating rate P a r ðkÞ i;a of all sensors, but not strictly concave with respect to r ðkÞ i;a due to the linearity of P a r ðkÞ i;a . This will cause difficulties in constructing solutions for online implementation. First, although a maximizer of problem P1 always exists, it is usually not unique, which implies that the optimal resource allocation policy is not unique either. Second, the primal and dual algorithms share the same oscillation problem. Although the dual variables (i.e., 
DISTRIBUTED ALGORITHM FOR MOBILE DATA GATHERING
To circumvent the difficulty due to the lack of strict concavity, in this section, similar to [32] , we resort to the proximal optimization algorithm [31, p. 232 ] to solve optimization problem P1 and present a distributed algorithm for mobile data gathering. The optimization problem is solved by a two-level optimization method. At the lower level, two subalgorithms for calculating data rates and routing are performed. The rate control subalgorithm determines the optimal data rate and the flow routing algorithm finds the optimal routing path and flow rate on each link. Sensor nodes update their Lagrangian multipliers iteratively and pass the results to their direct neighbors. At the higher level, the SenCar obtains the Lagrangian Multipliers from the lower level to allocate sojourn time at different anchors. The details of problem transformation and subalgorithms are described in the following.
Optimization Problem Transformation
The idea of the distributed algorithm can be explained as follows. We add a quadratic term À P We use ½t to denote the values of variables in the tth iteration.
Step 1: Fix y 
subject to constraints (3), (4), (5) and (6), where the augmented objective function is:
It is easy to show that the optimization problem P2 is equivalent to the original problem P1 when y is set to the optimizing r, i.e., the optimal value of problem P2 coincides with that of problem P1. In fact, let r
Step 
subject to constraints (4) and (5), where e V i ðt ðkÞ a Þ is the optimal objective value of P3(a) over r ðkÞ and f ðkÞ , which is given by (27) .
We will first solve P3(a) by using the Layering as Optimization Decomposition (LOD) method in [33] . The necessary conditions for applying LOD are convexity and separability. The following theorem verifies the convexity of P3(a). (3) and (6) 
Since the left-side of inequality (11) is linear, its left-side function is convex. In addition, the right-side of inequality (11) is a constant when t ðkÞ a is fixed, which indicates that constraint (11) is convex. Hence, P3(a) is convex. t u It can be concluded from Theorem 1 that the subgradient based on dual decomposition can be applied to solve convex optimization problem P3(a).
Lower Level Optimization
At the lower level, we provide a distributed algorithm for data control and routing by solving P3(a) while keeping t ðkÞ fixed.
Lagrangian Dual Decomposition
We can observe that data rate variables r ðkÞ i;a and flow rate variables f ðkÞ ij;a are correlated with each other in constraints (3) and (11) . In this section, we separate these variables by Lagrangian dual decomposition. We first relax constraints Then we can obtain the partial Lagrangian of P3(a) as follows: 
The objective function of the dual problem is then ðkÞ ; n ðkÞ Þ. In the following, we will provide the corresponding subalgorithms and solutions to these subproblems.
Rate Control Subalgorithm
The dual problem (16) contains jN j rate control subproblems, one for each sensor. In this section, we describe the rate control subalgorithm to solve the subproblem in the context of sensor i. The rate control subalgorithm aims to provide optimal data rate for each sensor when the SenCar is at different anchors in time interval k by solving a local optimization problem as follows, given 
Since the rate control subproblem (17) is concave, the solutions that satisfy the Karush-Kuhn-Tucker (KKT) conditions [34] are sufficient to be optimal for both itself and its dual problem. Thus, we propose an efficient search algorithm based on KKT conditions to find an optimal data rate for sensor i. 
where
r ðkÞÃ i;a denotes the sum of data rates of sensor i for all anchors, i.e., the total data rate of sensor i in time interval k. This implies that finding the optimal data rate r Table 4 . The complexity of the subalgorithm is OðjA ðkÞ jlog ðjA ðkÞ jÞÞ.
Routing Subalgorithm
The dual function also contains jN j routing subproblems, each for a sensor to schedule the link activation and allocate the optimal flow rate on the scheduled link under the constraints of energy and capacity. During the optimization process, there could be control messages generated. However, compared to the size and amount of data packets, these messages are of much smaller sizes and are transmitted less frequently. Therefore, the control messages can be ignored on the flow level characterization of the problem. The routing subproblem at sensor i is, Þ can be regarded as the gain of link ði; jÞ, which is determined by the flow conversation price, perpetual operation price, and average energy consumption for receiving and transmitting data at node i.
In other words, if node i wants to schedule link ði; jÞ and uses the link to transmit data at a proper flow rate, it has to pay the prices for transmitting/receiving data and keeping network at perpetual operation.
We can observe that optimization problem (23) of sensor i over ff ðkÞ ij;a g is a linear programming problem to obtain the maximum flow at anchor a under the capacity constraint. Accordingly, problem (23) can be solved by the heuristic algorithm of the weighted maximum flow problem with capacity constraint, as described in Table 5 .
The basic idea of the heuristic algorithm is to always allocate the maximum flow rate to a scheduled link with the largest link gain among all the outgoing links under the constraints of energy and link capacity at each sensor node. The basic idea of the heuristic algorithm can be explained as follows. Let ð e j; e aÞ i denote a pair of the preferred outgoing neighbor node e j and the designated anchor e a of sensor i such that the gain ð 
Lagrangian Multiplier Update
In each iteration of the subalgorithms of rate control, routing and sojourn time allocation, sensor i solves the subproblems in (17) and (23) and "ðtÞ is the diminishing stepsize satisfying the conditions discussed in the sojourn time allocation subalgorithm. Sensor i will send the updated Lagrangian multipliers to its direct neighbors to facilitate the computing of r 
Recovery of Primal Solutions
We now apply the method in [35] to recover the optimal primal solutions off 
It was proved in [35] that when diminishing stepsize is used, any accumulation point of the sequence {f ðkÞ ij;a } generated by (26) is feasible to the primal problem and {f ðkÞ ij;a } can converge to a primal optimal solution. Therefore, the optimal flow rate can be obtained when {f ðkÞ ij;a } converges tof ðkÞÃ ij;a .
Higher Level Optimization
At the higher level, we investigate the sojourn time allocation subalgorithm on the SenCar to calculate t ðkÞ a for achieving the optimum of P2.
The sojourn time of the SenCar at different anchors not only determines the amount of collected data and the efficiency of network utility, but also affects the residual energy of sensor batteries and the perpetual operation of sensor networks. Accordingly, this section aims to provide the optimal sojourn time of the SenCar at anchor a under the constraints of energy balance and battery capacity by solving P3(b).
As (28) is convex and a subgradient projection with a sufficiently small step-size can be employed to solve the problem. Introducing Lagrangian multiplier $ r for the right constraint of (30) and $ ðkÞ a ðtÞ, respectively; ½x þ ¼ maxð0; xÞ and "ðtÞ is a properly chosen step size such that 0 < "ðkÞ < 1 for subgradient iteration t. In our algorithm, we choose the diminishing stepsizes, i.e., "ðtÞ ¼ a=ðbt þ dÞ, where a > 0, b > 0 and d ! 0 are adjustable parameters that regulate the convergence speed. It was shown in [34] that regardless of the values of the initial Lagrangian multipliers, the diminishing stepsize can guarantee convergence of the subalgorithm. The optimal solutions of the subalgorithm obtained by (31) and (32) 
Lagrangian multiplier $ ðkÞ a can be referred to as the price of sojourn time allocation at anchor a.
We can observe from (30)- (32) that a shorter total traveling time t ðkÞ na of the SenCar tends to induce a longer sojourn time of the SenCar at anchor a. However, this increase is restricted by the battery capacity in order to keep the perpetual operation of the network. This subalgorithm is listed in Table 6 . The complexity of this subalgorithm is OðjA ðkÞ jÞ.
Fault Tolerance and Recovery
During data collection, it is possible that some nodes might deplete energy due to unexpected external events. In these situations, the algorithms need to respond immediately by adjusting data rates, link routings and sojourn time. The procedure is briefly introduced in the following. When some nodes deplete their battery energy, their neighbors can detect a sudden drop of communication or receive no acknowledge packets. After those faulty nodes are confirmed, the neighbors will broadcast a re-initializing request in the network. The request packets with identifications of the faulty nodes are propagated in the network. Upon receiving such a request, nodes terminate the current data collection process, reset all their local states to the initial value and update their neighboring list (removing faulty nodes from their neighbors). The SenCar also receives the re-initializing request and knows which nodes are unavailable in the network. After all the faulty nodes have been identified, it then sends out an initializing packet to restart the optimization process. The new optimization process will be executed again to compute the new data rates, link routings and sojourn time.
Summary of Distributed Algorithm
The operation of the two-level optimization is summarized in Table 7 . At the lower level, for fixed t ðkÞ a , sensor i iteratively updates the Lagrangian multipliers ðkÞ i;a and n ðkÞ i;a using (24) and (25), respectively, and then passes them to its neighbors and the SenCar if necessary. The rate control subalgorithm starts a parallel search for fr ðkÞ i;a g to determine the optimal data rate. The routing subalgorithm begins to find the optimal routing path and flow rate ff ðkÞ ij;a g. At the higher level, the SenCar applies information fn ðkÞ i;a g from the lower level to perform sojourn time allocation and determines the optimal sojourn time ft ðkÞ a g at different anchors. In our approach, each subproblem can be solved efficiently in a distributed manner. Only local exchange of Lagrangian multipliers with the direct neighbors of a sensor is needed so the algorithm is scalable to network of large sizes.
PERFORMANCE EVALUATIONS
In this section, we evaluate the effectiveness and efficiency of the proposed mobile data collection scheme. For evaluation purposes, we define the utility function U i ðÁÞ as w i log ð P a r ðkÞ i;a þ 1Þ, in which w i is the weight of utility at sensor i. The utility function is introduced to characterize the amount of data uploaded from sensors and a node with a larger weight w i would have more impact on the overall performance. Typically, the utility function is introduced as a measure of satisfaction for balancing network efficiency and user fairness. For the sensor network considered in this work, it is used to characterize the amount of data uploaded from all sensors and the sensor with a larger w i has more impact on the overall performance. We use a network shown in Fig. 4 which consists of 41 sensor nodes and six sensors represent possible anchors (S 1 to S 6 ) distributed over a 75 Â 75 m 2 area for demonstration purpose. Because the data gathering process is distributed and the anchor selection is adaptive to the size of the network, each node only needs to communicate with its neighbors to make decisions. Thus, our design can be readily applicable to large scale networks. To mimic the real scenario, we assume there is a building obstruction on the west side of the sensing field in Fig. 4 (from coordinates (20, 0) to (20, 75) ) and the moving direction of the sun is from the east to the west during a day. Sensor nodes in area 1-4 would fall into shadowy spots at different time summarized in Table 9 . Nodes in the shadowy spots have limited energy harvesting rate Additionally, all the communication links carry the same capacity p ij . Energy consumptions for transmitting a packet over link ði; jÞ is proportional to the square of distance between sensor i and sensor j. All the parameters are summarized in Table 8 .
Convergence Property
We first demonstrate the convergence property of the proximal approximation based algorithm. Note that for variables We observe that the results oscillate at the beginning of iterations because we have used an incremental subgradient method to solve the problem, which would lead to fluctuation when the solution is close to the optimal solution and the degree of such fluctuation is proportional to the iteration stepsize. As the stepsize gets smaller, the algorithm stabilizes and achieves desirable convergence. Fig. 5a shows the data rates from sensor 1 to anchor 1, sensor 2 to anchor 1, sensor 8 to anchor 2 and sensor 4 to anchor 2 with their Lagrangian multipliers in Figs. 5b and 5c respectively. Fig. 5d shows the link flow rates on links (7, 9) and (6, 4) destined to anchor 2, link (3, 1) destined to anchor 1 and link ð8; S 2 Þ from node 8 destined to anchor 2 denoted by S 2 . We can observe that all those variables above achieve their optimal values within 300 iterations.
To reduce the number of iterations, we can set the initial values of Lagrangian multipliers ðkÞ i ðtÞ, n ðkÞ i ðtÞ in the proximal iterations to the final value obtained at the previous run. Fig. 6a shows convergence of network utility in the proximal iterations and Fig. 6b shows the evolution of sojourn time allocation for anchors 1 and 2.
In addition, the overhead of the proposed algorithms can be justified as follows. The overhead involves energy consumed to converge to an optimal solution (or within 5 percent of fluctuations). It is noticed that both the network utility and sojourn time converge very fast in the high-level proximal iterations (within 50 steps). Since the solution for assigning data rates, link flow is pre-computed in a one time effort for each round, the control messages are sent less frequently than data messages. The size of the control messages is also much smaller, compared to the amount of data gathered, the overhead from control messages can be ignored.
Performance Analysis of Utility Weight and SenCar Speed
The overall performance is represented by network utility U i ðÁÞ which is the combined data uploading rate of all sensors. There are a number of factors that could have an impact on network utility such as utility weight, energy harvesting rate and the speed of the SenCar. Fig. 7a shows the impact when we increase the utility weight on sensors 1, 2 and 4 from 1 to 5 while keeping the utility weight on other sensors unchanged. We can see that the data rates on sensors 1, 2 and 4 increase when we assign a higher utility weight for them. By adjusting the utility weight on each sensor, SenCar could give preference of data collection to sensors with higher weight. On the other hand, the speed of SenCar also has a great impact on network performance. Once the anchors have been determined, the migration tour length is fixed. Thus, the amount of time the SenCar spends on route depends on the speed of the SenCar. Fig. 7b shows the network utility when the SenCar travels at 1, 1.33, 2 and 4 m/s among anchors. First, we can see that the network utility increases with higher energy harvesting rates. Then, at a faster speed of the SenCar, the network utility is also higher. This is because that the less time SenCar spends on traveling, the more time SenCar could sojourn at anchors to collect data in each time interval. Thus, increasing the speed of the SenCar is beneficial to overall performance. 
Performance Evaluation under Spatial-Temporal Energy Variations
After the convergence property of the proposed algorithm has been shown, it is important to demonstrate the network performance under spatial-temporal energy variations. Here, we categorize energy harvest into two cases. In the first case, the energy harvesting rate of sensors only changes with time, which we denote as the uniform rate. In the second case, the energy harvesting rate of sensors changes with time and location, which we denote as the nonuniform rate. For example, from 7AM to 9AM, all the sensors are in direct sunlight and from 9AM to 11AM, nodes 1, 2, 5 and 26 are in shadows. As the time goes on, more sensor nodes will be covered by building shadows. The values of harvesting rate correspond to the experimental measurements conducted in Section 3. To reflect the effect of anchor selection algorithm, the anchors for the second case also change during the day. The time interval T is set to 1 hour. From 7AM to 9AM, SenCar stops at all the anchors shown in Fig. 4 and from 9AM -11AM, SenCar only stops at anchors 2 to 6 to collect data. Table 10 summarizes the anchors selections for different time intervals.
It is worth pointing out that the first case serves as a benchmark and it is the ideal case since in real applications, certain nodes subject to energy shortage are bound to become bottlenecks and degrade the overall network utility. Fig. 8a demonstrates the evolution of network utility in consecutive 24 hours. Compare to the ideal case in which sensor energy is only affected by time variants, our algorithms achieve relatively high network utility under temporal and spatial variations. It is because that with the introduction of anchors at certain locations and mobile data collection, we are able to bypass those nodes suffering energy shortage, and at the same time, allow those nodes to engage in light duty for more energy storage. For clarity, Fig. 8b shows the sojourn time of the SenCar at anchor 1 in each migration tour for uniform and nonuniform i and the trend of sojourn time at other anchors is similar. It is observed that the sojourn time in each tour is inversely proportional to the energy harvesting rate i around the neighborhood. The relationship can be identified through Eq. (29) where an increase of energy harvesting rate would lead to a decline in total sojourn time in order for the relationship to hold. It indicates that with a higher energy harvesting rate i , sensor nodes can transmit at a higher data rate so that it takes less time to collect a certain amount of data at an anchor. Implicitly, to maximize the total network utility given a higher energy harvesting rate i , the SenCar could traverse the sensing field more frequently during interval T .
Impact of Environmental Dynamics on Link Flow
Next, we examine the evolution of link flow rates on selected links to see the effectiveness of our algorithms to adjust the flow rates under the dynamics of environmental energy as well as the cumulative battery energy during a day. Using the example in the previous section, Fig. 9 shows the link flow rates on link (5, 2), (15, 9) , (32, 27) and (34, 33) for uniform and nonuniform i . Note that in Fig. 9a where i changes only with time, the link flow rates are similar to the temporal profiles of energy harvesting rates, which means when i is higher, more data flow is assigned to the link from i. After adding the spatial variations, Fig. 9b shows flow conservations on link (5, 2) and (15, 9) from 9AM whereas flows on link (32, 27) and (34, 33) increase because these links are unaffected by shadows. Intuitively, the purpose of flow control is to avoid battery failure when any sensor node suffers an energy shortage on either side of a bidirectional link. It is apparent that our algorithms can dynamically adjust the flow rates on each link accordingly by taking both the temporal and spatial variations into consideration. 
Evolution of Energy Storage
In this section, we show the evolution of energy storage on some representative nodes. Energy storage is important to ensure the perpetual operation of the network in the sense that no sensor would have drained its battery energy. This requirement is reflected in the energy constraint (4) which limits the total energy consumption during an interval T to the battery capacity. To investigate the cumulative energy storage of sensor nodes, we set the initial battery energy to 50 percent of the full capacity. Fig. 10 shows the battery energy for uniform and nonuniform i during a day. In Fig. 10a , node 12 can harvest and store energy up to 100 percent of its full capacity when the solar harvesting rate peaks at 1-2 pm. Similarly, nodes 10 and 34 could store around 70 percent battery energy. In comparison, for nonuniform i , even sensor nodes 8, 10 and 12 are in shadows for most of the day, they can maintain their energy levels around the initial 50 percent. Rather than using up all the battery energy, sensors can store battery energy in some time intervals. This is because that when the SenCar approaches an anchor, it stays for the period of sojourn time to collect data (shown in Eq. (4)). During the rest of time, nodes can restore their energy by harvesting solar power. In sum, our results indicate that when the energy consumption rates are higher than the harvesting rates (usually happens during the afternoon when the sunlight is weakening), nodes would utilize some of their energy storage for sensing and data transmissions.
Comparison of Static Sink and Mobile Data Gathering
In this section, we evaluate the proposed mobile data gathering scheme by comparing to the case with a static data sink. In the static sink case, we assume the sink is at the location from S 1 À S 6 . All the sensors have 20 percent initial energy with time-varying harvesting rates shown in Table 9 . Fig. 11a shows the comparison of network utility during a day. We observe that with mobile data gathering, the harvested energy is better utilized. When the static data sink is placed at S 1 À S 2 , network utility even declines with increase of energy harvesting rates from 7AM -1PM because nodes around the sink fell into shadows so the energy harvesting rates have been significantly diminished. They form a bottleneck around the data sink which significantly limits the utilization of the rest nodes. The location of S 5 achieves the highest utilization among all the choices to place the static sink. However, it is still 40 percent less than the mobile scheme since the migration of SenCar through the anchor locations can alleviate routing burdens and congestions in the network. Fig. 11b shows the histogram of energy utilization. For clarity, we show the cases with static sink at S 1 (worst case), S 5 (best case) and mobile data gathering on the same figure.
We can see the static case results higher residual energy on sensor nodes which means most of the harvested energy is not utilized to for data transmissions. In contrast, with mobile data gathering, harvested energy is utilized to forward sensed data to designated anchors. Therefore, using mobile data gathering can circumvent possible bottlenecks due to variation of energy harvesting rates and maximize network utility.
Evaluation of Data Collection Hop-Count m
To see the impact of data collection hop-count m on network performance, we further conduct simulations to show latency in Fig. 12a . We change node number from 50 to 200 and fix L b ¼ 300 m, and evaluate the average data gathering latency in consecutive six 1-hour intervals. It is obvious to see when m ¼ 1, the latency increases monotonically by adding more nodes. This is because the tour length bound imposes an upper bound of nodes the SenCar can visit in each interval, with single hop communication, nodes unvisited have to buffer all the data packets till they have been chosen as anchors. Interestingly, using m ¼ 1; 2 results longer latency with more nodes, whereas when m ¼ 4, the latency even decreases with an increasing number of nodes. The reason is because an increase of nodes improves network connectivity and node density such that more nodes can upload data to each anchor with less data being buffered on each sensor.
To quantify if all generated data can be collected, we also evaluate the data collection fairness. Here, fairness indicates whether generated data packets can be collected in each time interval. We can utilize the index from [36] to quantify fairness,
where n ¼ jN j is the number of nodes. x i is a normalized indicator that equals 1=jN j if data is collected from node i, otherwise, it is 0. F ranges from 0 (no data is collected) to 1 (all data is collected) that represents if the SenCar can collect data equally from all the nodes. This is critical in practice since if important information from a region is being missed (not covered by anchors), it might lead to incomplete or even wrong decisions. 
Network-Wide Performance
To validate feasibility to implement the proposed algorithm in real network environments and fault-tolerance in case of node failures, we simulate the proposed algorithm using NS-2 [37] . We implement rate control algorithm at the transport layer and extend the Ad hoc On-Demand Distance Vector Routing (AODV) to encompass the routing algorithm at the network layer. In the evaluation, 100 sensor nodes are randomly scattered in a 1;000 Â 1;000 m 2 field with 10 anchors selected by the anchor selection algorithm in Section 4.1. A mobile node is added as the SenCar to gather data while moving at 2 m/ s. To see the fault tolerance of our proposed algorithms, we assume that at the 40 s time, 10 nodes deplete their energy and stop working. We can see a corresponding sudden drop of the network utility in Fig. 13 . On the other hand, we assume that at 80 s time, those nodes are recovered and join the network. The curve jumps up to the original level in Fig. 13 . This observation first validates that the proposed algorithm can reach a steady optimal state with the SenCar migrating over different anchors. Second, it also implies the fast convergence of the algorithm in response to any unexpected node disruption and adaptivity to temporary link disconnections (network topology change). At the 40 s, sudden failures of 10 nodes cause the lost of their intermediate states. Then, the algorithm quickly re-calculates the data rate and new routing by discovering new data forwarding paths. Once the nodes recover at 80 s time, the previous connections have been restored and the algorithm re-initializes quickly to converge to the previous optimal network utility value. These observations indicate that the proposed algorithm can find new optimal states very fast in case of sudden node failure.
DISCUSSION
There are some interesting issues to be explored further in future. First, how to apply the proposed framework to a network of large size where multiple SenCars are needed to ensure scalable data collection. In this case, we can partition the network into different regions such that each SenCar only deals with a portion of the network. To partition the network adaptively, clustering methods such as K-means algorithms can be used and these decisions would be disseminated to the SenCars prior to each data collection interval.
Second, the optimization framework could be further improved. The anchor selection algorithm can test more combinations of anchors within the tour length bound. This would allow the SenCar to collect more data and enhance network utility. Moreover, joint optimization that considers all possible choices of anchors and selects the best network utility is more desirable. In addition, the optimization algorithms can be further improved to account for future energy income and expenditures so the harvested energy can be properly utilized in the current time interval.
CONCLUSIONS
In this paper, we have considered the problem of finding optimal mobile data gathering strategies for energy harvesting sensor networks. We first examine the impact of spatialtemporally varying energy distribution on the operation of the sensor network through an experimental study based on solar harvesting. To circumvent the negative effect of limited energy harvesting capability on some sensor nodes, a mobile collector is introduced for gathering data and balancing energy distribution in the network to improve performance. We then propose an adaptive anchor selection algorithm based on sensor's energy level which achieves a desirable balance between the amount of data gathered and data gathering latency. We then formulate the problem into a convex optimization problem in which the SenCar spends variable sojourn time at each anchor and each sensor tunes the data rate, scheduling and routing based on the individual energy harvesting rate such that the overall network utility can be maximized. Finally, we provided extensive numerical results under different scenarios to validate the efficiency of the proposed scheme and complement our theoretical analysis. Songtao Guo received the BS, MS, and PhD degrees in computer software and theory from Chongqing University, Chongqing, China, in 1999, 2003, and 2008, respectively. He was a professor from 2011 to 2012 at Chongqing University. At present, he is a professor at Southwest University, China. He was a senior research associate at the City University of Hong Kong from 2010 to 2011, and a visiting scholar at Stony Brook University, New York, NY, from May 2011 to May 2012. His research interests include wireless sensor networks, ad hoc networks, and parallel and distributed computing. He has published more than 30 scientific papers in leading refereed journals and conferences. He has received many research grants from the National Science Foundation of China and Chongqing and Postdoctoral Science Foundation of China.
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