To expand the support for applications with QoS requirements in Wireless Local Area Networks (WLANs), the 802.11E task group was formed to enhance the current IEEE 802.11 Medium Access Control (MAC) protocol. The multipolling mechanism was discussed in the task group, but some problems remain unsolved. In this paper, we show a novel design of the multipolling mechanism with the advantages of high channel utilization and low implementation overhead. In our proposed mechanism, wireless stations use a priority-based contention scheme to coordinate in themselves the transmission order on the channel. Moreover, we propose a polling schedule mechanism for our proposed multipoll to serve real-time traffic with constant and variable bit rates.
INTRODUCTION
With the increasing use of portable computers, handsets, and wireless networks, the trend on providing wireless data services has emerged [13] . The wireless communication bandwidth has been largely increased with the advances of channel modulation techniques. The transmission of real-time multimedia data in the wireless networks becomes feasible. The support for real-time services particularly with Quality of Service (QoS) guarantees is a challenge in the wireless networks [8] .
The Wireless Local Area Network (WLAN) with high speed and low cost access to the Internet is an excellent platform for providing real-time services. IEEE 802.11 [15] is an international WLAN standard, which covers the specification for the Medium Access Control The performance analysis of the DCF was studied in [2] [3] [10] . The performance of DCF degrades in high traffic loads due to serious collisions. The CSMA/CA is not suitable for data traffic at higher channel speeds as explored in [2] due to the large waste on the backoff time. The influence of various sizes of the backoff time on the channel throughput was observed in [19] , and the optimal setting of the backoff time was studied in [5] . The service differentiation and fairness issues over the DCF access scheme were discussed in [1] [4] [23] . A common technique is to adjust the backoff time according to the traffic priority. The PCF based on a polling scheme is suitable for time-bounded real-time traffic. The simple polling schedules for voice traffic and video traffic were presented in [10] and [22] , respectively. Some complex polling schedules were proposed in [6] [7] [9] [14] [20] .
To expand the support for applications with QoS requirements, the IEEE 802.11E task group
[16] is proceeding to build the QoS enhancements of the 802.11 MAC. The techniques of providing prioritized and parameterized QoS data deliveries have been discussed in the task group.
An enhanced DCF was proposed, where each traffic flow is assigned with a different backoff time whose value decreases with increasing traffic priority, to achieve the prioritized QoS data delivery.
To guarantee the bounded delay requirements in the parameterized QoS data delivery, the Hybrid 
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Real-time traffic is usually associated with QoS requirements like delay and jitter bounds.
Using a centralized coordinator to schedule real-time flows can properly meet their QoS requirements. The polling scheme is a common technique to schedule the transmissions of real-time flows. In the IEEE 802.11 WLAN, the PC maintains a polling list and polls each STA by sending a polling frame (CF-Poll frame) according to the polling list during the CFP.
The polling scheme used in the IEEE 802.11 has some limitations [17] : low channel throughput due to the overhead of polling frames, possible repeated collisions if multiple PCs are operating on the same channel in overlapping physical space, and difficulty of correlating the polling rate with the real-time packet arrival rate. To reduce the overhead of polling frames, the multipolling mechanism was discussed in the 802.11E task group. The PC can poll a polling group, which is composed of several flows from different STAs, at a time. Each flow in the same polling group will initiate its own transmission in order (polling order) after receiving the multipolling frame.
The polling order in the CF-Multipoll presented in the proposal [11] is specified in the time domain. That is, an individual time interval is assigned to each flow in the polling group. However, this specification method is unpractical. Once a polled STA fails to receive the multipolling frame due to channel errors or move into one other BSS, the time interval allocated to this STA becomes wasted. Also, a polled STA may not fully utilize the allocated time interval when there are not enough data to be transferred. To reduce the failures in receiving the polling frames, the SuperPoll using replicated polling frames was proposed in [14] . In this approach, each polled STA will attach a polling frame to the current transmitted data frame, and the polling frame contains the polling messages of the remaining polled STAs. Clearly, a latter STA in the polling group gets the more probability to receive its polling message. However, the redundant polling frames occupy more channel space. In this paper, we will propose a new multipolling mechanism which can overcome the above problems.
To serve constant bit rate (CBR) and variable bit rate (VBR) traffic by the polling scheme, the schedule of polling frames is an important task. A deadline-driven schedule based on a smooth traffic model, where the number of packets that can be arrived in a certain time interval is limited, was proposed in [9] . The PC sends polling frames at appropriate points of time for satisfying the delay requirements of traffic flows. In [6] , a STA with real-time traffic will be polled once during each CFP. The polled STA will be allocated with an enough period of time to transmit its data frames. The length of the time is determined by the traffic specification and the maximum delay requirement. However, the length of the time may be over allocated. In [20] , STAs are separated into two groups: active group and idle group according to whether there are any pending data ready to be sent. A STA in the active group and a STA in the idle group can simultaneously respond to the polling from the PC by using signals of different strengths. However, this approach does not work well in overlapping BSSes.
CONTENTION-BASED MULTIPOLLING MECHANISM
In the PCF or the HCF, each STA in the polling list takes a polling frame when polled. This polling scheme is called SinglePoll throughout the paper. Clearly, the number of polling frames for a polling list can be reduced if a multipolling mechanism is used. Here, we propose an efficient multipolling mechanism that has the advantages of high channel utilization and low implementation overhead. Our proposed multipolling mechanism called Contention Period Multipoll (CP-Multipoll) incorporates the DCF access scheme into the polling scheme. 
DCF Access Scheme
At first, we introduce the basic DCF access scheme. Some of the introduced concepts will be used later. In the DCF, any contending STA for the channel will select a backoff time in units of slot times and execute the backoff procedure as follows. If the channel is sensed idle for a DIFS period, a STA starts the transmission immediately. Otherwise, a STA should defer until the channel becomes idle for a DIFS period and then the backoff time is decreased. If the channel is idle for a slot time, a STA decreases the backoff time by one, else freezes the backoff time. When the backoff time becomes zero, a STA begins the frame transmission. If a collision occurs, the STA duplicates the backoff time used in the last transmission and executes the backoff procedure again. This access scheme is outlined in Fig. 1 .
In the DCF, the virtual carrier sensing by using the Network Allocation Vector (NAV) is performed at the MAC sub-layer. The information on the duration of a frame exchange sequence for one STA is included in the frame header (duration field) and is announced to other STAs.
Other contending STAs will wait for the completion of the current frame exchange by updating their NAVs according to the announced duration information. Fig. 2 shows the scenario where the RTS (Request To Send) and CTS (Clear To Send) frames are exchanged before the data frame transmission. Other STAs defer their channel access by setting their NAVs according to the duration field in the RTS, the CTS, or the data frame. The exchange of RTS/CTS frames can also avoid the hidden terminal problem [10] . 
Basic Idea
The basic idea of CP-Multipoll is to transform the polling order into the contending order which indicates the order of winning the channel contention. We assign different backoff time values to the flows in the polling group and let the corresponding STAs execute the backoff procedures after receiving the CP-Multipoll frame. The contending order of these STAs is the same as the ascending order of the assigned backoff time values. Therefore, to maintain the polling order in a polling group, we can assign the backoff time value incrementally according to the expected polling order.
The CP-Multipoll has the following advantages: a polled STA can hold the channel access flexibly depending on the size of local buffered data, so it becomes easy to deal with the data burst;
if a polled STA makes no response to the CP-Multipoll, other STAs in the same polling group will detect the channel idle right away and advance the starting of channel contention. Therefore, the CP-Multipoll can decrease the waste of channel space and can afford any polling error.
We have to take the following issues into account when the backoff procedure is incorporated into the CP-Multipoll: We provide the following solutions for the above problems:
As mentioned before, the backoff procedure in the DCF starts the decrement of backoff time after the channel is detected idle for a DIFS period. To deal with the first problem, we make the backoff procedure to be immediately executed in the CP-Multipoll without any deferment.
We call it the restricted backoff procedure. The STAs executing the normal backoff procedures after a DIFS period have the less chance to win the channel contention than the STAs executing the restricted ones.
For the second problem, we avoid assigning the same backoff time values in the CP-Multipoll among neighboring BSSes if possible. We provide a randomized algorithm to assign the backoff time as introduced in the next subsection.
We use the NAV mechanism introduced before to solve the third problem. When a polled STA gets the channel access, the RTS/CTS frames are exchanged between the STA and the PC. The duration information carried in these frames can reserve the channel usage. 
A Scenario Example with Error Recovery
We explain how the CP-Multipoll works and how the polling errors are recovered using the example shown in Fig. 3 . Assume four STAs A, B, C, and D are polled together using the CP-Multipoll. The backoff time values of these four STAs are assumed 1, 2, 3, and 4, respectively.
All these four STAs will perform the restricted backoff procedures simultaneously after receiving the CP-Multipoll frame. To confirm that the PC can take the right of channel access back after sending the CP-Multipoll frame, the PC also performs the restricted backoff procedure with backoff time 5.
Assume STA A fails to receive the CP-Multipoll frame. This polling error makes no impact on other STAs. When STA B wins the channel contention, RTS/CTS frames with proper duration information are exchanged. Assume STA C cannot listen to any other STA's channel activity and fails to set its NAV. STA C tries to send the RTS frame; meanwhile, STA B transfers its data
frames. An internal collision 1 occurs in this case. We specify that a polled STA can at most retransmit the RTS frame three times before receiving the CTS frame. The failure of the RTS/CTS exchange happens when there is an internal collision or when the channel condition is bad. STA C will stop any further action in this case. To recover this error, we explicitly deal with this STA using another poll after the current CP-Multipoll.
Assume STA D can set its NAV properly. STA D defers its frame transmission till STA B's one. After the PC's backoff time reaches zero, which indicating the end of the current CP-Multipoll, the PC records the STAs which fail in the previous CP-Multipoll. These STAs (STAs A and C in our example) will be polled individually using the CP-Multipoll with a single member in the polling group. The reason why the individual poll is used for the failed STA is that the STA may be in a bad situation and cannot coordinate its transmission properly with others.
Involving these failed STAs in the same polling group may cause further internal collisions. 
Access Procedure
The PC can specify the Transmission Opportunity (TXOP) for each polled STA to limit the amount of uploaded data frames. The TXOP proposed in the IEEE 802.11E task group is a bounded-duration time interval when a particular STA has the right to initiate transmission on the 1 Another case for the internal collision is when a polled STA in one BSS hears the transmission of a STA in another channel. That is, a polled STA can continue sending data frames including those retransmitted frames due to channel errors till its TXOP ends.
The frame format of the CP-Multipoll frame is shown in Fig records, we generate n distinct random numbers from the interval [1, BTmax] , where BTmax denotes the maximum possible backoff time and is equal to h×n. Then we sort such generated numbers in ascending order and make the ith number to be the backoff time (bt i ) of the STA with polling order i (1 ≤ i ≤ n). To guarantee that the PC can re-get the channel access right, the PC also executes the same backoff procedure with backoff time bt n + 1 after sending the CP-Multipoll frame. In an independent BSS (i.e., h = 1), the perfect backoff time assignment is with bt 1 = 1 and 
POLLING SCHEDULE FOR REAL-TIME SERVICES
To make our multipolling mechanism more practical in the real system, we provide the mechanism of polling schedule on real-time flows. In the polling schedule, we will decide when a flow will be polled and how many packets a flow can upload when served according to its delay requirement and its packet arrival rate. We alternate the CFP and the CP in our system to serve both real-time and non-real-time traffic. In the CFP, the types of data frames: DATA+CF-Poll, DATA+CF-ACK, and DATA+CF-Poll+CF-ACK can piggyback the polling message or/and the acknowledgement message. We will take advantage of these types of data frames to reduce the number of control frames exchanged. We consider three types of traffic: CBR, VBR, and ABR (arbitrary bit rate) traffic to be served in the system. The CBR (e.g., audio stream) and VBR (e.g., video stream) traffic is served by using our proposed CP-Multipoll during the CFP. The ABR (e.g., WWW browsing) traffic is served by using the basic DCF scheme during the CP. We will focus on the polling schedule of real-time traffic (CBR and VBR) during the CFP. A STA can request the polling service from the PC by sending the Reservation Request (RR) frame as described in the proposal [11] . We will not discuss this issue in detail here. Throughout the downlink (uplink) is for transmitting AP-to-STA (STA-to-AP) traffic. 
Scheduling Model

Basic Idea
Conceptually, the PC in our scheduling model will serve the real-time flow periodically to meet its delay requirement. When a flow is served, we allocate enough service time to the flow according to the packet arrival rate. We divide the CFP into four service phases as shown in Fig. 6 .
In the first phase (DOWN Phase), the PC mainly serves downlink flows. In the meanwhile, if the addressed recipient of the downlink data frame is the STA which has an ongoing uplink flow, we use the type of data frame DATA+CF-Poll to serve this uplink flow too. The uplink flow can transmit at most one data frame when polled by a downlink data frame. Also, the (+)CF-ACK data format may be involved in the frame exchange sequence according to the acknowledgement policy.
Throughout, if the destinating address of a downlink flow is the same as the originating address of an uplink flow, these two flows are called coupling flows each other. In the second phase (UP 1
Phase), the PC uses the CP-Multipoll to serve uplink flows (CBR and VBR ones) whose service times are not finished yet after the DOWN phase. Each of these flows will be polled once in this phase. In the third phase (UP 2 Phase), the PC continues serving uplink flows (mainly VBR ones) which have burst data by the CP-Multipoll. In the final phase (Recovery Phase), the PC serves those uplink flows failing in the UP 1 and UP 2 phases individually using the CP-Multipoll with a single member in the polling group. We specify the service time of each flow within the CFP using the number of packets allowed to be transmitted. Hence, each flow f i in the polling list is associated with the following information: basic quantum (b i ), extra quantum (e i ), remaining quantum (r i ), more data (MD i ), and traffic type. b i and e i record the maximal number of packets that could be served in UP 1 and UP 2 phases for flow f i , respectively. r i dynamically reflects the number of packets that can be served in the remaining time before the current CFP ends. MD i is set to 1 if there is more buffered packet for flow f i and 0 otherwise. The traffic type is either CBR or VBR.
Polling Structure
In the following we present how to use these data structures in our polling schedule. The process to serve the real-time flows is outlined in the procedure body.
Procedure. Polling Schedule
Begin
Initialization:
choose the downlink and uplink flows that will be served in the next CFP from the polling lists and collect these flows into sets DOWN and UP, respectively. 
End.
Each flow f i can transmit up to b i + e i packets during the CFP when served. Hence, r i has an initial value equal to b i + e i and is decreased by one after one packet of flow f i is served. The setting of b i and e i will be discussed latter. We first serve all downlink packets and possible some uplink packets of the coupling flows. Then we serve at most b i packets for each uplink flow in the UP 1 phase. An uplink VBR flow having more buffered data after the UP 1 phase will send a piggyback to inform more packets. The PC then sets MD i of this flow to 1. If there is residual time in the current CFP, the PC will enter the UP 2 phase and serve at most e i packets for each the VBR flow having more buffered data. Also, the PC will enter the Recovery phase if there is residual time in the CFP. The PC needs to well control the polling not to exceed the CFP boundary. After the end of the current CFP, r i and MD i will be reset.
We use an example to explain the above process. In l f_head is the length of the frame header (MAC+PHY) for a real-time packet in bits. B denotes the channel transmission rate. t ACK is the time to transmit an ACK frame on the channel. φ ACK is set to 1 if an ACK frame needs to be acknowledged for each transmitted packet and 0 otherwise. The term SIFS is added, since the data delivery on the channel is a form of a SIFS-separated frame exchange sequence. Throughout we use l type and t type to denote the length of a "type" frame in bits and time units, respectively. 
The setting of b i and e i follows the rule: when a flow is being served, all its packets arriving in the last service interval should be transferred to meet its delay requirement. The packet arrival of any flow is characterized by the parameters: maximum (λ max ), minimum (λ min ), and mean (λ mean ) bit rates. A CBR flow has a constant bit rate (i.e., λ max = λ min = λ mean ), while the bit rate of a VBR flow varies from λ min to λ max . Therefore, it is easy to estimate the amount of packets that will arrive during a service interval for a CBR flow, while it is not for a VBR flow. Here, we use the maximal packet arrival rate λ max to limit the bound of b i + e i . We specify that the amount of packets arriving with rate λ mean is served in the UP 1 phase and the remaining packets are served in the UP 2 
Admission Test
We now consider the admission test for a new real-time connection request. The admission test is based on the estimation of the system capacity. A connection will be divided into one or two flows on the basis of uplink or downlink. In the admission test, we assume that average b i packets will be sent when the admitted flow is served. We will measure the maximal number of flows that can be served in a CFP. Let T data,i and T ACK,i denote the time to transmit b i data packets and the ACK frames for the acknowledgements of these data packets, respectively when flow f i is served.
For a downlink or an uplink flow, T data,i has the value as shown in (4).
In our scheduling model, an explicit ACK frame is needless during the DOWN phase by using the piggyback. The piggyback happens when we alternate the downlink and uplink packets. 
L g is the size of the polling group used in the CP-Multipoll. t p_head is the time to transmit the frame header of a CP-Multipoll frame (excluding the poll records). The first added term in T multipoll_x,i represents the fraction of time on transmitting the frame headers that is distributed to a polled flow. Diff bt is the average difference in the assigned backoff time between consecutive polled flows. The last three terms are the time to exchange the RTS/CTS frames before the transmission of data frames. In the UP 2 phase, assume half VBR flows on average will continue being polled. Therefore, the time taken to deal with the CP-Multipoll for any type of flow can be expressed in (6) . φ Type is set to 0.5 for a VBR flow and 0 for a CBR flow. For a new admitted flow, the admission test is to check if the sum of service time for those admitted flows satisfies the condition in (7), where ∆ r denotes the length of the time reserved for the Recovery phase.
PERFORMANCE EVALUATIONS
In order to evaluate the performance of our proposed mechanism, we first use an analytical model to explore the performance of CP-Multipoll. Then we measure the performance of the polling schedule through simulation programs. The system parameters of our considered environment are listed in Table 1 . These values are referred to the IEEE 802.11b standard [15] . We assume that a STA can issue only one traffic flow in our performance evaluation. That is, the same STA cannot appear more than once in the polling group. 
Analytical Model
Polling Efficiency
We analyze the average uplink date rate contributed by polled STAs after the PC sends a polling frame. We compare the CP-Multipoll with the single polling mechanism (mainly, SinglePoll) and other multipolling mechanisms (mainly, CF-Multipoll [11] and SuperPoll [14] ).
We consider the environment with overlapping BSSes. In the overlapping BSS, we distinguish the STAs associated with one BSS from the STAs associated with neighboring BSSes by using the terms "internal STAs" and "external STAs", respectively. Moreover, a STA that will cause an internal collision is called non-behaved STA; otherwise, the STA is called behaved one.
First, we introduce the terminology used in the performance analysis.
frame_num: maximal number of data frames allowed to be transmitted in a TXOP.
l type : number of bits in a "type" frame.
t type : transmission time on the channel for a "type" frame.
single-poll: the single polling frame in the SinglePoll (i.e., CF-Poll frame).
n: poll size (i.e., the number of poll records in a multipolling frame).
n-poll: the multipolling frame with n poll records.
ERR type : probability that a "type" frame is dropped due to bit errors.
α: probability that a STA has no data to send when polled.
β: probability that a STA becomes a non-behaved STA.
h: number of PCs operating in the overlapping space.
InitBT: initial backoff time.
E: polling efficiency.
We make the following assumptions in our analysis:
1. The PC always performs the initial backoff before sending any polling frame.
2. The data frame is transmitted without any acknowledgement. When a STA is polled, the STA either sends a half of frame_num data frames on average, or sends a null data frame if no data to send.
3. There is an equal probability BER (Bit Error Rate) for a bit error to occur due to the channel noise (interference, fading or multipath). Hence, ERR type can be expressed as First, we analyze the polling efficiency of Singlepoll. In the SinglePoll, a polled STA contributes data frames if the STA successfully receives a CF-Poll frame and has pending data frames to be successfully transmitted. The polled STA may suffer the frame error due to the interference from external STAs. Therefore,
The polled STA will give a response to the PC after a SIFS period for a successful CF-Poll. If a polled STA does not respond to the PC after a PIFS period for a failed CF-Poll, the PC takes over the channel control and may send the next CF-Poll frame. In the HCF, the RTS/CTS frames should be exchanged before the data transmission to prevent the interference from other STAs. Since, the HCF is being substituted for the PCF in the 802.11E, we consider the SinglePoll of the HCF in our analysis. Therefore, Next, we analyze the polling efficiency of the multipolling mechanism. We use a state diagram to represent the situation after sending a multipolling frame with poll size n. In Fig. 8 For the CF-Multipoll, the external STAs in the overlapping BSS will have their TXOPs overlap the ones allocated to the internal STAs. We assume that the interference from external STAs has been included in the parameter BER. Hence,
Also, each successive TXOP starts a SIFS period after the predecessor's TXOP limit expires in the CF-Multipoll. Note that the time spent by a polled STA is fixed regardless of the number of pending data frames. Hence, 
The SuperPoll can poll a group of STAs together as the CF-Multipoll and the CP-Multipoll.
In the SuperPoll, the polled STA will attach the poll records of those polled ones whose polling orders are after it to its current transmitted data frame. This scheme can be considered as one with replicated poll records. To keep the correct polling order, each polled STA in the polling group should monitor the channel and check whether the previous STA has finished sending a data frame.
If a polled STA fails to receive its poll record, the next following STA in the polling group will wait for a time out before its own frame transmission. However, the situation where some STAs cannot listen to other STAs' channel activities is not considered. This may cause inconsistent setting of timers among polled STAs and may cause internal collisions. We do not evaluate the performance of SuperPoll. Here, we extend the CF-Multipoll with the replication of poll records as the SuperPoll and call this scheme CF-Multipoll+. We can use the same state diagram to formulate the polling efficiency of CF-Multipoll+. We do not show the detail here and only show the numerical results in the next subsection. 
Numerical Results
In the following, we use the numerical results to show the performance comparisons. We show the performance improvement of CP-Multipoll in percentage over other schemes. The parameter settings related to the polling schemes are listed in Table 2 .
First, we compare the CP-Multipoll with the SinglePoll. In Figs. 9a-9f , we show the performance improvement with the variances of different parameters. We found that the improvement value of CP-Multipoll becomes larger with the increasing poll size. This justifies the benefit of CP-Multipoll on reducing the overhead of polling frames. Fig. 9a shows that the improvement value decreases as BER increases. The reason is that the performance improvement is mainly from the normal phase of CP-Multipoll. As the channel errors become serious, less STAs are polled together while more STAs are polled individually in the recovery phase. Even the SinglePoll will outperform the CP-Multipoll when BER = 10 -3 and n ≤ 3.
We define the gain of a polling frame as the polling efficiency divided by the size of the polling frame. The CP-Multipoll can poll more STAs than the SinglePoll when their polling frames are of the same size. Hence, the gain of a CP-Multipoll frame is higher than that of a SinglePoll frame. Fig. 9b shows that the improvement value increases as α increases. This
indicates that the gain of the CP-Multipoll frame becomes significant when most of polled STAs have no data to send. It is worth sending a CP-Multipoll frame if some of STAs in the polling group have data to send, while it is not worth sending a SinglePoll frame if there is no data to send. InitBT. Hence, a polled STA in the CP-Multipoll suffers less deferment than one in the SinglePoll.
As the time of the initial backoff increases, the improvement value becomes more significant. Fig.   9f shows the effect of the number of PCs operating in the overlapping space. As h increases, a wide range of backoff time is used in the CP-Multipoll. Hence, the improvement value decreases as h increases. Even the SinglePoll outperforms the CP-Multipoll when h = 4 and n = 2. STAs have no data to send. Hence, the improvement value increases as α increases (see Fig. 10b ).
The length of a TXOP is directly proportional to the size of a data frame, so the amount of unutilized TXOPs increases with the increasing frame size. The CF-Multipoll suffers more performance degradation as the frame size increases (see Fig. 10c ). The length of a TXOP is inversely proportional to the channel rate. Hence, the CF-Multipoll suffers more performance degradation as the channel rate decreases (see Fig. 10d ). Since there has the same influence for
InitBT on the CF-Multipoll and the CP-Multipoll, the improvement value almost remains unchanged as shown in Fig. 10e . Fig. 10f shows that the improvement value decreases as h increases, because a wide range of backoff time is used in the CP-Multipoll. 
Simulation Model
We measure the polling schedule on real-time traffic through simulations. We consider a simulated environment with an independent BSS. That is, InitBT is set to 0 and h is set to 1.
Moreover, only uplink traffic is considered for simplifying the simulation model. The simulation time in our experiments is 5 minutes.
Models and Measurements
The wireless channel condition is modeled as a two-state Markov process with good and bad states. The duration of these two states is exponentially distributed with parameters 30ms and 10ms, respectively. The bit error rates (BERs) of these two states (BER good and BER bad ) are assumed to be 10 -10 and 10 -5 , respectively. Three traffic models are considered and the traffic parameters are summarized in Table 3 .
CBR Voice Traffic:
The voice traffic is modeled as a two-state Markov process with talkspurt and silence states. The duration of these two states is assumed to be exponentially distributed with parameters 1s and 1.35s, respectively.
VBR Video Traffic:
The video traffic is modeled as a multiple-state model where a state generates a continuous bit stream for a certain holding duration (with mean 160ms) [21] . The bit rate values of different states are obtained from a truncated exponential distribution with a minimum and a maximum bit rates.
ABR Data Traffic:
There are 20 STAs to generate asynchronous data traffic at a mean aggregate rate of 5 Mbps.
The performance measurements considered in our simulations are defined as follows.
Packet delay:
The time duration for a packet from entering the local queue to the beginning of successful transmission.
Packet dropped probability: The fraction of discarded packets caused by transmission failures or violating the delay bound.
Capacity:
The fraction of channel bandwidth used by all STAs to successfully transmit their pure payload data.
Simulation Results
To verify the correctness of our simulation programs, we measure the saturated polling efficiency for the CBR flow both through the simulation and the analytical models. In the saturated polling efficiency, a polled STA always has pending data to be transmitted (i.e., α = 0). In our simulation program, a smaller poll size will be used if there is no enough time left in the CFP. Fig.   12 shows that the results are quite close and the simulated result has a 1% inaccuracy. To verify the accuracy of the admission test, we estimate the system capacity under the ideal channel state both through the derived formula and the simulation program. We measure the maximal number of real-time flows that can be served when the average packet dropped probability is about 0.01. The channel state is always set to BER good during the simulation. We show the system capacity under different lengths of ∆ r in Fig. 13 . The ideal cases are gotten from the admission test while the real ones are gotten from the simulation. For example, the system can accommodate 52 CBR flows or 18 VBR flows in the real case when ∆ r = 2ms. The average differences between the two cases for CBR and VBR traffic are both 2. Though there exists some inaccuracy, the system capacity can be roughly estimated using the admission test. To show the fact that the usage of interval index can increase the system capacity, we perform the experiment with 10 VBR flows and increasing number of CBR flows. Fig. 14 shows that more CBR flows can be accommodated in the system, given an acceptable packet dropped probability, when a larger interval index is used. The average (packet dropped probability, packet delay) values of VBR flows are (0.016, 12.3), (0.017, 24.5), and (0.018, 36.3) for interval indexes 1, 2, and 3, respectively. Though we sacrifice the quality of VBR flow, it is in the acceptable range that the user expects.
In Fig. 15 , we show the performance with the increasing number of real-time flows. The experiment is performed with CBR flows and VBR flows separately. If the flows have been served and there is residual time in the CFP, this residual time will be combined into the CP. The average packet delay is roughly equal to the half of maximum packet delay as shown in Fig. 15a . The capacity of CBR traffic decreases with the increasing number of real-time flows as shown in Fig.   15c . The reason is that the channel throughput (about 3 Mbps) in the CFP is smaller than that (about 5 Mbps) in the CP. The length of the CP increases as the number of real-time flows decreases. Also, some residual time in the recovery phase will be combined into the CP, because the error rate is low. Hence, the capacity with the recovery phase is slightly higher than that without the recovery phase. However, the packet dropped probability with the recovery phase is high particularly when the traffic load exceeds the system capacity (see Fig. 15b ). The reason is that more packet loss comes from the flows that have long service intervals and are not served in time. Removing the recovery phase in this case can increase the service time of other flows. For the VBR traffic, the channel throughput in the CFP is larger than that in the CP. Hence, the capacity increases with the increasing number of real-time flows. Moreover, the service interval of VBR traffic will dominate the system performance. Therefore, removing the recovery phase (the service interval will be decreased) can increase the capacity and decrease the packet dropped probability when the traffic is over loaded (more than 20 VBR flows). In Fig. 16 , we show the performance comparison between the schedule using the CP-Multipoll and the one using the SinglePoll. The voice and video services using the SinglePoll are discussed in [10] and [22] , respectively. For a fair comparison, we perform our polling schedule always using interval index 1. As can be seen, the CP-Multipoll can increase the capacity than the SinglePoll, which is identical to the result in the analytical model. 
CONCLUSION
In this paper, we propose an efficient multipolling mechanism and a polling schedule to serve the real-time traffic with bounded delay requirements. The proposed multipolling mechanism can significantly increase the performance than the single polling one, since a less amount of control frames is used. The contention feature of our proposed mechanism makes the implementation easy and can ease off the repeated collisions in the overlapping BSS. Moreover, the proposed mechanism can be easily incorporated into the HCF access scheme that is being substituted for the PCF in the IEEE 802.11E.
The proposed polling schedule can support for real-time services like audio and video communications in wireless LANs. The contention-based multipoll used in the scheduling model can easily deal with the burst data of VBR traffic. The performance evaluations show that the scheduling model can fulfill the delay requirements and improve the channel utilization. In the future, we will consider a mechanism to maintain the polling order in the polling list based on the flow's priority or emergency level. Also we will integrate our proposed techniques into the Internet QoS architecture (IntServ and DiffServ) [18] , and consider the issue of the end-to-end QoS.
