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Abstract: We review the construction of generalized integrable hierarchies of par-
tial differential equations, associated to affine Kac-Moody algebras, that include those
considered by Drinfel’d and Sokolov. These hierarchies can be used to construct new
models of 2D quantum or topological gravity, as well as new W-algebras.
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1 Introduction
The combined technology of matrix-models and the double scaling limit have provided
a new way to study two-dimensional quantum gravity theories [1],[2]. This technology
has uncovered an integrable structure underlying such theories which seems to be of
deep significance [3]. The integrability is manifested as a classical integrable hierar-
chy of equations of the KdV-type, with the partition function of the model being the
tau-function of the hierarchy, subject to an additional constraint known as the string
equation. The flows of the hierarchy are identified with the couplings to the local oper-
ators of the theory which define the background. For the original one-matrix model the
hierarchy is precisely the original KdV hierarchy, whereas for the n-matrix model the
hierarchy is the Drinfel’d-Sokolov An generalized KdV hierarchy [4]. The continuum
theories have been identified as pure gravity coupled to various kinds of matter systems
[5],[3],[6].
From a slightly different perspective, it has been discovered that in the moduli
space of such a model — spanned by the flows of the hierarchy — there exists a very
special point for which the theory is topological; in fact topological gravity coupled
to a topological matter theory. These latter matter theories can be constructed by
“twisting” N = 2 superconformal field theories (SCFTs). Here’s the rub: there are
many more known N = 2 superconformal field theories than known matrix models [7]:
the n matrix model corresponds to the An−1 minimal N = 2 SCFT. This begs the
question as to whether each N = 2 SCFT, when twisted and coupled to topological
gravity, will be related to some integrable hierarchy. Some progress has been made for
the Drinfel’d-Sokolov hierarchies associated to the D and E algebras [6], [8] — although
a matrix model has not been identified in these cases — which are related to the D
and E series of minimal N = 2 SCFTs. However, even for the exceptional algebras the
string equations appropriate to the hierarchies do not seem to have been found.
In attempting to find new models of two-dimensional gravity one could try to gen-
eralize the matrix model construction and the double scaling limit. An alternative
approach — and the one adopted here — is to concentrate on the integrable structure
itself, by finding natural generalizations of the hierarchies and string equations. One
could then determine whether these new models had “topological points” and whether
these corresponded to some N = 2 SCFT. In retrospect, one could then attempt to
discover whether there was an underlying matrix model. This work goes some way
towards this goal by finding a natural candidate for the string equation; in particular,
we find the string equations for all the Drinfel’d-Sokolov hierarchies including the ex-
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ceptional algebras, as well as a more general class of hierarchies. We then go on to show
that these string equations naturally lead to Virasoro constraints, and more generally
W-algebra constraints, on the tau-functions of the hierarchies; again generalizing the
situation for the A and D Drinfel’d-Sokolov hierarchies. We shall also make some ten-
tative comments regarding the existence of topological points in the coupling constant
space of the more general models. In this regard, we should also mention that other
kinds of matrix models have been constructed which seem to describe the topological
points of the matrix models [9]. These models seem to have a deep significance for the
topological theories and it would clearly be interesting to know whether they could be
generalized to encompass the more general picture that we discuss in this paper.
The organization of this paper is the following. In Section 2 we review the con-
struction of a general class of integrable hierarchies, which include the Drinfel’d-Sokolov
hierarchies as particular cases. The construction is couched in the language of Kac-
Moody algebras, rather than the pseudo-differential operator approach. As an aside,
we explain how the hierarchies are Hamiltonian, and hence how they lead to generalized
classical W-algebras. We go on to construct a tau-function formalism of the hierar-
chies and show they are certain Kac-Wakimoto hierarchies [10]. In Section 3 we show
that each of the hierarchies admits a natural “string equation” which leads to Virasoro
constraints on the tau-function, generalizing the situation for the An KdV hierarchies.
We also point out that there exist more complicated constraints which, following the
conventional wisdom, should generate W-algebra constraints. Although a direct proof
of this latter point is still lacking we are able to show that such W-algebra constraints
are compatible with the integrable hierarchy. In Section 5 we end with some comments.
2 Review of Generalized Hierarchies
In this section we review the construction of a general class of integrable hierarchies
[11],[12],[13],[10]. This class includes the Drinfel’d-Sokolov hierarchies as special cases.
Our approach makes use of the “matrix” Lax formalism, as opposed to the scalar
form. This is not because we believe that it is not possible to formulate the hierarchies
using the scalar Lax form, but rather the “matrix” formulation introduces the powerful
technology of Kac-Moody algebras. We will go on to show in following sections that
all these hierarchies naturally lead to the integrable structures like those found in the
multi-matrix model, although, as we have stressed in the introduction, a matrix-model
formulation of these generalized cases is not yet available. In order that the presentation
– 3 –
be reasonably short we shall refer the reader to refs. [11],[12],[13] for clarification of
any technical points.
We should also mention that there are related works which construct generalized
integrable hierarchies [33].
3 Zero-curvature Hierarchies
In refs. [11],[12], the zero-curvature or Lax formalism was used to associate a general-
ized integrable hierarchy to each affine Kac-Moody algebra g, a particular Heisenberg
subalgebra s ⊂ g (with associated gradation s′), and an additional gradation s, such
that s  s′, with respect to a partial ordering. A gradation s is a set of non-negative
integers associated to the Dynkin diagram of g [14], and we denote the decomposition
of g with respect to s as
g =
⊕
j∈Z
gj(s). (3.1)
The partial ordering is defined by saying s  s′ if s′i 6= 0 whenever si 6= 0. For
the definition of a Heisenberg subalgebra we refer the reader to [15], however, for
our purposes we note that such an algebra is abelian up to the centre. In [11], the
construction was undertaken in the loop algebra (Kac-Moody algebra with zero center)
but it was shown in [13] that the resulting hierarchies are actually independent of the
center — indeed they are completely representation independent. In general, there is
a flow of the hierarchy for each element of s of non-negative s′-grade, this is the set
{bj , j ∈ E ≥ 0}, where the subscripts label the s
′ grade and E is a subset of integers.
We note that there exists a set of rank(g) numbers I, ≤ 0 and < N , for some integer
N , where E = I+NZ. At this point, we also mention that it is possible for there to be
a “degeneracy” in the labelling of E, that is more than one element for a given grade.
In the following we shall not label this degeneracy explicitly. The dynamical variables
are the components of the potentials q(j) in the Lax operators:
Lj =
∂
∂tj
− bj − q(j) j ∈ E ≥ 0 , (3.2)
where q(j)’s are functions of all the times , tm, on the intersection
Q(j) ≡ g≥0(s)
⋂
g<j(s
′) . (3.3)
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In the above, notation like g<j(s
′) means the subspace of g generated by elements with
s′-grade less than j. In order to ensure that the flows tj are uniquely associated to
elements of the set {bj , j ∈ E ≥ 0} we will also demand that q(j) has no constant
terms proportional to bi with i < j. The integrable hierarchy of equations is defined
by the zero-curvature conditions
[Li,Lj] = 0 . (3.4)
At the moment the hierarchy is to be thought of a set of partial differential equations
in the variables q(j). However, a hierarchies is usually presented as a set of partial
differential equations in a finite set of variables; we now consider how this is achieved,
and we shall see that there are many — in general an infinite number — of ways to do
this. For each regular element bk ∈ s (k > 0), so that g admits the decomposition
g = s⊕ Im (ad bk) , (3.5)
we may regard (3.4) as an integrable hierarchy of partial differential equations on q(k),
modulo a gauge symmetry we discuss below. (In the language of [11] these are the
“type-I” hierarchies.) In this case, q(k) are the dynamical variables of the hierarchy,
and one can express all the other functions q(j) for j 6= k in terms of q(k) and its
tk-derivatives. In the language of the matrix models, tk is a possible choice for x,
the generalized “cosmological constant”, and the potential q(k) is the analog of the
functions parameterizing the double scaling limit; for example, u and ν in the KdV
and mKdV cases, respectively. Sometimes, for such a choice of bk, we shall refer to Lk
as the Lax operator L ≡ Lk = ∂/∂tk − bk − q(k).
The hierarchy exhibits a gauge invariance of the form
Lj → ULjU
−1 , (3.6)
preserving q(j) ∈ Q(j), where U is a function on the group generated by the finite
dimensional subalgebra given by the intersection
P ≡ g0(s)
⋂
g<0(s
′) . (3.7)
Consequently, the equations of the hierarchy are to be though of as equations on the
equivalent classes of Q(j) under the gauge transformations, which will be parameterized
by certain gauge invariant functions q˜(k). The equations of the hierarchy are then of
the form
∂q˜(k)
∂tj
= Fj
(
q˜(k),
∂q˜(k)
∂tk
,
∂2q˜(k)
∂t2k
, . . .
)
j ∈ E ≥ 0 . (3.8)
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Notice that if s ≃ s′ then P = ∅. We shall refer to this case as a (generalized)
“modified” KdV hierarchy, because it generalizes the standard sl(2)-mKdV case. In
fact, the auxiliary gradation s sets the “degree of modification” of the hierarchy: the
larger s becomes, the more “modified” the hierarchy becomes. We shall refer to the
case where s is the homogeneous gradation as a (generalized) KdV hierarchy, while
other intermediate cases with shom ≺ s ≺ s
′ will be called “partially modified” KdV
hierarchies (pmKdV). When s2 ≺ s1 there exists a generalized Miura transformation
taking solutions of the hierarchy with s1 to solutions of the hierarchy s2 [13].
It is worth making a short comment about the modifications that result from
considering the centre of the Kac-Moody algebra since Drinfel’d and Sokolov worked
in the loop algebra. The gauge transformations in (3.6) also include transformations
proportional to the centre of g. These transformations can be used to set the possible
component of q(k) in the center of g, qc(k), to any arbitrary value, which shows that it is
not a true dynamical degree of freedom. This, and the fact that qc(k) cannot contribute
to the evolution of the other components of q(k), is the reason why the hierarchy
is independent of the centre; in fact, the hierarchies are completely representation
independent.
The above construction contains as particular cases the hierarchies built by Drin-
fel’d and Sokolov [4], which have been realized in the analysis of matrix models [2],[3]
and two-dimensional Topological gravity [35]. In particular, consider the loop algebra
g = sl(N)(1), choosing the defining N-dimensional representation of sl(N), and the
principle Heisenberg subalgebra, whose elements are bj = Λ
j, with j 6= NZ, where
Λ =


1
1
. . .
1
z

 , (3.9)
and zeros elsewhere; E = {1, 2, . . . , N − 1, modN} in this case. If we choose x = t1,
and s to be the homogeneous gradation, then we obtain the Drinfel’d–Sokolov KdV
hierarchy associated to sl(N), where q(1) is just a lower triangular matrix, and gauge
transformations are generated by strictly lower triangular matrices. The “Drinfel’d-
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Sokolov gauge” is
q˜(1) =


0
0
. . .
0
u1 u2 . . . uN−1 0

 . (3.10)
Conversely, if s is chosen to be the principle gradation, then the resulting hierarchy is
the Drinfel’d–Sokolov sl(n) mKdV hierarchy, where q(1) is just a trace-less diagonal
matrix, there being no gauge freedom in this case.
Along with each integrable hierarchy, there is an associated linear problem:
LjΨ =
[
∂
∂tj
− bj − q(j)
]
Ψ = 0 j ∈ E ≥ 0 , (3.11)
where Ψ is a function of the tj ’s on the Kac-Moody group G formed by exponentiating
g. The zero-curvature conditions (3.4) are derived as the integrability conditions of the
associated linear problem (3.11). If we introduce Θ via
Ψ = Θexp
[ ∑
j∈E≥0
tjbj
]
, (3.12)
then generally Θ ∈ U−(s
′), the group formed by exponentiating g<0(s
′). In [13], we have
proved that there exists a gauge-choice, which we call tau-gauge, where Θ is restricted
to be in U−(s), the group generated by g<0(s). We emphasize that this is not the same
as the Drinfel’d-Sokolov gauge; for example, for the original KdV hierarchy the two
gauges are
q˜(1)DS =
(
0 0
−u 0
)
, q˜(1)τ =
(
w 0
w′′ − (w′)2 −w
)
, (3.13)
where ′ denotes a tk-derivative. From now on we shall assume that the tau-gauge has
been chosen. An important result from [13] (Theorem 2.4), which we shall use in the
next section is that there is a one-to-one map from solutions of the associated linear
problem, in tau-gauge, of the form (3.12), where Θ is a function on the subgroup U−(s),
and solutions of the hierarchy (3.8).
More explicitly one can show
q˜(j) = P≥0[s]
(
ΘbjΘ
−1
)
− bj ∈ Q(j) ,
∂Θ
∂tj
= −P<0[s]
(
ΘbjΘ
−1
)
Θ ,
(3.14)
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where P≥0[s] is the projector onto non-negative s-grade, We can use these last two
equations to define the hierarchy in a very symmetrical way with respect to the choice
of tk. In this case all the information is encoded in Θ, and, once we have chosen tk, we
shall understand Θ to be a function of q˜(k) and its tk derivatives, the other q˜(j) will
be given by (3.14). In the tau-function formalism (see below) Θ, and hence q˜(k), will
be understood as functionals of the tau-functions, and will be the key for connecting
the two formalisms.
4 Hamiltonian Structures and W-Algebras
In this subsection, we briefly describe how the zero-curvature hierarchies can be cast in
a Hamiltonian form. Although this will not be required later, it is interesting because
some of the Poisson bracket algebras are actually classical W-algebras, and so our
approach leads to a new classification of such algebras. For related works on classifying
W-algebras see ref. [34].
It is possible to set up a Hamiltonian formalism for each distinct choice of bk which
admits the decomposition (3.5). The Poisson bracket algebra is defined on gauge in-
variant functionals of the variables of the Lax operator L. To define the “second”
Hamiltonian structure, we first introduce an inner product on gauge invariant func-
tionals of qk in the Kac-Moody algebra:
( , ) =
∫
dtk〈 , 〉, (4.1)
where 〈 , 〉 is the Killing form on the Kac-Moody algebra. The functional derivative
dϕ of a gauge invariant functional ϕ of qk is defined via
d
dε
ϕ[qk + εr]
∣∣∣∣
ε=0
= (dϕ, r) , (4.2)
for all functions r ∈ Qk. The second Hamiltonian structure is then
{ϕ, ψ} = (dϕ0, [dψ0, L])− (dϕ<0, [dψ<0, L]) , (4.3)
where L ≡ Lk and the subscripts indicate projections onto s-grade. It can be shown
that this Poisson bracket algebra is actually a classical W-algebra, generalizing the
situation for the Drinfel’d-Sokolov hierarchies. In particular, consider the case when
g = sl(3)(1). In this case there are three inequivalent Heisenberg subalgebras (the
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Weyl group of sl(3) has three conjugacy classes). Choosing the principle Heisenberg
subalgebra leads to the Drinfel’d-Sokolov sl(3) KdV hierarchy, with the conventional
W3-algebra, whilst choosing the homogeneous Heisenberg subalgebra leads to a sl(3)
generalization of the non-linear Schro¨dinger hierarchy; in this case the Poisson bracket
algebra is the sl(3)(1) Kac-Moody algebra. The third choice leads to a distinct hierarchy
and a Poisson bracket algebra which is the W
(2)
3 -algebra first discussed in ref. [16] (for
details see [12] and also [17]).
It turns out that hierarchies based on untwisted Kac-Moody algebra, and when s =
shom, admit an additional inequivalent Hamiltonian structure: the “first” Hamiltonian
structure. For details of this we refer the reader to ref. [12].
5 The Kac-Wakimoto Hierarchies
In the construction of Kac and Wakimoto [10], the dynamical variables are the “tau-
functions”, which satisfy a set of bi-linear differential equations also known as Hirota
equations [18]. As we have shown in ref. [13], and briefly explain here, in certain cases
it is possible to relate the hierarchies defined in the Lax formalism with those defined
in the tau-function formalism. In these cases, we can write the variables q˜(j) in the Lax
operator as a certain combination of tau-functions. To make the connection explicit,
it will be necessary to consider the associated linear problem (3.11).
The tau-function τs associated to an integrable highest weight representation
1 L(s)
of an affine Kac-Moody algebra g is characterized by saying that it lies in the G-orbit
of the highest weight vector vs; G being the group associated to g.
Let {ui} and {u
i} be dual basis of the larger algebra g with respect to the non-
degenerate bi-linear inner product (·|·).2 It can be shown [10],[19] that τs lies in the
G-orbit of vs if and only if∑
uj ⊗ u
j (τs ⊗ τs) = (Λs|Λs)τs ⊗ τs , (5.1)
where Λs is the eigenvalue of g0 on vs.
Given two tau-functions τs1 and τs2 then τs ≡ τs1 ⊗ τs2 is a new tau-function with
s = s1+s2, corresponding to the representation L(s) realized as the highest component
1We label an integrable representation by its Dynkin labels s.
2In fact to have a non-degenerate bi-linear form one has to consider the larger algebra formed by
appending the derivation to g.
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in the tensor product L(s1)⊗ L(s2). Therefore
τs =
r⊗
i=0
[
τ⊗sii
]
, (5.2)
where s = (s0, s1, . . . , sr) and τi is the tau-function corresponding to the fundamental
representation with Dynkin labels sj = δij . The conditions (5.1) lead to an integrable
hierarchy of partial differential equations when the representation is of the “vertex
type”, so that it is carried by the Fock space of a Heisenberg subalgebra of g. We shall
only consider the case when g is an untwisted affinization of a simply-laced finite Lie
algebra g. A fundamental representation with si = δij can be realized in this way if
the Kac label associated to the jth node of the Dynkin diagram has kj = 1. In this
case, all the elements of g are differential operators on the representation (Fock) space
C[xj ]⊗ V: the center is c = 1, the elements of the Heisenberg subalgebra s are
bj =
{
∂
∂xj
, j ≥ 0
− j
N
x−j , j < 0 ,
(5.3)
the other elements of g are the modes of vertex operators, and the derivation ds is, up
to a constant, given by the Sugawara construction. The “zero-mode” space V is the
tensor product of a finite dimensional vector space V and a space C(Q), where Q is
a certain projection of the root lattice of the finite Lie algebra g. When we come to
consider the connection with the zero-curvature hierarchies we shall only require the
vertex operator construction in the restricted case when the auxiliary vector space V
is trivial, dim(V ) = 1, and so we shall not dwell on its construction.
When realized on the Fock space, the equations (5.1) are precisely bi-linear Hirota
equations for the functions τ
(β)
i (xj), which are the projections onto a basis for C(Q):
τi(xj ; x0) =
∑
β∈Q
τ
(β)
i (xj)e
β·x0 . (5.4)
Notice that, even though the realizations of each level-one representations based on
different Heisenberg subalgebras are isomorphic, they lead to different Hirota equations
and hence different integrable hierarchies. The inequivalent Heisenberg subalgebras of
g(1) are in one-to-one correspondence with the conjugacy classes of the Weyl group of
g [15].
In general, one can construct Hirota equations for the representations L(s) where
si 6= 0 only if ki = 1, by considering tensor products of the above vertex representations.
– 10 –
6 The Connection between the Formalisms
In this subsection we shall explain how, in certain cases, the Kac-Wakimoto hierarchies
are precisely the tau-function versions of the zero-curvature hierarchies.
The connection between both constructions is given by Theorem 5.1 of [13], general-
izing the treatment in ref. [20]. There exists a map from solutions of the Kac-Wakimoto
hierarchies associated to the data {g, s, s} (with the gradation associated to the Heisen-
berg subalgebra s, denoted s′, satisfying s  s′, and s having si 6= 0 only if ki = 1) and
a zero-curvature hierarchy associated to the data {g(1), s, s; bk}, given by
Θ−1 · vs =
τs (xj + tj)
τ
(0)
s (tj)
, (6.1)
where Θ ∈ U−(s) gives q˜(k) via (3.14), and τ
(0)
s is the component of the tau-function
with zero “momentum” in (5.4). We emphasize that the vertex operator representation
in (6.1) is defined by the Fock-space of the xj ’s: the tj ’s are to be thought of as auxiliary
parameters. We also note that the condition s  s′ ensures that the auxiliary vector
space V is trivial. We also point out the important fact that U−(s) is faithful on vs.
7 The Generalized String equation
One of the main results of the random surface or matrix model formulation of two-
dimensional gravity is that it is described by an integrable hierarchy of partial differ-
ential equations, of the KdV-type, supplemented with an additional condition, known
as the “string equation” [3]. The idea is that the string equation picks out a unique
solution of the hierarchy, although, in certain cases it appears that the solutions ac-
tually exhibit “non-perturbative” ambiguities which are not fixed by the integrable
structure. A discussion of this point would take us too far away from our substantive
aim, and so we will not pursue it. This integrable structure is already present, at a
basic level, in the matrix model describing the discrete random surface system [21], and
it is preserved by the continuum limit — the so-called “double scaling limit”. Let us
summarize how the integrable structure arises in the well-known case of a multi-matrix
model with chain-like interactions, which describes the coupling of minimal conformal
matter to two-dimensional gravity. The matrix model can be reduced to an integral
over the eigenvalues of the matrix, λ, and the basic idea, due to Douglas [3], is that it
is possible to make the double scaling limit on λ and ∂/∂λ seen as operators acting on
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certain space of functions; in particular, acting on orthogonal polynomials. The final
result is that the insertion of the eigenvalue λ is represented by a differential operator
in the cosmological constant, Q, and that of ∂/∂λ by another operator, P , both of
them acting on certain function Ψ. Therefore, we have the two equations
LΨ ≡
(
λˆ−Q
)
Ψ = 0 ,
(
∂
∂λˆ
− P
)
Ψ = 0 , (7.1)
where λˆ is the double-scaled eigenvalue. The important result is that L is precisely
the Lax operator of the relevant hierarchy; in this case, the Drinfel’d-Sokolov KdV
hierarchy corresponding to sl(n), where n−1 is the number of matrices. In the original
argument of Douglas, Ψ is a scalar function, L is a differential operator of order n, and
the hierarchy is described in the scalar Lax formalism. Nevertheless, in the general case,
and depending on the details of the double-scaling-limit of the orthogonal polynomials,
the hierarchy is given more directly in the “matrix” Lax formalism [22],[23]; in which
case L is a first order differential operator written in terms of the associated loop
algebra. In any case, λˆ plays the roˆle of a spectral parameter. Finally, the compatibility
condition for the two differential equations (7.1),[
L,
∂
∂λˆ
− P
]
= 0 , (7.2)
is just the string equation, which can be understood as the translation of the identity
[λ, ∂/∂λ] = −1 into the language of the integrable hierarchy.
Of course, there are many more matrix models corresponding to different matter
systems coupled to 2D gravity than those which have been exactly solved using or-
thogonal polynomial techniques [2],[3]. But, correspondingly, there are also many more
integrable systems that generalize the Drinfel’d-Sokolov hierarchies, and which could
also describe interesting physical systems coupled to gravity in a similar way. Moreover,
it is known that the matrix models also describe models of topological gravity coupled
to topological conformal field theory, the latter being constructed from twisted N = 2
SCFTs. Again there are many more N = 2 SCFTs than the ones which are related to
the known multi-matrix models, suggesting that a more general class of hierarchy and
string equation may be required.
At the very least, if a hierarchy is to describe a model of two-dimensional gravity
then it must admit a generalization of the string equation (7.2). Our purpose in this
section is to show that the generalized class of integrable hierarchies discussed in the
previous section do indeed admit a “string equation”, where we understand by that a
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condition of the form (7.2), compatible with all flows of the hierarchy:[
d
dz
+ S, L
]
= 0 ,
∂
∂tj
[
d
dz
+ S, L
]
= 0 , (7.3)
for any j ∈ E ≥ 0. In addition, when these hierarchies are related to those constructed
of Kac and Wakimoto using the tau-function formalism [10],[13], we will show that the
string equation induces a set of linear constraints on the tau-functions that may be
expressed in terms of the generators of a W-algebra.
Let us consider an integrable hierarchy defined by the zero-curvature conditions
(3.4) in terms of {g, s, s; bk}, where g is the untwisted affinization of a simply-laced
Lie algebra g. For the moment, shall choose the loop algebra representation of g,
L(g) = C(z, z−1) ⊗ g, safe in the knowledge that the construction of Section 2 was
completely representation independent.
The possibility of imposing additional constraints like (7.3) to the solutions of
the hierarchy is related to the existence of additional non-commuting flows which are,
nevertheless, compatible with the hierarchy. We shall find that these flows are naturally
related to an action of a subalgebra of the Virasoro algebra. This generalizes the well-
known existence of Virasoro deformations of a large class of integrable hierarchies that
includes the KP (and its important reductions to Drinfel’d-Sokolov KdV’s), the NLS,
and the Toda lattice hierarchies [24]. The formalism is also closely related to the subject
of iso-monodromic deformations [23], but our approach is closer to that of [25].
To construct the Virasoro action we first define the quantities Sn via
zn+1
d
dz
+ Sn = Θs˜nΘ
−1 , (7.4)
with
s˜n =
zn
N
~ds′ −
∑
j∈E≥0
j
N
tjz
nbj + ωn , (7.5)
where ds′ is the derivation corresponding to the s
′-grading, the arrow indicates that
~d/dz acts like ~d/dzf(z) ≡ (df(z)/dz) + f(z)d/dz, and ωn is an arbitrary constant
element of s. In the above Θ is related to the hierarchy via (3.14).
The Virasoro action is then given by
lnL =
[
zn+1
d
dz
+ P≥0[s] (Sn) , L
]
= −
[
P<0[s] (Sn) , L
]
, (7.6)
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however, it is important that the action is only valid if n ≥ −1, for a KdV-type hierarchy
(for which s = shom), and n ≥ 0 for a (p)mKdV hierarchy (for which shom ≺ s.
The importance of the Virasoro flows, subject to the constraints on n, is that they
commute with all the other flows of the hierarchy:[
∂
∂tj
, ln
]
= 0 . (7.7)
In contrast, the Virasoro flows — as the name implies — do not commute, rather
they generate a Virasoro algebra: [lm, ln] = (m − n)lm+n. Notice that the Virasoro
flows are not sensitive to a possible central extension of this Virasoro algebra because
they are defined only for n ≥ −1 or n ≥ 0.
The existence of the Virasoro flows allows one to impose additional conditions of
the form (7.3), which are consistent with the hierarchy. In fact, we can check that the
condition
P<0[s] (Sn) = 0 n ≥ −1 or 0, (7.8)
is compatible with the hierarchy, in the sense that it is preserved by the flows. Obvi-
ously, (7.8) induces a constraint on the Lax operator of the form (7.3), and hence any
of them can be chosen to be the “string equation”. Nevertheless, the results obtained
with matrix models suggest that one takes the string equation to be the n = −1 con-
straint, for a KdV hierarchy, and n = 0 otherwise; indeed, these choices are the most
restrictive.
Therefore, we choose the string equation to be
P<0[s] (S−1) = 0 , (7.9)
if the hierarchy is of the KdV type, and
P<0[s] (S0) = 0 , (7.10)
otherwise, i.e. if it is (partially) modified.
We can also write the string equation in terms of the Lax operator and compare
with (7.3). The resulting condition for hierarchies of the KdV type is
l−1L =
[
d
dz
+ P≥0[s](S−1), L
]
= 0 , (7.11)
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or ∑
j≥N
j
N
tj
∂L
∂tj−N
=
dL
dz
+
∑
0≤j<N
j
N
[
tjz
−1bj , L
]
. (7.12)
We emphasize that the result is only applicable for tau-gauge; for other gauges one
must add a compensating gauge transformation to the right-hand side. The above
string equation has the form of (7.3), indeed it agrees with the previously known results
[22],[23],[3],[6], but it is also valid for all the Drinfel’d-Sokolov hierarchies, including the
exceptional algebras, as well as our generalizations. The corresponding condition on
the Lax operator for the (partially) modified hierarchies is[
z
d
dz
−
∑
j∈E≥0
j
N
tjP≥0[s]
(
ΘbjΘ
−1
)
+
1
N
δs′ ·H + αb0 , L
]
= 0 . (7.13)
In this case the string equation does not have the form of (7.3), however, one can verify
in the case of g = An, that the string equation is that found in the unitary matrix
model [26], or the two-arc sector of the Hermitian matrix model [27] and also in [28].
8 The String Equation and the Tau-Functions
The next step in our story is to show that the string equation leads to Virasoro con-
straints on the tau-functions, generalizing the situation for the multi-matrix models
and the sl(n) KdV hierarchies of Drinfel’d and Sokolov. In fact, it has been conjec-
tured — but as far as we known not yet proven in general — that the string equation
induces an infinite set of constraints that generate a classical W-algebra, of which the
Virasoro constraints form a subalgebra [29]. In particular, for the Drinfel’d-Sokolov
KdV hierarchy associated to sl(n), they generate the classical Wn-algebra (W2 is the
Virasoro algebra).
In the general case, under discussion here, the string equation also induces an
infinite set of constraints. The crucial observation is that Sn = z
jSn−j for any integers
n and j, therefore, the string equations (7.9) and (7.10) induce the following set of
constraints:
P<0[s]
[
zk(S−1)
m
]
= 0 m ≥ 1 , (8.1)
where k ≥ 0 if the hierarchy is of the KdV type, and k ≥ m if the hierarchy is (partially)
modified. The constraints (8.1) with m = 1 will lead to Virasoro constraints on the tau-
function. In contrast the other constraints with m ≥ 2 are not associated to additional
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symmetries of the hierarchies because (S−1)
m is no longer in the loop algebra, however,
they also lead to constraints on the tau-function.
The constraints (8.1) derived from the string equations (7.9) and (7.10) are expected
to induce a set of linear constraints on the tau-functions when the hierarchy (3.4) is
related by (6.1) to one of those constructed in [10]. These hierarchies are defined in
terms of level one vertex operator representations of g = g(1), while the set of constraints
(8.1) are written in terms of the loop algebra L(g) without central extension. Therefore,
the first step is to consider how the inclusion of the centre modifies the treatment
in the last subsection. The previous discussion can be repeated with the following
substitutions
zn+1
d
dz
→ −Ln − σδn,0
zn
N
ds′ → −L
s
′
n − ηδn,0 , (8.2)
where σ and η are two arbitrary constants that have been included for generality. The
definition of the additional Virasoro flows is the same as before:
Sn − Ln − σδn,0 = ΘsˆnΘ
−1 ∈ g(1)
sˆn = L
s
′
n +
∑
j∈E≥0
j
N
tjbj+nN − bnN
+ c
(1
2
∑
j,k∈E≥0
j+k=−nN
jk
N2
tjtk + αnNtNδn+1,0
)
+ ηδn,0 ,
(8.3)
where the contribution proportional to the center has been fixed by the identity[
sˆn,
∂
∂tj
− bj
]
= 0 . (8.4)
In (8.3) α is some constant. Notice that Sn is a well-defined element of g
(1) because
Ln−L
s
′
n ∈ g
(1). It is straightforward to check that the Virasoro flows, defined by (8.3),
are consistent with the hierarchy and satisfy the commutation relations of the Virasoro
algebra.
Moreover, the conditions (7.8) are still consistent with the hierarchy because of the
identity (8.4), and correspond to the generalized constraints (8.1) with m = 1. They
ensure that the solutions of the string equation are constant along the Virasoro flows.
Let us concentrate on the level one vertex operator representations, which admit a
formulation in terms of tau-functions. In that case, the Virasoro generators are defined
in terms of the Heisenberg subalgebra s as
Ls
′
n =
1
2
∑
j∈E
: bjbnN−j : +
1
4
∑
j∈I
j
N
(
1−
j
N
)
δn,0 , (8.5)
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and are second order differential operators in {xj} acting on the representation Fock
space. Let us distinguish the dependence on x0 by introducing p = ∂/∂x0, and write
the Virasoro generators as
Ls
′
n ≡ L
s
′
n
(
∂
∂x
, x, p
)
, (8.6)
where x means {xj} with j 6= 0. It is straightforward to check that, in this representa-
tion, sˆn is precisely
sˆn = L
s
′
n
(
∂
∂x
, x+ t, p− α
)
−
(
α2
2
− η
)
δn,0 . (8.7)
Notice that this form is a direct consequence of (8.4), because
∂
∂tj
− bj ≡
∂
∂tj
−
∂
∂xj
j ∈ E ≥ 0 . (8.8)
Therefore, the final expression for Sn in the level one vertex operator representation is
Sn = Θ
[
Ls
′
n
(
∂
∂x
, x+ t, p− α
)]
Θ−1 − Ln −
(
α2
2
− η + σ
)
δn,0 . (8.9)
Now let us consider (6.1), which gives the relation between the dynamical variables
of the Lax formalism and the tau functions, and act with (7.8) on vs, the highest weight
vector of L(s):
P<0[s](Sn) · vs = f(tj)Sn · vs
=
f(tj)
τ
(0)
s (tj)
Θ
[
Ls
′
n
(
∂
∂x
, x+ t, p− α
)
− µδn,0
]
τs(x+ t) ,
(8.10)
where f(tj) is the eigenvalue of P0[s](Sn) acting on vs and
µ = σ − η +
α2
2
+ δ , (8.11)
where δ is the eigenvalue of L0 on vs.
Therefore, the condition (7.8) implies(
Ls
′
n − µδn,0
)
e−α·x0τs = 0 , (8.12)
i.e. a Virasoro constraint on the tau-function. Notice that since η and σ are arbitrary
the eigenvalue of Ls
′
0 , µ is an arbitrary constant.
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Recall that the representation L(s) is realized as the highest component in the
tensor product of level-one representations. Hence, the Fock space is a tensor product
of Fock spaces, the tau functions is also a tensor product of elementary tau-functions
(5.2), and the Virasoro generators can be split into a sum of generators acting on each
copy of the Ns Fock spaces:
Ls
′
n =
Ns∑
i=1
Ls
′
n
(
∂
∂x(i)
, x(i), p(i)
)
. (8.13)
Therefore, the Virasoro constraints (8.12) can be written in terms of the elementary
tau-functions τi =
∑
β∈Q τ
(β)
i (x)e
β·x0 , (5.4), corresponding to the fundamental repre-
sentations sj = δij.
The final result for the Virasoro constraints implied by the string equation corre-
sponding to the hierarchy associated to the data {g(1), s, s; bk} (with s
′ the gradation
associated to s) is:
Ls
′
n
(
∂
∂x
, x, β − αi
)
· τ
(β)
i (x) = µiτ
(β)
i (x)δn,0 n ≥ 0 , (8.14)
if si 6= 0 (ki = 1) for hierarchies of the (p)mKdV type, and
Ls
′
n
(
∂
∂x
, x, β − α
)
· τ
(β)
0 (x) = 0 n ≥ −1 , (8.15)
for hierarchies of the KdV type, where there is a unique tau-function [10],[13]. Notice
that the value of µ is fixed by the commutation relation [Ls
′
1 , L
s
′
−1] = 2L
s
′
0 only in the
KdV case, in contrast to the (p)mKdV hierarchies where it is arbitrary and, in principle,
different for each elementary tau-function.
We can write the Virasoro constraints in terms of a, generally twisted, rank(g)-
dimensional scalar field. To be more specific, the scalar field is constructed out the
Heisenberg subalgebra:
φ(z) = −ix0 − i log z
∂
∂x0
+ i
∑
j∈E>0
(
N
j
z−j/N
∂
∂xj
− xjz
j/N
)
e(j modN) , (8.16)
where the vectors e(k), for j ∈ I, span a rank(g)-dimensional space with inner product
e(k) · e(N − j) = δjk , (8.17)
(as before we do not explicitly label any degeneracies in I). Actually, the scalar field is
twisted by an element of the Weyl group: this illustrates the connection between the
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Heisenberg subalgebras of g(1) and the Weyl group of g. The Virasoro generators in
(8.14) and (8.15) are then the modes of the “stress-tensor”
T (z) = −
1
2
: ∂zφ · ∂zφ : −iα · ∂
2
zφ . (8.18)
This makes it clear that the freedom present in the parameter α leads to a Feign-Fuchs
like modification of the “stress-tensor”.
It is worth clearing up a possible point of confusion. We have already seen in Section
2.2 that the hierarchies are Hamiltonian and that one of the Poisson bracket algebras
is a classical W-algebra containing as a subalgebra the Virasoro algebra. However,
this Virasoro is not related — at least in any obvious way — with the Virasoro action
discussed in this section.
9 W Constraints
So far, as a consequence of the string equation, we have obtained a set of Virasoro
constraints on the tau-function of the hierarchy, which are a consequence of (8.1) with
m = 1. Let us now concentrate on the other constraints with m > 1. As we have
pointed out before, they do not follow from any symmetries of the hierarchy, in the
same way as the Virasoro action, because they do not involve elements of g(1), but
rather its universal enveloping algebra. The natural guess, taking into account the
results obtained with the hierarchies associated to matrix models [29], is that they
correspond to additional W-algebra constraints. A strong argument in this direction
is that they have to be consistent with the Virasoro constraints, and so form a closed
algebra with the Virasoro algebra as a subalgebra. Although there have been a number
of attempts to prove directly that W-algebra constraints arise, as yet there is no proof
in the general case. We shall not be able to remedy the situation here, rather we shall
limit ourselves to some observations
First of all, we shall show that the W-algebra constraints are compatible with
the hierarchy. The generators of the W-algebra are constructed out of the Heisenberg
subalgebra s by generalizing the Sugawara construction. The generator W s
′
n with s
′-
grade mN [30] is a differential operator in x:
W s
′
n ≡W
s
′
n
(
∂
∂x
, x
)
. (9.1)
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Following the analogy with the Virasoro constraints, let us consider the following con-
straints acting on the highest weight vector
Rn · vs = ΘW
s
′
n
(
∂
∂x
, x+ t
)
Θ−1 · vs = 0 . (9.2)
Now, we can calculate the time evolution of the constraint
∂Rn
∂tj
· vs =
{
Θ
∂
∂tj
W s
′
n
(
∂
∂x
, x+ t
)
Θ−1
−
[
P<0[s](ΘbjΘ
−1),ΘW s
′
n
(
∂
∂x
, x+ t
)
Θ−1
]}
· vs
=
[
P≥0[s]
(
ΘbjΘ
−1
)
, Rn
]
· vs = 0 ,
(9.3)
for any n, where we have used (8.8), (9.2), and the fact that vs is annihilated by g>0[s],
and an eigenvector of g0[s]. Obviously, the reason for the consistency of (9.2) with the
hierarchy is, as in the Virasoro constraints case, the identity[
∂
∂tj
− bj ,W
s
′
n
(
∂
∂x
, x+ t
)]
= 0 , (9.4)
and, of course, we could add arbitrary constant elements of s.
The constraints (9.2) induce W-constraints on the tau-functions, in particular
W s
′
n
(
∂
∂x
, x
)
· τs = 0 , (9.5)
which should be written in terms of the elementary tau-functions.
Before making the obvious conjecture, let us first comment on the sl(n)(1) case. In
this case the relevant W-algebra is the classical Wn, which has generators W
(m)
k , with
k ∈ Z and m = 2, . . . , n (W
(m)
k can be written as the ordered product of m elements of
sl(n)(1)). The resulting W-constraints are thought to be:
W
(m)
k · τ0 = 0 k ≥ 1−m, (9.6)
in the KdV case [29], and
W
(m)
k · τi = 0 k ≥ 0 , (9.7)
for si 6= 0, in the (p)mKdV case [28].
– 20 –
The natural conjecture is that one should imposeW-algebra constraints associated
to the W algebra construct from the twisted scalar field in (8.16). This has generators
W
(m)
k , with m− 1 ∈ I. The conjectured constraints are then
W
(m)
k · τ0 = 0 k ≥ 1−m, m ∈ I + 1. (9.8)
Generalized constraints for the (p)mKdV hierarchies follow in an obvious way.
10 Discussion
Our final result is quite simple to state. One can construct a generalized model corre-
sponding to each vertex operator representation of a Kac-Moody algebra g, although
we only considered the untwisted affinizations of a simple-laced Lie algebra. In general
the partition function of the model is the product of tau-functions corresponding to
the basic representations of the algebra, each factor subject to a string equation which
takes the form of a Virasoro constraint. The constraint is either L−1 if the partition
function is a single factor, and so the hierarchy is of KdV type, and L0 if the partition
function contains more than one factor. The relevant Virasoro generators are those
constructed from the Heisenberg subalgebra of the Vertex construction. The hierarchy
together with the string equation imply an infinite set of constraints which conventional
wisdom says is a W-algebra.
We now make some brief comments about the possible physical interpretation of
the algebraic structure that we have discussed. Firstly, the Virasoro constraints are
interpreted in the standard way as recursion relations for the correlation functions
of the model. This fixes the so-called “dilaton equation” which specifies the genus
expansion of the model. One of the most interesting questions concerns the existence
of new topological models: for instance, a new topological model was found in [27]
and discussed more fully in [32] by looking at a complex version of the non-linear
Schro¨dinger hierarchy. At a “topological point”, in the moduli space, the W-algebra
constraints determine all the correlation function algebraically. We have found that the
hierarchy based on A
(1)
2 and the “intermediate” Heisenberg subalgebra (the hierarchy
whose second Hamiltonian structure is the W
(2)
3 -algebra [12]) leads to a topological
model, in the sense of above, although as in the case of the non-linear Schro¨dinger
hierarchy we do not know its interpretation.
We do not know yet whether the generalized models can be derived from a matrix
model. The only cases which have been analyzed in detail are the hierarchies associated
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to g = A
(1)
1 [31]. In this case there are two Heisenberg subalgebras: the principle and the
homogeneous. The former which has s′ = (1, 1), leads to the original KdV hierarchy,
if s = (1, 0), and the original mKdV hierarchy if s = (1, 1). The latter which has
s′ = (1, 0) leads to a complex version of the non-linear Schro¨dinger hierarchy. It has
been shown that all the A
(1)
1 hierarchies can arise from the one-matrix model by making
different double scaling limits. The string equations that are found in [31] are precisely
the ones constructed in this paper.
There have been other approaches to matrix models which make some claim to re-
solve the problem of the non-perturbative ambiguities in the conventional matric model,
whilst preserving an integrable structure [28]. This work falls within the scope of our
formalism, one simply takes instead of a KdV hierarchy the corresponding mKdV hier-
archy, and performs the Miura map, which is trivial at the level of the tau-functions. As
we have shown a mKdV hierarchy admits a different string equation than the associated
KdV hierarchy and it is this difference which gives the theory a unique non-perturbative
definition.
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