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Abstract
In this work, we propose a quantum neural network named quantum perceptron over a field (QPF). Quantum
computers are not yet a reality and the models and algorithms proposed in this work cannot be simulated
in actual (or classical) computers. QPF is a direct generalization of a classical perceptron and solves some
drawbacks found in previous models of quantum perceptrons. We also present a learning algorithm named
Superposition based Architecture Learning algorithm (SAL) that optimizes the neural network weights and
architectures. SAL searches for the best architecture in a finite set of neural network architectures with
linear time over the number of patterns in the training set. SAL is the first learning algorithm to determine
neural network architectures in polynomial time. This speedup is obtained by the use of quantum parallelism
and a non-linear quantum operator.
Keywords: Quantum neural networks, Quantum computing, Neural networks
1. Introduction
The size of computer components reduces each year and quantum effects have to be eventually considered
in computation with future hardware. The theoretical possibility of quantum computing initiated with
Benioff [1] and Feynman [2] and the formalization of the first quantum computing model was proposed by
Deutsch in 1985 [3]. The main advantage of quantum computing over classical computing is the use of a
principle called superposition which allied with the linearity of the operators allows for a powerful form of
parallelism to develop algorithms more efficient than the known classical ones. For instance, the Grover’s
search algorithm [4] and Shor’s factoring algorithm [5] overcome any known classical algorithm.
Quantum computing has recently been used in the development of new machine learning techniques as
quantum decision trees [6], artificial neural networks [7, 8, 9], associative memory [10, 11], and inspired the
development of novel evolutionary algorithms for continuous optimization problems [12, 13]. There is an
increasing interest in quantum machine learning and in the quantum neural network area [14]. This paper
proposes a quantum neural network named Quantum Perceptron over a Field (QPF) and investigates the use
of quantum computing techniques to design a learning algorithm for neural networks. Empirical evaluation
of QPF and its learning algorithm needs of a quantum computer with thousands of qubits. Such quantum
computer is not available nowadays and an empirical analysis of the QPF and its learning algorithm is not
possible with current technology.
Artificial neural networks are a universal model of computation [15] and have several applications in
real life problems. For instance, in the solution of combinatorial optimization problems [16], pattern recog-
nition [17], but have some problems as the lack of an algorithm to determine optimal architectures [18],
memory capacity and high cost learning algorithms [19].
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Notions of Quantum Neural Networks have been put forward since the nineties [20], but a precise
definition of what is a quantum neural network that integrates neural computation and quantum computation
is a non-trivial open problem [14]. To date, the proposed models in the literature are really just quantum
inspired in the sense that despite using a quantum representation of data and quantum operators, in a
way or another some quantum principles are violated usually during training. Weights adjustments need
measurements (observation) and updates.
Research in quantum neural computing is unrelated, as stated in [14]:
“QNN research remains an exotic conglomeration of different ideas under the umbrella of quan-
tum information”.
and there is no consensus of what are the components of a quantum neural network. Several models
of quantum neural networks have been proposed and they present different conceptual models. In some
models a quantum neural network is described as a physical device [7]; as a model only inspired in quantum
computing [21]; or as a mathematical model that explores quantum computing principles [22, 8, 9, 23]. We
follow the last approach and assume that our quantum neural network model would be implemented in a
quantum computer that follows the quantum principles as e.g. described in [24]. We assume that our models
are implemented in the quantum circuit model of Quantum Computing [24].
Some advantages of quantum neural models over the classical models are the exponential gain in memory
capacity [25], quantum neurons can solve nonlinearly separable problems [22], and a nonlinear quantum
learning algorithm with polynomial time over the number of patterns in the data set is presented in [8].
However, these quantum neural models cannot be viewed as a direct generalization of a classical neural
network and have some limitations presented in Section 4. Quantum computing simulation has exponential
cost in relation to the number of qubits. Experiments with benchmarks and real problems are not possible
because of the number of qubits necessary to simulate a quantum neural network.
The use of artificial neural networks to solve a problem requires considerable time for choosing parameters
and neural network architecture [26]. The architecture design is extremely important in neural network
applications because a neural network with a simple architecture may not be capable of performing the
task. On the other hand, a complex architecture can overfit the training data [18]. The definition of
an algorithm to determine (in a finite set of architectures) the best neural network architecture (minimal
architecture for a given learning task that can learn the training dataset) efficiently is an open problem. The
objective of this paper is to show that with the supposition of non-linear quantum computing [8, 27, 28] we
can determine an architecture that can learn the training data in linear time with relation to the number of
patterns in the training set. To achieve this objective, we propose a quantum neural network that respect
the principles of quantum computation, neural computing and generalizes the classical perceptron. The
proposed neuron works as a classical perceptron when the weights are in the computational basis, but as
quantum perceptron when the weights are in superposition. We propose a neural network learning algorithm
which uses a non-linear quantum operator [8, 28] to perform a global search in the space of weights and
architecture of a neural network. The proposed learning algorithm is the first quantum algorithm performing
this kind of optimization in polynomial time and presents a framework to develop linear quantum learning
algorithms to find near optimal neural network architectures.
The remainder of this paper is divided into 6 Sections. In Section 2 we describe models that are out
of the scope of this work. In Section 3 we present preliminary concepts of quantum computing necessary
to understand this work. In Section 4 we present related works. Section 5 presents main results of this
paper. We define the new model of a quantum neuron named quantum perceptron over a field that respect
principles of quantum and neural computing. Also in Section 5 we propose a quantum learning algorithm
for neural networks that determines a neural network architecture that can learn the train set with some
desired accuracy. Section 6 presents a discussion. Finally, Section 7 is the conclusion.
2. Out of scope
Quantum computing and neural networks are multidisciplinary research fields. In this way, the quantum
neural computing research is also multidisciplinary and concepts from physics, mathematics and computer
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science are used. Probably because of this multidisciplinary characteristic there are completely different
concepts named quantum neural networks. In this Section, we point some models that are out of the scope
of this work.
2.1. Quantum inspired neural networks
Neural networks whose definition is based on quantum computation, but that works in a classical com-
puter as in [21, 29, 30] are named in this work as Quantum Inspired Neural Networks. Quantum inspired
neural networks are not real quantum models. Quantum inspired models are classical neural networks that
are inspired in quantum computing exactly as there are combinatorial optimization methods inspired in ant
colony or bird swarm.
In [21] a complex neural network named qubit neural network whose neurons acts in the phase of the
input values is proposed. The qubit neural network has its functionality based in quantum operation, but
it is a classical model and can be efficiently simulated in a classical computer.
Another quantum inspired models is defined in [31] where the activation function is a linear combination
of sigmoid functions. This linear combination of activation functions is inspired in the concept of quantum
superposition, but these models can be efficiently simulated by a classical computer.
Quantum inspiration can bring useful new ideas and techniques for neural network models and learning
algorithms design. However, quantum inspired neural networks are out of the scope of this work.
2.2. Physical device quantum neural networks
Devices that implement a quantum neural network are proposed in [7, 32]. In this work, these models are
named physical device quantum neural network. The main problem of this kind of proposal is the hardware
dependence. Scalable quantum computers are not yet a reality and when someone build a quantum computer
we do not know which hardware will be used.
In [7] a quantum neural network is represented by the architecture of a double slit experiment where
input patterns are represented by photons, neurons are represented by slits, weights are represented by
waves and screen represents output neurons. In [32] a quantum neural network is represented by a quantum
dot molecule evolving in real time. Neurons are represented by states of molecules, weights are the number
of excitations that are optically controlled, inputs are the initial state of the quantum dot molecules and
outputs are the final state of the dot molecules.
Physical device quantum neural networks are real quantum models. This kind of quantum neural net-
works needs of specific hardware and is out of the scope of this work.
2.3. Quantum inspired algorithms
In this work algorithms whose development uses ideas from quantum computing, but run in a classical
computer are named quantum inspired algorithms. For instance, there are several quantum inspired evo-
lutionary algorithm proposed in literature [33, 34, 35, 36, 37, 38]. This kind of algorithm uses quantum
inspiration to define better classical algorithms, but intrinsic quantum properties are not used. Quantum
inspired algorithms are out of the scope of this work.
3. Quantum computing
In this Section, we perform a simple presentation of quantum computing with the necessary concepts
to understand the following sections. As in theoretical classical computing we are not interested in how
to store or physically represent a quantum bit. Our approach is a mathematical. We deal with how we
can abstractly compute with quantum bits or design abstract quantum circuits and models. We take as a
guiding principle that when a universal quantum computer will be at our disposal, we could implement the
proposed quantum neural models.
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We define a quantum bit as unit complex bi-dimensional vector in the vector space C2. In the quantum
computing literature a vector is represented by the Diracs notation |·〉. The computational basis is the set
{|0〉, |1〉}, where the vectors |0〉 and |1〉 can be represented as in Equation (1).
|0〉 =
[
1
0
]
and |1〉 =
[
0
1
]
(1)
A quantum bit |ψ〉, qubit, is a vector in C2 that has a unit length as described in Equation (2), where
|α|2 + |β|2 = 1, α, β ∈ C.
|ψ〉 = α|0〉+ β|1〉 (2)
While in classical computing there are only two possible bits, 0 or 1, in quantum computing there are
an infinitely many quantum bits, a quantum bit can be a linear combination (or superposition) of |0〉 and
|1〉. The inner product of two qubits |ψ〉 and |θ〉 is denoted as 〈ψ|θ〉 and the symbol 〈ψ| is the transpose
conjugate of the vector |ψ〉.
Tensor product ⊗ is used to define multi-qubit systems. On the vectors, if |ψ〉 = α0|0〉 + α1|1〉 and
|φ〉 = β0|0〉 + β1|1〉, then the tensor product |ψ〉 ⊗ |φ〉 is equal to the vector |ψφ〉 = |ψ〉 ⊗ |φ〉 = (α0|0〉 +
α1|1〉) ⊗ (β0|0〉 + β1|1〉) = α0β0|00〉 + α0β1|01〉 + α1β0|10〉 + α1β1|11〉. Quantum states representing n
qubits are in a 2n dimensional complex vector space. On the spaces, let X ⊂ V and X′ ⊂ V′ be basis of
respectively vector spaces V and V′. The tensor product V⊗V′ is the vector space obtained from the basis
{|b〉 ⊗ |b′〉; |b〉 ∈ X and |b′〉 ∈ X′}. The symbol V⊗n represents a tensor product V⊗ · · · ⊗ V with n factors.
Quantum operators over n qubits are represented by 2n × 2n unitary matrices. An n × n matrix U is
unitary if UU† = U†U = I, where U† is the transpose conjugate of U. For instance, identity I, the flip X,
and the Hadamard H operators are important quantum operators over one qubit and they are described in
Equation (3).
I =
[
1 0
0 1
]
X =
[
0 1
1 0
]
H = 1√
2
[
1 1
1 −1
]
(3)
The operator described in Equation (4) is the controlled not operator CNot, that flips the second qubit if
the first (the controlled qubit) is the state |1〉.
CNot =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 (4)
Parallelism is one of the most important properties of quantum computation used in this paper. If
f : Bm → Bn is a Boolean function, B = {0, 1}, one can define a quantum operator
Uf :
(
C2
)⊗n+m → (C2)⊗n+m , (5)
as
Uf |x, y〉 = |x, y ⊕ f(x)〉,
where ⊕ is the bitwise xor, such that the value of f(x) can be recovered as
Uf |x, 0〉 = |x, f(x)〉.
The operator Uf is sometimes called the quantum oracle for f . Parallelism occurs when one applies the
operator Uf to a state in superposition as e.g. described in Equation (6).
Uf
(
n∑
i=0
|xi, 0〉
)
=
n∑
i=0
|xi, f(xi)〉 (6)
The meaning of Equation (6) is that if one applies operator Uf to a state in superposition, by linearity, the
value of f(xi), will be calculated for each i simultaneously with only one single application of the quantum
operator Uf .
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With quantum parallelism one can imagine that if a problem can be described with a Boolean function f
then it can be solved instantaneously. The problem is that one cannot direct access the values in a quantum
superposition. In quantum computation a measurement returns a more limited value. The measurement of
a quantum state |ψ〉 = ∑ni=1 αi|xi〉 in superposition will return xi with probability |αi|2. With this result
the state |ψ〉 collapses to state |xi〉, i.e., after the measurement |ψ〉 = |xi〉.
4. Related works
Quantum neural computation research started in the nineties [20], and the models (such as e.g. in [7,
8, 22, 39, 9, 40, 41, 42]) are yet unrelated. We identify two types of quantum neural networks: 1) models
described mathematically to work on a quantum computer (as in [39, 40, 22, 8, 43, 9, 44, 45]); 2) models
described by a quantum physical device (as in [7, 32]). In the following subsections we describe some models
of quantum neural networks.
4.1. qANN
Altaisky [39] proposed a quantum perceptron (qANN). The qANN N is described as in Equation (7),
|y〉 = Fˆ
n∑
j=1
wˆj |xj〉 (7)
where Fˆ is a quantum operator over 1 qubit representing the activation function, wˆj is a quantum operator
over a single qubit representing the j-th weight of the neuron and |xj〉 is one qubit representing the input
associated with wˆj .
The qANN is one of the first models of quantum neural networks. It suggests a way to implement the
activation function that is applied (and detailed) for instance in [8].
It was not described in [39] how one can implement Equation (7). An algorithm to put patterns in
superposition is necessary. For instance, the storage algorithm of a quantum associative memory [25] can
be used to create the output of the qANN. But this kind of algorithm works only with orthonormal states,
as shown in Proposition 4.1.
Proposition 4.1. Let |ψ〉 and |θ〉 be two qubits with probability amplitudes in R, if 1√
2
(|ψ〉+ |θ〉) is a unit
vector then |ψ〉 and |θ〉 are orthogonal vectors.
Proof Let |ψ〉 and |θ〉 be qubits and suppose that 1√
2
(|ψ〉+ |θ〉) is a unit vector. Under these conditions
1
2
(|ψ〉+ |θ〉, |ψ〉+ |θ〉) = 1⇒
1
2
(〈ψ|ψ〉+ 〈ψ|θ〉+ 〈θ|ψ〉+ 〈θ|θ〉) = 1
Qubits are unit vectors, then
1
2
(2 + 2 〈ψ|θ〉) = 1 (8)
and |ψ〉 and |θ〉 must be orthogonal vectors.
A learning rule for the qANN has been proposed and it is shown that the learning rule drives the
perceptron to the desired state |d〉 [39] in the particular case described in Equation (9) where is supposed
that F = I. But this learning rule does not preserve unitary operators [9].
wˆj(t+ 1) = wˆj(t) + η (|d〉 − |y(t)〉) 〈xj | (9)
In [44] a quantum perceptron named Autonomous Quantum Perceptron Neural Network (AQPNN) is
proposed. This model has a learning algorithm that can learn a problem in a small number of iterations
when compared with qANN and these weights are represented in a quantum operator as the qANN weights.
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4.2. qMPN
Proposition 4.1 shows that with the supposition of unitary evolution, qANN with more than one input
is not a well defined quantum operator. Zhou and Ding proposed a new kind of quantum perceptron [22]
which they called as quantum M-P neural network (qMPN). The weights of qMPN are stored in a single
squared matrix W that represents a quantum operator. We can see the qMPN as a generalized single weight
qANN, where the weight is a quantum operator over any number of qubits. The qMPN is described in
Equation (10), where |x〉 is an input with n qubits, W is a quantum operator over n qubits and |y〉 is the
output.
|y〉 = W |x〉 (10)
They also proposed a quantum learning algorithm for the new model. The learning algorithm for qMPN
is described in Algorithm 1. The weights update rule of Algorithm 1 is described in Equation (11),
wt+1ij = w
t
ij + η (|d〉i − |y〉i) |x〉j (11)
where wij are the entries of the matrix W and η is a learning rate.
Algorithm 1 Learning algorithm qMPN
1: Let W (0) be a weight matrix
2: Given a set of quantum examples in the form (|x〉, |d〉), where |x〉 is an input and |d〉 is the desired
output
3: Calculate |y〉 = W (t)|x〉, where t is the iteration number
4: Update the weights following the learning rule described in Equation (11).
5: Repeat steps 3 and 4 until a stop criterion is met.
The qMPN model has several limitations in respect to the principles of quantum computing. qMPN is
equivalent to a single layer neural network and its learning algorithm leads to non unitary neurons as shown
in [46].
4.3. Neural network with quantum architecture
In the last subsections the neural network weights are represented by quantum operators and the inputs
are represented by qubits. In the classical case, inputs and free parameters are real numbers. So one can
consider to use qubits to represent inputs and weights. This idea was used, for instance, in [40, 8]. In [40]
a detailed description of the quantum neural network is not presented.
In [8] a Neural Network with Quantum Architecture (NNQA) based on a complex valued neural network
named qubit neural network [21] is proposed. Qubit neural network is not a quantum neural network being
just inspired in quantum computing. Unlike previous models [39, 22], NNQA uses fixed quantum operators
and the neural network configuration is represented by a string of qubits. This approach is very similar to
the classical case, where the neural network configuration for a given architecture is a string of bits.
Non-linear activation functions are included in NNQA in the following way. Firstly is performed a
discretization of the input and output space, the scalars are represented by Boolean values. In doing so a
neuron is just a Boolean function f and the quantum oracle operator for f , Uf , is used to implement the
function f acting on the computational basis.
In the NNQA all the data are quantized with Nq bits. A synapses of the NNQA is a Boolean function
f0 : B
2Nq → BNq . A synapses of the NNQA is a Boolean function described in Equation (12).
z = arctan
(
sin(y) + sin(θ)
cos(y) + cos(θ)
)
(12)
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The values y and θ are angles in the range [−pi/2, pi/2] representing the argument of a complex num-
ber, which are quantized as described in Equation (13). The representation of the angle β is the binary
representation of the integer k.
β = pi
(
−0.5 + k
2Nq − 1
)
, k = 0, 1, · · · , 2Nq − 1 (13)
Proposition 4.2. The set F = {βk|βk = pi · (−0.5+ k/(2Nq − 1)
)
, k = 0, · · · , 2Nq − 1} with canonical ad-
dition and multiplication is not a field.
Proof We will only show that the additive neutral element is not in the set. Suppose that 0 ∈ F . So,
pi ·
(
−0.5 + k
2Nq − 1
)
= 0⇒ −0.5 + k
2Nq − 1 = 0
⇒ k
2Nq − 1 = 0.5⇒ k = (2
Nq − 1) ·
(
−1
2
)
Nq is a positive integer, and 2Nq−1 is an odd positive integer, then (2Nq−1) ·(− 12) /∈ Z which contradicts
the assumption that k ∈ Z and so F is not a field since 0 /∈ F .
From Proposition 4.2 we conclude that the we cannot directly lift the operators and algorithms from
classical neural networks to NNQA. In a weighted neural network inputs and parameters are rational, real
or complex numbers and the set of possible weights of NNQA under operations defined in NNQA neuron is
not a field.
5. Quantum neuron
5.1. Towards a quantum perceptron over a field
In Definition 5.1 and Definition 5.1 we have, respectively, an artificial neuron and a classical neural
network as in [47]. Weights and inputs in classical artificial neural networks normally are in the set of real
(or complex) numbers.
Definition An artificial neuron is described by the Equation (14), where x1, x2, · · · , xk are input signals
and w1, w2, · · · , wk are weights of the synaptic links, f(·) is a nonlinear activation function, and y is the
output signal of the neuron.
y = f
 m∑
j=0
wjxj
 (14)
In both qANN and qMPN artificial neurons, weights and inputs are in different sets (respectively in
quantum operators and qubits) while weights and inputs in a classical perceptron are elements of the same
field. The NNQA model defines an artificial neuron where weights and inputs are strings of qubits. The
neuron is based on a complex valued network and does not exactly follow Definition 5.1. The main problem
in NNQA is that the inputs and weights do not form a field with sum and multiplication values as we show in
Proposition 4.2. There is no guarantee that the set of discretized parameters is closed under the operations
between qubits.
Other models of neural networks where inputs and parameters are qubits were presented in [48, 49, 9].
These models are a generalization of weightless neural network models, whose definitions are not similar to
Definition 5.1.
Definition A neural network is a directed graph consisting of nodes with interconnecting synaptic and
activation links, and is characterized by four properties [47]:
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1. Each neuron is represented by a set of linear synaptic links, an externally applied bias, and a possibility
non-linear activation link. The bias is represented by a synaptic link connected to an input fixed at
+1.
2. The synaptic links of a neuron weight their respective input signals.
3. The weighted sum of the input signals defines the induced local field of the neuron in question.
4. The activation link squashes the induced local field of the neuron to produce an output.
The architecture of NNQA can be viewed as a directed graph consisting of nodes with interconnecting
synaptic and activation links as stated in Definition 5.1. The NNQA does not follow all properties of a neural
network (mainly because it is based in the qubit NN), but it is one of the first quantum neural networks with
weights and a well defined architecture. The main characteristics of the NNQA are that inputs and weights
are represented by a string of qubits, and network follows a unitary evolution. Based on these characteristics
we will propose the quantum perceptron over a field.
5.2. Neuron operations
We propose a quantum perceptron with the following properties: it can be trained with a quantum
or classical algorithm, we can put all neural networks for a given architecture in superposition, and if the
weights are in the computational basis the quantum perceptron acts like the classical perceptron. One of the
difficulties to define a quantum perceptron is that the set of n-dimensional qubits, sum and (tensor) product
operators do not form a field (as shown in Proposition 5.1). Therefore, the first step in the definition of the
quantum perceptron is to define a new appropriate sum and multiplication of qubits.
Proposition 5.1. The set of qubits under sum + of qubits and tensor product ⊗ is not a field.
Proof The null vector has norm 0 and is not a valid qubit. Under + operator the null vector is unique, so
there is not a null vector in the set of qubits. Then we cannot use + operator to define a field in the set of
qubits.
Tensor product between two qubits results in a compound system with two qubits. So the space of qubits
is not closed under the ⊗ operator and we cannot use ⊗ operator to define a field in the set of qubits.
We will define unitary operators to perform sum ⊕ and product  of qubits based in the field operations.
Then we will use these new operators to define a quantum neuron. Let F (⊕,) be a finite field. We can
associate the values a ∈ F to vectors (or qubits) |a〉 in a basis of a vector space V. If F has n elements the
vector space will have dimension n.
Product operation  in F can be used to define a new product between vectors in V. Let |a〉 and |b〉 be
qubits associated with scalars a and b, we define |a〉|b〉 = |a b〉 such that |a b〉 is related with the scalar
a  b. This product send basis elements to basis elements, so we can define a linear operator P : V3 → V3
as in Equation (15).
P|a〉|b〉|c〉 = |a〉|b〉|c⊕ (a b)〉 (15)
We show in Proposition 5.2 that the P operator is unitary, therefore P is a valid quantum operator.
Proposition 5.2. P is a unitary operator.
Proof Let B = {|a1〉, |a2〉, · · · , |an〉} be a computational basis of a vector space V, where we associate
|ai〉 with the element ai of the finite field F (⊕,). The set B3 = {|ai〉|aj〉|ak〉} with 1 ≤ i, j, k ≤ n is a
computational basis of vector space V3. We will show that P sends elements of basis B3 in distinct elements
of basis B3.
P sends vectors in base B3 to vectors in base B3. Let a, b, c in B. P|a〉|b〉|c〉 = |a〉|b〉|c⊕ (a b)〉.
Operators ⊕ and  are well defined, then |c⊕ (a b)〉 ∈ B and |a〉|b〉|c⊕ (a b)〉 ∈ B3.
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P is injective. Let a, b, c, a1, b1, c1 ∈ F such that P|a〉|b〉|c〉 = P|a1〉|b1〉|c1〉 . By the definition of operator
P a = a1 and b = b1 . When we apply the operator we get |a〉|b〉|c⊕ (a b)〉 = |a〉|b〉|c1 ⊕ (a b)〉. Then
c1 ⊕ (a b) = c⊕ (a b) . By the field properties we get c1 = c.
An operator over a vector space is unitary if and only if the operator sends some orthonormal basis
to some orthonormal basis [50]. As P is injective and sends vectors in base B3 to vectors in base B3, we
conclude that P is an unitary operator.
With a similar construction, we can use the sum operation ⊕ in F to define a unitary sum operator
S : V3 → V3. Let |a〉 and |b〉 be qubits associated with scalars a and b, we define |a〉 ⊕ |b〉 = |a⊕ b〉 such
that |a⊕ b〉 is related with the scalar a⊕ b. We define the unitary quantum operator S in Equation (16).
S|a〉|b〉|c〉 = |a〉|b〉|c⊕ (a⊕ b)〉 (16)
We denote product and sum of vectors over F by |a〉  |b〉 = |a b〉 and |a〉 ⊕ |b〉 = |a⊕ b〉 to represent,
respectively, P|a〉|b〉|0〉 = |a〉|b〉|a b〉 and S|a〉|b〉|0〉 = |a〉|b〉|a⊕ b〉.
5.3. Quantum perceptron over a field
Using S and P operators we can define a quantum perceptron analogously as the classical one. Inputs
|xi〉, weights |wi〉 and output |y〉 will be unit vectors (or qubits) in V representing scalars in a field F .
Equation (17) describes the proposed quantum perceptron.
|y〉 =
n⊕
i=1
|xi〉  |wi〉 (17)
If the field F is the set of rational numbers, then Definition 5.1 without activation function f correspond to
Definition 17 when inputs, and weights are in the computational basis.
The definition in Equation (17) hides several ancillary qubits. The complete configuration of a quantum
perceptron is given by the state |ψ〉 described in Equation (18),
|ψ〉 = |x1, · · · , xn, w1, · · · , wn,
p1, · · · , pn, s2, · · · , sn−1, y〉
(18)
where |x〉 = |x1, · · · , xn〉 is the input quantum register, |w〉 = |w1, · · · , wn〉 is the weight quantum register,
|p〉 = |p1, · · · , pn〉 is an ancillary quantum register used to store the products |xi  wi〉, |s〉 = |s2, · · · , sn−1〉 is
an ancillary quantum register used to store sums, and |y〉 is the output quantum register. From Equation (18)
one can see that to put several or all possible neural networks in superposition one can simply put the weight
quantum register in superposition. Then a single quantum neuron can be in a superposition of several
neurons simultaneously.
A quantum perceptron over a finite d-dimensional field and with n inputs needs (4n − 1) · d quantum
bits to perform its computation. There are n quantum registers to store inputs xi, n quantum registers to
store weights wi, n quantum registers pi to store the products wi  xi, n− 2 quantum registers |si〉 to store
sums
∑i
k=1 pi and one quantum register to store the output |y〉 =
∑n
k=1 pi.
We show now a neuron with 2 inputs to illustrate the workings of the quantum neuron. Suppose
F = Z2 = {0, 1}. As the field has only two elements we need only two orthonormal quantum states to
represent the scalars. We choose the canonical ones 0↔ |0〉 and 1↔ |1〉.
Now we define sum ⊕ and multiplication  operators based on the sum and multiplication in Z2. The
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operators S and P are shown, respectively, in Equations (19) and (20).
S =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

(19)
P =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0

(20)
Using S and P operators we describe the quantum neuron N in Equation (21). The subscripts in operators
indicate the qubits upon which they will be applied.
N = Sp1p2,yPx2w2,p2Px1w1,p1 (21)
For our execution example, we define |x1x2〉 = |01〉, |w1〉 = 1√2 (|0〉+ |1〉) and |w2〉 = 1√2 (|0〉+ |1〉). The
initial configuration of the quantum perceptron is |ψ0〉 described in Equation (22). The initial configuration
has all possible weights in the set {0, 1}2 and applying the QP will result the output for each weight
simultaneously.
|x1x2〉|w1w2〉|p1p2〉|s〉|y〉 =
1
2
|01〉 (|00〉+ |01〉+ |11〉+ |11〉) |00〉|0〉|0〉 =
1
2
(|01〉|00〉|00〉|0〉|0〉+ |01〉|01〉|00〉|0〉|0〉+
|01〉|10〉|00〉|0〉|0〉+ |01〉|11〉|00〉|0〉|0〉)
(22)
The action of the quantum perceptron N over |ψ0〉 is shown in Equation (23), where N calculates the
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Figure 1: Architecture of the multilayer quantum perceptron over a field.
output for all possible weights (or all neurons in superposition) in only one single run.
N|ψ0〉 = 1
2
N(|01〉|00〉|00〉|0〉|0〉+
|01〉|01〉|00〉|0〉|0〉+ |01〉|10〉|00〉|0〉|0〉+
|01〉|11〉|00〉|0〉|0〉) =
1
2
(N|01〉|00〉|00〉|0〉|0〉+ N|01〉|01〉|00〉|0〉|0〉+
N|01〉|10〉|00〉|0〉|0〉+ N|01〉|11〉|00〉|0〉|0〉) =
1
2
(Sp1p2y|01〉|00〉|0 0, 1 0〉|0〉|0〉+
Sp1p2y|01〉|01〉|0 0, 1 1〉|0〉|0〉+
Sp1p2y|01〉|10〉|0 1, 1 0〉|0〉|0〉+
Sp1p2y|01〉|11〉|0 1, 1 1〉|0〉|0〉) =
|01〉|00〉|0, 0〉|0⊕ 0〉|0〉+
|01〉|01〉|0, 1〉|0⊕ 1〉|0〉+
|01〉|10〉|0, 0〉|0⊕ 0〉|0〉+
|01〉|11〉|0, 1〉|0⊕ 1〉|0〉) =
|01〉|00〉|0, 0〉|0〉|0〉+ |01〉|01〉|0, 1〉|1〉|1〉+
|01〉|10〉|0, 0〉|0〉|0〉+ |01〉|11〉|0, 1〉|1〉|1〉)
(23)
5.3.1. Neural network architecture
We start this Subsection with an example of a classical multilayer perceptron and show an equivalent
representation in a quantum computer. Let N be the neural network described in Fig. 1. The output of this
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network can be calculated as y = L2 ·L1 ·x using the three matrices L1, L2 and x described in Equation (24).
L1 =
w11 w12 w13w21 w22 w23
w31 w32 w33
 ,
L2 =
[
w14 w24 w34
w15 w25 w35
]
, x =
x1x2
x3
 (24)
Weights, inputs and outputs in a classical neural network are real numbers. Here we suppose finite
memory and we use elements of a finite field (F,⊕,) to represent the neural network parameters. We
can define a quantum operator M3×3,3×1 that multiplies a 3 × 3 matrix with a 3 × 1 matrix. If L1 · x =[
o1 o2 o3
]t
we define the action of M3×3,3×1 in Equation (25), where wi = wi1, wi2, wi3.
M3×3,3×1|w1, w2, w3, x1, x2, x3, 0, 0, 0〉 =
|w1, w2, w3, x1, x2, x3, o1, o2, o3〉
(25)
Each layer of the quantum perceptron over a field can be represented by an arbitrary matrix as in
Equation (26),
M2×3,3×1M3×3,3×1|L2〉|L1〉|x〉|000〉|00〉 (26)
where M3×3,3×1 acts on |L1〉, |x〉 with output in register initialized with |000〉; and M2×3,3×1 acts on |L2〉,
the output of the first operation, and the last quantum register. This matrix approach can be used to
represent any feed-forward multilayer quantum perceptron over a field with any number of layers.
We suppose here that the training set and desired output are composed of classical data and that the
data run forward. The supposition of classical desired output will allow us to superpose neural network
configurations with its performance, as we will see in the next section.
5.3.2. Learning algorithm
In this Subsection, we present a learning algorithm that effectively uses quantum superposition to train
a quantum perceptron over a field. Algorithms based on superposition have been proposed previously
in [8, 27, 51]. In these papers, a non-linear quantum operator proposed in [28], is used in the learning
process. In [8] performances of neural networks in superposition are entangled with its representation. A
non-linear algorithm is used to recover a neural network configuration with performance greater than a given
threshold θ. A non-linear algorithm is used to recover the best neural network configuration. In [27] the
nonlinear quantum operator is used in the learning process of a neurofuzzy network. In [51] a quantum
associative neural network is proposed where a non-linear quantum circuit is used to increase the pattern
recalling speed.
We propose a variant of the learning algorithm proposed in [8]. The proposed quantum algorithm is
named Superposition based Architecture Learning (SAL) algorithm. In the SAL algorithm the superposition
of neural networks will store its performance entangled with its representation, as in [8]. Later we will use
a non-linear quantum operator to recover the architecture and weights of the neural network configuration
with best performance.
In the classical computing paradigm, the idea of presenting an input pattern to all possible neural
networks architectures is impracticable. To perform this idea classically one will need to create several
copies of the neural network (one for each configuration and architecture) to receive all the inputs and
compute in parallel the corresponding outputs. After calculating the output of each pattern for each neural
network configuration, one can search the neural configuration with best performance. Yet classically the
idea of SAL learning is presented in Fig. 2. For some neural network architectures, all the patterns in the
training set P = {p1, p2, · · · , pk} are presented to each of the neural network configurations. Outputs are
calculated and then one can search the best neural network parameters.
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Figure 3: Circuit to create a superposition with four neural network architectures.
In a quantum computer, the framework described in Fig. 2 can be implemented without the hardware
limitations showed in the classical implementation. Let N0, N1, · · · , Nm−1 be m quantum operators repre-
senting neural networks with different architectures. A quantum circuit with quantum registers architecture
selector |a〉 with dlog2(m)e qubits, input |x〉, weight |w〉 and output |o〉 can be created, where operator Ni
is applied to |x,w, o〉 if and only if |a〉 = |i〉. In Fig. 3 this approach is illustrated with m = 4.
If the qubits in quantum registers |a〉 and |w〉 are initialized with the quantum state H|0〉, the circuit
will be in a superposition representing all possible weights configuration for each architecture. Initializing
the quantum register |x〉 with a pattern p, it is possible to present the pattern p to all neural network
configurations in the superposition simultaneously.
Algorithm 2 is the SAL algorithm. SAL is a quantum-learning algorithm for any quantum neural network
model in which input |p〉, output |o〉, weights |w〉, architecture selectors |a〉 and desired output |d〉 are
represented in separated quantum registers. The main idea of SAL algorithm is to create a superposition of all
possible neural network configurations in a finite set of architectures and apply a non-linear quantum operator
to recover the architecture and weights of a neural network configuration with a desired performance.
The Algorithm 2 initialization is performed in Steps 1 to 6. Step 1 defines m quantum operators
representing multi-layers QPF with different architectures. Steps 2 and 3 initialize all the weights and
architecture selectors with the quantum state H|0〉. After this step we have all possible neural network
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configurations for the given architectures in superposition. In Steps 5 and 6 quantum registers performance
and objective are initialized respectively, with the quantum states |0〉n and |0〉.
The for loop starting in Step 7 is repeated for each pattern p of the data set. Step 8 initializes quantum
registers p, o and d respectively with a pattern |p〉, state |0〉 and its desired output |d〉. Step 9 presents the
pattern to the neural networks, and the outputs are calculated. In this moment, the pattern is present to
all neural networks configurations, because the weights and architecture selectors quantum registers are in a
superposition of all possible weights and architectures. In Steps 10 to 12, it is verified for each configuration
in the superposition if the desired output |d〉 is equal to the calculated output |o〉. If they match, is added
the value 1 for the performance quantum register. Step 13 is performed to allow the initialization of the
next for loop.
|a〉|w〉|performance〉|objective〉 =∑
w∈W,
a∈A
|a〉|w〉|performance(w)〉|0〉 (27)
After the execution of the for loop, the state of quantum registers weights w, architecture selectors a,
performance and objective can be described as in Equation (27), where A is the set of architectures and W
is the set of all possible weights.
Algorithm 2 SAL
1: Let N0, N1, · · · , Nm be quantum operators representing multi-layers QPF with different architectures.
2: Create a quantum circuit where the i-th network acts if and only if |a〉 = |i〉.
3: Initialize all weights quantum registers with the quantum state H|0〉.
4: Initialize all architecture quantum registers with quantum state H|0〉.
5: Initialize a quantum register |performance〉 with the state |0〉n.
6: Initialize a quantum register |objective〉 with the state |0〉.
7: for each pattern p and desired output d in the training set do
8: Initialize the register p, o , d with the quantum state |p, 0, d〉.
9: Calculate N|p〉 to calculate network output in register |o〉.
10: if |o〉 = |d〉 then
11: Add 1 to the register |performance〉
12: end if
13: Calculate N−1|p〉 to restore |o〉.
14: end for
15: Perform a non-linear quantum search to recover a neural network configuration and architecture with
desired performance.
Steps 1 to 14 of Algorithm 2 can be performed using only linear quantum operators. In Step 15 a non-
linear quantum operator NQ proposed in [28] will be used. Action of NQ is described in Equation (28) if at
least one |ci〉 is equal to |1〉 otherwise its action is described in Equation (29).
NQ
(∑
i
|ψi〉|ci〉
)
=
(∑
i
|ψi〉
)
|1〉 (28)
NQ
(∑
i
|ψi〉|ci〉
)
=
(∑
i
|ψi〉
)
|0〉 (29)
The non-linear search used in Step 15 is described in Algorithm 3. The for loop in Step 1 of Algorithm 3
indicates that the actions need to be repeated for each quantum bit in the architecture and weights quantum
registers. Steps 3 to 5 set the objective quantum register |o〉 to |1〉 if the performance quantum register p
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is greater than a given threshold θ. After this operation the state of quantum registers a, w and o can be
described as in Equation (30). ∑
w∈(P (a,w)<θ),
|b〉6=|i〉
|a〉|w〉|0〉+
∑
w∈(P (a,w)≥θ),
|b〉=|i〉
|a〉|w〉|1〉 (30)
Now that quantum register objective is set to 1 in the desired configurations, it is possible to perform a
quantum search to increase the probability amplitude of the best configurations.
Algorithm 3 Non-linear quantum search
1: for each quantum bit |b〉 in quantum registers |a〉|w〉 do
2: for i = 0 to 1 do
3: if |b〉 = |i〉 and |p〉 > θ then
4: Set |o〉 to |1〉
5: end if
6: Apply NQ to |o〉
7: if |o〉 = |1〉 then
8: Apply Xi · NQ to qubit |b〉
9: Apply X to |o〉
10: end if
11: end for
12: end for
Step 6 applies NQ to quantum register |o〉. If there is at least one configuration with |b〉 = |i〉 then the
action of NQ will set |o〉 to |1〉. In this case, Steps 7 to 10 set qubit |b〉 from a superposed state to the
computational basis state |i〉.
Algorithm 3 performs an exhaustive non-linear quantum search in the architecture and weights space.
If there is a neural network configuration with the desired performance in initial superposition, the search
will return one of these configurations. Otherwise the algorithm does not change the initial superposition
and the procedure can be repeated with another performance threshold.
The computational cost of Steps 1 and 2 of SAL is O(m) and depends on the number of neural networks
architectures. Steps 3 to 6 has computational cost O(m+nw), where nw is the number of qubits to represent
the weights. The for starting in Step 7 will be executed p times and each inner line has constant cost. Step
15 is detailed in Algorithm 3. Steps 3 to 9 of Algorithm 3 have constant computational cost and it will be
repeated 2 · (m+ nw) times. The overall cost of the SAL algorithm is O(p+m+nw) where p is the number
of patterns in the training set.
6. Discussion
Classical neural networks have limitations, such as i) the lack of an algorithm to determine optimal
architectures, ii) memory capacity and iii) high cost learning algorithms. In this paper, we investigate how
to use quantum computing to deal with limitation iii). To achieve this objective, we define a quantum neural
network model named quantum perceptron over a field QPF and a nonlinear quantum learning algorithm
that performs an exhaustive search in the space of weights and architectures.
We have shown that previous models of quantum perceptron cannot be viewed as a direct quantization
of the classical perceptron. In other models of quantum neural networks weights and inputs are represented
by a string of qubits, but the set of all possible inputs and weights with inner neuron operations does not
form a field and there is no guarantee that they are well defined operations. To define QPF we propose
quantum operators to perform addition and multiplication such that the qubits in a computational basis
form a field with these operations. QPF is the unique neuron with these properties. We claim that QPF can
be viewed as a direct quantization of a classical perceptron, since when the qubits are in the computational
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Figure 4: Relation between the number of qubits n and size of quantum operators with matricial representation in R2n×2n
using standard C++ floating point precision
basis the QPF acts exactly as a classical perceptron. In this way, theoretical results obtained for the classical
perceptron remains valid to QPF.
There is a lack of learning algorithms to find the optimal architecture of a neural network to solve a
given problem. Methods for searching near optimal architecture use heuristics and perform local search in
the space of architectures as eg. trough evolutionary algorithms or meta-learning. We propose an algorithm
that solves this open problem using a nonlinear quantum search algorithm based on the learning algorithm
of the NNQA. The proposed learning algorithm, named SAL, performs a non-linear exhaustive search in the
space of architecture and weights and finds the best architecture (in a set of previously defined architectures)
in linear time in relation to the number of patterns in the training set. SAL uses quantum superposition
to allow initialization of all possible architectures and weights in a way that the architecture search is not
biased by a choice of weights configuration. The desired architecture and weight configuration is obtained by
the application of the nonlinear search algorithm and we can use the obtained neural network as a classical
neural network. The QPF and SAL algorithm extend our theoretical knowledge in learning in quantum
neural networks.
Quantum computing is still a theoretical possibility with no actual computer, an empirical evaluation of
the QPF in real world problems is not yet possible, “quantum computing is far from actual application [8]”.
Studies necessary to investigate the generalization capabilities of SAL algorithm through a cross-validation
procedure cannot be accomplished with actual technology.
The simulation of the learning algorithm on a classical computer is also not possible due to the exponential
growth of the memory required to represent quantum operators and quantum bits in a classical computer.
Fig. 4 illustrates the relationship between the number of qubits and the size of memory used to represent a
quantum operator.
To illustrate the impossibility of carrying out empirical analyses of Algorithm 2 let us consider the
number of qubits necessary to represent a perceptron to learn the Iris dataset[52]. Let N be a quantum
perceptron over a n-dimensional field F , then each attribute of the dataset and each weight of the network
will be represented by n quantum bits. Iris database has 4 real entries, then the perceptron will have 4
weights. Excluding auxiliary quantum registers, weights and inputs will be represented by 8n quantum bits.
An operator on 8n quantum bits will be represented by a matrix 28n × 28n. The number of bytes required
to represent a 28n × 28n real matrix using the standard C++ floating point data type is f(n) = 4 · (28n)2.
Note that using only three quantum bits to represent the weights and input data the memory required for
simulation is 1024 terabytes. Thus the (quantum or classical) simulation of the learning algorithm in real
or synthetic problems is not possible with the current technology.
The multilayer QPF is a generalization of a multilayer classical perceptron and their generalization
capabilities are at least equal. There is an increasing investment in quantum computing by several companies
and research institutions to create a general-purpose quantum computer and it is necessary to be prepared
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to exploit quantum computing power to develop our knowledge in quantum algorithms and models.
If there are two or more architectures with desired performance in the training set, Algorithm 3 will
choose the architecture represented (or addressed) by the string of qubits with more 0s. This information
allows the use of SAL to select the minimal architecture that can learn the training set.
Nonlinear quantum mechanics has been studied since the eighties [53] and several neural networks models
and learning algorithms used nonlinear quantum computing [54, 8, 27, 51], but the physical realizability of
nonlinear quantum computing is still controversial [28, 55]. A linear version of SAL needs investigation. The
main difficulty is that before step 15 the total probability amplitude of desired configurations is exponentially
smaller than the probability amplitude of undesired configurations. This is an open problem and it may be
solved performing some iterations of classical learning in the states in the superposition before performing
the recovery of the best architecture.
7. Conclusion
We have analysed some models of quantum perceptrons and verified that some of previously defined
quantum neural network models in the literature does not respect the principles of quantum computing.
Based on this analysis, we presented a new quantum perceptron named quantum perceptron over a field
(QPF). The QPF differs from previous models of quantum neural networks since it can be viewed as a direct
generalization of the classical perceptron and can be trained by a quantum learning algorithm.
We have also defined the architecture of a multilayer QPF and a learning algorithm named Superposition
based Architecture Learning algorithm (SAL) that performs a non-linear search in the neural network
parameters and the architecture space simultaneously. SAL is based on previous learning algorithms. The
main difference of our learning algorithm is the ability to perform a global search in the space of weights
and architecture with linear cost in the number of patterns in the training set and in the number of bits
used to represent the neural network. The principle of superposition and a nonlinear quantum operator are
used to allow this speedup.
The final step of Algorithm 2 is a non-linear search in the architecture and weights space. In this step,
free parameters will collapse to a basis state not in superposition. One possible future work is to analyse
how one can use the neural network with weights in superposition. In this way, one could take advantage of
superposition in a trained neural network.
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