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Abstract. Averages of proper scoring rules are often used to rank probabilistic forecasts. In
many cases, the individual observations and their predictive distributions in these averages
have variable scale (variance). We show that some of the most popular proper scoring rules,
such as the continuous ranked probability score (CRPS), up-weight observations with large
uncertainty which can lead to unintuitive rankings. If a scoring rule has this property we say
that it is scale dependent. To solve this problem, a scaled CRPS (SCRPS) is proposed. This
new proper scoring rule is scale invariant and therefore works in the case of varying uncertainty,
and it shares many of the appealing properties with the CRPS.
We also define robustness of scoring rules and introduce a new class of scoring rules which,
besides the CRPS and the SCRPS, contains scoring rules that are robust against outliers as
special cases. In three different applications from spatial statistics, stochastic volatility models,
and regression for count data, we illustrate why scale invariance and robustness are important
properties, and show why the SCRPS should be used instead of the CRPS.
1. Introduction
A popular way of assessing the goodness-of-fit of statistical models is to quantify their predic-
tive ability. This is often done by evaluating the accuracy of point predictions, using for example
mean-squared errors between the predictions and the observed data. However, one is typically
also interested in the ability to correctly quantify the prediction uncertainty. To fully quantify
the prediction uncertainty one must use the models entire predictive distribution, which often
referred to as probabilistic forecasting (Gneiting et al., 2007). The main method for summarizing
the accuracy of probabilistic forecasts is to use averages of proper scoring rules.
A scoring rule S(P, y) is a real-valued function of a probability measure P that represents the
forecast or prediction and the observed outcome y. We use S(P,Q) to denote the expected value
of the scoring rule when y ∼ Q. The scoring rule is said to be proper if S(Q,Q) ≥ S(P,Q),
and strictly proper if equality holds if and only if P = Q (Gneiting and Raftery, 2007). Using
a strictly proper scoring rule for model selection has the desirable property that the best model
is always the true distribution Q in the long run. This can be seen as keeping the forecaster
earnest, in the sense that he or she should always use the estimate of the probability distribution
that is being predicted to get the best expected score.
The two most popular proper scoring rules are the log-score and the continuous ranked prob-
ability score (CRPS). Variants of the two scores have been used in several different fields of
research and applications, such as electricity price forecasting (Nowotarski and Weron, 2018),
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wind speed modeling (Baran and Lerch, 2016; Lerch and Thorarinsdottir, 2013), weather fore-
casting (Bröcker, 2012), financial prediction (Opschoor et al., 2017), precipitation modeling (In-
gebrigtsen et al., 2015), and spatial statistics (Fuglstad et al., 2015). The log-score is defined as
LS(P, y) = log f(y), and the CRPS is defined as
CRPS(P, y) = −
∫
(F (x)− 1(x ≥ y))2dx = 1
2
EP,P[|X − Y |]− EP[|X − y|],
where f(·) and F (·) respectively denote the density and cumulative density functions correspond-
ing to P (Gneiting and Raftery, 2007). Here and in what follows, we use the notation EP[g(X)] for
the expected value of a function g(X) of a random variable X with distribution P. Furthermore,
EP,Q[g(X,Y )] denotes the expected value of g(X,Y ) when X ∼ P and Y ∼ Q are independent.
The predictive ability of a model for a set of observations {yi}ni=1 is typically assessed using
an average score
Sn =
1
n
n∑
i=1
S(Pi, yi), (1)
where Pi denotes the predictive distribution for yi based on the model. These different predictive
distributions might, for example, be one-step ahead predictions in a time series model or leave-
one-out cross-validation predictions for a model in spatial statistics. The use of average scores
for model comparison is natural, but we will show that it may lead to unintuitive model rankings
if popular scoring rules such as the CRPS are used. There are two main reasons for this: Firstly,
there is always some degree of model miss-specification for the models that are compared, and
one model is rarely best for all different observations. Secondly, the predictive distributions are
typically different for the observations, and depending on the scoring rule that is used, each
observation may therefore not be equally important for the average score.
A situation where the latter problem occurs is when the different observations have varying
degrees of predictability, like when the variances of the predictive distributions are different.
This for example occurs frequently for weather and climate data which have large spatial and
temporal variability in their predictability (Campbell and Diebold, 2005). A strategy for dealing
with this in climate science has been to use so-called skill scores, which typically take the form
Sskilln =
Sn − Srefn
Srefn
or Sskilln =
Sn − Srefn
Soptn − Srefn
.
Here Sn is the score by the forecaster and Srefn is a score for a reference method (Winkler et al.,
1996). In the second version, Soptn is a hypothetical optimal forecast (Wilks, 2005, Chapter
7.1.4). This standardization may seem natural since the score equals 1 for the optimal forecast,
is positive whenever the forecaster is better than the reference, and negative otherwise. It could
also solve the problem with varying predictability if this information is present in the reference
method. However, skill scores are in general improper even if they are based on a proper scoring
rule (Murphy, 1973; Gneiting and Raftery, 2007).
In this work, we will define and analyze properties for average scoring rules in the case of
varying predictability, by examining differently scaled observations and predictions. One of our
main results is to propose a method for standardizing proper scoring rules in a way so that they
remain proper. More specifically, the main contribution of this work is twofold:
(i) We introduce two properties of scoring rules which are important if the average scores
are used for model selection: Scale invariance and robustness. We show that popular
scoring rules such as the CRPS, root mean square error, and mean absolute error lack
both of these properties and illustrate why this is a problem through several examples
and three different applications in spatial statistics, regression modeling, and finance.
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(ii) We propose a new class of proper scoring rules that maintain the good properties of
the CRPS, such as easy-to-use expressions that facilitate straight-forward Monte Carlo
approximations of the scores in cases when the density of the model is unknown. Among
these new proper scoring rules, we show that there are some special cases which are scale
independent and some that are robust, which solves the problems encountered in the
above-mentioned applications.
An example of a new scoring rule is the scaled CRPS, or SCRPS, which we define as
SCRPS(P, y) := − EP [|X − y|]
EP,P [|X − Y |] −
1
2
log (EP,P [|X − Y |]) . (2)
Compared to CRPS, the SCRPS has the desirable property that the penalty of an incorrect
prediction, EP [|X − y|], is standardized by EP,P [|X − Y |]. So for instance if the prediction ex-
pects a large uncertainty, then the penalty of making a large error is down-weighted. This is a
fundamental property for being scale independent, which we show that the SCRPS is.
The structure of the article is as follows. In the next section, we introduce the concepts of
scale invariance and robustness for scoring rules, and provide illustrative examples of why the
lack of these properties may lead to unintuitive conclusions for model selection. In Section 3,
we analyze the class of kernel scores, which contains the CRPS as a special case, in terms of
robustness and scale invariance. In the section, we also propose a robust version of the CRPS.
Section 4 introduces a new general family of scoring rules, of which the SCRPS is a special case.
We analyze these scores in terms of scale invariance and robustness and also propose a way of
transforming existing proper scoring rules in order to made them scale independent. Section 5
presents three different applications where we illustrate the benefits of the new scoring rules.
The article concludes with a discussion in Section 6. The article contains one appendix with
formulas for the new scoring rules for Gaussian distributions, one appendix that characterises
scoring rules in terms of generalized entropy, and one appendix with all proofs.
2. Scale invariance and robustness of scoring rules
2.1. Scale invariance. As previously mentioned, the predictive measures Pi in (1) often have
varying uncertainty. Two common causes for this is that one either has a non-stationary model
or that the observation locations are irregularly spaced. The latter is especially common for
geostatistical applications. In the case of varying uncertainty, the magnitude of the value given
by the scoring rule at each location can be dependent on the magnitude of this uncertainty. This
is what we will refer to as scale dependence, or the lack of scale invariance.
If the average score (1) is used to compare the models, the scale dependence will make the
different observations in the sum contribute differently to the average score. In other words, the
weighting of the predictive ability for the different observations will depend on how the scoring
rule depends on the uncertainty. This means that emphasis may be put on accurately predicting
observations with certain scales, which can cause quite unintuitive results.
Example 1. Consider a situation with two observations Yi ∼ Qθi = N(0, σ2i ), i = 1, 2, with
σ1 = 0.1 and σ2 = 1. Assume that we want to evaluate a model which has predictive distribu-
tions Pi = N(µˆi, σˆ2i ) for Yi, using the average of a proper scoring rule for the two observations,
1
2S(P1, Y1) +
1
2S(P2, Y2). Using the expressions in Appendix A, we compute the expected average
score when the CRPS, the SCRPS, and the log-score are used, and investigate how the average
scores depend on the model parameters. The top row of Figure 1 shows the result when varying
the two standard deviations, σˆi, while µˆi = 0. In the bottom row, the average scores are instead
shown as functions of µˆi, while σˆi = σi. To simplify interpretation, the scale of µˆi is in quantile
of the true distribution, i.e., µˆi = σiΦ−1(qi) where qi is the quantile. In both rows, one can note
that the average CRPS is much more sensitive in relative errors in the second variable, which
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CRPS log(LS) SCRPS
Figure 1. Average expected CRPS, log-score, and SCRPS for two mean-zero
normal distributions with σ1 = 0.1 and σ2 = 1. The top row shows the values
as functions of the relative errors in the standard deviations of the predictive
distributions when the predictive model has the correct mean value. The bottom
row shows the values as functions of the quantiles q1 and q2, when the predictive
model has correct variances but mean values µˆi = σiΦ−1(qi).
has the higher variance. Thus, if we would compare two competing models for this example using
CRPS, the model which has the better prediction for the second variable will likely win, even if
it is much worse for the first variable. As seen in the figure, this is not the case for the log-score
and the SCRPS.
The example shows that, in the case of the normal distribution, CRPS and log-score have
very different weighting of the observations due to the variable uncertainty (scaling) in the
predictions. This has important implications for the case when the average scores are used to
evaluate statistical models with dependence. For example, if different random field models for
irregularly spaced observations are evaluated using leave-one-out cross validation, the predictive
distributions for locations that are far away from other locations will have larger variances and
thus be weighted higher when computing the average CRPS. It will therefore be most important
to not have large errors for observations without any close neighbors, rather than giving accurate
predictions for locations where there is much data to base the prediction on.
To analyze the issue of scale dependence mathematically, we change from indexing the in-
dividual scores by observation number to indexing them by a vector θ = [µ, σ] that contains
the location and scale parameters for the true predictive measure Qθ of the observations. The
measure Qθ is a location and scale transformation of a base measure Q. That is, Qθ is the
probability measure of the random variable µ+ σZ where Z ∼ Q.
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For a given θ, we let Pθˆ(θ) denote the corresponding predictive distribution for the parametric
model that is to be evaluated. Here θˆ(θ) = [µˆ(θ), σˆ(θ)] are the location and scale parameters
for the parametric model given that, the true predictive measure, Q has location and scale θ.
It should be noted that this is a simplification of the situation occurring for actual predictions
since the location and scale of Pi in (1) may be different for different i even if the true predictive
distributions Qi have the same location and scale for all i. However, it captures the important
fact that the estimated location and scale typically vary with true prediction distribution location
and scale. To simplify notation, we suppress the dependency on θ and simply write Pθˆ.
We assume that θ varies according to a distribution pi, representing the variability of the true
location and scale in the scenario that is being investigated, and study the behavior of
S˜(Pθˆ,Qθ, pi) =
∫
S
(
Pθˆ,Qθ
)
pi(dθ). (3)
It is easy to see that this integral also forms a proper scoring rule given that S is proper. Similar
formulations of integrals over scoring rules have been used earlier in other contexts by for example
Dawid (1998). In our case however, the integral score is used as a version of the average score
where we explicitly specify the variability of the different observations through pi. Note that in
this setting the limits of the mean square error (MSE), mean absolute error (MAE) are
MSE =
∫
EQθ
[(
Y − EPθˆ [Y ]
)2]
pi(dθ), MAE =
∫
EQθ
[∣∣Y −med(Pθˆ)∣∣]pi(dθ).
Since functions inside the integrals are proper scoring rules they are both of type S˜.
In the example above, we had Q as the N(0, 1) distribution and pi(θ) = δ[0,0.1](θ) + δ[0,1](θ).
To further illustrate the idea of pi, we take a spatial interpolation problem where the observation
locations are generated from a Poisson processes. For a given set of locations, the observation
values are simulated from a Gaussian process model with a Matérn covariance function, as
described in Section 5.2. A common method for model evaluation in this setup is to use a leave-
one-out cross validation. Due to the spatially irregular locations, the standard deviations of the
true predictive distributions for the Gaussian processes will not be identical and this is what pi is
meant to capture. Although we do not get an explicit form of the distribution for the standard
deviations, it is easy to simulate the process and estimate an empirical distribution. This is
illustrated in Figure 2. We study this problem in greater detail in Section 5.2.
We define the scale function of S as follows.
Definition 1. Let S be a proper scoring rule and let Qθ = Q[µ,σ] be a probability measure with
location µ and scale σ. Assume that there exists a function s(Qθ), such that for each bounded
function r : R× R+ → R× R+
S˜(Qθ,Qθ, pi)− S˜(Qθ+tσr(θ),Qθ, pi) = t2
∫
r(θ)T s(Qθ)r(θ)pi(dθ) + o(t2).
Then we say that s is the scale function of S. If s(Qθ) ≡ s(Q) we say that scoring rule is scale
invariant.
We will later show that the SCRPS as well as the log-score are scale invariant, whereas the
CRPS has scale function s(Qθ) = σs(Q). Thus, the scale function s(Qθ) captures the behavior
seen for the normal distribution in Figure 1, in the sense that CRPS is sensitive to the scale
of the error in the observations while both SCRPS and log-score are invariant to the scale. It
is easy to see that the scale functions for the proper scoring rules defining MSE and MAE are
on the form sMSE(Qθ) = σ2sMSE(Q) and sMAE(Qθ) = σsMAE(Q) repetitively. Hence, neither
scoring rule is scale invariant. Note also that the scale function of the scoring rule corresponding
to the root mean squared error is
√
sMSE(Qθ).
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Figure 2. The left panel shows the distribution of the Kriging standard devia-
tion in leave one out cross validation for a centered Gaussian random field with
a Matérn covariance, where the locations are generated from a Poisson point
processes. The Right panel shows a realisation of a the point pattern where the
color represent the standard deviation. The points on the x-axis in the left panel
corresponds to the observed standard deviations in the right panel.
In order to ensure the existence of the scale function we need some assumptions on the
probability measure Qθ in Definition 1. The following assumptions (where α ≥ 0 is a parameter
that is specified whenever the assumption is used) are sufficient for the existence of the scale
function for the scoring rules considered in this article.
Assumption 1. The probability measure Q has density q(x) = exp(Φ(x)) and
(i) q(x) is continuously differentiable, and for β ∈ [0, α+ 1]
EQ[|X|βΦ′(X)] <∞, EQ[|X|α] <∞.
(ii) q(x) is twice continuously differentiable and for β ∈ [0, α+ 3]
EQ[|X|βΦ′′(X)] <∞, EQ[|X|β (Φ′(X))2] <∞.
It should be noted that these assumptions are far from necessary for the scoring rules consid-
ered and the corresponding scale functions thus exist for a much larger class of measures. Since
our objective is to highlight the meaning of the scale function rather than finding the largest class
of measures for which it exists, we will prove the results under these assumptions to simplify the
exposition. The following result holds for the log-score.
Proposition 1. Assume that the probability measure Qθ satisfies Assumption 1 for α = 0. Then
the scaling function for the log-score is s(Qθ) = HQ, where HQ is a 2× 2 matrix independent of
θ. Hence the log-score is scale invariant.
2.2. Robustness. Besides scale dependence, another problematic scenario is if the scoring rule
is sensitive to outliers in the data. In this case, the average score (1) may be heavily affected by
only a few predictions. Also the sensitivity to outliers can give unintuitive results when using
average scores for model selection, which is illustrated in the following example.
Example 2. Assume that we have two competing models which are used for prediction of two
variables Y1 and Y2. The first model (shown in black in Figure 3) has Pθˆ1 = N(0, 0.01
2) and
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Table 1. Results for Example 2.
Model 1 Model 2
CRPS log-score SCRPS CRPS log-score SCRPS
Y1 -0.0023 3.6862 1.5351 -0.0234 1.3836 0.3838
Y2 -4.0486 -16.516 -4.9338 -3.9204 -14.154 -4.5666
mean -2.0255 -6.4149 -1.6994 -1.9719 -6.3853 -2.0914
Figure 3. Predictive distributions of two models (one shown in black and one
in red) for two variables Y1 (left) and Y2 (right).
Pθˆ2 = N(5, 0.8
2). The second model (shown in red) has Pθˆ1 = N(0, 1) and Pθˆ2 = N(4.9, 0.85
2).
Assume that we observe y1 = 0 and y2 = 0.5 and compute the average CRPS, log-score, and
SCRPS for each model. The results can be seen in Table 1. One can note that the second
model is chosen both by the CRPS and by the log-score, even though the first model is clearly
more accurate for the first variable and both models are similarly inaccurate for the second. The
reason for this somewhat unintuitive behavior for the CRPS is scale dependence, whereas it is
caused by outlier sensitivity for the log-score. The SCRPS on the other hand chooses the first
model.
The apparent higher sensitivity to outliers of the log-score compared to CRPS can result in
model selections where models with larger variances are favoured, even though this might not be
optimal for most locations. This higher robustness of the CRPS is something that has previously
been noted (Gneiting and Raftery, 2007), but a natural question is if this is true also for other
distributions than the normal. To assess this, we will study the behavior of S(P, y) as |y| → ∞.
The asymptotic rate of S will in this case be a measure of the robustness of the scoring rule,
and to get a scoring rule which is actually robust, we must have that S remains bounded as y
increases. Formally, we will use the following definition of robustness of scoring rules.
Definition 2. For a scoring rule S on a set of probability measures P, and a probability measure
P ∈ P, we say that S has a model-sensitivity αP if S(P, y) ∼ yαP as y → ∞. The sensitivity
index of the scoring rule is defined as α = supP∈P αP. The scoring rule is robust if α = 0.
In the case of the log-score and the normal distribution, we see that the model-sensitivity
is αP = 2, so the log-score is not robust. Using the expression of the CRPS for the normal
distribution from Appendix A, we get that the model-sensitivity in this case is αP = 1. Thus,
the CRPS has a lower sensitivity than the log-score in the Gaussian case, but it is not robust.
8 SCALE INVARIANT PROPER SCORING RULES
In fact, it is not always the case that the model-sensitivity is lower for the CRPS compared to
the log-score. A simple counter example to this is to take P as the Laplace distribution, with
log f(y) ∼ y and CRPS(P, y) ∼ y as y →∞.
3. Kernel scores and robustness
The CRPS is a special case of the larger class of kernel scores, coined by Dawid (2007), which
are created using a negative definite kernel. A real-valued function g on Ω × Ω, where Ω is a
non-empty set, is said to be a negative definite kernel if it is symmetric in its arguments and if∑n
i=1
∑n
j=1 aiajg(xi, xj) ≤ 0 for all positive integers n, all a1, . . . , an ∈ R such that
∑n
i=1 ai = 0,
and all x1, . . . , xn ∈ Ω. Given a negative definite kernel, the kernel score is created as in the
following theorem by Gneiting and Raftery (2007).
Theorem 1 (Gneiting and Raftery (2007)). Let P be a Borel probability measure on a Hausdorff
space Ω. Assume that g is a non-negative, continuous negative definite kernel on Ω× Ω and let
P denote the class of Borel probability measures on Ω such that EP,P [g(X,Y )] < ∞. Then the
scoring rule
Skerg (P, y) :=
1
2
EP,P [g(X,Y )]− EP [g(X, y)] (4)
is proper on P.
One example of a family of negative definite kernels that can be used in the theorem is
gα(x, y) = |x − y|α for α ∈ (0, 2], and we introduce the shorthand notation Skerα (P, y) for this
choice. The CRPS is the special case Sker1 (P, y).
We are now interested in whether the kernel scores satisfy our desired properties of scale
invariance and robustness. Regarding robustness, the property is highly dependent on which
kernel that is used. Specifically, we have the following theorem.
Theorem 2. Let P be a Borel probability measure on a normed space Ω, with norm || · ||.
Assume that g is a non-negative, continuous negative definite kernel on Ω×Ω, such that g(x, y) =
g0(||x−y||), with g0(x) ∼ |x|α for some α > 0, and EP[g0(||X||)] <∞. Then Skerg (P, y) ∼ −||y||α.
The theorem shows that Skerα is not a robust scoring rule. However, we may modify the kernel
in order to make it robust. An example of a robust scoring rule is given in the following corollary.
Corollary 1. Let P be a Borel probability measure on Ω ⊆ R, and for c > 0 define
gc(x, y) =
{
|x− y| |x− y| < c,
c otherwise.
(5)
Then the robust CRPS (rCRPS) defined as Sker1,c (P, y) := Skergc (P, y) is a proper scoring rule on
the class of Borel probability measures on Ω.
Proof. The function gc is negative definite since gc(x, y) = 1 − r(x, y) where r is the triangular
correlation function. Thus, the result follows from Theorem 1 since EP,P[gc(X,X)] ≤ c. 
The reason for the name of the scoring rule is that it can be viewed as a robust version
of the CRPS, where the constant c defines a limit where deviations are not further punished.
Analytic expressions for this score in the case of the Gaussian distribution are given in Appendix
A. Naturally, many other robust scoring rules can be constructed by replacing the triangular
correlation function with some other compactly supported correlation function.
The next questions is whether the kernel scores, robust or not, are scale invariant. The
following proposition shows that Skerα is scale dependent.
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Proposition 2. Let α ∈ (0, 2] and assume that Q is a probability measure satisfying Assumption
1. Then proper kernel scoring rule Skerα has scale function
s(Qθ) = σαs(Q) = σαEQ,Q[HαQ(X,Y )]
where HαQ(X,Y ) is a 2× 2 matrix independent of θ.
In order to make the scoring rule scale independent one would have to scale the scoring rule
with σ, which in reality almost never is available a priori to forecaster. For the robust CRPS we
have the following result.
Proposition 3. Let Q be a probability measure satisfying Assumption 1 for α = 1. Then Sker1,c
has scale function
s(Qθ) = σEQ,Q
[
HQ(X,Y )I
(
|X − Y | < c
σ
)]
,
where HQ(X,Y ) is a 2× 2 matrix independent of θ.
This result implies that when applying Sker1,c in a situation with varying σ, one puts lower
weights on the larger σ since c is fixed. Thus the robustness is with respect to the marginal
data predictive measure,
∫
Qθpi(dθ), and not with respect to the predictive measure, Qθ. This
means that the robustness will protect against outliers that are large on an absolute scale of
the predictive measure. On the other hand, the robustness cannot protect against outliers for
predictions that are relatively certain and have small σ.
In order to make the scoring rule robust against outliers of Qθ the bound would need to be
scaled with σ, which as mentioned above is unknown apriori. It is to the authors knowledge
an open question how to create a proper scoring rule that protects against outliers in Qθ. One
option that could work in practice is to set c dependent on some reference predictive distribution.
Since c should only protect against outliers it does not seems as invasive as scaling the actual
scoring rule with a reference score, but nevertheless still problematic.
4. h-function proper kernel scoring rules
In the previous section, we saw that one could make the kernel scores robust by adjusting the
kernel, but that they in general are scale dependent. Because of this, we now want to construct
a new family of scoring rules which can be made scale independent. This is done in the following
theorem.
Theorem 3. Let Ω be a Hausdorff space and let P be a Borel probability measure on Ω. Further
assume that g is a non-negative, continuous negative definite kernel on Ω × Ω and that h is a
monotonically decreasing convex differentiable function on R+. Then the scoring rule
Shg (P, y) := h (EP,P [g(X,Y )]) + 2h′ (EP,P [g(X,Y )]) (EP [g(X, y)]− EP,P [g(X,Y )]) (6)
is proper on the class of Borel probability measures on Ω such that EP,P [g(X,Y )] <∞.
It should be noted that the idea of the theorem is similar to the construction of the supporting
hyperplane in (Dawid, 1998, p.22). Furthermore, the theorem could be generalized slightly by
not requiring that g is a continuous negative definite kernel but rather a function satisfying
g(x, y) ≤ 12 (g(x, x) + g(y, y)).
With g(x, y) = |x − y| and h(x) = − 12x, Shg is the regular CRPS. This scoring rule thus has
the least convex (as it both convex and concave) h possible which therefore is (up to a scaling
factor) the fastest declining h possible. With h(x) = − 12 log(x), the proper scoring rule is given
by
S
− 12 log(x)
g (P, y) = −1
2
log(EP,P[g(X,Y )])− EP[g(X, y)]
EP,P[g(X,Y )]
+ 1.
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Due to the second term in this expression, we will refer to it as the standardized kernel scoring
rule with kernel g.
There are of course a myriad of options that can be used as h. Some interesting options are
h(x) = −√x or h(x) = −x2 where the former should act similarly to the standardized kernel
score whereas the latter will have a strong punishment of large uncertainty.
This flexibility is important since it allows for a wide range of generalized entropy terms,
which correspond to different penalties for a priori uncertainty, while remaining proper scoring
rules. This is discussed further in Appendix B.
As for the usual kernel scores, gα(x, y) = |x−y|α for α ∈ (0, 2] is a natural choice of kernel, and
we introduce the shorthand notation Sstaα (P, y) = Sstagα (P, y) for the corresponding standardized
kernel scoring rule. The special case Ssta1 (P, y) in (2) is interesting since it provides a standardized
analogue to the CRPS. Note also that
Ssta2 (P, y) = −
1
2
log(EP,P[(X − Y )2])− EP[(X − y)
2]
EP,P[(X − Y )2] + 1
= − (y − EP [Y ])
2
VP [Y ]
− 1
2
log (VP [Y ]) ,
which is the Gaussian ignorance score. The following proposition shows the scale invariance for
Sstaα .
Proposition 4. Let α ∈ (0, 2] and assume that Q is a probability measure satisfying As-
sumption 1. Then the standardized proper kernel scoring rule Sstaα has scale function s(Qθ) =
EQ,Q[HαQ(X,Y )], where H
α
Q(X,Y ) is a 2× 2 matrix independent of θ.
Thus Sstaα is scale independent for α ∈ (0, 2]. The robustness of the standardized kernel
scores is clearly equal to that of the corresponding kernel score, and thus depends on the kernel.
Therefore, Sstaα has the same robustness properties as Skerα . We formulate this as a theorem.
Theorem 4. Let P be a Borel probability measure on a normed space Ω, with norm || · ||. Assume
that g is a non-negative, continuous negative definite kernel on Ω × Ω, such that g(x, y) =
g0(||x− y||), with g0(x) ∼ |x|α for some α > 0, and EP[g0(X)] <∞. Then Sstag (y,P) ∼ −‖y‖α.
Another interesting scoring rule is the standardized kernel score which uses the kernel (5),
which we denote as rSCRPS or Ssta1,c , where c is the constant in the function gc. It could be
thought of as a robust version of the SCRPS, but it should be noted that it cannot be scale
independent by the same reasons as for the rCRPS. We will however later use this in one of the
applications as an option that protects against outliers but has better scaling properties than
the CRPS.
So far, we have only considered how to formulate scale invariant versions of kernel scores.
However, there exists several other popular scoring rules which are not defined through kernels
like the CRPS. Examples of such scores are the continuous ranked logarithmic score (Juutilainen
et al., 2012; Tödter and Ahrens, 2012) and the threshold-weighted continuous ranked probability
score Gneiting and Ranjan (2011); Lerch (2016). It is not clear whether they are scale invariant,
and Theorem 3 cannot be directly used to create a standardized version. However, in those cases,
the following theorem can instead be used. The theorem defines a transformation of a negative
proper scoring rule, that is still a proper scoring rule and which, at least intuitively, should be
less scale dependent.
Theorem 5. Let S(P, y) be a negative proper scoring rule on a set of probability measures P,
then
StransS (P, y) :=
S(P, y)
|S(P,P)| − log(|S(P,P)|)
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Figure 4. A realization of the volatility x (left), and the observation of the
model y (right).
is also a proper scoring rule on P.
One can note here that if one applies the theorem on the CRPS, the result is two times the
SCRPS defined in (2). This serves as another motivation for why the SCRPS can be seen as a
standardized version of the CRPS.
5. Applications
5.1. A stochastic volatility model. Here we want to highlight the difference between scaled
and non-scaled scoring rules when there is variability in the scaling of the data which is caused
by the model. Consider the following stochastic volatility model (Shephard, 1994),
Xt = aXt−1 + Xt , t = 1, 2, . . . ,
yt = 
Y
t exp(Xt),
where Xt ∼ N(0, σ2X) and Yt ∼ N(0, σ2Y ). Figure 4 displays realizations of Yt and Xt. The
parameters used in Figure 4 and throughout this example are a = 0.95, σY = 1, and σX = 0.5.
Although the observations are equally spaced, the varying volatility will result in that the
proper scoring rules will weight the observation differently. We explore the model under a
simplified assumption that we observe Xt and wants to predict yt, which simplifies the analysis
without altering the message that we want to convey through the application.
To see how the stochastic volatility affects model selection, we compare how often the average
score for each scoring rule is higher for the correct model compared to models with misspecified
σY . We simulate 500 different realisations of the volatility model, where each simulation is a
time series of length 600. Figure 5 shows the percentage out of these realisations where the
correct model, with σˆY = σY , was chosen (had the largest mean score) for the three different
scoring rules. As alternative models in the comparison, one with σˆY = σY + ∆ and one with
σˆY = σY −∆ are used. The figure shows the result as a function of ∆ ∈ (0, 0.5). We can note
that the SCRPS and the log score are virtually identical whereas CRPS preforms considerably
worse.
Further comparisons of the scoring rules can be seen in Appendix B.
12 SCALE INVARIANT PROPER SCORING RULES
0.00
0.25
0.50
0.75
1.00
0.0 0.1 0.2 0.3 0.4 0.5
Δ
%
C
or
re
ct
CRPS
LS
SCRPS
Figure 5. Probability of selecting the true model, σˆY = σY = 1, compared to
the model with σˆY = σY ±∆, for the three different scoring rules.
Figure 6. Gaussian random field simulation and observation locations.
5.2. An application from spatial statistics. A common use of proper scoring rules is to
evaluate the predictive power of random field models in spatial statistics. As an illustration
of this application, we generate n = 100 observations yi = X(si), i = 1, . . . , n of a mean zero
Gaussian random field with a Matérn covariance function
C(h; Ψ) =
σ2
2ν−1Γ(ν)
(κh)νKν(κh).
Here Ψ = (κ, σ, ν) is a vector with the parameters of the model which we choose as (50, 1, 3) so
that the field has variance 1 and a practical correlation range of approximately 0.1. A simulation
of the model is shown in Figure 6, which also shows an example of the observation locations si
drawn at random from a uniform distribution on [0, 1]× [0, 1].
A measure of the predictive quality of a model with parameters Ψ∗ is the average score (1) in
a cross-validation scenario. That is, Pi = N(µi(Ψ∗), σi(Ψ∗)2) is the conditional distribution of
Xi given given all data except that at location si, which we denote by y−i. If we let Σ denote
the covariance matrix of yi, and let c be a vector with elements cj = C(‖si − sj‖; Ψ∗), the
parameters of the predictive distribution are µi(Ψ∗) = cTΣ−1y−i and σi(Ψ
∗)2 = σ2 − cTΣ−1i c.
One can note that σi(Ψ∗)2 depends on the spatial configuration of the observation locations,
where prediction locations close to other observation locations will have lower variances.
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Scale dependence of scoring rules increases the variance of the values for large distances, which
in turn may result in a larger variance of the average score. That the average CRPS has a larger
variance than the average SCRPS means that it could be more likely that Sn(Ψ) < Sn(Ψ∗) even
if the data is generated using the parameters Ψ. That is, it is more likely that the incorrect model
choice is made if the average score is used for model selection. This is illustrated in the top left
panel of Figure 7, which shows the proportion of times that Sn(Ψ) > Sn(Ψ∗) as a function of ∆
when Ψ∗ = (κ±∆, σ, ν) and n = 100 observations is generated using Ψ = (κ, σ, ν) = (50, 1, 3).
The top right panel shows the same result with n = 200 observations. In both cases, the results
are shown for CRPS, SCRPS, and log-score, as well as the robust versions of CRPS and SCRPS
with a limit value c = 2. This limit value is equal to two times the variance of the field and is
thus a quite high value given that the predictive variances often will be much lower than this.
The limit should therefore not affect the predictions except at the locations close to potential
outliers. One can note that, compared to CRPS and the robust CRPS, the log-score, SCRPS,
and the robust SCRPS more often make the correct model choice for a given value of ∆. One
can also note that the robust scores in this case perform similarly to the regular scores, since
the value of c is rather high and since there are no outliers in the data. The results are based
on 2000 different simulations of the field X and the observation locations when n = 100 and on
1000 simulations when n = 200.
To illustrate why the robust scores may be useful, we redo the same simulation study with
only one difference: For one of the observations yi, chosen at random, we add a N(0, 52) variable,
which thus makes this observation an outlier that does not follow the assumed model. The lower
row of Figure 7 shows the results. One can note that the outlier makes it more likely to choose
incorrect model, but that this effect is reduced if the robust scores are used. In summary, if one
were to choose one scoring rule to use for this type of data, where outlier may be present, the
robust SCRPS is likely a good choice since it performs well both with and without outliers.
5.3. Negative binomial regression. As a final application, we consider a negative-binomial
regression model from an application in Space Syntax research (Hillier et al., 1993). The appli-
cation is described in detail in (Stavroulaki et al., 2019). The data we consider consist of daily
counts of the number of pedestrians that walked on 227 different street segments in Stockholm,
Sweden. The data can be explored in the web application available at http://129.16.20.138:
3838/stepflow/stepflow/, and we refer to (Stavroulaki et al., 2019) and (Berghauser Pont
et al., 2019) for details about how the data was collected. The goal is to explain the number of
pedestrians walking on a given street through covariates in a regression model. If such a model
fits well, it could for example be used to predict the number of pedestrians in new neighborhoods
that are planned to be built in the city. Since the observations are counts, a reasonable model
is a negative-binomial regression model. We assume that the observed count at street segment i
has a negative binomial distribution, Yi ∼ nBin(µi, s), where µi is the expected value of Yi and
s > 0 is a dispersion parameter that controls the variance of Yi, which is V(Yi) = µi +µ2i /s. The
mean is modeled as
log(µi) =
K∑
k=1
θkXk,i, (7)
where Xk,i is the value of the kth covariate at street segment i, and θk is the corresponding
regression coefficient. We have ten covariates: 1) The weekday the measurement was taken;
2) The number of schools within 500m walking distance to the street segment; The number of
public transport nodes 3) on the street segment, and 4) within 500m walking distance to the
street segment; the number of local markets such as shops and cafés 5) on the street segment, and
6) within 500m walking distance to the street segment; as well as three covariates that related
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Figure 7. Probability of selecting the true spatial model with κ = 50 instead
of the models with κ = 50 ±∆ for five different scoring rules. The results are
based on n = 100 observations and 2000 simulations to the left, and n = 200
observations and 1000 simulations to the right. In the top row, the data does
not have any outliers, whereas it has one outlier in the bottom row.
to the centrality of the street in the street network as well as the density of the buildings around
the street (see Stavroulaki et al., 2019; Berghauser Pont et al., 2019, for further details).
We fit the model, to the data, using the R function glm.nb function from the MASS package
(Venables and Ripley, 2002), and compute the CRPS and SCRPS value for each observation
based on the model. In Figure 8, the values of the scoring rules for each observation is plotted
against the scaled residual for the observation, defined as
ei =
|yi − µˆi|
σˆi
=
|yi − µˆi|√
µˆi + µˆ2i /sˆ
,
where sˆ is the estimated dispersion parameter and µˆi is given by (7) with the estimated regression
parameters. In the figure, the size and color of each observation is determined by µˆi, and one
can note that the large CRPS values do not coincide with the observations that have large
standardized residuals. Instead the magnitude of the CRPS values is mainly determined by
µi. This is a quite extreme example of scale dependence, where the values for streets with
high expected counts will be much more important than streets with low counts for the average
CRPS. It should be noted here that the two previous applications had Gausssian predictive
distributions, which were uniquely specified by scale and location parameters. This is not the
case for the negative-binomial distribution, since it does not have scale and location parameters.
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Figure 8. Negatively oriented CRPS and SCRPS plotted against scaled resid-
uals. The size and color of the points are determined by the expected value of
the predictor.
Figure 9. The average score of the k smallest observations divided by the
average score of all observations.
Nevertheless, we see that the scaling issue remains the same, and that average SCRPS gives
much more reasonable result compared to average CRPS.
Obviously one should be very careful with using average scores in this case, since a single
observation might drastically change the average score. To illustrate this, we compute the average
CRPS of the k observations with smallest values of µi and divide this number for each k by the
average CRPS for all observations. The result is shown as a function of k in Figure 9, where
we also show the same thing for the SCRPS. One can note that removing around 20 of the
observations with the largest values of µi reduces the average CRPS by a half, whereas the
SCRPS is much less sensitive to the removal of observations.
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6. Discussion
The main take-away message of this work is that one should be careful with using averages
of scoring rule values for model selection in cases when the observations and the predictive
distributions have varying scale. To analyze and describe the issue mathematically, we introduced
the concept of scale dependence for scoring rules. It was shown that the popular scorings rules
CRPS, RMSE, and MAE are scale dependent and that this may lead to unintuitive model choices.
To address this issue we introduced a new class of scoring rules, the h-function proper kernel
scores, which has as special cases the CRPS as well as the SCRPS, that can be viewed as a scale
invariant version of the CRPS. We also introduced the concept of robustness of scoring rules
and showed how one can define robust h-function proper scoring rules, where we in particular
defined a robust version of the CRPS. An important property of the h-function proper kernel
scores is that they are as easy to compute as the CRPS, and that they can be approximated
using Monte Carlo integration in the same way as CRPS for more complicated models where
there are no analytic expressions for the scoring rules. In the three applications we demonstrated
that SCRPS gives more reasonable scores compared to CRPS because of the scale invariance.
An important issue that we have not addressed is that there is typically dependence between
the predicted observations that are used in the average. How to take this dependence into
account when comparing models is an interesting topic for future research, and we believe that
scale dependence will be an important issue to consider also in that scenario.
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Appendix A. Some analytic expressions of scores in the Gaussian case
In this section, we provide analytic expressions for the different versions of the CRPS in the
case of Gaussian distributions. For a Gaussian distribution we have
Sker1 (N(µˆ, σˆ
2), y) =
σˆ√
pi
− 2σϕ
(
y − µˆ
σˆ
)
− (y − µˆ)
(
2Φ
(
y − µˆ
σˆ
)
− 1
)
,
where ϕ(x) and Φ(x) denotes the density function and cumulative density function of the standard
normal distribution respectively (Gneiting and Raftery, 2007). This follows directly from the
definition of the score as a kernel score with kernel g(x, y) = |x− y| in combination with the fact
that
EN(µ,σ2)[|X|] = 2σϕ
(µ
σ
)
+ µ
(
2Φ
(µ
σ
)
− 1
)
. (8)
In a similar way, we can show the following proposition.
Proposition 5. For the SCRPS, the robust CRPS, and the robust SCRPS we have
Ssta1 (N(µˆ, σˆ
2), y) = −√piϕ
(
µˆ− y
σˆ
)
−
√
pi(µˆ− y)
2σˆ
(
2Φ
(
µˆ− y
σˆ
)
− 1
)
− 1
2
log
(
2σˆ√
pi
)
,
Sker1,c (N(µˆ, σˆ
2), y) =
1
2
E(0,
√
2σˆ, c)− E(µˆ− y, σˆ, c),
Ssta1,c (N(µˆ, σˆ
2), y) = −E(µˆ− y, σˆ, c)
E(0,
√
2σˆ, c)
− 1
2
log(E(0,
√
2σˆ, c)),
where
E(µ, σ, c) =− µ+ σ
(
2ϕ
(µ
σ
)
− ϕ
(
c− µ
σ
)
− ϕ
(
c+ µ
σ
))
+ (c− µ)Φ
(
µ− c
σ
)
+ 2µΦ
(µ
σ
)
+ (µ+ c)Φ
(−c− µ
σ
)
.
In Example 1, we showed the expected value of the CRPS and SCRPS in the case when Y also
followed a Gaussian distribution. Those values were computed using the following proposition.
Proposition 6. Let µd = µ− µˆ and σ2d = σˆ2 + σ2, then
Sker1 (N(µˆ, σˆ
2),N(µ, σ2)) =
σˆ√
pi
− 2σdϕ
(
µd
σd
)
+ µd
(
1− 2Φ
(
µd
σd
))
,
Ssta1 (N(µˆ, σˆ
2),N(µ, σ2)) = −
√
pi
σˆ
(
σdϕ
(
µd
σd
)
− µd
2
+ µdΦ
(
µd
σd
))
− 1
2
log
(
2σˆ√
pi
)
,
Sker1,c (N(µˆ, σˆ
2),N(µ, σ2)) =
1
2
E(0,
√
2σ, c)− E(µd, σd, c),
Ssta1,c (N(µˆ, σˆ
2),N(µ, σ2)) = − E(µd, σd, c)
E(0,
√
2σ, c)
− 1
2
log(E(0,
√
2σ, c)).
Appendix B. Characterizing scoring rules using generalized entropy
In this section, we want to highlight the importance of the function H(P) = S(P,P) and
how it can be used to understand the behavior of the scoring rule S in scenarios with varying
uncertainty. The function H(P) can be seen as a measure of the variability of the probability
measure P, and is often referred to either as the uncertainty function or as the generalized entropy
(Dawid, 1998; Gneiting and Raftery, 2007).
The first thing that should be noted is that H(P) only depends on the predictive model P and
not on the observed data. Thus by choosing to use a certain scoring rule S, an implicit ordering
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of the possible measures is made through H prior to observing any data. Hence, it is important
to be aware that a choice is made and to understand how this affects the model choice.
For the kernel scoring rules we have H(P) = 0.5EP,P [g(X,Y )]), whereas the h−function proper
kernel scoring rules have H(P) = h(EP,P [g(X,Y )]). Thus, an advantage with the h−function
proper kernel scoring rules is that they, for each kernel g, provide a family of proper scoring rules
with a wide range of generalized entropies determined by the function h.
Let us now examine the generalized entropy for a set of measures with variable scaling.
Example 3. Consider a family of probability measures {Pσ} that differ only through their scaling
parameter σ. For the kernel g(x, y) = |x − y|α with α ∈ (0, 2], the kernel scoring rule then has
generalized entropy
Hker(Pσ) = σαEP1,P1 [|X − Y |α] .
The corresponding standarized kernel scoring rule instead has generalized entropy
Hsta(Pσ) = α log(σ) + log (EP1,P1 [|X − Y |α]) .
Now suppose that we are using S˜ in (3) with either Skerα or Sstaα for model selection, and that
Pσ is well calibrated in the sense that S˜(Pσ,Qσ) = S˜(Qσ,Qσ). Then the model with the lowest
generalized entropy will be chosen, which for Sker is
H k˜er(Pσ) = EP1,P1 [|X − Y |α]
∫
σαpi(dσ),
and for Ssta is the function
H s˜ta(Pσ) = log (EP1,P1 [|X − Y |α]) + α
∫
log(σ)pi(dσ).
So in a spatial setting, like the one studied in Section 5.2, H k˜er(Pσ) compared to H s˜ta(Pσ)
will be more sensitive how the variance is chosen for observations at locations far from other
locations, which typically have large σ, while being less sensitive for observations at locations
close to other locations, which typically have small σ. Whether this is a desirable feature is
something that needs to be decided by the person evaluating the forecasts when choosing which
entropy function to use.
Recently, it has been suggested to study the distribution of scoring rules for data sets rather
than only considering the mean score (see, e.g., Naveau and Bessac, 2018; Taillardat et al.,
2019). That is, to consider the distribution of S(Pθˆi , Yi) when Pθˆi is the measure which predicts
observation Yi. When exploring the distribution we argue that it often makes sense to study
the distribution of H(Pθˆi) and S(Pθˆi , Yi)−H(Pθˆi) separately. The distribution of the first term,
H(Pθˆi), provides no information about the fit of the model to the data but instead provides
information about how much variability one expects the data to have a priori. The second term,
S(Pθˆi , Yi) − H(Pθˆi), on the other hand gives an indication about how close the model fits the
data, where a zero value indicates a perfect calibration in the sense of the generalized entropy.
Thinking of the two terms in a regression-analogy, the first term would explore the variability
of the covariates given the model in the defined entropy sense and it is importantly independent
of the data. The second term, that uses the data, explores the difference between the observed
score and the expected score if the predictive model was the true distribution.
It is important to keep these two terms in mind when exploring distributions of scores over
predictions. Especially troublesome is to fail to notice that the variability of the first term,
which often is substantial, is data independent. Ignoring this when exploring the distributions
for evaluating a model fit to data may lead to incorrect conclusions.
As an example of the different terms, Figure 10 shows the CRPS, the scaled CRPS, and the
log-score for the observations in Figure 4. The middle row shows the entropy of the scoring rules,
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Figure 10. Three scoring rules for a stochastic volatility model. The black dots
are the values for each observation. The three rows show the scoring rule (top),
the corresponding entropy with theoretical values as solid lines (middle), and
score minus the entropy (bottom). The dashed red lines are estimated 2.5%, 50%
and 97.52.5% quantiles.
where one clearly sees the linear cost of increased variance for the CRPS and the logarithmic cost
of increased variance for the SCRPS and the log-score. The bottom row displays the difference
between the score and the entropy. Here it is interesting to note that the variability of the term
increases as a function of the volatility for CRPS, whereas the standardized score has the same
distribution regardless of the variance. Of general interest is also that it is hard to see a difference
between the SCRPS and the log score.
Appendix C. Proofs
C.1. Proofs of the results regarding the scale function. In order to prove Proposition 2
and Proposition 3, we need the following lemmas.
Lemma 1. Let α ∈ (0, 2] and c ∈ [0,∞] and define gc(x, y) = I(|x− y| < c)|x− y|α. Let Q and
P be probability measures and EP[|X|α] <∞. Then we have
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(1) If Assumption 1.i holds for P then for σ > 0
∇θEPθ,Q[gc(X,Y )] = −σ−1EP,Q
[
gc(σX + µ, Y )
[
Φ′(X)
Φ′(X)X + 1
]]
. (9)
(2) If Assumption 1.i-ii holds for P then for σ > 0
∇2θEPθ,Q[gc(X,Y )] =σ−2EP,Q [gc(σX + µ, Y )H(X)] , (10)
where
H(X) =
[
Φ′(X)
Φ′(X)X + 1
] [
Φ′(X)
Φ′(X)X + 1
]T
+
[
Φ′′(X) Φ′′(X)X + Φ′(X)
Φ′′(X)X + Φ′(X) Φ′′(X)X2 + 2Φ′(X)X + 1
]
.
(3) If Assumption 1.i-ii holds for P and we apply the gradient to both arguments of EPθ,Pθ [gc(X,Y )],
we get
σα−2EP,P
[
g(X,Y )I
(
|x− y| < c
σ
)[ Φ′(X)
Φ′(X)X + 1
] [
Φ′(Y )
Φ′(Y )Y + 1
]T]
. (11)
Proof. To show (a), we start by considering the derivative with respect to σ. Using the mean
value theorem, we have
∂
∂ σ
EPθ,Q[gc(X,Y )] = lim
h→0
1
h
∫ ∫
gc(x, y)
(
1
σ + h
p
(
x− µ
σ + h
)
− 1
σ
p
(
x− µ
σ
))
dxQ(dy)
= lim
h→0
∫ ∫
gc(x, y)
d
dσ
1
σ
p
(
x− µ
σ
)∣∣∣∣
σ=σ+h∗
dxQ(dy)
for some h∗ ∈ (0, h). Evaluating the derivative and using the variable transformation x˜ = x−µσ
we get that the this expression equals
lim
h∗→0
−
∫ ∫
gc((σ + h
∗)x˜+ µ, y)
1
σ + h∗
(Φ′(x˜)x˜+ 1) p(x˜)dx˜Q(dy). (12)
Now since gc(x, y) ≤ g(x, y) which is a negative definite kernel it follows that (by the same
argument as that used in the proof of Theorem 2)
gc((σ + h
∗)x˜+ µ, y) ≤ C ((σ + h∗)α|x˜|α + |µ|α + |y|α)
for some C > 0. Combining this bound with Assumption 1 shows that the integral in (12)
for each h∗ can be bounded by an integrable function. Thus, using the dominated convergence
theorem we can move the limit into the integral, which gives that
∂
∂ σ
EPθ,Q[gc(X,Y )] = −σ−1EP,Q [gc(σX + µ, Y )(Φ′(X)X + 1)] .
The corresponding expression for the derivative with respect to µ can be shown by the same
reasoning. Also the expressions in (b) and (c) are shown in the same way, by differentiating
twice and using the argument above. For brevity, we omit these calculations. 
Proof of Proposition 2 and Proposition 3. By Lemma 1 and the fundamental theorem of calcu-
lus, we have
S
(
Qθ+tσr(θ),Q
)− S (Qθ,Q) = ∫ 1
0
d
dλ
S
(
Qθ+λtσr(θ),Q
)
dλ
=
∫ 1
0
tσ∇θS (Qθ,Q)T r(θ) + λt2σ2r(θ)T∇2θS (Qθ,Q) r(θ) + o(t2)dλ
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= tσ∇θS (Qθ,Q)T r(θ) + t
2σ2
2
r(θ)T∇2θS (Qθ,Q) r(θ) + o(t2).
Using that S is a proper scoring rule, we have that ∇θS (Qθ,Q) |Q=Qθ = 0. Thus,
S˜
(
Qθ+tσr(θ),Qθ
)− S˜ (Qθ,Qθ) = t2 ∫ r(θ)T s(θ)r(θ)dpi(θ) + o(t2),
where
s(θ) =
σ2
2
∇2θS (Qθ,Q) |Q=Qθ .
Finally, using (10) with Q = Qθ gives the desired result. 
Proposition 1 is proved in a very similar way.
Proof of Proposition 1. Given that ∇2θS (Qθ,Q) |Q=Qθ exists and is continuous, the fundamental
theorem of calculus in combination with the same argument as in the proof of Proposition 2
gives that
S˜
(
Qθ+tσr(θ),Qθ
)− S˜ (Qθ,Qθ) = t2σ2
2
∫
r(θ)T∇2θS (Qθ,Q) |Q=Qθr(θ)dpi(θ) + o(t2).
That ∇2θS (Qθ,Q) |Q=Qθ exists and is continuous follows from Assumption 1, and from classical
results in likelihood theory (see, e.g., Lehmann, 1983) we have that
∇2θS(Qθ,Q)
∣∣
Q=Qθ = ∇
2
θEQ[qθ(X)]
∣∣
Q=Qθ =
1
σ2
HQ
for some 2× 2 matrix HQ independent of µ and σ. 
To prove Proposition 4, we need the following two lemmas.
Lemma 2. Define g(x, y) = |x− y|α for α ∈ (0, 2] and let P be a probability measure satisfying
EP[|X|α] <∞. Then
∇θEPθ,Pθ [g(X,Y )] = −ασα−1EP,P[g(X,Y )]
[
0
1
]
(13)
and
∇2θEPθ,Pθ [g(X,Y )] = α(α− 1)σα−2EP,P[g(X,Y )]
[
0 0
0 1
]
. (14)
Proof. Note that
EPθ,Pθ [g(X,Y )] = EP,P[g(µ+ σX, µ+ σY )] = σ
αEP,P[g(X,Y )].
Differentiating this expression with respect to µ and σ gives the result. 
Lemma 3. Let P be a probability measure satisfying Assumption 1.i-ii for α ∈ (0, 2], with
EP[|X|α] < ∞. If g(x, y) = |x − y|α then Hessian with respect to the first argument of the
standardized kernel scoring rule at Q = Pθ is
∇2θS−
1
2 log(x)
g (Pθ,Q)
∣∣∣
Q=Pθ
= σ−2HP
where HP is a 2× 2 matrix independent of µ and σ.
Proof. To simplify the writing, we introduce the notation
EP,Q = EPθ,Q[g(X,Y )],
EP˙ ,Q = ∇θEPθ,Q[g(X,Y )]
EQ,P˙ = ∇θEQ,Pθ [g(X,Y )].
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Now, straightforward calculations give that
∇θ 1
2
log(EP,P ) =
1
EP,P
EP˙ ,P ,
∇2θ
1
2
log(EP,P ) = − 2
E2P,P
EP˙ ,PE
T
P˙ ,P
+
1
EP,P
EP˙ ,P˙ +
1
EP,P
EP¨ ,P ,
and
∇θ EP,Q
EP,P
=
1
EP,P
EP˙ ,Q −
2EP,Q
E2P,P
EP˙ ,P ,
∇2θ
EP,Q
EP,P
=− 2
E2P,P
EP˙ ,QE
T
P˙ ,P
− 2
E2P,P
EP,QE
T
P˙ ,P
− 2EP,Q
E2P,P
EP˙ ,P˙ +
23EP,Q
E3P,P
EP˙ ,PE
T
P˙ ,P
+
1
EP,P
EP¨ ,Q −
2EP,Q
E2P,P
EP¨ ,P .
Evaluating the last term at Q = P gives
∇2θ
EP,Q
EP,P
∣∣∣∣
Q=P
=− 2
EP,P
EP˙ ,P˙ +
4
E2P,P
EP˙ ,PE
T
P˙ ,P
− 1
EP,P
EP¨ ,P .
Putting it all together gives:
∇2θ
(
S
− 12 log(x)
g (Pθ,Q)
)∣∣∣
Q=Pθ
=
1
EP,P
EP˙ ,P˙ −
2
E2P,P
EP˙ ,PE
T
P˙ ,P
.
Note that EP˙ ,P˙ is given by (11) with c =∞, hence
∇2θ
(
S
− 12 log(x)
g (Pθ,Q)
)∣∣∣
Q=Pθ
= σ−2HP.

Proof of Proposition 4. Repeating the arguments in the proof of Proposition 2 gives that
S˜
(
Qθ+tσr(θ),Qθ
)− S˜ (Qθ,Qθ) = t2 ∫ r(θ)T s(θ)r(θ)dpi(θ) + o(t2),
where
s(θ) =
σ2
2
∇2θS (Qθ,Q) |Q=Qθ .
From Lemma 3, it follows that
∇2θS(Qθ,Q)‖Q=Qθ =
1
σ2
HQ
for some 2× 2 matrix HQ independent of µ and σ. 
C.2. Proofs of the other results in the article.
Proof of Theorem 2. We will show that the first term in (4) is finite and that the second term
decays as −||y||α when y →∞. For x, y ∈ Ω we have, by definition of a negative definite kernel,
that
2c1c2g(x, y) ≤ −c21g(y, y)− c22g(x, x)− c20g(0, 0)− 2c2c0g(y, 0)− 2c1c0g(x, 0) (15)
for any triplet c1, c2 and c0 such that c1 + c2 + c0 = 0. Choose c1 > 0, c2 > 0 and c0 < 0, then
(15) can be reformulated as
g(x, y) ≤ C0 + C1g0(‖x‖) + C2g0(‖y‖),
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where C0 < 0, C1 > 0, and C2 > 0. Taking expectation over the inequalities with respect to
P × P together with EP[g0(||X||)] < ∞ shows that EP,P [g(X,Y )] is finite. Now instead choose
c1 < 0, c2 > 0 and c0 > 0, then (15) can be reformulated as
g(x, y) ≥ C˜0 + C˜1g0(‖x‖) + C˜2g0(‖y‖),
where C˜0 > 0, C˜1 < 0 and C˜2 > 0. Since g0(‖x‖) ∼ ||x||α and EP[g0(X)] < ∞ it follows that
EP,Q [g(X, y)] ∼ ||y||α. 
The proof of Theorem 4 is almost identical to Theorem 2 and hence omitted.
Proof of Theorem 3. For two measures P and Q in P, we need to establish that Shg (Q,Q) ≥
Shg (P,Q). By Theorem 2.1 in (Berg et al., 1984, p. 235) we have
EP,Q [g(X,Y )] ≥ 1
2
(EP,P [g(X,Y )] + EQ,Q [g(X,Y )]) .
Using this result and that h′ (EP,P [g(X,Y )]) < 0 it follows that
2h′ (EP,P [g(X,Y )]) (EP,Q [g(X,Y )] −EP,P [g(X,Y )]) ≤
h′ (EP,P [g(X,Y )]) (EQ,Q [g(X,Y )]− EP,P [g(X,Y )]) .
With this result and the fact that h is convex, we get
Shg (P,Q) ≤ h (EP,P [g(X,Y )]) + h′ (EP,P [g(X,Y )]) (EQ,Q [g(X,Y )]− EP,P [g(X,Y )])
≤ h (EQ,Q [g(X,Y )]) = Shg (Q,Q).

Proof of Theorem 5. Let Q and P be probability measures from P. Since S is a proper scoring
rule, we have
StransS (P,Q) =
S(P,Q)
|S(P,P)| − log(|S(P,P)|) ≤
S(Q,Q)
|S(P,P)| − log(|S(P,P)|).
Since for c < 0 the function cx − log(x) attains its maximum value at x = −c if follows that
S(Q,Q)
|S(P,P)| − log(|S(P,P)|) ≤
S(Q,Q)
|S(Q,Q)| − log(|S(Q,Q)|) = S
trans
S (Q,Q).

C.3. Proofs of the results in Appendix A.
Proof of Proposition 5. Using the definition of the scaled CRPS in (6), with g(x, y) = |x − y|,
together with (8) gives the desired formula for SCRPS
Ssta1 (N(µˆ, σˆ
2), y) = −2σˆϕ((µˆ− y)/σˆ) + (µˆ− y)(2Φ((µˆ− y)/σˆ)− 1)
2σˆ/
√
pi
− 1
2
log
(
2σˆ√
pi
)
= −√piϕ
(
µˆ− y
σˆ
)
−
√
pi(µˆ− y)
2σˆ
(
2Φ
(
µˆ− y
σˆ
)
− 1
)
− 1
2
log
(
2σˆ√
pi
)
.
To get the result for the robust scores, note that if X ∼ N(µ, σ2), then∫ b
a
xpiX(x)dx = σ
(
ϕ
(
a− µ
σ
)
− ϕ
(
b− µ
σ
))
+ µ
(
Φ
(
b− µ
σ
)
− Φ
(
a− µ
σ
))
. (16)
Further, with gc(x) = 1(|x| < c)|x|+ c1(|x| ≥ c) we have
E(µ, σ, c) := E[gc(X)] = c(P(X ≤ −c) + P(X ≥ c)) +
∫ c
−c
|x|piX(x)dx := cA+B.
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Here A = Φ
(−c−µ
σ
)
+ Φ
(
µ−c
σ
)
, and using (16) we get
B = −
∫ 0
−c
xpiX(x)dx+
∫ c
0
xpiX(x)dx
= σ
(
2ϕ
(−µ
σ
)
− ϕ
(
c− µ
σ
)
− ϕ
(−c− µ
σ
))
+ µ
(
Φ
(
c− µ
σ
)
+ Φ
(−c− µ
σ
)
− 2Φ
(−µ
σ
))
.
Thus,
cA+B = µ+ σ
(
2ϕ
(−µ
σ
)
− ϕ
(
c− µ
σ
)
− ϕ
(−c− µ
σ
))
+ (c− µ)Φ
(
µ− c
σ
)
− 2µΦ
(−µ
σ
)
+ (µ+ c)Φ
(−c− µ
σ
)
.
Now, with X ∼ N(0, 2σˆ2) and Xy ∼ N(µˆ− y, σˆ2), we have
Sker1,c (N(µˆ, σˆ
2), y) =
1
2
E[gc(Xy)]− 1
2
E[gc(X)] =
1
2
E(0,
√
2σˆ, c)− E(µˆ− y, σˆ, c),
Ssta1,c (N(µˆ, σˆ
2), y) = −E[gc(Xy)]
E[gc(X)]
− 1
2
log(E[gc(X)])
= −E(µˆ− y, σˆ, c)
E(0,
√
2σˆ, c)
− 1
2
log(E(0,
√
2σˆ, c)).

Proof of Proposition 6. To derive the expected value of the CRPS, we note that if X ∼ N(µ, σ),
then
E[ϕ(X)] =
1√
σ2 + 1
ϕ
(
µ√
σ2 + 1
)
, E[Φ(X)] = Φ
(
µ√
1 + σ2
)
.
It is furthermore easy to show that E[XΦ(X)] = µE[Φ(X)] + σ2E[ϕ(X)]. Define µ˜ = (µ− µˆ)/σˆ
and σ˜ = σ/σˆ, and let Y˜ ∼ N(µ˜, σ˜2), then
E[ϕ(Y˜ )] =
σˆ
σd
ϕ
(
µd
σd
)
, E[Φ(Y˜ )] = Φ
(
µd
σd
)
.
Thus,
EN(µ,σ2)[S
ker
1 (N(µˆ, σˆ
2), y)] = σˆ
(
1√
pi
− 2E[ϕ(Y˜ )]− 2E[Y˜ Φ(Y˜ )] + E[Y˜ ]
)
= σˆ
(
1√
pi
− 2E(ϕ[Y˜ )]− 2µ˜E[Φ(Y˜ )]− 2σ˜2E[ϕ(Y˜ )] + µ˜
)
= σˆ
(
1√
pi
− 2(1 + σ˜2)E(ϕ(Y˜ ))− 2µ˜E[Φ(Y˜ )] + µ˜
)
= σˆ
(
1√
pi
− 2(1 + σ˜2) σˆ
σd
ϕ
(
µd
σd
)
− 2µ˜Φ
(
µd
σd
)
+ µ˜
)
=
σˆ√
pi
− 2σdϕ
(
µd
σd
)
− 2µdΦ
(
µd
σd
)
+ µd.
For the scaled CRPS, similar calculations give
EN(µ,σ2)[S
sta
1 (N(µˆ, σˆ
2), y)] = −√piE[ϕ(−Y˜ )] +
√
pi
2
(2E[Y˜ Φ(−Y˜ )] + E[Y˜ ])− 1
2
log
(
2σˆ√
pi
)
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= −√piE[ϕ(Y˜ )] +
√
pi
2
E(Y˜ )−√piE[Y˜ Φ(Y˜ )])− 1
2
log
(
2σˆ√
pi
)
= −
√
pi
σˆ
(
σdϕ
(
µd
σd
)
− µd
2
+ µdΦ
(
µd
σd
))
− 1
2
log
(
2σˆ√
pi
)
.
To compute the robust scores, it is enough to compute
E(µ, σ, µˆ, σˆ, c) := EN(µ,σ2)[E(µˆ− y, σˆ, c)].
Let Y˜1 ∼ N(−(µd − c)/σˆ, σ˜2), Y˜2 ∼ N(µd/σˆ, σ˜2), and Y˜3 ∼ N((µd − c)/σˆ, σ˜2), then
EN(µ,σ2)[E(µ− y, σ, c)] =− µd + 2σˆ(E[ϕ(Y˜2]) + E[Y˜2Φ(Y˜2)])− σˆ(E[ϕ(Y˜1)] + E[Y˜1Φ(Y˜1)]).
Evaluating the expectations and simplifying gives
EN(µ,σ2)[E(µ− y, σ, c)] =− µd + σ
(
2ϕ
(
µd
σd
)
− ϕ
(
c− µd
σd
)
− ϕ
(
c+ µd
σd
))
+ (c− µd)Φ
(
µd − c
σd
)
+ 2µdΦ
(
µd
σd
)
+ (µd + c)Φ
(−c− µd
σd
)
= E(µd, σd, c).

