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This paper describes the dynamics of a quantum two-level system (qubit) under the influence of an
environment modeled by an ensemble of random matrices. In distinction to earlier work, we consider
here separable couplings and focus on a regime where the decoherence time is of the same order
of magnitude than the environmental Heisenberg time. We derive an analytical expression in the
linear response approximation, and study its accuracy by comparison with numerical simulations.
We discuss a series of unusual properties, such as purity oscillations, strong signatures of spectral
correlations (in the environment Hamiltonian), memory effects and symmetry breaking equilibrium
states.
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I. INTRODUCTION
The general idea of random matrix environments con-
sists in formulating the dynamics of an open quantum
system (henceforth called the “central system”) in terms
of the reduced dynamics of a Hamiltonian system which
consists of central system and environment. The inten-
tion is to use techniques from random matrix theory
(RMT) to integrate out the dynamics in the environ-
ment, such that from a computational point of view, one
only needs to deal with the degrees of freedom of the
central system. Since their introduction in Ref. [1], such
RMT formulations have received more and more atten-
tion. As a result, a variety of different models have been
proposed. Some studies have been concentrating on the
strong coupling regime [2–4]. A generic RMT coupling
with finite coupling strength was discussed in [5]. In all
these cases decoherence has been discussed principally in
terms of the mean purity, averaged over the RMT ensem-
ble. Instead, in [6] and [7] the average density matrix was
calculated. Somewhat different models based on random
matrices are given in [8–12]
In the present paper we wish to present a more de-
tailed discussion, expanding the coupling into separable
terms, of which, up to now only the dephasing term has
been considered explicitly. Only in this case, the problem
can be reduced to a fidelity problem in the near environ-
ment [13, 14]. Our RMT model may be compared to the
master equation for resonance fluorescence [15], or to the
Jaynes-Cummings model [16], where a two-level system
is coupled to a single harmonic oscillator mode. When
compared to the first, the important difference lies in the
fact that we have a finite level spacing and assume the
decoherence time to be of the order of the environmen-
tal Heisenberg time. When compared to the second, the
difference is, that we assume a complicated many-body
environment about which we know little, essentially with
properties similar to those assumed for the nucleus by
Wigner [17]. In this spirit the random matrix environ-
ment can be considered as the representation of maximal
ignorance about this environment [18]. Alternatively, we
may consider the RMT environment as a model for a
chaotic system as considered in [19, 20], which happens
to serve as the environment for a two level system. In-
terestingly, Ref. [21] reports the experimental realization
of a possibly suitable quantum chaotic system.
Our model with separable but otherwise random cou-
pling shows strikingly different and unusual phenomena,
depending on the term we use: (i) It can show a strong
sensitivity to spectral correlations, which according to
the quantum chaos hypothesis [19, 20, 22] may allow to
distinguish chaotic and integrable environments, on the
basis of the decoherence process. (ii) In spite of the fact
that our model defines a unital quantum map [23] for the
qubit, it may lead to purity oscillations. (iii) Our model
shows an intriguing case of symmetry breaking by the sta-
tionary states, as well as memory effects. Some of these
properties may be related to different signatures of quan-
tum non-Markovianity, introduced recently [4, 24, 25].
The paper is organized as follows: In Sec. II we intro-
duce our model of an RMT environment with separable
coupling, apply the linear response approximation and
perform the averages over the random matrices. Sec. III
specializes the model to the case of a single qubit as
the central system. In Sec. IV we present our numeri-
cal simulations, the comparison with the linear response
approximation, and discuss the very particular features
for different separable couplings. In Sec. V we present
our conclusions. Various integrals related to the ensem-
ble averages within the linear response approximation are
calculated in the appendix.
2II. GENERAL MODEL
The full Hilbert space Hc ⊗ He is divided into the
Hilbert space of the central system Hc and that of the
environment He. We assume that the dynamics in the
whole Hilbert space is unitary, governed by the Hamilto-
nian
Hλ = H0 + λV , H0 = Hc ⊗ 1 + 1 ⊗He , (1)
where the real and non negative parameter λ denotes the
strength of the coupling between the central system Hc
and the environment He. For definiteness, we assume
H0 and λ to have units of energy, while the perturba-
tion V itself is dimensionless. We measure time tph in
units of h¯/d0 = 2π tH where tH is the Heisenberg time
of the environment and d0 is the average level spacing
in the spectrum of He. In terms of the dimensionless
time t = tphd0/h¯, the evolution operator may be writ-
ten as U(t) = exp[−iHλt/d0]. In order to complete the
change to dimensionless quantities, we choose λ = d0 µ,
Hc = d0 hc and He = d0 he such that
Hλ = d0 hµ , hµ = h0 + µ V . (2)
Hence, U(t) = exp[−ihµ t], and h0 = hc ⊗ 1 + 1 ⊗ he. In
contrast to earlier work [5, 6], the coupling operator V is
now assumed to be separable:
V = vc ⊗ Ve , (3)
where Ve is a randommatrix chosen from one of the Gaus-
sian invariant ensembles [26]. In what follows, we may
want to distinguish the case where vc commutes with hc
(dephasing coupling [13, 14]) and the case where it does
not commute.
At a first stage, we follow [6] in order to calculate the
density matrix of the central system
̺c(t) = tre
[
e−ihµt ̺0 e
ihµt
]
, ̺0 = ̺c ⊗ ̺e . (4)
This yields still without any approximation (for details
see Sec. 2 of [6])
̺c(t) = uc ˜̺c(t) u
†
c , ˜̺c(t) = tre
[
̺M (t)
]
, (5)
where ̺M (t) stands for the density operator in the inter-
action picture:
̺M (t) =Mµ(t) ̺0 Mµ(t)
† , Mµ(t) = e
ih0 t e−ihµ t .
(6)
In the following sections, we introduce the linear response
approximation, where we will be able to perform the av-
erages over the random matrices in ̺M (t).
A. Linear response approximation
In order to apply linear response theory, we develop
Mµ(t) into its Dyson series, and consider terms up to
second order in µ. This yields
˜̺c(t) = ̺c−µ2 tre
[
J(t) ̺0+̺0 J(t)
†+I(t) ̺0 I(t)
]
, (7)
where
I(t) =
∫ t
0
ds V˜ (s) , J(t) =
∫ t
0
ds
∫ s
0
ds′ V˜ (s) V˜ (s′) .
(8)
Due to the separability of V , we find for its representation
in the interaction picture
V˜ (t) = eihc t ⊗ eihe t vc ⊗ Ve e−ihc t ⊗ e−ihe t
= u†c vc uc ⊗ u†e Ve ue = v˜c(t) ⊗ V˜e(t) . (9)
B. Random matrix averages
Our model contains two random matrices, the coupling
matrix Ve (with matrix elements Vjl) and the environ-
ment Hamiltonian he. In this section we consider the case
where Ve is chosen from the Gaussian unitary ensemble
(GUE) and the Gaussian orthogonal ensemble (GOE),
while for he, we only assume that it can be diagonalized
leaving the respective ensemble invariant. Under such
conditions we can arrive at a very compact expression
for the average reduced state 〈̺c(t)〉. Note however that
later on we will restrict ourselves to the GUE.
To obtain the ensemble average of the reduced state
〈̺c(t)〉, we first perform the average over Ve and later that
over he. In view of Eq. (7), we divide that calculation
in two parts, the calculation of 〈J(t)〉 and 〈I(t) ̺0 I(t)〉,
respectively.
〈J(t)〉 =
∫ t
0
ds
∫ s
0
ds′ v˜c(s)v˜c(s
′)
⊗
〈∑
jln
|j〉 ei(Ej−El)s Vjl ei(El−En)s
′
Vln 〈n|
〉
=
∫ t
0
ds
∫ s
0
ds′ v˜c(s) v˜c(s
′)
⊗
∑
jln
|j〉 ei(Ej−El)s δjn ei(El−En)s
′ 〈n| . (10)
The term δjlδln = δjnδln is present in the GOE case
(β = 1), but absent in the GUE case (β = 2). Therefore,
〈J(t)〉 =
∫ t
0
ds
∫ s
0
ds′ v˜c(s)v˜c(s
′)
⊗
∑
n
|n〉〈n|
(
3− β +∑l 6=n ei(En−El)(s−s′))
=
∫ t
0
ds
∫ s
0
ds′ c(s− s′) v˜c(s)v˜c(s′)⊗ 1 , (11)
where β is the so called Dyson parameter, and
c(t) = 3− β + δ
(
t
2π
)
− b2
(
t
2π
)
. (12)
The calculation presented here is completely analogous
to the one in Ref. [27], where we worked out the lin-
ear response result for fidelity decay in a similar RMT
3model. The function b2(t) is the so called two-point form
factor [26]. For the average over the second term we find
〈I(t) ̺0 I(t)〉 =
∫ t
0
ds
∫ t
0
ds′ v˜(s) ̺c v˜(s
′)
∑
jln
eiEj(s−s
′)
× (δln + δjnδlj) e−i(Els−Ens
′) ̺eln , (13)
where we have used that ̺0 is separable: ̺0 = ̺c ⊗ ̺e.
Since δln + δjnδlj = δln(1 + δjn), we obtain
〈I(t) ̺0 I(t)〉 =
∫ t
0
ds
∫ t
0
ds′ v˜(s) ̺c v˜(s
′)
×
∑
jn
ei(Ej−En)(s−s
′) (1 + δjn) ̺
e
nn (14)
in the GOE case, and
〈I(t) ̺0 I(t)〉 =
∫ t
0
ds
∫ t
0
ds′ v˜(s) ̺c v˜(s
′)
×
[
3− β +∑n ̺enn∑j 6=n ei(Ej−En)(s−s′)]
=
∫ t
0
ds
∫ t
0
ds′ c(s− s′) v˜(s) ̺c v˜(s′) . (15)
in general. With both results, we obtain:
˜̺c(t) = ̺c (16)
− µ2
∫ t
0
ds
∫ s
0
ds′ c(s− s′) [ v˜c(s) , [v˜c(s′), ̺c] ] .
III. SINGLE QUBIT CENTRAL SYSTEM
For a general two level system as central system, we
may assume without restriction that hc is given by
hc =
∆
2
σz , (17)
with ∆ being the energy difference between the two eigen
states of the qubit, measured in units of the mean level
spacing d0 in the environment; cf. Eq. (2). The matrix
σz is one of the three Pauli matrices [23]
σx =
(
0 1
1 0
)
, σy=
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
.
(18)
We consider the single qubit coupled to a large envi-
ronment via a separable coupling, where the qubit-part
of the coupling either commutes with the system part
(vc = σz) or not. The former case is called “dephasing
coupling” [13, 14], while in the latter case, we choose
vc = σx (this is equivalent to any linear combination of
σx and σy). Note that we can obtain the general RMT
Hamiltonian for the central system as a random linear
combination of these terms.
A. Dephasing coupling, vc = σz
In this case, the evolution in the environment only de-
pends parametrically on the state of the central system
(dephasing situation) [13, 14]. That allows one to find
an exact analytical expression for the RMT average of
the reduced dynamics in terms of fidelity decay [28, 29].
In this section, we nevertheless use the linear response
approximation. This allows us to make contact with fi-
delity calculation in Ref. [27], and it serves us as a test
case, before embarking on the case vc = σx, which is at
the center of our interest.
For vc = σz , we find for the coupling operator in the
interaction picture:
vc =
(
1 0
0 −1
)
, v˜c(s) = v˜c(s
′) =
(
1 0
0 −1
)
. (19)
In order to evaluate the linear response expression in
Eq. (16), we need the commutators
[v˜c(s
′) , ̺c] =
(
1 0
0 −1
)(
a b∗
b c
)
−
(
a b∗
b c
)(
1 0
0 −1
)
=
(
0 2b∗
−2b 0
)
, (20)
and
[v˜c(s) , . . . ] =
(
1 0
0 −1
)(
0 2b∗
−2b 0
)
−
(
0 2b∗
−2b 0
)(
1 0
0 −1
)
=
(
0 4b∗
4b 0
)
, (21)
where we introduced the notation “. . .” on the left side
to denote [v˜c(s
′) , ̺c]. As expected in this “dephasing”
case, only the off-diagonal elements of the central sys-
tem’s density matrix are affected.
If the initial state is an eigenstate of σz , then there is
no evolution at all. On the other hand, for a pure state
in the (x, y)-plane of the Bloch sphere (for the sake of
definiteness, we choose the symmetric eigenstate of σx),
we obtain
|ψ〉 = 1√
2
( |0〉+ |1〉 ) , ̺c = |ψ〉〈ψ| = 1
2
(
1 1
1 1
)
, (22)
such that a = b = c = 1/2. Therefore:
〈 ˜̺21c (t)〉 =
1
2
− µ2
∫ t
0
ds
∫ s
0
ds′ c(s− s′) 2
=
1
2
[
1− 4µ2 Cfid(t)
]
. (23)
The function Cfid(t) is evaluated in App. 1 with the re-
sult:
Cfid(t) =
{
πt+ t3/(12π) : t < 2π ,
t2/2 + 2π2/3 : t > 2π ,
(24)
in agreement with the general result in Ref. [27].
4B. Non-commuting coupling, vc = σx
In general, the coupling operator vc may be written
as a linear combination of the Pauli matrices, defined in
Eq. (18). Since we have analyzed the case, where vc com-
mutes with the system Hamiltonian, we are now looking
for cases where vc does not commute. In fact, we would
like to avoid that the coupling operators has any com-
muting component. This restricts vc to a linear com-
bination of σx and σy . Since the only other non-trivial
central system operator in the Hamiltonian is σz, we may
choose vc = σx without restricting generality. Hence, the
dynamics in our model only depends on the initial state
̺c of the qubit, i.e. its orientation in the Bloch sphere,
with respect to the system Hamiltonian σz and the cou-
pling operator σx. The linear response calculation then
gives:
v˜c(s
′) =
(
ei∆s
′/2 0
0 e−i∆s
′/2
)(
0 1
1 0
)(
e−i∆s
′/2 0
0 ei∆s
′/2
)
,
(25)
which results in
v˜c(s
′) =
(
0 κ1
κ∗1 0
)
, v˜c(s) =
(
0 κ2
κ∗2 0
)
, (26)
where κ1 = e
i∆s′ , and κ2 = e
i∆s. For the commutators
we then obtain:
[v˜c(s
′) , ̺c] =
(
κ1b− κ∗1b∗ −κ1(a− c)
κ∗1(a− c) −(κ1b− κ∗1b∗)
)
=
(
Q −κ1R
κ∗1 R −Q
)
, (27)
where Q = κ1b − κ∗1b∗ and R = a− c. Finally:
[v˜c(s) , . . . ] =
(
0 κ2
κ∗2 0
)(
Q −κ1R
κ∗1R −Q
)
−
(
Q −κ1R
κ∗1 R −Q
)(
0 κ2
κ∗2 0
)
=
(
(κ1κ
∗
2 + κ
∗
1κ2)R −2κ2Q
2κ∗2Q −(κ1κ∗2 + κ∗1κ2)R
)
. (28)
In what follows, we derive explicit expressions for the
matrix elements of the reduced quantum state, for dif-
ferent initial states, first for eigenstates of σx (the cou-
pling operator), then for eigenstates of σy, and finally for
eigenstates of σz (the central system operator).
1. Eigenstates of the coupling operator σx
For definiteness, we consider the initial state ̺c to be
the eigenstate of σx with eigenvalue +1. This implies
that a = b = c = 1/2, Q = (κ1 − κ∗1)/2 = i sin(∆s′) and
R = 0. Therefore, Eq. (28) yields
[v˜c(s) , . . . ] = 2i sin(∆s
′)
(
0 −ei∆ s
e−i∆ s 0
)
. (29)
Thus, in the present case, we have again a dephasing
situation. While the diagonal elements of the average
density matrix remain constant, the off-diagonal element
becomes
〈 ˜̺21c (t)〉 =
1
2
− 2i µ2
∫ t
0
ds e−i∆ s
∫ s
0
ds′ c(s− s′) sin(∆s′)
=
1
2
[
1− 4µ2 Cx(t)
]
, (30)
with the change of variable s′ → u = s− s′ the function
Cx(t) becomes
Cx(t) = i
∫ t
0
du c(u)
∫ t
u
ds e−i∆ s sin [∆(s− u)] (31)
is again evaluated in App. with the result given in the
Eqs. (A.6) and (A.7).
2. Eigenstates of σy
We choose the eigenstate |ψ〉 = (|0〉+ i |1〉)/√2 which
has eigenvalue +1. Then
̺c =
1
2
(
1 −i
i 1
)
(32)
such that Q = i (κ1 + κ
∗
1)/2 and R = 0. Hence
[v˜c(σ) , . . . ] =
(
0 −iκ2 (κ1 + κ∗1)
iκ∗2 (κ1 + κ
∗
1) 0
)
= 2i cos(∆s′)
(
0 −ei∆ s
e−i∆ s 0
)
. (33)
The result is quite similar to the σx eigenstate case. The
diagonal elements of the average density matrix remain
again constant, while the non-diagonal element becomes
〈 ˜̺21c (t)〉 =
i
2
[
1− 4µ2 Cy(t)
]
, (34)
where
Cy(t) =
∫ t
0
du c(u)
∫ t
u
ds e−i∆ s cos[∆(s− u)] . (35)
The expression for Cy(t) differs from that for Cx(t) in
Eq. (31) only in as much as the sine function in Eq. (31)
is replaced here by the cosine function. The result of
the evaluation of the integrals is given in Eqs. (A.11)
and (A.12).
3. Eigenstates of the system Hamiltonian σz.
For definiteness, we again choose the eigenstate corre-
sponding to the eigenvalue +1. Thus, the initial state is
given by the density matrix
̺c = |0〉〈0| , a = 1 , b = c = 0 , Q = 0 , R = 1 .
(36)
5Therefore, we have
[v˜c(s) , . . . ] = 2 cos [∆(s− s′)]
(
1 0
0 −1
)
. (37)
This means that the non-diagonal elements of the average
density matrix will remain zero, while
〈 ˜̺11c (t)〉 = 1− 2µ2 Cz(t) , (38)
in the same way as above, we do a change of variable
s′ → u = s− s′ which yields
Cz(t) =
∫ t
0
du c(u) cos(∆u) (t− u) (39)
and 〈 ˜̺22c (t)〉 = 1− 〈 ˜̺11c (t)〉. The result of the evaluation
of the integral is given in Eqs. (A.13) and (A.16).
IV. NUMERICAL SIMULATIONS
For the simulation of the reduced dynamics defined in
Eq. (4), we need the random matrices, he and Ve. The
matrix Ve is a GUE matrix normalized such that the
off-diagonal elements have unit variance, while he is a di-
agonal matrix of eigenvalues of a GUE, unfolded to unit
mean level spacing across the full spectral range. The
initial state is a separable pure state, while the environ-
mental part is given by a random state, chosen to be
invariant under arbitrary unitary transformations [30].
From a theoretical point of view this choice is entirely
equivalent to the initial condition ̺e = 1 /Ne. However,
the evolution of a pure state can be obtained from the so-
lution of the corresponding Schro¨dinger equation, while a
mixed initial state would require to solve a von Neumann
equation. The latter is much more time consuming and
therefore impractical. Unless stated otherwise, we choose
Ne = 200 for the dimension of the environment, and for
every simulation we average over nrun = 300 realisations.
We consider the reduced dynamics of the qubit in
the so called universal regime, where the RMT model
is expected to yield similar results as dynamical mod-
els, satisfying the quantum chaos conjecture [20]. That
means that the time scales considered are of the order
of the Heisenberg time (in our units, this is at t = 2π),
more precisely we require N−1e ≪ t/(2π) ≪ Ne. Due to
these restrictions, we choose the coupling strength µ suf-
ficiently weak, such that the decoherence time fulfills the
above inequalities. The reduced dynamics of the qubit
also depends on the level splitting ∆ (in units of d0). In
a standard situation, we expect 1 ≪ ∆ ≪ Ne, meaning
that from the central system point of view, the spectrum
of the environment is both, dense and infinitely large.
However, we will find interesting effects when ∆ is of the
order of one or even smaller.
In the dephasing case (vc = σz), the behavior of the
qubit state is well understood and its dependence on ∆
becomes trivial (cf. Sec. III A). Therefore, we restrict our
numerical analysis to the case vc = σx. In what follows,
we will discuss the general features of the qubit dynam-
ics (in Sec. IVA), the effect of spectral correlations (in
Sec. IVB), the accuracy of the linear response approxi-
mation (in Sec. IVC), and finally some non-trivial results
for the equilibrium state – i.e. the state reached at t→∞
(in Sec. IVD).
Decoherence is measured in terms of purity,
P (t) = tr
[ 〈̺c(t)〉2 ] , (40)
calculated from the average density matrix of the qubit
obtained from averaging over nrun realisations of the re-
duced dynamics defined in Eq. (4).
A. General behavior
In this section, we fix the coupling strength to µ = 0.1
and the level splitting in the qubit Hamiltonian to ∆ = 1.
Following the classification in echo dynamics [31], µ = 0.1
puts us well into the crossover area between the Fermi
golden rule and the perturbative regimes. Also ∆ = 1 is
an intermediate choice. For ∆ ≫ 1 we would expect an
exponential behavior, similar to open systems described
by quantum master equations. By contrast, for ∆ ≪ 1,
it is actually difficult for the central system to couple
to the environment, since the level repulsion reduces the
probability to find transitions which meet the excitation
energy ∆ for the qubit.
The following figures show results for the matrix ele-
ments of the average density matrix 〈̺c(t)〉 of the qubit,
and for the purity P (t), as defined in Eq. (40). As initial
states for the qubit, we choose the symmetric eigenstates
of the Pauli matrices, i.e. those eigenstates which cor-
respond to the eigenvalue +1. Thus, we will show three
cases, one for each Pauli matrix, given in Eq. (18).
a. Eigenstate of σx In Fig. 1 we show simulations
for the reduced dynamics of the qubit where the initial
state is chosen as the symmetric eigenstate of σx. The
results suggest that the evolving qubit state is of the form
〈̺c(t)〉 = 1
2
(
1 z∗(t)
z(t) 1
)
, (41)
which corresponds to a trajectory in the xy plane in the
Bloch sphere. For this reason, we only consider the non-
diagonal element of the qubit state in panel (a) of Fig. 1.
The deviations of the diagonal elements from the value
1/2 are very small and well within the expected statistical
error. The oscillations which can be seen on panel (a),
stem from the central system Hamiltonian, which forces
the qubit to rotate around the z-axis. On panel (b) we
show the purity, which in the present case can be written
as
P (t) =
1 + |z(t)|2
2
. (42)
We checked that the somewhat irregular oscillations
around an apparently exponential decay of |z(t)|2 are
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FIG. 1. (Color online) The reduced dynamics for the sym-
metric eigenstate of σx as initial state, for ∆ = 1 and λ = 0.1
as a function of rescaled time t, where the Heisenberg time is
t = 2π. Numerical simulations (red points) are compared to
the linear response theory (green solid line) and its exponen-
tiated version (blue dashed line). In panel (a) we show the
real part of 〈̺21c (t)〉, in panel (b) the purity of 〈̺c(t)〉.
not of statistical nature. They reflect the dynamics of
the true RMT average of the reduced dynamics.
For the present case, the linear response approxima-
tion yields the expression given in Eqs. (30) and (31),
plotted as a green solid line in Fig. 1. We can see that
at least for short times, the approximation describes the
true evolution very well. For larger times, we see clear
deviations which eventually end up in unphysical behav-
ior. Of course this has to be expected, since the ap-
proximation is based on the truncation of a series expan-
sion. Guided by the success of the “exponentiation” of
the linear response approximation in the case of fidelity
decay [27], we try the same trick here, and apply the
following replacement to Eq. (30):
1− 4µ2 Cx(t) → e−4µ
2 Cx(t) . (43)
We refer to this result as the “exponentiated linear re-
sponse approximation” (ELR for short). It is shown by
blue dashed lines in Fig. 1. The agreement with the nu-
merical simulations is greatly improved, in the behavior
of the coherence 〈̺c(t)〉, panel (a), as well as the purity
P (t), panel (b). A more detailed analysis of the accuracy
of the ELR is provided in Sec. IVC.
b. Eigenstate of σy The simulations shown in Fig. 2
are entirely analogous to those of Fig. 1, except for the
different initial state, which is here a symmetric eigen-
state of σy. The behavior of the average reduced density
matrix is very similar also, and suggests that Eq. (41)
and (42) apply as well. Note however, that panel (a)
of Fig. 2 shows the imaginary part of 〈̺21c (t)〉 and that
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FIG. 2. (Color online) The reduced dynamics for the sym-
metric eigenstate of σy as initial state, for ∆ = 1 and λ = 0.1
as a function of rescaled time, where the Heisenberg time is
at t = 2π. Numerical simulations (red points) are compared
to the linear response theory (green solid line) and its ex-
ponentiated version (blue dashed line). Panel (a) shows the
imaginary part of 〈̺21c (t)〉, and (b) the purity of 〈̺c(t)〉.
the purity in panel (b) shows a slightly different behavior
than in Fig. 1, as can be seen most clearly at very small
times. The accuracy of the linear response approxima-
tion and its exponentiation is again very similar to the
previous case. For the exponentiation we apply the re-
placement 1 − 4µ2 Cy(t) → exp[−4µ2Cy(t)] to Eq. (34).
As can be seen in Fig. 2, the agreement between nu-
merical simulation (red points) and the ELR result (blue
dashed line) is surprisingly good.
c. Eigenstate of σz In Fig. 3, we show simulations
for the reduced dynamics of the qubit, where the initial
state is chosen as |1〉〈1|, the eigenstate of σz correspond-
ing to the eigenvalue +1. The results suggest that the
evolving qubit state is of the form
〈̺c(t)〉 =
(
r(t) 0
0 1− r(t)
)
, (44)
which corresponds to a trajectory restricted to the z-axis
in the Bloch sphere. For this reason, we only consider the
diagonal element 〈̺11c (t)〉 = r(t) in panel (a) of Fig. 3.
The residual fluctuations of the non-diagonal elements
are very small and well within the expected statistical
error. For the purity of the average qubit state, we there-
fore find:
P (t) = r(t)2+[1−r(t)]2 = r2+1+r2−2r = 1−2r(1−r) .
(45)
Even though ∆ and µ have been chosen as in the previous
cases, the qubit state does clearly not tend to the maxi-
mally mixed state as it seemed to be the case before. For
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FIG. 3. (Color online) The reduced dynamics of the qubit for
the symmetric eigenstate of σz as initial state, for ∆ = 1 and
λ = 0.1 as a function of rescaled time t, where the Heisenberg
time is at t = 2π. Numerical simulations (red points) are
compared to the linear response theory (green solid line) and
its exponentiation (blue dashed line). Panel (a) shows the
average diagonal element 〈̺11c (t)〉 and panel (b) the purity of
〈̺c(t)〉.
large times, we rather end up with a finite polarization:
limt→∞ 2r(t)− 1 ≈ 55%.
In the present case, the linear response approximation
(green solid lines) provides a rather unsatisfying descrip-
tion. The agreement with the numerical simulation is
restricted to very small times, and the exponentiation
(blue dashed lines) does not really improve the situation.
For the exponentiation, we apply the replacement
1−2µ2Cz(t)→ b+(1−b) exp[−2µ2/(1−b)Cz(t)] , (46)
to Eq. (38), where the value of b is fitted to the numerical
simulation.
B. Effect of spectral correlations
We saw from the linear response calculation, that the
dynamics of the qubit is affected by the type of corre-
lations present in the spectrum of the Hamiltonian he
describing the dynamics in the environment, namely via
the two-point form factor introduced in Eq. (12). Quite
generally, the effect is such that spectral correlations with
positive two-point function, typical for quantum chaotic
systems, lead to slower decoherence or fidelity decay than
the spectral correlations of typical integrable systems,
where the two-point function tends to be zero [22, 32].
For RMT models, this apparently counterintuitive result
has been observed already in Ref. [27]. For dynamical
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FIG. 4. (Color online) The purity of the average reduced
qubit state, as a function of rescaled time t, for spectra with
GUE correlations (red and blue lines) and without correla-
tions (green and purple lines). For coupling strength and level
splitting, we choose µ = 0.1 and ∆ = 0.25. As initial con-
dition, we consider an eigenstate of σz (red and green lines)
and of σx (blue and purple lines).
systems it has been observed even earlier [33, 34] with
more dramatic effects and a somewhat different semi-
classical explanation.
In our model which is based on unitarily invariant en-
sembles, only spectral correlations are relevant, so that
we expect a possible effect to be largest at times of the
order of the Heisenberg time. This implies that the cou-
pling strength should be such that the decoherence time
is of that size (cross-over regime). We therefore fix the
coupling strength at µ = 0.1. In order to study the ef-
fect of interest, we replaced in the diagonal Hamiltonian
he the unfolded GUE spectrum by independent random
numbers, with the same uniform level density. Similar
RMT ensembles with uncorrelated levels have been in-
troduced in the context of statistical scattering [35, 36].
Fig. 4 shows the purity P (t) as a function of time, for
∆ = 0.25 the initial state being an eigenstate of σz (red
and green lines) and σx (blue and purple lines). In both
cases, the replacement of the GUE eigenvalues with un-
correlated random levels results in a very clear additional
loss of purity. The effect is clearest at times of the or-
der of 4 times the Heisenberg time (t ≈ 25), which is
reasonable in view of the fact that then the resonance
condition ∆t ≈ 2π is fulfilled. Note that the central
system can couple particularly efficiently to the environ-
ment, when the level splitting in the central system is
in resonance with the transition between two levels in
the environment. Comparing the level spacing distribu-
tions for GUE spectra (Wigner surmise) and uncorrelated
spectra (Poisson statistics) [22, 26], we see that the prob-
ability to find levels with a distance ∆ = 0.25 is much
more likely in the latter case. By consequence uncorre-
lated spectra lead to more pronounced decoherence.
We also performed simulations with ∆ = 1. However,
in this case the difference in decoherence between GUE
8and uncorrelated spectra was much smaller. This con-
firms our explanation, since the probability to find levels
with distances close to one, is very similar whether the
spectrum shows level repulsion or not.
C. Accuracy of the linear response approximation
In Ref. [27] it was shown that the exponentiation of
the linear response result yields a uniform approximation,
providing a very accurate description of the fidelity decay
over the whole process. In this section, we study the
accuracy of the linear response expression for the reduced
dynamics of the qubit in the RMT model, as described
in Sec. III B. The present situation is more complicated
than in Ref. [27], since there are now two independent
parameters which determine the dynamics, the coupling
strength µ and the level splitting ∆. In addition, the
object of interest is a two by two density matrix, not just
a single function. In spite of these complications, we have
seen that the ELR may be surprisingly accurate, as for
instance in the case of Fig. 1 and Fig. 2.
For definiteness, we restrict ourselves to the case of
eigenstates of σy as initial states. This has the advan-
tage that the qubit state always tends to the maximally
mixed state in the limit of large times. Thus, it is not
necessary to introduce an additional fit parameter as in
Eq. (46). Note that in Sec. IVD, following below, we
show that eigenstates of σx as initial states in general
lead to stationary states which are not maximally mixed.
In order to quantify the accuracy of the ELR we need
to quantify the similarity between two states as they
evolve in time, the first being obtained from numerical
simulation ̺nsc (t) and the second from the ELR, ̺
ELR
c (t).
For that purpose, we use the trace distance [37, 38], de-
fined as
D[̺nsc (t), ̺
ELR
c (t)] = tr|̺nsc (t)− ̺ELRc (t)| , (47)
where the absolute value |A| of an operator A stands for
|A| =
√
A†A. For a Hermitian matrix A, the trace of |A|
can be calculated conveniently as the sum of absolute val-
ues of the eigenvalues of A. For a two level system, it is
straight forward to verify that the trace distance between
two quantum states is proportional to their Euclidean
distance in the Bloch sphere representation. Finally, in
order to obtain a single number characterizing the sim-
ilarity between two evolutions, we choose the maximum
value of the distance in Eq. (47), taken over the full time
range. This quantity is considered as a function of the
parameters ∆ and µ,
Dmax(∆, µ) = max
t
D[̺nsc (t), ̺
ELR
c (t)] . (48)
In Fig. 5 we illustrate the application of our distance
measure to two test cases, with ∆ = 1 (red solid line) and
∆ = 1.5 (blue dotted line), while µ = 0.25 in both cases.
This is the only figure, where we increase the dimension
of the environment to Ne = 300, in order to suppress
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FIG. 5. (Color online) Trace distance between ̺nsc (t) and
̺ELRc (t), for the initial state being the symmetric eigenstate
of σy and µ = 0.25. Red solid line corresponds to ∆ = 1 and
the blue dotted line to ∆ = 1.5. The inset shows the modulus
squared of the average non-diagonal matrix element of the
qubit state. There, the red triangles (blue squares) and the
red solid line (blue dotted line) correspond to the numerical
simulation and the ELR, respectively.
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FIG. 6. Maximum trace distance between ELR approxima-
tion and numerical simulations as a function of the coupling
strength µ and the energy splitting ∆, for the initial state
being an eigenstate of σy.
residual finite size effects at very small times. It can
be seen that the distance between the ELR approxima-
tion and the numerical simulation is varying strongly over
time, with a general tendency to diminish towards larger
times, where the qubit state approaches the completely
mixed state. The quantity Dmax defined in Eq. (48) will
select the global maximum value of each curve. The inset
of Fig. 5 shows the modulus squared of the non-diagonal
element of the average qubit state. There, we compare
ELR approximations and numerical simulations on an
absolute scale.
In Fig. 6, we quantify the accuracy of the ELR result
9as a uniform approximation over the whole decoherence
process. For that purpose, we present a surface plot of
Dmax(∆, µ), based on 102 different points in the param-
eter space of µ and ∆. We can roughly distinguish two
regions, one, where the ELR approximation works rea-
sonably well, and one where it fails. The latter region can
be located in the rectangle 0 < µ < 0.3 and 0 < ∆ < 0.8,
while everywhere else Dmax is at least smaller than 0.2.
Going away from that rectangular region, either by in-
creasing ∆ (keeping µ fixed), or by increasing µ (keeping
∆ fixed), always results in the reduction of Dmax to very
small values. The slowest decay of the error can be ob-
served for increasing µ at ∆ ≈ 1. However, also there
Dmax becomes ever smaller when µ is further increased
as we checked with additional simulations.
We may explain the success of the ELR approxima-
tion in the different limits as follows: For fixed ∆, when
µ is increased, we arrive at the Fermi golden rule regime,
where the ELR approximation becomes exact. For fixed
µ, where ∆ is increased, the double commutator in
Eq. (16) has the function cos(∆s′) as a common pref-
actor, see Eq. (33), such that the fast oscillations tend to
suppress the s′-integral except for that part of the cor-
relation function c(s − s′) which contains de δ-function.
In this way we arrive again at the Fermi golden rule re-
sult. The fact that the ELR approximation fails in the
limit of small ∆ (for µ <∼ 0.3) and small µ (for ∆ <∼ 1)
suggests, that the ELR approximation is not consistent
with a treatment on the basis of time-independent per-
turbation theory.
D. Symmetry breaking stationary state
In this section, we investigate the stationary states of
our model, 〈̺c(t)〉 in the limit t→∞. For some choices of
the parameters ∆ and µ, the system ends up in different
stationary states, depending on the initial state. In other
words, the system may remain in a given state (if so, this
state would be called stationary) or not depending on the
history of the evolution. This is very clearly a memory
effect and a signature for non-Markovianity [39]. For
the following discussion, the representation of the qubit
states 〈̺c(t)〉 as points in the Bloch sphere will again
prove useful.
Since the system Hamiltonian is proportional to σz,
any qubit state at a finite distance of the z-axis will
experience a torque, which can be computed from the
Ehrenfest theorem. In the absence of any counteracting
force, such a state will start to rotate around the z-axis.
Therefore, one would expect that any stationary state
must be located on the z-axis itself. Our numerical sim-
ulations show that this is not always the case. There are
situations, where the coupling to the RMT environment
breaks the rotational symmetry of the stationary state,
which then settles on the x-axis at a finite distance from
the origin.
For any state, starting out in the yz-plane of the Bloch
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FIG. 7. (Color online) Decoherence process for ∆ = 0.25 and
µ = 0.1 for the initial state being an eigenstate of σx (red
solid curves) and of σy (blue dashed curves). Panel (a): The
trajectory of the average qubit state 〈̺c(t)〉 remains in the xy
plane of the Bloch sphere. Panel (b): Purity as a function of
time for the same cases.
sphere, the average qubit state 〈̺c(t)〉 will finally end
up on the z-axis. As one can see from Fig. 3, starting
out from an eigenstate of σz (this corresponds to either
the South (z = −1) or the North pole (z = 1) on the
Bloch sphere, the evolution of the qubit state is always
restricted to the z-axis, and the stationary state will typ-
ically be found at a finite distance from the origin, which
represents the uniformly mixed state. By contrast, start-
ing out on the y-axis, the evolution of 〈̺c(t)〉 is restricted
to the xy-plane and the stationary state is precisely the
uniformly mixed state, cf. Fig. 2. Because of the linearity
of the mapping ̺c → 〈̺c(t)〉, any state in the yz-plane
will be mapped on the z-axis as t goes to infinity.
It came as a surprise that in the case of a σx eigen-
state as initial state, it is possible that 〈̺c(t)〉 converges
to a state on the x-axis at a finite distance from the ori-
gin. This distance depends on the parameters ∆ and
µ and might be very small, as for instance in Fig. 1.
However, choosing these parameters appropriately, the
distance can be quite notable, as in Fig. 7, panel (a). In
Fig. 7 we analyse the trajectory of the qubit state 〈̺c(t)〉
in the Bloch sphere, for ∆ = 0.25 and µ = 0.1, for an
eigenstate of σx (red solid line) and an eigenstate of σy
(blue dashed line) as initial state. Both trajectories are
restricted to the xy-plane (z = 0), however, while the
blue dashed line converges to the origin of the plane, i.e.
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the completely mixed state, the red solid line clearly con-
verges to a point on the x-axis approximately 0.3 units
away from the origin. In panel (b), we show the purity of
the corresponding two states. While the blue dashed line
decreases with very small undulations towards the limit
value P (t)→ 1/2, the red solid line shows strong oscilla-
tions, and seems to setlle on a value around P (t)→ 0.55.
Note however, that the convergence is extremely slow.
As explained above, the only possibility for such a state
to be a stationary state consists in the cancellation of the
torque applied by the central system Hamiltonian due to
the coupling term. Note however that σx cannot produce
this compensation directly, as can be deduced by apply-
ing the Ehrenfest theorem, again. Instead, the compen-
sating force must be exerted via the environment part of
the state during the unitary dynamics in the full system
(qubit plus environment). This is somewhat unexpected,
because the environment part of the coupling operator is
on average unitarily invariant, yet the individual terms
in the ensemble are not.
Finally, note that Fig. 7 illustrates again the non-
Markovianity of the evolution of the qubit. As we can
see, the two different initial conditions lead to trajec-
tories (the blue and the red line in upper panel) which
intersect very often, but finally approach different equi-
librium states. It is not shown here, but it is not difficult
to find cases where the intersection happens exactly at
the same time. In such a case, the evolution continues
in different directions, even though the state is the same.
Thus the continuation also depends on where the trajec-
tory did come from – a clear manifestation of a memory
effect.
V. CONCLUSIONS
Previous random matrix models for the environment
and its coupling to the central system, e.g. [5, 6], assumed
the lack of any knowledge about the coupling between
central system and environments, thus yielding a generic
result, equivalent to an average over different separable
couplings. In this paper we identified different types of
such couplings and derived an analytical description in
the linear response approximation.
Concentrating on one particularly interesting case, we
found a variety of rather unexpected features with a cen-
tral system as simple as a single qubit. We developed
an analytical description based on linear response the-
ory, and investigated its accuracy. We described several
effects in greater detail, such as purity oscillations, non-
Markovian dynamics, and symmetry breaking stationary
states. Some of these are clearly not of perturbative na-
ture as we find them in numerics but not in our linear
response solutions.
In future work we might consider different symmetry
classes for the random matrix environment, as well as
different couplings, e.g. similar to the Jaynes-Cummings
coupling. Most importantly, we will try to improve
the analytical description, e.g. incorporating time-
independent perturbation theory. We also plan to study
in more detail the degree of non-Markovianity, and the
possibility to use time-local master equations for an ac-
curate description of the dynamics of this open system.
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Appendix: Evaluation of integrals
In the present paper, we restrict the linear response calculations to the GUE case, where the basic correlation
function reads:
c(t) = 1 + δ(τ)− b2(τ) , b2(τ) =
{
1− τ : τ < 1
0 : τ > 1
, (A.1)
where τ = t/(2π) and we have assumed that t > 0. In this section we evaluate integrals which describe the evolution of
the matrix elements of the density matrix of a qubit in contact with a random matrix environment in the interaction
picture. The results are required in Sec. III.
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1. Dephasing coupling vc = σz
The evolution of the relevant quantity for this case, ˜̺21(t), is given by the decay of a fidelity amplitude – see
Eq. (23). We therefore denote the integral to be evaluated by Cfid(t). By changing the integration variable from s
′ to
u = s− s′, we obtain:
Cfid(t) =
∫ t
0
ds
∫ s
0
ds′ c(s− s′) =
∫ t
0
du c(u) (t− u) = t
2
2
+ π t−
∫ min(t,2pi)
0
du
(
1− u
2π
)
(t− u)
=
t2
2
+ π t−
{
t2/2− t3/(12π) : t < 2π
π t− 2π2/3 : t > 2π =
{
π t+ t3/(12π) : t < 2π
t2/2 + 2π2/3 : t > 2π
. (A.2)
2. Coupling operator vc = σx
In this section, we evaluate the integrals required for the description of the non-commutative case, where the
coupling operator is σx ⊗ Ve, which does not commute with the Hamiltonian of the central system.
a. The initial state of the central system being an eigenstate of σx
In order to calculate Cx(t) in Eq. (31), we first calculate
bx(u) =
∫ t
u
ds e−i∆ s i sin ∆(s− u) = 1
4∆
[ (
i + 2∆ (t− u) ) e−i∆u − i ei∆ (u−2t) ] (A.3)
and then divide the correlation function c(u) in two parts, so that
Cx(t) = C¯x(t)−Bx(t) , (A.4)
where
C¯x(t) =
∫ t
0
du
{
1 + δ[u/(2π)]
}
bx(u) =
∫ t
0
du bx(u) + π bx(0)
Bx(t) =
∫ t
0
du b2(u) bx(u) =
∫ min(t,2pi)
0
du
(
1− u
2π
)
bx(u) . (A.5)
This yields:
C¯x(t) =
1
4∆2
[
4
(
1− e−i∆ t )− (1− iπ∆) ( 1− e−2i∆ t )− 2∆ t (i− π∆) ], (A.6)
the integral over the two-point form factor yields:
Bx(t) =
1
4π∆3
[
(1 − 2πi∆) ∆ t+ 3π∆+ 5 i
2
+
(
π∆− i
2
)
e−2i∆ t
+


[
2∆ (t− 2π)− 2i ] e−i∆t : t < 2π[
∆(2π − t)− 5i
2
]
e−2pii ∆ +
i
2
e2i∆(pi−t) : t > 2π

 . (A.7)
b. The initial state of the central system being an eigenstate of σy
Similar to the procedure in the case of the σx coupling, we first calculate
by(u) =
∫ t
u
ds e−i∆ s cos ∆(s− u) = 1
4∆
{
[2∆ (t− u)− i] e−i∆u + i ei∆ (u−2t)
}
. (A.8)
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Dividing the correlation function c(u) in two parts,
Cy(t) = C¯y(t)−By(t) , (A.9)
where
C¯y(t) =
∫ t
0
du
{
1− δ[u/(2π)]} by(u) =
∫ t
0
du by(u) + π by(0)
and
By(t) =
∫ t
0
du b2(u) by(u) =
∫ min(t,2pi)
0
du
(
1− u
2π
)
by(u) . (A.10)
The evaluation of these integrals yield:
C¯y(t) =
1
4∆2
[
2∆ t (π∆− i) + (1− iπ∆) ( 1− e−2i∆ t ) ] , (A.11)
and
By(t) =
1
4π∆3

 (1 − 2πi ∆)∆ t+ π∆+ 3i2 +
(
i
2
− π∆
)
e−2i∆ t


2i e−i∆ t : t < 2π
i
2
e2i∆(pi−t) +
[
3i
2
− (2π − t)∆
]
e−2pii∆ : t > 2π

 .
(A.12)
c. The initial state of the central system being an eigenstate of σz
In this case
Cz(t) =
∫ t
0
ds
∫ s
0
du c(u) cos(∆u) =
∫ t
0
du c(u) cos(∆u) (t− u) . (A.13)
Separating the integral in the same way as above, we find
Cz(t) = C¯z(t)−Bz(t) , where C¯z(t) = 1− cos ∆t
∆2
+ π t (A.14)
and
Bz(t) =
∫ min(t,2pi)
0
du
(
1− u
2π
)
cos(∆u) (t− u),
(A.15)
evaluating the above integral we obtain finally:
Bz(t) =
1
∆2

 1 + t2π −


sin ∆t
pi∆ +
(
1− t
2π
)
cos ∆t : t < 2π
sin 2pi∆
pi∆ −
(
1− t
2π
)
cos 2π∆ : t > 2π

 . (A.16)
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