Abstract-A constant-composition code is a special constant-weight code under the restriction that each symbol should appear a given number of times in each codeword. In this correspondence, we give a lower bound for the maximum size of the -ary constant-composition codes with minimum distance at least 3. This bound is asymptotically optimal and generalizes the Graham-Sloane bound for binary constant-weight codes. In addition, three construction methods of constant-composition codes are presented, and a number of optimum constant-composition codes are obtained by using these constructions.
On Constant-Composition Codes Over

I. INTRODUCTION
Constant-weight codes play an important role in coding theory. Binary constant-weight codes have been extensively studied by many authors. For good survey papers, see Agrell et al. [2] and Brouwer et al. [5] . Nonbinary constant-weight codes and constant-composition codes have not received the same amount of attention, but recently there have been several papers dealing with these two topics (see [4] , [8] - [10] , [12] , [18] - [23] ). Research has been done in searching for good codes and finding good lower and upper bounds. Besides being of mathematical interest, nonbinary constant-weight codes and constant-composition codes are also useful in the construction of spherical codes for modulation, see [7] .
In this correspondence, we study constant-composition codes. We first give a lower bound for the maximum size of the q-ary constant-composition codes with minimum distance at least 3. This lower bound is shown to be asymptotically optimal and generalizes the Graham-Sloane bound for binary constant-weight codes. Then, by extending and modifying the methods of Fu et al. [10] for constructing constant-weight codes, three concatenated constructions of constant-composition codes are presented, and a number of optimum constant-composition codes are obtained by using these concatenated constructions.
This correspondence is organized as follows. In Section II, we introduce some basic definitions and notations. We also review some basic properties which will be used in this correspondence. In Section III, we give a lower bound for the maximum size of the q-ary constant-composition codes with minimum distance at least 3. We show that this bound is asymptotically optimal. In Section IV, we construct a q-ary constant-composition code from a code over Zm , by using a representation of Z m as codewords of a q-ary constant-composition code. We show that some q-ary optimum constant-composition codes, which achieve the nonrecursive Johnson bound, can be constructed from some optimum codes over Z m , which achieve the Plotkin bound. In Section V, we construct a q-ary constant-composition code from a constant-weight code over Zm , by using a representation of nonzero elements of Z m as codewords of a constant-composition code over Z 3 q = f1; . . . ; q 0 1g, and the zero element as a zero vector. We show that some q-ary optimum constant-composition codes can be constructed by using this method. In Section VI, we construct a q-ary constant-composition code from a constant-weight code over Z m , by using a representation of nonzero elements of Zm as codewords of a constant-composition code over Z q , and the zero element as a repetition vector. We show that some q-ary optimum constant-composition codes can also be constructed by using this modified method. In Section VII, we summarize and conclude this correspondence.
II. PRELIMINARY
Let Z q = f0; 1; . . . ; q 0 1g be the ring of integers modulo q.
Let V n (q) = Z n q denote the set of n-tuples over Z q . For any two is the number of components where they differ. The Hamming weight w H (a a a) is the number of nonzero components in a a
a. An (n; M; d) q code C is a subset of Vn(q) with size M and Hamming distance at least d between any two distinct elements of C . Denote A q (n; d) as the maximal size of an (n; M; d) q code. Let V n;w (q) denote the set of n-tuples over Zq of Hamming weight w. An (n; M; d; w)q constant-weight code C is a subset of V n;w (q) with size M and Hamming distance at least d between any two distinct elements of C . Denote Aq (n; d; w) as the maximal size of an (n; M; d; w) q constant-weight code. Let In order to establish our results in this correspondence, we need the following bounds in coding theory. For ternary constant-weight codes, Svanström (see [18 Since the distance between any two distinct codewords is at least d,
Let k ij be the number of symbols j 2 Z q at the ith (0 i n 0 1) component of all the codewords of C. Then 
By using the Cauchy-Schwartz inequality, we have 
It is not hard to see that
By using ( 
Expressions ( Solving this inequality for M, Lemma 3 follows.
Remark:
We know that in Lemmas 1 and 2, if the equalities hold, then the corresponding optimum codes must be equidistant. It is easy to see that the same conclusion is true for Lemma 3.
Lemma 4:
The recursive Johnson bound for constant-composition codes [22] Graham and Sloane [11] derived a lower bound for binary constantweight codes with minimum distance at least four, i.e., A 2 (n; 4; w) n w =n:
This lower bound was improved by van Pul and Etzion [24] and Kløve [15] 
and L(s; q)=minfl : ls and gcd(l; Q)=1g;
It is easy to see that Q 0 1 L(s; q) s. In particular, for q = 2, denote Q = 1 and L(0; 2) = 0.
Theorem 1:
A q (n; 3; [w 0 ; . . . ; w q01 ]) n w 0 ; . . . ; w q01 =(n + 0(t n ; q)) (9) where t n is the least nonnegative integer such that t n n (mod Q), and 0(tn; q) = L(tn; q) 0 tn. . We show that V [w ;...;w ] (q) can be partitioned into n + 0(t n ; q) parts C m (0 m < n + 0(t n ; q)), and the minimum distance of each part Cm is at least 3. The theorem follows from the fact that the right-hand side of (9) is the average size of C m .
Suppose q 3. Let Z n+0(t ;q) be the residue classes modulo n + 0(tn; q). Let Since gcd(n + 0(t n ; q); Q) = gcd(t n + 0(t n ; q); Q) = gcd(L(t n ; q); Q) = 1
and 0 < u < v q 0 1, we have gcd(n + 0(t n ; q); u) = gcd(n + 0(t n ; q); v 0 u) = 1:
Hence, in both cases, n +0(t n ; q)j(j 0i), which is impossible. There-
For q = 2, denote Q = 1 and L(0; 2) = 0. By using the same arguments as above, the corresponding result is obtained, which is given by the Graham-Sloane bound (see (6)). Note that, for q = 2, the case b) does not exist.
From the proof of Theorem 1, it is easy to get the following corollary.
Corollary 1:
A q (n; 3; [w 0 ; . . . ; w q01 ]) max m2Z jC m j:
The Bound (10) is, in general, stronger than the bound (9), but it is less explicit and requires more computation to determine. The following corollaries can be obtained from Theorem 1 immediately.
Corollary 2: Let Q be given by (7) . If gcd(n; Q) = 1, then A q (n; 3; [w 0 ; . . . ; w q01 ]) n w0; . . . ; wq01 =n: (11) Proof: Since gcd(n; Q) = 1, we have gcd(tn; Q) = gcd(n; Q) = 1:
It follows from (8) that L(t n ; q) = t n . Hence, 0(t n ; q) = L(t n ; q) 0 t n = 0 and Corollary 2 follows from Theorem 1.
Corollary 3: Let Q be given by (7) . If there is an integer r such that 1 r < q and n 0r(modQ), then A q (n; 3; [w 0 ; . . . ; w q01 ]) n w0; . . . ; wq01 =(n + r 0 1): (12) Proof: For 1 r < q, we have L(Q 0 r; q) = Q 0 1 since gcd(l; Q) = gcd(Q 0 l; Q) 6 = 1 for Q 0 1 > l Q 0 r: Thus, 0(Q0r; q) =r01. Therefore, 0(t n ; q) =r01 since t n =Q0r. Proof: For q = 4, we have Q = 6. For the cases of n = 6k + 5; 6k + 4; or 6k + 3, the proof follows from Corollary 3. For other cases of n, the proof follows from 0(0; 4) = 1, 0(1; 4) = 0, and 0(2; 4) = 3, respectively.
Remark: Since n+Q01 n+0(tn; q), it follows from Theorem 1 that Aq(n; 3; [w0; . . . ; wq01]) n w 0 ; . . . ; w q01 =(n + Q 0 1): (13) This explicit bound is used below to show that the lower bound (9) in Theorem 1 coincides asymptotically with the true value 
By using the same arguments for proving (14) , we have the following. This completes the proof.
IV. CONSTRUCTION A
In this section, a concatenated Construction A is presented to build constant-composition codes. We construct a q-ary constant-composition code from a code over Zm , by using a representation of Zm as codewords of a q-ary constant-composition code. We show that some q-ary optimum constant-composition codes, which achieve the nonrecursive Johnson bound, can be constructed from optimum codes over Z m , which achieve the Plotkin bound. By using Construction A, a relation between the maximum size of an unrestricted code and the maximum size of a constant-composition code can be obtained as immediately follows. It is easy to see that a number of optimum constant-composition codes achieving the nonrecursive Johnson bound can be obtained by using Construction A. Then how to select the inner codes and the outer codes in Theorem 2? In this section, we use the following optimum constant-composition codes, which achieve the nonrecursive Johnson bound, as the inner codes in Construction A. These codes were given by Svanström,Östergård, and Bogdanova (see [18] and [22] ).
Lemma 6 (see [18] and [22] Note that the ternary constant-composition code in item 3) is constructed by using the row vectors of the Jacobsthal matrix (see [16, p. 
47]).
It is known that the q 01 q01 ; k; q k01 simplex code over GF (q), i.e., the dual code of the Hamming code over GF (q), achieves the Plotkin bound. By using the q 01 q01 ; k; q k01 simplex code over GF (q) as the outer code, and the codes in Lemma 6 as the inner codes, the following proposition follows from Theorem 2. One way to construct optimum codes, which achieve the Plotkin bound, is to use the generalized Hadamard matrix introduced by Drake [6] . Let G be an Abelian group of order s and H = [hi;j] be a square matrix of order r whose entries are elements of G. The matrix H is called a generalized Hadamard matrix GH (r; s) if for i 6 = l, the sequence fhi;j 0 h l;j : 1 j rg contains every element of G equally often. Suppose r = ts, then every element of G occurs t times in the above sequence. Jungnickel [14] showed that the columns of GH (r; s) also have the same property as its rows. If there exists a generalized Hadamard matrix GH (r; s), then every entry of the first row and column can be taken as 0. By removing the first column, the row vectors of the corresponding matrix consist of an (r 01;r;r0t)s code. Note that r = ts, it is easy to verify that this code achieves the Plotkin bound. Hence, A s (r 0 1; r 0 t) = r if GH (r; s) exists. Now two kinds of GH (r; s) matrices (see [6] and [14] ) are useful here. One is GH (2 m p k ; p), where p is prime, 0 m k, and k 6 = 0.
Another is GH (2q; q), where q is an odd prime power. From the preceding discussion, we obtain two classes of codes achieving the Plotkin bound.
Lemma 7:
1) A p (n; (1 0 p 01 )(n + 1)) = n + 1, where n = 2 m p k 0 1, p is prime, 0 m k, and k 6 = 0. 2) A q (n; (1 0q 01 )(n + 1)) = n + 1, where q is an odd prime power and n = 2q 0 1.
By using the codes in Lemma 7 as the outer codes, and the codes in Lemma 6 as the inner codes, the following proposition follows from Theorem 2. and q is an odd prime power. 4) A 3 (pn; p+3 2 (1 0 p 01 )(n + 1); [ p01 2 n; p01 2 n; n]) = n + 1, where n = 2 m p k 0 1, p is an odd prime, 0 m k, and k 6 = 0.
5) A3(qn; q+3
2 (1 0 q 01 )(n + 1); [ q01 2 n; q01 2 n; n]) = n + 1, where n = 2q 0 1 and q is an odd prime power.
Note that, in Proposition 4, item 3) is not a special case of item 2). Item 5) is also not a special case of item 4).
V. CONSTRUCTION B
The second concatenated construction for constant-composition codes is given in this section. We construct a q-ary constant-composition code from a constant-weight code over Z m , by using a representation of nonzero elements of Zm as codewords of a constant-composition code over Z 3 q = f1; . . . ; q 0 1g, and the zero element as a zero vector. We show that some q-ary optimum constant-composition codes can be constructed by using this method. Since C 3 and C 4 are equidistant codes, it follows from (18) that the minimum distance of C(C 3 ; C 4 ; f) is dB = 2m k01 . In the same way as Example 1, the minimum distance of C(C 3 ; C 4 ; f) is given by dB = q+2 2 q k01 .
From Construction B, a relation between the maximum size of a constant-weight code and the maximum size of a constant-composition code can be obtained immediately. In the following, we show that some optimum constant-composition codes can be obtained by using Construction B. Proof: Since C 3 and C 4 achieve the nonrecursive Johnson bounds for constant-weight codes and constant-composition codes, respectively, then we have an expression for the size M and an expression for the size m 0 1, respectively. The proof follows from substituting m into the expression for M.
Note that C 3 and C 4 are both equidistant. Hence, by using (18), C(C 3 ; C 4 ; f) is also an equidistant code with minimum distance dB = d 1 d 2 since n 2 = d 2 .
By using Theorem 3, we can also get some optimum constant-composition codes which achieve the nonrecursive Johnson bound.
Proposition 6:
A q (q k 0 1; q k01 ( 
VI. CONSTRUCTION C
The third concatenated construction for constant-composition codes is presented here. We construct a q-ary constant-composition code from a constant-weight code over Z m , by using a representation of nonzero elements of Z m as codewords of a constant-composition code over Z q , and the zero element as a repetition vector. We show that some q-ary optimum constant-composition codes can also be constructed by using this modified method. 
It is not difficult to see that the minimum distance of C(C 5 ; C 6 ; f) is at least dC. 
Furthermore, if C 5 is also equidistant, i.e., d1 = dH(x x x; y y y) for any x x x 6 = y y y 2 C 5 , then the minimum distance of C(C 5 ; C 6 ; f) is given by d C = d 1 In what follows, we show that some optimum constant-composition codes can be obtained by using Construction C. Proof: The proof is similar to the proof of Theorem 3. Note that C 5 and C 6 are both equidistant. By using (21) , it is easy to verify that C(C 5 ; C 6 ; f) is also an equidistant code with minimum distance 
VII. CONCLUSION
In this correspondence, we study the problem of determining the maximum size of a q-ary constant-composition code, given its length, minimum distance and composition. We derive a lower bound for the maximum size of a q-ary constant-composition code with minimum distance at least 3. Furthermore, the recursive and nonrecursive
Johnson bounds for q-ary constant-composition codes are given.
By comparison with the recursive Johnson bound, we show that our lower bound is asymptotically optimal in a certain sense. We further study the construction methods of q-ary constant-composition codes in this correspondence. Three concatenated constructions of constant-composition codes are presented, and a number of optimum constant-composition codes are obtained by using these concatenated constructions.
Isometries for Rank Distance and Permutation Group of Gabidulin Codes
Thierry P. Berger
Abstract-The rank distance was introduced in 1985 by Gabidulin. He determined an upper bound for the minimum rank distance of a code. Moreover, he constructed a class of codes which meet this bound: the so-called Gabidulin codes.
In this correspondence, we first characterize the linear and semilinear isometries for the rank distance. Then we determine the isometry group and the permutation group of Gabidulin codes of any length. We give a characterization of equivalent Gabidulin codes. Finally, we prove that the number of equivalence classes of Gabidulin codes is exactly the number of equivalence classes of vector spaces of dimension contained in GF( ) under some particular relations.
Index Terms-Automorphism, Gabidulin codes, isometry, permutation, rank metric.
I. ISOMETRIES FOR RANK DISTANCE
A. The Rank Distance
Let
= GF (q m ) be an extension of degree m of the finite field GF (q). Note that q = p r is not necessary a prime, however, the field = GF (q) is considered as the "base field" in this correspondence.
Let E = n be the vector space of dimension n over .
Definition 1: For a 2 E, a = (a1; . . . ; an), the rank rk(a) of a is the dimension of the -vector space generated by fa 1 ; . . . ; a n g. The rank distance was introduced by Gabidulin in 1985. For more details on this metric, the reader can refer to [2] .
B. Isometries for the Hamming Distance
In the coding literature, there are three kinds of automorphism groups for a code relatively to the Hamming metric (cf. [4] ).
• The permutations 2 Sym(n) of the support f1; . . . ; ng of codewords. Clearly, such a permutation preserves both the Hamming distance and the rank distance.
• The linear isometries for the Hamming distance. It is well known that this group is the monomial group M n of n 2 n matrices over with one and only one nonzero element on each row and each column [4] . This group is generated by the permutations of the support and the scalar multiplications by invertible elements on each coordinate. Clearly, these transformations are not always isometries for the rank distance, as soon as the entries of the matrix are not in the base field . 
