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Introduction générale

Introduction générale
Depuis quelques années, la communauté scientifique porte beaucoup d’intérêt à l’étude des
systèmes dynamiques de plus en plus complexes (non linéaires, hybrides et à structure variable,
aux équations à dérivées partielles, ...). La complexité des systèmes diffère selon les domaines et les
configurations. La recherche scientifique en générale et plus précisément en automatique s’est le
plus souvent orientée vers les domaines de l’ingénierie qui sont souvent d’un aspect pratique et
technique au sens large du terme. Ceci suscite des études impliquant des analyses plus poussées des
systèmes de plus en plus complexes. Entre autres, on peut citer par exemple, les interconnexions
entres plusieurs systèmes dynamiques, les collaborations interactives entre plusieurs systèmes et
l’homme. Les échanges d’informations entre plusieurs systèmes font appels à la télécommunication
et donc à des retards de transmissions de données. Pour se rapprocher le plus possible du réel,
on peut introduire des retards internes dans chaque système et sur les capteurs de mesures. Bien
que l’intérêt pour les systèmes à retard est récent (environ un demi-siècle) beaucoup de pistes ont
déjà été explorées en détails. De nouvelles pistes bien que moindres apparaissent et demandent
beaucoup plus de spécialisations.
L’étude des systèmes connectés est en plein essor depuis le début du 21ème siècle. La connexion
entre plusieurs systèmes dynamiques peut être de type physique ou sans fil (Ethernet, Internet,
Bluetooth, ...). La connexion peut aussi être une interaction entre eux (force gravitationnelle,
...) ou encore biologique (des réseaux bio-moléculaires naturellement évolués et souvent mul-
tiples)[Prescott et al., 2015]. Il est souvent nécessaire de connaître la topologie d’un réseau de
systèmes dynamiques afin de pouvoir le contrôler. Ceci nous amène à un problème de l’identifica-
tion de la topologie sur la base des données de mesure obtenues à partir du réseau considéré. De
manière générale, la topologie d’un réseau de systèmes dynamiques peut avoir différents types
d’interconnexions. Les interconnexions peuvent être représentées par des coefficients (paramètres)
de type booléens, constants ou variables pouvant dépendre des retards qui peuvent apparaitre dans
les états des systèmes ou encore dans les mesures. Dans [Lee et al., 1988 ; Wu, 2002], les auteurs
supposent que la connexion entre les sous-systèmes est assurée par des signaux retardés, tandis que
dans [Schöllig et al., 2007], les auteurs ont considéré un réseau de systèmes linéaires invariants
avec des constantes de retards identiques dans la communication. La figure 1 nous présente un
exemple de réseau de systèmes dynamiques.
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Figure 1 – Topologie d’un réseau formé par 3 systèmes dynamiques
Considérons le problème d’identification de la topologie comme un problème d’identification
de paramètres inconnus. Cela nous amène à étudier le problème de l’identifiabilité des paramètres
pour les réseaux de systèmes dynamiques, et ce sujet a déjà été largement étudié dans la littérature.
Dans [Zhang, 2002], l’auteur a conçu un observateur adaptatif non linéaire avec une convergence
globale pour estimer conjointement les états et les paramètres constants inconnus. Cette méthode a
été élargie dans [Farza et al., 2009], où l’auteur a proposé un observateur adaptatif pour une classe
de systèmes non linéaires avec paramétrisation générale non linéaire. Les états et les paramètres
inconnus des systèmes considérés sont supposés être bornés. Dans [Rao et al., 2005], les auteurs
traitent le problème de l’identification des paramètres du système dynamique linéaire en utilisant
des réseaux neuronaux multicouches.
Marino et al ont proposé dans [Marino et al., 1995a] un observateur adaptatif qui garantit une
convergence exponentielle rapide et arbitraire à la fois pour les états et les paramètres inconnus
lorsque les conditions d’excitation persistante sont satisfaites. Quelques résultats généraux sur les
systèmes non linéaires ont été publiés dans [Besançon, 2000 ; Cho et al., 1997 ; Rajamani et al.,
1995]. D’autres types d’observateurs, tels que l’observateur à grand gain, sont également rapportés
dans la littérature [Gauthier et al., 1992 ; Xu et al., 2002].
Jusqu’à présent, la plupart des résultats robustes existants, tels que l’observateur adaptatif et le
filtre adaptatif [Xia, 2003], ne sont qu’asymptotiques, c’est-à-dire que l’erreur d’estimation tend vers
zéro lorsque le temps tend vers l’infini. Cependant, il est souhaitable de disposer d’une convergence
non asymptotique si la connexion de topologie doit être reconstruite rapidement. Motivé par ce
fait, nous proposerons dans ce mémoire des estimateurs capables de réaliser simultanément
l’observation des états et l’identification des paramètres dans un délai prescrit. Selon les réseaux
considérés, plusieurs classes de sous systèmes peuvent être envisagés à savoir :
— les systèmes dynamiques linéaires ;
— les systèmes dynamiques linéaires à retard ;
— les systèmes dynamiques non linéaires ;
— et les systèmes dynamiques non linéaires à retard.
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Ces classes de systèmes dynamiques feront l’objet d’un rappel dans l’état de l’art. La combinaison
de ces classes de systèmes dynamiques génère des réseaux de systèmes dynamiques très complexes.
La complexité augmente encore si l’on prend en considération d’éventuelles entrées inconnues. Ce
manuscrit est organisé selon la structure suivante.
Structure de la thèse
Après un bref état de l’art sur les systèmes dynamiques, le Chapitre 2 est consacré à l’estimation
des systèmes linéaires. En effet, le problème de l’identification topologique d’un réseau de systèmes
dynamiques linéaires est ramené à un problème d’observation des états et d’identification des
paramètres inconnus.
Ensuite, dans le Chapitre 3, nous avons étudié l’observabilité des systèmes linéaires à retards
commensurables. Des conditions suffisantes sont également données pour construire un observa-
teur en temps fini de cette classe de systèmes dynamiques. Une partie des résultats obtenus portant
sur l’observation en temps fini des systèmes à retard a fait l’objet de la publication [Langueh
et al., 2016a]. La deuxième partie des résultats obtenus portent sur l’estimation en temps fini des
paramètres d’interconnexion des systèmes à retard en réseau.
Dans le Chapitre 4, notre étude s’est portée sur l’observation des systèmes linéaires à retard
(TDS) avec des entrées inconnues. Nous avons traité dans un premier temps le cas où les entrées
inconnues n’ont pas d’effets directs sur les sorties, et ensuite nous avons généralisé les résultats
obtenus au cas où les entrées inconnues apparaissent dans les sorties. Les résultats obtenus ont fait
l’objet de nos articles [Langueh et al., 2017a, 2018 ; Langueh et al., 2016b]. Notons que dans ce
chapitre nous avons utilisé des résultats obtenus dans le Chapitre 3.
Les Chapitres 2, 3 et 4 ont été regroupés en une grande partie intitulé "Observation et identifi-
cation des systèmes complexes linéaires". La deuxième grande partie de ce manuscrit comprend
trois chapitres et concerne les systèmes non linéaires.
Dans le Chapitre 5, il est question de l’estimation des états et des paramètres d’un réseau de
systèmes dynamiques non linéaires. Un algorithme a été proposé pour faciliter l’observabilité
partielle ou totale des états et l’identifiabilité partielle ou globale des paramètres inconnus du
réseau considéré. Un exemple ainsi que des simulations ont été proposés pour illustrer les résultats
obtenus. Ces derniers ont fait l’objet de l’article [Langueh et al., 2017b]
Puis, dans le Chapitre 6, une extension des résultats obtenus dans le Chapitre 5 aux mêmes
classes de systèmes, mais avec des entrées inconnues, a été effectuée. En effet, les résultats obtenus
dans le Chapitre 5 y ont été utilisés et de nouvelles conditions ont été déduites pour garantir
l’observabilité partielle ou globale des états simultanément avec l’identifiabilité partielle ou globale
des paramètres inconnus.
Enfin dans le Chapitre 7, des retards supposés commensurables ont été pris en considération
dans les réseaux de systèmes dynamiques non linéaires. Une combinaison de tous les résultats
précédemment obtenus a été nécessaire. De même, des conditions suffisantes ont été déterminées
et un algorithme a été proposé pour l’estimation des paramètres d’un réseau de systèmes non
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linéaires avec retards.
Une synthèse des travaux effectués est présentée dans une Conclusion générale. Des perspectives
relatives à d’autres problèmes y sont soulignées.
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Dans ce chapitre, un petit rappel sur les systèmes dynamiques complexes est présenté. Notons
qu’un système complexe est généralement une combinaison de plusieurs classes de systèmes
dynamiques.
1.1 Systèmes linéaires
Un système linéaire, au sens de l’automatique, est un processus physique pouvant être décrit
par des équations linéaires différentielles, respectant le principe de superposition, c’est-à-dire
que la combinaison linéaire des variables de ce système donne une autre variable appartenant
à ce même système. Les systèmes linéaires se caractérisent par deux propriétés principales : la
proportionnalité et l’additivité.
Les systèmes linéaires ont été longtemps étudiés dans le cas stationnaire. Grâce aux travaux de
[Bellman, 1957 ; Pontryagin et al., 1962] et surtout de [Kalman, 1959, 1963] dans les années 1960,
les automaticiens ont depuis privilégié la représentation d’état. Ainsi, tout système dynamique
linéaire continu (ou discret) régi par un ensemble d’équations différentielles peut être représenté
par les équations matricielles suivantes :
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ẋ(t) = A(t)x(t) +B(t)u(t)
y(t) = C(t)x(t) +D(t)u(t)
où x(t) représente le vecteur des états, y(t) la sortie et u(t) la commande.
Cette classe de systèmes dynamiques semble a priori très restreinte mais permet d’étudier un
grand nombre de systèmes que l’on peut rencontrer dans la vie courante. Elle permet d’obtenir
un compromis entre la complexité de modélisation et la simplicité des études. Des techniques de
linéarisation permettent d’obtenir des modèles linéaires simplifiés qui donnent des résultats plutôt
satisfaisants localement. Mais, pour des raisons de performances et de robustesses, il est souvent
souhaitable de travailler sur des systèmes non linéaires et ceci malgré leur complexité.
1.1.1 Observabilité des systèmes linéaires
Pour un système donné, et pour des raisons techniques ou économiques (construction, position-
nement et coût des capteurs), il n’est pas possible en général d’accéder à la totalité des composantes
du vecteur d’état par des dispositifs de mesure. Or, dans beaucoup de cas, la commande d’un
système nécessite de s’assurer de la connaissance à chaque instant de ce vecteur d’état. La solu-
tion consiste alors en la synthèse d’un observateur, grâce auquel, si le système est observable, il
est possible d’estimer tout ou une partie de l’état par l’intermédiaire des grandeurs connues du
système.
Pour stabiliser les systèmes linéaires, on considère souvent des bouclages de la forme :
u(t) = Fx(t) (1.1)
Ce type de bouclage nécessite donc la connaissance de tout l’état (c’est-à-dire, la mesure de tout
l’état). On est alors conduit à chercher les conditions qui permettent de calculer le vecteur d’état
x(t) pour t ∈ [0,T ] à partir des données «mesurables» du système, c’est-à-dire les matrices A, B, C,
l’entrée u(t) sur l’intervalle [0,T ] et la réponse fournie par la sortie y(t) sur l’intervalle [0,T ]. Une
façon possible de formaliser tout cela est de procéder comme suit.
Considérons la classe de systèmes linéaires suivante : ẋ(t) = Ax(t) +Bu(t)y(t) = Cx(t) +Du(t) , (1.2)
où x ∈ IR n,u ∈ IR m, y ∈ IR p.
Définition 1.1. Le système (1.2) est observable si pour tout T > 0, il existe une fonctionnelle Ω telle que
Ω(T ,u[0,T ], y[0,T ]) = x(T ), T > 0. (1.3)
où u[0,T ] et y[0,T ] désignent respectivement l’ensemble des valeurs de u et y sur l’intervalle [0,T ].
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Comme x(t) est une fonction continue, on a limt→0+x(t) = x0. Ainsi, un système observable
permet de retrouver un voisinage de l’état initial à partir de la connaissance des entrées et des
sorties sur un intervalle de temps quelconque.
Supposons que le système (1.2) soit initialisé en x(0) = x1 puis en x(0) = x2 en lui appliquant
une entrée identique dans les deux cas. A l’état initial x1 (resp. x2) va correspondre une trajectoire
de la sortie y1(t) (resp. y2(t)).
y1(t) = C
[
eAtx1 +
∫ t
0 e
A(t−τ)Bu(τ)dτ
]
,
y2(t) = C
[
eAtx2 +
∫ t
0 e
A(t−τ)Bu(τ)dτ
] (1.4)
Ainsi, on obtient
y1(t)− y2(t) = CeAt[x1 − x2] (1.5)
Par conséquent, la différence entre l’évolution des sorties du système, auquel on applique la même
entrée, ne dépend que des conditions initiales du système.
Définition 1.2. Deux états initiaux x(0) = x1 et x(0) = x2, sont dits indistinguables si pour tout t > 0,
les sorties correspondantes y1(t) et y2(t) sont identiques quelle que soit l’entrée u du système.
La proposition suivante nous donne le lien entre les états indistinguables et l’observabilité :
Proposition 1.1. Si le système (1.2) a deux états initiaux indistinguables alors il n’est pas observable.
Pour ces systèmes linéaires, l’observabilité ne dépend pas de l’entrée, mais seulement du couple
(C,A) et dispose de la caractérisation suivante.
Lemme 1.1. Soient x1 et x2 deux états indistinguables du système linéaire (1.2), alors
x1 − x2 ∈
⋂
t≥0
Ker
[
CeAt
]
(1.6)
Lemme 1.2. On a l’égalité
⋂
t≥0
Ker
[
CeAt
]
=
n−1⋂
k=0
KerCAk (1.7)
Lemme 1.3. Si deux états initiaux x1 et x2 vérifient
x1 − x2 ∈
n−1⋂
k=0
KerCAk (1.8)
alors ils sont indistinguables pour le système (1.2) et le système n’est pas observable.
Théorème 1.1. [Kalman, 1960] Une condition nécessaire et suffisante d’observabilité pour (1.2) est :
rang[CT, (CA)T, . . . , (CAn−1)T]T = n. (1.9)
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♦
1.1.2 Observateur pour les systèmes linéaires à temps invariant
Un observateur d’état a été introduit dans les années soixante par [Luenberger, 1966] pour les
systèmes linéaires continus. Dans [Kalman, 1960], l’auteur a formulé un observateur en considérant
un système linéaire déterministe ou stochastique. Avec l’observateur de Luenberger ou de Kalman,
il suffit de choisir un gain L telle que la matrice (A−LC) soit une matrice dont les valeurs propres
sont toutes à parties réelles strictement négatives dans le cas continu ou possèdent un module
strictement inférieur à 1 dans le cas discret (matrice de Hurwitz). Les deux observateurs diffèrent
par la façon de calculer le gain de retour L :
— on utilise la technique de placement de pôles pour l’observateur de Luenberger ;
— pour le filtre de Kalman, on résout une équation de Ricatti en minimisant la matrice de
covariance de l’erreur d’estimation et de perturbation.
Théorème 1.2. [Luenberger, 1971](Observateur de Luenberger) Si le système (1.2) est observable,
alors pour tout ensemble de valeurs propres Λ = {λ1, . . . ,λn}, il existe une matrice de gain L telle que
l’ensemble des valeurs propres de la matrice A − LC soit l’ensemble Λ. Si tous les éléments de Λ sont
choisis à partie réelle strictement négative, alors le système suivant
˙̂x = Ax̂+Bu +L(y −Cx̂)
est un observateur asymptotique pour (1.2). Soit e = x− x̂ l’erreur entre la valeur réelle et la valeur estimée
du système. Alors :
ė = (A−LC)e
et la vitesse de convergence asymptotique peut être choisie en plaçant judicieusement les valeurs propres
de (A−LC).
1.2 Systèmes non linéaires
La définition la plus simple d’un système non linéaire est un système qui n’est pas linéaire, c’est-
à-dire qui ne respecte pas les propriétés d’un système linéaire. Les conditions de proportionnalité et
d’additivité ne s’appliquent plus aux systèmes non linéaires. Cette définition explique la complexité
et la diversité des systèmes non linéaires et des méthodes qui s’y appliquent. Il n’existe pas
une théorie générale pour ces types de systèmes, mais on peut trouver plusieurs méthodes qui
sont adaptées à certaines classes de systèmes non linéaires. La forme la plus utilisée pour la
représentation des systèmes non linéaires est la suivante : ẋ(t) = f (x(t),u(t), t) ∀t ≥ 0y(t) = h(x(t),u(t), t) (1.10)
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où le vecteur d’état x(t) ∈ Rn, le vecteur de commande u(t) ∈ Rm, le vecteur des sorties y(t) ∈ Rp et
le réel positif t représente le temps. La fonction f : Rn×Rm×R+→ Rn est une fonction non linéaire.
Une solution x(t) au système (1.10) correspond également à une courbe de l’espace d’état, quand t
varie de 0 à∞, et est appelé une trajectoire d’état [Labit, 2002].
1.3 Observabilité des systèmes non linéaires
1.3.1 Définitions
Dans ce chapitre, les systèmes considérés sont de la forme : ẋ = f (x) +
m∑
i=1
gi(x)ui
y = h(x)
, (1.11)
où x = (x1, . . . ,xn) ∈ X représente le vecteur état, X ⊂ IR n, u = (u1, . . . ,um) ∈ U le vecteur entrée, U
(ensemble des entrées admissibles) ⊂ IR m et y ∈ Y , le vecteur sortie, Y ⊂ IR p. X est une variété
différentiable ou un ouvert de IR n.
f ,g1, . . . , gm et h sont des fonctions supposées suffisamment continues et dérivables sur X (par
exemple analytiques ou C∞).
Définition 1.3. Deux états x1 et x2 sont dits non distinguables (noté x1Ix2) si pour tout instant t ≥ 0
et pour toute entrée admissible u : IR +→U :
y(t,0,x1,u) = y(t,0,x2,u), (1.12)
où y(t,0,xi ,u) = h(x(t,0,xi ,u)) est la sortie de (1.11) pour l’entrée u et l’état initial xi .
Définition 1.4. Le système est dit observable si :
∀x1,x2 ∈ X ,x1 , x2, x1Ix2⇒ x1 = x2, (1.13)
i.e il existe une entrée admissible u : IR +→U et un instant t1 ≥ 0 tels que
y(t1,0,x1,u) , y(t1,0,x2,u). (1.14)
x1 et x2 sont dits distinguables.
Définition 1.5. (observabilité locale)
Le système (1.11) est localement observable en x1 s’il existe un voisinage V (x1) de x1 tel que pour
tout x2 de V (x1), x1 et x2 sont distinguables.
Le système est localement observable s’il est localement observable en tout x1 ∈ X .
L’observabilité d’un système peut également se définir en utilisant la notion d’indices d’obser-
vabilité, dont nous aurons besoin par la suite
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Définition 1.6. [Krener et al., 1983] Soit le système
ẋ = f (x)
y = h(x)
, (1.15)
dit localement observable au point x0 s’il existe un voisinage U de x0 et un p-uplet d’entiers (µ1, ...,µp)
tels que
i-) µ1 ≥ µ2 ≥ ... ≥ µp ≥ 0 et
∑p
i=1µi = n.
ii-) Après un réordonnancement des fonctions hi en chaque point x ∈ U , les n vecteurs{
L
j−1
f (dhi) : i = 1, ...,p; j = 1, ...,µi
}
sont linéairement indépendants.
iii-) S’il existe d’autres entiers naturels l1, ..., lp satisfaisant (i) et tels qu’après un éventuel réordonnance-
ment des hi , les n vecteurs {L
j−1
f (dhi) : i = 1, ...,p; j = 1, ..., li} sont linéairement indépendants alors
(l1, ..., lp) ≥ (µ1, ...,µp) (dans l’ordre lexicographique, c’est-à-dire [(l1 > µ1) ou (l1 = µ1 and l2 > µ2) ou...
ou (l1 = µ1, ..., lp = µp)]). Les entiers (µ1, ...,µp) sont appelés indices d’observabilité au point x0.
Remarque 1.1. Contrairement au cas linéaire, la commande joue un rôle important : en général, on
pourra trouver des commandes pour lesquelles des états ne seront pas distinguables. Toutefois le système
pourra être observable s’il existe d’autres commandes qui les distinguent.
Considérons, par exemple, le système : 
ẋ1 = x2u
ẋ2 = 0
y = x1
. (1.16)
Ce système est bien observable pour toute commande u , 0. En particulier pour l’entrée u(t) ≡ 1, on
obtient un système linéaire observable. Cependant, on peut remarquer que l’entrée nulle ne distingue pas
les états x et x tels que x1 = x1et x2 , x2.
Cette remarque nous amène au fait important que l’observabilité d’un système non linéaire
n’est pas suffisante pour la synthèse d’un observateur mais qu’il faut également prendre en compte
le problème des entrées. L’étude de leurs propriétés s’avère donc primordiale et une classe d’entrées
intéressantes est celle pour lesquelles il n’existe pas de paire indistinguable.
Définition 1.7. Une entrée u est dite universelle sur [0, t] si pour tout couple d’états initiaux distincts
x1 , x2, il existe un temps t1 tel que
y(t1,0,x1,u) , y(t1,0,x2,u). (1.17)
Si u est universelle sur IR +, elle est dite universelle.
Une entrée non universelle est appelée entrée singulière. On peut trouver dans la littérature
[Bornard et al., 1988] la définition d’entrées régulièrement persistantes, qui sont des entrées
“suffisamment” universelles pour la synthèse d’observateur.
Définition 1.8. Le système (1.11) est dit uniformément observable si : ∀x1,x2 ∈ X ,x1 , x2, et
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∀u ∈U
y(t,0,x1,u) , y(t,0,x2,u). (1.18)
Ceci signifie que toute entrée de ce système est universelle.
Le système (1.11) est uniformément observable, localement en x0, si (1.11) restreint à un voisinage
V (x0) de x0 est uniformément observable.
Le résultat fondamental suivant, prouvé dans [Gauthier et al., 1981] et [Gauthier et al., 1991],
caractérise ces systèmes dans le cas monosortie, affine en l’entrée. On considère donc un système
de la forme :  ẋ = f (x) + g(x)u, x ∈ X ,u ∈ IRy = h(x), y ∈ IR . (1.19)
Théorème 1.3. (i) Si le système (1.19) est uniformément localement observable alors sur un ouvert
dense (i.e. presque partout) X ′ de X , il existe un système de coordonnées tel qu’il s’écrive sous la forme
canonique suivante : 
ẋ1 = x2 + g̃1(x1)u
ẋ2 = x3 + g̃2(x1,x2)u
...
ẋn−1 = xn + g̃n−1(x1, . . . ,xn)u
ẋn = f (x1, . . . ,xn) + g̃n(x1, . . . ,xn)u
y = x1
, (1.20)
(ii) Si (1.19) admet, localement en x0, après difféomorphisme, la forme (1.20), alors il est uniformé-
ment localement observable en x0. ♦
Remarque 1.2. Le difféomorphisme permettant de transformer (1.19) en (1.20) est
φ(x) = (h1(x),h2(x), . . . ,hn(x))
T , (1.21)
avec h1(x) = h(x) et hi(x) = Li−1f h(x), i = 1, . . . ,n.
Remarque 1.3. Ce résultat a été étendu au cas multi-sorties dans [Bornard et al., 1991a] et au cas
non-affine mono-sortie dans [Gauthier et al., 1994].
1.3.2 Condition d’observabilité d’un système non linéaire
L’objectif est de donner ici pour les systèmes non linéaires, un résultat analogue à celui énoncé
par Kalman pour les systèmes linéaires décrits au (1.2).
Définition 1.9. La dérivation de Lie, notée Lf h, d’une fonction h le long d’un champ de vecteurs f est
donnée par :
Lf h(x) =
n∑
i=1
∂h
∂xi
(x)fi(x). (1.22)
14 CHAPITRE 1. État de l’art
Définition 1.10. On appelle espace d’observation du système (1.11), noté O, le IR -espace vectoriel
engendré par h1,h2, ...,hp et toutes les dérivations de Lie successives
LX1LX2 ...LXkhj , j ∈ [1, . . . ,p] , k = 1,2, . . . ,
avec Xi , i ∈ [1, k] à prendre dans {f ,g1, g2, . . . , gm}.
L’espace d’observation O définit la codistribution d’observabilité dO
dO(x) = Vect {dH(x)/H ∈O} , x ∈ X .
La codistribution dO est involutive car elle est engendrée par des formes linéaires exactes.
Le principal théorème concernant l’observabilité locale est le suivant :
Théorème 1.4. [Hermann et al., 1977] Soit dO la codistribution d’observabilité associée au système
(1.11). Si
dim(dO(x)) = n,
le système est localement observable au point x. ♦
Définition 1.11. On dit que le système est localement observable si cette condition est vérifiée pour tout
x appartenant à X .
Exemple 1.1. Reprenons le système (1.16). On a : O = Vect {x1,x2} et dim(dO(x)) = 2 pour tout
(x1,x2) ∈ IR 2 et u ∈ IR ∗. Le système est donc observable pour tout u , 0.
Le théorème précédent donne une condition suffisante d’observabilité locale. Le corollaire
suivant donne une condition nécessaire.
Corollaire 1.1. [Hermann et al., 1977] Si (1.11) est localement observable, dim(dO(x)) = n pour x
appartenant à un ouvert dense de X , i.e presque partout. 
Il existe d’autres techniques d’observation des systèmes non linéaires dans la littérature. On
pourra citer, par exemple, la linéarisation par injection de la sortie [García-Ramírez et al., 2016]
qui transforme le système dynamique localement observable en sa forme normale d’observabilité
[Tami et al., 2013 ; Tami et al., 2016 ; Zheng et al., 2007 ; Zheng et al., 2005, 2009].
1.4 Observateurs pour les systèmes dynamiques
Plusieurs types d’observateurs ont été proposés dans la littérature pour estimer les états des
systèmes dynamiques.
• Observateur basé sur l’approche de Lyapunov : L’idée est d’appuyer la synthèse de l’observa-
teur sur une fonction de Lyapunov associée à la dynamique de l’erreur. Ce type d’observateur
de forme quadratique est basé sur la théorie de la stabilité de Lyapunov [Banks, 1981 ; Thau,
1973].
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• Observateur grand gain : Ce type d’observateur utilise un gain suffisamment grand dans
la fonction de correction pour éliminer les non linéarités et accélérer plus ou moins la
convergence de l’observateur [Bornard et al., 1991b ; Nicosia et al., 1989 ; Oh et al., 1997].
• Observateur numérique : Introduit dans [Diop et al., 1994], ce type d’observateur propose
une dérivation numérique des sorties en les approchant par des polynômes qui ensuite
reconstruit tous les états du système.
• Approche de la platitude : Ces observateurs introduits dans [Fliess et al., 1995], utilisent la
propriété de platitude du système pour la reconstruction des états.
• Observateur par modes glissants : [Utkin, 1978] L’idée de ce type d’observateur est de
stabiliser la dynamique de l’erreur d’estimation sur une surface correspondant à une erreur
nulle. Le terme de la correction est la fonction sign, qui peut être assimilée à l’utilisation
d’un gain infini permettant d’écraser la non linéarité sur la dynamique de l’erreur et d’établir
en même temps la convergence de l’erreur d’observation en temps fini [Barbot et al., 1996 ;
Levant, 2001 ; Utkin, 1992].
• Approche par optimisation : Plusieurs observateurs ont été obtenus par la minimisation de
critère en formulant le problème d’observateur comme un problème d’optimisation [Grizzle
et al., 1990 ; Zimmer, 1994].
• Observateurs adaptatifs : Ce sont des algorithmes récursifs pour l’estimation conjointe
de l’état et des paramètres d’un système dynamique. Cet observateur a été proposé dans
[Zhang et al., 2001] où la mise à jour des paramètres s’inspire de l’algorithme des moindres
carrées avec un facteur d’oubli. Il a été aussi utilisé dans [Zhang, 2002] pour les systèmes
multi-entrées/multi-sorties avec une adaptation des paramètres de type gradient.
1.5 Systèmes dynamiques à retard (TDS : Time-delay systems)
Le retard selon [Xia et al., 2009] est la propriété d’un système physique pour lequel la réponse
à une action impliquée est retardée dans son effet. Les systèmes à retard sont aussi appelés
des systèmes héréditaires ou encore des systèmes décrits par des équations différentielles aux
différences, et représentent une classe de systèmes de dimension infinie largement rencontrée
lors de la modélisation de phénomènes de transport et de propagation de matière, d’énergie ou
d’information [Chiasson et al., 2007 ; Farkh, 2011]. Même si parfois le procédé même ne contient
pas de retards, les capteurs, les actionneurs et aussi les temps de calcul peuvent engendrer des
retards non négligeables [Mahmoud, 2000 ; Niculescu, 2001]. La dynamique des systèmes à retards
dépend non seulement des valeurs actuelles de ses états mais aussi aussi des valeurs passées des
états et/ou des commandes sur un certain horizon temporel. On peut donc considérer que les
états du système sont des fonctions définies sur un intervalle de temps égal au retard. Ce type
de système peut alors être modélisé dans un espace fonctionnel de dimension infinie [Niculescu,
2001].
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Il existe principalement trois façons de représenter les systèmes à retard [Kolmanovskii et al.,
1999a] :
1. Systèmes de dimension infinie : la classe de système à retard est considérée comme faisant
partie d’une classe de systèmes plus large. Cette classe de système de dimension infinie est
décrite par des équations différentielles. Cependant, cette approche nécessite la généralisation
de certaines propriétés de dimension finie à des cas de dimension infinie, tels que les concepts
de commandabilité, de stabilisabilité, d’observabilité et de détectabilité [Curtain et al., 1978 ;
Kolmanovskii et al., 1999c].
2. Equations différentielles sur les espaces fonctionnels (EDF) : le système à retard peut être
considéré comme évoluant dans un espace à dimension finie ou dans un espace de fonctions.
Le premier utilise la finitude de l’espace vectoriel pour analyser le comportement du système,
tandis que le second reflète le caractère de dimension infinie du système [Hale et al., 1993].
Bien que la méthode de traitement des problèmes de dimension infinie à l’aide d’outils de
dimension finie ait son avantage, les résultats obtenus sont conservateurs.
3. Equations différentielles sur des anneaux d’opérateurs : l’EDF associée est exprimée sous
la forme d’une équation différentielle vectorielle définie sur un anneau d’opérateurs. Bien que
cette méthode ait été appliquée avec succès pour résoudre certains problèmes intéressants
de commandes tels que le découplage, le rejet de perturbations [Sename, 2001], moins de
contributions ont été consacrées aux problèmes d’observation. Néanmoins, certains résultats
importants ont été fournis pour le problème de conception d’observateur [Lee et al., 1981a ;
Pourboghrat et al., 1986]. Considérons un système à temps continu avec des retards :
ẋ(t) =
N∑
i=0
Aix(t − iτ) (1.23)
où x(t) ∈ Rn représente le vecteur des états, la matrice Ai est une matrice réelle de dimension
appropriée, τ ∈ R+ représente le retard et N représente le retard maximal dans des états. Le
système (1.23) peut aussi être représenté par l’équation différentielle linéaire suivante avec
des coefficients sur un module :
ẋ(t) = A(δ)x(t) (1.24)
où δ est l’opérateur de retard défini pour toute fonction continue f (t) par
δf (t) = f (t − τ)
et A est une matrice polynômiale d’élément δ et donnée par
∑N
i=0 δ
iAi .
Chaque méthode a ses propres avantages et inconvénients en fonction du problème à traiter. Dans
cette thèse, nous allons utiliser la troisième méthode pour traiter notre problème.
Un bref aperçu de certaines propriétés de base des systèmes à retard est présenté dans ce qui
suit.
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1.5.1 Quelques types de retards
La façon de traiter les systèmes à retard diffère selon le type de retard. Il est donc important de
présenter les différentes catégories de retards que l’on peut rencontrer dans la littérature :
• Discret ou ponctuel : De toute évidence, les systèmes à retard unique ne suffisent pas
toujours pour décrire les systèmes réels et la représentation des systèmes peut impliquer de
nombreux retards. Nous présentons ci-après une forme de système à retards discrets qui a
été largement utilisé :
ẋ(t) =
n∑
i=0
Aix(t − τi)
Différentes conditions de stabilité et de stabilisabilité pour les systèmes à retards ponctuels
ont été développées au fil des ans, telles que [Darouach et al., 1999 ; He et al., 2011 ; Kol-
manovskii et al., 1999b ; Michiels et al., 2005]. Sur la base de la relation entre les retards,
on peut distinguer deux types de retards discrets ou ponctuels : les retards commensurables
(proportionnels) et les retards incommensurables.
— Commensurable : τi ∈ R, i ∈ N sont commensurables si τi/τj est rationnel, ce qui cor-
respond à trouver un retard minimal τ tel que τi = iτ , alors avec une réorganisation
appropriée des indices, le système devient comme suit :
ẋ(t) =
n∑
i=0
Aix(t − iτ)
Cette classe est considérée comme très conservatrice. Le problème de stabilité de cette
classe peut être traité de la même manière que dans le cas d’un retard unique, car
l’équation caractéristique associée au système aura les mêmes propriétés algébriques
[Nic01a]. Différents résultats liés à ce type de retard ont été présentés dans [Datko,
1998 ; Louisell, 1995]. Une méthode permettant de calculer un intervalle de temps tel
que le système considéré soit stable pour tous les retards de cet intervalle calculé a été
présentée dans [Chen et al., 2012].
— Incommensurable : les retards τi , i ∈ N sont des paramètres indépendants. Différentes
idées ont été proposées pour traiter ce type de retard, par exemple un changement de
coordonnées tel que tous les termes de délai, dans les nouvelles coordonnées, dans la
description du système soient associés à la sortie uniquement [Hou et al., 2002]. Une
corrélation dynamique causale pour résoudre le problème de la stabilisation d’une classe
de systèmes à retards différentiels neutres avec plusieurs retards ponctuels fixes et non
proportionnels a été discutée dans [Emre et al., 1984]. La condition de transformation
du modèle de descripteur a été exploitée pour traiter les systèmes ayant deux retards
dans [Fridman et al., 2002], puis une condition améliorée qui accepte les retards avec
des limites inférieures différentes de zéro a été présentée dans [He et al., 2006].
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• Retard variable dans le temps : pouvant appartenir à différentes catégories :
— Retard borné : 0 < τ1 ≤ τ(t) ≤ τ2. Ce type de retard est fréquemment traité dans la
littérature et implique des critères indépendants du retard [Basker et al., 1999 ; Boukas,
2007 ; Chen et al., 2006 ; Kaszkurewicz et al., 1993 ; Seuret et al., 2007 ; Xue et al.,
2004].
— Retards bornés dérivés : τ̇(t) ≤ µ < 1. Cette condition signifie que f (t) = t − τ(t) est
monotone. Généralement, ce type de retard est associé au précédent pour obtenir un
retard dépendant [Cao et al., 1998 ; Lien, 2007 ; Peng et al., 2009 ; Souza et al., 1999]
— Retards variables arbitraires : dans ce cas, le retard τ et sa dérivée τ̇ ne sont pas liés.
• Retard distribué :
∫ t
t−τ x(s)ds. Ce type de retards a été traité dans de nombreux documents,
par exemple, la conception d’observateur pour les systèmes non linéaires [Germani et al.,
2005], la stabilité des systèmes neutres linéaires [Han, 2003], la stabilisation robuste pour les
systèmes neutres incertains [Chen et al., 2007] et le contrôle robuste [Fridman et al., 2009 ;
Zheng et al., 2002].
• Retard dépendant de l’état : le retard est présenté comme une fonction de l’état du système
[Briat et al., 2010 ; Murphy, 2001].
1.6 Observation des systèmes à retard
À la différence des systèmes différentielles ordinaires (EDO), le problème de l’observabilité
des systèmes à retard (TDS :Time-Delay Systems) dépend principalement de la nature du système
considéré, ce qui a motivé de nombreuses définitions (approximative, spectrale, faible, forte,
point à point et absolue). Selon [Chen, 1984], l’observabilité pour les systèmes EDO linéaires
est équivalente à l’assignabilité arbitraire des valeurs propres de l’observateur. Cependant, la
généralisation de cette propriété n’est pas nécessaire pour les équations différentielles à retard
(EDR). La relation entre l’affectation de valeurs propres et l’observabilité reste une question en
suspens malgré les nombreuses activités de recherche consacrées à ce problème.
1.6.1 Quelques définitions
Contrairement aux équations différentielles ordinaires, il faut prendre en considération une
infinité de points appartenant à l’intervalle [−τ,0] pour les EDR, c’est-à-dire qu’il est nécessaire de
spécifier une condition initiale de la forme x(t) = $(t) pour tout t ∈ [−τ,0], où $ : [−τ,0]→ R est
une fonction continue.
Soit l’équation fonctionnelle suivante [Yeganefar, 2006] ẋ(t) = f (t,xt), t ≥ t0xt0 =$0 ∈ C (1.25)
où x est une fonction définie de R dans Rn, ẋ est la dérivée de x par rapport au temps t, xt et
$0 sont des fonctions de l’ensemble C défini dans Rn et f est une "fonction de fonction" dite
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fonctionnelle comme il est précisé dans [Yeganefar, 2006]. On définit xt0 = $0 comme étant les
fonctions initiales à l’instant t0. Considérons l’espace L2(−τ,0];Rn) de tous les plans I (−τ,0)→ Rn
qui sont intégrables au carré dans I (−τ,0) doté de la semi-norme :
‖y‖M2 =
[
|y(0)|2Rn +
∫ 0
−τ
|y(0)|2Rndα
] 1
2
L’espace quotient de L2(−τ,0];Rn) par le sous-espace linéaire de tout y tel que ‖y‖M2 = 0 est un
espace de Hilbert isométriquement isomorphe à l’espace produit Rn ×L2(−τ,0];Rn). Il sera désigné
parM2(−τ,0];Rn) et sa norme par ‖.‖M2 .
κ :M2([−τ,0];Rn)→ Rn ×L2(−τ,0];Rn);
κ(h) = (h0 = x(0),h1 = x(α))
Soit Y un espace de Hilbert que l’on pourrait qualifier d’espace d’observation. Nous pouvons
observer le plan x(.;h;u) avec un observateur Z ∈ L∞([0,T ];L(Rn,Y )) ; l’observation à l’instant t est
définie par
z(t;h;u) = Z(t)x(t;h;u)
On peut aussi observer le plan x̃(t;h,u) = x(t+α;h,u) avecM2-observateur Z̃ ∈ L∞([0,T ];L(M2,Y ))
z̃(t;h,u) = Z̃(t)x̃(t;h,u)
Les définitions non triviales suivantes sont les plus importantes de l’observabilité des systèmes à
retards. De toute évidence, chaque définition conduit à différentes caractéristiques de l’observation
des états :
Définition 1.12. (Observabilité) [Delfour et al., 1972] Le système (1.25) est observable sur [0,T ] si
pour tout h ∈M2(−τ,0] et u ∈ L2(0,T ];Rm), le point h0 ∈ Rn peut être déterminé de manière unique à
partir de la connaissance de u, h1 et du plan d’observation z(.;h;u).
Définition 1.13. (Observabilité forte)[Delfour et al., 1972] Le système (1.25) est fortement observable
sur [0,T ] si pour tout h ∈M2(−τ,0] et u ∈ L2(0, t];Rm), l’état h peut être déterminé de manière unique à
partir de la connaissance de u et du plan d’observation z(.;h;u).
Définition 1.14. (M2-observabilité)[Delfour et al., 1972] Le système (1.25) estM2-observable sur
[0,T ] si pour tout h ∈M2(−τ,0] et u ∈ L2(0, t];Rm), l’état h peut être déterminé de manière unique à
partir de la connaissance de u et du plan d’observation z̃(.;h;u).
Remarque 1.4. Observabilité forte⇒M2observabilité et observabilité
Définition 1.15. (F-observabilité) [Olbrot, 1981] Soit F une classe de fonctions initiales pour le système
(1.25). Le système (1.25) est F-observable sur [0,T ] (respectivement F-observable) si et seulement si
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x0(.) ∈ F et la sortie y(t) = 0 pour tout t ∈ [0,T ] (respectivement, pour tout t ≥ 0) implique que x(t) = 0
pour tout t ≥ 0.
Définition 1.16. (F-observabilité finale) [Olbrot, 1981] Le système (1.25) est finalement F-observable
si et seulement si pour toute fonction initiale continue x0(.) ∈ F et y(t) = 0 pour tout t ∈ [0,T ] implique
x(T ) = 0.
Notons que F-observabilité sur [0,T ] implique une F-observabilité finale sur [0,T ].
Définition 1.17. (Observabilité en temps infini)[Olbrot, 1981] Le système (1.25) est considéré comme
étant observable en temps infini si et seulement si pour toute fonction initiale continue x0(.), la condition
x(t) = 0 pour tout t ≥ 0 implique que pour un certain t1 ≥ 0 l’identité x(t) = 0 pour tout t ≥ t1 est valable.
Définition 1.18. (Observabilité ponctuelle)[Delfour et al., 1972] Le système (1.25) est observable point
par point (ou, de manière équivalente, sur [0,T ] si le point initial x0 peut être déterminé uniquement à
partir de la connaissance des entrées u(t), φ(t) et de la sortie y(t).
1.6.2 Aperçu de quelques travaux existants sur l’observabilité des TDS
L’analyse de l’observation pour les systèmes à retard (TDS) remonte approximativement aux
années 1980 [Lee et al., 1981b ; Olbrot, 1981 ; Rabah, 1995 ; Salamon, 1980]. La principale difficulté
de l’analyse de l’observabilité d’un TDS vient du fait que son état est de dimension infinie, ce qui
est en fait une collection d’informations qui contient l’historique du système. Cette caractéristique
peut expliquer pourquoi la condition initiale d’un TDS est normalement une fonction. Pour
les systèmes dynamiques sans retard, l’observabilité peut se caractériser par l’estimation de la
condition initiale, ce qui est en fait équivalent à la reconstructibilité de l’état. De même, on peut
aussi caractériser l’observabilité pour les TDS linéaires par cette propriété et, l’observabilité initiale
a été proposé dans [Olbrot, 1977]. Cette définition est utile lorsque l’objectif principal est d’estimer
la valeur initiale (passée) de l’état. Si la condition initiale x(t) pour t < 0 est nulle ou est égale à une
fonction connue et que x(0) ∈ Rn est arbitrairement inconnue, l’observabilité initiale devient Rn-
observabilité [Gabasov et al., 1972]. Cette notion est utile si l’objectif est d’estimer la perturbation
instantanée. Dans la littérature, pour les systèmes linéaires avec retard, la notion d’observabilité
pour la condition initiale n’est pas équivalente à la reconstructibilité de la trajectoire du système
[Lee et al., 1981b]. Plus précisément, pour les systèmes sans retard, la connaissance de la condition
initiale est équivalente à connaître l’état final. Cependant, pour les TDS, la connaissance des
conditions initiales est seulement suffisante, mais pas nécessaire pour estimer la trajectoire finale
de l’état. Bien que l’extension de l’observabilité aux systèmes linéaires à retard à partir des systèmes
linéaires sans retard est aussi équivalente à l’estimation de la condition initiale, il n’est en fait
pas très utile car, dans la pratique, l’objet le plus important est d’estimer la trajectoire de l’état
à tout moment et non la condition initiale. De ce fait, d’autres concepts d’observabilité liés à la
reconstructibilité de la trajectoire des états ont été introduits. Sachant que la reconstruction des
états peut être en temps fini ou en temps infini (asymptotique, lorsque le temps tend vers l’infini),
deux définitions différentes sur l’observabilité sont proposées dans [Olbrot, 1981] : observable
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en temps fini et observable en temps infini (asymptotique, comme la détectabilité). En outre, il
existe également deux concepts d’observabilité définis en utilisant la méthode d’un algorithme
algébrique formel, appelés observabilité faible et observabilité forte [Sename, 2001]. En effet, le
système étudié est fortement observable (c’est-à-dire observable sur l’anneau polynômial) si la
matrice d’observabilité avec l’opérateur de retard est inversible à gauche sur l’anneau polynômial.
On dit qu’il est faiblement observable (c’est-à-dire observable sur l’ensemble des réels) si sa matrice
d’observabilité est inversible à gauche sur R. Ces quatre dernières définitions d’observabilité
servent uniquement à estimer la trajectoire des états. Par souci de simplicité et de commodité
(cohérence pour l’observabilité pour d’autres types de systèmes), nous utiliserons le mot «état» lors
du traitement des systèmes à retard dans ce manuscrit, ce qui désignera la trajectoire finale de
l’état de dimension infinie du système étudié. Pour les TDS linéaires, divers aspects du problème
d’observabilité ont été abordés dans la littérature. Différentes méthodes ont donc été utilisées
telles que l’approche analytique fonctionnelle [Bhat et al., 1976] ou l’approche algébrique (anneau
polynômial, forme de Smith, forme de Hermite ...) [Brewer et al., 1986 ; Fliess et al., 1998 ; Sontag,
1976]. En utilisant l’algèbre abstraite avec anneau polynômial pour un système à retard, les matrices
ne sont plus constantes, mais sont formées par des polynômes d’opérateur de retard. En raison
de la similitude, nous pouvons toujours suivre les mêmes idées pour que le LTI (algorithme de
Molinari, condition de type Hautus) pour en déduire des conditions d’observabilité nécessaires
et suffisantes pour les systèmes à retard. Pour les systèmes non linéaires à retard, la théorie des
anneaux non commutatifs a été proposée pour la première fois dans [Moog et al., 2000] pour
résoudre le problème de découplage des perturbations. Ensuite, le problème d’observabilité a été
étudié dans [Xia et al., 2002] pour les systèmes non linéaires à retard avec des entrées connues. Le
système non linéaire à retard avec des entrées inconnues a été étudié dans [Zheng et al., 2011a]
en utilisant la même approche. Des observateurs associés pour certaines classes de systèmes à
retards peuvent être trouvés dans [Conte et al., 2003 ; Darouach, 2006 ; Fattouh et al., 1999 ; Fu
et al., 2004 ; Sename, 2001] et les références qui y figurent. D’autres résultats récents obtenus sur
l’observation des systèmes à retard sont présentés dans [Bejarano et al., 2017a,b ; Califano et al.,
2011 ; Kader et al., 2018].
1.7 Systèmes complexes
L’analyse et la maîtrise de comportements complexes en réseaux, constitué d’un grand nombre
de systèmes dynamiques, fait l’objet de beaucoup d’attention de la part de nombreux chercheurs
et dans différents domaines : Voir [Newman, 2006] pour un aperçu du travail dans le domaine
des problèmes de complexité générale liés à la dynamique des réseaux, [Wu, 2007] pour des
contributions en synchronisation des réseaux complexes et les travaux de [Kumar et al., 2005 ; Ren
et al., 2007] pour leurs contributions en commande coopérative. Un autre domaine de recherche
connexe est le contrôle de systèmes spatialement invariants, où les systèmes fonctionnant sur
un réseau spécifique sont traités comme des systèmes de dimension infinie. D’autres résultats
concernant des travaux sur les systèmes en réseau sont présentés dans [Bamieh et al., 2002 ;
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D’Andrea et al., 2003 ; Langbort et al., 2004 ; Voulgaris et al., 2003]. La principale caractéristique
des réseaux de systèmes dynamiques est leur complexité, la structure topologique et les forces
de couplage variables dans le temps. La théorie des graphes algébriques a été largement utilisée
dans une variété de travaux de recherche traitant de tels systèmes [Fax et al., 2004 ; Ji et al., 2007 ;
Kumar et al., 2005 ; Silm et al., 2017 ; Wang et al., 2003 ; Wu et al., 2007], où les interconnexions
sont représentées sous forme de graphique.
La représentation des systèmes dynamiques en réseau mérite le titre de réseaux complexes pour
les raisons suivantes :
— il existe des propriétés qui résultent de l’organisation topologique globale du système ;
— leurs structures topologiques ne peuvent être décrites trivialement comme dans le cas de
graphiques aléatoires ou réguliers.
Les réseaux complexes peuvent être classés en fonction de la nature des interactions parmi les
entités formant les nœuds du réseau. Voici quelques exemples de ces classes :
— Liaison physique : des paires de nœuds sont physiquement connectées par un lien tangible,
tel qu’un câble, une route, une veine, etc. Les exemples sont : Internet, réseaux de routes ou
rues urbaines, réseaux vasculaires, etc.
— Interactions physiques : les liens entre les paires de nœuds représentent les interactions qui
sont déterminés par une force physique. Exemples : réseaux de résidus de protéines, réseaux
d’interaction protéine-protéine, etc.
— Proximité géographique : les nœuds représentent les régions d’une surface et leurs connexions
sont déterminés par leur proximité géographique. Les exemples sont : pays sur une carte,
réseaux de paysage, etc.
— Échange de masse / énergie : les liens reliant des paires de nœuds indiquent que l’énergie
ou la masse a été transférée d’un noeud à un autre. Les exemples sont : réseaux de réaction,
réseaux métaboliques, réseaux alimentaires, réseaux commerciaux, etc.
— Liens sociaux : les liens représentent tout type de relation sociale entre nœuds. Les exemples
sont : amitié, collaboration, etc.
— Liens conceptuels : les liens indiquent les relations conceptuelles entre des paires de nœuds.
Exemples : dictionnaires, réseaux de citation, etc.
Dans le cadre de notre étude, le problème de l’identification de la topologie des réseaux de
systèmes dynamiques est envisagé de sorte à être similaire aux problèmes de l’identification des
paramètres [Zhang et al., 2015]. Dans la littérature, des résultats sur l’identification des paramètres
existent pour certaines classes de systèmes dynamique [Boutat et al., 2006 ; Wang et al., 2009 ; Xia
et al., 2002 ; Zheng et al., 2011b, 2013]. Notons que, dans la suite, par l’expression "Estimation", on
entend l’observation simultanée des états avec l’identification des paramètres inconnus du système.
En prenant en compte les entrées inconnues, les réseaux de systèmes dynamiques deviennent
beaucoup plus complexes à étudier. Les entrées inconnues peuvent être des bruits, des perturba-
tions, ou des phénomènes extérieurs qui peuvent subvenir et dont on ignore les dynamiques.
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La problématique des entrées inconnues s’avère très importante en pratique. En effet elle
apparaît dans de nombreuses applications. Parmi elle, on peut citer :
— les applications en robustesse où les entrées inconnues représentent les perturbations [Flo-
quet et al., 2006a ; Fridman et al., 2007] ;
— les applications en cryptographie où l’entrée inconnue représente le message [Feki, 2003] ;
— les applications en sécurité des systèmes pour la détection de défauts [Chen et al., 2008 ;
Floquet et al., 2004].
Dans la littérature et de part leur importance, on peut trouver de nombreux autres résultats sur
les systèmes à entrées inconnues [Barbot et al., 2007 ; Bejarano et al., 2013 ; Floquet et al., 2006b,
2007, 2013].
1.8 Conclusion
Dans ce chapitre, quelques définitions et principes importants concernant les systèmes dyna-
miques en général ont été présentés et certaines méthodes existantes concernant l’observabilité ont
été résumées. En outre, quelques rappels et définitions de l’observabilité dans le cas des systèmes
non linéaires et à retards ont été aussi présentés.
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Chapitre2
Estimation pour les systèmes linéaires
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2.1 Introduction
Les systèmes linéaires sont largement étudiés dans la littérature. Ils représentent une modéli-
sation mathématique simplifiée des systèmes réels et permettent d’obtenir des résultats plus ou
moins satisfaisants en matière de performance et de robustesse. Ces systèmes a priori simples si
on les étudie séparément deviennent beaucoup plus complexes si on les met en réseau tout en
supposant que chaque système linéaire a une interaction avec les autres systèmes présents dans
son environnement.
L’objectif principal du travail présenté dans ce chapitre étant d’identifier la topologie d’un
réseau de systèmes dynamiques linéaires, il consiste donc à estimer les paramètres inconnus des
interconnexions du réseau considéré. Un réseau de systèmes dynamiques peut être modélisé de
différentes manières. Dans notre cas, les considérations faites sont présentées dans la section
suivante.
2.2 Formulation du problème
Pour atteindre notre objectif, considérons un réseau de k systèmes dynamiques linéaires (k ∈
N, k ≥ 2). Supposons que les interconnexions entre les systèmes dynamiques sont réalisées par des
coefficients paramétriques constants mais inconnus, comme le montre la figure 2.1.
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Figure 2.1 – Exemple de topologie d’un réseau de systèmes dynamiques
On suppose que chaque système dynamique linéaire Σi pour 1 ≤ i ≤ k impliqué dans le réseau
est de la forme suivante :
Σi :
 ẋi(t) = Aixi(t) +Biui(t) +
∑qi
j=1ϕi,j(yj(t))θi,j
yi(t) = Cixi(t)
(2.1)
où le vecteur xi(t) ∈ Rni représente l’état du système Σi , le vecteur ui(t) ∈ Rmi représente les entrées
et le vecteur yi(t) ∈ Rpi représente les sorties mesurables. Le vecteur des paramètres inconnus
θi =
(
θi,1, . . . ,θi,qi
)T
représente le vecteur des coefficients constants mais inconnus des intercon-
nexions entre les systèmes dynamiques du réseau considéré.
Le vecteur des fonctions ϕi,j(yj(t)) =
(
ϕ1i,j(yj(t)), . . . ,ϕ
ni
i,j(yj(t))
)T
∈ Rni représente les informations
qu’un sous système Σj injecte dans le sous système Σi via la connexion réalisé par θi . Donc, la
matrice des fonctions ϕi(y(t)) =
(
ϕTi,1(y1(t)), . . . ,ϕ
T
i,qi
(yqi (t))
)T
∈ Rni×qi représente l’ensemble des in-
formations injectées par le réseau dans le sous système Σi .. Pour simplifier notre étude, définissons
n =
∑k
i=1ni , m =
∑k
i=1mi , p =
∑k
i=1pi et q =
∑k
i=1 qi tels que
x(t) =
(
xT1 (t), . . . ,x
T
k (t)
)T
∈ Rn
u(t) =
(
uT1 (t), . . . ,u
T
k (t)
)T
∈ Rm
y(t) =
(
yT1 (t), . . . , y
T
k (t)
)T
∈ Rp
θ =
(
θT1 , . . . ,θ
T
k
)T
∈ Rq
Nous pouvons réécrire la dynamique globale du réseau sous la forme compacte suivante : ẋ(t) = Ax(t) +Bu(t) +ϕ(y(t))θy(t) = Cx(t) (2.2)
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où les matrices A, B, C et ϕ(y(t)) ont la forme suivante :
A =

A1 0 · · · 0
0 A2 · · · 0
...
...
. . .
...
0 0 0 Ak

∈ Rn×n, B =

B1 0 · · · 0
0 B2 · · · 0
...
...
. . .
...
0 0 0 Bk

∈ Rn×m,
et C =

C1 0 · · · 0
0 C2 · · · 0
...
...
. . .
...
0 0 0 Ck

∈ Rp×n, et ϕ(y(t)) =

ϕ1(y(t)) 0 · · · 0
0 ϕ2(y(t)) · · · 0
...
...
. . .
...
0 0 0 ϕk(y(t))

.
ϕ(y(t)) est une matrice de fonctions et est de dimension appropriée.
Notons que si toutes les connexions sont réalisées et que tous les éléments de θ sont non
nuls, alors la dimension de θ est obtenue comme suit : q = k(k − 1). Dans le cadre de notre étude,
l’identification topologique s’apparente à l’identification des paramètres θ du réseau.
Dans nos travaux, on suppose que la connexion entre les systèmes dynamiques d’un même
réseau prend le sens suivant :
— On suppose que les coefficients de connexions entre les systèmes sont constants par morceaux ;
— Si θi,j = 0, cela signifie qu’il n’existe pas de connexion entre les deux systèmes concernés Σi
et Σj . Dans le cas contraire, θi,j , 0.
— Si θi,j change soudainement d’une constante non nulle à zéro, cela signifie que la connexion
entre les deux systèmes connectés est perdue ;
— Si θi,j change brusquement de zéro à une constante non nulle, cela signifie que la connexion
est rétablie ;
— Si θi,j change soudainement d’une constante non nulle à une autre non nulle, cela signifie
que le poids de la connexion a été modifié.
On suppose que l’ensemble du réseau est observable, c’est-à-dire que le couple (A,C) est
observable. De manière équivalente, il existe un gain matriciel K tel que A−KC soit stable. Cela
n’implique pas que pour chaque sous système dynamique du réseau Σi , il existe un gain matriciel
Li tel que Ai −LiCi soit stable ;
Nous supposons également que la topologie du réseau est identifiable, et cette condition peut
être garantie par l’hypothèse suivante.
Hypothèse 2.1. Pour ϕ(y(t)) ∈ Rn×q défini dans (2.2), on suppose que pour tout t > 0,
q ≤ n et rang ϕ(y(t)) = q.
30 CHAPITRE 2. Estimation pour les systèmes linéaires
En se basant sur l’Hypothèse 2.1 ci-dessus, l’objectif de cette investigation est de concevoir un
observateur capable d’estimer en temps fini les états x et les paramètres θ du système (2.2). Ceci
sera détaillé dans la section suivante.
2.3 Estimateur en temps fini
Dans cette section, nous allons présenter une nouvelle approche pour concevoir un observateur
impulsif (convergeant en un temps fini donné en faisant un saut pour atteindre la valeur exacte)
pour l’estimation simultanée et en temps fini des états et des paramètres du système (2.2). Cette
approche est basée sur la technique proposée dans [Engel et al., 2002] et ensuite utilisée dans
[Raff et al., 2007]. Pour cela, considérons le changement de coordonnées suivant :
z(t) = x(t)− Γ (t)θ (2.3)
où z(t) représente le nouveau vecteur d’état dans le nouveau repère et Γ (t) est une matrice variable
dans le temps qui sera définie ci-après. Pour le système (2.2), choisissons une matrice K telle que
(A−KC) du réseau (2.2) soit stable, alors en dérivant l’équation (2.3) nous avons
ż(t) = ẋ(t)− Γ̇ (t)θ = Ax(t) +Bu(t) +ϕ(y(t))θ − Γ̇ (t)θ
Ensuite, en introduisant le gain matriciel K dans la relation précédente, on obtient l’égalité suivante
ż(t) = Ax(t) +Bu(t) +ϕ(y(t))θ − Γ̇ (t)θ −KCx(t) +Ky(t)
= (A−KC)x(t) +Bu(t) +ϕ(y(t))θ − Γ̇ (t)θ +Ky(t)
Maintenant, en remplaçant x(t) par z(t) + Γ (t)θ, on a
ż(t) = (A−KC)(z(t) + Γ (t)θ) +Bu(t) +ϕ(y(t))θ − Γ̇ (t)θ +Ky(t)
= (A−KC)z(t) +Bu(t) +Ky(t)− Γ̇ (t)θ + [(A−KC)Γ (t) +ϕ(y(t))]θ
En définissant Γ (t) comme étant la solution de l’équation différentielle suivante
Γ̇ (t) = (A−KC)Γ (t) +ϕ(y(t)) (2.4)
avec Γ (0) = 0, puis en remplaçant Γ̇ (t) dans ż(t), on obtient
ż(t) = (A−KC)z(t) +Bu(t) +Ky(t) (2.5)
Notons que le système déduit (2.5) ne dépend que de la commande u(t) et de la sortie y(t), avec une
matrice linéaire stable (A−KC). Cela signifie que l’état z(t) de (2.5) est détectable. Nous pouvons
donc facilement concevoir un observateur pour estimer asymptotiquement z(t).
Dans ce qui suit, on se propose de concevoir un ensemble de tels observateurs asymptotiques
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pour obtenir une estimation impulsive en temps fini des états et des paramètres inconnus. Pour
y parvenir, considérons encore le système (2.2), pour toute connexion topologique possible q ∈ N
avec q ≤ n(n− 1), et choisissons aussi un entier naturel v ∈ N tel que v ≥ qn + 2 (dans notre cas, v ≥ 3
puisque q ≤ n).
Remarque 2.1. L’entier naturel v est choisi de sorte à obtenir rang Ω(t,h) = 2n+ q où Ω(t,h) est défini
dans (2.8).
Avec un tel entier v, nous allons concevoir v-fois l’observateur asymptotique de type (2.5) avec
différents gains matriciels Ki pour 1 ≤ i ≤ v (les matrices Ki sont choisies telles que les A −KiC
soient stable ), ce qui conduit à v changements de coordonnées suivants :
z1(t) = x(t)− Γ1(t)θ
z2(t) = x(t)− Γ2(t)θ
... =
...
zv(t) = x(t)− Γv(t)θ
(2.6)
où zi(t) ∈ Rn et Γi(t) ∈ Rn×q (pour 1 ≤ i ≤ v) sont déterminés comme suit :
Γ̇1(t) = (A−K1C)Γ1(t) +ϕ(y(t))
Γ̇2(t) = (A−K2C)Γ2(t) +ϕ(y(t))
... =
...
Γ̇v(t) = (A−KvC)Γv(t) +ϕ(y(t))
(2.7)
Les gains Ki sont choisis de sorte que (A−KiC) soient des matrices de Hurwitz. Ces paramètres
génèrent v systèmes transformés de la forme (2.5), c’est à dire
żi(t) = (A−KiC)zi(t) +Bu(t) +Kiy(t), pour i = 1, . . . , v
Pour chaque système de la forme ci-dessus, nous pouvons concevoir les observateurs asymptotiques
suivants
˙̂zi(t) = (A−KiC)ẑi(t) +Bu(t) +Kiy(t)
Pour plus de simplicité, notons Fi = A−KiC pour 1 ≤ i ≤ v, et définissons la matrice Ω(t,h) ∈
Rvn×(2n+q) comme suit :
Ω(t,h) =

−I
∫ t
t−h e
F1(t−h)ϕ(y(s))ds eF1h
−I
∫ t
t−h e
F2(t−h)ϕ(y(s))ds eF2h
...
...
...
−I
∫ t
t−h e
Fv(t−h)ϕ(y(s))ds eFvh

(2.8)
où h représente un retard constant (décalage de durée constante) et positif qui peut être librement
choisi.
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Dans le suite, nous allons montrer grâce aux 3 lemmes suivants que rang Ω(t,h) = 2n+ q. Pour
cela, notons ∆Fi,j = Fi −Fj et λk{∆Fi,j}, k = 1, . . . ,n comme étant les valeurs propres de ∆Fi,j . Soit V
la matrice des vecteurs propres associés aux valeurs propres de ∆Fi,j .
Lemme 2.1. On peut toujours trouver des matrices Ki et Kj , i, j ∈ {1, . . . , v}, i , j telles que Fi , Fj soient
stables, que les valeurs propres de Fi ,Fj ne soient pas multiples et que rang(e
Fjh − eFih) = n.
Preuve. Soit Ki un gain matriciel choisi tel que Fi = (A−KiC) soit stable (toutes les valeurs propres
sont à partie réelle négative) et que les valeurs propres de Fi ne soient pas multiples. Il existe donc
une matrice P des vecteurs propres de Fi correspondant aux valeurs propres de Fi telle que
P−1(A−KiC)P = P−1FiP = diag(λ1{Fi}, . . . ,λn{Fi}) = Λi
Soit Kj une matrice telle que Fj = A−KjC = Fi −αi,jI avec αi,j ∈ N∗. Notons que αi,j peut être choisi
de façon arbitraire, ainsi on peut obtenir différentes matrices diagonales. On a :
P−1FjP = PFiP −αi,jI = diag
{
λ1{Fi} −αi,j , . . . ,λn{Fi} −αi,j
}
= Λj (2.9)
Ensuite, on obtient
eFjh − eFih = P−1(eΛjh − eΛih)P .
Les matrices Λi et Λj étant des matrices diagonales (donc commutative), on a :
rang (eFjh − eFih) = rang (P−1(eΛjh − eΛih)P )
= rang (P−1[(I − eΛih−Λjh)eΛjh]P )
= rang (P−1(I − eΛih−Λjh)P )
rang (eFjh − eFih) = rang (I − eΛi,jh) avec Λi,j = Λi −Λj
Notons que
Λi,j = Λi −Λj
= diag {λ1{Fi}, . . . ,λn{Fi}} − diag
{
λ1{Fi} −αi,j , . . . ,λn{Fi} −αi,j
}
= diag
{
αi,j , . . . ,αi,j
}
Donc, pour tout αi,j ∈ N+, rang (eFjh − eFih) = n. 
Soient λ{Fi}, λ{Fj} et λ{Fl} les valeurs propres respectives de Fi , Fj et Fl . On a :
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λ{Fi} = diag {λ1{Fi}, . . . ,λn{Fi}} = diag {λ1, . . . ,λn} ,
λ{Fj} = diag
{
λ1 −αi,j , . . . ,λn −αi,j
}
et
λ{Fl} = diag
{
λ1 −αi,l , . . . ,λn −αi,l
}
où αi,l = 2αi,j .
Soient ∆λk{∆Fi,j} = λk{Fj} −λk{Fi}, k ∈ {1, . . . ,n} et ∆λk{∆Fj,l} = λk{Fl} −λk{Fj}. On peut choisir Fi ,
Fj et Fl telles que ∆λk{∆Fi,j} = ∆λk{∆Fj,l} = αi,j . Le lemme suivant sera nécessaire dans suite de la
démonstration.
Lemme 2.2. Pour tout t ≥ h, si l’Hypothèse 2.1 est satisfaite, alors
rang
∫ t
t−h
ζ(t, s)ϕ(y(s))ds = q
avec ζ(t, s) = eF (t,λ,h,s) où les valeurs propres de F sont données par :
λ{F } = diag
{
. . . ,
eλr (h+t−s)(e−(t−s) − e−h)(e−(t−s) − 1)
e(2λr−1)h(e−h − 1)
, . . .
}
et λr représente la r-ième valeur propre de Fi . La procédure d’obtention de ζ(t, s) (et donc de F ) est
donnée ci après dans la preuve du Lemme 2.3.
Notons que ζ(t, s) est une matrice inversible sur R pour tout t , s et t , h+ s.
Preuve. Considérons ϕ(y(t)) ∈ Rn×q défini dans (2.2) avec q < n. Si l’Hypothèse 2.1 est satisfaite,
alors toutes les colonnes de ϕ(y(t)) sont indépendantes. On ne peut donc pas trouver un vecteur
non nul H =
[
h1, . . . ,hq
]T
tel que
ϕ(y(t))H = 0.
Cela équivaut à dire que pour tout ζ(t, s) , 0, @H , 0 tel que ζ(t, s)ϕ(y(s))H = 0, ce qui implique
que @H , 0 tel que ∫ t
t−h
ζ(s)ϕ(y(s))Hds = 0.
Or,
ζ(t, s) = eF (t,λ,h,s) = P−1diag
{
. . . ,
eλr (h+t−s)(e−(t−s) − e−h)(e−(t−s) − 1)
e(2λr−1)h(e−h − 1)
, . . .
}
P .
Donc ζ(t, s) est inversible si son déterminent est non nul, c’est-à-dire si t , s et t , h+ s.
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Pour tout t , h,∫ t
t−h
ζ(t, s)ϕ(y(s))Hds =
∫ (t−h)+
t−h
ζ(t, s)ϕ(y(s))Hds+
∫ t−
(t−h)+
ζ(t, s)ϕ(y(s))Hds+
∫ t
t−
ζ(t, s)ϕ(y(s))Hds
=
∫ t−
(t−h)+
ζ(t, s)ϕ(y(s))Hds.
Cette décomposition de l’intégrale est nécessaire pour éliminer les extrémités où ζ(t, s) est nul. Les
matrices Fi , Fj et Fl peuvent donc être choisies de telle sorte que pour tout ζ(t, s),∫ t
t−h
ζ(t, s)ϕ(y(s))Hds =
∫ t
t−h
ζ(t, s)ϕ(y(s))dsH =
∫ t−
(t−h)+
ζ(t, s)ϕ(y(s))dsH.
Alors @ H , 0 tel que
∫ t
t−hζ(t, s)ϕ(y(s))dsH = 0. D’où,
rang
∫ t
t−h
ζ(t, s)ϕ(y(s))ds = q
pour tout t ≥ h. 
Le lemme suivant peut alors être déduit du Lemme 2.1 et du Lemme 2.2.
Lemme 2.3. Si l’Hypothèse 2.1 est satisfaite, alors rang Ω(t,h) = 2n+ q pour tout t ≥ h.
Preuve. Pour la matrice Ω(t,h) définie dans (2.8), choisissons les lignes i, j, l ∈ {1, . . . , v} telles que
αi,l = 2αi,j . Par des opérations sur les lignes i, j et l de la matrice Ω(t,h), on peut écrire
rangΩ(t,h) = rang

−I eFih
∫ t
t−h e
Fi (t−s)ϕ(y(s))ds
0 eFjh − eFih Pi,j
0 eFlh − eFjh Pj,l
−I eFα1h
∫ t
t−h e
Fα1 (t−s)ϕ(y(s))ds
...
...
...
−I eFαr h
∫ t
t−h e
Fαr (t−s)ϕ(y(s))ds

,
où α1, . . . ,αr , {i, j, l} avec Pi,j =
∫ t
t−h[e
Fj (t−s) − eFi (t−s)]ϕ(y(s))ds et Pj,l =
∫ t
t−h[e
Fl (t−s) − eFj (t−s)]ϕ(y(s))ds.
En se référant au Lemme 2.1, on a :
rangΩ(t,h) = rang

−I eFih
∫ t
t−h e
Fi (t−s)ϕ(y(s))ds
0 I [eFjh − eFih]−1Pi,j
0 I [eFlh − eFjh]−1Pj,l
−I eFα1h
∫ t
t−h e
Fα1 (t−s)ϕ(y(s))ds
...
...
...
−I eFαr h
∫ t
t−h e
Fαr (t−s)ϕ(y(s))ds

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rangΩ(t,h) = rang

−I eFih
∫ t
t−h e
Fi (t−s)ϕ(y(s))ds
0 I [eFjh − eFih]−1Pi,j
0 0 Q
−I eFα1h
∫ t
t−h e
Fα1 (t−s)ϕ(y(s))ds
...
...
...
−I eFαr h
∫ t
t−h e
Fαr (t−s)ϕ(y(s))ds

avec Q = [eFlh − eFjh]−1Pj,l − [eFjh − eFih]−1Pi,j . La matrice Ω(t,h) est donc de rang plein dans le sens
des colonnes pour tout t ≥ h si et seulement si rang Q = q. On a :
Q =[eFlh − eFjh]−1
∫ t
t−h
[eFl (t−s) − eFj (t−s)]ϕ(y(s))ds − [eFjh − eFih]−1
∫ t
t−h
[eFj (t−s) − eFi (t−s)]ϕ(y(s))ds.
Soit Q =Q1 −Q2 avec :
Q1 = [e
Flh−eFjh]−1
∫ t
t−h
[eFl (t−s)−eFj (t−s)]ϕ(y(s))ds etQ2 = [eFjh−eFih]−1
∫ t
t−h
[eFj (t−s)−eFi (t−s)]ϕ(y(s))ds.
En se basant sur la preuve du Lemme 2.1, on a :
Q2 = P−1[eΛjh − eΛih]−1P
∫ t
t−h
P−1[eΛj (t−s) − eΛi (t−s)]Pϕ(y(s))ds
=
∫ t
t−h
P−1[eΛjh − eΛih]−1[eΛj (t−s) − eΛi (t−s)]Pϕ(y(s))ds
Q2 =
∫ t
t−h
P−1diag
{
. . . ,
e(λr−αi,j )(t−s) − eλr (t−s)
e(λr−αi,j )h − eλrh
, . . .
}
Pϕ(y(s))ds
Par analogie, on a :
Q1 =
∫ t
t−h
P−1diag
{
. . . ,
e(λr−2αi,j )(t−s) − e(λr−αi,j (t−s)
e(λr−2αi,j )h − e(λr−αi,j )h
, . . .
}
Pϕ(y(s))ds
Donc,
Q =
∫ t
t−h
P−1diag
{
. . . ,
e(λr−2αi,j )(t−s) − e(λr−αi,j (t−s)
e(λr−2αi,j )h − e(λr−αi,j )h
− e
(λr−αi,j )(t−s) − eλr (t−s)
e(λr−αi,j )h − eλrh
, . . .
}
Pϕ(y(s))ds
En choisissant par exemple αi,j = 1, on a :
Q =
∫ t
t−h
P−1diag
{
. . . ,
eλr (h+t−s)(e−(t−s) − e−h)(e−(t−s) − 1)
e(2λr−1)h(e−h − 1)
, . . .
}
Pϕ(y(s))ds
=
∫ t
t−h
ζ(t, s)ϕ(y(t))ds
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et par conséquent,
rang Q = rang
∫ t
t−h
ζ(t, s)ϕ(y(t))ds
En se basant sur les Lemmes 2.1 et 2.2, si l’Hypothèse 2.1 est satisfaite, alors rang Q = q. Donc,
rang Ω(t,h) = 2n+ q pour tout t ≥ h. 
Étant donné qu’ici, nous supposons que les paramètres sont constants par intervalle, un
mécanisme de détection de l’instant de commutation doit être introduit. Inspiré par la technique
de détection résiduelle des fautes, nous introduisons un résidu similaire à l’erreur d’estimation de
la sortie R(t,T ) qui est calculée sur un intervalle T > h comme suit :
R(t,T ) =
 0,∀t < T∫ t
t−T (y(s)−Cx̂(s))
T (y(s)−Cx̂(s))ds,∀t ≥ T
(2.10)
où y(t) représente le vecteur des sorties du système (2.2) et x̂(t) représente l’estimation du vecteur
d’état x(t) et qui sera défini ci-après dans (2.12).
Le résidu ci-dessus nous permet maintenant de définir la variable Tθ suivante :
Tθ =

0 ∀t < T
t ∀t ≥ T si R = 0
Tθi ∀t ≥ T si R > 0
(2.11)
où Tθi est l’i-ème instant de changement de topologie.
La variable définie Tθ peut être interprétée comme suit. Premièrement, on l’initialise à 0 à t = 0.
Ensuite elle est égale à t si le résidu R(t,T ) = 0, c’est à dire si l’estimation est exacte. Dans d’autres
cas, Tθ sera fixé comme une constante non nulle lorsque l’estimation n’est pas correcte (en raison
de la commutation de la topologie). Nous pouvons maintenant énoncer le théorème suivant.
Théorème 2.1. Supposons que l’Hypothèse 2.1 est satisfaite, alors le système décrit par les dynamiques
suivantes : 
˙̂zi(t) = Fi ẑi(t) +Bu(t) +Kiy(t)
˙̂x(t) = Ax̂+Bu(t) +ϕ(y)θ̂
˙̂θ(t) = 0 pour t , Tθ + h ,
x̂
θ̂
x̂(t − h)
 = [Ω(t,h)]−1L Ẑ(t,h) si t = Tθ + h
(2.12)
où [Ω(t,h)]−1L est l’inverse à gauche de Ω(t,h) défini dans (2.8), Tθ est défini dans (2.11), et
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Ẑ(t,h) =

eF1hẑ1(t − h)− ẑ1
eF2hẑ2(t − h)− ẑ2
...
eFvhẑv(t − h)− ẑv

,
est un observateur en temps fini pour le système (2.2). 
Preuve. Après l’introduction de v changements de coordonnées zi = xi − Γiθ, le système (2.2) peut
être mis sous la forme suivante
żi(t) = Fizi(t) +Bu +Kiy, pour 1 ≤ i ≤ v
pour lequel l’on peut concevoir les v observateurs asymptotiques suivants
˙̂zi(t) = Fi ẑi(t) +Bu +Kiy, for 1 ≤ i ≤ v
où Fi = (A −KiC) pour i = 1, . . . , v sont stables. Les erreurs d’estimation de zi sont données par
εzi = ẑi(t)− zi(t) = ẑi(t)− xi(t) + Γiθ telles que
ε̇zi = Fiεzi (2.13)
qui converge cependant vers zéro pour t→∞, c’est-à-dire de manière asymptotique.
Pour obtenir une convergence en temps fini, un retard constant h est introduit avec lequel nous
obtenons l’égalité suivante à partir de (2.13) :
ẑi(t)− x(t) + Γi(t)θ = eFih[ẑi(t − h)− x(t − h) + Γi(t − h)θ] (2.14)
De plus, à partir de la dynamique de Γi définie dans (2.7) et des dynamiques de l’observateur (2.12),
on a :
ẑi(t) = e
Fihzi(t − h) +
∫ t
t−h
eFi (t−s)[Bu(s) +Kiy(s)]ds;
x̂(t) = eFihx̂(t − h) +
∫ t
t−h
eFi (t−s)[Bu(s) +ϕ(y(s))θ]ds;
Γi(t) = e
FihΓi(t − h) +
∫ t
t−h
eFi (t−s)ϕ(y(s))ds.
En substituant les équations précédentes dans (2.14), on obtient
Ẑ(t,h) = Ω(t,h)

x(t)
θ
x(t − h)
 ,
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où
Ẑ(t,h) =

eF1hẑ1(t − h)− ẑ1(t)
eF2hẑ2(t − h)− ẑ2(t)
...
eFvhẑv(t − h)− ẑv(t)

et Ω(t,h) =

−I Γ1(t)− eF1hΓ1(t − h) eF1h
−I Γ2(t)− eF2hΓ2(t − h) eF2h
...
...
...
−I Γv(t)− eFvhΓv(t − h) eFvh

.
Par conséquent, on peut conclure que l’estimation exacte peut être obtenue comme suit :
x(t)
θ
x(t − h)
 = [Ω(t,h)]−1L Ẑ(t,h) (2.15)
à condition que Ω(t,h) soit de rang plein par colonne.
Le mécanisme d’impulsion introduit dans (2.12) a pour but de déterminer quand une telle
estimation exacte (2.15) peut être effectuée en prenant en compte le fait que les paramètres sont
constants par intervalles et donc changent dans le temps.
Initialement, nous avons R(t,T ) = 0 pour t < T où T avec T > h est l’intervalle de temps
pour calculer l’erreur d’estimation résiduelle R(t,T ) défini dans (2.10). Ainsi, selon la définition
de la variable de commutation Tθ définie dans (2.11), nous obtenons Tθ = 0. Cela signifie que
l’observateur (2.12) est initialisé car il existe une topologie inconnue (paramètres) à identifier. Par
conséquent, en raison de l’Hypothèse 2.1, lorsque t = Tθ + h, nous pouvons obtenir l’estimation
exacte via (2.15).
Après le comportement impulsif à t = Tθ + h, nous avons x̂ = x et θ̂ = θ. Selon la dynamique
de l’observateur (2.12), nous pouvons conclure que θ̂ sera égal à la valeur exacte de θ et que x̂
sera égale à la valeur exacte de x (puisque x̂ et x ont maintenant la même structure dynamique
avec exactement la même valeur à t = Tθ + h). En conséquence, le résidu R(t,T ) = 0 jusqu’à ce que
la topologie soit modifiée. Dans ce cas, Tθ = t selon (2.11), et le mécanisme d’impulsion ne sera
pas activé (puisqu’il nécessite t = Tθ + h = t + h qui n’est pas réalisable) si aucune commutation de
topologie ne se produit.
Lorsqu’il se produit un changement soudain de la topologie, la valeur de θ sera modifiée, et
donc θ̂ n’est plus égal à la nouvelle valeur de θ, ce qui fait que x̂ diverge par rapport à la valeur
réelle de x, produisant un résidu R(t,T ) > 0. Cette valeur coïncide avec l’instant de commutation de
la topologie et sera stockée sous la forme d’une valeur constante Tθ selon la relation (2.11). Ensuite,
le mécanisme impulsif sera réactivé lorsque t = Tθ +h, ce qui donnera à nouveau l’estimation exacte
de x et de θ en temps fini.
Par conséquent, nous pouvons conclure que le système (2.12) est un observateur qui nous
permet d’obtenir une estimation simultanée en temps fini de l’état x et des paramètres inconnus θ
qui sont constants par intervalles dans le réseau considéré (2.2). 
Remarque 2.2. Soit Tθi , i = 1, . . . , q la durée minimale des intervalles sur lesquelles le paramètre θi est
constante. Le retard h doit être choisi de sorte que h < min{Tθ1 , . . . ,Tθq }.
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2.4 Exemple illustratif
Pour illustrer les résultats de l’observateur proposé, considérons le réseau de systèmes dyna-
miques interconnectés comme le montre la figure suivante :
Figure 2.2 – Réseau formé par 2 systèmes dynamiques linéaires
Le modèle de l’ensemble du réseau est décrit par la forme compacte suivante : ẋ = Ax+ϕ(y)θy = Cx (2.16)
où A =
 A1 00 A2
, C =  C1 00 C2
 et ϕ(y) =  ϕ1(y) 00 ϕ2(y)
 avec A1 =  −2 1−1 −1
,
A2 =
 −1 31 −2
, C1 = C2 = [ 1 0 ], ϕ1(y) =  0−y2,1
 et ϕ2(y) =  y1,10
. La topologie du réseau
dans le temps est donnée par les paramètres comme suit
θ =

[
2 3
]T
pour t ≤ 5s[
3 2
]T
pour t > 5s
Alors, pour le réseau global, on a :
A =

−2 1 0 0
−1 −1 0 0
0 0 −1 3
0 0 1 −2
 , C =
 1 0 0 00 0 1 0
 et ϕ(y) =

0 0
−y2,1 0
0 y1,1
0 0
 .
Pour la suite, choisissons v = 5 qui satisfait la relation q ≤ n(v − 2). Ensuite, en choisissant les pôles
suivants qui satisfont les conditions données sur les Fi dans les Lemmes 2.1, 2.2 et 2.3 :
p1 = [−3,−4,−5,−6], p2 = [−6,−8− 10,−12],
p3 = [−9− 12− 15,−18], p4 = [−12,−16,−20,−24],
p5 = [−15,−20,−25,−30],
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on obtient les gains matriciels
K1 =

5.0657 −0.3156
7.2201 −1.0358
−0.4094 6.9343
−0.3492 3.6159
 , K2 =

16.6928 −1.1299
73.5395 −9.0523
−1.0040 13.3072
−2.3417 12.3844
 , K3 =

25.7693 −2.5730
170.6510 −32.2386
−2.2816 22.2307
−8.7082 36.0398
 ,
K4 =

34.6028 −3.8729
303.3851 −66.0186
−3.4686 31.3972
−18.4081 73.7401
 , et K5 =

43.4724 −5.0280
474.4554 −108.4241
−4.5417 40.5276
−30.8796 124.6735

tels que Fi = A−KiC pour 1 ≤ i ≤ 5 soient stables. Ce qui nous donne par la suite
F1 =

−7.0657 1 0.3156 0
−8.2201 −1 1.0358 0
0.4094 0 −7.9343 3
0.3492 0 −2.6159 −2
 , F2 =

−18.6928 1 1.1299 0
−74.5395 −1 9.0523 0
1.0040 0 −14.3072 3
2.3417 0 −11.3844 −2
 ,
F3 =

−27.7693 1 2.5730 0
−171.6510 −1 32.2386 0
2.2816 0 −23.2307 3
8.7082 0 −35.0398 −2
 , F4 =

36.6028 1 3.8729 0
−304.3851 −1 66.0186 0
3.4686 0 −32.3972 3
18.4081 0 −72.7401 −2
 ,
et F5 =

−45.4724 1 5.0280 0
−475.4554 −1 108.4241 0
4.5417 0 −41.5276 3
30.8796 0 −123.6735 −2
 .
Pour la simulation, on choisit h = 1s < 5s. On a vérifié que la matrice Ω(t,h) ∈ R20×10 est de rang
plein. Les Figures 2.3, 2.4, 2.5 et 2.6 montrent les états du système (2.16) et leurs estimations. Les
résultats des estimations des paramètres inconnus sont présentés dans les Figures 2.7 et 2.8. On
peut donc noter que les estimations convergent en temps fini pour tous les états et les paramètres
inconnus du système considéré. A l’instant t = 5s où la topologie du réseau a changé, on remarque
un décrochage des estimations des états qui divergent. Ce qui active le mécanisme d’impulsion qui
fait converger à nouveau les états estimés en un temps fini.
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Figure 2.3 – L’état x1 et son état estimé x̂1.
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Figure 2.4 – L’état x2 et son état estimé x̂2.
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Figure 2.5 – L’état x3 et son état estimé x̂3.
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Figure 2.6 – L’état x4 et son état estimé x̂4.
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Figure 2.7 – Paramètre θ1 et son estimation θ̂1.
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Figure 2.8 – Paramètre θ2 et son estimation θ̂2.
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2.5 Conclusion
Dans ce chapitre, une nouvelle méthode pour concevoir un observateur à temps fini pour
l’estimation simultanée des états et des paramètres est proposée. La technique proposée consiste
à superposer plusieurs observateurs asymptotiques de même type mais avec différentes vitesses
de convergence. Des conditions suffisantes sont données pour garantir la convergence en temps
fini de l’observateur proposé. Un exemple numérique a été donné pour illustrer l’efficacité de la
méthode proposée. Ces résultats ont été obtenus pour un réseau de systèmes linéaires avec des
paramètres d’interconnexion inconnus mais constants par intervalle. Dans la suite de nos travaux
de recherche, nous allons exploiter les résultats obtenus dans ce chapitre afin de les adapter aux
réseaux de systèmes linéaires avec retard puis avec des entrées inconnues et un peu plus tard aux
réseaux de systèmes non linéaires à retards aussi et avec des entrées inconnues.
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3.1 Introduction
Ayant obtenu des résultats satisfaisants pour l’observation des réseaux de systèmes linéaires
sans retard avec des paramètres inconnus, nous pouvons maintenant traiter les classes de réseaux
de systèmes à retard (TDS) linéaires. Cette étude utilise les résultats obtenus dans le chapitre 2.
La motivation est toujours la même, c’est-à-dire, l’intention de connaître l’influence d’un système
dynamique sur un autre afin de pouvoir optimiser les performances de tout le réseau.
Les notations suivantes seront utilisées dans la suite de ce manuscrit pour les systèmes à retard.
R est le corps des nombres réels. L’ensemble des entiers non négatifs est noté N∗. Ir signifie la
matrice d’identité de dimension r × r. R [δ] est l’anneau polynômial défini sur R. Rn [δ] est le R [δ]-
module dont les éléments sont des vecteurs de dimension n et dont les entrées sont polynômiales.
Par Rq×s [δ] on désigne l’ensemble des matrices de dimension q × s, dont les entrées sont dans
R [δ]. Pour une matrice M (δ), rangR[δ]M (δ) signifie le rang de la matrice M (δ) définie sur R [δ]
et degδM (δ) signifie le degré maximal de δ pour tous les polynômes de la matrice M (δ). On
note InvS [M(δ)] = {ψi (δ)}1≤i≤r comme l’ensemble de facteurs invariants de la forme de Smith de
M(δ). Pour deux matrices M(δ) et N (δ), M(δ) ∼ N (δ) signifie la similarité entre deux matrices
polynomiales M(δ) et N (δ) sur R[δ], c’est-à-dire qu’il existe deux matrices unimodulaires 1 U1(δ)
et U2(δ) sur R[δ] tel que M(δ) =U1(δ)N (δ)U2(δ).
1. reportez-vous à la définition 3.2 pour le concept unimodulaire matrice sur R[δ].
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3.2 Formulation du problème
Considérons ici un réseau de k TDS linéaires (k ∈ N, k ≥ 2) avec des coefficients paramétriques
de connexions θi inconnus mais constants par intervalles de temps. On suppose que chaque sous
système Πi pour 1 ≤ i ≤ k impliqué dans le réseau est de la forme suivante :
Πi :

ẋi(t) =
∑ka
s=0Ai,sxi(t − sτ) +
∑qi
j=1ϕi,j(yj(t))θi,j
yi(t) =
∑kc
s=0Ci,sxi(t − sτ)
xi(t) = $i(t), t ∈ [−siτ,0]
(3.1)
où xi(t) ∈ Rni représente ses états à l’instant t, yi(t) ∈ Rpi le vecteur des sorties à l’instant t et
τ représente la base des retards commensurables et connus. Ai,s et Ci,s sont des matrices de
dimensions appropriées.
La fonction initiale $i(t) est une fonction continue par morceaux $i(t) : [−siτ,0]→ Rni (si =
max{ka, kc}) ; ainsi xi(t) = $i(t) on [−siτ,0]. xi(t;$i) représente la solution du TDS (3.2) avec une
condition initiale égale à $i(t). De la même manière, on définit yi(t;$i) = Ci(δ)xi(t;$i), comme
étant la sortie du système (3.1) quand xi(t) = xi(t;$i).
Pour simplifier les analyses, introduisons un opérateur de retard δ tel que xi(t − sτ) = δsxi(t),
s ∈ N. Soit R[δ] l’anneau polynômial de l’élément δ défini sur R. Le système (3.1) peut alors être
réécrit comme suit :
Πi :

ẋi(t) = Ai(δ)xi(t) +ϕi(yj(t))θi
yi(t) = Ci(δ)xi(t)
xi(t) = $i(t), t ∈ [−siτ,0]
(3.2)
où Ai(δ) =
∑ka
s=0Ai,sδ
s et Ci(δ) =
∑kc
s=0Ci,sδ
s.
Notons maintenant n =
∑k
i=1ni , p =
∑k
i=1pi et q =
∑k
i=1 qi puis définissons
x(t) =
(
xT1 (t), . . . ,x
T
k (t)
)T
∈ Rn,
y(t) =
(
yT1 (t), . . . , y
T
k (t)
)T
∈ Rp
θ =
(
θT1 , . . . ,θ
T
k
)T
= (θ1,1, . . . ,θ1,q1 , . . . ,θk,1, . . . ,θk,qk )
T ∈ Rq et
$ =
(
$T1 , . . . ,$
T
k
)T
∈ Rn;
ϕi,j(yj(t)) =
(
ϕ1i,j(yj(t)), . . . ,ϕ
ni
i,j(yj(t))
)T
∈ Rni ;
ϕi(y) =
(
ϕTi,1(y1(t)), . . . ,ϕ
T
i,qi
(yqi (t))
)T
∈ Rni×qi .
Alors, la dynamique de l’ensemble du réseau de systèmes prend la forme compacte suivante :
ẋ(t) = A(δ)x(t) +ϕ(y(t))θ
y(t) = C(δ)x(t)
x(t) = $(t), t ∈ [−Sτ,0]
(3.3)
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où S =max (si , i = 1, . . . , k) et les matrices A(δ), C(δ) et ϕ(y(t)) ont la forme suivante :
A(δ) =

A1(δ) 0 · · · 0
0 A2(δ) · · · 0
...
...
. . .
...
0 0 0 Ak(δ)

∈ Rn×n[δ]
C(δ) =

C1(δ) 0 · · · 0
0 C2(δ) · · · 0
...
...
. . .
...
0 0 0 Ck(δ)

∈ Rp×n[δ]
et
ϕ(y(t)) =

ϕ1(y(t)) 0 · · · 0
0 ϕ2(y(t)) · · · 0
...
...
. . .
...
0 0 0 ϕk(y(t))

∈ Rn×q
On suppose que seules les informations de mesures actuelles et passées sont utilisées pour
estimer les états et les paramètres inconnus. Pour cela, rappelons dans la section suivante quelques
définitions importantes pour notre analyse.
3.3 Définitions
Afin de proposer un observateur au système considéré, rappelons la définition de l’observabilité
retardée énoncée dans [Bejarano et al., 2014].
Définition 3.1. Le système (3.3) est dit observable retardé sur [t1, t2] si et seulement si pour chaque
τ ∈ [t1, t2], il existe t′1 < t
′
2 ≤ τ tels que pour toute condition initiale $, y(t,$) = 0 pour tout t ∈ [t
′
1, t
′
2]
implique x(τ,$) = 0.
Considérons le système (3.3) qui est décrit par les matrices polynômiales sur R[δ], nous allons
donc donner quelques définitions utiles de l’unimodularité et du changement de coordonnées sur
R[δ].
Définition 3.2. Une matrice polynômiale donnée M(δ) ∈ Rn×q[δ], est considérée comme étant uni-
modulaire à gauche (à droite) sur R[δ] s’il existe une matrice M−1L (δ) ∈ R
q×n[δ] avec n ≥ q (ou
M−1R (δ) ∈ R
n×q[δ] avec n ≤ q), telle que M−1L (δ)M(δ) = Iq (ou M(δ)M
−1
R (δ) = In). La matrice carrée
M(δ) ∈ Rn×n[δ] est considérée comme étant unimodulaire sur R[δ] si M−1L (δ) =M
−1
R (δ).
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Rappelons aussi que pour toute matrice polynômiale M(δ) ∈ Rp×m[δ] avec rangR[δ]M(δ) = k ≤
min{p,m}, on dit que M(δ)) ∈ Rp×m[δ] est unimodulaire à gauche sur R[δ] si et seulement si le
rangR[δ]M(δ) =m ≤ p et que InvS [M(δ)] ⊂ R. [Hou et al., 2002].
Vu la complexité de la classe de système considéré, nous allons séparer notre étude en deux
parties. Ainsi nous allons traiter dans un premier temps le cas où le vecteur des paramètres θ = 0,
ce qui est équivalent à l’étude d’un sous système du réseau. Ensuite dans un deuxième temps, nous
allons généraliser les résultats obtenus.
3.4 Systèmes linéaires à retard
Dans ce cas de figure où les paramètres sont soient tous nuls ou tous connus, le système (3.3)
peut être réécrit sous la forme suivante.
ẋ(t) = A(δ)x(t)
y(t) = C(δ)x(t)
x(t) = $(t), t ∈ [−Sτ,0]
(3.4)
L’hypothèse suivante est nécessaire pour la conception d’un observateur à cette classe de systèmes
dynamiques.
Hypothèse 3.1. On suppose que le couple (A(δ),C(δ)) est observable pour tout t ≥ 0.
Nous pouvons alors proposer un observateur en temps fini au système (3.4) comme présenté
dans ce qui suit.
3.4.1 Observateur en temps fini
La méthode proposée consiste à concevoir un observateur à temps fini basé sur deux observa-
teurs de type Luenberger mais de gains différents. Mais avant de détailler cette méthode, définissons
sur R[δ] la matrice polynômiale d’observabilité suivante :
Ol(δ) =

C(δ)
C(δ)A(δ)
...
C(δ)A(δ)l−1

∈ Rpl×n (3.5)
où l ∈ N∗, et rappelons un résultat utile présenté dans [Hou et al., 2002].
Théorème 3.1. [Hou et al., 2002] Il existe un changement généralisé de coordonnées z = T (δ)x qui
transforme le système (3.4) à la forme normale de l’observateur suivant : ż = A0z+F(δ)yy = C0z (3.6)
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où les matrices F(δ) = [FT1 (δ), . . . ,F
T
l∗ (δ)] et
A0 =

0 Ip 0 · · · 0
...
...
...
. . .
...
0 0 0 · · ·
...
0 0 0 · · · 0

∈ Rpl∗×pl∗ et C0 = [ Ip 0 0 · · · 0 ] ∈ Rp×pl
∗
(3.7)
si et seulement si il existe au moins un nombre entier naturel l∗ ∈ N∗ tel que Ol∗(δ) est unimodulaire à
gauche sur R[δ]. 
De plus, le changement de coordonnées généralisé z = T (δ)x avec T (δ) = col{T1(δ), . . . ,Tl∗(δ)} est
défini comme suit :  T1(δ) = C(δ)Ti+1(δ) = Ti(δ)A(δ)−Fi(δ)C(δ), pour 1 ≤ i ≤ l∗ − 1 (3.8)
avec les Fi(δ) étant déterminées à partir des équations suivantes :
[Fl∗(δ), . . . ,F1(δ)] = C(δ)A
l∗(δ)[Ol∗(δ)]−1L . (3.9)
Lemme 3.1. Si l’Hypothèse 3.1 est satisfaite pour le couple (A(δ),C(δ)) dans (3.4), alors il existe un plus
petit entier naturel l∗ ∈ N∗ tel que
Ol∗(δ) =

C(δ)
C(δ)A(δ)
...
C(δ)A(δ)l
∗−1

∈ Rpl
∗×n[δ] (3.10)
soit unimodulaire à gauche sur R[δ].
Preuve. Si le couple (A(δ),C(δ)) est observable, cela signifie qu’on peut trouver un enter naturel
l∗ > 0 tel que pl∗ ≥ n et que toutes les colonnes de Ol∗(δ) soient indépendantes.
Donc Ol∗(δ) est unimodulaire à gauche sur R[δ] 
Pour la forme normale du système obtenu (3.6), nous pouvons maintenant présenter la synthèse
d’observateur suivante sous forme d’un théorème.
Théorème 3.2. Si l’Hypothèse 3.1 est satisfaite pour le système (3.4), alors la dynamique suivante
ξ̇ = L0ξ + P (δ)y
ẑ = ξ
x̂ = T −1L (δ)ẑ
(3.11)
est un observateur asymptotique pour le système (3.4), avec T −1L (δ) défini dans (3.8). L0 ∈ R
n×p et
P (δ) ∈ Rn×p[δ] seront déterminées ci-après. 
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La dynamique de l’erreur d’estimation εz = z − ẑ est donnée par
ε̇z = ż − ˙̂z
= A0z+F(δ)y − ξ̇
= A0z+F(δ)C0z − [L0ξ + P (δ)C0z]
= [A0 +F(δ)C0 − P (δ)C0]z −L0ξ
= [A0 +F(δ)C0 − P (δ)C0]z −L0ẑ
Étant donné que (A0,C0) est observable, il existe donc une matrice constante G0 telle que
[A0 −G0C0] soit une matrice de Hurwitz.
Posons alors L0 = A0 −G0C0 et P (δ) = G0 +F(δ). Nous obtenons
ε̇z = [A0 −G0C0]εz (3.12)
Sachant que z = T (δ)x, ce qui implique que εz = T (δ)εx, nous avons
ε̇x = T
−1
L (δ)[A0 −G0C0]T (δ)εz (3.13)
Maintenant, en couplant deux observateurs simples de type (3.11), nous pouvons concevoir un
observateur en temps fini pour le système (3.4). Pour cela, choisissons deux différentes matrices
constantes G0i telles que les deux matrices [A0−G0iC0] soient des matrices de Hurwitz pour i = 1,2.
Alors, notons
L0i = A0 −G0iC0 (3.14)
et
Pi(δ) = G0i +F(δ) (3.15)
pour i = 1,2.
Définissons dmax = max{degδL0i (δ),degδPi(δ)}, avec ces matrices, pour une constante positive
prédéfinie σ = τdmax, nous pouvons alors concevoir l’observateur en temps fini suivant à partir de
deux observateurs couplés : 
ξ̇i = L0iξ + Pi(δ)y,
zi = ξi ,
ẑ = Γ (δ, t)
 z1z2
 ,
ξ1(t) = ξ2(t) pour τdmax ≤ t ≤ 0,
x̂ = T −1L (δ)ẑ.
(3.16)
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où
Γ (δ, t) =
 [Ipl∗ Ipl∗], si t < σ(Ipl∗ − eL02 te−L01 t)−1[−eL02 te−L01 t , Ipl∗], si t ≥ σ (3.17)
Théorème 3.3. Supposons que l’Hypothèse 3.1 est satisfaite pour le système (3.4). Pour tout constante
σ ≥ τdmax, la dynamique (3.16) est un observateur en temps fini pour (3.4) avec l’instant de la stabilisa-
tion de l’estimation prédéfini σ . 
Preuve. Supposons que l’Hypothèse 3.1 est satisfaite pour le système (3.4), alors on peut toujours
trouver deux matrices constantes G01 et G02 telles que [A0 −G01] et [A0 −G02] soient des matrices
de Hurwitz. Notons que εx1 = x − x̂1, εx2 = x − x̂2, εz1 = T (δ)εx1 , εz2 = T (δ)εx2 , alors d’après (3.12)
nous obtenons
ε̇z1 = [A0 −G01]εz1 = L01εz1 (3.18)
et
ε̇z2 = [A0 −G02]εz2 = L02εz2 (3.19)
En résolvant les équations (3.18) et (3.19), nous avons
εz1(t) = [z(t)− ẑ1(t)] = e
L01 tεz1(0)
εz2(t) = [z(t)− ẑ2(t)] = e
L02 tεz2(0)
(3.20)
Et puisque les conditions initiales pour ξi sont les mêmes, c’est-à-dire ξ1(0) = ξ2(0), nous avons
εz1(0) = T (δ)εx1(0)
= T (δ)[x(0)− x̂1(0)] = T (δ)[x(0)− ξ1(0)]
= T (δ)[x(0)− ξ2(0)] = T (δ)[x(0)− x̂2(0)]
= T (δ)εx2(0) = εz2(0)
Par conséquent, en éliminant εz1(0) et εz2(0) dans (3.20), nous obtenons
eL02 t[z(t)− ẑ1(t)] = eL01 t[z(t)− ẑ2(t)] (3.21)
Ensuite, en manipulant (3.21) nous obtenons
z(t) =
(
Ipl∗ − eL02 te−L01 t
)−1 [
−eL02 te−L01 t Ipl∗
] [
ẑ1(t)T ẑ2(t)T
]T
Quand t = σ , l’équation ci-dessus est égale à
z(σ ) = Γ (δ,σ )
 ẑ1(σ )ẑ2(σ )
 .
Selon le comportement impulsif défini dans (3.18), nous avons ẑ1(σ ) = ẑ2(σ ) = z(σ ) et x(σ ) =
T −1L (δ)z(σ ) ce qui implique que la valeur exacte de l’état x(t) a été obtenu à l’instant σ . Enfin, nous
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avons toujours ||x(t)− x̂(t)|| = 0 pour i = 1,2 quand t ≥ σ , par conséquent (3.18) est un observateur
en temps fini pour (3.4) avec le temps de convergence prédéfini σ . 
Si l’Hypothèse 3.1 pour un certain l∗ ∈ N∗ est satisfaite pour le système (3.4), la procédure
suivante présente une manière constructive de concevoir l’observateur proposé :
1. Calculer Ol∗(δ) défini dans (3.10) et son inverse à gauche [Ol∗(δ)]−1L .
2. Transformer le système (3.4) en (3.6) puis déduire A0 et C0 définies dans (3.7) ;
3. Après cela, déduire F(δ) définie dans (3.9) et T (δ) définie dans (3.8) ;
4. Choisir les matrices constantes G01 et G02 telles que L01 et L02 définis dans (3.14) soient
stables (matrices de Hurwitz) , puis calculer Pi(δ) définie dans (3.15).
5. Enfin obtenir Γ (δ, t) d’après (3.17) pour l’instant prédéfini σ .
3.4.2 Exemple illustratif
Pour illustrer les résultats obtenus dans la section précédente, considérons l’exemple suivant :
A(δ) =

δ2 1 δ
δ δ 1 + δ
1 δ δ2
 et C(δ) =
 1 0 0δ 0 1
 . (3.22)
On peut vérifier qu’il existe l∗ = 2 tel Ol∗(δ) soit unimodulaire à gauche. L’Hypothèse 3.1 est donc
satisfaite et le système étudié est observable. Afin de concevoir l’observateur proposé, nous pouvons
suivre la procédure proposée pour concevoir un observateur en temps fini.
Étape 1 : En se référant à l’équation (3.10), on calcule
Ol∗(δ) =
 C(δ)C(δ)A(δ)
 =

1 0 0
δ 0 1
δ2 1 δ
δ3 + 1 2δ 2δ2

et son inverse à gauche nous donne
[Ol∗(δ)]−1L =

1 0 0 0
0 −δ 1 0
−δ 1 0 0
 .
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Étape 2 : En se référant au Théorème 3.1, on obtient
A0 =

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
 et C0 =
 1 0 0 00 1 0 0

Étape 3 : A partir de l’équation (3.9), on peut déduire la matrice polynômiale F(δ). On a alors :
F(δ) =

2δ2 + δ 0
3δ3 + 2δ2 + 1 0
−δ4 − δ2 + δ −δ2 + δ+ 1
−2δ2(δ3 + δ − 1) 2δ(−δ2 + δ+ 1)

qui nous donne, en se basant sur la relation (3.8), la matrice polynômiale T (δ) suivante :
T (δ) =

1 0 0
δ 0 1
−δ2 − δ 1 δ
−2δ3 − 2δ2 2δ δ2

et son inverse à gauche
T (δ) =

1 0 0 0
2δ2 + δ −δ 1 0
−δ 1 0 0
 .
Étape 4 : Ensuite, on peut choisir librement G01 et G02 telles que L01 et L02 soient stables.
Dans cet exemple, on prend G01 =

6 0
0 12.5
8 0
0 37.5
 et G02 =

2.4 0
0 5
1.28 0
0 6
 qui fixent respectivement
les valeurs propres de L01 à [−7.5,−5,−4,−2] et celles de L02 à [−3,−2,−1.6,−0.8].
Étape 5 : Et enfin, on a
P1(δ) =

2δ2 + δ+ 6 0
3δ3 + 2δ2 + 1 12.5
−δ4 − δ2 + δ+ 8 −δ2 + δ+ 1
−2δ2(δ3 + δ − 1) 2δ(−δ2 + δ+ 1) + 37.5
 et
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P2(δ) =

2δ2 + δ+ 2.4 0
3δ3 + 2δ2 + 1 5
−δ4 − δ2 + δ+ 1.28 −δ2 + δ+ 1
−2δ2(δ3 + δ − 1) 2δ(−δ2 + δ+ 1) + 6
 .
Avec une constante positive prédéfinie σ > 3τ , nous pouvons facilement concevoir un observateur
en temps fini de type (3.11) pour obtenir une estimation de x(t) en temps fini. Pour la simulation,
le pas d’échantillonnage est fixé à 0,0005s et le retard de base τ = 0,001s. Les états estimés du
système (3.4) sont montrés sur les figures 3.1, 3.2 et 3.3 lorsque σ = 0.3s et sur les figures 3.4, 3.5 et
3.6 lorsque σ = 0.5s.
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Figure 3.1 – L’état x1 et son estimation x̂1 pour σ = 0.3s
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Figure 3.2 – L’état x2 et son estimation x̂2 pour σ = 0.3s
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Figure 3.3 – L’état x3 et son estimation x̂3 pour σ = 0.3s
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Figure 3.4 – L’état x1 et son estimation x̂1 pour σ = 0.5s
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Figure 3.5 – L’état x2 et son estimation x̂2 pour σ = 0.5s
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Figure 3.6 – L’état x3 et son estimation x̂3 pour σ = 0.5s
Les Figures 3.1, 3.2, et 3.3 montrent les trajectoires des états du système (3.4) ainsi que les
trajectoires des états estimés avec l’observateur proposé. On remarque bien que les états estimés
convergent en temps fini exactement à l’instant prédéterminé σ = 0.3s. De même, les Figures 3.4,
3.5 et 3.6 montrent les trajectoires des mêmes états du système (3.4) ainsi que leurs estimations
qui convergent à l’instant prédéterminé σ = 0.5s.
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3.5 Systèmes linéaires à retard avec paramètres inconnus
Pour les réseaux de systèmes linéaires en général avec des retards commensurables pouvant
apparaître dans les états et aussi dans les sorties, nous nous focalisons sur la conception d’un
observateur en temps fini pour estimer à la fois les états x(t) et les paramètres inconnus θ en
utilisant uniquement les valeurs actuelles et passées des mesures. Pour cela, l’Hypothèse 3.1 est
encore nécessaire. Ainsi, considérons le système dynamique initial défini dans (3.3).
En supposant que l’Hypothèse 3.1 est satisfaite pour le système (3.3), nous pouvons alors
proposer comme précédemment un estimateur en temps fini pour le système considéré. Rappelons
que par l’expression "estimation", nous entendons "observabilité simultanée des états et des
paramètres inconnus".
3.5.1 Estimateur en temps fini
Dans cette section, un observateur impulsif en temps fini sera proposé pour estimer à la fois les
états et les paramètres inconnus du réseau considéré. Cette approche repose sur la combinaison
d’un ensemble d’observateurs de type Luenberger. On utilisera donc les résultats obtenus dans la
première partie de ce chapitre combinés avec les résultats obtenus dans le chapitre 2. Pour se faire,
toujours en se basant sur les travaux de [Hou et al., 2002], on propose le théorème suivant :
Théorème 3.4. Si l’Hypothèse 3.1 est satisfaite, alors il existe une changement de coordonnées z = T (δ)x
tel que (3.3) peut être mise sous la forme suivante ż(t) = A0z(t) +F(δ)y(t) + T (δ)ϕ(y(t))θy = C0z(t) (3.23)
où F(δ) = [FT1 (δ), . . . ,F
T
l (δ)]
T est définie au (3.9), A0 et C0 sont définis au (3.7) et T (δ) définie dans (3.8).

Introduisons maintenant la matrice de gain variable dans le temps Γ (t) puis définissons le
changement de coordonnées suivant
ξ(t) = z(t)− Γ (t)θ (3.24)
où z(t) représente l’état du système transformé (3.23), ξ(t) l’état du système dans le nouveau repère
et Γ (t) sera défini par la suite.
On a
ξ̇(t) = ż(t)− Γ̇ (t)θ
= A0z(t) +F(δ)y(t) + T (δ)ϕ(y(t))θ − Γ̇ (t)θ
Puisque la paire (A0,C0) est observable, on peut choisir une matrice K0 telle que A0 −K0C0 soient
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stable. On obtient
ξ̇(t) = A0z(t) +F(δ)y(t) + T (δ)ϕ(y(t))θ − Γ̇ (t)θ −K0C0z(t) +K0y(t)
= (A0 −K0C0)z(t) + T (δ)ϕ(y(t))θ − Γ̇ (t)θ +F(δ)y(t) +K0y(t)
Ensuite, en remplaçant z(t) = ξ(t) + Γ (t)θ dans l’équation précédente, on obtient
ξ̇(t) = (A0 −K0C0)(ξ(t) + Γ (t)θ) + T (δ)ϕ(y(t))θ − Γ̇ (t)θ +F(δ)y(t) +K0y(t)
= (A0 −K0C0)ξ(t) +F(δ)y(t) +K0y(t)− Γ̇ (t)θ + [(A0 −K0C0)Γ (t) + T (δ)ϕ(y(t))]θ (3.25)
Soit Γ (t) la solution de l’équation différentielle suivante :
Γ̇ (t) = (A0 −K0C0)Γ (t) + T (δ)ϕ(y(t)) (3.26)
En remplaçant Γ̇ (t) dans l’équation (3.25), on obtient
ξ̇(t) = (A0 −K0C0)ξ(t) +F(δ)y(t) +K0y(t) (3.27)
Notons ϕ̄(t,τ) = T (δ)ϕ(y(t)), l’hypothèse suivante est nécessaire.
Hypothèse 3.2. On suppose que pour le système (3.23), rang ϕ̄(t,τ) = q.
En considérant le système (3.23), pour tout entier q ∈ N∗, on peut toujours trouver un autre
entier naturel v ∈ N∗ tel que vpl∗ ≥ 2pl∗ + q. On peut alors concevoir à v-reprises un observateur
de la forme (3.27) mais avec de différents gains matriciels. Pour cela, nous devons introduire les v
changements de coordonnées suivants
ξ1(t) = z(t)− Γ1(t)θ,
ξ2(t) = z(t)− Γ2(t)θ,
... =
...
ξv(t) = z(t)− Γv(t)θ;
(3.28)
où ξi(t) ∈ Rpl
∗
et Γi(t) ∈ Rpl
∗×q pour 1 ≤ i ≤ v. La dynamique des Γi(t) est définie selon celle Γ (t),
donc on pose : 
Γ̇1(t) = (A0 −K01C0)Γ1(t) + ϕ̄(t,τ),
Γ̇2(t) = (A0 −K02C0)Γ2(t) + ϕ̄(t,τ),
... =
...
Γ̇v(t) = (A0 −K0vC0)Γv(t) + ϕ̄(t,τ).
(3.29)
où les gains matriciels K0i sont choisies tels que chaque matrice (A0 − K0iC0) soit stable. Par
conséquent, on obtient :
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
ξ̇1(t) = (A0 −K01C0)ξ1(t) + (F(δ) +K01)y(t)
ξ̇2(t) = (A0 −K02C0)ξ2(t) + (F(δ) +K02)y(t)
... =
...
ξ̇v(t) = (A0 −K0vC0)ξv(t) + (F(δ) +K0v )y(t)
(3.30)
Afin de concevoir un observateur en temps fini, on introduit un retard constant h qui peut être
librement choisi. On peut donc définir la matrice Ω(t,τ) ∈ R(vpl∗)×(2pl∗+q) comme suit :
Ω(t,τ) =

−I eG1h
∫ t
t−h e
G1(t−s)ϕ̄(s,τ)ds
−I eG2h
∫ t
t−h e
G2(t−s)ϕ̄(s,τ)ds
...
...
...
−I eGvh
∫ t
t−h e
Gv(t−s)ϕ̄(s,τ)ds

(3.31)
où Gi = A0 − K0iC0, pour i = 1, . . . , v. Notons que la matrice Ω(t,τ) est obtenue en résolvant le
système (3.30) tel que 
eG1hξ1(t − h)− ξ1(t)
eG2hξ2(t − h)− ξ2(t)
...
eGvhξv(t − h)− ξv(t)

= Ω(t,τ)

z(t)
z(t − h)
θ
 .
Dans ce qui va suivre, nous allons montrer à l’aide des lemmes 3.2 , 3.3 et 3.4 que la matrice Ω(t,τ)
est inversible à gauche si l’Hypothèse 3.2 est satisfaite.
Lemme 3.2. Il existe toujours des matrices K0i et K0j , i, j ∈ {1, . . . , v}, i , j telles que les matrices Gi et
Gj soient stables, que les valeurs propres de Gi , Gj ne soient pas multiples et que rang(e
Gjh − eGih) = pl∗.
Preuve. La preuve est similaire à la preuve du Lemme 2.1. 
Maintenant, définissons λ{Gi}, λ{Gj} et λ{Gl} comme étant respectivement les valeurs propres
des matrices Gi , Gj et Gl telles que
λ{Gi} = diag(λ1{Gi}, . . . ,λpl∗{Gi}) = diag(λ1, . . . ,λpl∗),
λ{Gj} = diag(λ1 −αi,j , . . . ,λpl∗ −αi,j ), et
λ{Gl} = diag(λ1 −αj,l , . . . ,λpl∗ −αj,l) avec αj,l = 2αi,j .
Soient ∆λk{∆Gi,j} = λk{Gj} −λk{Gi}, k ∈ {1, . . . ,pl∗} et ∆λk{∆Gj,l} = λk{Gl} −λk{Gj}. On peut choisir
les gains matriciels K0i , K0j et K0l tels que les matrices Gi , Gj et Gl soient stables et que
∆λk{∆Gi,j} = ∆λk{∆Gj,l} = αi,j .
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Lemme 3.3. Il existe des matrices Gi , Gj et Gl pour tout t ≥ h telles que si l’Hypothèse 3.2 est satisfaite,
alors
rang
∫ t
t−h
ζ(t, s)ϕ̄(s,τ)ds = q.
avec ζ(t, s) = eF (t,λ,h,s) où comme dans le Lemme 2.2, les valeurs propres de F sont données par :
λ{F } = diag
{
. . . ,
eλr (h+t−s)(e−(t−s) − e−h)(e−(t−s) − 1)
e(2λr−1)h(e−h − 1)
, . . .
}
Preuve. Pour ϕ̄(t,τ) ∈ Rpl∗×q, q ≤ pl∗, si l’Hypothèse 3.2 est satisfaite, alors toutes les colonnes de
ϕ̄(t,τ) sont indépendantes. Il n’existe donc pas de vecteur non nul H =
[
h1, . . . ,hq
]T
, 0 tel que
ϕ̄(t,τ)H = 0.
Cela signifie que, pour tout ζ(t, s) , 0, @H , 0 tel que ζ(t, s)ϕ̄(t,τ)H = 0, ce qui équivaut à dire que
@H , 0 tel que ∫ t
t−h
ζ(t, s)ϕ̄(s,τ)Hds = 0.
Il a été montré dans la preuve du Lemme 2.2 que l’on peut choisir les matrices Gi , Gj et Gr telles
que ζ(t, s) , 0 pour tout t. De même, puisque H est un vecteur constant, on∫ t
t−h
ζ(t, s)ϕ̄(s,τ)Hds =
∫ t
t−h
ζ(t, s)ϕ̄(s,τ)dsH
Donc, @ H , 0 tel que
∫ t
t−hζ(t, s)ϕ̄(s,τ)dsH = 0. D’où,
rang
∫ t
t−h
ζ(t, s)ϕ̄(s,τ)ds = q
pour tout t ≥ h. 
À partir des Lemmes 3.2 et 3.3, on peut en déduire le lemme suivant :
Lemme 3.4. Si l’Hypothèse 3.2 est satisfaite, alors
rang Ω(t,τ) = 2pl∗ + q
pour tout t ≥ h.
Preuve. La preuve est similaire à celle du Lemme 2.3. 
Notons que si l’Hypothèse 3.2 est vérifiée, alors Ω(t,τ) est inversible à gauche pour tout t ≥ h.
Alors, nous pouvons présenter le résultat suivant
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Théorème 3.5. Si l’Hypothèse 3.2 est satisfaite, alors les dynamiques suivantes représentent un observa-
teur impulsif en temps fini pour le système (3.3).
˙̂ξi(t) = Gi ξ̂i(t) + [F(δ) +K0i ]y(t)
˙̂z(t) = A0ẑ(t) +F(δ)y(t) + ϕ̄(δ, t)θ̂
˙̂θ(t) = 0 pour t , Tθ + h ;
ẑ(t)
ẑ(t − h)
θ̂
 = [Ω(t,τ)]−1L Ξ̂(t,h) si t = Tθ + h,
x̂(t) = T −1L (δ)ẑ(t) ∀t;
(3.32)
où Tθ est obtenu comme suit (Tθi est la i-ème instant de changement de topologie) :
Tθ =

0 si t ≤ Ts,
t si R = 0 ∀t > Ts,
Tθi si R > 0 ∀t > Ts;
(3.33)
avec Ts ≥ h, et R(t,Ts) est le résidu de l’erreur d’estimation de la sortie
R(t,Ts) =
 0 si t ≤ Ts∫ t
t−Ts
(y(r)−C0ẑ(r))T (y(r)−C0ẑ(r))dr si t > Ts
(3.34)
et
Ξ̂(t,h) =

eG1hξ̂1(t − h)− ξ̂1
eG2hξ̂2(t − h)− ξ̂2
...
eGvhξ̂v(t − h)− ξ̂v


Preuve. En utilisant v-fois les changements de coordonnées ξi(t) = z(t)− Γi(t)θ au système (3.23)
avec différents gains Gi (pour i = 1, . . . , v), on obtient (de façon similaire à la relation (3.30) )
ξ̇1(t) = G1ξ1(t) + [F(δ) +K01]y(t)
ξ̇2(t) = G2ξ2(t) + [F(δ) +K02]y(t)
...
ξ̇v(t) = Gvξv(t) + [F(δ) +K0v ]y(t)
pour lesquels le jeu d’observateurs asymptotiques suivant peut être conçu :
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
˙̂ξ1(t) = G1ξ̂1(t) + [F(δ) +K01]y(t)
˙̂ξ2(t) = G2ξ̂2(t) + [F(δ) +K02]y(t)
...
˙̂ξv(t) = Gv ξ̂v(t) + [F(δ) +K0v ]y(t)
où Gi = (A0 −K0iC0) pour 1 ≤ i ≤ v sont stables.
Notons εξi = ξi(t)− ξ̂i(t) comme étant l’erreur d’estimation de ξi , on a alors
ε̇ξi = Giεξi (3.35)
qui converge asymptotiquement vers zéro. Avec un retard donné h, la solution de (3.35) est donnée
par
ξ̂i(t)− ξi(t) = eGih(ξ̂i(t − h)− ξi(t − h))
ou de manière équivalente ξ̂i(t)− z(t) + Γi(t)θ = eGih
(
ξ̂i(t − h)− z(t − h) + Γi(t − h)θ
)
.
Puisque
Ξ̂(t) =

eG1hξ̂1(t − h)− ξ̂1(t)
eG2hξ̂2(t − h)− ξ̂2(t)
...
eGvhξ̂v(t − h)− ξ̂v(t)

et Ω(t,τ) =

−I eG1h
∫ t
t−h e
G1(t−s)ϕ̄(s,τ)ds
−I eG2h
∫ t
t−h e
G2(t−s)ϕ̄(s,τ)ds
...
...
...
−I eGvh
∫ t
t−h e
Gv(t−s)ϕ̄(s,τ)ds

,
on obtient
Ξ̂(t) = Ω(t,τ)

z(t)
z(t − h)
θ
 .
Selon la dynamique définie de l’observateur (3.32), R(t,Ts) est le résidu d’estimation des mesures
qui est utilisé pour déterminer l’instant de changement de topologie Tθ. Initialement, pour t < Ts,
nous avons Tθ = 0 et R(t,Ts) = 0, une commutation (virtuelle) est détectée et un comportement
impulsif 
z(t)
z(t − h)
θ
 = [Ω(t,τ)]−1L Ξ̂(t)
est effectué quand t = Tθ + h, et cela donne :
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
ẑ(t) = z(t)
θ̂(t) = θ
R(t,Ts) = 0
ce qui est toujours vrai jusqu’à ce que la topologie (paramètre θ) change. La procédure sera
itérée chaque fois que θ changera (changement de topologie) à un nouvel instant Tθ pour t > Ts,
et l’estimation exacte de z et de θ peut toujours être obtenu après t = Tθ + h. Étant donné que
z = T (δ)x, alors, nous pouvons obtenir l’estimation de x(t) via :
x̂(t) = T −1L (δ)
(
[Ipl∗ ,O][Ω(t,τ)]
−1
L Ξ̂(t)
)
où Ipl∗ ∈ Rpl
∗×pl∗ est la matrice identité de dimension pl∗ et O ∈ Rpl∗×(pl∗+q) est une matrice nulle de
dimension pl∗ × (pl∗ + q). 
3.5.2 Exemple illustratif
Considérons le réseau de TDS linéaires suivant (Figure 3.7) :
Figure 3.7 – Réseau formé par 2 systèmes linéaires à retards
Le modèle de l’ensemble du réseau est décrit par la forme compacte suivante : ẋ = A(δ)x+ϕ(y)θy = C(δ)x (3.36)
où
A =
 A1(δ) 00 A2(δ)
 et C =  C1(δ) 00 C2(δ)

avec
A1(δ) =
 −δ2 − 1 2−2δ 1 + δ
 , A2(δ) =  −2 1δ −1
 , C1(δ) = C2(δ) = [ 1 0 ] et
θ =

[
2 3
]T
si t ≤ 7.5s[
3 1
]T
si t > 7.5s
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On a donc
A(δ) =

−δ2 − 1 2 0 0
−2δ 1 + δ 0 0
0 0 −2 1
0 0 δ −1
 , C(δ) =
 1 0 0 00 0 1 0
 et ϕ(y) =

0 0
0 y2
−y1 0
0 0

Il existe donc l∗ = 2 tel que la matrice polynômiale d’observabilité (définie au (3.5))
Ol(δ) =

1 0 0 0
0 0 1 0
−δ2 − 1 2 0 0
0 0 −2 1

est inversible à gauche. En se référant au Théorème 3.4, on z(t) = T (δ)x(t), la dynamique de z(t) est
définie comme suit  ż = A0z+F(δ)y + T (δ)ϕ(y)θy = C0z (3.37)
et on obtient une matrice unimodulaire à gauche
T (δ) =

1 0 0 0
1+δ
2 0
1
2 0
0 1 0 0
0 −1 0 1

avec
A0 =

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
 , C0 =
 1 0 0 00 1 0 0
 et F(δ) =

−δ2 + δ 0
0 −3
δ3 + δ2 − 3δ+ 1 0
0 δ − 1

Pour concevoir un ensemble d’observateur asymptotique pour (3.37), on choisit v = 3 et les pôles
suivants ( pour satisfaire les conditions des lemmes 3.2, 3.3 et 3.4).
p1 = [−1,−2,−3,−4], p2 = [−2,−4,−6,−8], et p3 = [−3,−6,−9,−10],
et on obtient les gains matriciels suivants
K01 =

7 0
0 3
12 0
0 2
 , K02 =

21 0
0 9
108 0
0 18
 , K03 =

28 0
0 12
192 0
0 32

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Figure 3.8 – L’état x1 et son estimation x̂1
tels que Gi = A0 −K0iC0 pour 1 ≤ i ≤ 3 soient stables. Alors on obtient
G1 =

−7 0 1 0
0 −3 0 1
−12 0 0 0
0 −2 0 0
 , G2 =

−21 0 1 0
0 −9 0 1
−108 0 0 0
0 −18 0 0
 et G3 =

−28 0 1 0
0 −12 0 1
−192 0 0 0
0 −32 0 0
 .
La matrice Ω(t,h) ∈ R12×10 est donnée par
Ω(t,τ) =

−I4 eG1h
∫ t
t−h e
G1(t−s)ϕ̄(s,τ)ds
−I4 eG2h
∫ t
t−h e
G2(t−s)ϕ̄(s,τ)ds
−I4 eG3h
∫ t
t−h e
G3(t−s)ϕ̄(s,τ)ds
 .
et est de rang plein. Donc son inverse à gauche [Ω(t,h)]−1L existe.
Pour la simulation, on a choisi les retards h = 2,5 et τ = 0,01. Les figures 3.8, 3.9, 3.10 et 3.11
montrent les trajectoires de x et ses estimations. Les paramètres inconnus et leurs estimations sont
présentés dans les figures 3.12 et 3.13. On peut noter que les estimations convergent en temps
fini pour x et θ. On remarque bien sur les figures, le décrochage des états estimés à l’instant
t = 7,5s quand la topologie du réseau a brusquement changé. Mais avec l’activation du mécanisme
d’impulsion, la convergence en temps fini a été obtenue quelques instants après.
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Figure 3.9 – L’état x2 et son estimation x̂2
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Figure 3.10 – L’état x3 et son estimation x̂3
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Figure 3.11 – L’état x4 et son estimation x̂4
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Figure 3.12 – Paramètre θ1 et son estimation θ̂1
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Figure 3.13 – Paramètre θ2 et son estimation θ̂2
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3.6 Conclusion
Dans ce chapitre, un observateur impulsif en temps fini a été proposé pour un réseau de
systèmes linéaires à retard. Les résultats dans ce chapitre ont été obtenus à partir des résultats du
chapitre 2. Des conditions suffisantes ont été obtenues pour garantir la convergence en temps fini
de l’observateur proposé. Un exemple a été aussi proposé pour illustrer la méthode proposée. Ces
résultats ont été obtenus pour un réseau de systèmes linéaires à retard et seront étendus au réseau
de systèmes non linéaires à retard dans les chapitres qui vont suivre.
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Chapitre4
Observation pour les TDS linéaires à
entrées inconnues
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4.1 Introduction
Dans ce chapitre, nous nous intéressons à l’observation des systèmes linéaires à retards com-
mensurables et connus avec des entrées inconnues. Étant donné que l’étude pour les systèmes à
retard sans entrées inconnues est déjà complexe, prendre en compte des entrées inconnues est
encore beaucoup plus complexe. Peu de résultats existent dans la littérature pour ces classes de
systèmes, et pourtant les systèmes à retard sont plus proches des systèmes réels que les systèmes
sans retard. Supposons qu’en réalité, tous les signaux se propageant dans le temps sont retardés
par rapport à un instant donné, nous allons considérer, dans ce chapitre, que même les entrées
inconnues peuvent être retardées. Alors, pour simplifier notre étude, nous allons tout d’abord nous
intéresser aux classes de systèmes à retard dont les entrées inconnues n’ont pas d’effets directs sur
les sorties mesurées. Par la suite, nous généraliserons les résultats obtenus au cas où les entrées
inconnues apparaissent aussi dans les sorties.
4.2 Formulation du problème
Dans ce chapitre nous allons utiliser certains résultats obtenus dans le Chapitre 3 que nous
allons adapter, suivant de nouvelles conditions, aux systèmes linéaires retardés à entrées inconnues.
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Pour ce faire, considérons la classe de systèmes linéaires à retards commensurables définie de la
forme suivante :
ẋ(t) =
∑ka
i=0Aix(t − iτ) +
∑kb
i=0Biu(t − iτ)
y(t) =
∑kc
i=0Cix(t − iτ) +
∑kd
i=0Diu(t − iτ)
(4.1)
où à l’instant t, x(t) ∈ Rn représente l’état du système considéré, y(t) ∈ Rp sa sortie, u(t) ∈ Rm le vec-
teur des entrées inconnues. La constante positive τ représente la base des retards commensurables.
La fonction initiale $(t) est une fonction continue par intervalle définie par $(t) : [−kτ,0]→ Rn
(k = max{ka, kb, kc, kd}) ; ainsi x(t) =$(t) sur [−kτ,0]. Ai , Bi , Ci et Di sont des matrices de dimensions
appropriées.
Comme dans le chapitre 3, on introduit l’opérateur de retard δ tel que δkx(t) = x(t − kτ), k ∈ N.
Soit R [δ] l’anneau de polynôme de δ défini sur R. Le système (4.1) peut alors être réécrit sous la
forme compacte suivante :
ẋ(t) = A(δ)x(t) +B(δ)u(t)
y(t) = C(δ)x(t) +D(δ)u(t)
(4.2)
où A(δ) =
∑ka
i=0Aiδ
i , B(δ) =
∑kb
i=0Biδ
i , C(δ) =
∑kc
i=0Ciδ
i et D(δ) =
∑kd
i=0Diδ
i .
Pour ce qui est de x(t;ϕ,u), nous entendons la solution du système retardé (4.2) avec la condition
initiale égale à ϕ(t) et l’entrée u(t). De la même manière, nous définissons y(t;ϕ,u) = C(δ)x(t;ϕ,u)
comme la sortie du système (4.2) quand x(t) = x(t;ϕ,u). Les informations issues de mesures réelles
et passées seront utilisées pour concevoir l’observateur et estimer les états du système rétardé à
entrées inconnues. Cette classe de systèmes dynamiques étant complexe, nous nous proposons
d’étudier d’abord le cas le plus simple, c’est-à-dire le cas où les entrées inconnues n’ont pas d’effets
directs sur la sortie du système considéré.
4.3 Sorties indépendantes des entrées inconnues
Dans ce premier cas de figure, nous assumons que la matrice D(δ) du système (4.2) est toujours
nulle. Ainsi, nous obtenons un système de la forme suivante
ẋ (t) = A (δ)x (t) +B (δ)u (t)
y (t) = C (δ)x (t)
(4.3)
où A (δ) ∈ Rn×n[δ], B (δ) ∈ Rn×m[δ] et C (δ) ∈ Rp×n[δ] sont des matrices définies sur l’anneau polynô-
mial R [δ].
Pour le système (4.3) sans entrée, c’est-à-dire pour B(δ) = 0, Hou a proposé dans [Hou et
al., 2002], un simple observateur de Luenberger et des conditions suffisantes ont été déduites
pour calculer les gains de l’observateur proposé. Cette méthode peut être aussi adaptée pour
construire le même type d’observateur pour le système (4.3) avec les entrées connues, mais ne
peut pas être appliquée aux classes de systèmes dont les entrées u(t) sont inconnues, comme par
exemple le système étudié dans cette partie. Dans [Sename, 1997], le problème de la construction
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d’un observateur pour le système (4.3) avec entrées inconnues a été étudié en utilisant les mêmes
approches algébriques et polynômiales que dans [Hou et al., 2002]. Toutefois, dans cet article, seules
les conditions nécessaires ont été données pour garantir l’existence de l’observateur proposé et cela
rend la procédure de conception non constructive. En extension aux résultats des travaux récents
présentés dans [Bejarano et al., 2014], la principale contribution de cette partie est d’étendre la
méthode proposée dans [Hou et al., 2002] pour traiter le système (4.3) avec des entrées inconnues,
et en déduire les conditions suffisantes qui nous permettent de présenter une procédure simple et
constructive pour concevoir un observateur en temps fini.
4.3.1 Définitions et résultats préliminaires
Les Définitions 3.1 et 3.2 du Chapitre 3 concernant l’unimodularité et les matrices polynômiales
sont aussi applicables aux systèmes (4.1) et (4.2) de ce chapitre.
Dans le but de découpler les entrées inconnues du système (4.3), nous allons utiliser les
méthodes présentées dans [Silverman, 1969] et dans [Molinari, 1976]. Ainsi, nous pouvons définir
une matrice Nk (δ) générées par l’algorithme suivant :
Algorithme 4.1. [Molinari, 1976]
— Initialisation : ∆1 , 0, E1 , 0, J1 (δ), C (δ), N1 (δ), ∆1 ;
— Itération : Pour l ≥ 1, calculer la matrice unimodulaire Pl (δ) sur R [δ] telle qu’elle transforme
∆l (δ)B (δ) en sa forme de Hermite
Pl(δ)∆l (δ)B (δ) =
 El+1 (δ)0
 .
Alors on obtient  El+1 (δ) Jl+1 (δ)0 ∆l+1 (δ)
 = Pl (δ) ∆l (δ)B (δ) ∆l (δ)A (δ)El (δ) Jl (δ)
 .
— On note Nl+1 (δ),
 Nl (δ)
∆l+1 (δ)
.
En appliquant l’algorithme 4.1 au système (4.3), il a été prouvé dans [Bejarano et al., 2014]
qu’il existe toujours un plus petit entier naturel l∗, indépendant du choix de Pl(δ), tel que
InvSNl∗+1 (δ) = InvSNl∗ (δ). De plus, il a été prouvé que le système (4.3) est Observable Retardé à
Entrées Inconnues (OREI) si rangR[δ]Nl∗(δ) = n et que InvSNl∗(δ) ⊂ R. En se basant sur ce résultat,
considérons l’hypothèse suivante.
Hypothèse 4.1. Pour le système (4.3), il existe un plus petit entier naturel l∗ tel que rangR[δ]Nl∗(δ) = n
et InvSNl∗(δ) ⊂ R. Ainsi le système (4.3) est observable.
Sous cette hypothèse, un observateur peut être conçu pour estimer les états du système (4.3).
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4.3.2 Observateur en temps fini
Dans cette section, un observateur en temps fini basé sur deux observateurs de type Luenberger
est conçu. Mais avant de le présenter, définissons la matrice polynômial d’observabilité suivante
sur R[δ] :
Ol∗(δ) =

C(δ)
C(δ)Q(δ)A(δ)
...
C(δ) [Q(δ)A(δ)] l
∗−1

(4.4)
où la matrice Q(δ) sera définie dans le Lemme 4.2. Le résultat suivant est alors déduit pour le
système (4.3).
Lemme 4.1. Si l’Hypothèse 4.1 est satisfaite pour le système (4.3), alors il existe plus petit entier naturel
l∗ ∈ N tel que Ol∗(δ) définie dans (4.4) est unimodulaire à gauche sur R [δ].
Preuve. Si l’Hypothèse 4.1 est satisfaite pour le système (4.3), alors en appliquant l’algorithme 4.1
au système (4.3), nous pouvons trouver un plus petit entier naturel l∗ ∈ N tel qu’après l∗ itérations,
on obtient rang Nl∗(δ) = n et InvSNl∗(δ) ⊂ R.
En considérant la première itération lors de l’application de l’algorithme précédent au système
(4.3), on obtient l’égalité
P1(δ)
∆1(δ)B(δ) ∆1(δ)A(δ)E1(δ) J1(δ)
 = P1(δ)0 00 C(δ)
 = E2(δ) J2(δ)0 ∆2(δ)

à partir de laquelle nous pouvons affirmer qu’il existe des matrices W1(δ), S1(δ) et R1(δ) telles que
E2(δ) =W1(δ)B(δ) = 0
avec
W1(δ) = 0, ∆2(δ) = S1(δ)C(δ) et J2(δ) = R1(δ)C(δ) =W1(δ)K(δ)C(δ)A(δ) +R1(δ)O1(δ),
Ol∗(δ) étant défini dans (4.4).
Dans ce qui suit, il sera prouvé par induction que, après chaque itération l ≥ 1, il existe des
matrices Wl(δ), Sl(δ) et Rl(δ) telles que
El(δ) =Wl(δ)B(δ), Jl(δ) =Wl(δ)K(δ)C(δ)A(δ) +Rl(δ)Ol(δ) et ∆l(δ) = Sl(δ)Ol(δ).
Pour cela, supposons que pour 1 ≤ l < l∗, on a El(δ) = Wl(δ)B(δ), Jl(δ) = Wl(δ)K(δ)C(δ)A(δ) +
Rl(δ)Ol(δ) et ∆l(δ) = Sl(δ)Ol(δ), alors l’itération suivante l + 1 donne :
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 El+1 (δ) Jl+1 (δ)0 ∆l+1 (δ)
 =Pl (δ) ∆l (δ)B (δ) ∆l (δ)A (δ)El (δ) Jl (δ)

=Pl (δ)
 ∆l (δ)B (δ) ∆l (δ)A (δ)Wl (δ)B (δ) Rl (δ)Ol (δ)
+ Pl (δ) 0 00 Wl (δ)K (δ)C (δ)A (δ)

où Pk (δ) =
 Pk,1 (δ) Pk,2 (δ)Pk,3 (δ) Pk,4 (δ)
. Le fait que [Pl,3 (δ)∆l (δ) + Pl,4 (δ)Wl (δ)]B (δ) = 0 implique que
[
Pl,3 (δ)∆l (δ) + Pl,4 (δ)Wl (δ)
]
K (δ) = 0
Par conséquent, il existe les matrices suivantes
Wk+1(δ) = Pk,1(δ)∆k(δ) + Pk,2(δ)Wk(δ)
Rk+1(δ) =
[
Pk,2(δ)Rk(δ), Pk,1(δ)Sk(δ)
]
Sk+1(δ) =
[
Pk,4(δ)Rk(δ), Pk,3(δ)Sk(δ)
]
telles qu’après l’itération l + 1, on obtienne
Ek+1(δ) = Pk,1(δ)∆k(δ)B(δ) + Pk,2(δ)Wk(δ)B(δ) =Wk+1(δ)B(δ)
Jk+1(δ) = Pk,1(δ)∆k(δ)A(δ) + Pk,2(δ)[Rk(δ)Ok(δ) +Wk+1(δ)K(δ)C(δ)A(δ)]
∆k+1(δ) = Pk,3(δ)∆k(δ)A(δ) + Pk,4(δ)[Rk(δ)Ok(δ) +Wk+1(δ)K(δ)C(δ)A(δ)]
à partir desquelles nous pouvons conclure qu’après chaque itération l ≥ 1, il existe toujours une
matrice polynômiale Sl(δ) telle que ∆l(δ) = Sl(δ)Ol(δ).
Donc, après l∗ itération, on a ∆l∗(δ) = Sl∗(δ)Ol∗ , ce qui implique qu’il existe une matrice S(δ)
dépendant de Sl telle que Nl∗(δ) = S(δ)Ol∗(δ). Ainsi, si l’hypothèse 4.1 est satisfaite pour le système
(4.4), alors Nl∗(δ) est unimodulaire à gauche sur R[δ], et cela signifie que Nl∗(δ) admet une matrice
inverse gauche [Nl∗(δ)]
−1
L telle que
In = [Nl∗(δ)]
−1
L Nl∗(δ) = [Nl∗(δ)]
−1
L S(δ)Ol∗(δ)
Cela implique que [Nl∗(δ)]
−1
L S(δ) est l’inverse à gauche de Ol∗(δ). Par conséquent Ol∗(δ) est aussi
unimodulaire à gauche sur R [δ]. 
Considérons maintenant les dynamiques suivantes pour l’observateur du système (4.3).
ξ̇ = L(δ)ξ + P (δ)y
x̂ = ξ +K(δ)y
(4.5)
où les matrices L(δ) ∈ Rn×n[δ], P (δ) ∈ Rn×p[δ] et K(δ) ∈ Rn×p[δ] seront déterminées ci-après. Dé-
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signons maintenant par ε = x − x̂ = [In −K(δ)C(δ)]x − ξ l’erreur d’observation de x et notons
Q(δ) = In −K(δ)C(δ). On a
ε̇ = Q(δ)A(δ)x+Q(δ)B(δ)u −L(δ)ξ − P (δ)C(δ)x
= Q(δ)A(δ)x+Q(δ)B(δ)u −L(δ)x̂+L(δ)K(δ)C(δ)x − P (δ)C(δ)x
= [Q(δ)A(δ) +L(δ)K(δ)C(δ)− P (δ)C(δ)]x −L(δ)x̂+Q(δ)B(δ)u
(4.6)
Dans la dynamique de l’erreur d’observation ci-dessus, puisque u est supposée être inconnue,
nous devrons chercher une matrice polynomiale Q(δ) afin d’annihiler B(δ)u. L’existence d’une telle
matrice Q(δ) est garantie par le lemme suivant.
Lemme 4.2. Pour des matrices polynomiales B(δ) et C(δ) définies dans le système (4.3), il existe une
matrice polynomiale Q(δ) ∈ Rn×n[δ] telle que Q(δ)B(δ) = 0, si et seulement si
InvS
 C(δ)B(δ)B(δ)
 = InvS [ C(δ)B(δ) ] (4.7)
Preuve. Suivant le Théoreme S2.1 dans [Gohberg et al., 2009] , il existe une matrice polynômiale
K(δ) telle que K(δ)C(δ)B(δ) = B(δ) si et seulement si la condition (4.7) est satisfaite. Par conséquent,
on peut conclure qu’il existe une matrice polynomiale Q(δ) = In −K(δ)C(δ) telle que Q(δ)B(δ) = 0
si et seulement si la condition (4.7) est satisfaite. 
Puisque Q(δ)B(δ) = 0, la dynamique (4.6) peut alors être réécrite comme suit :
ε̇ = [Q(δ)A(δ) +L(δ)K(δ)C(δ)− P (δ)C(δ)]x −L(δ)x̂
= [Q(δ)A(δ) + (L(δ)K(δ)− P (δ))C(δ)]x −L(δ)x̂
En notant G(δ) = P (δ)−L(δ)K(δ) et en choisissant L(δ) =Q(δ)A(δ)−G(δ)C(δ), on obtient
ε̇ = [Q(δ)A(δ)−G(δ)C(δ)]ε. (4.8)
Dans [Hou et al., 2002], il a été prouvé que siOl∗(δ) est unimodulaire à gauche sur R[δ], alors il existe
un changement de coordonnées z = T (δ)x qui transforme le système (4.5) en sa forme normale
d’observateur (3.6) où la matrice polynomiale T (δ) ∈ Rpl∗×n[δ] est une matrice unimodulaire à
gauche, F(δ) =
[
FT1 (δ), · · · ,F
T
l∗ (δ)
]T
et les matrices A0 et C0 sont définies au (3.7). De plus, la matrice
polynômiale T (δ) = col(T1(δ), . . . ,Tl∗(δ)) est donnée par :T1(δ) = C(δ)Ti+1(δ) = Ti(δ)Q(δ)A(δ)−Fi(δ)C(δ) (4.9)
pour 1 ≤ i ≤ l∗ − 1, où les Fi(δ) sont obtenues par l’équation suivante :
[Fl∗(δ), · · · ,F1(δ)] = C(δ) [Q(δ)A(δ)]l
∗
[Ol∗(δ)]−1L (4.10)
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Tant que Ol∗(δ) définie au (4.4) est unimodulaire à gauche sur R[δ], et si l’Hypothèse 4.1 est
satisfaite, alors il existe la matrice polynomiale T (δ) telle que z = T (δ)x. En notant la dynamique
des erreurs εz = z − ẑ, on obtient :
ε̇z = ż − ˙̂z
= A0z+F(δ)y − T (δ) ˙̂x
= A0z+F(δ)C0z − T (δ)[L(δ)ξ + P (δ)y]
= A0z+F(δ)C0z − T (δ)[L(δ)ξ + P (δ)C0z]
= [A0 +F(δ)C0 − T (δ)P (δ)C0]z − T (δ)L(δ)[x̂ −K(δ)C0z]
= [A0 +F(δ)C0 − T (δ)[P (δ)−L(δ)K(δ)]C0]z − T (δ)L(δ)x̂
= [A0 +F(δ)C0 − T (δ)[P (δ)−L(δ)K(δ)]C0]z −L(δ)ẑ
Notons G(δ) = P (δ)−L(δ)K(δ) et G0(δ) = T (δ)G(δ)−F(δ), puis choisissons L(δ) = A0 −G0(δ)C0, on
obtient :
ε̇z = [A0 +F(δ)C0 − T (δ)G(δ)C0]z −L(δ)ẑ
= [A0 −G0(δ)C0]z −L(δ)ẑ
ε̇z = [A0 −G0(δ)C0]εz (4.11)
Notons aussi εz = T (δ)ε, alors on obtient
ε̇ = [Q(δ)A(δ)−G(δ)C(δ)]ε
= T −1L (δ)ε̇z
= T −1L (δ)[A0 −G0(δ)C0]εz
= T −1L (δ)[A0 −G0(δ)C0]T (δ)ε
donc la dynamique (4.8) devient
ε̇ = T −1L (δ) [A0 −G0(δ)C0]T (δ)ε (4.12)
Puisque le couple (A0,C0) est observable, il existe une matrice constante G0(δ) telle que
[A0 −G0(δ)C0] soit stable.
Dans la suite, deux observateurs du type (4.5) seront utilisés pour concevoir un observateur
en temps fini à entrées inconnues pour le système (4.3). Pour cela, gardons les mêmes Q(δ) et
K(δ) comme ci-dessus et choisissons deux différentes matrices constantes Ĝ0(δ) et G̃0(δ) telles
que Λ1 =
[
A0 − Ĝ0(δ)C0
]
et Λ2 =
[
A0 − G̃0(δ)C0
]
soient stables. Ensuite, on peut définir les deux
matrices suivantes :  G1(δ) = T −1L (δ)
[
F(δ) + Ĝ0(δ)
]
G2(δ) = T
−1
L (δ)
[
F(δ) + G̃0(δ)
] (4.13)
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Notons aussi
Li(δ) =Q(δ)A(δ)−Gi(δ)C(δ) (4.14)
et
Pi(δ) = Li(δ)K(δ) +Gi(δ) (4.15)
pour i = 1,2. Définissons dmax = max
{
degδLi(δ),degδPi(δ),degδK(δ)
}
, avec ces matrices, définissons
une constante positive prédéterminée h > τdmax. Ensuite, l’observateur suivant peut être conçu à
partir du couplage de deux observateurs :
ξ̇i = Li(δ)ξ + Pi(δ)y, i=1,2
x̂i = ξi +K(δ)y,
x̂ = Γ (δ, t)
 x̂1x̂2
 ,
ξ1(t) = ξ2(t), pour − hdmax ≤ t ≤ 0
(4.16)
où
Γ (δ, t) =

[Ipl∗ Ipl∗], si t < h
(Ipl∗ − eΛ2te−Λ1t)−1
[
eΛ2te−Λ1t Ipl∗
]
, si t = h[
Ipl∗ 0pl∗
]
, si t > h
(4.17)
Théorème 4.1. Supposons que l’Hypothèse 4.1 est satisfaite pour le système (4.3). Pour une constante
positive prédéterminée h > τdmax, les dynamiques (4.16) représentent un observateur en temps fini pour
le système (4.3) avec l’estimation du temps de stabilisation prédéterminé σ si la condition (4.7) est
satisfaite.

Preuve. Il a été montré que si l’Hypothèse 4.1 et la condition (4.7) sont satisfaites pour le sys-
tème (4.3), alors on peut toujours trouver deux matrices constantes Ĝ0(δ) et G̃0(δ) telles que[
A0 − Ĝ0(δ)C0
]
et
[
A0 − G̃0(δ)C0
]
soient stables. Notons ε̂ = x − x̂, ε̃ = x − x̃, ε̂T (δ) = T (δ)ε̂ et ε̃T (δ) =
T (δ)ε̃. Alors, en tenant compte de (4.11), on obtient
˙̂εz = Λ1ε̂z
˙̃εz = Λ2ε̃z
(4.18)
où
Λ1 = A0 − Ĝ0(δ)C0 et Λ2 = A0 − G̃0(δ)C0. (4.19)
En résolvant le système d’équation (4.18), on obtient
ε̂z(t) = T (δ) [x(t)− x̂(t)] = eΛ1t ε̂z(0)
ε̃z(t) = T (δ) [x(t)− x̃(t)] = eΛ2t ε̃z(0)
(4.20)
En raison du fait que les conditions initiales pour ξi sont les mêmes que dans (4.16), ceci implique
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que ξ1(0) = ξ2(0) et on a :
ε̂T (δ)(0) = T (δ)ε̂(0) = T (δ) [x(0)− x̂(0)]
= T (δ) [x(0)− ξ1(0)−K(δ)y(0)]
= T (δ) [x(0)− ξ2(0)−K(δ)y(0)]
= T (δ) [x(0)− x̃(0)] = T (δ)ε̃(0)
= ε̃z(0)
donc, en éliminant ε̂z(0) et ε̃z)(0) dans (4.20), pour t < h on obtient
eΛ2tT (δ) [x(t)− x̂(t)] = eΛ1tT (δ) [x(t)− x̃(t)]
Après de simple manipulations, pour tout t ≥ 0 on obtient
x(t) = T −1L (δ)(Ipl∗ − e
Λ2te−Λ1t)−1
[
−eΛ2te−Λ1tT (δ) T (δ)
] x̂(t)x̃(t)

Quand t = h, l’équation ci-dessus devient x(h) = Γ (δ,h)
 x̂(h)x̃(h)
 et selon le comportement impulsif
défini dans (4.16), on obtient x̂1(h) = x̂2(h) = x(h). Cela implique que la valeur exacte de l’état x(t)
a été obtenue à l’instant h. Enfin, on a toujours ||x(t) − x̂i(t)|| = 0 pour i = 1,2 quand t ≥ h. Par
conséquent (4.16) est un observateur en temps fini pour le système (4.3) et qui converge à un
instant fixe prédéterminé h. 
S’il existe un certain l∗ ∈ N tel que l’Hypothèse 4.1 et la condition (4.7) sont satisfaites pour
le système (4.3), alors la procédure suivante présente une manière constructive de concevoir
l’observateur en temps fini.
1. Pour les matrices polynômiales B(δ) et C(δ) données, calculer K(δ) telle que K(δ)C(δ)B(δ) =
B(δ) ;
2. Calculer Q(δ) = In −K(δ)C(δ), et Ol∗(δ) définies dans (4.4) ;
3. Calculer F(δ) suivant l’équation (4.10) et ensuite T (δ) en se basant sur (4.9) ce qui conduit à
obtenir deux matrices constantes A0 et C0 en suivant (3.7) ;
4. Choisir deux matrices constantes Ĝ0(δ) et G̃0(δ) telle que Λ1 et Λ2 définies dans (4.19) soient
stables puis calculer Γ (δ,σ ) selon (4.18) pour σ prédéterminé et Gi(δ) pour i = 1,2 d’après
(4.13) ;
5. Finalement, calculer Li(δ) et Pi(δ) définies respectivement dans (4.14) et dans (4.15).
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4.3.3 Exemple illustratif
Considérons l’exemple suivant de système dynamique à retard
A(δ) =

δ2 1 δ
δ δ 1 + δ
1 δ δ2
 , B(δ) =

1
1
δ
 et C(δ) =
 1 0 0δ 1 0
 .
On peut vérifier qu’il existe un entier l∗ = 2 tel que rangR[δ]N2(δ) = 3 et InvSN2(δ) = {1,1,1} ⊂ R.
Par conséquent, l’Hypothèse 4.1 est satisfaite, et le système à entrées inconnues étudié est
observable. Afin de concevoir l’estimateur en temps fini, on doit vérifier si la condition (4.7) est
satisfaite. Tant que C(δ)B(δ) =
 11 + δ
 et
InvS
 C(δ)B(δ)B(δ)
 = InvS [ C(δ)B(δ) ] = {1,1,1}
toutes les conditions du Théorème 4.1 sont satisfaites, et la procédure proposée pour concevoir un
estimateur convergeant en temps fini peut être utilisée.
Étape 1 et 2 :
D’après le Lemme 4.2, on obtient
K(δ) =

1 0
1 0
δ 0
 et Q(δ) = I−K(δ)C(δ) =

0 0 0
−1 1 0
−δ 0 1

telles que Q(δ)B(δ) = 0. Alors on a
Ol∗(δ) =
 C(δ)C(δ)Q(δ)A(δ)
 =

1 0 0
δ 1 0
0 0 0
δ − δ2 δ − 1 1

qui est unimodulaire à gauche sur R[δ] tant que rang[δ]Ol∗(δ) = 3 et InvS [Ol∗(δ)] = {1,1,1} ⊂ R.
Étape 3 :
A partir de (4.10), on a
F(δ) =

0 0
0 δ − 1
0 0
1− δ3 0

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laquelle, en se basant sur (4.9), donne la matrice
T (δ) =

1 0 0
δ 1 0
0 0 0
2δ − 2δ2 0 1

et dont l’inverse à gauche est donnée par
T −1L (δ) =

1 0 0 0
−δ 1 0 0
2δ2 − 2δ 0 0 1
 .
D’après (3.7), on a A0 =

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
 , et C0 =
 1 0 0 00 1 0 0
.
Étape 4 et 5 :
On peut alors choisir librement les matrices Ĝ0(δ) et G̃0(δ) telles que Λ1 et Λ2 soient stables. Ici,
on choisit Ĝ0 =

6 0
0 12.5
8 0
0 37.5
 et G̃0 =

2.4 0
0 5
1.28 0
0 6
 qui fixent les valeurs propres de Λ1 à (−7.5,−5,−4,−2),
et celles de Λ2 à (−3,−2,−1.6,−0.8). Finalement on obtient :
G1(δ) =

6 0
−6δ 11.5 + δ
−δ3 + 12δ2 − 12δ+ 1 37.5
 et G2(δ) =

2.4 0
−2.4δ 4 + δ
−δ3 + 4.8δ2 − 4.8δ+ 1 6
 ;
L1(δ) =

−6 0 0
−4.5δ − 2δ2 −12.5 1
−25.5δ − 12δ2 −37.5 0
 et L2(δ) =

−2.4 0 0
−0.6δ − 2δ2 −5 1
−1.2δ − 4.8δ2 −6 0
 ;
P1(δ) =

0 0
−2δ2 − 9.5δ − 12.5 δ+ 11.5
−δ3 − 37.5δ − 36.5 37.5
 et P2(δ) =

0 0
−2δ2 − 2δ − 5 δ+ 4
−δ3 − 6δ − 5 6
 .
Avec l’instant de convergence prédéfini h > 3τ , on peut concevoir facilement un observateur à
entrées inconnues de type (4.16) pour obtenir l’estimation en temps fini de x(t).
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Pour la simulation, le retard de base est τ = 0.01s. Les conditions initiales sont x̂1(0) = 0,
x̂2(0) = 5 et x̂3(0) = 2.
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Figure 4.1 – L’état x1 et son estimation x̂1
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Figure 4.2 – L’état x2 et son estimation x̂2
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Figure 4.3 – L’état x3 et son estimation x̂3
Les Figures 4.1, 4.2 et 4.3 montrent que les trajectoires des états estimés convergent exactement
vers les états réels en un temps fini prédéterminé σ = 0.3s. Les états du système sont en bleu et
leurs estimations sont en rouge.
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4.4 Généralisation des résultats
Dans cette section, nous allons généraliser les résultats précédemment obtenus à toutes les
classes de systèmes dynamiques linéaires à retards commensurables, c’est-à-dire aux cas où les
entrées inconnues apparaissent aussi dans les sorties. Pour cela, considérons le système dynamique
linéaire avec des retards commensurables (4.2) :
ẋ(t) = A(δ)x(t) +B(δ)u(t)
y(t) = C(δ)x(t) +D(δ)u(t)
Pour toute matrice polynômiale D(δ) ∈ Rp×m[δ] avec rangR[δ]D(δ) = k ≤ min{p,m}, il a été
montré dans [Hou et al., 2002] que D(δ) ∈ Rp×m[δ] est unimodulaire à gauche sur R[δ] si et
seulement si rangR[δ]D(δ) =m ≤ p et InvS [D(δ)] ⊂ R.
Hypothèse 4.2. Considérons les matrices polynômiales B(δ), C(δ) et D(δ) du système (4.2). On suppose
que
InvS

C(δ)B(δ) D(δ)
D(δ) 0
B(δ) 0
 = InvS
 C(δ)B(δ) D(δ)D(δ) 0
 . (4.21)
Toujours en suivant la procédure de [Molinari, 1976] et [Silverman, 1969] , on définit Nl∗(δ) la
matrice générée par l’algorithme 4.1.
L’Hypothèse 4.2 garantit alors que le système étudié est observable et qu’un observateur en
temps fini peut alors être conçu pour estimer ses états.
4.4.1 Observateur en temps fini généralisé
L’observateur proposé avec convergence en temps fini est réalisé toujours en couplant deux
observateurs de type Luenberger.
D’après [Zheng et al., 2015], le système (4.2) peut être réécrit sous la forme suivante ẋ = Ā(δ)x+K1(δ)ẏ +K2(δ)yy = C̃(δ)x+ Γ1(δ)ẏ + Γ2(δ)y (4.22)
où K(δ) = [K1(δ),K2(δ)] et Γ (δ) = [Γ1(δ),Γ2(δ)] sont des matrices de dimension appropriée données
dans [Zheng et al., 2015]. Les matrices Ā(δ) et C̃(δ) sont obtenues comme suit :
Ā(δ) = A(δ)−K(δ)
 C(δ)A(δ)C(δ)
 ∈ Rn×n[δ]
C̃(δ) = C(δ)− Γ (δ)
 C(δ)A(δ)C(δ)
 ∈ Rp×n[δ]
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Supposons que rangR[δ]C̃(δ) = r ≤ p, alors il existe une matrice unimodulaire Λ(δ) définie sur R[δ]
telle que
Λ(δ)C̃(δ) =
 C̄(δ)0

avec C̄(δ) ∈ R[δ] soit de rang (ligne) plein sur R[δ]. En notant ȳ = Λ(δ)y, le système (4.22) peut être
réécrit sous la forme suivante :

ẋ = Ā(δ)x+K1(δ)Λ−1(δ) ˙̄y +K2(δ)Λ−1(δ)ȳ
ȳ =
 C̄(δ)0
x+ Γ̄1(δ) ˙̄y + Γ̄2(δ)ȳ (4.23)
où  Γ̄1(δ) = Λ(δ)Γ1(δ)Λ−1(δ) ∈ Rp×p(δ)Γ̄2(δ) = Λ(δ)Γ2(δ)Λ−1(δ) ∈ Rp×p(δ) (4.24)
Lemme 4.3. Si l’Hypothèse 4.2 est satisfaite pour le quadruplet (A(δ),B(δ),C(δ),D(δ)) défini dans (4.2),
alors pour le système (4.22) il existe un plus petit entier naturel l∗ ∈ N tel que
Ol∗(δ) =

C̃(δ)
C̃(δ)Ā(δ)
...
C̃(δ)Ā(δ)l
∗−1

∈ Rpl
∗×n[δ] (4.25)
soit unimodulaire à gauche sur R[δ].
Preuve. En appliquant l’algorithme 4.1 décrit dans la section précédente au système (4.2), la
satisfaction de l’Hypothèse 4.2 implique qu’il existe un plus petit entier naturel l∗ ∈ N tel qu’après
l∗ itérations, nous avons rangR[δ]Nl∗(δ) = n et InvSNk∗(δ) ⊂ R.
Considérons maintenant la première itération lors de l’application de l’algorithme 4.1 au
système (4.2), nous avons :
P1(δ)
 ∆1(δ)B(δ) ∆1(δ)A(δ)F1(δ) J1(δ)
 = P1(δ) 0 00 C(δ)
 =  F2(δ) J2(δ)0 ∆2(δ)

à partir de laquelle nous pouvons voir qu’il existe des matrices W1(δ), S1(δ) et R1(δ) telles que
F2(δ) =W1(δ)B(δ) = 0
avecW1(δ) = 0, ∆2(δ) = S1(δ)C(δ), et J2(δ) = R1(δ)C(δ) =W1(δ)K(δ)C(δ)A(δ)+R1(δ)O1(δ). La matrice
Ol∗(δ) étant définie au (4.25).
Dans [Zheng et al., 2015], il a été prouvé que à la l-ème itération, 1 ≤ l < l∗, il existe des matrices
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Sl et Rl définies sur R[δ] telles que
∆l+1(δ) = Sl(δ)

C(δ)
...
C(δ)Al(δ)

et
Jl+1(δ) = Rl(δ)

C(δ)
...
C(δ)Al(δ)
 .
Par conséquent, la matrice Nl(δ) peut s’exprimer comme Nl(δ) = S(δ)Ol(δ) où S(δ) dépend de Sl(δ)
et de Ol(δ).
Ainsi, si l’Hypothèse 4.2 est satisfaite pour le système (4.2), alors Nl∗(δ) est unimodulaire à
gauche sur R[δ], et cela signifie que Nl∗(δ) admet une matrice inverse à gauche [Nl∗(δ)]−1L telle que
In = [Nl∗(δ)]
−1
L Nl∗(δ) = [Nl∗(δ)]
−1
L S(δ)Ol∗(δ). Ceci implique que [Nl∗(δ)]
−1
L S(δ) est l’inverse à gauche
de Ol∗(δ). Par conséquent Ol∗(δ) est unimodulaire à gauche sur R[δ]. 
Théorème 4.2. [Zheng et al., 2015] Si l’hypothèse 4.2 est satisfaite pour le système (4.2), alors pour
le système obtenu (4.23), il existe un plus petit entier naturel l∗ ∈ N tel que Ol∗(δ) définie dans (3.5) est
unimodulaire à gauche sur R[δ]. Alors, il existe un changement de coordonnées généralisé z = T (δ)x tel
que (4.23) peut être transformé en la forme normale d’observateur suivante :
ż = A0z+ [F(δ),0]ȳ + K̄1(δ) ˙̄y + K̄2(δ)ȳ
ȳ =
 C00
z+ Γ̄1(δ) ˙̄y + Γ̄2(δ)ȳ (4.26)
où Γ̄1, Γ̄2 sont définis dans (4.24), F(δ) = [FT1 (δ), . . . ,F
T
l∗ (δ)]
T ,
A0 =

0 Ir · · · 0
0 0
. . .
...
0 0 · · · Ir
0 0 · · · 0

∈ Rrl
∗×rl∗ , (4.27)
C0 = [Ir ,0, . . . ,O] ∈ Rr×rl
∗
, (4.28)
et où T (δ) est définie dans (3.8). F(δ) est définie dans (3.9) et K̄1(δ) = T (δ)K1(δ)Λ−1(δ) ∈ Rrl
∗×p[δ]
K̄2(δ) = T (δ)K2(δ)Λ−1(δ) ∈ Rrl
∗×p[δ]
(4.29)

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Un observateur convergeant en temps fini peut alors être conçu en utilisant la forme normale
du système (4.26). Tout d’abord, un observateur asymptotique, sur lequel sera basé l’observateur
en temps fini, est présenté dans le théorème suivant :
Théorème 4.3. Si l’Hypothèse 4.2 est satisfaite pour le système (4.2), alors le système dynamique
suivant : 
ξ̇ = L0ξ +G(δ)Λ(δ)y
ẑ = ξ +H(δ)Λ(δ)y
x̂ = T −1(δ)ẑ
(4.30)
avec
L0 = A0 −G0C0
H(δ) = K̄1(δ)− [G0,0]Γ̄1(δ)
G(δ) = [F(δ),0] + K̄2(δ) +L0H(δ)− [G0,0]Γ̄2(δ) + [G0,0]
(4.31)
où G0 est choisie telle que (A0 −G0C0) soit stable, est un observateur à entrée inconnue pour le système
(4.2). 
Preuve. Soient les erreurs d’estimation εz = z−ẑ, εx = x−x̂ et notons aussi Ḡ0 = [G0,0], F̄(δ) = [F(δ),0].
Puisque ȳ = Λ(δ)y, on obtient :
ε̇z = A0z+L0ẑ+ [F̄(δ) + K̄2(δ) +L0H(δ)−G(δ)]ȳ + [K̄1(δ)−H(δ)] ˙̄y
Le couple (A0,C0) étant observable, il existe une matrice constante G0 telle que [A0 −G0C0] soit
stable. En choisissant le gain G0, les matrices L0, H(δ), et G(δ) définies dans (4.31) peuvent être
déduites. On obtient :
ε̇z = A0z+L0ẑ+ [Ḡ0Γ̄2(δ)− Ḡ0]ȳ + Ḡ0Γ̄1(δ) ˙̄y
= [A0 −G0C0]εz.
Dès lors que x = T −1(δ)z, on a
ε̇x = x − x̂
= T −1L (δ)εx
= T −1L (δ)[A0 −G0C0]TL(δ)εx.
Donc le système (4.31) est un observateur asymptotique à entrées inconnues pour le système
(4.2). 
Dans la suite, deux observateurs du même type que (4.30) sont utilisés pour concevoir un
observateur en temps fini pour le système (4.2). Pour cela, choisissons deux matrices constantes
G0i telles que [A0 −G0iC0] soient stables pour i = 1,2. Ensuite, notons
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
L0i = A0 −G0iC0
Hi(δ) = K̄1(δ)− [G0i ,0]Γ̄1(δ)
Gi(δ) = [F(δ),0] + K̄2(δ) +L0iHi(δ)− [G0i ,0]Γ̄2(δ) + [G0i ,0]
(4.32)
Définissons dmax = max{degδGi(δ)Λ(δ),degδHi(δ)Λ(δ)}. Pour une constante positive prédéterminée
h ≥ τdmax, l’observateur en temps fini suivant peut alors être conçu :
ξ̇i = L0iξ +Gi(δ)Λ(δ)y,
zi = ξi +Hi(δ)Λ(δ)y,
ẑ = Ψ (δ, t)
 z1z2
 ,
ξ1(t) = ξ2(t) pour − τdmax ≤ t ≤ 0,
x̂ = T −1(δ)ẑ.
(4.33)
où
Ψ (δ, t) =
 [Ipl∗ Ipl∗], si t < h(Ipl∗ − eL2te−L01t)−1[−eL02te−L1t , Ipl∗], si t ≥ h (4.34)
Théorème 4.4. Supposons que l’Hypothèse 4.2 est satisfaite pour le système (4.2). Pour une constante
prédéterminée h ≥ τdmax, le système dynamique (4.33) est un observateur en temps fini pour (4.2) avec
l’instant de convergence σ prédéterminé . 
Preuve. Il a été montré que si l’Hypothèse 4.2 est satisfaite pour le système (4.2), alors on peut
toujours trouver deux matrices constantes G01 et G02 telles que [A0 −G01C0] et [A0 −G02C0] soient
stables. Notons εx1 = x − x̂1, εx2 = x − x̂2, εz1 = T (δ)εx1 , εz2 = T (δ)εx2 , alors on obtient
ε̇z1 = [A0 −G01C0]εz1 = L01εz1 (4.35)
et
ε̇z2 = [A0 −G02C0]εz2 = L02εz2 . (4.36)
En résolvant les équations (4.35) et (4.36), on obtient
εz1(t) = [z(t)− ẑ1(t)] = e
L01tεz1(0)
εz1(t) = [z(t)− ẑ2(t)] = e
L02tεz2(0)
(4.37)
Puisque les conditions initiales pour ξi sont les mêmes, c’est à dire ξ1(0) = ξ2(0), alors on a
εz1(0) = T (δ)εx1(0) = T (δ)[x(0)− x̂1(0)]
= T (δ)[x(0)− ξ1(0)] = T (δ)[x(0)− ξ2(0)]
= T (δ)[x(0)− x̂2(0)] = T (δ)εx2(0)
= εz2(0)
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Par conséquent, en éliminant εz1(0) et εz2(0) dans (4.37), on obtient
eL02t[z(t)− ẑ1(t)] = eL01t[z(t)− ẑ2(t)]
La résolution de l’équation précédente donne :
z(t) =
(
Ipl∗ − eL02te−L01t
)−1 [
−eL02te−L01t , Ipl∗
] ẑ1(t)ẑ2(t)

Quand t = h, l’équation précédente est équivalente à
z(h) = Ψ (δ,h)
 ẑ1(h)ẑ2(h)
 .
Selon le comportement impulsif défini dans (4.33), nous avons
ẑ1(h) = ẑ2(h) = z(h) et x(h) = T
−1
L (δ)z(h)
ce qui implique que la valeur exacte de x(t) a été obtenue à l’instant h. Enfin, nous avons toujours
||x(t)− x̂(t)|| = 0,∀t ≥ h
Donc, la dynamique (4.30) est un observateur en temps fini pour le système (4.2) avec un instant
de convergence h prédéterminé. 
Ainsi, la procédure suivante présente une méthodologie constructive pour concevoir l’observa-
teur en temps fini proposé :
1. Comme présenté dans [Zheng et al., 2015], calculer W (δ) telle que
W (δ) = [V̄ (δ),0]U (δ)
où U (δ) est une matrice unimodulaire sur R[δ], V (δ) est de rang plein sur R[δ],
U (δ)
 C(δ)B(δ) D(δ)D(δ) 0
 =  V (δ)0
 et V̄ (δ)V (δ) =  C̄(δ)0

2. La matrice W (δ) peut être décomposée comme suit
W (δ) =
 K(δ)
Γ (δ)
 =  K1(δ) K2(δ)
Γ1(δ) Γ2(δ)

Ensuite, transformer le système (4.2) en (4.23) avec
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Ā(δ) = A(δ)−K(δ)
 C(δ)A(δ)C(δ)
 , et C̃(δ) = C(δ)− Γ (δ) C(δ)A(δ)C(δ)

puis calculer la matrice unimodulaire Λ(δ) sur R[δ] telle que Λ(δ)C̃(δ) =
 C̄(δ)0
 ;
3. Déterminer T (δ) définie dans (3.8) et F(δ) définie dans (3.9) ;
4. Déterminer A0 définie dans (4.27), C0 définie dans (4.28), Γ̄1(δ), Γ̄2(δ) définie dans (4.24) puis
K̄1(δ), K̄2(δ) définie dans (4.29) ;
5. Choisir les matrices constantes G01 et G02 telles que L01 et L02 définies dans (4.32) soient
stables. Ensuite calculer H1(δ) et H2(δ) puis G1(δ) et G2(δ) définies dans (4.32) ;
6. Ψ (δ, t) est obtenu selon (4.34) pour l’instant de convergence σ donné ;
7. Enfin, concevoir l’observateur (4.33).
4.4.2 Exemple illustratif
Considérons l’exemple de système à retard suivant :
A(δ) =

0 −1 1 0
−1 δ 0 0
1 0 1 0
δ 1 1 −1
 , B(δ) =

0 0
0 0
1 1
0 δ
 ,
C(δ) =

δ 0 0 0
0 1 0 0
0 0 1 1
 , et D(δ) =

1 δ
0 0
1 δ
 ;
On peut vérifier que l’on a l∗ = 3 tant que rangR[δ]N3(δ) = I4. De plus, les facteurs invariants sont
InvS

C(δ)B(δ) D(δ)
D(δ) 0
B(δ) 0
 = InvS
 C(δ)B(δ) D(δ)D(δ) 0
 = {1,1,1},
Par conséquent, l’hypothèse 4.2 est satisfaite et le système étudié est observable à entrées incon-
nues. Afin de concevoir un observateur à temps fini, nous pouvons suivre la procédure donnée
précédemment.
Étape 1 : On peut trouver des matrices U (δ) et V (δ) dans le but de transformer la matrice
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 C(δ)B(δ) D(δ)D(δ) 0
 en sa forme de Hermite. On a donc
U (δ) =

δ 0 −δ 1 0 δ
−1 0 1 0 0 −1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 −1 0 1
0 0 0 0 1 0

et V (δ) =

1 0 0 0
0 1 0 0
0 0 1 δ
 .
Il existe donc la matrice
V̄ (δ) =

0 0 1 0 1 0 1
0 0 1 δ δ 0 δ
0 0 0 0 0 0 0

T
telle que
V̄ (δ)V (δ) =
 B(δ) 0D(δ) 0
 .
Ensuite on détermine
W (δ) =

K1(δ) | K2(δ)
−−−− − −−−−
Γ1(δ) | Γ2(δ)
 =

0 0 0 | 0 0 0
0 0 0 | 0 0 0
δ − 1 0 δ − 1 | 1 0 δ − 1
−δ 0 δ | 0 0 −δ
−−− − −−− − − − −−−
0 0 0 | 1 0 0
0 0 0 | 0 0 0
0 0 0 | 1 0 0

.
Étape 2 : Suite à la procédure de conception, on obtient
Ā(δ) =

0 −1 1 0
−1 δ 0 0
δ2 − δ δ2 − 1 −δ2 + 2δ 2− 2δ
−δ2 −δ2 − δ+ 1 δ2 − δ+ 1 2δ − 1
 , et C̃(δ) =

0 0 0 0
0 1 0 0
−δ 0 1 1
 .
La matrice unimodulaire Λ(δ) définie sur R[δ] peut être choisie comme suit Λ(δ) =

0 1 0
0 0 1
1 0 0
, ce
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qui permet d’obtenir la matrice C̄(δ) =
 0 1 0 0−δ 0 1 1
 .
Étape 3 : A partir des résultats Ā(δ) et C̄(δ), on peut vérifier qu’il existe au moins un entier
naturel l∗ = 3 tel que
Ō3(δ) =

0 1 0 0
−δ 0 1 1
−1 δ 0 0
−δ 0 1 1
−δ δ2 + 1 −1 0
−δ 0 1 1

est unimodulaire à gauche sur R[δ], avec
[Ō3(δ)]−1L =

δ 0 −1 0 0 0
1 0 0 0 0 0
1 0 δ 0− 1 0
δ2 − 1 1 −2δ 0 1 0

Ce qui nous permet d’obtenir [F3(δ),F2(δ),F1(δ)] = C̄(δ)Ā3(δ)[Ō3(δ)]−1L .
F(δ) =

F1(δ)
F2(δ)
F3(δ)
 =

−δ2 + 5δ − 2 0
0 0
−−−−−−−−−− −−−
δ3 − 5δ2 + 3δ+ 1 0
0 0
−−−−−−−−−− −−−
δ3 − δ2 − 4δ+ 3 2δ − 2
0 1

(4.38)
Ensuite, on détermine
T (δ) =

0 1 0 0
−δ 0 1 1
−1 δ2 − 4δ+ 2 0 0
−δ 0 1 1
−δ2 + 4δ − 2 δ2 − δ −1 0
−δ 0 1 1

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et son inverse à gauche
[T (δ)]−1 =

δ2 − 4δ+ 2 0 −1 0 0 0
1 0 0 0 0 0
−δ4 + 8δ3 − 19δ2 + 15δ − 4 0 δ2 − 4δ+ 2 0 −1 0
δ4 − 7δ3 + 15δ2 − 13δ+ 4 1 −δ2 + 3δ − 2 0 1 0
 .
Étape 4 : A partir des équations (4.27), (4.28), (4.31), et (4.24), on obtient
A0 =

0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0

, C0 =
 1 0 0 0 0 00 1 0 0 0 0
 ,
[K̄1(δ), K̄2(δ)] =

0 0 0 | 0 0 0
0 1 −1 | 0 −1 1
0 0 0 | 0 0 0
0 1 −1 | 0 −1 1
0 δ − 1 1− δ | 0 1− δ −1
0 1 −1 | 0 −1 1

,
[Γ̄1(δ), Γ̄2(δ)] =

0 0 0 | 0 0 0
0 0 0 | 0 0 1
0 0 0 | 0 0 1
 .
Étape 5 : Les matrices G01 et G02 sont choisies telles que L01 et L02 soient stables. Dans cet exemple,
choisissons
G01 =

85 0
0 85
2000 0
0 2000
12500 0
0 12500

et G02 =

85 0
0 85
2250 0
0 2250
18000 0
0 18000

afin que les valeurs propres de L01 soient [−10,−10,−25,−25,−50,−50] et celles de L02 soient
[15,−15,−30,−30,−40,−40]. On a donc :
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L01 =

−85 0 1 0 0 0
0 −85 0 1 0 0
−2000 0 0 0 1 0
0 −2000 0 0 0 1
−12500 0 1 0 0 0
0 −12500 0 0 0 0

, et L02 =

−85 0 1 0 0 0
0 −85 0 1 0 0
−2250 0 0 0 1 0
0 −2250 0 0 0 1
−18000 0 1 0 0 0
0 −18000 0 0 0 0

.
H1(δ) =

0 0 0
0 1 −1
0 0 0
0 1 −1
0 δ − 1 1− δ
0 1 −1

, H2(δ) =

0 0 0
0 1 −1
0 0 0
0 1 −1
0 δ − 1 1− δ
0 1 −1

,
G1(δ) =

−δ2 + 5δ+ 83 0 0
0 0 0
δ3 − 5δ2 + 3δ+ 2001 δ − 1 1− δ
0 0 0
δ3 − δ2 − 4δ+ 12503 δ − 1 −1
0 0 1

et G2(δ) =

−δ2 + 5δ+ 83 0 0
0 0 0
δ3 − 5δ2 + 3δ+ 2251 δ − 1 1− δ
0 0 0
δ3 − δ2 − 4δ+ 18003 δ − 1 −1
0 0 1

.
Étape 6 : Finalement, à partir de l’équation (4.34), on obtient Ψ (δ) et avec une constante positive
prédéterminé h > 3τ , un observateur en temps fini de type (4.33) peut être conçu pour obtenir une
estimation en temps fini de x(t). Par exemple, pour un instant de convergence fixé à h = 0.3s, on a
Ψ (δ,h) =

13 0 0 0 0 0 −12 0 0 0 0 0
0 13 0 0 0 0 0 −12 0 0 0 0
950 0 −12 0 0 0 −950 0 13 0 0 0
0 950 0 −12 0 0 0 −950 0 13 0 0
16709 0 −179 0 −3 0 −16709 0 179 0 4 0
0 16709 0 −179 0 −3 0 −16709 0 179 0 4

.
Pour la simulation, le retard de base est τ = 0,001s et l’instant de convergence prédéterminé a
été fixé à h = 0,3s. Les figures 4.4, 4.5, 4.6 et 4.7 montrent les trajectoires du système (4.2) et les
trajectoires de l’observateur proposé. On peut remarquer que la convergence en temps fini est
atteinte en temps fini préfixé ha = 0.3s.
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Figure 4.4 – L’état x1 et son estimation x̂1
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Figure 4.5 – L’état x2 et son estimation x̂2
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Figure 4.6 – L’état x3 et son estimation x̂3
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Figure 4.7 – L’état x4 et son estimation x̂4
4.5 Conclusion
Dans ce chapitre, nous avons présenté un observateur impulsif avec un temps de convergence
fini prédéterminé pour un système linéaire à retard commensurable avec des entrées inconnues. Il
a été montré que l’observateur converge en temps fini préfixé σ et que l’instant de convergence
peut être choisi de manière presque arbitraire. De plus, nous avons pris en compte des retards
commensurables pouvant apparaître dans les sorties mesurées. Nous avons utilisé la condition
d’observabilité requise dans Hou et al (2002) pour la conception des observateurs proposés. Notons
que les résultats obtenus peuvent être utiliser pour l’identification topologique des réseaux de TDS
linéaires à entrées inconnues en les associant avec les résultats obtenus dans le chapitre 3. Dans ce
qui va suivre, nous allons traiter le problème de l’identification topologique pour des réseaux de
systèmes dynamiques non linéaires. Dans cette étude, nous serons amené à utiliser les résultats
obtenus pour les réseaux de systèmes complexes linéaires.
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Partie II
Observation et identification des
systèmes complexes non linéaires

Chapitre5
Observation pour les systèmes non
linéaires avec estimation des paramètres
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5.1 Introduction
On ne peut pas parler de la non linéarité sans comprendre ce que l’on attend par la linéarité. En
effet, dans les chapitres précédents, nous avons présenté des résultats obtenus pour des systèmes
dynamiques linéaires. On définit la linéarité par deux propriétés fondamentales et coexistantes qui
sont la proportionnalité et l’additivité. Selon les mathématiciens, par exemple un polynôme est dit
linéaire s’il est strictement de degré 1. Mais qu’il y ait des formules mathématiques caractérisant
un processus ou non, s’il l’on peut lui appliquer à la fois la proportionnalité et l’additivité entre les
causes et leurs, alors on peut dire que l’on est dans un domaine linéaire.
En revanche, il existe plusieurs exemples de systèmes dynamiques qui échappent à cette
propriété de proportionnalité entre les causes et leurs effets. Si l’on prend par exemple l’énergie
libérée lors d’un choc entre deux véhicules, les dégâts qui s’en suivent sont énormes et ne sont pas
proportionnels à la vitesse des deux véhicules mais au carré de ces vitesses. D’autres exemples
d’une forte non linéarité sont les effets de seuil. Un système est donc considéré comme étant
non linéaire s’il ne possède pas les propriétés d’un système linéaire, c’est-à-dire les propriétés de
proportionnalité et d’additivité.
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Les systèmes non linéaires peuvent être regroupés en plusieurs classes (systèmes non linéaires
affines, systèmes dynamiques incertains, systèmes chaotiques, ...). Dans ce chapitre, nous nous
intéressons aux réseaux de systèmes dynamiques non linéaires et plus précisément aux réseaux de
systèmes dynamiques avec des paramètres inconnus.
5.2 Formulation du problème
Dans cette partie, nous considérons un réseau de k sous-systèmes dynamiques, (k ∈ N, k ≥ 2) avec
des paramètres d’interconnexions constants mais inconnus. On suppose que chaque sous-système
Σi pour 1 ≤ i ≤ k impliqué dans le réseau est de la forme suivante :
Σi :

ẋi = f̄i(xi) +
∑qi
j=1ϕi,j(xj )θi,j
θ̇i = 0
yi = h̄i(xi)
(5.1)
où xi = (xi,1, . . . ,xi,ni )
T ∈ Rni représente l’état du sous système Σi et yi = (yi,1, . . . , yi,pi )
T ∈ Rpi sa sortie.
Le vecteur des paramètres θi = (θi,1, . . . ,θi,qi )
T ∈ Rqi représente les coefficients d’interconnexion
constants mais inconnus réalisant l’interconnexion topologique entre différents sous systèmes du
réseau. Le vecteur des fonctions ϕi,j(xj) =
(
ϕ1i,j(xj ), . . . ,ϕ
ni
i,j(xj )
)T
∈ Rni représente les informations
qu’un sous système Σj injecte dans le sous système Σi via la connexion réalisée par θi . Donc, la ma-
trice des fonctions ϕi(x) =
(
ϕTi,1(x1), . . . ,ϕ
T
i,qi
(xqi )
)T
∈ Rni×qi représente l’ensemble des informations
injectées par le réseau dans le sous système Σi .
Pour plus de simplicité, notons n =
∑k
i=1ni , p =
∑k
i=1pi et q =
∑k
i=1 qi .
Définissons x =
(
xT1 , . . . ,x
T
k
)T
∈ Rn et y =
(
yT1 , . . . , y
T
k
)T
∈ Rp et θ =
(
θT1 , . . . ,θ
T
k
)T
∈ Rq. Nous pouvons
alors écrire le modèle du réseau entier sous la forme compacte suivante :
ẋ = f̄ (x) +ϕ(x)θ
θ̇ = 0
y = h̄(x)
(5.2)
où f̄ (x) =

f̄1(x1)
...
f̄k(xk)
, h̄(x) =

h̄1(x1)
...
h̄k(xk)
, et ϕ(x) =

ϕ1(x) · · · 0
...
. . .
...
0 · · · ϕk(x))
. Tant que les paramètres
d’interconnexion dans le réseau étudié sont constants, le paramètre inconnu mais constant θ peut
être traité comme une variable d’état additionnelle. Pour cela, notons ξ =
 xθ
. Le système (5.2)
peut donc être réécrit sous la forme suivante :
ξ̇ = f (ξ)
y = h(ξ)
z = P ξ
(5.3)
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où ξ ∈ Rn+q, f (ξ) = f̄ (x)+ϕ(x)θ, h(ξ) = h̄(x). Le vecteur z ∈ Rγ représente les variables à identifier et
P ∈ Rγ×(n+q) est une matrice constante introduite pour simplifier la présentation de l’observabilité
des états et l’identifiabilité paramétrique ci-après.
Selon les différents choix de la valeur de la matrice P , l’estimation de z peut être interprété des
manières suivantes :
— L’estimation de z est équivalente à l’estimation de x dans (5.2). Dans ce cas, nous avons
P =
[
In,0n×q
]
.
— L’estimation de z est équivalente à l’identification du paramètre θ dans (5.2). Dans ce cas, on
fixe P =
[
0q×n, Iq
]
.
— L’estimation de z est équivalente à l’estimation simultanée de x et de θ dans (5.2). Dans ce
cas, il est nécessaire que P = In+q.
A partir de l’explication précédente, en introduisant la variable z, l’estimation de l’état x et/ou du
paramètre inconnu θ dans (5.2) peut être représentée par l’observabilité (totale ou partielle) de z
dans (5.3). De plus, en définissant différentes valeurs de P , nous pouvons avoir une observabilité
partielle de x ou une identifiabilité partielle de θ (dans l’exemple illustratif de cette partie, l’identi-
fiabilité paramétrique est partielle).
L’objectif principal de notre investigation est d’étudier l’identifiabilité des paramètres inconnus
d’interconnexion afin de déterminer la topologie du réseau de systèmes dynamiques. Cela revient
à identifier des paramètres inconnus du système (5.2).
5.3 Observabilité et identifiabilité
Étant donné que les paramètres constants peuvent être considérés comme des variables d’état
supplémentaires avec une dynamique nulle, cela implique que l’identifiabilité des paramètres est en
quelque sorte liée à l’observabilité des états. Par conséquent, nous rappelons ci-après les définitions
bien connues sur l’observabilité algébrique (pour l’état x dans (5.2)) et sur l’identifiabilité algébrique
(pour les paramètres θ dans (5.2)).
Définition 5.1. (Observabilité et identifiabilité)[Fliess et al., 1998 ; Xia et al., 2003]. Pour le système
(5.2), l’état x est considéré comme étant algébriquement observable s’il existe un entier positif k et une
fonction méromorphe η tels que x = η(y, ẏ, . . . , y(k)) où y, ẏ, . . . , y(k) sont des dérivées de la sortie corres-
pondante y.
Pour le même système (5.3), θ est considéré comme étant algébriquement identifiable s’il existe un
instant T > 0, un entier naturel k et une fonction méromorphe Φ telle que
Φ(θ,y, ẏ, . . . , y(k)) = 0 (5.4)
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et
rang
∂Φ
∂θ
= q (5.5)
est continue sur [0,T ], pour tout (θ,y, ẏ, . . . , y(k)).
Remarque 5.1. On peut constater que si les relations (5.4) et (5.5) sont satisfaites, alors d’après le
théorème des fonctions implicites, il existe (localement) une fonction Φ̄ telle que
θ = Φ̄(y, ẏ, . . . , y(k))
qui est similaire à la définition de l’observabilité algébrique donnée dans la Définition 5.1.
Avec la forme compacte déduite (5.3), la section suivante traitera des conditions qui garan-
tissent la possibilité d’identifier les paramètres constants inconnus. Dans la littérature, on peut
trouver des résultats obtenus par Xia et al dans [Xia et al., 2003] pour les mêmes classes de
systèmes dynamiques (5.3). Pour rappeler quelques points essentiels de ces résultats, notons
Y = span{dy,dẏ, . . . ,dy(l)}, l ∈ N, X = span{dx} et Θ = span{dθ}. Le théorème suivant est vérifié.
Théorème 5.1. [Xia et al., 2003] Le système (5.2) est algébriquement identifiable si et seulement si
Θ ⊂ Y . 
Pour ce faire, on définit pour (5.3) ce qu’on nomme les "indices d’observabilité". Définissons
Fl = X ∩ span{dy,dẏ . . . ,dy(l−1)}
pour l ∈ N. Il a été montré dans [Krener et al., 1985] que F1 ⊂ F2 ⊂ · · · ⊂ Fn. Définissons alors
d1 = rank F1 et dl = rank Fl − rank Fl−1 pour l = 1, . . . ,n. Nous avons la définition suivante des
indices d’observabilité.
Définition 5.2. (Indices d’observabilité)[Krener et al., 1985] La liste des entiers naturels (v1, . . . , vp)
appelé indices d’observabilité pour le système (5.3) est définie telle que
vi =max{dl ≥ i,1 ≤ i ≤ l}.
Si nécessaire, il faut réordonner les composants des sorties de telle façon que :
rang
∂(y, ẏ, . . . , y(n−1))T
∂x
= v1 + v2 + · · ·+ vp. (5.6)
Avec la définition des indices d’observabilité, on peut alors définir pour le système (5.3), la
matrice dΩ comme suit :
dΩ =
∂[h1,Lf h1, . . . ,L
v1−1
f h1, . . . ,hp, . . . ,L
vp−1
f hp]
T
∂ξ
(5.7)
Nous avons alors le résultat suivant.
5.3. Observabilité et identifiabilité 101
Théorème 5.2. Le vecteur des paramètres θ du système (5.2) est identifiable (ou de manière équivalente
z du système (5.3) est observable) si rang dΩ = n+ q. 
Le théorème ci-dessus est assez simple et énonce une condition très forte sur l’identification
des paramètres, qui exige que tous les états soient également observables. Il convient de noter
qu’en général, l’identifiabilité des paramètres ne dépend pas de l’observabilité de l’état. En d’autres
termes, certains paramètres peuvent être identifiables même si tous les états du système ne sont
pas observables. Un exemple simple est le suivant :
ẋ1 = x1θ
ẋ2 = x1x2
y = x1
(5.8)
Il semble évident que θ dans l’exemple précédent est localement identifiable (dépendant seulement
de l’état x1, ce qui donne ẏ = yθ), alors que l’état x2 n’est pas observable. Ce petit exemple montre
également que l’identifiabilité des paramètres ne dépend que de l’état partiellement observable
impliqué dans l’équation paramétrique finalement déduite.
Une méthode d’identification proposée dans [Xia et al., 2003] consiste à éliminer premièrement
les états x à travers les propriétés d’observabilité du système.
Cette méthode fonctionne mais nécessite de calculer par avance, les dérivées d’ordre supérieur
des sorties qui peuvent ne pas être utilisées ultérieurement. Cela peut rapidement devenir difficile
voire très compliqué surtout si le système étudié a des paramètres non identifiables.
Dans le but d’optimiser les résultats obtenus dans [Xia et al., 2003], nous allons proposer dans
ce qui suit, un nouvel algorithme, qui sera plus efficace et facile à appliquer. Contrairement à la
méthode proposée dans [Xia et al., 2003], dans ce nouvel algorithme, il ne sera pas nécessaire de
calculer à l’avance les dérivées d’ordre supérieur des sorties mais nous procéderons par itération.
Pour tout entier bj , j = 1, . . . ,p,
ω = {h1, . . . ,L
b1
f h1, . . . ,hp, . . . ,L
bp
f hp}.
Notons Ξ = {X +Θ} et
F = Ξ∩ spanω{dω}
alors l’algorithme suivant est proposé pour assouplir la condition relativement forte énoncée dans
le Théorème 5.2.
Algorithme 5.1.
1. Initialisation :
— bj = 0, j = 1, . . . ,p ;
— ω0 = {ω1,0, . . . ,ωp,0} avec ωj,0 = {hj} ;
— F0 = {F1,0, . . . ,Fp,0} = Ξ∩ spanω0{dω0} avec Fj,0 = Ξ∩ spanωj,0{dωj,0} ;
— i = 1.
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2. Itération i : Calculer Li = spanωi−1{dωi−1}
3. Calculer ∂Ωi =
∂ωTi−1
∂ξ et pour la matrice P donnée, déterminer la matrice Ki(ξ) telle que P =
Ki(ξ)∂Ωi . Alors, notons K
j
i (ξ), la jème ligne de la matrice Ki(ξ) ;
4. Vérifier :
— si tous les Kji (ξ) < Li , alors aller à l’étape 5 ;
— Autrement, aller à l’étape 8 ;
5. Calculer :
— ωi = {ω1,i , . . . ,ωp,i} avec ωj,i = {hj , . . . ,h
(bj+1)
j } ;
— Fi = {F1,i , . . . ,Fp,i} = Ξ∩ spanωi {dωi} avec Fj,i = Ξ∩ spanωj,i {dωj,i} ;
6. Si Fj,i 1 {Fi−1 ∪ {Fi\Fj,i}}, alors bj = bj + 1 ;
7. Vérifier :
— si Fi−1 ⊂ Fi , alors faire i = i + 1 puis retourner à l’étape 2 pour l’itération suivante ;
— dans le cas contraire, aller à l’étape 8 ;
8. Fin de l’algorithme.
Alors on note ∂Ω = ∂Ωi , ω =ωi−1, L = Li , et K(ξ) =Ki(ξ).
A la fin de l’algorithme, si K(ξ) < L alors z n’est pas observable.
Théorème 5.3. S’il existe une matrice K(ξ) telle que P =K(ξ)∂Ω et que les composants des éléments de
toutes les lignes de K(ξ) satisfont Kj(ξ) ∈ L alors z est observable. 
Preuve. Par définition, Li est l’espace observable du système (5.3) à chaque itération i. Après avoir
appliqué l’algorithme 5.1, si Kj(ξ) ∈ L, alors tous les éléments dans K(ξ) sont engendrés par L.
Donc, cela implique que z = P ξ est observable. 
Remarque 5.2. La matrice ∂Ω ∈ Rr×(n+q) étant de rang plein par ligne, il existe son inverse à droite
[∂Ω]−1R telle que ∂Ω[∂Ω]
−1
R = Ir . La matrice K(ξ) peut alors être obtenue comme suit :
K(ξ) = P [∂Ω]−1R . (5.9)
Supposons que la matrice P est choisie de telle sorte que K(ξ) ∈ L.
Proposition 5.1. Il existe une fonction F(y, ẏ, . . . , y(l)) telle que
z = F(y, ẏ, . . . , y(l)). (5.10)
avec l ∈ N.
Preuve. A partir de z = P ξ, on obtient dz = d(P ξ) = P dξ. Considérant P =K(ξ)∂Ω puis en rempla-
çant la matrice P dans l’équation précédente, on obtient dz =K(ξ)dΩ avec dΩ = ∂Ωdξ.
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Notons que dz est une 1-forme fermée, ce qui implique que K(ξ)dΩ est aussi une 1-forme
formée [Pandharipande et al., 2014]. Alors, nous avons d(F(y, ẏ, . . . , y(l))) = dz, ce qui implique :
z = F(y, ẏ, . . . , y(l)) =

F1(y, ẏ, . . . , y(l))
...
Fγ (y, ẏ, . . . , y(l))
 ∈ Rγ .

Après avoir déduit une condition suffisante moins restrictive sur l’observabilité de z, nous
allons concevoir des observateurs appropriés pour son estimation.
Très souvent, F est une fonction rationnelle composée de deux fonctions g(y, ẏ, . . . , y(l)) et
ḡ(y, ẏ, . . . , y(l)) telles que
F(y, ẏ, . . . , y(l)) =
ḡ(y, ẏ, . . . , y(l))
g(y, ẏ, . . . , y(l))
(5.11)
où g(y, ẏ, . . . , y(l)) =

g1(y, ẏ, . . . , y(l))
...
gγ (y, ẏ, . . . , y(l))
 et ḡ(y, ẏ, . . . , y(l)) =

ḡ1(y, ẏ, . . . , y(l))
...
ḡγ (y, ẏ, . . . , y(l))
.
Si nous prenons, par exemple le système (5.8), nous aurons :
θ = F(y, ẏ) =
ẏ
y
Ceci montre que des singularités peuvent apparaître (ici pour y = 0). Le problème de singularité
sera donc discuté dans la section suivante.
5.4 Estimateur en temps fini
En se basant sur les résultats des investigations menées dans la section précédente, différents
observateurs peuvent être réalisés pour l’estimation de z. Notons aussi que l’estimation de z peut
être garantie non seulement si l’Algorithme 5.1 se termine avec succès mais aussi si les fonctions gi
définie dans (5.11) sont non nulles.
Supposons que le Théorème 5.3 est satisfait pour le système (5.3). En se basant sur la Définition
5.1, il est alors possible de calculer algébriquement θ comme une fonction de la sortie y du système
considéré et d’un certain nombre de ses dérivées ẏ, ÿ, . . . , y(l).
Selon la Proposition 5.1 et la relation (5.11), il est clair qu’un problème de la singularité peut
apparaître dans (5.10) si g(y, ẏ, . . . , y(l)) passe par zéro à un instant t donné (perte d’observabilité
locale).
Plusieurs chercheurs ont proposé différentes techniques pour surmonter ce problème de sin-
gularité. Dans [Langueh et al., 2015], la méthode de l’immersion a été proposée et consiste à
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augmenter la dimension de la matrice d’observabilité avec un état virtuel dont la dynamique est
nulle. Une autre méthode permettant de surmonter ce problème est l’imposition de la condition
d’une excitation persistante.
Définition 5.3. (Excitation persistante)[Shimkin et al., 1987]. Pour l’équation (5.10), le vecteur des
fonctions g(y, ẏ, . . . , y(l)) est considéré comme étant une excitation persistante si et seulement si il existe
des constantes positives ε1 et T telles que pour tout t ≥ 0,∫ t
t−T
g(y, ẏ, . . . , y(l))gT (y, ẏ, . . . , y(l))ds > ε1Iγ
où T représente la période d’excitation de g(y, ẏ, . . . , y(l)).
Il est bien connu que différentes approches peuvent être utilisées pour estimer les paramètres si
la condition d’excitation persistante est satisfaite. L’une de ces méthodes qui paraît la plus simple est
la méthode dite des moindres carrés [Xia, 2003]. Une autre façon d’estimer les paramètres inconnus
consiste à utiliser l’algorithme adaptatif [Marino et al., 1995a] ou encore l’algorithme du gradient
normalisé [Xia, 2003]. Ces méthodes ne peuvent fournir qu’une convergence asymptotique. Dans
cette section, nous proposons une nouvelle approche basée sur les modes glissants pour estimer les
paramètres en temps fini (convergence non asymptotique). Pour cela, définissons une fonction Qi
comme suit :
Qi(t) =
∫ t
t−T
[ḡi(s)− ẑi(s)gi(s)]2ds (5.12)
avec i = 1, . . . ,γ et ẑi représente l’estimation de zi . L’objectif est de minimiser cette fonction Qi .
En calculant sa dérivée par rapport à ẑi , on a :
∂Qi(t)
∂ẑi
= −2
∫ t
t−T
gi(s)[ḡi(s)− ẑi(s)gi(s)]ds
Définissons maintenant Si comme suit :
Si(t) =
∫ t
t−T
gi(s)[ḡi(s)− ẑi(s)gi(s)]ds (5.13)
Le théorème suivant peut alors nous permettre d’estimer z tout en surmontant le problème de la
singularité.
Théorème 5.4. La dynamique suivante
˙̂zi(t) =
[
∂Si(t)
∂ẑi
]−1
L
[
−k1dSicα − k2dSicβ −
∂Si(t)
∂t
]
(5.14)
avec k1 > 0, k2 > 0, 0 < α < 1 et β > 1, converge en temps fini vers zi , c’est-à-dire qu’il existe un instant
positif Tf indépendant de toute condition initiale tel que ‖zi(t)− ẑi(t)‖ = 0, ∀ t ≥ Tf . 
Preuve. L’erreur Qi atteint sa valeur minimale (zéro) si et seulement si sa dérivée par rapport à ẑi
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est nulle, c’est à dire ∂Qi∂ẑi = 0, ce qui implique que Si = 0. Puisque
Si(t) =
∫ t
t−T
gi(s)[ḡi(s)− ẑi(τ)gi(τ)]ds
=
∫ t
t−T
gi(s)[zi(s)gi(s)− ẑi(s)gi(s)]ds
=
∫ t
t−T
g2i (s)[zi(s)− ẑi(s)]ds
alors ‖zi − ẑi‖ = 0 si et seulement si Si = 0. Par conséquent, il est équivalent à prouver que Si
convergera vers zéro dans un temps fini. Considérons alors la dynamique de Si suivante que nous
allons dériver par rapport au temps. Nous avons :
Ṡi =
dSi(t)
dt
=
∂Si(t)
∂t
+
∂Si(t)
∂ẑi
˙̂zi
En insérant l’observateur proposé (5.14) dans l’équation ci-dessus, on obtient
Ṡi = −k1dSicα − k2dSicβ . (5.15)
Du fait que k1 > 0, k2 > 0, 0 < α < 1 et β > 1, il a été prouvé dans [Polyakov, 2012] que Si convergera
en temps fini vers zéro, indépendamment de la condition initiale Si(0). Par conséquent, nous avons
prouvé que l’observateur proposé (5.14) peut estimer zi dans un temps fini, c’est-à-dire qu’il existe
un instant Tf positif indépendant de la condition initiale tel que ‖zi(t)− ẑi(t)‖ = 0, ∀ t ≥ Tf . 
Contrairement à la méthode adaptative classique qui converge asymptotiquement, cette nou-
velle méthode converge de manière non asymptotique. Dans la section suivante, un exemple
illustratif est donné afin de mettre en évidence l’efficacité de l’observateur proposé.
5.5 Exemple illustratif
Le système considéré dans cet exemple est un réseau de trois systèmes dynamiques intercon-
nectés comme le montre la Figure 5.1. La topologie du réseau est représentée par les paramètres
inconnus mais constants des interconnexions θ = (θ1, . . . ,θ6)T .
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Figure 5.1 – Réseau formé par 3 systèmes dynamiques
Le modèle de l’ensemble des systèmes du réseau est décrit par la forme groupée suivante :
ẋ1 = x2 − x1
ẋ2 = −x1x2 +θ1x4
ẋ3 = x2x3 −θ2x6
ẋ4 = −x4 +θ3x1
ẋ5 = x4x5 +θ4x6
ẋ6 = −x26 +θ5x2
ẋ7 = −x7 +θ6x4
y = (x1,x4,x6)T
(5.16)
où x = (x1,x2, . . . ,x7)T représente les états du réseau considéré et y = (y1, y2, y3)T représente les
sorties mesurées.
Le système (5.16) peut être réécrit sous la forme du système (5.3) comme suit :
ξ =
 xθ

ξ̇ = f (ξ) = f (x1,x2,x3,x4,x5,x6,x7,θ1,θ2,θ3,θ4,θ5,θ6)
y = (y1, y2, y3)T
où ξ = (x1,x2,x3,x4,x5,x6,x7,θ1,θ2,θ3,θ4,θ5,θ6)T .
Supposons que nous souhaitons estimer le vecteur suivant : z = (x2,θ1,θ3,θ5)T . Alors nous
avons
P =

0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0
 .
Appliquons l’Algorithme 5.1 proposé afin de tester l’observabilité de l’état x2 et l’identifiabilité des
paramètres inconnues θ1, θ3 et θ5, nous obtenons :
1. Initialisation :
— ω0 = {ω1,0,ω2,0,ω3,0}, avec ω1,0 = {y1}, ω2,0 = {y2} et ω3,0 = {y3} ;
— F0 = {F1,0,F2,0,F3,0} avec F1,0 = Ξ ∩ spanω1,0{dω1,0}, F2,0 = Ξ ∩ spanω2,0{dω2,0}, F3,0 =
Ξ∩ spanω3,0{dω3,0} ;
— b1 = b2 = b3 = 0.
2. Itération 1 (i=1). On a :
— L1 = spanω0{dω0} = spanω0{dξ1,dξ4,dξ6} ;
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— ∂Ω0 =

1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
 ;
— et K1(ξ) = P [∂Ω0]−1R =

0 0 0
0 0 0
0 0 0
0 0 0
 .
On remarque que Kj1(ξ) < L1. Alors, on calcule
— ω1 = {ω1,1,ω2,1,ω3,1} avec ω1,1 = {y1, ẏ1}, ω2,1 = {y2, ẏ2} et ω3,1 = {y3, ẏ3} ;
— F1 = {F1,1,F2,1,F3,1} avec Fj,1 = Ξ∩ spanωj,1{dωj,1} ;
On peut donc vérifier que Fj,1 1 {F0 ∩ {F1\Fj,1}} pour j = 1,2,3, alors on incrémente bj qui
donne b1 = b2 = b3 = 1 ;
Notons que F0 ⊂ F1. On procède donc à la deuxième itération.
3. Itération 2 (i=2). Nous avons :
— L2 = spanω1{dω1} = spanω1{dξ1,dξ2,dξ4,dξ6,dξ10,dξ12} ;
— ∂Ω1 =

1 0 0 0 0 0 0 0 0 0 0 0 0
−1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
ξ10 0 0 −1 0 0 0 0 0 ξ1 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 ξ12 0 0 0 −2ξ6 0 0 0 0 0 ξ2 0

;
— K2(ξ) = P [∂Ω1]−1R =

1 1 0 0 0 0
0 0 0 0 0 0
−ξ10
ξ1
0 1ξ1
1
ξ1
0 0
−ξ12
ξ2
−ξ12
ξ2
0 0 2ξ6ξ2
1
ξ2
 .
On note que K12(ξ) < L2, donc on calcule
— ω2 = {ω1,2,ω2,2,ω3,2} avec ω1,2 = {y1, ẏ1, ÿ1}, ω2,2 = {y2, ẏ2, ÿ2} et ω3,2 = {y3, ẏ3, ÿ3} ;
— F2 = {F1,2,F2,2,F3,2} avec Fj,2 = Ξ∩ spanωj,2{dωj,2} ;
On peut vérifier que
— F1,2 1 {F1 ∩ {F2\F1,2}} alors b1 = 2 ;
— F2,2 ⊂ {F1 ∩ {F2\F2,2}} alors b2 = 1 ;
— F3,2 ⊂ {F1 ∩ {F2\F3,2}} alors b2 = 1.
On peut aussi vérifier que F1 ⊂ F2. On procède alors à la troisième itération.
4. Itération 3 (i=3). On obtient :
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— L3 = spanω2{dω2} = spanω2{dξ1,dξ2,dξ4,dξ6,dξ8,dξ10,dξ12} ;
— ∂Ω3 =

1 0 0 0 0 0 0 0 0 0 0 0 0
−1 1 0 0 0 0 0 0 0 0 0 0 0
1− ξ2 −1− ξ1 0 ξ8 0 0 0 ξ4 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
ξ10 0 0 −1 0 0 0 0 0 ξ1 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0
0 ξ12 0 0 0 −2ξ6 0 0 0 0 0 ξ2 0

;
— et K3(ξ) =

1 1 0 0 0 0 0
−ξ1+ξ2ξ4
1+ξ1
ξ4
1
ξ4
−ξ8ξ4 0 0 0
−ξ10ξ1 0 0
1
ξ1
1
ξ1
0 0
−ξ12ξ2 −
ξ12
ξ2
0 0 0 2ξ6ξ2
1
ξ2
.
Pour j = 1,2,3, Kj3(ξ) ∈ L, alors on arrête l’algorithme et on note ∂Ω = ∂Ω3 et K(ξ) =K3(ξ).
L’algorithme s’est terminé de manière positive, donc le Théorème 5.3 est satisfait et l’état du
système (5.16) est alors observable. Cela signifie que l’état x2 est observable et que les paramètres
inconnus θ1, θ3 et θ5 du système (5.16) sont aussi identifiables. L’observateur proposé peut donc
nous permettre d’estimer ces paramètres.
A partir de la matrice P =K(ξ)∂Ω et de z = P ξ, nous avons
dz = P dξ = K(ξ)dΩ avec dΩ = ∂Ωdξ.
Sachant que dΩ = (dy1,dẏ1,dÿ1,dy2,dẏ2,dy3,dẏ3)T , on obtient
dξ2 = dy1 + dẏ1
dξ8 = −
ξ1+ξ2
y2
dy1 +
1+ξ1
y2
dẏ1 +
1
y2
dÿ1 −
ξ8
y2
dy2
dξ10 = −
ξ10
y1
dy1 +
1
y1
dy2 +
1
y1
dẏ2
dξ12 = −
ξ12
y1+ẏ1
dy1 −
ξ12
y1+ẏ1
dẏ1 +
2y3
y1+ẏ1
dy3 +
1
y1+ẏ1
dẏ3
ce qui conduit à 
dx2 = d(y1 + ẏ1)
d(θ1y2) = d(ẏ1 + ÿ1 + y1(y1 + ẏ1))
d(θ3y1) = d(y2 + ẏ2)
d(θ5y1 + ρ5ẏ1) = d(y
2
3 + ẏ3)
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Par conséquent, on obtient 
z1 = x2 = y1 + ẏ1
y2z2 = y2θ1 = ẏ1 + ÿ1 + y1(y1 + ẏ1)
y1z3 = y1θ3 = y2 + ẏ2
(y1 + ẏ1)z4 = (y1 + ẏ1)θ5 = y
2
3 + ẏ3
et finalement, on a : 
x2 = y1 + ẏ1
θ1 =
ẏ1+ÿ1+y1(y1+ẏ1)
y2
θ3 =
y2+ẏ2
y1
θ5 =
y23 +ẏ3
y1+ẏ1
Il est donc clair qu’on peut avoir des problèmes de singularité dans l’estimation des paramètres θ1,
θ3 et θ5.
A partir de l’équation (5.13), l’utilisation de la méthode proposée nous conduit donc à définir :
S1 =
∫ t
t−T
((y1 + ẏ1)− z1)ds
S2 =
∫ t
t−T
y2
(
(ẏ1 + ÿ1 + y
2
1 + y1ẏ1)− y2z1
)
ds
S3 =
∫ t
t−T
y1((y2 + ẏ2)− y1z2)ds
S4 =
∫ t
t−T
(y1 + ẏ1)
(
(y23 + ẏ3)− (y1 + ẏ1)z3
)
ds
Nous pouvons alors suivre la forme proposée (5.14) pour concevoir un observateur en temps fini
pour estimer les paramètres identifiables z = (x2,θ1,θ3,θ5)T .
La simulation numérique a été réalisée à l’aide de la méthode d’Euler avec un pas fixe h = 0,001.
Les conditions initiales sont x(0) = [1,3,1,1,1,1,1]T , z(0) = [3,0,0,0]T et θ̂(0) = [5,0,3,0,−1,0]T .
Les valeurs réelles des paramètres inconnus sont (θ1,θ3,θ5)T = (1,2,4)T . Les figures suivantes
montrent les résultats des simulations.
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Figure 5.2 – L’état x2 et son estimation x̂2
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Figure 5.3 – Paramètre θ1 et son estimation θ̂1
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Figure 5.4 – Paramètre θ3 et son estimation θ̂3
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Figure 5.5 – Paramètre θ5 et son estimation θ̂5
Les Figures 5.2, 5.3, 5.4 et 5.5 montrent respectivement que les estimations de l’état x2 et des
paramètres inconnus θ1, θ3 et θ5 qui convergent bien en temps fini. Ce qui montre aussi que le
problème de singularité a bien été surmonté dans les estimations des paramètres inconnus.
5.6 Conclusion
Dans ce chapitre, nous avons étudié l’identifiabilité partielle ou totale de paramètres inconnus
des interconnexions entre plusieurs systèmes dynamiques. Un observateur en temps fini a été
proposé pour estimer les valeurs des paramètres identifiables. Les résultats de simulation de
l’exemple illustratif prouvent l’efficacité de l’observateur proposé. Dans le chapitre qui va suivre,
nous étendrons les résultats obtenus à un réseau de systèmes dynamiques non linéaires avec entrées
inconnues.
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Chapitre6
Estimation pour les systèmes non linéaires
à entrées inconnues
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6.1 Introduction
Dans ce chapitre, nous nous intéressons à l’observations des systèmes non linéaires avec des
paramètres constants mais inconnus et des entrées inconnues. Ces entrées inconnues peuvent
êtres des perturbations ou des bruits. Étant donné que nous ne connaissons pas la dynamique des
entrées inconnues, le but de notre travail est de pouvoir estimer partiellement ou globalement
les paramètres inconnus sans que le résultat ne soit influencé par ces entrées inconnues. Pour y
parvenir, nous allons adapter l’algorithme élaboré dans le chapitre précédent pour les systèmes
non linéaires sans entrées inconnues aux systèmes non linaires avec des entrées inconnues.
6.2 Formulation du problème
Cette partie est consacrée à l’extension des résultats obtenus dans le chapitre précédent aux
systèmes de la même classe mais avec des entrées inconnues. Pour cela, nous considérons un réseau
de k systèmes dynamiques avec des paramètres d’interconnexion constants mais inconnus et des
entrées inconnues.
Supposons que chaque sous système Σi (1 ≤ i ≤ k) impliqué dans le réseau considéré peut être
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modélisé mathématiquement sous la forme suivante :
Σi :

ẋi = f̄i(xi) +
∑qi
j=1ϕi,j(xj )θi,j + g̃i(xi)ϑi
θ̇i = 0
yi = h̄i(xi)
(6.1)
où xi = (xi,1, . . . ,xi,ni )
T ∈ Rni représente l’état du sous système Σi , yi = (yi,1, . . . , yi,pi )
T ∈ Rpi la sortie,
ϑi ∈ Rmi le vecteur des entrées inconnues et g̃i(x) = (g̃i,1, . . . , g̃i,mi ) ∈ R
ni×mi la matrice des entrées
inconnues . Le vecteur des paramètres θi = (θi,1, . . . ,θi,qi )
T ∈ Rqi représente les coefficients d’inter-
connexion constants mais inconnus réalisant les interconnexions topologiques entre différents
sous systèmes du réseau. Le vecteur des fonctions ϕi,j(xj ) =
(
ϕ1i,j(xj ), . . . ,ϕ
ni
i,j(xj )
)T
∈ Rni représente
les informations qu’un sous système Σj injecte dans le sous système Σi via la connexion réalisée par
les paramètres θi . Donc, la matrice des fonctions ϕi(x) =
(
ϕTi,1(x1), . . . ,ϕ
T
i,qi
(xqi )
)T
∈ Rni×qi représente
l’ensemble des informations injectées par le réseau dans le sous système Σi .
Pour simplifier notre investigation, notons n =
∑k
i=1ni , m =
∑k
i=1mi , p =
∑k
i=1pi et q =
∑k
i=1 qi .
Définissons x =
(
xT1 , . . . ,x
T
k
)T
∈ Rn le vecteur des états du réseau global des systèmes dynamiques,
y =
(
yT1 , . . . , y
T
k
)T
∈ Rp le vecteur des sorties mesurées, ϑ =
(
ϑT1 , . . . ,ϑ
T
k
)T
∈ Rm le vecteur des entrées
inconnues et θ =
(
θT1 , · · · ,θ
T
k
)T
∈ Rq le vecteur des paramètres inconnus. On peut alors écrire
l’ensemble du système de réseau sous la forme compacte suivante :
ẋ = f̄ (x) +ϕ(x)θ + g̃(x)ϑ
θ̇ = 0
y = h̄(x)
(6.2)
où f̄ (x) =
(
f̄ T1 (x1), . . . , f̄
T
k (xk)
)T
, h̄(x) =
(
h̄T1 (x1), . . . , h̄
T
k (xk)
)T
, g̃(x) =
(
g̃T1 (x1), · · · , g̃
T
k (xk)
)T
,
ϕ(x) = diag(ϕ1(x), . . . ,ϕk(x)).
Tant que les paramètres inconnus sont considérés comme étant constant, on peut les traiter
comme étant des variables d’états additionnels dont la dynamique est nulle (θ̇ = 0). Pour cela,
notons ξ =
 xθ
. Alors le système (6.2) peut être réécrit sous la forme suivante :

ξ̇ = f (ξ) + g̃(ξ)ϑ
y = h(ξ)
z = P ξ
(6.3)
où ξ ∈ Rn+q, f (ξ) = f̄ (x) + ϕ(x)θ, h(ξ) = h̄(x) et g̃(ξ) ∈ R(n+q)×m. Le vecteur z ∈ Rγ représente
les variable à identifier et P ∈ Rγ×(n+q) est une matrice constante introduite pour simplifier la
présentation de l’observabilité des états et de l’identifiabilité des paramètres inconnus dans la suite
de notre travail.
Remarque 6.1. On serait tenté de faire la même chose pour les entrées inconnues (c’est à dire les traiter
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comme des variables d’état supplémentaires). Mais ceci est impossible vu que nous ne connaissons pas la
dynamique des entrées inconnues. Le problème des entrées inconnues sera donc traité différemment dans
la suite.
Pour ϑ = 0 et en fonction des différents choix de la matrice P , l’estimation de z peut être
interprétée de différentes manières comme dans le chapitre précédent. Les Définitions, Remarques
et Théorème du chapitre 5 sont aussi valables dans ce chapitre.
A partir de la forme compacte déduite (6.3), nous allons chercher dans la section suivante les
conditions qui garantissent l’identifiabilité partielle ou globale des paramètres constants inconnus
en présence des entrées inconnues.
6.3 Observabilité et Identifiabilité
Cette section est consacré à la généralisation des résultats obtenus dans le chapitre précédent.
En plus des hypothèses imposées pour l’estimation des paramètres inconnus, d’autres conditions
sont ajoutées et l’algorithme est adapté aux systèmes avec des entrées inconnues. Rappelons que
sans perte de généralité, on suppose toujours que les composantes de h du système (6.3) sont
linéairement indépendantes.
Notons que l’algorithme du chapitre précédent n’est pas efficace pour les systèmes avec des
entrées inconnues. Compte tenu de ce fait et pour en déduire la condition suffisamment faible
de l’identifiabilité des paramètres en présence des entrées inconnues, nous allons optimiser l’al-
gorithme précédent. Mais avant cela, rappelons aussi que pour tout entier bj , j = 1, . . . ,p, nous
définissons
ω = {h1, . . . ,L
b1
f h1, . . . ,hp, . . . ,L
bp
f hp},
et Ξ = {X +Θ}. Nous avons
F = Ξ∩ spanω{dω}
En tenant compte des résultats obtenus dans [Barbot et al., 2009], définissons aussiG = span{g̃(ξ)} =
span{g̃1(ξ), . . . , g̃m(ξ)} et son annihilateur G⊥ tels que G⊥G = 0.
Définissons
V = (Lb1f h1, . . . ,L
bp
f hp)
T
et
Γ =

Lg̃1L
b1
f h1 · · · Lg̃mL
b1
f h1
...
. . .
...
Lg̃1L
bp
f hp · · · Lg̃mL
bp
f hp
 .
L’algorithme suivant est alors proposé pour assouplir la condition d’identifiabilité du Théorème
5.2. Il est similaire à l’algorithme 5.1 proposé dans le chapitre 5 auquel de nouvelles conditions
sont ajoutées pour étendre son efficacité aux classes de systèmes dynamiques avec des entrées
inconnues.
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Algorithme 6.1.
1. Initialisation :
— bj = 0, j = 1, . . . ,p ;
— ω0 = {ω1,0, . . . ,ωp,0} avec ωj,0 = {hj} ;
— F0 = {F1,0, . . . ,Fp,0} = Ξ∩ spanω0{dω0} avec Fj,0 = Ξ∩ spanωj,0{dωj,0} ;
— Définir G = span{g̃1(ξ), . . . , g̃m(ξ)} ;
— i = 1 et l = 0.
2. Itération i : Calculer Li = spanωi−1{dωi−1} et G
⊥ l’annihilateur de G tel que
G⊥ = span{ϑ̄ ∈ Li |ϑ̄g̃ = 0,∀g̃ ∈ G};
3. Calculer ∂Ωi =
∂ωTi−1
∂ξ ;
4. Pour une matrice P donnée, déterminer la matrice Ki(ξ) telle que P =Ki(ξ)∂Ωi . Ensuite, noter
Kji (ξ) la jème ligne de la matrice Ki(ξ) ;
5. Vérifier :
— si tous les éléments des vecteurs Kji (ξ) < Li , alors aller à l’étape 6 ;
— Dans le cas contraire, aller à l’étape 11 ;
6. Calculer Vi =
(
Lb1f h1, . . . ,L
bp
f hp
)T
et Γi =

Γ1,i
...
Γp,i
 =

Lg̃1L
b1
f h1 · · · Lg̃mL
b1
f h1
...
. . .
...
Lg̃1L
bp
f hp · · · Lg̃mL
bp
f hp
 ;
— Vérifier si Γi = 0 alors aller à l’étape 8 ;
— Sinon, aller à l’étape 7 ;
7. Déterminer G⊥ ∩Li . Noter Υi = {ϑ̄ ∈ G⊥ ∩Li |ϑ̄Vi <ωi1} ;
Si Υi , 0 alors il existe une nouvelle sortie fictive. Incrémenter l puis calculer ȳ = ϑ̄Vi et
yp+l = ȳ mod ωi1 . Ensuite, recalculer Γi = (Γ1,i , . . . ,Γp+l,i)
T avec Γp+l,i = 0.
8. Calculer :
— ωi = {ω1,i , . . . ,ωp+l,i} avec ωj,i = {hj , . . . ,h
(bj+1)
j }, j = 1, . . . ,p+ l ;
— Fi = {F1,i , . . . ,Fp+l,i} = Ξ∩ spanωi {dωi} avec Fj,i = Ξ∩ spanωj,i {dωj,i} ;
9. Vérifier si Fj,i 1 {Fi−1 ∪ {Fi\Fj,i}} et Γj,i = 0, alors faire bj = bj + 1 ;
10. Vérifier :
— si Fi−1 ⊂ Fi , alors faire i = i + 1 puis retourner au 2 pour l’itération suivante ;
— Dans le cas contraire, aller au 11 ;
11. Fin de l’algorithme.
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Alors noter
∂Ω(ξ) = ∂Ωi(ξ), L = Li , et K(ξ) =Ki(ξ).
Si l’algorithme se termine de façon négative, c’est-à-dire qu’à la fin de l’algorithme K(ξ) < L,
alors z n’est pas observable.
La nouveauté dans cet algorithme concerne l’introduction de Υ qui permet d’inhiber l’effet des
entrées inconnues afin de pouvoir calculer les dérivées d’ordre supérieur des sorties sous certaines
conditions. Des sorties fictives peuvent alors être déduites à partir des sorties réelles mesurées
[Barbot et al., 2009]. Notons que cette opération peut engendrer des singularités dans l’estimation
des états et des paramètres (singularités apparaissant dans l’estimation des sorties fictives).
Théorème 6.1. S’il existe K(ξ) telle que P =K(ξ)∂Ω(ξ) et que Kj(ξ) ∈ L alors z est observable. 
La preuve est la même que pour le Théorème 5.3.
Si l’algorithme se termine de manière positive, connaissant P , K(ξ) et ∂Ω, on peut alors déduire
z comme présenté dans le Chapitre 5 :
z = F(y, ẏ, . . . , y(l))
où F(y, ẏ, . . . , y(l)) est une fonction rationnelle et l ∈ N.
Un observateur similaire à celui proposé dans le Chapitre 5 peut alors être réalisé pour l’esti-
mation de z.
6.4 Exemple illustratif
Pour illustrer l’efficacité du nouvel algorithme, nous allons considérer un réseau de trois
systèmes dynamiques interconnectés comme le montre la Figure 6.1 . Les interconnexions sont
réalisées via des paramètres inconnus mais constants qui sont représentés par le vecteur θ =
(θ1, . . . ,θ5)T .
Figure 6.1 – Réseau formé par 3 systèmes avec des entrées inconnues
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La dynamique de l’ensemble du réseau est donc décrite par la forme compacte suivante :
ẋ1 = x2 − x1 + x1ϑ1
ẋ2 = −x1x2 +θ1x4
ẋ3 = −x2x3 +θ2x6
ẋ4 = x4 − x4ϑ1
ẋ5 = x4x5 −θ3x1
ẋ6 = −x26 +θ4x2
ẋ7 = −x6x7 +θ5x4 +ϑ2,
y = (x1,x4,x6)T
(6.4)
où le vecteur x = (x1,x2, . . . ,x7)T représente les états du réseau global, y = (y1, y2, y3)T le vecteur des
sorties mesurées et ϑ = (ϑ1,ϑ2)T le vecteur des entrées inconnues.
En considérant les paramètres inconnus comme étant des états additionnels, c’est-à-dire en
définissant ξ = (x,θ)T , le système (6.4) peut alors être réécrit sous la forme du système (6.3) comme
suit :
 ξ̇ = f (ξ) + g(ξ)ϑy = (y1, y2, y3)T (6.5)
où ξ = (ξ1, . . . ,ξ12) = (x1,x2,x3,x4,x5,x6,x7,θ1,θ2,θ3,θ4,θ5)T ,
f (ξ) = (ξ2 − ξ1,ξ2 + ξ4ξ8,−ξ3 + ξ6ξ9,−ξ4,−ξ4 + ξ1ξ10,ξ6 + ξ2ξ11,−ξ7 + ξ4ξ12,0,0,0,0,0)T , et
g(ξ) =
 ξ1 0 0 −ξ4 0 0 0 0 0 0 0 00 0 0 0 0 0 1 0 0 0 0 0
T
Dans cet exemple, nous voulons vérifier l’observabilité de l’état x2 et l’identifiabilité des paramètres
θ1 et θ4. Pour cela, nous avons choisi la matrice P correspondante comme suit :
P =

0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0

et par conséquent, nous avons z = P ξ = (x2,θ1,θ4)T .
En appliquant l’Algorithme 6.1 au réseau considéré dans cet exemple, nous avons :
1. Initialisation :
— ω0 = {ω1,0,ω2,0,ω3,0}, avec ω1,0 = {y1}, ω2,0 = {y2} et ω3,0 = {y3} ;
— F0 = {F1,0,F2,0,F3,0} avec F1,0 = Ξ∩ spanω1,0{dω1,0}, F2,0 = Ξ∩ spanω2,0{dω2,0},
F3,0 = Ξ∩ spanω3,0{dω3,0} ;
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— G =
 ξ1 0 0 −ξ4 0 0 0 0 0 0 0 00 0 0 0 0 0 1 0 0 0 0 0
T dont l’annihilateur est
G⊥ = span{dξ2,dξ3,dξ5,dξ6,dξ8,dξ9,dξ10,dξ11,dξ12,ξ4dξ1 + ξ1dξ4} ;
— b1 = b2 = b3 = 0 et i = 1.
2. Itération 1 (i=1). On a
— L1 = spanω0{dω0} = spanω0{dξ1,dξ4,dξ6} ;
— ∂Ω1 =

1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
 ;
— et K1(ξ) = P [∂Ω1]−1R =

0 0 0
0 0 0
0 0 0
.
On remarque que pour j = 1,2, Kj1(ξ) < L1. Alors :
— On calcule V1 =

ξ2 − ξ1
ξ4
−ξ26 + ξ2ξ11
 et Γ1 =

ξ1 0
−ξ4 0
0 0
 ;
— On détermine maintenant G⊥ ∩L1 = span{dξ6,ξ4dξ1 + ξ1dξ4} ;
— Ensuite on détermine aussi Υ1 = span{ϑ̄ ∈ G⊥ ∩L1|ϑ̄V1 <ω0} = span{ξ4dξ1 + ξ1dξ4}
— On constate que Υ1 , 0, donc on incrémente l = 1 et on définit b4 = 0,
ȳ = ϑ̄V1 = (ξ2 − ξ1)ξ4 + ξ4ξ1 = ξ2ξ4 puis y4 = ȳ mod ω0 = ξ2 pour ξ4 , 0.
3. Nous pouvons alors calculer :
— ω1 = {ω1,1,ω2,1,ω3,1,ω4,1} avec ω1,1 = {y1, ẏ1}, ω2,1 = {y2, ẏ2}, ω3,1 = {y3, ẏ3} et
ω4,1 = {y4, ẏ4} ;
— F1 = {F1,1,F2,1,F3,1,F4,1} avec Fj,1 = Ξ∩ spanωj,1{dωj,1}
4. On peut donc vérifier que
— Γ1,1 , 0 donc b1 = 0 ;
— Γ2,1 , 0 donc b2 = 0 ;
— F3,1 1 {F0 ∩ {F1\F3,1} et Γ3,1 = 0 donc on incrémente b3 d’où b3 = 1 ;
— F4,1 1 {F0 ∩ {F1\F4,1} et Γ4,1 = 0, on incrémente donc b4 ce qui nous donne b4 = 1 ;
Notons que F0 ⊂ F1, donc nous pouvons procéder à l’itération suivante.
5. Itération 2 (i=2). Nous avons
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— L2 = spanω1{dω1} = spanω1{dξ1,dξ2,dξ4,dξ6,dξ8,dξ11};
— ∂Ω2 =

1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
0 ξ11 0 0 0 −2ξ6 0 0 0 0 ξ2 0
0 1 0 0 0 0 0 0 0 0 0 0
−ξ2 −ξ1 0 ξ8 0 0 0 ξ4 0 0 0 0

et
— K2(ξ) = P [∂Ω2]−1R =

0 0 0 0 1 0
ξ2
ξ4
−ξ8
ξ4
0 0 1ξ4
1
ξ4
0 0 2ξ6ξ2
1
ξ2
−ξ11
ξ2
0
 ;
6. Pour j = 1,2, on peut vérifier que Kj2(ξ) ∈ L2, donc on arrête l’algorithme puis on note
∂Ω = ∂Ω2 et K(ξ) =K2(ξ).
On conclut donc que z est observable, c’est-à-dire que l’état x2 est observable et les paramètres
θ1 et θ4 sont identifiables.
On peut alors proposer un observateur en temps fini comme dans le chapitre 5 pour estimer l’état
x2 et les paramètres θ1 et θ4.
Alors, à partir de P =K(ξ)∂Ω et z = P ξ, on a :
dz = P dξ = K(ξ)∂Ωdξ avec dΩ = ∂Ωdξ.
Sachant que dω = (dy1,dy2,dy3, ẏ3,dy4,dẏ4)T , on obtient
dξ2 = dy4
dξ8 =
ξ2
ξ4
dy1 −
ξ8
y2
dy2 +
1
y2
dy4 +
1
y2
dẏ4
dξ11 =
2ξ6
y4
dy3 +
1
y4
dẏ3 −
ξ11
y4
dy4
ce qui implique que 
dξ2 = dy4
d(ξ8y2) = d(y1y4 + ẏ4)
d(ξ11y4) = d(y
2
3 + ẏ3)
et au final, on obtient 
x2 = ξ2 = y4
θ1 = ξ8 =
y1y4+ẏ4
y2
θ4 = ξ11 =
y23 +ẏ3
y4
avec y4 = x2 =
1
y2
(ẏ1y2 + y1ẏ2) pour y2 , 0.
Les résultats obtenus montrent bien que l’algorithme proposé permet sous certaines conditions
d’observer les états et d’identifier les paramètres inconnus de manière partielle ou globale.
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On peut donc utiliser le même observateur que dans le Chapitre 5 pour estimer l’état x2 et les
paramètres θ1 et θ4.
La simulation numérique a été réalisée à l’aide de la méthode d’Euler avec un pas fixe h = 0.001.
Les conditions initiales sont x(0) = [1,1,1,1,1,1,1]T , x̂(0) = [0,2,3,1,−1,−3,0]T , θ̂(0) = [3,0,0,5,0]T
et les valeurs réels des paramètres [θ1,θ4]T = [1,2]T . Les figures 6.2, 6.3 et 6.4 suivantes montrent
les résultats de simulation pour l’estimation de l’état x2 et des paramètres θ1 et θ4.
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Figure 6.2 – L’état x2 et son estimation x̂2
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Figure 6.3 – Paramètre θ1 et son estimation θ̂1
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Figure 6.4 – Paramètre θ4 et son estimation θ̂4
6.5 Conclusion
Dans ce chapitre, nous avons étudié l’identifiabilité partielle ou globale de paramètres inconnus
des interconnexions entre plusieurs systèmes dynamiques d’un réseau en présence des entrées
inconnus. Un observateur à mode glissant a été proposé pour estimer les valeurs des paramètres
identifiables. Un exemple a été donné et des simulations ont été effectuées pour illustrer les
résultats obtenus. Notons que les résultats décrits ici sont obtenus à partir des résultats du chapitre
précédent. Dans la suite de nos travaux, nous allons nous intéresser aux cas de réseau de systèmes
dynamiques non linéaires à entrées inconnues et avec retard.
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7.1 Introduction
Par rapport aux TDS linéaires, les systèmes non linéaires à retard sont encore plus réalistes et
leurs études permettent de se rapprocher au maximum des systèmes réels. Ce type de système
est généralement très complexe. Mais de nombreux chercheurs ont effectué des travaux sur des
systèmes non linéaires à retards et des résultats existent sous certaines conditions. La complexité
augmente considérablement si l’on doit considérer ces systèmes en réseau.
Dans les Chapitres 5 et 6, nous avons évoqué l’identifiabilité topologique d’un réseau de
systèmes dynamiques non linéaires. Dans ce chapitre, nous allons considérer le problème d’iden-
tification de la topologie comme un problème d’observation partielle ou globale des états et des
paramètres inconnus d’un système non linéaire avec retards. Nous serons donc amener à utiliser
les résultats obtenus précédemment dans ce manuscrit.
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7.2 Formulation du problème
Considérons une fois encore un réseau de k systèmes dynamiques où (k ∈ N, k ≥ 2) et dont le
modèle mathématique général est donné par :
ẋ(t) = f̄ (x(t − sτ)) +ϕ(x(t))θ + g̃(x(t − sτ))ϑ, s ∈ N, sτ ∈ S
y(t) = h̄(x(t − sτ))
x(t) = x0 ∀t ∈ [−sτ,0]
(7.1)
où
xi =
(
xi,1, . . . ,xi,ni
)T
∈ Rni et x =
(
xT1 , . . . ,x
T
k
)T
∈ Rn;
yi =
(
yi,1, . . . ,xi,pi
)T
∈ Rpi et y =
(
yT1 , . . . , y
T
k
)T
∈ Rp;
ϑi =
(
ϑi,1, . . . ,ϑi,mi
)T
∈ Rmi et ϑ =
(
ϑT1 , . . . ,ϑ
T
k
)T
∈ Rm;
θi =
(
θi,1, . . . ,θi,qi
)T
∈ Rqi et θ =
(
θT1 , . . . ,θ
T
k
)T
∈ Rq;
g̃i(xi(t − sτ)) =
(
g̃i,1(xi(t − sτ)), . . . , g̃i,mi (xi(t − s))
)
et
g̃(x(t − sτ)) = (g̃1(x1(t − sτ)), . . . , g̃k(xk(t − s))) ;
ϕi,j(xj ) =
(
ϕ1i,j(xj ), . . . ,ϕ
ni
i,j(xj )
)T
∈ Rni , ϕi(x) =
(
ϕTi,1(x1), . . . ,ϕ
T
i,qi
(xqi )
)T
∈ Rni×qi et
ϕ(x(t)) = diag {ϕ1(x(t)), . . . ,ϕk(x(t))} ∈ R(n+q)×q;
f̄ (x(t − sτ)) =

f̄1(x1(t − sτ))
...
f̄k(xk(t − sτ))
 , et h̄(x(t − sτ)) =

h̄1(x1(t − sτ))
...
h̄k(xk(t − s))
 .
avec n =
∑k
i=1ni , m =
∑k
i=1mi , p =
∑k
i=1pi et q =
∑k
i=1 qi ;
Le vecteur xi ∈ Rni représente le vecteur des états du sous système Σi du réseau, yi ∈ Rpi le
vecteur de sorties et ϑi ∈ Rmi le vecteur des entrées inconnues. La constante positive τ représente
un retard commensurable. Le paramètre θi ∈ Rqi représente le coefficient (constant mais inconnu)
de connexion entre deux sous systèmes du réseau. La constante positive si est le coefficient du
retard commensurable de base τ et S est un ensemble fini des coefficient du retard.
Connaissant la dynamique des paramètres inconnus mais constants par intervalles, nous
pouvons alors les considérer comme des états additionnels. Par conséquent, le modèle du réseau
(7.1) peut alors être réécrit sous la forme suivante en définissant ξ =
 xθ
 et en introduisant
l’opérateur de retard δ tel que x(t − sτ) = δsx(t) :
ξ̇(t) = f (ξ,δ) + g(ξ,δ)ϑ
y(t) = h(ξ,δ)
z(t) = P ξ(t)
(7.2)
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où ξ ∈ Rn+q, f (ξ,δ) = f̄ (x(t − s)) + ϕ(x(t))θ et h̄(ξ,δ) = h(x(t − sτ)). Comme dans le Chapitre 5,
la matrice P est choisie en fonction des états et des paramètres inconnus dont on veut étudier
l’identifiabilité. Étant donné la complexité du système (7.2), nous allons entamer notre étude avec
le cas le plus simple, c’est-à-dire en supposant qu’il n’y a pas d’entrées inconnues.
7.3 Étude du cas sans les entrées inconnues
Dans cette section, on suppose que ϑ = 0. Le système (7.2) peut alors être écrit sous sa forme
simplifiée suivante 
ξ̇(t) = f (ξ,δ)
y(t) = h(ξ,δ)
z(t) = P ξ(t)
(7.3)
En considérant les paramètres inconnus du système (7.1) comme des variables d’état avec des
dynamiques nulles, l’identification des paramètres inconnus peut alors dans ce cas être résumée
à un simple problème d’observabilité des états. Nous allons donc rappeler les définitions de
l’observabilité algébrique (pour l’état x dans (7.1)) et de l’identifiabilité algébrique (pour les
paramètres θ dans (7.1)) pour un système non linéaire à retards.
Auparavant, définissons K comme un domaine des fonctions méromorphes d’un nombre fini
de variables dans
{x(t − jτ), j = 0,1, . . . , s ; s ∈ N}
Notons K(δ] l’anneau non-commutatif du polynôme de l’opérateur δ avec des coefficients définis
sur K :
K(δ] =
∑
aiδ
i , ai ∈ K.
Introduisons aussi un opérateur d’avance O tel que x(t + sτ) = Osx(t) et K(δ,O] un anneau
polynômial tel que K(δ,O] =
∑
aiδ
i +
∑
biO
i , ai ,bi ∈ K.
DéfinissonsM = spanK(δ]{dε|ε ∈ K} comme étant un module à gauche défini sur K(δ] et Y =
spanK(δ]{dy,dẏ, . . .} comme étant un sous mudule deM. Soient X = spanK(δ]{dx}, Θ = span{dθ} et
P ⊂ Rq tels que θ ∈ P . Soient I un ensemble des fonctions initiales défini sur [−sτ,0] etW = P ×I
tels que
(θ,x0)→ (θ,δjy(i)(t), i, j := 0,1, . . . , l).
Définition 7.1. (Identifiabilité algébrique pour les TDS)[Zhang et al., 2006] Le système (7.1), est dit
être algébriquement identifiable s’il existe un entier positif l ≥ 0, un ensemble ouvertW et une fonction
méromorphe φ tels que θ = φ(y(i)(t − j), i, j = 0,1, . . . , l) est vrai pour tout (θ,x0) ∈W .
Dans la suite, des conditions nécessaires à l’identification partielle ou globale des états et des
paramètres inconnus seront déduites pour le système (7.3). Sans perte de généralité, supposons
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que les composantes de h du système (7.3) sont linéairement indépendantes. Notons Ξ = {X +Θ} et
Fl = Ξ∩ spanK(δ]{dy,dẏ . . . ,dy(l)}
pour l ∈ N. Il a été montré dans [Zhang et al., 2006] que F1 ⊂ F2 ⊂ · · · ⊂ Fn+q.
Définissons le matrice d’observabilité ∂Ω comme suit :
∂Ω =
∂[h1,Lf h1, . . . ,L
n1−1
f h1, . . . ,hp, . . . ,L
nk−1
f hp]
T
∂ξ
(7.4)
et le résultat suivant a ét présenté dans Zhang et al., 2006.
Théorème 7.1. Le paramètre θ du système (7.1) est identifiable (respectivement z du système (7.3) est
observable) si le rangK(δ]∂Ω = n+ q dans le sens où ses colonnes sont indépendantes sur K(δ] . 
La condition requise dans le théorème ci-dessus pour l’observabilité des états ainsi que pour
l’identifiabilité des paramètres du système est relativement forte. Cette condition suffisante exige
que tous les états du système soient observables. Sachant que tous les paramètres ne dépendent
pas de tous les états du système, on proposera ci-après un algorithme pour relâcher la condition du
Théorème 7.1. Ainsi, on pourra identifier tout ou partie des paramètres du système même si tous
les états ne sont pas observables.
Notons Kω comme étant une fonction méromorphe d’un nombre fini de variables dans {ω(t −
jτ), j = 1, . . . , s, s ∈ N} et Kω(δ] un anneau polynômial défini sur Kω tel que
Kω(δ] =
∑
ciδ
i , ci ∈ Kω.
L’algorithme suivant est proposé pour assouplir la condition suffisamment forte énoncée dans le
Théorème 7.1.
Algorithme 7.1.
1. Initialisation :
— bj = 0, j = 1, . . . ,p ;
— ω0 = {ω1,0, . . . ,ωp,0}, avec ωj,0 = Ξ∩ spanK(δ]{hj} ;
— F0 = {F1,0, . . . ,Fp,0} avec Fj,0 = Ξ∩ spanωj,0{dωj,0} ;
— i = 1.
2. Itération i : Calculer Li = spanKωi−1 (δ]{dωi−1} ;
3. Calculer ∂Ωi =
∂ωTi−1
∂ξ et pour la matrice P correspondant à z, déterminer la matrice Ki(ξ,δ) telle
que P = Ki(ξ,δ)∂Ωi . Notons Ki(ξ,δ) la jème ligne de la matrice K
j
i (ξ,δ) ;
4. — Vérifier si tous les K ji (ξ,δ) < Li , alors aller au 5 ;
— Dans le cas contraire, aller au 8 ;
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5. Déterminer :
— ωi = {ω1,i , . . . ,ωp,i} avec ωj,i = Ξ∩ spanK(δ]{hj , . . . ,h
(bj+1)
j } ;
— Fi = {F1,i , . . . ,Fp,i} = Ξ∩ spanωi {dωi} avec Fj,i = Ξ∩ spanωj,i {dωj,i} ;
6. Vérifier si Fj,i 1 {Fi−1 ∪ {Fi\Fj,i}}, alors bj = bj + 1 ;
7. Vérifier :
— si Fi−1 ⊂ Fi , alors incrémenter i puis retourner au 2 pour l’itération suivante ;
— Sinon, aller au 8 ;
8. Stopper la boucle. Alors noter ∂Ω = ∂Ωi , ω =ωi−1, L = Li , et K(ξ,δ) = Ki(ξ,δ).
9. Fin de l’algorithme.
A la fin de l’application de l’algorithme, si K(ξ,δ) < L, alors z n’est pas observable.
Théorème 7.2. Si la matriceK(ξ,δ) existe après l’application de l’Algorithme 7.1 telle que P = K(ξ,δ)∂Ω
et que les composantes de tous les éléments des lignes de K(ξ,δ) satisfont K j(ξ,δ) ∈ L, alors z est
observable. 
Preuve. D’après la définition de Li , celui-ci définit l’espace observable à chaque itération i. Après
l’application de l’Algorithme 7.1 au système (7.3), on obtient des matrices Ki(ξ) et dΩ telles que
P = K(ξ)dΩ. Si Kj(ξ) ∈ L, alors tous les éléments dans K(ξ) sont générés par L. Et donc, cela
implique que z = P ξ est observable. 
Remarque 7.1. La matrice ∂Ω ∈ Kr×(n+q)(δ] étant de rang plein dans le sens des lignes, il existe son
inverse à droite [∂Ω]−1R ∈ K
(n+q)×r(δ,O] telle que ∂Ω[∂Ω]−1R = Ir .
Alors, la matrice K(ξ,δ) peut être déterminée comme suit :
K(ξ,δ) = P [∂Ω]−1R . (7.5)
En supposant que la matrice P est choisie de sorte que K(ξ,δ) ∈ L (ce qui signifie que z
correspondant à P choisie est observable), le lemme suivant est valable.
Lemme 7.1. Il existe deux fonctions F1(δ,y, ẏ, . . . , y(k)) et F2(δ,y, ẏ, . . . , y(k)) telles que :
F1(δ,y, ẏ, . . . , y
(k))z = F2(δ,y, ẏ, . . . , y
(k)). (7.6)
Preuve. A partir du système (7.3), on a z = P ξ dont la dérivée nous donne dz = d(P ξ) = P dξ.
Sachant que P = K(ξ,δ)∂Ω et en remplaçant P dans la relation précédente, on obtient
dz = K(ξ,δ)∂Ωdξ. Notons dΩ = ∂Ωdξ, alors on a dz = K(ξ,δ)dΩ.
Remarquons que dz est une 1-forme fermé, cela implique que K(ξ,δ)dΩ est aussi une 1-forme
fermé. Par conséquent, nous avons d(F(y, ẏ, . . . , y(k))) = dz, ce qui implique que
z = F(δ,y, ẏ, . . . , y(k)) où F(δ,y, ẏ, . . . , y(k)) =
ḡ(δ,y, ẏ, . . . , y(k))
g(δ,y, ẏ, . . . , y(k))
.

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Après avoir déduit la condition suffisante moins restrictive sur l’observabilité de z, un observa-
teur approprié, comme par exemple un observateur par modes glissant, peut alors être proposé
pour l’estimation de celui-ci.
7.4 Étude du cas avec des entrées inconnues
Dans cette partie, nous allons étendre les résultats en prenant en compte les entrées inconnues.
Pour rappel, ces entrées inconnues peuvent être des perturbations ou des bruits.
Étant donné que nous prenons en compte les entrées inconnues, l’algorithme 7.1 ne convient
donc plus pour l’estimation des états et des paramètres inconnus du système considéré. Comme
dans le Chapitre 6, la méthode la mieux adaptée est d’annihiler l’effet des entrées inconnues
afin d’aller plus loin dans la dérivation des sorties. Il paraît donc nécessaire d’optimiser l’Al-
gorithme 7.1 pour étendre les résultats au systèmes avec des entrées inconnues. Pour cela, en
se référant toujours aux résultats présentés dans [Barbot et al., 2009], définissons un espace
G = spanK(δ]{g̃1(ξ,δ), . . . , g̃m(ξ,δ)} dont on note son annihilateur G⊥ tel que G⊥G = 0. Définissons
aussi un vecteur
V = (Lb1f h1, . . . ,L
bp
f hp)
T
et la matrice
Γ =

Lg̃1L
b1
f h1 · · · Lg̃mL
b1
f h1
...
. . .
...
Lg̃1L
bp
f hp · · · Lg̃mL
bp
f hp
 .
L’algorithme 7.1 peut être adapté comme suit pour estimer les états et les paramètres inconnus
en présence des entrées inconnues.
Algorithme 7.2.
1. Initialisation :
— bj = 0, j = 1, . . . ,p ;
— ω0 = {ω1,0, . . . ,ωp,0}, avec ωj,0 = Ξ∩ spanK(δ]{hj} ;
— F0 = {F1,0, . . . ,Fp,0} avec Fj,0 = Ξ∩ spanωj,0{dωj,0} ;
— G = span{g̃1(ξ,δ), . . . , g̃m(ξ,δ)} ;
— i = 1 et l∗ = 0.
2. Calculer Li = spanKωi−1 (δ]{dωi−1} et G
⊥ l’annihilateur de G tel que
G⊥ = span{ϑ̄ ∈ Li |ϑ̄g̃ = 0,∀g̃ ∈ G};
3. Calculer ∂Ωi =
∂ωTi−1
∂ξ ;
4. Pour la matrice P correspondant à z, déterminer la matrice Ki(ξ,δ) telle que P = Ki(ξ,δ)∂Ωi .
Notons Ki(ξ,δ) la jème ligne de la matrice K
j
i (ξ,δ) ;
7.5. Estimateur par modes glissants d’ordre supérieur 129
5. Vérifier si tous les K ji (ξ,δ) < Li , alors aller au 6 ; Dans le cas contraire, aller au 11 ;
6. Calculer Vi = (L
b1
f h1, . . . ,L
b1
f h1)
T et
Γi =

Γ1,i
...
Γp,i
 =

Lg̃1L
b1
f h1 · · · Lg̃mL
b1
f h1
...
. . .
...
Lg̃1L
bp
f hp · · · Lg̃mL
bp
f hp
 ;
— Vérifier si Γi = 0 alors aller au 8 ;
— Sinon, aller au 7 ;
7. Déterminer G⊥ ∩Li et noter Υi = {ϑ̄ ∈ G⊥ ∩Li |Vi ϑ̄ <ωi} ;
Si Υi , 0, il existe une nouvelle sortie fictive. Alors, incrémenter l∗ puis calculer ȳ = Vi ϑ̄ et
yp+l∗ = ȳ modω. Ensuite, recalculer Γi = (Γ1,i , . . . ,Γp+l∗,i)T avec Γp+l∗,i = 0.
8. Calculer :
— ωi = {ω1,i , . . . ,ωp+l∗,i} avec ωj,i = Ξ∩ spanK(δ]{hj , . . . ,h
(bj+1)
j } et pour j = 1, . . . ,p+ l
∗ ;
— Fi = {F1,i , . . . ,Fp+l∗,i} = Ξ∩ spanωi {dωi} avec Fj,i = Ξ∩ spanωj,i {dωj,i} ;
9. Vérifier si Fj,i 1 {Fi−1 ∪ {Fi\Fj,i}} et que Γj,i = 0, alors bj = bj + 1 ;
10. Vérifier si Fi−1 ⊂ Fi , alors incrémenter i puis retourner au 2) pour l’itération suivante ; sinon, aller
au 11 ;
11. Noter ∂Ω = ∂Ωi , ω =ωi−1, L = Li , et K(ξ,δ) = Ki(ξ,δ).
12. Fin de l’algorithme.
A la fin de l’application de l’algorithme, si K(ξ,δ) < L, alors z n’est pas observable.
Après l’application de l’algorithme, le Théorème 7.2 et le Lemme 7.1 peuvent alors s’appliquer
pour la suite de l’étude de l’estimation des états et des paramètres inconnus du système considéré.
7.5 Estimateur par modes glissants d’ordre supérieur
L’étude de l’observabilité des états et de l’identifiabilité des paramètres inconnus ayant été
réalisée dans la section précédente, un observateur peut alors être proposé pour estimer les états
observables et les paramètres identifiables.
Si le vecteur des paramètres inconnus θ est identifiable, selon la Définition 7.1, il est possible
de déterminer algébriquement θ comme une fonction des sorties y du système et de ses dérivées
{ẏ, ÿ, . . . , y(k)}.
En se référant au Lemme 7.1, il parait clair que (7.6) aurait un problème de la singularité si
g(y, ẏ, . . . , y(l)) passe par zéro à certaines valeurs de y et de ses dérivées. [Xia, 2003]. Ainsi, nous nous
proposons d’utiliser un observateur à mode glissant pour l’estimation des états et des paramètres
du réseau considéré.
Le principe des observateurs par modes glissants consiste à contraindre, à l’aide de fonctions
discontinues, les dynamiques d’un système d’ordre n à converger vers une variété S de dimension
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(n−p) dite surface de glissement (p étant la dimension du vecteur de mesures). Nous ne détaillerons
pas plus ici les développements théoriques afférents à cette méthode. Le lecteur intéressé pourra
se référer aux ouvrages [Edwards et al., 1998 ; Perruquetti et al., 2002 ; Utkin, 1992] ou aux
tutoriaux [Bartolini et al., 1999 ; Sira-Ramirez, 1992]. Ici, nous allons utiliser ce qu’on appelle
"un différentiateur exacte robuste en temps fini par modes glissants d’ordre supérieur" (real-time
exact robust HOSM differentiator) [Levant, 2003 ; Levant et al., 2012] (une forme similaire de
différentiateur avec une preuve de convergence par fonction de Lyapunov peut être trouvée dans
[Barbot et al., 2010]). Une procédure de conception d’un tel différentiateur est rappelée dans ce
qui suit. Considérons un signal y(t) ∈ Ck∗ ( c’est à dire au moins k∗ fois dérivable), et supposons
que (y, · · · , y(k∗)) = (Z1, · · · ,Zk∗+1). Le différentiateur robuste proposé pat Levant dans [Levant, 2005]
prend la forme suivante :
˙̂Z1 = −λ0M
1
k∗ |Ẑ1 − y|
k∗
k∗+1 sign(Ẑ1 − y) + Ẑ2 = v1;
˙̂Z2 = −λ1M
1
k∗−1 |Ẑ2 − v1|
k∗−1
k∗ sign(Ẑ2 − v1) + Ẑ3 = v2;
...
˙̂Zk∗ = −λk∗−1M
1
2 |Ẑk∗ − vk∗−1|
1
2 sign(Ẑk∗ − vk∗−1) + Ẑk+1 = vk∗ ;
˙̂Zk∗+1 = −λk∗Msign(Ẑk∗+1 − vk∗).
où M est choisi pour être plus grand que la k∗-ième dérivée de y(t), λi sont des paramètres de
conception définis positifs. Il est à noter que le réglage de ces paramètres est décrit en détail dans
[Levant, 1998] et [Levant, 2003]. Soient les erreurs d’observation définies comme : ei = Zi − Ẑi . Les
dynamiques des erreurs d’observation sont alors données par :
e1 = Ẑ1 − y;
e2 = ė1 = λ0M
1
k∗ |e1|
k∗
k∗+1 sign(e1);
...
ek∗ = ėk∗−1 = λk∗−1M
1
2 |ek∗−1|
1
2 sign(ek∗−1);
ek∗+1 = ėk∗ = λ
∗
kMsign(ek∗).
Il a été prouvé dans [Levant, 2003] qu’il existe un t0 tel que ∀t > t0, nous avons
ei = Zi − Ẑi = 0
pour 1 ≤ i ≤ k∗ + 1. Ceci nous permet donc d’obtenir les dérivées des sorties souhaitées en temps
fini.
Comme le système considéré possède p sorties mesurées et l∗ sorties fictives, alors il nous faudra
construire p+ l∗ différentiateurs. Dans la section suivante, un exemple est proposé pour illustrer
les résultats obtenus.
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7.6 Exemple illustratif
Considérons le réseau de systèmes non linéaires à retards suivant (Figure 7.1) :
Figure 7.1 – Réseau formé par 2 systèmes dynamiques à retards
Le modèle de l’ensemble du réseau est décrit par la forme groupée suivante :
ẋ1 = x2 − δx1
ẋ2 = −x1x2 +θ1x3
ẋ3 = −x3 + x4
ẋ4 = x4δx3 +θ2x1
y1 = x1; y2 = δx3
(7.7)
où x = (x1,x2,x3,x4)T représente le vecteur des états et y = (y1, y2)T le vecteur des sorties. Soit
z = (θ1,θ2)T les paramètres inconnus à identifier.
Le système (7.7) peut alors être réécrit sous la forme de (7.3) :
ξ =
(
xT ,θT
)T
ξ̇ = f (ξ,δ)
y = (y1, y2)T
où f (ξ,δ) = f (x1,x2,x3,x4,θ1,θ2,δ).
On a alors ξ = (x1,x2,x3,x4,θ1,θ2)T . La matrice P correspondant à z est donnée par :
P =
 0 0 0 0 1 00 0 0 0 0 1

Ensuite, en appliquant l’Algorithme 7.1 au système, on a :
— Initialisation : On initialise ω0 = {y1, y2}, F1,0 = spany1{dξ1}, F2,0 = spany2{d(δξ3)},
F0 = spanω0{dξ1,d(δξ3)} et b1 = b2 = 1. En suite, on procède à la première itération.
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— Itération 1 (i=1) : On détermine L1 = spanKω0 (δ]{dω0} = spanKω0 (δ]{dξ1,dδξ3} ;
∂Ω0 =
 1 0 0 0 0 00 0 δ 0 0 0
 et K1(ξ,δ) =  0 00 0
 .
On vérifie que K j1(ξ,δ) < L1 pour j = 1,2. Alors on calcule
ω1 = {y1, ẏ1, y2, ẏ2}
F1,1 = span{y1,ẏ1}{dξ1,dξ2}
F2,1 = span{y2,ẏ2}{dδξ3,dδξ4} et
F1 = spanω1{dξ1,dξ2,dδξ3,dδξ4}.
On vérifie aussi que Fj,1 1 {F0 ∩ {F1\Fj,1}} avec j = 1,2, alors on fait b1 = b2 = 2 ;
Notons que F0 ⊂ F1, donc on entame la deuxième itération.
— Itération 2 (i=2) : On détermine
L2 = spanKω1 (δ]{dω1} = spanKω1 (δ]{dξ1,dξ2,dδξ3,dδξ4};
∂Ω1 =

1 0 0 0 0 0
−δ 1 0 0 0 0
0 0 δ 0 0 0
0 0 −δ δ 0 0
 et K2(ξ,δ) =
 0 0 0 00 0 0 0
 ;
Ensuite on vérifie que K j2(ξ) < L2, j = 1,2, et donc on calcule :
ω2 = {y1, ẏ1, ÿ1, y2, ẏ2, ÿ2},
F1,2 = span{y1, ẏ1, ÿ1}{dξ1,dξ2,d(ξ3ξ5)},
F2,2 = span{y2, ẏ2, ÿ2}{dδξ3,dδξ4,d(δξ1ξ6)}, et
F2 = spanω2{dξ1,dξ2,dδξ3,dδξ4,d(ξ3ξ5),dξ6}.
On peut alors vérifier que
— F1,2 1 {F1 ∩ {F2\F1,2}} donc b1 = 3 ;
— F2,2 1 {F1 ∩ {F2\F2,2}} donc b2 = 3.
On peut aussi vérifier que F1 ⊂ F2, donc on procède à l’itération suivante.
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— Itération 3 (i=3) : On détermine d’abord
L3 = spanKω2 (δ]{dω2} = spanKω2 (δ]{dξ1,dξ2,dδξ3,dδξ4,d(ξ3ξ5),dξ6};
∂Ω2 =

1 0 0 0 0 0
−δ 1 0 0 0 0
−δ2 − ξ2 −δ − ξ1 θ1 0 ξ3 0
0 0 δ 0 0 0
0 0 −δ δ 0 0
θ2δ 0 δξ4δ+ δ −δ+ δ2ξ3δ 0 δξ1

;
[∂Ω2]
−1
R =

1 0 0 0 0 0
δ 1 0 0 0 0
0 0 0 O 0 0
0 0 0 O O 0
δ2ξ1
δξ3
δ2+δξ1
δξ3
δ
δξ3
−θ1
δξ3
0 0
−θ2
δξ1
0 0 −δ
2ξ3
δξ1
1−δ2ξ3
δξ1
1
δξ1

et donc
K3(ξ) =
 δ
2ξ1
δξ3
δ2+δξ1
δξ3
δ
δξ3
−θ1
δξ3
0 0
−θ2
δξ1
0 0 −δ
2ξ3
δξ1
1−δ2ξ3
δξ1
1
δξ1
 ,
avec ∂Ω2 ∈ K(δ]n×
∑
bj et [∂Ω2]
−1
R ∈ K(δ,O]
∑
bj×n.
Pour j = 1,2 on a K j3(ξ) ∈ L, donc on stoppe l’algorithme. On remarque que le Théorème 7.2 est
satisfaite, et z du système (7.7) est alors observable.
D’où, les paramètres θ1 et θ2 du système (7.7) sont identifiables. L’observateur proposé peut
donc nous permettre d’estimer ces paramètres identifiables.
Par un simple calcul algébrique, nous avons P = K(ξ,δ)∂Ω et z = P ξ, dont la dérivée nous
donne dz = P dξ = K(ξ,δ)∂Ωdξ.
En définissant ∂Ωdξ = dΩ = (dy1,dẏ1,dÿ1,dy2,dẏ2,dÿ2)T , on obtient δ
2y1
y2
dy1 +
δ2+δy1
y2
dẏ1 +
δ
y2
dÿ1 −
ξ5
y2
dy2 = dξ5
− ξ6δy1dy1 −
δy2
δy1
dy2 +
1−δy2
δy1
dẏ2 +
1
δy1
dÿ2 = dξ6
lequel équivaut à  d(θ1y2) = d(y1δ2y1 + ẏ1(δ2 + δy1) + δÿ1)d(θ2δy1) = d(−y2δy2 + (1− δy2)ẏ2 + ÿ2)
et au final on obtient  θ1 =
y1δ
2y1+ẏ1(δ2+δy1)+ÿ1δ
y2
θ2 =
−y2δy2+ẏ2(1−δy2)+ÿ2
δy1
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À partir de ce résultat, nous pouvons alors concevoir un observateur par modes glissants pour
estimer les paramètres inconnus du système.
La simulation numérique a été réalisée sous Matlab en utilisant la méthode d’Euler avec un pas
fixe h = 0.001. Les conditions initiales sont are x(0) = [1,1,1,1,1,1,1]T , x̂(0) = [1,0,−1,−2,3,2,1]T et
θ̂(0) = [3,5]T . Les valeurs réels des paramètres sont [θ1,θ4]T = [2,4]T . Le figures 7.2 et 7.3 suivantes
montrent les résultats de simulation pour l’estimation des paramètres θ1 et θ2.
0 1 2 3 4 5 6
Temps(s)
1.8
2
2.2
2.4
2.6
2.8
3
Figure 7.2 – Paramètre θ1 et son estimation θ̂1
0 1 2 3 4 5 6
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4.5
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Figure 7.3 – Paramètre θ2 et son estimation θ̂2
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7.7 Conclusion
Dans ce chapitre, une étude sur l’identification paramétrique d’un réseau de systèmes non
linéaires à retard commensurable a été présentée. Le problème de l’identifiabilité partielle ou totale
de paramètres inconnus a été étudié et un algorithme a été proposé pour résoudre ce problème. Un
exemple illustratif a également été proposé pour prouver l’efficacité de la méthode proposée. Les
résultats obtenus sont l’extension des résultats que nous avons obtenus dans le chapitre précédent
pour des réseaux de systèmes non linéaires sans retard.
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Conclusion générale et perspectives

Conclusion générale
Cette thèse est construite autour de la problématique de l’estimation des systèmes dynamiques
complexes. Elle englobe l’étude de l’observabilité et de l’identifiabilité pour les systèmes dyna-
miques en général et la proposition d’estimateurs en temps fini. Dans un premier temps, nous avons
fait un petit rappel sur les systèmes complexes qui sont une association de systèmes dynamiques
linéaires et non linéaires avec ou sans retards.
Nos contributions ont été regroupées en deux grandes parties : la première partie est consacrée
aux systèmes complexes linéaires et la deuxième est consacrée aux systèmes complexes non
linéaires.
La première grande partie est constituée de trois (3) chapitres. Nous avons donc présenté dans
le Chapitre 2 les résultats de nos études sur l’estimation en temps fini des états et des paramètres
inconnus d’un réseau de systèmes dynamiques linéaires. Ainsi, nous avons formulé le problème
qui a retenu notre attention, c’est-à-dire le problème de l’identification topologique en le ramenant
sous la forme d’un problème d’identification de paramètres. Ensuite, nous avons imposé des
hypothèses et déduit des conditions qui nous ont permis de proposer un estimateur impulsif. Un
exemple illustratif a été présenté afin de bien montrer que l’estimateur (observateur d’états et des
paramètres inconnus) proposé converge en temps fini.
Dans le chapitre 3, nous avons fait une analyse de l’observation des systèmes à retards. Des
définitions sur les matrices polynômiales, les anneaux, ainsi que sur l’inversion à gauche et à droite
y sont présentées. Des conditions suffisantes ont été ensuite déduites, ce qui nous a permis de
proposer un observateur en temps fini. L’observateur proposé est basé sur une combinaison de
deux observateurs de type Luenberger et converge en un temps fixe prédéterminé. Un exemple
a été donné à la fin du chapitre, dans lequel des résultats de simulation on été présentés pour
illustrer l’efficacité de l’observateur proposé.
Le chapitre 4 a fait l’objet d’études sur l’observation des systèmes dynamiques à entrées
inconnues. Dans ce chapitre, les résultats du chapitre 3 ont été utilisés. Le chapitre a été subdivisé
en deux partie : l’une traitant le cas le plus simple, c’est-à-dire le cas où les entrées inconnues n’ont
pas d’effets directs sur les sorties, et l’autre généralisant les résultats obtenus dans la première
partie au cas où les entrées inconnues apparaissent dans les sorties. Il est important de rappeler que
les entrées inconnues représentent des perturbations ou des phénomènes extérieurs qui peuvent
survenir à tout moment et sur lesquels on n’a aucun contrôle.
Dans la deuxième grande partie du manuscrit, le Chapitre 5 nous plonge dans un monde
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beaucoup plus complexe. En effet , nous y avons présenté le problème de l’estimation d’un réseau
de systèmes non linéaires. Nos investigations se sont focalisées sur l’observation simultanée des
états et des paramètres inconnus d’un réseau de systèmes non linéaires. Des conditions nécessaires
ont été déduites et un algorithme a été proposé pour permettre l’observabilité partielle des états et
l’identifiabilité partielle des paramètres inconnus.
Le chapitre 6 a fait l’objet d’une extension des résultats du Chapitre 5 aux réseaux de systèmes
non linéaires à entrées inconnues. De nouvelles conditions ont été déduites et l’algorithme proposé
dans le Chapitre 5 a été modifié afin de l’adapter aux nouvelles classes de systèmes considérées.
Enfin, dans le chapitre 7, les résultats précédemment obtenus dans les chapitres 5 et 6 ont été
utilisés pour obtenir de nouveaux résultats pour un réseau de systèmes non linéaires à retards
commensurables avec des entrées inconnues. Les résultats obtenus dans le chapitre 7 sont donc
une généralisation des résultats obtenus pour les systèmes dynamiques complexes considérés dans
cette thèse.
Perspectives
Comme ouverture à cette thèse, nous avons identifié plusieurs pistes. Étant donné que nous
avons présenté des résultats pour des réseaux de systèmes complexes avec des entrées inconnues, il
serait aussi intéressant de traiter le problème de l’estimation des entrées inconnues. Les résultats
seraient très intéressants et pourraient être utilisés pour le diagnostic, et la détection et l’identifi-
cation de défauts dans des réseaux de systèmes complexes. Quelques travaux allant dans ce sens
existent dans la littérature pour des systèmes sans paramètres inconnus [Barbot et al., 2009].
De même, une extension des résultats obtenus dans cette thèse aux systèmes complexes avec
des retards non commensurables mérite une attention particulière de la part de la communauté
scientifique. En effet, il serait intéressant de considérer des retards multiples dans l’estimation de
la topologie d’un réseau de systèmes complexes.
Une autre piste également très intéressante serait de traiter le même problème avec des retards
inconnus. Ceci reviendrait à estimer non seulement les états et les paramètres inconnus du réseau
considéré mais aussi des éventuelles retards qui peuvent apparaître dans les états et dans les sorties.
Cette piste peut être menée à bien, en se référant aux récents travaux de [Zheng et al., 2018]
portant sur l’identification des retards.
Une autre perspective serait d’envisager le cas où la matrice des fonctions d’interconnexion ϕ
dépend non seulement des états mesurables mais aussi des états non observables, ainsi que le cas
où l’on ne connaît pas la dynamique des paramètres inconnus.
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Estimation en temps fini de systèmes non linéaires et à retards avec application aux systèmes en
réseau
Résumé
Cette thèse étudie le problème d’identification de la topologie d’un réseau de systèmes complexes dy-
namiques, dont les sous-systèmes sont décrits par des équations différentielles ordinaires (EDO) et/ou
des équations différentielles à retard (EDR). La première partie de ce travail porte sur l’identification des
paramètres du réseau de systèmes linéaires. Ainsi, différentes classes de systèmes linéaires ont été traitées, à
savoir les systèmes sans retard, les systèmes à retard commensurable et les systèmes à entrées inconnues. Un
observateur impulsif est proposé afin d’identifier à la fois les états et les paramètres inconnus de la classe de
système dynamique considérée en temps fini. Afin de garantir l’existence de l’observateur impulsif proposé,
des conditions suffisantes sont déduites. Des exemples illustratifs sont donnés afin de montrer l’efficacité de
l’observateur en temps fini proposé. La deuxième partie de ce travail traite le problème de l’identification de
la topologie d’un réseau de systèmes dynamiques non linéaires. Dans nos considérations, les coefficients
interconnexions de la topologie du réseau sont considérés comme des paramètres constants. Par conséquent,
l’identification de la topologie est équivalente à l’identification des paramètres inconnus. Tout d’abord, nous
avons déduit des conditions suffisantes sur l’identifiabilité des paramètres, puis nous avons proposé un
différenciateur uniforme avec convergence en temps fini pour estimer les paramètres inconnus.
Mots clés : estimation en temps fini, systèmes à retard, identification des paramètres, systèmes en réseau,
observateur à entrée inconnue
Finite-time estimation of nonlinear and delay systems with application to networked systems
Abstract
This thesis investigates the topology identification problem for network of dynamical complex systems,
whose subsystems are described by ordinary differential equations (ODE) and/or delay differential equations
(DDE). The first part of this work focuses on the parameters identification of the network of linear systems.
Thus, different classes of linear systems have been treated namely systems without delay, systems with
commensurable delay and systems with unknown inputs. An impulsive observer is proposed in order
to identify both the states and the unknown parameters of the considered class of dynamic system in
finite time. In order to guarantee the existence of the proposed impulsive observer, sufficient conditions
are deduced. An illustrative example is given in order to show the efficiency of the proposed finite-time
observer. The second part of this work treats the topology identification of the network of nonlinear dynamic
systems. In our considerations, the topology connections are represented as constant parameters, therefore
the topology identification is equivalent to identify the unknown parameters. A sufficient condition on
parameter identifiability is firstly deduced, and then a uniform differentiator with finite-time convergence is
proposed to estimate the unknown parameters.
Keywords: finite-time estimation, time-delay systems, parameters identification, networked systems, un-
known input observer

