. Guest §1 Introduction.
The case X = M k can be handled in a similar way, although the description of the space Hol(S 2 , M k ) is less elementary, requiring some facts from the theory of loop groups. Moreover, from the point of view of Yang-Mills instantons, the interest is primarily in the case where d is much smaller than k, which has only a trivial intersection with the situation (k = 2) considered here. It is for these reasons that we consider only the special example X = M 2 in this paper. By analysing thoroughly an example where the geometry remains simple, we hope to have revealed more clearly the underlying topology. Generalizations to a wider class of spaces are indeed possible (see remark 3 at the end of §3), and these will be discussed in a future article. As a generalization in another direction, one can replace the domain S 2 with a compact Riemann surface as in [18] .
Finally, we should like to mention three further aspects of these results. First, the problem of finding a Morse theoretic interpretation of Segal's theorem on CP n (see §1 of [18] ) also arises in the case of M 2 . Second, our theorem 2.1 for M 2 is closely related to a theorem of McDuff (see [16] ) concerning spaces of "positive and negative particles". This is explained more precisely in remark 4 at the end of §3. The point is that Hol * d (S 2 , M 2 ) provides a naturally occurring example of a space of positive and negative particles. Third, as a consequence of Segal's theorem, one obtains some information about the homology groups of Hol * d (S 2 , CP n ). An elaboration of this has been provided in [4] by Cohen, Cohen, Mann and Milgram, where it was shown that Hol * d (S 2 , CP n ) is stably homotopy equivalent to k j=1 Σ (2n−2)j D j , where the D j are the constituents of a known stable splitting
This result permits an explicit computation of the homology of this space. More recently, Cohen and Shimamoto (in [5] ) have determined the homotopy type, when n > 1. The results of [4] have been extended to the case of Grassmannians and flag manifolds in [14] , [15] . It seems likely that some of the results of [4] can be generalized to the case of Hol(S 2 , M 2 ) or even Hol(S 2 , M k ), as in these cases one does have a C 2 -structure, which is perhaps related to "gluing" of instantons. §2 The space Hol(S 2 , M 2 ).
The space M 2 is the following subvariety of CP 3 :
From this one sees that M 2 is the Thom space of the bundle O(2) on S 2 ∼ = CP 1 , i.e. it is obtained by taking the fibrewise one point compactification of O(2) and then collapsing the infinity section to a point. This point is [1; 0; 0; 0] in the above definition of M 2 , and is the only singular point of the space. (For an alternative discussion, see example 3.2 of [8] , where M 2 is called Ω 1 , and also [17] , where M 2 is called F 2,2 .) Topologically, M 2 is the result of attaching a 4-cell to S 2 by means of the map 2η, where η : S 3 → S 2 is a generator of π 3 S 2 ∼ = Z. It follows that π 2 M 2 ∼ = Z, and so the homotopy class of a based continuous map S 2 → M 2 is indexed by an integer, which we shall call the degree.
Although the precise choice of basepoint does not matter as far as Map(S 2 , M 2 ) is concerned, some care is needed for Hol(S 2 , M 2 ) because M 2 is not homogeneous with respect to bi-holomorphisms. There is a distinguished point [1; 0; 0; 0] (the singular point), which is fixed by any bi-holomorphism, and we shall refer to this point as the special basepoint. One may check (either directly, or by using §2 of [17] ), that the group of biholomorphisms of M 2 acts transitively on M 2 − {[1; 0; 0; 0]}; so all basepoints in M 2 − {[1; 0; 0; 0]} are equivalent. We shall refer to these as generic basepoints. Of course, S 2 is homogeneous with respect to the group of linear fractional transformations, so the choice of basepoint in S 2 is not important. 
2 ) may be identified with the set of 4-tuples of polynomials of the form (r, sp 2 , spq, sq 2 ) such that
(1) r, s are monic and (r, s) = 1
is a connected complex quasi-projective variety of dimension 2d + 1.
Our result for the generic basepoint is: In order to state the remaining results, we must introduce some notation. Let P 0 , P 1 , P 3 denote the two-spheres in M 2 defined respectively by the conditions z 0 = 0, z 1 = 0, z 3 = 0. Note that M 2 admits a holomorphic action of (C * ) 2 , defined by
The orbits of this action are (1) the three points given by P i ∩ P j , i = j, (2) the three copies of C * given by removing these points from P 0 , P 1 , P 3 , and (3) the copy of (C * )
2
given by removing P 0 , P 1 , P 3 from M 2 . 
In this case Hol
is a closed subvariety of (complex) codimension one, consisting of three disjoint copies of Hol * d (S 2 , S 2 ). As in the previous case, it follows that
The proofs of these theorems will occupy the next three sections. We begin with the proof of theorem 2.2, which is closest to [18] , and is the easiest case. Then we deal with theorem 2.4, which contains the new ingredients mentioned in the introduction. Finally we give the proof of theorem 2.3, which requires further modifications. §3 Proof of theorem 2.2.
There are three steps in the proof. First, the inclusion
) is "stabilized", i.e. one defines the limit I = lim d→∞ I d . Second, the map I is identified up to homotopy with a geometrically defined "scanning map" S, and it is shown that S -and hence I -is a homotopy equivalence. The third step is to "de-stabilize" this by showing that I d approximates I in homology up to dimension [d/3] . The proof we give is fairly self-contained, and does not assume that the reader is familiar with [18] , although we shall refer to [18] for minor technical details when they are identical to the arguments of that paper. Although this entails some duplication, it is largely unavoidable as we shall need (for later use) to re-arrange somewhat the arguments of [18] . 
This space has a natural topology, namely the one that it inherits as a subset of
describe the "coalescing rule": the roots of r must avoid the roots of s, but a root of p and a root of q can coalesce (away from the roots of r) to produce a double root of s.
If X is a subset of C, let Q d (X) be the subset of Q d (C) consisting of divisors whose points are confined to X. Up to homotopy, we may replace
Q be the space of 4-tuples (α, β, γ, δ) of (infinite) positive divisors in C which have the properties (
2 ) such that the following diagram commutes up to homotopy:
In the limit d → ∞ one obtains (up to homotopy) an inclusion i :
Scanning: I is a homotopy equivalence
If X is a subspace of S 2 , and Y is a closed subspace of X, let Q(X, Y ) be the set of 4-tuples of positive divisors in X of degree d which satisfy conditions (C 1 ) − (C 2 ), modulo the equivalence relation which identifies two 4-tuples if they agree on X − Y .
Fix some > 0. Then there is a map Q d → Map(C, Q(S 2 , ∞)) defined by "scanning": given α, β, γ, δ ∈ Q d and z ∈ C, we obtain an element of Q(S 2 , ∞) by taking those points of α, β, γ, δ which lie in the open disc D(z, ) of radius and centre z; this defines an element of Q(D(z, ), ∂D(z, )), which may be identified canonically with Q(S 2 , ∞). This scanning map is well defined, for if a 4-tuple of divisors satisfies conditions (C 1 ) − (C 2 ), then so does its intersection with D(z, ). It extends to a map
where the basepoint of Q(S 2 , ∞) is taken as (∅, ∅, ∅, ∅), and where the suffix d indicates the component containing the image of S d . On applying the stabilization construction described above one obtains (up to homotopy) a map
where the suffix 0 indicates the component consisting of null-homotopic maps.
The map S is related to the inclusion I through the following construction. Let F (X) denote the space of polynomial maps (i.e. maps whose coordinate functions are polynomials) from an open set X of C to M 2 , excluding those which have some coordinate function identically zero. Let U be the open unit disc in C. Then there is a natural map F (C) → Map(C, F (U )) which assigns to a map p ∈ F (C) and a point z ∈ C the map w → p( w + z). This extends to a map
where the basepoint of F (U ) is taken as the constant function [1; 1; 1; 1]. On restricting to Q d ⊆ F (C) and on applying the stabilization procedure, we obtain (up to homotopy) a map
The inclusion I is the map
where e : F (U ) → M 2 denotes evaluation at the origin. On the other hand, the map S is the mapQ
wheres is the map induced by s, and where d assigns to [p] ∈ F (U )/(C * ) 2 the roots of the coordinate functions of p which lie in U . We therefore have the following commutative diagramQ
2 is the projection. It is straightforward to show that e and d are homotopy equivalences as was done in the case of maps S 2 → CP n in [18] , hence Ω 2 e and Ω 2 d are too. Since Ω 2 0 (C * ) 2 is contractible, Ω 2 p is a homotopy equivalence. Thus, I is homotopically the same as S, and we shall achieve our objective of showing that I is a homotopy equivalence if we prove: Proposition 3.1. The map S is a homotopy equivalence.
Proof. Let B be the unit square in R 2 ( ∼ = C) given by 0 < x < 1, 0 < y < 1. Let α 0 , β 0 be disjoint infinite positive divisors in B, whose points converge to ( The scanning map S may be decomposed into a composition of "horizontal" and "vertical" scanning maps S H and S V , each of which will be shown to be a homotopy equivalence. In order to define S H and S V , let {V t | 0 < t < 1} be the family of "vertical" rectangles in B defined by t − t < x < t + t , 0 < y < 1, where t > 0 and t → 0 as t → 0 or as t → 1. Let {H t | 0 < t < 1} be the family of "horizontal" rectangles in B defined by 0 < x < 1, t − t < y < t + t . For any rectangle X we shall use the notation σX to denote the union of the sides of X which are parallel to the y-axis.
The map S is determined (up to homotopy) by the stabilization of the map We begin with S V . Up to homotopy this may be defined by (C, t) → C ∩ B t , where B t is the square given by 0 < x < 1, 2t − 1 < y < 2t. Let B * be the rectangle given by 0 < x < 1, −1 < y < 2. Consider the following two "restriction" maps:
By the criterion of Dold and Thom, one sees (as in lemma 3.3 of [18] ) that the first is a quasifibration. It is elementary that the second is a fibration. Moreover, there is a fibre preserving homotopy equivalence Q(B * , ∂B * ) → Map([0, 1], Q(B, ∂B)) defined by scanning. Our map S V is just the restriction of this map to the fibre over the configuration of empty divisors, hence it is a homotopy equivalence, as required.
The case of S H d is similar. This is homotopic to the map determined by (C, t) → C ∩B t , whereB t is the square given by 2t − 1 < x < 2t, 0 < y < 1. LetB * be the rectangle given by −1 < x < 2, 0 < y < 1. Then we have restriction maps as follows:
where Q d (B * , σB * ) denotes the subset of Q(B * , σB * ) consisting of divisors whose intersections with B have degree d. Again we have a fibre preserving map from (3) to (4), and our map S Proof. We shall use a method introduced in [10] . Let P d denote the d-th symmetric product S d ({|z| < d}) of the disc {|z| < d}. Let Q d,e denote the subspace of P d × P e × P e × P e consisting of 4-tuples (α, β, γ, δ) satisfying conditions (
given by stabilization with respect to α and β, γ, δ respectively. We shall prove:
(1) j d is a homology equivalence up to dimension d (2) j e is a homology equivalence up to dimension [e/3].
The proposition follows from these two statements.
For (1), consider the map π 2 : Q d,e → R e , (α, β, γ, δ) → (β, γ, δ), where R e is the subspace of P e × P e × P e consisting of triples (β, γ, δ) of the form (θ + 2φ, θ + φ + ψ, θ + 2ψ) with φ ∩ ψ = ∅. Let Q k d,e , R k e denote the subspaces of Q d,e , R e (respectively) given by the condition that θ has at most k distinct points. The restriction
is a fibration with fibre S d (U d,k ), where U d,k is the result of removing k distinct points from the region {|z| < d}. It is well known that the stabilization map S d (X) → S d+1 (X) is a homology equivalence up to dimension d, for any connected CW-complex X. Using this fact, we may argue by induction as in §2 of [10] that the stabilization map
is a homology equivalence up to dimension d. For large k we obtain statement (1).
For (2), consider the map π 1 :
given by the condition that α has at most k distinct points. The restriction
is a fibration with fibre R e (U e,k ). By the method of (1), we may reduce (2) to the statement:
(2 ) j e : R e (U e,k ) → R e+1 (U e+1,k ) is a homology equivalence up to dimension [e/3].
Let R e,i denote the subspace of R e (U e,k ) consisting of triples (θ + 2φ, θ + φ + ψ, θ + 2ψ) with deg φ = deg ψ ≤ i. We have stabilization maps R e,i → R e+1,i , and natural inclusion maps R e,i → R e,i+1 . Statement (2 ) is a consequence of the next two statements:
(3) The stabilization map R e,i → R e+1,i is a homology equivalence up to dimension e − 2i (4) The natural inclusion R e,i → R e,i+1 is a homology equivalence up to dimension i.
To prove (3) we use the fact that the stabilization map R e,i − R e,i−1 → R e+1,i − R e+1,i−1 may be identified with the stabilization map P e−2i × Hol *
, and is therefore a homology equivalence up to dimension e−2i. An induction argument like that of (1) now gives (3).
To prove (4), we use the identification
where f is defined on
by f (θ, φ, ψ) = (θ +2φ∩ψ +2φ, θ +2φ∩ψ +φ+ψ, θ +2φ∩ψ +2ψ). Here,φ denotes φ−φ∩ψ andψ denotes ψ − φ ∩ ψ. From this we see that (4) is equivalent to the assertion that the inclusion D i+1 → P e−2i−2 × P i+1 × P i+1 is a homology equivalence up to dimension i. If P i+1,j denotes the subspace of P i+1 × P i+1 consisting of pairs (φ, ψ) such that φ ∩ ψ has degree at least j, then (4) is equivalent to: (4 ) The natural inclusion P i+1,1 → P i+1,0 = P i+1 × P i+1 is a homology equivalence up to dimension i.
The composition P i ×P i → P i+1,1 → P i+1 ×P i+1 is a homology equivalence up to dimension i (because the stabilization map P i → P i+1 is), so the map of (4 ) must induce surjections in homology up to dimension i. We claim that the composition P i+1,1 → P i+1 ×P i+1 → P i+2,1 is also a homology equivalence up to dimension i, from which it follows that the map of (4 ) induces injections in homology up to dimension i − 1 (which completes the proof of (4 )).
We must therefore prove:
(5) The stabilization map P i+1,1 → P i+2,1 is a homology equivalence up to dimension i.
We shall do this by considering separately the stabilization maps with respect to the first and second factors, and using the method of (1) for each one. Let U denote the result of removing a finite number of points from C, and let z 1 , . . . , z m be m distinct points of U . Let P This statement may be proved by induction on m. For m = 1, we have P
, so the map of (5 ) is the usual stabilization map of symmetric products, which is a homology equivalence up to dimension i. For the inductive step we use the fact that
(U ) ∼ = P i (U ), and P
(U ). The inductive step now follows from the Mayer-Vietoris sequences for P {z 1 ,...,z m+1 } i+1 (U ) and
(U ) and the 5-Lemma.
In the case of maps S 2 → CP n , Segal noted that the corresponding quotient
n is simply the fat wedge of n + 1 copies of CP ∞ . This made possible a description of the scanning map S d in more familiar terms, but (as we have seen) is not actually needed for the proof of the theorem.
Remark 2:
In order to generalize this theorem to holomorphic maps S 2 → X, the basic requirement is a description of such maps in terms of collections of divisors satisfying a certain "coalescing" condition (C), where (C) has the following local property: if a collection of divisors in C satisfies (C), then so does its intersection with any open subset of C. 
is the space of positive and negative particles of total charge zero (defined in [16] ). This should be compared with the homotopy equivalencê Q 0 → Map * 0 (S 2 , M 2 ) established above. In fact, M 2 and S 2 × S 2 /∆ are homotopy equivalent, andQ 0 may be interpreted as a space of positive and negative particles (or rather, divisors) if the roots of p and q (in proposition 2.1) are considered respectively as positive and negative. §4 Proof of theorem 2.4.
The proof of theorem 2.2 rested on the identification Hol
From the polynomial description of unbased maps, we have a similar identification
However, there is no obvious way to define a stabilization of this with respect to d (and in fact it turns out that the homology does not stabilize; for example, H 1 Q d (S 2 ) ∼ = Z/dZ). We shall overcome this difficulty first by breaking up Q d (S 2 ) into a finite union of open subsets, each of which is homeomorphic to Q d (C), then by using a Mayer-Vietoris argument.
For any w ∈ S 2 , we define
Lemma 5.3. The map S is a homotopy equivalence.
Proof. We shall decompose S into a composition of "radial" and "angular" scanning maps S R and S A , each of which will be shown to be a homotopy equivalence.
Consider T = D w ∩ D ∞ = {z | 2 < |z − w| < 3}. For 0 < t < 1, let T t be the annulus given by 2t + 1 < |z − w| < 2t + 2. The map S ∂T ) ) is defined by (C, t) → C ∩ T t ∈ Q(T t , ∂T t ) ∼ = Q(T, ∂T ), where Map indicates the condition f (0) ∈ Q 1 (T, ∂T ), f (1) ∈ Q 2 (T, ∂T ) (and Q i (T, ∂T ) is defined analogously to Q i above). This stabilizes to give (up to homotopy) a map S R : Q 0 (D w ; D ∞ ) → Map 0 ([0, 1], Q(T, ∂T )), the radial scanning map. For 0 < t < 2π, and for some fixed small > 0, let R t be the rectangular sector {(e it z) + w | 0 < Arg z < } ∩ T of T . The angular scanning map S A : Q(T, ∂T ) → Map(S 1 , Q(S 2 , ∞)) is defined by (C, e it ) → C ∩ R t ∈ Q(R t , ∂R t ) ∼ = Q(S 2 , ∞).
The map S A is closely related to the vertical scanning map S V of proposition 3.1. Consider the restriction maps (1), (2) of the proof of proposition 3. 
