Based on the combinatory theory of rooted colored trees, we investigate the conditions for the explicit stochastic Runge-Kutta (SRK) methods to preserve quadratic invariants (QI) up to certain orders of accuracy. These conditions can supply a practical approach of constructing explicit nearly conservative SRK methods. Meanwhile, we estimate errors in the preservation of QI resulting from iterative implementation of implicit conservative SRK methods with fixed-point and Newton's iterations. Finally, numerical experiments are performed to test the behavior of the methods in preserving QI.
to be solved analytically, which gives rise to the research on numerical methods for SDEs (see [4, 10, 11] and references therein).
Designing numerical methods inheriting qualitative properties of the original SDE systems is an attractive topic of research. As one of the important qualitative properties, the invariants of the underlying continuous differential equations systems are expected to be preserved by numerical methods for the reliability and a long time stability. There are many references concerning this problem. [5] studies the midpoint (trapezoidal) methods preserving the first and second moments for linear SDEs; [17] proposes the conserving energy difference scheme for stochastic dynamical systems; [16] constructs symplectic numerical schemes for stochastic canonical Hamiltonian problems; [14, 15] develop the generating functions for stochastic symplectic methods; [12] investigates the boundary preserving semianalytic numerical algorithms for SDEs; [7] designs invariants-preserving methods for SDEs by using the discrete gradient approach; The recent works [3] and [2] propose a new class of energy-preserving numerical schemes for stochastic Hamiltonian systems with non-canonical structure matrix and present a novel conservative method for numerical computation of general stochastic differential equations in the Stratonovich sense with a conserved quantity, respectively.
Quadratic invariants (QI) cover a large class of important properties, such as the symplecticity of the original systems. Stochastic Runge-Kutta (SRK) methods preserving QI, the so called conservative SRK methods, are studied in [7] . It is proved that all SRK methods that preserve QI must satisfy certain conditions which indicate that they are in general fully implicit. Therefore these implicit methods build up a barrier for the implementation. On the other hand, explicit SRK methods are easily realized, while fail to preserve QI accurately. Currently, there are no references concerning the problem of how to balance the computation complexity and the preservation of QI, that is, to find certain methods that are explicit but can preserve QI up to satisfying order. So based on the colored rooted tree theory, we give in this paper the conditions that guarantee the preservation of QI up to any desired order of accuracy. Meanwhile, using these conditions we construct two explicit schemes facilitating the numerical implementation in the last parts.
Another alternative of removing implicitness of the conservative SRK methods is to perform iterations on the implicit methods. A direct consequence of such treatments is the loss of the QI-preservation. In this paper, we estimate how far the QI-preservation will be ruined by the iterations by giving the error bounds which is related to both iteration numbers and time step-sizes. This gives hints to appropriate choices of the parameters of methods.
The paper is organized as follows. Section 2 investigates the near preservation of quadratic invariants by explicit SRK methods, while that by iterative implementation of implicit SRK methods is studied in Section 3. Section 4 performs numerical experiments, succeeded by concluding remarks in Section 5.
In the sequel, we will make use of the following notation: x is the Euclidean norm of a vector x or the induced norm for a matrix.
Near Preservation of Quadratic Invariants by Explicit SRK Methods
Let (Ω, F , {F t } t≥0 , P) be a complete probability space with a filtration {F t } t≥0 , which is a nondecreasing right continuous family of σ subalgebra of F , and where F 0 contains all the P-null sets in F . Let W (t) be a F t adapted one-dimensional standard Brownian motion. Consider the d-dimensional autonomous SDE of Stratonovich sense dy = f (y)dt + g(y)
• dW (t), y(0) = y 0 , t ∈ [0, T ], (2.1) where y 0 is independent of the σ-algebra generated by the Brownian motion, E y 0 2 < ∞. In fact, based on the relation between the Itô and Stratonovich integrals, the solution of (2.1) is also the solution of the Itô SDE
where f (y) = f (y) + 1 2 ∂g(y) ∂y g(y). Additionally, under the assumption that the drift f :
where x, y ∈ R d and L 1 , L 2 are positive constants, the solution of (2.1) exists and is unique according to [1] .
where ∇I = (
T Cy, where C is a symmetric square matrix, then I(y) is said to be a quadratic invariant of (2.1).
We consider the following class of stochastic Runge-Kutta methods as in [6] 
Introduce the notations
Then the stochastic Runge-Kutta method (2.3) can be rewritten as
for n = 0, · · · , N T −1, where ⊗ denotes the Kronecker (tensor) product. The Butcher tableau for (2.4) is
Theorem 2.1 ( [7] ) If the coefficients of the SRK method (2.4) satisfy
for all i, j = 1, · · · , s, then it preserves quadratic invariants of (2.1).
By convention, SRK methods preserving quadratic invariants are called conservative SRK methods.
Remark 1
The 2d-dimensional stochastic Hamiltonian system dp(
with t ∈ [0, T ], where p, q ∈ R d , H, H 1 are differentiable scalar functions, which also takes the equivalent form
with y = (p T , q T ) T and
The equations (2.7) possesses the invariant ψ T Jψ, with ψ = ∂y ∂y 0 , i.e., 8) which is equivalent to dp(t) ∧ dq(t) = dp 9) namely, the symplecticity. Numerical methods that preserve the symplecticity are called symplectic methods, with the characterization dp n+1 ∧ dq n+1 = dp n ∧ dq n , ∀ 0 ≤ n ≤ N T − 1, (2.10)
It is proved in [7] that, the symplectic structure ψ T Jψ is a quadratic invariant of the following augmented system of (2.7)
Thus, as a consequence of Theorem 2.1, each conservative SRK method applied to the stochastic Hamiltonian system (2.7) is a symplectic SRK method, as proved in [7] .
From the conditions (2.5) we can see that, all SRK methods preserving quadratic invariants are in general fully implicit. It is worthy to consider explicit SRK methods that preserve quadratic invariants up to a certain order when applying to practical implementation. A numerical discretisation {y k } N T k=0 is said to have order ♭ of quadratic invariants conservation if system (2.1) possessing the quadratic invariant I(y) = y T Cy holds I(y
We start by recalling some notations and properties of rooted colored trees (see [6] ). Since integration in stochastic case is with respect to dt and dW (t), each node of a tree can be colored with any one of the two colorings {0, 1}. A node colored with the label 0 corresponds to integration with respect to dt and the node is called a deterministic node. A node colored with label 1 is called a stochastic node. Let τ k (k = 0, 1) denote the tree with a single node with color k and Γ be the set of all rooted trees with all possible colorings. let ι = [ι 1 , . . . , ι ℓ ] k be the tree formed by joining subtrees ι 1 , . . . , ι ℓ each by a single branch to a common root with color k. Then the elementary differential associated with
k (F (ι 1 )y, . . . , F (ι ℓ )y), F (φ)y = y. Let • denote the deterministic node and • the stochastic node, respectively. Let Γ 0 be the collection of all trees with deterministic root •, and Γ 1 be that with stochastic root •, respectively. Theorem 2.2 Suppose that a s−stage stochastic Runge-Kutta methods (2.4) is applied to the stochastic system (2.1) with a quadratic invariant I(y) = y T Cy, then
and Ω is a bilinear form on the elementary differentials defined by Ω(ι, ι ′ )(y n ) = F (ι)(y n ) T CF (ι)(y n ), and
(2.14)
Firstly, let z (0) = he i and z (1) = 0 with e i = (0, . . . , 1, . . . , 0) T , then we have
Therefore
Similarly, let z (0) = 0 and z (1) = ∆W n e i with e i = (0, . . . , 1, . . . , 0) T , we obtain
Thus we can deduce that
Similarly, it holds
and
Then the result follows immediately.
Remark 2 For implicit SRK methods satisfying the condition (2.5), M 0 , M 1 and M * are null matrices, which imply that they preserve the quadratic invariant I(y) accurately, coinciding with the result of Theorem 2.1.
The following Lemma is a consequence of the Borel-Cantelli Lemma and provides a relation between the convergence rate in the pth mean and the path-wise convergence rate.
In addition, let Z n , n ∈ N, be a sequence of random variables such that
for all p ≥ 1 and all n ∈ N. Then for all ǫ > 0 there exists a finite and non-negative random variable η ǫ such that
for all n ∈ N.
Given a rooted colored tree ι with n 0 deterministic nodes and n 1 stochastic nodes, then the order of the tree, ord(ι), is ord(ι) = n 0 + 1 2 n 1 (see [6] ). We have the following result.
, then for all ǫ > 0 and N T h ≤ 1, there exists a finite non-negative random variable C(ǫ) such that
where we call γ − ǫ the order of preservation of quadratic invariants.
P roof. From the definition of Φ(ι) and the fact that (E|∆W
for all ι ∈ Γ 0 , and
for all ι ∈ Γ 1 . By Theorem 2.2 together with the Minkowski inequality, we obtain
which, according to the Lemma 1, implies that for all ǫ > 0, there exists a finite non-negative random variable C(ǫ) such that
for n = 0, · · · , N T − 1. This completes the proof.
Remark 3
• For implicit SRK methods with (2.5), the conditions of the Theorem 2.3 are naturally satisfied, and the left-hand-side of equation (2.15) equals zero.
• Analogous to the definition of pseudo-symplecticity in deterministic cases, we can define stochastic pseudo-symplecticity. A one-step method Ψ h (y n ) applied to a stochastic Hamiltonian system with step size h is called stochastic pseudo-symplectic order
, and C(ǫ) is a finite non-negative random variable. Then according to the discussion in Remark 1, each SRK method (2.4) with order γ − ǫ of preservation of quadratic invariants is stochastic pseudo-symplectic of order γ.
• One can expect to construct explicit SRK methods up to a certain order γ − ǫ by letting the coefficients of the explicit SRK methods satisfy the conditions of the Theorem 2.3.
For notational simplicity, we call the scheme is of order (p, q − ǫ) if it is of global convergence order p and has order q − ǫ of preservation of quadratic invariants. In [6] , general order conditions for general SRK methods (2.4) have been given. A SRK method (2.4) has strong global order 1.0, if it satisfies
From the rooted colored tree theory, we have that up to order 2.5
According to Theorem 2.3, a SRK method of order (1.0, 2.0 −ǫ), should satisfy, additional to (2.16), the following conditions
from which we can establish the following SRK scheme of order (1.0, 2.0 − ǫ). .
(2.17)
Example 2 A SRK scheme of order (1.0, 2.5 − ǫ) Similar to the discussion above, for a SRK method of order (1.0, 2.5 − ǫ), the following additional conditions should be satisfied
Thus, we can obtain a SRK scheme of order (1.0, 2.5 − ǫ) as follows 
Near Preservation of Quadratic Invariants by Implicit SRK Methods
In the implementation of the implicit SRK method (2.4), we give a truncation of the random variable ∆W n as (see [11] )
for n = 0, 1, · · · , N T − 1, where, according to [11] , the ∆W n is a truncation of the Wiener increment ∆W n which satisfies
. It is proved in [11] that the root-mean-square error of this truncation is O(h k 2 ), thus the meansquare order of the algorithms including such a truncation can be kept the same as that containing the accurate Wiener increment, by appropriate choice of the value k.
From the proof of Theorem 2.1 in [7] , it is guaranteed that this truncation will not affect the preservation of quadratic invariants by SRK methods with conditions (2.5). Therefore, if (2.5) is satisfied, the implicit SRK method (3.1) preserves quadratic invariants of the underlying SDE. In the following we assume that the conditions in (2.5) are all satisfied.
Another problem, however, comes from that in implementation, the Y in the first equation of (3.1) can not be solved accurately, but only be approximated by iterations such as fixedpoint iteration or Newton's iteration resulting in Y [N ] after N iterations. How will the iteration error affect the preservation of the quadratic invariants is what we discuss in the following.
Fixed-point iteration
The fixed-point iteration applied to the first equation of (3.1) takes the form
. Now we want to show that, for sufficiently small time step-size h, the fixed-point of the mapping D(y n , ·) exists and can really be approximated by performing the iteration (3.3).
For convenience, we can use the · 2 vector norm as well as its corresponding consistent matrix and tensor norms. In fact, our results hold without dependence on particular choice of norms except for the consistency requirement among them. We use the abbreviation · instead of · 2 in the following.
Denote N(Ω, ǫ) = {y ∈ R d : min yn∈Ω y − y n ≤ ǫ}, and
We prove a lemma similar to Proposition 1 in [13] . Note that all the results we obtained hold in the sense of 'almost surely'.
2. There exists a unique solution Y * to the first equation of (3.1), and it can be approximated via the iteration (3.3) ;
, such that for all h ≤ h 1 , and ∀y n ∈ Ω, D(y n , Y ) − e ⊗ y n < ǫ. Thus (a) is verified. Next we prove that D(y n , ·) is a contraction mapping for sufficiently small h.
which implies that D(y n , ·) is a contraction mapping. Let h 0 = min{h 1 , h 2 }. Then, by the contraction mapping principle, ∀h < h 0 , there exists a unique solution Y * to the first equation of (3.1), which can be approximated via the iteration (3.3), and
It follows immediately from (3.3) that 0 < δ < 1. This completes the proof. Denote y
Now we estimate the error in the preservation of the quadratic invariants y T Cy caused by the iterations (3.3) on Y . We have the following result.
Theorem 3.1 Let Ω, f and g satisfy the same assumptions as in Lemma 2, and the conditions (2.5) hold. Let h 0 be the one given in Lemma 2. Then ∀h ≤ h 0 , ∀y n ∈ Ω,
where C 2 = α L + β M, D 0 = y 0 + R 0 , with R 0 being the diameter of Ω, and
P roof. Under the conditions (2.5), the implicit SRK method (3.1) preserves the quadratic invariant, i.e., y
Thus,
Meanwhile, for h ≤ h 0 , we have
Substitute (3.8) and (3.9) into (3.7), we derive the result (3.5). This completes the proof.
Remark 4 Since y
T n Cy n = y T 0 Cy 0 , the inequality (3.5) implies that, there exist constants K 1 and K 2 depending on N T , such that
Newton's iteration
Newton's iteration applied to the first equation of (3.1) reads
is invertible. We establish the following lemma which is a stochastic extension of the corresponding deterministic result in [13] .
Lemma 3
Let Ω be assumed as in Lemma 2, and f , g be three times continuously differentiable on Ω. Then for any ǫ > 0, there exists τ 0 > 0 dependent on Ω and ǫ, such that ∀h ≤ τ 0 , ∀y n ∈ Ω,
2. There exists a unique solution Y * to the first equation of (3.1), and it can be approximated by the iteration (3.11);
P roof. The proof is similar to that in [13] , but extended to stochastic context.
(3.13) Substitute (3.13) into (3.12), we have for h ≤ τ 1 ,
Since √ 2kh| ln h|
→ 0 as h → 0, ∀ǫ > 0, ∀y n ∈ Ω, there exists τ 2 > 0 depending on ǫ and Ω, such that ∀h ≤ τ 2 , 2kh| ln h|
To proveD is a contraction mapping, we observe
∀h ≤ τ 1 , according to (3.13), we have
It is obvious that the right hand side of (3.16) tends to zero as h → 0. Therefore, there exists 0
which implies thatD is a contraction mapping. Let τ 5 = min{τ 3 , τ 4 }. Then, according to the contraction mapping principle, for all h ≤ τ 5 , ∀y n ∈ Ω, there exists a unique solution Y * to the first equation of (3.1), which can be approximated via the iteration (3.11). Equation (3.16) implies
∂D ∂Y
(y n , Y * ) = 0. Therefore the iteration (3.11) converges in the second order, i.e., n+1 be defined as in (3.4) . Denotê δ = γD 1 2kh| ln h|.
(3.18)
Then there exists τ 7 > 0, such that for h ≤ τ 7 , 0 <δ < 1. Letτ 0 = min{τ 0 , τ 7 }. We have the following theorem estimating the error in preservation of the quadratic invariants caused by iterations via (3.11).
Theorem 3.2
Let Ω, f and g satisfy the same assumptions as in Lemma 3, and the conditions (2.5) hold. Then ∀h ≤τ 0 , ∀y n ∈ Ω,
with 0 <δ < 1.
P roof. For h ≤τ 0 , using the results (3.9) and (3.18), we have
Similar to (3.7),
This completes the proof.
Remark 5
• Similar to Remark 4, (3.19) implies that, there exist constantK 1 andK 2 depending on N T such that |I(y
• As discussed in Remark 1, the implicit SRK method (3.1) with conditions (2.5) applied to (2.6) can preserve the symplectic structure of (2.6) accurately, though with truncation of ∆W n (see [11] ). In implementation of the implicit SRK methods (3.1), the error in the preservation of the symplectic structure
n+1 − ψ T n Jψ n arising from fixed-point or Newton's iterations can be estimated according to the results in Theorem 3.1 and 3.2, respectively.
• Compared to the results on approximate preservation of symplectic structure by deterministic symplectic Runge-Kutta methods due to iterations in implementation (see [13] ), we find that for fixed-point iteration, the leading error term in the symplectic structure by deterministic symplectic Runge-Kutta methods is O(h N +2 ), while that by stochastic symplectic Runge-Kutta methods is O ((h| ln h|) 
N+2
2 ). For Newton's iteration, the leading error term in the symplectic structure by deterministic and stochastic symplectic Runge-Kutta methods are O(h 2 N −1 ) and O((h| ln h|)
Numerical Experiments
In this section, we apply the explicit SRK schemes, Scheme 1 and 2, as well as the the stochastic midpoint rule to test the behavior of the schemes in preserving quadratic invariants, implemented with fixed point iteration to the Kubo oscillator, and with Newton's iteration to a non-linear stochastic Hamiltonian system.
Explicit SRK methods
The Kubo oscillator dp
where a and σ are constants, is a stochastic system with the quadratic invariant (see [11] )
That is, the phase trajectory is a circle with center at the origin and radius p 2 0 + x 2 0 . We apply Schemes 1 and 2 to this system to observe the order of preservation of quadratic invariants of these two schemes. Choose a = 1, σ = 1, T = 1 and (p 0 , x 0 ) = (0, 1). Figure  1 shows that the order of preservation of quadratic invariants of these two schemes are in good accordance with the theoretically predicted order 2.0 − ǫ and 2.5 − ǫ, respectively.
Let a = 1. Now we compare the Schemes 1 and 2 in preserving quadratic invariants H(p, x) with the Milstein scheme (MI-scheme)
and the midpoint scheme (Midscheme) 1 1 , which implies that it satisfies the condition (2.5) of preserving quadratic invariants. Set h = 0.01, T = 500 and (p 0 , x 0 ) = (0, 1). We do experiments for σ = 1 and σ = 2. It can be seen from Figures 2 and 3 that, after a long period of time, the numerical solution produced by the Milstein scheme differs gradually form the initial circle, the numerical solution produced by midpoint scheme runs along the energy circle, and the numerical solutions obtained by Schemes 1 and 2 run near the initial circle. These phenomenons indicate that Schemes 1 and 2 preserve the quadratic invariant H(p, x) better than the Milstein scheme and worse than the midpoint scheme. Meanwhile, for small values of σ (such as σ ≤ 1.0), Schemes 1 and 2 preform as well as the midpoint scheme in preserving quadratic invariants, and hence the midpoint scheme can be considered as good templates of implicit conservative methods.
Numerical Tests

Fixed-point iteration
Despite the actual explicitness of the midpoint rule applied to the Kubo oscillator (4.1), we treat it as an usual implicit method with truncation of the Wiener increments and fixed-point iterations. It takes the form The fixed-point iteration applied to (5.1) reads
In the numerical tests, we observe the effect on the preservation of the quadratic invariant (4.1) when taking different choices of the iteration number N, the step-size h, and the terminal time T , as well as the convergence rate of the quadratic invariant. In the following, we take a = 2 and σ = 0.3. Since the midpoint rule applied to the Kubo oscillator is of root-mean-square order 1 (see [11] ), we take k = 2 in the truncation ∆W n of realizing ∆W n . Figures  4 and 7 that, as N increases from 2 to 4, the quadratic invariant is much better preserved, while for a smaller h (h = 0.02), the effect is even better. Under the same setting of N and T , the preservation of quadratic invariant is more accurate for h = 0.02 than h = 0.05, as can be observed from Figures 5 and 6 , by which it is also indicated that N = 4 gives better preservation of quadratic invariant than N = 2. As far as T is concerned, the panels (1) and (5) (h = 0.05) show the accumulation of the error in the quadratic invariants as T gets larger, to which the panels (6) and (7) for h = 0.02 are contributed as well.
Suppose
. Figure 8 is devoted to illustrating the change of logarithm of the error in the quadratic invariant at time T ln |(p
against that of N, h and T , from which the decrease of the error with the increase of N, as well as the increase of the error with the increase of h and T can be easily seen. The Newton's iteration for solving (p n+1 , q n+1 ) from the implicit scheme (5.4) reads
where
with In order to test the area preservation in the phase space, we choose the initial phase points (p 0 , q 0 ) from the unit circle in the p − q plane. And we observe the evolution of the circle driven by the midpoint rule (5.4) with Newton's iteration (5.5) under influence of different choices of iteration number N, time step-size h, and terminal time T .
It can be seen from the left panel of Figure 11 that, the red and green dotted lines coincide visually, which indicates that mild variation of the iteration number N within a reasonable domain could have little influence on the area preservation of the algorithm, while the middle and right panels of Figure 11 illustrate obvious growth of error in the area preservation of the algorithms with the increase of h and T , respectively. Figure 12 is devoted to the comparison between the Newton's iteration (5.5) and the fixed-point iteration 8) with N = 1, 2, · · · . Again, the left panel of Figure 12 indicates the little influence with mild change of N for both iteration algorithms. There are similar abilities of area preservation by the two iteration methods under the given data setting, while the middle panel of Figure 12 shows sensitivity of the Newton's iteration with respect to h, and the relative stability of the fixedpoint iteration with respect to h. As demonstrated by the right panel of Figure 12 , with the increase of the terminal time T , the error in area-preservation by both iteration methods grows, while that by the Newton's iteration seems more obvious, which maybe due to its more complicated calculations that are much easier to accumulate round-off errors.
Concluding Remarks
Preserving quadratic invariants is an advantage of numerical methods for performing good numerical behavior in convergence and stability. Stochastic implicit Runge-Kutta methods can posses QI under certain conditions, while they are in general difficult to be realized directly. But when we implement actually implicit SRK methods usually by taking place by either explicit approximates or iterations, which result in loss of accurate preservation of quadratic invariants. Based on the combinatory theory of rooted colored trees, this paper is devoted to firstly give the conditions of preserving the quadratic invariants up to certain orders for explicit SRK methods. Furthermore, this conditions enable establish the nearly conservative explicit SRK methods. Secondly we quantitatively analysis the loss for both explicit approximates and iterative implementation with fixed-point and Newton's iterations. The bounds of errors in the preservation of quadratic invariants by fixed-point and Newton's iterations are provided, which reveals the convergence rate of the errors with respect to the iteration number N, and the time step-size h. Numerical experiments are performed to testify the theoretical results, which support the theoretical results, and suggest appropriate choice of methods and parameters. Meanwhile, though with a theoretically faster convergence, the Newton's iteration is shown in the numerical tests to be more critical and sensible for the choice of h and the initial points than the fixed-point iteration. In other words, the fixed-point iteration might be more reliable in the stochastic context.
