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Abstract
We investigate the asymptotic behavior of solutions of a separable difference equation of the form
xn+1 = anxn
xn−1
, n= 0,1, . . . ,
where {an}∞n=0 is a sequence of nonzero real numbers and the initial conditions x−1, x0 are nonzero
real numbers.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
Consider the difference equation
xn+1 = anxn
xn−1
, n= 0,1, . . . , (1)
where {an}∞n=0 is a sequence of nonzero real numbers and the initial conditions x−1, x0
are nonzero real numbers. Our goal in this paper is to study the asymptotic behavior of
solutions of Eq. (1). We establish conditions on the nonzero sequence {an}∞n=0 so that
every solution of Eq. (1) is periodic of the same period, converges to a limit point, or to a
limit cycle. We also pose some open questions concerning Eq. (1).
This research is motivated by Open problem 3.4.5 in [1] which we restate below.
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R. Abu-Saris, R. DeVault / J. Math. Anal. Appl. 280 (2003) 148–154 149Open problem 3.4.5. Let {an}∞n=0 be a sequence of nonzero real numbers. In each of the
following cases investigate the asymptotic behavior of all solutions of Eq. (1):
(i) {an}∞n=0 converges to a finite limit;
(ii) {an}∞n=0 converges to ±∞;
(iii) {an}∞n=0 is periodic with prime period p  2.
It is not difficult to see that if an →±∞ as n→∞, then wn = 1/xn satisfies the dif-
ference equation
wn+1 = bnwn
wn−1
,
where bn = 1/an. Therefore, it suffices to consider the asymptotic behavior of solutions of
Eq. (1) when {an}∞n=0 converges to a finite limit.
This paper is organized as follows. In Section 2 we develop necessary and sufficient
conditions on the sequence {an}∞n=0 for the periodicity of all solutions. In Section 3 we
establish sufficient conditions on the sequence {an}∞n=0 for convergence of solutions to a
limit cycle. Finally, in Section 4, we characterize vanishing sequences {an}∞n=0 that will
force all solutions to be attracted to the limit point zero.
2. Periodicity
Note that {xn}∞n=−1 can be factored as xn = ynzn, where {zn}∞n=−1 satisfies the separable
difference equation
zn+1 = zn
zn−1
, z0 = x0, z−1 = x−1,
and {yn}∞n=−1 satisfies Eq. (1) with initial conditions y0 = y−1 = 1.
Since every solution {zn}∞n=−1 of the above equation is periodic of prime period six,
periodicity of {xn}∞n=−1 is assured once periodicity of {yn}∞n=−1 is established. With this
goal in mind, we have the following lemma.
Lemma 2.1. Let {yn}∞n=−1 be a solution of Eq. (1) with y−1 = y0 = 1. Then
yn =
n−1∏
j=0
a
(2/
√
3 ) sin((n−j)π/3)
j , n= 1,2, . . . .
Proof. Clearly the lemma is true for n= 1. By Eq. (1), if the lemma is true for n and n−1,
then
yn+1 =
an
∏n−1
j=0 a
(2/
√
3 ) sin((n−j)π/3)
j∏n−2
j=0 a
(2/
√
3 ) sin((n−1−j)π/3)
j
= anan−1
n−2∏
a
(2/
√
3 )[sin((n−j)π/3)−sin((n−1−j)π/3)]
jj=0
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n−2∏
j=0
a
(2/
√
3 ) sin((n+1−j)π/3)
j =
n∏
j=0
a
(2/
√
3 ) sin((n+1−j)π/3)
j .
The result now holds by induction. The proof is complete. ✷
If {yn}∞n=−1 is periodic with prime period q , then, by Eq. (1) and the definition of
periodicity, we have
anyn
yn−1
= yn+1 = yn+q+1 = an+qyn+q
yn+q−1
= an+qyn
yn−1
.
This implies that
an+q = an for all n,
i.e., {an}∞n=0 is periodic with (not necessarily prime) period q .
If {an}∞n=0 is periodic with prime period p  2, and q = lcm{p,6}, then, by Lemma 2.1
and the definition of periodicity, we have
yn+q =
n+q−1∏
j=0
a
(2/
√
3 ) sin((n+q−j)π/3)
j
=
(
q−1∏
j=0
a
(2/
√
3 ) sin((n+q−j)π/3)
j
)(
n+q−1∏
j=q
a
(2/
√
3 ) sin((n+q−j)π/3)
j
)
=
(
q−1∏
j=0
a
(2/
√
3 ) sin((n−j)π/3)
j
)(
n−1∏
j=0
a
(2/
√
3 ) sin((n−j)π/3)
j+q
)
=
(
q−1∏
j=0
a
(2/
√
3 ) sin((n−j)π/3)
j
)
yn.
Hence, {yn}∞n=−1 is periodic with period q if and only if
q−1∏
j=0
a
(2/
√
3 ) sin((n−j)π/3)
j = 1 for all n.
In summary, we have the following result:
Theorem 2.1. If {an}∞n=0 is periodic of prime period p  2, then every solution {xn}∞n=−1
of Eq. (1) is periodic of prime period q = lcm{p,6} if and only if
q−1∏
j=0
a
(2/
√
3 ) sin((n−j)π/3)
j = 1 for n=−1,0,1.
For the sake of illustration, we present the following example.
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six. However, {xn}∞n=−1 is not periodic. In fact, direct calculations give
5∏
j=0
a
(2/
√
3 ) sin((−1−j)π/3)
j =
1
5
,
5∏
j=0
a
(2/
√
3 ) sin(−jπ/3)
j = 1,
5∏
j=0
a
(2/
√
3 ) sin((1−j)π/3)
j = 5.
3. Attractive limit cycle
In this section we study the case when {an}∞n=0 converges to a nonzero finite limit L.
Since the substitution yn = xn/L satisfies yn+1 = bnyn/yn−1, bn = an/L→ 1 as n→∞,
we may assume, without loss of generality, that L= 1.
Theorem 3.1. Let {xn}∞n=−1 be a solution of Eq. (1). Then {xn}∞n=−1 converges to a period-
six solution if one of the following two conditions hold:
(a) There exists N >−1 such that nN implies that an  an+1  1;
(b) There exists N >−1 such that nN implies that 1 an+1  an.
Proof. We will prove case (a). The proof of case (b) is similar and will be omitted. We
may assume without loss of generality that an  an+1  1 for all n−1. By Eq. (1) and
part (a), we have
xn+3 = an+2an+1
xn
 1
xn
, n=−1,0,1, . . . , (2)
and
xn+6 = an+5an+4
an+2an+1
xn  xn, n=−1,0,1, . . . . (3)
But (3) implies that the subsequences
{x6n+i}∞n=0, i =−1,0,1,2,3,4,
are nondecreasing sequences that are bounded below by xi , and (2) implies that
x6n+i 
1
x6n+i−3
 1
xi+3
, n= 1,2, . . . ,
i.e., each subsequence is bounded above. Hence each subsequence is convergent. The proof
is complete. ✷
Remark 3.1. It is important to note that if {an}∞n=0 converges to one but not eventually
monotonically, then the solution {xn}∞ to Eq. (1) need not converge to a six cycle.n=−1
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exp(1/(n+ 1)) and let a6n+i = 1, where i = 1,2,3,4,5. Then
x6n+1 = exp
(
n∑
i=0
1
i + 1
)
, n= 0,1, . . . .
Clearly this subsequence is unbounded.
Open problem 3.1. Suppose that {an}∞n=0 converges to one. Find necessary and sufficient
conditions on {an}∞n=0 so that every solution {xn}∞n=−1 of Eq. (1) converges to a six cycle.
4. Attractive limit point
In this section, we study the case when {an}∞n=0 converges to zero. We will be finding
conditions on {an}∞n=0 so that the solution {xn}∞n=−1 of Eq. (1) converges to zero, and so
we may assume without loss of generality that {an}∞n=0 is positive. We will consider two
classes of vanishing sequences. Namely, those with the property that an+1/an M < 1
for sufficiently large n, and those with the property that an+1/an converges to one. It turns
out that the first is easy to handle. In fact, we have the following lemma, which we state
without proof.
Lemma 4.1. If an+1/an M < 1 for all sufficiently large n, then every solution {xn}∞n=−1
of Eq. (1) converges to zero.
For the rest of this section we will consider the case where {an}∞n=0 is a vanishing
sequence such that an+1/an converges to one.
Lemma 4.2. Suppose that {an}∞n=0 is a vanishing sequence such that an+1  an for all
sufficiently large n and an+1/an converges to one. Assume further that there exists a
positive integer k  2 such that
an+1a2n+kan+k−2  ana2n+k−1an+k+1 (4)
holds for all sufficiently large n. Then every solution {xn}∞n=−1 of Eq. (1) converges to zero.
Proof. Set xn = an+k−1yn. Then {yn}∞n=−1 satisfies
yn+1 = bnyn
yn−1
,
where
bn = anan+k−1
an+kan+k−2
.
But, the given hypothesis assures that bn  1 and bn+1  bn. Hence the result follows by
applying Theorem 3.1(b). ✷
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of Lemma 4.2, then so do, {apn }∞n=0, p > 0, and {anbn}∞n=0.
To illustrate the applicability of Lemma 4.2, consider the following example.
Example 4.1. It is not difficult to see that the sequences an = 1/n, n  1, an = 1/ ln(n),
n 3, an = exp(±1/n)/n, n > 2, an = sin(1/n), n > 2, and an = 1− cos(1/n), n > 2, all
satisfy the hypothesis of Lemma 4.2. Furthermore, by Remark 4.1, Lemma 4.2 is applicable
to 1/np, p > 0, 1/nq [ln(n)]p, p,q > 0.
Example 4.2. An example of a sequence that does not satisfy the hypothesis of Lemma 4.2
is
an = 1
/(
3n+ (−1)n), n= 0,1,2, . . . .
Computer observations indicate that in this case, every solution of Eq. (1) tends to zero,
but our theory does not apply.
Remark 4.2. It is important to mention that, if {an}∞n=0 converges to zero, then one may
deduce, falsely, that {xn}∞n=−1 tends to zero whenever {an}∞n=0 tends to zero. This deduction
may be due to the fact that any solution, in this case, cannot persist. This means that there
will always be a vanishing subsequence. In fact, in view of Eq. (2), there can be at most
three subsequences that may converge to nonzero limits. However, the example below
shows that there are vanishing sequences {an}∞n=0 for which {xn}∞n=−1 does not converge
to zero.
If x−1 = x0 = 1, and
an = 1(n+ 1)/6, n= 0,1,2, . . . ,
then
x6k−1 = 1, k = 0,1,2, . . . .
It is also true that {an}∞n=0 need not converge to zero in order for every solution {xn}∞n=−1
of Eq. (1) to converge to zero. Consider the following example. Let
an =
{
1 for n= 0,2,4, . . . ,
1/n! for n= 1,3,5, . . . .
Then it is easy to see that every solution {xn}∞n=−1 of Eq. (1) tends to zero.
While {an}∞n=0 need not tend to zero for every solution {xn}∞n=−1 of Eq. (1) to vanish, it
is true that there must exist a subsequence of {an}∞n=0 that tends to zero. More specifically,
we have the following
Lemma 4.3. A necessary condition for every solution {xn}∞n=−1 of Eq. (1) to converge to
zero is that {anan−1}∞ tends to zero.n=1
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M > 0 and a subsequence ank such that ankank−1 >M. Since {xn}∞n=−1 tends to zero, there
exists N > 0 such that nN implies that xn <M. Now from Eq. (2) we have that
xnk+1 =
ankank−1
xnk−2
.
Thus for nk > N, it is true that xnk+1 > 1. This is a contradiction, and the proof is complete.✷
We end with the following open question.
Open problem 4.1. Find necessary and sufficient conditions on {an}∞n=0 so that every
solution {xn}∞n=−1 of Eq. (1) converges to zero.
References
[1] M. Kulenovic, G. Ladas, Dynamics of Second Order Rational Difference Equations, Chapman and Hall/CRC
Press, 2002.
