The experimental characterization of the spatial and temporal coherence properties of the free-electron laser in Hamburg (FLASH) at a wavelength of 8.0 nm is presented. Double pinhole diffraction patterns of single femtosecond pulses focused to a size of about 10×10 µm 2 were measured. A transverse coherence length of 6.2 ± 0.9 µm in the horizontal and 8.7 ± 1.0 µm in the vertical direction was determined from the most coherent pulses. Using a split and delay unit the coherence time of the pulses produced in the same operation conditions of FLASH was measured to be 1.75 ± 0.01 fs. From our experiment we estimated the degeneracy parameter of the FLASH beam to be on the order of 10 10 to 10 11 , which exceeds the values of this parameter at any other source in the same energy range by many orders of magnitude. (4) were well satisfied in our experimental geometry. The maximum time delay introduced through the path length difference was τ max ≈ 0.6 fs and was smaller than the temporal coherence length τ c = (1.75 ± 0.0.01) fs measured by the split and delay unit (see below). Therefore, we could safely assume that in transverse coherence measurements |γ eff 12 (τ)| ≈ |γ eff 12 (0)| and α 12 (τ) ≈ α 12 (0). 36. An unconstrained fit yields a value of |γ eff 11 | ≈ 0.8 in both directions and provides slightly larger values for the transverse coherence length. We attribute this to inhomogenities in the transmission through the pinholes. 37. J. Chalupsky, J. Krzywinski, L. Juha, V. Hajkova, J. Cihelka, T. Burian, L. Vyain, J. Gaudin, A. Gleeson, M.
that the full beam was split in the middle and overlapped again meaning that parts of the center of the beam were overlapped with parts of the edge of the beam (see [27] for details). This corresponds to a large pinhole separation in a Young's double pinhole experiment yielding reduced values of |γ 12 (0)|. The beam was not spatially filtered with the apertures of the PG2 beamline, which would increase the contrast. Additionally, Ce:YAG crystals are known to saturate at high intensities [40] , which can result in a degradation of fringe visibility. 40. D.P. Bernstein, Y. Acremann, A. Scherz, M. Burkhardt, J. Sthr, M. Beye, W. F. Schlotter, T. Beeck, F. Sorgenfrei, A. Pietzsch, W. Wurth, A. F¨hlisch, "Near edge x-ray absorption fine structure spectroscopy with x-ray freeelectron lasers," Appl. Phys. Lett. 95, 134102 (2009). 41. We used the following FLASH operation parameters [42, 43] K = 1.23, λ w = 27.3 mm, I = 2200 ± 300 A, γ = 1741, σ ⊥ = 95 ± 35 µm, and A JJ = 0.83 to calculate the FEL parameter ρ in equation (11) . The error is derived by applying the Gaussian error propagation law. 42. http://flash.desy.de/accelerator/, access December 2011. 43. B. Faatz, private communication.
Introduction
Free-electron lasers (FELs) based on the self-amplified spontaneous emission (SASE) principle produce extremely brilliant, highly coherent radiation in the extreme ultraviolet (XUV) [1] and hard x-ray [2] range. Utilizing the high photon flux, the femtosecond pulse duration and the high degree of coherence, techniques like coherent x-ray diffraction imaging (CXDI) [3, 4, 5, 6] x-ray holography [7] and, recently, nano-crystallography [8] promise important new insights in biology [9, 10] , condensed matter physics [11] and atomic physics [12] . Some of these methods can be implemented only if the radiation is sufficiently coherent, both spatially and temporally. This means that the knowledge of the coherence is mandatory for the success of these experiments. Moreover, it was shown recently that small deviations from perfect coherence can be taken into account in the CXDI method if the degree of coherence is known [13, 14] . Both, temporal and transverse coherence effects also play a role in the now accessible field of non-linear excitations of atoms and molecules [15] .
Free-electron laser in Hamburg (FLASH) started its operation in 2005 as the first FEL in the XUV wavelength range. It delivered radiation of unprecedented brightness at a wavelength down to 6.5 nm (first reached in October 2007) and generated pulses as short as 10-15 fs Full Width at Half Maximum (FWHM) [1] . A variety of ground breaking experiments [16] , including the first demonstration of single pulse femtosecond coherent imaging [5] and studies of the photoelectric effect at ultra-high intensities [17] , were performed at FLASH. In 2009 FLASH went through a major upgrade [18] , where, along with another electron energy upgrade yielding photon wavelengths down to about 4 nm, a 3rd harmonic accelerator module was installed, in order to improve the capabilities for longitudinal electron bunch compression and in this way enhance the machine stability. This led to a higher stability of the FEL operation at the expense of longer pulse durations, typically around 100 fs. The aim of our experiment was to characterize the coherence properties of the FLASH beam after this upgrade.
Measurements of transverse coherence properties of FEL sources have been reported earlier [19, 20, 21] . In these experiments a number of shots were averaged and an average transverse coherence length was determined. Contrary to a visible laser, where a resonator typically permits the growth of only a single transverse "TEM 00 " mode, in a SASE FEL a variety of modes can be amplified [22] . The signal at the end of the undulator depends on the shot noise in the electron bunch entering the undulator. As such, the radiation properties, including the transverse coherence, may change from shot to shot. Although no significant shot to shot variations of the coherence properties were observed at the Linac Coherent Light Source (LCLS) [23] , at FLASH, with its lower electron and photon energies, we may expect these variations to be more important. In this paper we present measurements of the transverse coherence properties of FLASH and investigate how they fluctuate from shot to shot. To address this important question, we employed the single-shot methodology developed in [23] and conducted Young's double pinhole experiment [24, 25] with single FEL pulses.
The other important statistical characteristic of the FEL radiation is its temporal coherence. Due to the same electron bunch instabilities, which lead to partial spatial coherence, the FEL pulses are partially coherent in the time domain. The photon pulse is not merely a single longitudinal mode but rather consists of several spikes with a width of about the coherence time. These longitudinal modes can be correlated and interfere with each other, which affects the coherence time. This complicated phenomena was recently observed experimentally [26] . To analyze the temporal coherence properties at FLASH we used an autocorrelation setup [27] . The single FLASH pulse was split into two parts on a wavefront dividing split mirror. These two parts were brought to an overlap on the detector with an adjustable time delay. The visibility of the interference fringes in the overlap region contains information on the degree of correlation of the time delayed pulses, and therefore on the temporal coherence properties of the radiation.
A number of measurements of the transverse [19, 20, 21] and temporal [21, 28, 26] coherence of FLASH operating before the upgrade have been reported. Here we combine spatial and temporal coherence measurements using Young's double pinholes and a split and delay unit at the same operation conditions of FLASH after its upgrade in 2009.
Theory
The concept of optical coherence is associated with interference phenomena, where the Mutual Coherence Function (MCF) [24, 25] 
plays the major role. It describes the correlation between two complex values of the electric field E * (r 1 ,t) and E(r 2 ,t + τ) at different points r 1 and r 2 in space, separated by the time interval τ. The brackets · · · T denote the time average over a time interval T . To experimentally characterize the MCF, the spatial and temporal properties are measured. The former can be accessed by Young's double pinhole experiment [24, 25] , whereas the latter may be studied using a split and delay line [26, 28] . In these interference experiments the complex field E(r,t) is divided into two parts, E 1 (r 1 ,t) and E 2 (r 2 ,t), by the double pinhole or the split mirror. Here r 1 and r 2 are the positions in the plane of the apertures or the split mirror. The interference between the two propagated fields E 1 (u,t) and E 2 (u,t + τ) is observed in the overlap region on the detector and the degree of coherence of the incident radiation field can be determined from the contrast of the interference fringes. The coordinate u lies in the observation plane and τ is the time delay, which is introduced through the difference between the propagation path lengths of the two beams. For narrowband light with an average wavelength λ the intensity distribution measured in the observation plane may be expressed as [24] I
where I 1,2 (u) are the intensities of the individual fields and
is the complex degree of coherence in the plane of the apertures or the split mirror. Here, according to the definition (1) I 1 ≡ Γ 11 (0), I 2 ≡ Γ 22 (0) are the intensities incident on the double pinhole or on the split mirror. In equation (2) δ (u) is the rapidly changing phase of γ 12 (τ), which gives rise to interference fringes in the observation plane. The slowly varying phase of
In a Young's double pinhole experiment the fast varying phase term δ (u) can be expressed as [24] [24] . The incident intensity is assumed to be constant across each pinhole. For sufficiently big pinhole to detector distances the Airy patterns from different pinholes overlap on the detector [24] and equation (2) can be simplified to
where the effective complex degree of coherence is given by
From the definition of γ eff 12 (τ) in equation (5) it is immediately seen that if the intensities incident on individual pinholes differ in magnitude, the contrast observed in the experiment is reduced as compared with the degree of coherence of the incident radiation. If the time delay τ associated with the path length difference between the pinhole one and two is smaller than the coherence time τ c , then γ eff 12 (τ) ≈ γ eff 12 (0) and α 12 (τ) ≈ α 12 (0) are good approximations. Typically, the double pinhole experiment is conducted for different pinhole separations d and the transverse coherence length is defined as a characteristic width of |γ 12 (0)|. To characterize the transverse coherence it is convenient to introduce the normalized degree of coherence as [29, 30] 
This quantity approaches unity for highly coherent and zero for incoherent radiation.
In the split and delay line the interfering fields are generated at the split mirror and are propagated through different arms of the instrument. Both beams are brought to full overlap in the observation plane with approximately equal intensities I 1 (u) ≈ I 2 (u). The interference fringes occur due to the recombination angle θ , which also is the angle between the wavefronts of both beams. The fast varying phase term in equation (2) in this case is given by [21] δ (u) = 2πu · n ⊥ tan(θ )/λ , where n ⊥ is the unit vector along the direction perpendicular to the interference fringes. The analysis of the visibility of fringes can be conveniently performed using the Fourier transform. Assuming that the modulus of the complex coherence function |γ 12 (τ)| and α 12 (τ) are constant within the interference pattern, the Fourier transform of equation (2) yields [31] 
whereĨ(f) andĨ 1 (f) denote the Fourier transforms of I(u) and I 1 (u), δ is the Dirac delta function, ⊗ is the convolution operator, f is the frequency coordinate, and the fringe frequency is given by f s = n ⊥ λ / tan(θ ). Equation (7) contains one central term and two 'sideband' terms. The central term is the sum of the autocorrelation functions of the two beams. The 'sideband' terms contain the information on the degree of cross correlation between the interfering fields. According to equation (7) the modulus of the complex coherence function can be determined as
For a fixed overlap the visibility of the resulting fringes is analyzed as a function of the time delay τ c caused by the two different propagation distances in the split and delay unit. From these measurements one can deduce the coherence time of the radiation, τ c , which we defined according to [24] as
where
In FEL theory the coherence time can be approximated by [22, 32] 
where λ is the resonance frequency, ρ is the FEL parameter and c is the speed of light. The FEL parameter in equation (11) can be expressed as
, where I is the electron beam current, K is the undulator parameter, λ u is the undulator period, I A = 17 kA is the Alfvén current, γ is the relativistic (Lorentz) factor, and σ ⊥ is the transverse Root Mean Square (rms) size of the electron bunch. The coupling factor A JJ for a planar undulator is A JJ = |J 0 (Q) − J 1 (Q)|, where J 0 and J 1 are Bessel functions of the first kind and
Experiment
The transverse and temporal coherence of FLASH were measured at a lasing wavelength of 8.0 nm. The FEL generated single pulses at a repetition rate of 10 Hz with an average energy of 180 µJ per pulse. FLASH was operated with a bunch charge of 0.8 nC and an electron energy of around 891 MeV. Six modules of the undulator with a total length of 30 m were used. The FEL was expected to lase in the saturation regime at these operation conditions. The pulse duration was estimated to be about 100 fs (see below). The outline of both experiments for the measurements of the transverse and longitudinal coherence is shown in Figure 1 .
(a) Transverse coherence measurements
The spatial coherence measurements were carried out at the BL2 beamline at FLASH (see Figure 1(a) ). The beam delivery system consisted of two flat distribution mirrors and an elliptical mirror, which focused the beam to a size of about 10 × 10 µm 2 (FWHM) 70 m downstream from the undulator exit. The acceptance of the mirrors was sufficiently large in both directions, therefore we assume that the beam was not cut by the mirrors. The double pinhole apertures were positioned in the focus inside a dedicated vacuum chamber (HORST [33] ). Double pinholes with varying separations between the pinholes have been manufactured to measure the degree of coherence at different relative distances. The pinhole separation varied between 4 µm and 11 µm in the horizontal direction and between 2 µm and 15 µm in the vertical direction. With increasing pinhole separation less intense parts of the beam were probed. To record a similar signal from all apertures we varied the pinhole diameter between 340 nm for the smallest pinhole separation and 500 nm for the largest pinhole separation.
Due to the extremely high power densities in the focus, each aperture set was destroyed during the interaction with a single FEL pulse. About ten identical apertures were manufactured for each pinhole separation to improve statistics of the measurements. All apertures were fabricated by electroplating a 1.3 µm thick gold layer on top of a 100 nm silicon nitride substrate. The substrate was supported by 50×50 µm 2 windows etched in a 200 µm thick silicon wafer and was eventually removed by hydrofluoric acid to increase the transmission through the pinholes. Individual pairs of apertures were separated by 768 µm from each other in both directions.
The double pinhole diffraction patterns were recorded with an in-vacuum Charge Coupled Device (CCD) (LOT/Andor DODX436-BN) with 2048 × 2048 pixels, each (13.5 µm) 2 in size. A 3 mm linear beamstop manufactured out of B 4 C was oriented perpendicular to the interference fringes and protected the CCD from the direct FEL beam (see Figure 1(a) ). A 200 nm thick Pd foil supported by 100 nm parylene-N was mounted 29 mm upstream from the camera to absorb the visible light generated during the damage process of the apertures. A sample to detector distance of 0.34 m provided a sufficient sampling of the fringes (13 pixels per fringe for a 15 µm pinhole separation), which is necessary for the evaluation of the double pinhole interference patterns.
(b) Temporal coherence measurements
The temporal coherence measurements were carried out directly after the transverse coherence measurements at the plane grating monochromator beamline PG2 [34] . There was no further tuning of the machine involved. A typical single pulse and average spectra are shown in Figure  2 . From the average spectrum we estimate a FWHM bandwidth of about 1.4% for the FEL radiation. Analyzing individual single shot spectra we estimate an average pulse duration to be on the order of 100 fs. This number is retrieved by counting the individual spikes in the single shot spectra and multiplying the average number of spikes per pulse with the measured coherence time (see below). The plane grating monochromator was used in zero order, and the longitudinal coherence was measured by using the permanently installed split and delay unit [27] (see Figure 1(b) ) of the PG2 beamline. This device is able to geometrically split each pulse delivered by FLASH into two pulses and delay them up to 5.1 ps in time with respect to each other with less than 100 as accuracy. Afterwards, the two pulses can be overlapped in space on a Ce:YAG screen 3.5 m downstream in the beamline creating interference fringes when the pulses overlap in time. The images of the overlapped pulses were recorded at the machine pulse repetition rate of 10 Hz using a Basler scA1300-32fm FireWire CCD camera outside of the vacuum chamber. The camera has in total 1296 × 966 pixels with a pixel size of (3.75 µm) 2 . As optics we used a Sill Optics S5LPJ0635 lens with a magnification of 1.102 yielding sufficient resolution to resolve the interference fringes. The complete setup was mounted on an x-y positioning stage allowing for a fast alignment of the camera to the beam position. The measurements were not done in the focus of the beam but rather between the two intermediate foci for the horizontal and the vertical direction.
Results

(a) Transverse coherence measurements
Typical recorded and dark field corrected single shot diffraction patterns are shown in Figure  3(a,b) as a function of the momentum transfer q for a pinhole separation of 4 µm. In Figure  3 (a) the double pinhole was oriented horizontally and the vertical fringes originate from the interference between the field scattered at different pinholes. In Figure 3 (b) a similar diffraction pattern measured with a vertically oriented double pinhole is presented. The first minimum of the Airy distribution is visible at |q| ≈ 25 µm −1 in both figures. The line scans through the measured diffraction patterns (Figure 3(c,d)) show a high contrast level for the small pinhole separation for both, the horizontal and vertical directions. The contrast decreases for larger separations (see Figure 3(e,f) ), which indicates a smaller magnitude of the complex degree of coherence at these length scales.
On most of the diffraction patterns additional noise was observed. It consisted of a constant background and a few hot pixels randomly distributed over the whole diffraction pattern ('salt and pepper noise'). We attribute the appearance of this noise to the light generated during the damage process of the pinholes. Since the Pd foil was not attached to the detector but was positioned a few centimeters upstream, light could leak between the foil and detector and can be a source of this noise.
To determine the modulus of the effective complex degree of coherence |γ eff 12 | for each measured single shot interference pattern, equation (4) was fit to the data [35] . We added a constant A to equation (4) to accommodate for the presence of the constant background noise. The hot pixels were removed from the diffraction patterns and were not considered in the analysis procedure. In particular, the two-dimensional area marked with a white rectangle in Figure 3(a,b) was analyzed. Eight fit parameters including γ eff 12 , (I 1 + I 2 ), D, d, α 12 , A and the position of the optical axis in the horizontal and vertical directions were found. The quality of fit was characterized by an R-factor R = ∑ i (I th
where I exp is the background corrected measured data, I th is the fit and summation is made over all points in the fitted area. All fits with R > 0.01 were excluded from the further analysis (less than 50% from the total number of the diffraction patterns in each direction). For each shot a confidence interval of |γ eff 12 | was determined as a value for which R was twice as large as the minimum value, while all other fit parameters were fixed. Typical fit results are shown in Figure 3(c-f) .
As a result of the data analysis, the modulus of the effective complex degree of coherence |γ eff 12 | as a function of the pinhole separation is shown in Figure 4 Figure 4(a,b) . This yields an upper bound estimate of the transverse coherence length in each direction. In this way we determined the transverse coherence length (rms) to be l H c = 6.2 ± 0.9 µm in the horizontal and l V c = 8.7 ± 1.0 µm in the vertical direction. During this fitting procedure we fixed the value of |γ eff 11 | at zero pinhole separation to one according to its definition (1, 3, 5) [36].
According to equation (3) the information about the intensity profile of the beam is required to characterize the MCF Γ 12 (τ) completely. To measure the beam profile in the plane of the apertures we analyzed PMMA imprints produced by single FEL pulses with a varying degree of attenuation of the beam [37] . Three sets of PMMA imprints with one order of magnitude difference in attenuation of the incoming beam were analyzed. Using the Gaussian beam approximation a beam size of (10 ± 2) × (10 ± 2) µm 2 FWHM was determined. In the horizontal direction additional features on the sides of the beam were observed. For the strongly attenuated beam, however, round craters, 15 µm in diameter, indicate that the central part of the beam is round.
As follows from our analysis (see Figure 4 ) the values of |γ eff 12 | vary significantly from shot to shot for the same pinhole separation. We attribute this variation mainly to the beam position instabilities in the plane of the sample. If the center of the beam does not hit the center of the double pinhole the intensities incident on individual pinholes will necessarily be different. This difference yields a reduced value of |γ eff 12 | as compared with |γ 12 | (see equation (5)). We estimated the deviation of the beam center relative to the sample by analysing the PMMA imprints measurements. The positions of thirty two craters in the PMMA were found and compared with the nominal positions expected from the stage movement. A maximum offset between the position of the apertures and the incident beam was determined to be ±12 µm in the horizontal and ±8 µm in the vertical direction [38] . Using these values as the offset of a Gaussian beam with a size of 10 × 10 µm 2 , we can calculate the difference of the intensity incident on pinhole one and two. The error imposed by this uncertainty in position compared to the Gaussian fit through the highest values of |γ eff 12 | (black solid line in Figure 4(a,b) ) is shown by the blue dashed line in Figure 4(a,b) . Most of the measured values lie between the black and the blue line, which indicates that the positional uncertainty is the dominant cause for the apparent variations in |γ eff 12 |. However, as this error is quite significant, we cannot definitively exclude shot to shot variations in the degree of coherence |γ 12 |.
Combining the measured beam size with the highest values of the complex coherence function we determined the degree of transverse coherence ζ (see equation (6)) of the radiation at FLASH. Utilizing the Gaussian Schell-model [25] we estimated a value of ζ x = 0.59 ± 0.10 in the horizontal and ζ y = 0.72 ± 0.08 in the vertical directions. That gives for the total degree of coherence obtained in our experiment a value of ζ = ζ x ζ y = 0.42 ± 0.09. The decomposition of the radiation field into a sum of coherent modes [25, 30] has shown that 2 modes in each direction are sufficient to describe the coherence properties in the measured area of the beam. This means (see for derivation [23] ) that about 62 ± 11% of the total radiation power is concentrated in the dominant transverse mode.
The coherence measurements presented here indicate a significantly higher degree of transverse coherence of the FLASH beam than previously reported values [19] . We attribute this to the implementation of the 3rd harmonic cavity to the FLASH accelerator complex [18] . A comparison with values reported for the LCLS [23] shows, that both machines, though operating at significantly different wavelengths and different pulse energies, provide similar values of the degree of coherence (in the measurements at LCLS [23] the wavelength was 1.6 nm, the average energy per pulse 1 mJ and the degree of coherence about 75%).
(b) Temporal coherence measurements
The visibility of the interference pattern was measured as a function of the time delay between the two pulses. From these measurements one can deduce the mean electric field autocorrelation function of the FEL radiation. The analysis of the data was done by performing a twodimensional Fourier transform of the recorded fringe patterns (see equation (7) and reference [26] for details). In comparison with the experiment reported in [26] the detector unit has been significantly improved by isolation of the detection system from the background light (light from the experimental hall) and magnification of the FEL beam size on the detector. Since FLASH was operating in single bunch mode, each image contains the interference pattern of a single pulse on the Ce:YAG crystal. Therefore, the presented data was not affected by blurring of the interference patterns and thus reduction of the contrast. This blurring can appear for long delays when microbunches in a bunch train have a slightly different wavelength which leads to a change of the fringe spacing [26] .
A typical single shot interferogram for the time delay τ = 0 is shown in Figure 5 (a). From the recorded interference patterns we subtracted the background, which was calculated for each image by averaging a region in the corner of the image. After this background subtraction the occasionally occurring negative values were set to zero. A two dimensional Fourier transform (see Figure 5(b) ) of the processed image was calculated and also background corrected. The modulus of the complex coherence function |γ 12 (τ)| was found for each single shot according to equation (8) . An average of the Fourier transform of the data in the regions marked by AC (autocorrelation) and XC (cross correlation) (see Figure 5 (b)) were used in this analysis. A number of single shot measurements for each time delay τ was averaged to improve the statistics and to determine the average complex coherence function as a function of the time delay [39] .
In order to determine the coherence time the modulus of the complex coherence function was normalized according to equation (10) . Figure 6 shows the normalized value |g(τ)| as a function of the time delay. The measured coherence time determined by equation (9) has For the FLASH parameters used in our experiment [41] we estimated the FEL parameter to be ρ = 1.9 × 10 −3 . That gave theoretical estimate of the coherence time using equation (11) τ th c = 1.1 ± 0.3 fs, that concords well with the measured coherence time.
Close inspection of Figure 6 shows, that the modulus of the complex coherence function contains several time scales, which has been also reported in [26] . To determine these time scales the data were fitted with three Gaussian functions. The result of this fit is presented in Table 1 . We interprete these three contributions in the following way. The shortest peak 1 with a width of 1.54 ± 0.01 fs (57.8 ± 0.8 wavecycles) is the contribution of the coherence time of the single FEL spikes within one pulse. The longest peak 3 with a width of 42 ± 1 fs (1575 ± 37 wavecycles) describes the decay of the degree of correlation between individual spikes in the FEL pulse. In our experiment, the normalized temporal coherence reaches a value close to zero for delays of about 1300 wavecycles, whereas the measurement of the temporal coherence reported in [26] at 9.6 nm has reached zero already at about 300 wavecycles. In this experiment, the electron bunch charge was set to 0.76 nC, which is close to the 0.8 nC, used during our measurements. However, before the upgrade, FLASH was operated with a non symmetrical electron bunch shape yielding a leading high current peak and a long tail [18] . After the implementation of the 3rd harmonic cavity the pulses tend to be longer. Short pulses were not accessible during our measurements immediately following the restart of the FLASH after the upgrade.
The asymmetry, which can be seen in Figure 6 for short delays ( 5 fs) can be attributed to an asymmetry in the two photon beams and is governed by peak 2 with a width of 4.93 ± 0.06 fs (185 ± 2 wavecycles). It may be a result of a non-constant non-linear chirp in the transverse Table 1 . Full width at half maximum of the three time scales contributing to the temporal coherence as determined by fitting three Gaussian functions to the data. direction of the photon beam, as well as a tilt of the wave front or longitudinal pulse double structures. Since we split the incoming beam by means of wavefront division, this can be back-translated to a non-linear chirp along the transverse direction of the photon beam. These asymmetries have also been measured in several other experiments using different techniques [26, 28, 15] .
Discussion
The statistical properties of the radiation at FLASH are described by the full mutual coherence function Γ(r 1 , r 2 ; τ). We have characterized the MCF as a function of the space coordinates and as a function of the time delay. Combining the results from these measurements we determined the magnitude of the complete MCF of the radiation at FLASH, assuming the radiation is cross spectrally pure [24] . According to its definition (1) the MCF is a function of two coordinates in space and one coordinate in time. For visualization purposes we show a 3D representation of the MCF |Γ V (y 1 , y 2 ; τ)| in the vertical direction in Figure 7 . A similar result is obtained for the MCF |Γ H (x 1 , x 2 ; τ)| in the horizontal direction. Taking into account the pulse duration we can estimate the degeneracy parameter δ [25, 22] of the FLASH beam. It describes the number of photons found in the same quantum state or a single mode of radiation. The average total number of photons per single pulse was about 7 × 10 12 . From our transverse coherence measurements we have approximated that about 65% of the total power is concentrated in the dominant transverse mode. Using the determined coherence time of about 2 fs and the average pulse duration of 100 fs we estimate that about 1% of the total power is concentrated in a single longitudinal and transverse mode. This yields an estimate of the degeneracy parameter δ ∼ 10 10 to 10 11 . This number is significantly higher than at any other source at these photon energies. For instance at synchrotron sources the degeneracy parameter is typically δ ≤ 1. The measured degeneracy parameter of FLASH concords well with the theoretical predictions [22] based on detailed SASE simulations. It is also similar to the degeneracy parameter of optical light lasers [25] . This high value of the degeneracy could lead to new applications of FEL sources in the field of quantum and non-linear optics in the XUV and x-ray regime.
Conclusions
We have experimentally characterized the transverse and longitudinal coherence properties of the XUV free-electron laser FLASH. Young's double pinhole experiment was conducted to find the transverse coherence length of the focused FEL beam. The transverse coherence length of the focused FLASH beam was determined to be 6.2±0.9 µm in the horizontal and 8.7±1.0 µm in the vertical direction. Additionally, the intensity beam profile was measured to be (10 ± 2) × (10 ± 2) µm 2 . From our measurements we conclude that the focused FLASH beam is highly coherent with a total degree of transverse coherence of about 40%. A mode decomposition has shown that about 60% of the total power is concentrated in the fundamental mode. These high values indicate that almost the full transverse photon flux is coherent and can be used for coherence-based applications.
The temporal coherence was measured to be 1.75 ± 0.01 fs, which is in good agreement with the expected theoretical value of 1.1 ± 0.3 fs. While the main coherence peak fits well with the previous measurements, the broad component is about a factor of four larger. We attribute this effect to the longer pulses after the implementation of the 3rd harmonic cavity.
We have also estimated the degeneracy parameter of FLASH radiation to be in the range of 10 10 to 10 11 . This number is significantly larger than at any other existing sources operating at this photon energy range and is comparable with the degeneracy parameter of conventional optical lasers.
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