Euclidean distance based classification rules are derived within a certain non classical linear model approach and applied to elliptically contoured samples having a density generating function g. Then a geometric measure theoretical method to evaluate exact probabilities of correct classification for multivariate uncorrelated feature vectors is developed. When doing this one has to measure suitably defined sets with certain standardized measures. The geometric key point is that the intersection percentage functions of the areas under investigation coincide with those of certain parabolic cylinder type sets. The intersection percentage functions of the latter sets can be described as threefold integrals. It turns out that these intersection percentage functions yield simultaneously geometric representation formulae for the doubly noncentral g-generalized F -distributions. Hence we get beyond new formulae for evaluating probabilities of correct classification new geometric representation formulae for the doubly noncentral g-generalized F -distributions. A numerical study concerning several aspects of evaluating both probabilities of correct classification and values of the doubly noncentral g-generalized F -distributions demonstrates advantageous computational properties of the present new approach. This impression will be supported by comparison with literature.
Introduction
Methods for deriving exact formulae for probabilities of correct classification are known in several situations when elements of a third population are to be allocated to one of two given populations. Exact results for the maximum likelihood rule in the normality case with unknown expectations, equal variances and sample size one in the third population can be found for one-dimensional measurements, e.g., in Hills (1966) and Schaafsma and van Vark (1977) . For multivariate measurements Dorvlo (1993) shows that the distributions of the linear and quadratic discriminant functions in the cases of known or unknown expectations but known covariance matrices are the same as the distributions of certain linear combinations of independent noncentral chi-square distributed random variables. Furthermore John (1960) , John (1961) and Moran (1975) showed for multivariate Gaussian measurements that probabilities of correct allocation when using the linear discriminant function with unknown expectations but known and equal covariance matrices can be expressed as values of the cumulative distribution function of the doubly noncentral F -distribution. A certain non classical linear model approach for deriving classification rules including as a special case the maximum likelihood rule for one-dimensional measurements has been developed in Richter (1994a, 1994b) for the case that the continuous overall sample distribution is elliptically contoured with possibly unknown expectations and variances and for arbitrary sample sizes in all three populations. The subsamples corresponding to different populations as well as the measurements within a given population are assumed to be uncorrelated. Note, however, that uncorrelatedness does not imply here independence, unless for Gaussian joint distributions. If one assumes, however, independent subsamples in the non Gaussian case then the model changes considerably. Such a model has been studied in Richter (2002) , but from an asymptotic point of view. The geometric idea in Richter (1994a,1994b) for deriving the classification rule is a nearest neighbor one and is connected therefore with the statistical idea of equal variances. But, because of the flexible choice of the cut-off point, the decision rule can also be applied in the case of unequal variances. It is shown furthermore how exact probabilities of correct classification can be derived by measuring suitably defined sets in certain subspaces of the sample space with measures, the location-and form parameters of which are carefully chosen. To this end representation formulae for probabilities of correct classification are derived from a general geometric measure representation formula for Gaussian and spherical distributions in Richter (1985) and in Richter (1991,95) , respectively. This approach will be developed in Section 2 of the present paper to derive rather explicit formulae which express precisely the dependence of probabilities of correct classifications on the parameters of the underlying model for one-dimensional measurements. Interrelations between exact probabilities of correct classifications and suitably chosen values of a doubly noncentral g-generalized F -distribution are considered in Section 3 for multivariate measurements. The main results of the present paper are based on the general approach from geometric measure theory mentioned above. Basic tools of investigation from that area like the intersection percentage function (i.p.f.) for certain Borel sets and a geometric measure representation formula for spherical measures with density generating function (d.g.f.) g as well as related representation formulae for noncentral g-generalized chisquare, Student-and Fisher-distributions are presented and illustrated by examples in the Appendix. The Appendix gives special insight into the similarities but also into the differences between the measure theoretical necessities for classification and other statistical decisions, the risks of which are described with chi-square, Student-or Fisher-distributions. Numerical properties of the new formulae for one-dimensional measurements are discussed in Section 4 and compared with results from the literature, including such one concerning the doubly noncentral F -distribution as, e.g., Price (1964) , Mudholkar et al. (1976) and Chou et al. (1985) . The numerical results for multivariate measurements show that the probability of correct classification increases if the dimension of the feature vector increases in the considered case of uncorrelated feature vectors. Note that our decision rules work without restricting assumptions concerning the variances and expectations. The formulae for evaluating probabilities of correct classification depend therefore strongly on several parameters which can either assumed to be known or to be unknown and to be estimated in the latter case. The resulting estimated probabilities of correct classifications are discussed in Section 5. Notice that we do not use so called plug-in rules and are not looking for their error rates.
Explicit formulae for probabilities of correct classifications
Let an experimenter make n 1 , n 2 and n 3 one-dimensional measurements of individuals from certain categories or populations Π 1 , Π 2 and Π 3 , respectively. Populations Π 1 and Π 2 are assumed to be distinguishable in the sense that their expectations µ 1 and µ 2 are different and with respect to population Π 3 it is assumed that its distribution coincides with either that of Π 1 or that of Π 2 . One could imagine Π 3 to be a copy of either Π 1 or Π 2 .
Let the overall sample vector
, satisfy the sample model equation
where (µ 1 , µ 2 ) T ∈ IR 2 \{(ν 1 , ν 2 ) T : ν 1 = ν 2 }, µ 3 ∈ {µ 1 , µ 2 }, n = n 1 + n 2 + n 3 , and where the random error vector E (n) has a centered elliptically contoured distribution having a density and finite second order moments. Adapting the notation in Fang et al. (1990) , pp. 31 and 46, we have thus assumed that
with expectation vector µ = 0 ∈ IR n , block diagonal form matrix
and density function
)dr) denotes a normalizing constant and g is a d.g.f. satisfying the condition
Thereby,
and I n i denotes the n i × n i -unit matrix. The question which the investigator wants to answer is which of the decisions
would be more reasonable. D i/3 means to allocate or classify the individuals from population Π 3 having joint measurement vector Y 3 n 3 to population Π i , i ∈ {1, 2}. Put
and define two linear subspaces of IR n which can be interpreted as allocation or classification spaces reflecting D 1/3 and D 2/3 in the sample space IR n , respectively:
The union of these spaces can be considered as the model space M, i.e. the set of all possible values of the expectation of Y (n) :
Here, IE i means expectation if µ 3 = µ i holds true. Note that M is not a linear subspace of IR n but is a subset of the three-dimensional linear space
which is called the extended model space. Recognize furthermore that M is not included in any two-dimensional subspace of IR n and that
The sample vector Y (n) leaves the model space only because of random deviations. We assume that the deviations from the two allocation spaces M 1/3 and M 2/3 have equal size what means equal variances in the populations Π 1 and Π 2 . We use therefore the euclidean distance to describe what is meant with deviations from the allocation spaces. Nevertheless, we can apply our decision rule to the case of unequal variances, too. We shall study then the changes of the probabilities of correct classifications in the sense of a robustness-sensitivity study.
The experimenter could intend to use one of the following three allocation or classification rules. Allocation rule d 1 This rule leads to rejection of D 1/3 for values of
. )
. ) 2 larger than or equal to a certain positive real number c where Π means orthogonal projection, Y Richter (1999) that d 1 is the likelihood ratio rule for the case that all parameters µ 1 , µ 2 , Σ 1 and Σ 2 are unknown but Σ 1 = Σ 2 . Note that d 1 is called maximum likelihood rule if c = 1. In the case of a Gaussian error vector E (n) and n 3 = 1 the maximum likelihood rule has been studied in Das Gupta (1965) .
larger than or equal to c. Here, 
. − Y
. | |Y
. | (4) larger than or equal to c, where
The vectors 1 0−+ and 1 −0+ build a basis of the two-dimensional decision space
Recognize that d 3 coincides with decision rule d 2 and that the least squares estimates Y
(i)
. for the effects µ 3 − µ i , i = 1, 2 satify the equations
. ),
. ).
Note further that the corresponding equations
motivate the names effect or decision or action space because they reflect possible changes of the model parameters µ i − µ j , j ∈ {1, 2}, as well as deviations from the situations µ i −µ j = 0 and they allow a comparison of the quantities µ 3 −µ 1 and µ 3 −µ 2 which builds the background for the allocation rule d 3 .
While the maximum likelihood rule occurs frequently in the literature, the equivalent representation d 3 suggests a new way for dealing with the risks of this decision. This way has been started in Krause and Richter (1994a) for c = σ 1 /σ 2 and will be developed here for arbitrary positive cut-off point c. It leads, e.g., to the well interpretable fact that the probability of correct classification considered here depends on the four parameters
if µ 3 = µ 1 is true and
if µ 3 = µ 2 is true. In both cases, the probabilities of correct classification depend additionally on the cut-off point c and a certain function g. Let
denote the probability of correct classification into the ith population, i.e. the probability of making decision D i/3 if D i/3 is actually correct. Concerning the function g in the definition of P i (CC i )(c; g) recall that all two-dimensional marginal distributions of a continous elliptically contoured distribution follow a EC d 2 -distribution with a certain d.g.f. The latter one may be well defined up to a norming constant. The function g from P i (CC i )(c; g) is such a d.g.f. of a two-dimensional marginal distribution which has a normalizing constant being equal to unity. We shall call therefore g a normalized d.g.f. or a density generator (d.g.). Finally, note that the parameters in (5) and (6) are defined in such a way, that we can derive below unified explicit formulae for P i (CC i )(c), i = 1, 2. We restrict our consideration for a moment to the Gaussian case g = g G , where g G (r) = e −r/2 , r > 0. It has been shown in Ittrich et al. (2000) that the corresponding d.g. g in this two-dimensional case is g = g G with g G (r) = (2π) −1 e −r/2 , r > 0.
Theorem 1 If in the Gaussian case decision D i/3 would be correct then the probability P i (CC i )(c) of correct classification when using allocation rule d 3 allows the representation
for i ∈ {1, 2}, where
0 otherwise .
Remark 1
The quantities I i , m i , s min,i , s max,i and h i occuring in Theorem 1 depend explicitely on the cut-off point c in the decision rule d 3 while the quantities a i , i and q i do not depend on c. Remark 2 Despite the fact that Theorem 1 offers two formulae for the probabilities of correct classification, for numerical computations in fact one has to implement only one formula and can use then the general relation
Remark 3 One can read as usual P (CC i ) := P i (CC i )(c) as "the probability of correct classification if there holds µ 3 = µ i ", i ∈ {1, 2}, although the symbols P (CC i ) are formally not quite correct.
Remark 4 If n 1 = n 2 , i.e. if the sample sizes are somehow balanced, then p 3,i = p 4,i . Hence, the number of parameters which influence the probabilities of correct classifications is reduced to three.
Before proving Theorem 1 let us continue now with the elliptically contoured case, i.e. with arbitrary d.g.f. g satisfying assumption (1). Recall that if, e.g., g = g P with
Theorem 2 If decision D i/3 would be correct then the probability of correct classification into the population Π i allows the integral representation
where
, s max,i , I i being the same as in Theorem 1 and
The following consideration will be based on a geometric measure representation, developed in Richter(1985 Richter( , 1991 Richter( , 1995a and sketched in the Appendix. An important quantity from this representation is the intersection percentage function.
Definition 1 Denote by ω the uniform probability distribution on the unit sphere S n (1) = {x ∈ IR n : x = 1} with respect to the euclidean norm in IR n . Then
is called intersection percentage function (i.p.f.) for the Borel set A.
Proof of Theorem 1
The n-dimensional problem of evaluating probabilities of correct classification has been reduced in Krause and Richter (1994a) , formula (16), to a twodimensional problem concerning a certain Gaussian random vector Z (2) and certain two-dimensional Borel sets CC Gaussian vector was described, too. Simultaneous transformations of the areas CC * i , i = 1, 2, lead to well defined "double" cones, i.e. two-sided cones in the plane which were denoted by CC * * i . Note that the cones
depend on c through the ratio σ 1 /σ 2 . The resulting formulae
from the above mentioned paper allow more explicit descriptions of the probabilities of correct classification which will be deduced now. While doing this we drop from now on the assumption c = σ 1 /σ 2 from the former paper. Here, l 1,i and l 2,i are directional vectors of the boundary lines g j,i of the double cone CC * * i and the endpoint of the local vector q i coincides with the vertex of the double cone:
with
The distances from the origin to the lines g j,i are
Finally note that q i = a i / 1 − 2 i and and that the condition (
if i = 1 and i = 2, respectively. The proof is finished by introducing the parameters from (5) and (6).
Proof of Theorem 2 The matrix
, g) corresponds to the assumption
for some characteristic generating function φ with the property φ(t Fang et al. (1990) one gets
with the same characteristic generating function φ as above and with ν i and Γ i given in Krause and Richter (1994a) . Now we want to determine the d.g.f.of the reduced statistic Z (2) . Since a standardization doesn't change neither the characteristic generating function nor the d.g.f., X (n) follows the n-dimensional spherically symmetric distribution with characteristic and density generating functions φ and g, respectively.
Let us consider now the two-dimensional random vector
Due to Theorems 2.16 and 2.10 in Fang et al. (1990) , its probability law is the twodimensional spherically symmetric marginal law with characteristic and density generating functions φ and g n,2 , respectively, where according to formula (2.23) in Fang et al. (1990) 
Note that g n,2 has the normalization property IR 2 g n,2 ( u 2 )du = 1. As a consequence,
). From this and (20) it follows
As in the proof of Theorem 1, it turns out that
with the intersection-percentage function F 2 (CC * * i , r) being the same as in the Gaussian case. Now, we get the assertion of Theorem 2 from formula (32) below.
Example 1 The normalizing constant of the n-dimensional Pearson type VII distribution is C(n, g P ) = (πm) −n/2 Γ(M )/Γ(M − n/2). One can explicitely compute certain parts from the representation formula (9) and gets:
Classification probabilities and doubly non central generalized Fisher distributions
Let us turn now to the case p ≥ 1 of multivariate measurements. Let the sample vector
satisfay the sample model equation
It is essentially based upon the orthogonal vectors 1 li ∈ IR np defined as
. . .
The expectation vectors in the three populations are
, and µ 3 ∈ {µ 1 , µ 2 } and the overall random error vector E (np) is assumed to be distributed according to an elliptically contoured distribution Φ
Here, 0 i,j and "⊗" denote the i × j-zero matrix and the direct product, respectively. Put 1
Because of the projection property } can therefore be considered as the action space for the vector µ 3 − µ 1 or as the decision space corresponding to D 1/3 . The action space D 0−+ for the vector µ 3 − µ 2 which can also be interpreted as the decision space corresponding to D 2/3 is spanned up by the orthogonal vectors
Define the 2p-dimensional decision space by
Let an allocation rule d (p) | IR np −→ {1, 2} being defined as leading to decision D 2/3 , i.e. as taking the value 2 if
for a suitably chosen cut-off point c. Note that if p = 1 then (23) is the same as (4), hence d
(1) coincides with the above considered allocation rule d 3 . Each of the sets
is a cone in IR np with vertex in the origin. In the following it will be shown, that probabilities of correct classification can be equivalently determined by measuring cones in the 2p-dimensional Euclidean space with suitably chosen non centered elliptically contoured measures instead of measuring cones in the np-dimensional space. The decision is actually made in the 2p-dimensional decision space D, defined in (22). This circumstance is reflected by the fact that the statistic from the allocation rule can be reformulated in a data reduced form as
The reduced statistic
satisfies the equation
Due to Theorems 2.16 and 2.10 in Fang et al. (1990) ,
where according to formula (2.23) of Fang et al. (1990) , the d.g.f. is given by
It follows from (24) and (25) that the areas which are to be measured with the 2p-dimensional measures from (26) are
and CC * 2 = IR 2p \ CC * 1 for i = 1 and 2, respectively. These areas are cones in the 2p-dimensional Euclidean space and can be rewritten in terms of quadratic forms as
with indefinite form matrices
Lemma 1 The probability of correct classification if D i/3 would be correct and when using the allocation rule d (p) allows in the case Σ 1 = σ 2 1 I p , Σ 2 = σ 2 2 I p the representation:
i = 1, 2, where the sets
are defined with the help of the form matrices
and the shift vectors
Here, (5) and (6).
Let us recall that the quantities m i and h i depend on the cut-off point c.
Proof Starting from (26) we have
and because of Σ 1 = σ
In the first step of the proof the form matrix of the reduced statistic Z (2p) will be transformed into the unit matrix. The matrix Γ * i has only two different eigenvalues. Let O i be the orthogonal matrix which consists of the normalized eigenvectors of Γ * i . Put
is a diagonal matrix consisting of the inverses of the square roots of the eigenvalues of Γ * i . We get then Γ *
Consequently,
CC T 1 i with CC
i u < 0 , and where
For
In the second step of the proof the matrix A T 1 i of the quadratic form will be transformed into a diagonal matrix. This will be done with an orthogonal matrix P i the columns of which are the eigenvectors of A T 1 i :
Because of
CC
with CC
A third transformation with respect to the expectation vector results in
Theorem 3 The probability of correct classification satisfies the representation
and a i as in Theorem 1, N i from Lemma 1 but the Parameters p 1,i being defined now more general as
Note that the parameters p 1,i coincide with those from (5) and (6) if p = 1.
Proof Let M := L(e 1 , . . . , e p ) and M ⊥ := L(e p+1 , . . . , e 2p ) be orthogonal subspaces of IR 2p where e j is the j'th unit vector of IR 2p , j = 1, . . . , 2p. Let further ν
From this representation of CC * * i it follows that the sets CC * * i from (29) belong to the class of Borel sets A p,p,δ 1,i δ 2,i ,t i defined in the Appendix. Notice that the functions t i | IR + → IR + arising there are chosen here as the constants t i , i.e. t i (r) = t i , r > 0, i = 1, 2. With the notion C n,n−m,δ 1 ,δ 2 (x) for a certain cone as in the Appendix it follows
Hence, CC * * i ∈ A p,p,δ 1,i ,δ 2,i ,t i . Recall that the functions t i (r) actually do not depend on r. Due to Remark 5 in the Appendix, the probabilities of correct classification can be written in terms of the c.d.f. of the doubly noncentral g-generalized F -distribution:
with δ 1,i , δ 2,i , t i as given above.
Numerical results
The representation formulae (7) and (9) with (15) are the basis for efficient procedures to evaluate the probabilities of correct classifications in various situations. Single integrals are to be calculated. This was done by numerical integration according to a combination of Simpson's rule and the extended trapezoidal rule, see, e.g., in Press et al. (1989) , implemented as a Turbo-Pascal program. In this section, several tables of probabilities of correct classification for various parameter configurations are presented. First of all, Table 1 will be given for a comparison of our one-dimensional results with related results from the literature. We apply formula (7) for probabilities of correct classification into the first population in the special case of c = 1, equal variances σ 2 1 = σ 2 2 =: σ 2 and only one individual in the third population, n 3 = 1, i.e. The exact formula of Schaafsma and van Vark (1977) is based on assumptions of normality, equality of the variances and sample size one in the third population and is given in terms of the Mahalanobis distance ∆ = σ −1 |µ 1 − µ 2 | and the sample sizes n 1 and n 2 . The values in column 5 coming from application of the formula of Schaafsma and van Vark (1977) coincide with our values in column 4 in all cases. Note that there exist approximation formulae for the special case under consideration here but with the extension to higher dimensional measurements. In column 6, we tabled values derived from Dejew's approximation formulae including second order terms given in Ahrens and Läuter (1981) . Values derived from Memon and Okamoto's approximation formulae as given in Siotani (1982) are tabled in column 7. These approximation formulae are in some situations not very precisely, especially in cases of probabilities near an half and near one, respectively. On the basis of Theorem 1, we are in a position to compute probabilities of correct classification in more general cases of unequal variances and more than one individual in the third population, see Tables 2 and 3.   Table 2 Unequal variances and repeated measurements, the case µ 3 = µ 1 . c n 1 n 2 n 3 µ 1 µ 2 σ Table 3 The case µ 3 = µ 2 : P 2 (CC 2 )(c; p 1,2 , p 2,2 , p 3,2 , p 4,2 ; g G ) = P 1 (CC 1 )(1/c; p 1,1 /p 2,1 , 1/p 2,1 , p 4,1 , p 3,1 ; g G ).
c n 1 n 2 n 3 µ 1 µ 2 σ Using Theorem 2 we can also exactly evaluate probabilities of correct classification for elliptically contoured error variables. In Table 4 such values are given for a Pearson Typ VII distribution with parameters N and m. This g n,2 -marginal case is described in Example 1 and is a distribution with heavier tails then that of the normal distribution. With N = (m + n)/2 one gets the multivariate t-distribution which is considered here. Note that the probabilities of correct classification depend on c, p 1,i , . . . , p 4,i , m, N and via g n,2 on n. The importance of the case n 3 > 1 was inter alia mentioned in Schaafsma and van Vark (1977) and in McLachlan (1992) . In actual practice the researcher will usually have to classify more individuals, for instance if one wants to assign all the skeletal remains found in a particular specified burial site to one of two prehistoric populations. Under the assumptions under which Table 5 has been generated, it can be seen that the increase of the number of individuals in the third population yields a greater effect onto the probabilities of correct classification into the first population than the increase of the number of individuals in the first population. The effect of the increase of n 2 , however, is again more significant. 
n 2 = 3, n 3 = 3 n 1 P 1 (CC 1 ) (1 The free choice of c (c ∈ IR + ) in the decision function allows the statistician in practice to determine c on such a way, that certain demands on the probabilities are fulfilled. In Table 6 we determined c in such a way that we got equal probabilities of correct classification P 1 (CC 1 )(c) = P 2 (CC 2 )(c) =: P (CC)(c).
To this end we used the bisection method (Press et al. (1989) ) as a root finding algorithm. Table 6 Risk equalizing cut-off points. In Table 7 we will consider additionally costs of misclassification. Let C(i|j) > 0 be the costs of misclassification which arise, if one classifies an object from Π j as coming from Π i . The statistician could search for such a cut-off point c that
holds for the probabilities of misclassification Table 7 Cost driven cut-off points. Note that it was assumed in the former discussion for determining c that all parameters of the classification problem are known. Let us assume now that the expectations µ 1 and µ 2 are not known, but all other parameters are known. It can be recommended then to choose c as
It follows from the explicit formulae in Theorems 1 and 2 that the probabilities of correct classification P i (CC i )(c) are nearly the same for i = 1 and i = 2 if c is chosen as in (30). Note that the quantities q i , a i and i occurring in Theorems 1 and 2 do not depend on the cut-off point c and that m 1 and m 2 depend explicitly on c. Starting therefore from the equation m 1 = m 2 gives similar values for s min,1 and s min,2 as well as for s max,1 and s max,2 . Table 7a gives an impression of how the choice of c influences the probabilities of correct classification. This table includes four rows for each of the examples (i) up to (iv). The first row corresponds each time to the case c = 1, the second to the case c = σ 1 /σ 2 , the third deals with c from (30) and the forth with the risk equalizing c for equal costs of misclassification. Table 7a Several choices of the cut-off point.
Ex. n 1 n 2 n 3 µ 2 σ 2 1 Table 7a shows that among the considered four cases formula (30) yields relatively good results and can therefore be recommended to be used. Due to Example 5 it is also possible to evaluate probabilities of correct classification as values of the c.d.f. of doubly noncentral g-generalized F -distributions with (1,1) degrees of freedom. For special parameters of the underlying classification problem the n.c.p.'s and arguments of this distribution are evaluated from Example 5 and given in Table 8 only with 6 digits. Note that we internally used all available digits to get exact as possible probabilities of correct classification. This circumstance is indicated by the symbol "≈" in columns 6, 7 and 8. Then the exact values of the g-generalized F -distribution are determined and tabled for the Gaussian and the multivariate t density generating functions, respectively. For the first case let F g G := F 1,1,δ 2 1,1 ,δ 2 2,1 ;g G (t 1 ) and for the latter case let
12,2 (t 1 ) and note that the parameters are choosen as m = 1 and N = 6.5. Note that the numerical results coincide with the results determined with the explicit representations from Theorems 1 and 2. For the case of the Gaussian density generating function we can compare our numerical results with available special results from the literature. Price (1964) gives explicit formulae for the c.d.f. of the usual doubly noncentral Fdistribution, where the numbers of degrees of freedom are either both even or both odd, respectively. By using formula (4.8) in Price (1964) we received the numerical values given in column 5 of Table 9 . Note that the formulae of Price (1964) were used in Moran (1975) to evaluate error rates. The approximate normality of the cube root of the noncentral chi-square distribution and an Edgeworth-series expansion are used in Mudholkar et al. (1976) to derive an approximation requiring only normal approximation. Formulae (3.2) and (3.3) yield the values of the culumn 6 in Table 9 . Representations of the c.d.f. of the doubly noncentral F -distribution are presented in Chou et al. (1985) in terms of the c.d.f. of the noncentral chi-square distribution. Specializing formula (1) in Chou et al. (1985) to the case of (1,1) d.f. and using a representation of the c.d.f. of the noncentral chi-square distribution with one degree of freedom:
cited therein and the p.d.f. of the non central chi-square distribution we get column 7. To get a more detailed impression of the accuracy of our formula in comparison with that of Price's formula Table 10 is given. The values of the c.d.f. of the doubly non central F -distribution are given there with 15 digits. One numerical integration over a domain from zero to infinity is necessary for our formula and two numerical integrations, each over a finite domain, are necessary for the formula of Price. Note that we took the value 12 as the upper integration limit for our numerical integration because of the fast decreasing density generating function in the integrand. The values of columns "Example 5" and "Price" in Table  10 are received by numerical integration which is performed by Simpson's rule with a large number of steps. Note that for the considered cases the numerical results of both formulae coincide (after rounding) in 10 digits. Finally note that we don't know competing results from the literature for the g-generalized case dealt with here.
Due to Theorem 3 we can evaluate probabilities of correct classification also for a pdimensional feature vector as values of the doubly non central g-generalized F -distribution with (p, p) degrees of freedom. For the Gaussian density generating function we get the usual doubly non central F -distribution. The latter can be written as a linear combination of independent non central chi-square variables. Such a distribution can be evaluated by using formula (3.2) in Imhof (1961) . Specifying it to the situation of Example 5 gives
and λ 1 = 1, λ 2 = −t i . Table 11 illustrates that increasing dimensions p of the feature vector yield increasing probabilities of correct classification when the distance of each coordinate of the expectation vector from zero is constant. Note that we assumed uncorrelated features. Table 11 Uncorrelated features: values P (CC) for increasing dimensions, c = 1, n 1 = n 2 = n 3 = 4, µ 1l = 0, σ Note that formula (31) is not applicable in the case of a non-Gaussian density generator. We are interested therefore in getting numerical results from the geometric measure representation formula using the threefold integral (33). This intersection percentage function was determined by threefold calling a Simpson quadrature formula. For comparison Table 11a contains again results for the Gaussian case. Note that the numerical evaluations based upon formula (33) are relatively time consuming and do not yield as accurate results as when using Imhof's formula (31). However, on principle, we can evaluate with one and the same intersection percentage function which we used for establishing Table 11a the probabilities of correct classification for arbitrary continuous spherically symmetric sampling error distributions. The case of a multivariate t-distribution is dealt with in Table 11b . Table 11b Uncorrelated features: values P (CC) for increasing dimensions, density generator of the multivariate t-distribution with m = 2, c = 1, n 1 = n 2 = n 3 = 4, µ 1l = 0, σ The next study concerns fixed Mahalanobis distance ∆ 2 = 1 as it was considered, e.g., in Ahrens and Läuter (1981) . Note that in the present situation the parameters
and that fixing ∆ 2 results in decreasing feature distance for increasing dimensions. We have chosen the distances µ 2l = 1/ √ p, l = 1, . . . , p, for all features in Table 12 . Table 12 Increasing dimensions: the case of fixed Mahalanobis distance and decreasing feature distances. c = 1, n 1 = n 2 = 4, n 3 = 1, µ 1l = 0, l = 1, . . . , p, σ Furthermore we studied how the coordinates of the expectation vector must be chosen to achieve a constant probability of correct classification P 1 (CC 1 ) = P 2 (CC 2 ) = P (CC) for increasing dimension of the feature vector. The results of this study are given in Tables 13 and 14.   Table 13 Increasing dimensions: the case of a fixed probability of correct classification P (CC) = 0.7468. c = 1, n 1 = n 2 = n 3 = 4, µ 1l = 0, l = 1, . . . , p, σ Table 14 gives an answer to the question of which order should be the rate of convergence of |µ 2 − µ 1 | := f (n) towards zero as n with n/3 = n 1 = n 2 = n 3 tends to infinity if one wants ensure that the probability of correct classification P (CC) does not change as n → ∞. It turns out from Table 14 that f (n) = 1/ √ n which corresponds to the often considered so called n −1/2 -local alternatives from test theory. Table 14 Increasing sample sizes: the case of a fixed P 1 (CC 1 ) = 0.582475. c = 1, n 1 = n 2 = n 3 = 4, µ 1l = 0, l = 1, . . . , p, σ 
Estimating probabilities of correct classification
Let us restrict the considerations in this section to the Gaussian case, i.e. put g = g G . The probabilities of correct classification depend on the possibly unknown parameters , respectively, where
Based upon
we can estimate the probabilities of correct classification into the first population by
A related simulation study is organized as follows: For fixed n 1 , n 2 and n 3 each Gaussian distributed subsample vector of dimension n i with expectation µ i 1 n i and covariance matrix σ 2 i I n i was simulated N=500 times, i = 1, 2, 3. For every repetition, the single and the pooled sample estimators p 1,1 (j) and p 2,1 (j) were computed, and based upon them the estimators
of the probability of correct classification P 1 (CC 1 ) were evaluated, too. The arithmetic mean p = p 1 (•) of these probability estimators was tabled in column 3 of Table 15 and their empirical variance s 2 P in column 4. Furthermore the relative errors
, j = 1, . . . , 500
were computed and their arithmetic mean r and empirical variance s 2 R were tabled in columns 5 and 6, respectively. It turns out from Table 15 that increasing probabilities of correct classification correspond to decreasing relative estimation errors. Table 15 Increasing balanced sample sizes n 1 = n 2 = n 3 : the case of a fixed feature difference. c = 1, µ 2 = 0, µ 1 = 1, σ 2 1 = σ 2 2 = 1. The probability of correct classification is fixed in Table 16 at a preassumed level and the parameters p 1,i up to p 4,i are fixed as well for i = 1, 2. To achieve this, the difference |µ 1 −µ 2 | of the expectations in Π 1 and Π 2 becomes smaller when the overall sample size n increases. Simulation studies like in the case of Table 15 were made for producing the results in Table 16 which reflect increasing estimation accuracy for increasing sample sizes. Table 16 Increasing balanced sample sizes n 1 = n 2 = n 3 : the case of a fixed probability of correct classification P (CC) = 0.582475. c = 1, µ 2 = 0, σ The next simulation study in Table 17 was done for the case that the sample distribution is the multivariate-t distribution. Table 17 Constant probability of correct classification P 1 (CC 1 ) = 0.570024. Table  17a for the examples (i) to (iv) of Table 7a . Table 17a Estimating c from (30). Table 17a contains furthermore the arithmetic meansp 1 andp 2 of the probabilities of correct classifications into the two populations, the empirical variances ofĉ,p 1 ,p 2 , the arithmetic mean of the relative errors r (j) := |ĉ−c|/c, j = 1, . . . , 500, and the empirical variance of the relative error. One can see in Table 17a that for the examples (i) to (iv) the sums of the probabilities of correct classifications are smaller in tendency for unknown variances than for known variances.
Analogous considerations will be made now for the risk-equalizing cut-off-point c. In this case it is additionally necessary to estimate the expectations µ 1 and µ 2 . The results are given in Table 17b . Table 17b Estimating risk-equalizing c. Note that one could argue from the latter four examples that the received probabilities of correct classifications are greater in the case of unknown than in the case of known parameters. However, we counted how often the probabilities of correct classification were greater in the case of unknown parameters than that in the case of known parameters. The hypothesis that the probability for this event is equal 1/2 was not rejected by a respective significance test at the level α = 0.001.
is the c.d.f. of the noncentral g-generalized chi-square distribution with n d.f. and n.c.p. δ 2 . This approach has been dealt with in Ittrich et al. (2000) as well as in Richter and Schumacher (2000) .
Example 3 Assume that N 1 and N 2 = L(µ) with µ ∈ S n (1) are linear subspaces of IR n having dimensions n − 2 and 1, respectively, and being orthogonally to each other. Let A(x) = y (n) ∈ IR n : Π N 2 y (n) + δµ sign(y (n) + δµ, µ) Π N 1 y (n) / √ n − 2 > x denote a class of cones from B n . Then Φ(A(x); g) = t g n−2 (δ), x ∈ IR, has been called in Richter (1994) noncentral g-generalized Student distribution with n − 2 d.f. and n.c.p. δ ∈ IR. It is shown in Richter (1994) which spaces N 1 and N 2 play a role when evaluating certain probabilities of correct selection.
Example 4 Let M ⊂ IR n be a m-dimensional linear subspace of IR n and M ⊥ the orthogonal complement of M, put y
(1) = Π M y (n) and y (2) = Π M ⊥ y (n) , and consider the family of cones A(x) = y (n) ∈ IR n : y Then, according to Richter (1991 Richter ( , 1995 , Definition 2 A Borel set A ⊂ IR n will be said to belong to the class A m,n−m,δ 1 ,δ 2 ,t if there exists a function t | IR + −→ IR + such that A ∩ S n (r) = C m,n−m,δ 1 ,δ 2 (t(r)) ∩ S n (r), r > 0.
Remark 5 Clearly, C m,n−m,δ 1 ,δ 2 (ν) ∈ A m,n−m,δ 1 ,δ 2 ,t with t(r) ≡ ν for all r > 0 and F m,n−m,δ 2 1 ,δ 2 2 ;g (x) = Φ 0,In;g (C m,n−m,δ 1 ,δ 2 (x)) .
We will give an additional description for the sets A from A m,n−m,δ 1 ,δ 2 ,t . To this end let Z m,n−m,δ 1 ,δ 2 ,r (t(r)) = x ∈ IR n : x m+1 > b 1 x and where x 1 , . . . , x m and x m+1 , . . . , x n denote the coordinates of x with respect to orthonormal bases in M and M ⊥ , respectively. The sets A from A m,n−m,δ 1 ,δ 2 ,t satisfy the equations A ∩ S n (r) = Z m,n−m,δ 1 ,δ 2 ,r (t(r)) ∩ S n (r), r > 0.
It follows that the i.p.f. for C m,n−m,δ 1 ,δ 2 (t(r)) coincides with that for the cylinder type set Z m,n−m,δ 1 ,δ 2 ,r (t(r)), i.e.
F n (C m,n−m,δ 1 ,δ 2 (t(r)) , r) = F n (Z m,n−m,δ 1 ,δ 2 ,r (t(r)) , r) , r > 0. 
I b 1 r 2 (sin φ m ) 2 +b 2 r sin φ m cos φ 1 −r cos φ m cos φ m+1 +b 3 < 0 dφ m+1 dφ m dφ 1 , were ω k = 2π k/2 /Γ(k) denotes the surface area of S k (1).
The proof follows the general line in Richter (1991) and will therefore be omitted here.
Simulating the intersection percentage function
The numerical evaluation of the i.p.f. F n (A, ·) for a given Borel set A is relatively timeconsuming, in general. So it is of some interest to simulate values of this function. To this end, one has to generate first N uniformly distributed random vectors (x 1 , . . . , x n ) on the n-dimensional sphere with radius r. Second, one has to check, whether (x 1 , . . . , x n ) belongs to A ∩ S n (r) or not. This means in the case of Theorem 4, i.e. if A ∈ A m,n−m,δ 1 ,δ 2 ,t , that one has to check whether the condition
is fulfilled or not. The number of cases when the condition is fulfilled divided by N provides a simulated value for F n (A, r) = F n (C m,n−m,δ 1 ,δ 2 (t(r)) , r). For simulating the probabilities Φ(A; g) = ∞ 0 F n (A, r)r n−1 g(r 2 ) dr/ ∞ 0 r n−1 g(r 2 ) dr one needs the values of F n (A, r) for r from zero up to r max , where r max depends on the tails of the elliptically contoured distribution, determined by g. Writing the values of F n (A, r) for certain values of the parameters into files gives the possibility, to exploit the geometric representation formula with only one file for all admissible d.g.f. g. Here lies a main advantage of the geometric method. Instead of simulating new in each case random vectors x with certain elliptically contoured distributions one has only one times to simulate F n (A, r) and can then approximate with this estimator the spherical measures Φ(A; g) for all d.g.f. g satisfying assumption (1). Example 5 Two-dimensional geometric consideration shows that the sets CC
