Abstract-We investigate the sum-product decoding on graphs of analog compound codes and show that the iterative decoding can be completely analyzed by tracing the mean vector at each iteration. A novel geometric analysis is proposed to visualize the iterative decoding process in the Euclidean space. Based on this geometric analysis, we propose to decompose the analog compound codes into several orthogonal constituent code spaces to achieve the fastest convergence speed. Simulations are given to verify our conclusions.
I. INTRODUCTION
Turbo and LDPC codes can be regarded as a kind of compound codes [1] which are defined to be codes consisting of two or several interacting constituent codes. Each constituent code can be represented by a cycle-free graph and is decodable on its own. Indeed, Kschishang [2] has shown that various iterative decoding algorithms can be unified by a single framework by applying the sum-product algorithm on their specific factor graphs.
It has been proven in [3] that when the variable nodes of the graph are continuous real values and are initialized with Gaussian densities, all the messages passed on the graph will be preserved to be Gaussian when applying the sum-product algorithm. The mean of the final density of a symbol (variable node) converges to the true MAP solution and the mean vector which is a vector of the means of all the variable nodes converges to the least-squares solution on arbitrary graphs.
A geometric analysis of a Turbo-like decoding on analog block codes has already been proposed by the authors in [4] as a tool to gain an intuitive insight into Turbo-style decoding. In this paper, we study the geometric properties of the mean vector when exactly applying the sum-product algorithm to compound codes with continuous codewords which we defined as analog compound codes. We find that the estimated codeword after decoding in each constituent code exactly lies in the corresponding constituent code spaces and after several iterations, it is exactly a projection onto the corresponding constituent Euclidean code spaces. Based on this geometric analysis, we propose to decompose analog compound codes into several orthogonal constituent code spaces which makes the algorithm achieve the fastest convergence. Simulations are given to verify our conclusions.
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Our primary motivation in studying the analog compound codes is to gain an intuitive insight into the behavior of general Turbo-style decoding. The results in this paper may serve as an intermediate step which on the one hand directly enhances the understanding of the sum-product decoding on graphs with Gaussian variable nodes, on the other hand, may also shed light onto the convergence analysis for discrete variable nodes.
This paper is organized as follows: a factor graph representation of an analog compound code as well as its geometric explanation are introduced in Section II. In Section III, the sum-product decoding as well as the mean vector evolution (MVE) of the algorithm are given. Section IV provides the simulation results.
II. A FACTOR GRAPH REPRESENTATION OF ANALOG
COMPOUND CODES We consider a discrete-time communication system consisting of a source with statistically independent real symbols, a block analog encoder, an AWGN channel, and a decoder.
The source information (S1, S2,... , SK) is encoded into the codeword x e RN of length N.
As an example, Fig Generally, there is no unique decomposition of a compound code into its constituent codes. For example, assumeing all the non-zero entries of H in (1) to be 1, the above code can be seen as a (9, 4) analog product code and its sub-parity check matrices become H1 = I3 X 13, H(2) = 13 I3 with 13 being an all-i row vector of length 3, I3 is an identity matrix of size 3 and X is the Kronecker product. Since the last check equation in H is linearly dependent on the other check equations, omitting the last row in H and H(2) will not change the code itself. However, the structure of the second constituent code will be different in its graph representation and hence, there will be an influence on the performance of the graphical decoding. Figure 2 shows two possible decompositions of the (9, 4) analog product code.
A further investigation shows that different decompositions of a compound code yield different geometric properties of the resulting constituent code spaces. As an example, we can prove that the first decomposition of the above (9, 4) analog product code yields two orthogonal constituent code spaces g(l), g (2) defined by g(1) = {H(1)x = o},(2) = {H(2)X = o}.
The intersection of these two constituent code spaces is the original codeword space 9 = {Hcx = O}. However, the second decomposition yields two non-orthogonal constituent code spaces. To verify the orthogonality, we arbitrary choose two vectors Y1, Y2 lying in the two constituent code spaces The left part of the figure corresponds to decomposing the code into two constituent codes with sub-parity check matrices H(1) = I3 X 13, H(2) 13 I3. In the right part, the last row of H (2) is omitted. g(l) g (2), respectively, and projecting them onto the codeword space 9, resulting in two vectors yI, yI which are both orthogonal to the code space G. The angle between the two constituent code spaces is determined by the angle between yI and y2l. The two spaces are orthogonal if the two vectors are orthogonal, i.e., the inner product of these two vectors (yy, y1) is equal to zero, where (yjjY-) = (yI)T * y and (.)T is the transpose. Figure 3 shows the geometric representations of these two decompositions where g(l), g (2) are represented by two intersecting planes with intersecting line as the original code space 9. Yl, Y2 are represented by dots and yI, yI are represented as arrows in the planes g(l), g(2), respectively. g(2) = {H(2)X = o} In the following section, we will propose a criterion based on the geometric properties of the decomposition of the analog compound code to achieve the fastest convergence without deteriorating the performance.
III. THE ITERATIVE DECODING AND THE MEAN VECTOR EVOLUTION
The overall decoding procedure essentially updates the densities on the edges of the graph by the sum-product algorithm inside each constituent code one after another and passes the information from one constituent code to another at each iteration through the variable nodes. We call it a round when all the constituent codes are processed once, e.g., a round consists of two iterations for a compound code with two constituent codes. 
inside one constituent code. Let U9 (t), al (t) be the mean and the variance arriving at the nth variable node from a check in the ith constituent code at iteration step t and Vn (t), vn$/ (t) be the mean and the variance arriving to the ith constituent code computed by other constituent codes through the nth variable node, we can derive the update rule of the mean and the variance at each iteration step. The update rule of one decoding round for a compound code with two constituent codes can be summarized as depicted in Fig. 4 . We call the evolution of the mean vector at each iteration the mean vector evolution (MVE). hl' (h 2a2 + h a32) (4) According to the generic update rule of the sum-product algorithm, the outgoing density from a variable node is a product of its incoming densities. It can be proven that the outgoing mean from a variable node is a weighted sum of its incoming means since the product of two Gaussians is also a Gaussian with ff2 =52 + a- Since all the densities are preserved to be Gaussian and simulation results show that the variance converges to a fixed value after several iterations, the iterative decoding can be completely analyzed by tracing all the means. A final density of a symbol is computed as the product of all the incoming densities to the corresponding variable node. The symbol is estimated based on the MAP rule using the final density. In case of a Gaussian density, the mean achieves the highest probability and thus is the estimate of the symbol. Fig. 4 , the mean and the variance are initialized as Vri) (0) = VI (2) (0) n VX 1) (0) = V 2) (0) = U2 at iteration step t = 0. At iteration step t, the mean (extrinsic information) UM1)(t) and the variance (1) (t) from the mth check in the first constituent code to the nth variable node is computed according to (4) The mean (a-priori information) V41) (t) Yn.
(1) 2U1 with wn1 (t) =-(7uXn(t).
An estimate of the nth symbol can be obtained after the decoding of the first constituent code as a weighted sum of all the means currently entering the node:
..2) (10) Similarly, U,j) (t+l), V1(P (t+l) will be updated at iteration step t +1 in the second constituent code and an estimate results from y + w(1) (t)Un(l) (t) + w(2) (t + 1)U(2) (t + 1) x tn -t 1 + n (t) 2+ () (t + 1) (11) This will finish one decoding round.
For a general compound code with more than two constituent codes, the a-priori information V1(m)(t) for the mth constituent code is computed by weighted sum of Yn and the extrinsic information Un)(t), i C LJ{m} coming from all the other constituent codes except the mth constituent code Simulation shows that the estimated codeword ,z after processing the ith constituent code will exactly lie in the ith constituent code space, i.e., H(')xz(t) = 0. This process can be geometrically illustrated as shown in Fig. 5 . (2) g (2) x (t We also compare the tradeoff between the sparseness and the orthogonality. We found that sacrificing the sparseness in order to achieve the orthogonality may lead to a worse performance. It is shown in Fig. 8 , where the original parity check matrix is: which leads to a denser matrix than the original one. Thus, our conclusion applies under the condition that the parity check matrices before and after orthogonality have almost the same degree of sparseness.
V. CONCLUSION
We investigate the sum-product decoding of compound codes with continuous codewords and provide a criterion to decompose the analog compound codes with respect to the convergence speed based on the geometric properties of the constituent codes, i.e., to make the constituent code spaces orthogonal. (92 * g3) (-X) The notation '-x"'" has been adopted from [2] 
