In this paper we discuss an approach to the semi-automatic classification of the compounds extracted from German corpora. Compound nominals are semi-automatically extracted from text corpora along with their sentential complements and classified. Our classification is based on the relationships between the subcategorisation of nominal compounds, e.g. Grundfrage, Wettstreit and Beweismittel and that of their constituent parts, Frage, Streit, Beweis, etc. We show that there are cases which do not match the commonly accepted assumption that the head of a compound is its valency bearer. Such cases should receive a specific treatment in NLP dictionary building.
Introduction
This study presents a set of semi-automatic extraction procedures for German nominal compounds which subcategorize for a subordinate clause; it is a part of a broader research programme about the semi-automatic classification of automatically extracted subcategorisation. As our aims serve symbolic NLP, especially large symbolic grammars for deep processing, such as HPSG (cf. work in the LinGO project (Copestake et al., 2004) ) or LFG (cf. the PARGRAM project (Butt et al., 2002) ), which need detailed subcategorisation data for their lexicons and grammars. We review the subcategorisation of compounds and show that the commonly accepted assumption, that the head of a compound determines the predicate-argument structure of the whole construction (Zwicky, 1985) and (Bauer, 1988) , is not always valid. There are at least two types of exceptions to this rule; this becomes apparent when the subcategorisation of compounds is compared with that of their complements. We elaborate an architecture using linguistic knowledge about the phenomena we extract, and aim at answering the following questions: how can data about subcategorisation properties of nominal compounds be extracted from text corpora, and how can compounds be classified according to their subcategorisation properties? In this paper we deal with German nominal compounds subcategorizing a subordinate dass, wh-or ob (that, whor if) clause, and focus on sentential complementation although our methods can be applied for other complements as well.
Data and existing approaches

Approaches to the linguistic description of compounds.
Many linguists call compounding an interface bewteen morphology and syntax (Spencer, 1991) . Compounds have a constituent structure and most of them have a compositional reading (Johnston and Busa, 1999) . The relations between their elements are similar to the relations of sentence parts. The head of a compound is characterized by the same properties as a phrase head: it determines the morphosyntactic categories and subcategorisation of the whole compound ((Zwicky, 1985) and (Bauer, 1978) or (Bauer, 1988) ). We analyze nominal compounds followed by a subcategorized subordinate dass, wh-or ob clause. Nominal compounds were extracted along with the sentential complements which typically follow them in a sentence.
Data.
Our first extraction results show that there exist three types of nominal compounds: (a) those that share the subcategorisation with the head, (b) those that share their subcategorisation with the non-head, and (c) those that share their subcategorisation with neither the head nor the non-head constituents or that share it with both.
(a) The subcategorisation of the whole complex word is determined by its head:
( figure 2 , position left of the finite verb) cf. example (5) and the query in figure  1 . In this case, we search for nouns or noun phrases at the sentence beginning, which are followed by a wh-, ob-or dass-clause. If a noun in "Vorfeld"-position is followed by a sentential complement, this complement can only be subcategorized by the noun ((Helbig and Buscha, 2005) and (Zifonun et al., 1997) (pos="PW.*"& relative prowarum word!="wobei|womit")| noun, but not "wobei" and "womit" or 7.
(word="ob")| conjunction "ob" or 8.
(word="dass") conjunction "daß"
9.
[pos!="$. 
Subclassification.
To classify the extracted candidates according to the three groups mentioned in 2.2., we use compounds whose components are in a list of simplex nouns whose subcategorisation properties are "known" to our system. This knowledge comes from two sources: a list of extracted predicates subcategorizing for a sentential complement (cf. figure 1) and IMSLex, an NLP Lexicon for German containing subcategorisation information 5 :
• If the head of a compound is in the "known" list, and the non-head is not, the compound belongs to the type (a): Paradebeispiel, Journalistenfrage;
• If the non-head of a compund is in the "known" list and the head is not, the compound belongs to the type • If both the head and the non-head are in the "known" list, the compound belongs to the type (c):
Cases where both elements are not contained in our lexical resources could either be new to these resources or of subtype (c2). We control these manually. An overview of the cascaded classification procedures is given in figure 3 . A completely automatic separation of the compound types is still difficult. In example (6), the sentential complement is determined by the non-head noun Zeit (Zeit, wann.. 
Results and interpretation
A full quantitative evaluation of the tools would require the preparation of a gold standard corpus. A partial evaluation of nominals with sentential complements (over 7,000 tokens) in Vorfeld (VF), on the 'FR', 'FAZ' and 'taz' (cf. section 3.), provided the precision shown in In tables 4 and 5 we outline the frequency of compound nominal predicates, compared to the frequency of simplex nominal predicates extracted in "Vorfeld". Both simplex and compound predicates were extracted from the newspapers 'FR', 'FAZ' and 'taz' along with the three types of subclauses under study. As shown in tables 4 and 5, the phenomena we analyze are not frequent (about 12-15,7% of all nominal predicates in "Vorfeld" are compounds). The proportion of compound nouns varies significantly from ca. 2% for ob-clauses to ca. 20% for dass-clauses (compared by the number of extracted tokens), depending on the type of the subcategorized clause. In Table 6 , we summarize the proportion of type (a) to (c) occurrences in the newspaper corpora mentioned above.The figures show that type (a) cases are the most frequent in text corpora. Compounds of type (b) and type (c), however, make over 40% of all compound cases in "Vorfeld", which is a considerable amount.
Types a b c occurences in corpora 56,6% 11,8% 31,6% Table 6 : Occurrence of (a) to (c) types in "Vorfeld"
The evaluation of the automatic identification of type (b) compounds extracted from 'FR', 'FAZ', 'taz', 'Stz' and 'ZEIT' provided a precision of 79%. In a naive string comparison, a part of the extracted noise are cases like Zeitungs- bericht, Zeitungsmeldung, where the non-head constituent is not in the "known" list but it contains a string, which can subcategorize for a subclause. In Zeitungsbericht ("newspaper report"), the nominal predicate Zeit ("time") is obviously not a valency bearer of the compound as it is just a graphical part of the non-head noun Zeitung ("newspaper"). Using the morphological analyser we can identify constituent parts of compounds and exclude the occurrence of this kind of noise. We are also able to achieve high recall (84,5%) in subclassifying type (b) compounds.
To further improve the morphology-based classification, we should include the extracted compound predicates in the "known" list. Some cases, e.g. Grundsatzmißbilligung ("deprecation of principle") or Rechtsgrundsatz ("principle of law"), contain compound elements, e.g. Grundsatz ("principle"), which are built from elements that themselves can subacategorize for sentential complements, such such as Grund, dass... ("reason that..."). The morphological analyser produces a list of all morphemes, but not a hierarchical analysis of word structure.
Compounds for symbolic NLP
As was mentioned above, we intend to use the results of our study for large symbolic grammars, such as HPSG or LFG (cf. section 1.). The treatment of compounds with the described set of procedures limits the need for listing all compounds in an NLP lexicon. On the basis of our automatic classification we can decide about which compounds to store in the subcategorisation lexicon. Compounds of type (b) and of type (c) should be included. There is, however, no need to store type (a) compounds. For compounds of this type, we could use a systematic method of matching the arguments of compounds to the subcategorisation frames of their heads (cf. work of O. Gurevich on the methods of mapping deverbal arguments onto those of their corresponding verbs (Gurevich et al., 2007) ). In this case, a rewrite system would automatically map the subcategorisation frames of type (a) compounds to those of their head nouns, which are already stored in the lexicon. We have, however
, not yet implemented this mechanism.
Conclusions and future work
Our experiments show that the subcategorisation of nominal compounds is not in all cases determined by the head component (types (b) and (c)). The data obtained from corpora allow us to classify nominal compounds into three groups according to their subcategorisation properties. This information can be semi-automatically retrieved from text corpora.
On the basis of extraction procedures we propose a semiautomatic extraction and classification architecture which can operate on tokenized, tagged, lemmatized and partially parsed texts. Our work is in an early stage, but the first results show that our tools can extract and classify compound candidates in terms of which of their components are valency bearers. Future work will include the analysis of the nature of the non-head valency-bearer of type (b) and (c) compounds, as well as an extension of the kinds of extracted complements beyond subclauses.
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