Introduction
Micro-Raman spectroscopy is one of the powerful techniques to measure the local stress of Si in a non-destructive manner [1] [2] [3] . However, it is impossible to characterize the stress quantitatively only from Raman shifts since the stress is a tensor quantity composed of six independent components. To solve this issue, the following procedure is conducted to analyze the distribution of the stress tensors in Si devices by combining micro-Raman measurements with stress simulations [4] : 1. Calculate spatial distribution of stress tensors by FEM (finite element method) simulations assuming such parameters as elastic moduli and internal stresses in the constituting materials; 2. Calculate Raman shifts from the calculated stress tensors; 3. Compare the calculated Raman shift values with the measured Raman data; 4. Adjust the parameters in the stress simulations to fit the measured Raman data to get the correct stress distribution.
In nanoscale structures, the excitation and Raman scattering light intensity distributions are strongly modified by the sample structures, which has a large impact on the Raman spectra [3] . Therefore, we should develop a Raman simulation method which takes account of the excitation and the Raman scattering light distribution for the precise stress analysis, especially for the nanodevices such as FinFETs and nanowire transistors.
In this paper, we show the newly developed Raman simulation method combined with an FEM stress simulation and an FDTD (Finite-difference time-domain) electromagnetic simulation to take account of light distribution for precise analysis of local stress distribution with micro-Raman spectra of Si nanodevice structures. We demonstrate the usefulness of this method by analyzing the stress distribution in the source/drain (S/D) regions near the metal gate measured with polarized UV micro-Raman spectra in W/TiN gate MOSFETs.
Simulation procedure
The developed Raman simulation procedure calculates the excitation light distribution in the sample by FDTD simulation, and calculates the Raman scattering intensity using Raman tensors and the calculated excitation light intensity at each mesh point in the sample. Finally, the Raman spectra are obtained by integrating Raman scattering light intensity over the detection region using the FDTD simulation.
Comparison with experimental results
The used sample structure, a SiN/W/TiN/ HfSiON/SiO 2 gate stack, is illustrated in Fig.1 . The thicknesses of the SiN, W, and TiN layers were 50 nm, 70 nm, and 10 nm, respectively [2] . The gate length was 600 nm.
Polarized Raman measurements were performed using a UV confocal Raman microscope equipped with oil immersion micro-objective lens with xx-(both the polarization directions of excitation and detection lights are perpendicular to the side wall of the gate electrode) or yy-(both the polarization directions of excitation and detection lights are parallel to the side wall of the gate electrode) configuration. The excitation wavelength was 364 nm. The diameter of the probed area was about 120-150 nm. The peak positions of the measured spectra were determined by Lorentz curve fittings.
In Fig.2 , the spatial variation of the Raman shifts of Si measured along Line A is plotted as a function of the probe positions with the xx-(□) and yy-polarization configurations (○). As seen, the Raman shifts increase as the probe positions come closer to the gate edge. However, the Raman shift increase for yy-configuration is much smaller than that for xx-configuration near the gate.
The spatial variation of the Raman shifts along Line A was simulated with and without 2D FDTD simulations as mentioned in the above section and the results are shown in Fig.2 . For the Raman simulations with the FDTD, Gaussian light sources (FWHM: 120nm) was used with x or y polarization. For the Raman simulation without the FDTD, the distribution of the excitation light was supposed to be Gaussian (FWHM: 120 nm) on the sample, and the Raman spectra were calculated with convolution of Lorentzian Raman spectra and Gaussian distribution of excitation light intensity.
To fit the simulation results with the FDTD to the measured Raman data, the initial internal stress of the gate is assumed to be −4.5 GPa. As seen in Fig.2 , the simulations with the FDTD reproduce well the polarization dependence of the spatial variation of the Raman shifts However, for the simulation without the FDTD using the initial gate stress of −4.5 GPa, the discrepancy between the measurement and the simulation results is significant near the gate edge (green line in Fig.2) . To fit the simulation result without the FDTD near the edge, we should assume the initial stress of the gate to be −3 GPa (brown line in Fig.2) .
The internal stress of the tungsten film used in the gate is −4.3 GPa, which was estimated with wafer bending measurement. This value agrees well with the estimation by the simulation with the FDTD but not that without the FDTD, which means that the simulation without the FDTD gives the wrong Raman shift distribution near the gate edge.
The difference of Raman spectra between xx-and yy-configurations can be explained by the polarization dependence of the distribution of the light intensity near the gate edge. Figure 3 shows the 2D maps of the electric field intensities calculated with the FDTD simulations for the light sources of x-and y-polarizations, which shows the sample structure strongly modify the light distribution in nanometer scale near the gate edge. The light intensity for the y-polarization is very week in the S/D region within ∼50 nm of the gate edge, in contrast to that for the x-polarization. The FEM simulation shows that the metal gate exerts compressive stress intensively in the S/D regions within the ∼50 nm of the edge (Fig 4) .
Thus, the FDTD and FEM simulations reveal that the Raman signals from the intensively strained area contribute little to the Raman spectra measured with the yy-configuration, resulting in the smaller Raman peak shift than that with the xx-configuration. Therefore, we can estimate the stress distribution by even higher spatial resolution than the diffraction limit by analyzing the polarization dependence of the Raman spectra.
The Raman simulation without the FDTD cannot take account of the impact of the light distribution modified by the nanostructures on the Raman spectra; the discrepancy between the simulation and the measurement results becomes large near the gate. This confirms the importance of the combination of the FDTD electromagnetic simulation and the FEM stress simulation in the local stress analysis with micro-Raman spectroscopy. We are now implementing this procedure into a 3D TCAD simulation system.
Conclusions
We have shown that the simple comparison between the measured Raman shifts and those calculated using the stress tensors with the FEM stress simulation does not give the correct stress distribution in nanoscale regions, and developed the new Raman simulation method utilizing the FDTD electromagnetic simulation and the FEM stress simulation for the precise local stress analysis of Si devices.
This method can take account of the nanoscale modification of light distribution caused by the sample structures, which has a significant impact on the Raman spectra especially in the Si nanodevices. Thus, the FDTD analysis in the Raman simulation process is essential for the precise stress analysis of Si nanodevices. We have estimated the correct stress value in the metal gate MOSFET structure with this simulation method. 
