Political scientists often turn to natural experiments to draw causal inferences with observational data. Recently, the regression discontinuity design (RD) has become one popular type of natural experiment given its relatively weak assumptions. We study a special type of regression discontinuity design where the discontinuity in treatment assignment is geographic. In this design, which we call the Geographic Regression Discontinuity (GRD) design, a geographic or administrative boundary splits units into treated and control areas, and analysts make the case that the division into treated and control areas occurs in an as-if random fashion. We show how this design is equivalent to a standard RD with two cutoffs, but we also clarify several methodological differences that arise in geographical contexts. We also offer a method for estimation for geographically-located treatment effects that can also be used to validate the identification assumptions using observable pre-treatment characteristics. We illustrate our methodological framework with a re-examination of the effects of political advertisements on voter turnout during a presidential campaign, exploiting the exogenous variation in the volume of presidential ads that is created by media market boundaries. * Authors are in alphabetical order. We thank
Introduction
Selection and endogeneity are often key threats to inference in the social sciences. Recently, analysts have turned to natural experiments and quasi-experimental methods as one way to overcome these obstacles in observational studies -studies where the assignment of the treatment of interest is not under the researcher's control. Among these techniques, the regression discontinuity (RD) design has been revived with great fanfare. Lee and Lemieux (2010) summarize the promise that surrounds this design saying that "the RD design is not 'just another' evaluation strategy and that causal inferences from RD designs are potentially more credible than those from typical 'natural experiment' strategies." Moreover, analysts have used RD designs to recover experimental benchmarks, which has only bolstered their credibility (Green et al. 2009; Cook et al. 2008) . The use of RD designs has exploded recently. Lee and Lemieux (2010) count 78 applications of RD designs in economics, and the design is spreading quickly in political science (e.g., Butler 2009; Butler and Butler 2006; Broockman 2009; Eggers and Hainmueller 2009; Gerber et al. 2011; Hopkins and Gerber 2009) .
In this paper, we are concerned with what we call the Geographic Regression Discontinuity (GRD) design, where a geographic or administrative boundary splits units into treated and control areas, and analysts make the case that the division into treated and control areas occurs in an as-if random fashion. One of the earliest and most famous examples of exploiting geographic variation to estimate causal effects is by Card and Krueger (1994) , who estimated the effect of increasing the minimum wage on employment by comparing fast food restaurants in New Jersey (where the minimum wage was increased) to restaurants in adjacent eastern Pennsylvania. In political science, political boundaries are often associated with variation in key treatments such as national or state institutions. For example, Posner (2004) used the colonial border between Zambia and Malawi, which was drawn by the British South African Company and split two different ethnic groups, to study the political salience of cultural cleavages. Research designs based on geographic discontinuities are an increasingly popular type of natural experiment in political science, and have been recently used to study a variety of topics, including nation building, governance and ethnic relations in Africa (Asiwaju 1985; Berger 2009; Laitin 1986; Miguel 2004; Miles 1994; Miles and Rochefort 1991; Posner 2004) , media effects in Europe and the U.S. (Krasno and Green 2008; Huber and Arceneaux 2007; Kern and Hainmueller 2008) , local policies in U.S. cities (Gerber et al. 2011) , and polarization in the American electorate (Nall N.d.) .
In this article, we clarify the methodological difficulties that may arise in geographic applications of the RD framework. We first show that GRD designs identify the treatment effect under a two-dimensional continuity assumption which generalizes the seminal identification assumption in Hahn et al. (2001) . In this regard, the GRD design behaves as any other standard RD design with two scores and two cutoffs. However, applying the two-dimensional continuity assumption to geography produces some subtle but important differences. We highlight three in particular. First, analysts who study GRDs often encounter compound treatments that by construction cannot occur in non-geographic two-dimensional RD designs. Second, in a GRD design, different measures of distance from the cutoffs require different identification assumptions. Third, spatial variation in treatment effects can be mapped to specific locations, and this can be exploited to detect geographic areas where the identification assumptions are more (or less) likely to hold.
Moreover, any method of inference applied to data from a GRD design must account for possible spatial correlation. To that end, we adapt nonparametric estimation methods that are standard practice in the analysis of classical RD designs (see, e.g. Imbens and Lemieux 2008) to GRD designs. Finally, we devote special attention to the practical applicability of GRD designs, in light of the specially demanding restrictions that are required when the RD assumptions are applied to a geographic context. We argue that the continuity assumptions needed for identification will hold less often when applied to geography, because when discontinuities are geographic agents may sort very precisely around the boundaries and undermine the validity of the design. To that end, we provide researchers with practical advice on how to judge the plausibility of the key identifying assumptions. More generally, we argue that great care and considerable substantive knowledge is needed to successfully exploit geographic boundaries as RD designs.
We illustrate our methodological framework and practical guidelines with an empirical application that replicates the research design in Huber and Arceneaux (2007) and Krasno and Green (2008) . Following these previous studies, we use the exogenous variation in the volume of TV ads that is created by media market boundaries to understand whether campaign ads increase turnout. Using individual-level voter turnout data, we replicate the previous finding that political ads seem to have no effect on voter turnout. Applying our framework to this empirical application allows us to highlight and address important features of GRD designs, including that media-market boundaries tend to be identical to county boundaries and that the required assumptions are most likely to hold in non-battleground states.
The manuscript is organized as follows. In the next section, we introduce the details of our motivating empirical application. In Section 3 we formally state the identification assumptions and in Section 4 we discuss the specific issues that arise in geographic applications of the two-dimensional RD designs. We present our estimation framework in Section 5, and the empirical results obtained from applying our GRD framework to the media markets example in Section 6. In Section 7 we discuss recommendations for practice and conclude.
We collect additional discussions, derivations and analyses in the Appendix. campaign, we calculated that residents of New Jersey who were in the Philadelphia media market were exposed to an average of 177 presidential campaign ads per day from September 1st until election day. By contrast, residents of New Jersey in the New York media market saw no presidential ads at all during the same time period (Goldstein et al. 2008 ). Huber and Arceneaux (2007) and Krasno and Green (2008) exploited this within-state variation in media markets to study whether presidential campaign advertisement affects turnout and political attitudes. Both studies compare voters in adjacent counties in the same state that are in different media markets, where one media market had a high volume of ads and the other media market had few or no ads. In both studies, the authors find little evidence that being exposed to presidential campaign ads during the 2000 election increases voter turnout. While these studies do not use detailed geographic data, the assumption in both cases is that voters who live near a media market boundary are as-if randomized to 1 See Nielsen Media's Research glossary of terms at http://www.nielsenmedia.com/glossary.
A Motivating Example
presidential TV ads exposure. In the following sections, we use this empirical application to illustrate our methodological framework and present general features of the GRD design that are likely to be encountered by practitioners in different subfields. But before turning to practical issues, below we outline our methodological framework formally.
3 Geographic Regression Discontinuity Design
Setup and Notation
In a regression discontinuity design, assignment of a binary treatment, T , is a function of a known covariate, S, usually referred to as the forcing variable or score. In the sharp RD design, treatment assignment is a deterministic function of the score, where all units with score less than the known cutoff S =s are assigned to the control condition (T = 0) and all units with scores above the cutoff are assigned to the treatment condition (T = 1). The crucial aspect of the design is that the probability of receiving treatment jumps discontinuously at the known cutoffs.
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In a geographic-based RD design, we compare units in a treated area to units in a control area, which we denote by A t and A c , respectively. We adopt the potential outcomes framework and assume that unit or individual i has two potential outcomes, Y i1 and Y i0 , which correspond to levels of treatment T i = 1 and T i = 0, respectively. 3 In this context, T i = 1 denotes that unit i is within A t and T i = 0 denotes that i is within A c . 4 In our empirical application, A t is an area in the state of New Jersey that is within the Philadelphia media market, while A c is a region in New Jersey that is within the New York media market.
Thus, in our example, T i = 1 when individual i resides in the Philadelphia media market, and T i = 0 when he resides in the New York media market. We are interested in the effect of treatment for unit i, τ i = Y i1 − Y i0 , where in our application the potential outcomes are binary and they represent the decision to turn out to vote (or not). The observed outcome is
, and the fundamental problem of causal inference is that we cannot observe both Y i1 and Y i0 simultaneously for any given unit, which implies that we are unable to estimate the individual effect τ i . However, under certain identification assumptions, we will be able to learn about average effects such as E(τ i ), the "average treatment effect", or E(τ i |i ∈ W) for some subset W.
Identification
We now discuss the assumptions needed to identify treatment effects in the GRD design. Informally, a parameter is said to be identifiable if the observed data is consistent with only one value of the parameter being true, i.e. the confidence interval for an identifiable parameter shrinks to a single point as the sample size increases to infinity. Identification for the GRD design holds under an assumption that has been recently proposed by Papay et al. (2011) and Imbens and Zajonc (N.d.) , which generalized RD designs to include multiple (typically two) forcing variables. An example of an RD with two forcing variables is students taking two exams (say, language and mathematics) and a rule that allows students to graduate when their test scores on each exam exceed a particular threshold. As we formally outline below, the identification assumption for this two-dimensional RD design is equivalent to the identification assumption needed for GRD designs. In this regard, GRD designs are equivalent to RD designs with two scores and two cutoffs. In a GRD design, coordinate systems like latitude and longitude are analogous to the scores on the math and language exams.
We now state the two-dimensional continuity assumption, adapting the identification conditions first presented in Papay et al. (2011); Imbens and Zajonc (N.d.) to the GRD.
We exploit the spatial proximity to the border between A c and A t , and the fact that the treatment jumps discontinuously along this boundary. To illustrate, in our empirical example we concentrate on areas on either side of the boundary the separates the Philadelphia and New York media markets, and where the volume of ads changes discontinuously from very high to zero. We define a score that uniquely represents unit i's geographic location, and allows us to compute i's distance to any point on the border. We use vectors, in bold, to simplify the notation. We call the set that collects all boundary points B, and denote a single boundary point (b 1 , b 2 ) = b, with b ∈ B. The geographic location of individual i is given by two coordinates such as latitude and longitude, (S i1 , S i2 ) = S i . We use s t ∈ A t to refer to locations in the treatment area and s c ∈ A c to refer to locations in the control area. Thus, A t and A c are the sets that collect the scores of units with T = 1 and T = 0, respectively.
Assignment of T i is now a deterministic function of this score, which has a discontinuity at the known boundary B. This setup, together with the identification assumption below, formally constitute the Geographic Regression Discontinuity design.
Assumption 1 (Continuity in two-dimensional score). The conditional regression functions are continuous in S at all points b on the boundary:
This assumption requires that the average potential outcomes under treatment and control be continuous at all points on the boundary. In the context of our example, this means that the average turnout rate in areas of the Philadelphia (New York) media market that receive a high (low) volume of ads would be roughly the same as the average turnout rate that would have been observed if these areas were hypothetically moved to just the other side of the media market boundary but the volume of ads stayed equally high (low). In other words, the assumption implies that the average outcomes of units in the Philadelphia media market that are very close to the media market boundary are roughly equal to the average outcomes that would have been observed in the New York media market if this media market had received a high volume of presidential ads instead of a very low one.
Note that the probability of treatment jumps discontinuously along an infinite collection of points -the collection of all points b ∈ B. This implies that the parameter identified under this assumption is infinite-dimensional, as it is a curve on a plane. In other words, since the cutoff is not a point but a boundary, under Assumption 1 the GRD design will identify the treatment effect at each of the boundary points. This result is summarized in the following proposition, where superscripts t and c are used to denote locations in the treated and control areas, respectively, so that, for example, s c ∈ A c and s t ∈ A t . (See Section A.3 in the Appendix for a proof.)
Proposition 1 (Geographic Treatment Effect Curve). If Pr(T i = 1) = 1 for all i such that S i ∈ A t and Pr(T i = 0) = 1 for all i such that S i ∈ A c (the discontinuity is sharp), and Assumption 1 holds,
In other words, under the GRD assumptions, we can identify one (possibly different) treatment effect τ (b) for every point b on the boundary, defining a treatment effect curve.
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Thus far we have outlined the key identification assumption in our GRD design, and pointed out the equivalency between the GRD design and the non-geographic, two-dimensional RD design. But when it comes to defining the treatment assigned, calculating the distance to the cutoffs, interpreting treatment effects, and evaluating the plausibility of the identification assumptions, GRD designs lead to very specific issues that do not arise in non-geographic contexts. We turn next to these important differences.
Particularities of Geographic Regression Discontinuities
The GRD design and the two-dimensional non-geographic RD design differ in three areas: the possibility of compound treatments, the role of distance to the boundary, and the geographic treatment heterogeneity. We discuss each of them in turn.
Compound Treatments
In GRD designs, we often are confronted with compound treatments, which occur when more than one border is located at the sample place. This phenomenon does not generally occur in the two-dimensional, non-geographic RD design. Compound treatments are best motivated through our empirical application. Why does this matter? The outcome in our application is voter turnout. In many states, counties are important units in terms of electoral administration, as county election officials are often allowed to decide the number of polling stations and precinct boundaries and enforce voter identification laws. It is quite possible that turnout might differ at a county boundary due to the specific features of the counties' electoral administration. If media market and county boundaries are identical, one will not be able to isolate the two, possibly different, effects. Alternatively, if a congressional district border is also shared, a competitive House race might also confound the media market effect on turnout. Importantly, such compound treatments cannot arise in the example of a two-dimensional RD with educational testing, since the discontinuity there, by construction, does not correspond to any other boundary.
When analysts face compound treatments, an additional assumption will be needed for identification ( In our application, there are at least two versions of the treatment. The first, T i (1), is the county version of the treatment; but there is a second version of the treatment, T i (2), which corresponds to the media market. When the two boundaries overlap exactly we have to assume that T i (1) = T i (2). In our example, this implies assuming that the county effect on turnout is zero, so that the county treatment can be exactly reduced to the media market treatment.
6 Another alternative is to define the estimand as a compound treatment effect that includes both a media market effect and a county effect, but for the purposes of our example this is unsatisfactory, because our substantive interest is on media market effects isolated from county effects. The ideal scenario is one where the assumption of compound treatment irrelevance can be avoided altogether. In our media market application, we found one place where this holds: a small area of Northern California along Lake Tahoe, where voters are part of the Reno, Nevada, DMA. Thus, citizens in this region of California get the full volume of presidential ads from Nevada (a battleground state), while other California residents do not. In this case, the Reno media market does not follow a county boundary and instead splits El Dorado county in California into two media markets: the Reno DMA to the east, and the Sacramento DMA to the west. Figure 2 displays this area of California.
Since the boundary between the Reno and Sacramento media markets splits El Dorado county, the GRD estimate will isolate the media market effect from any county effect. The dots in Figure 2 represent the locations of households with at least one registered voter.
Unfortunately, the density close to the media market border is poor. Moreover, rudimentary comparisons show that those who live along Lake Tahoe are wealthier than those who live outside the Reno DMA in El Dorado county. The sales price of homes in the Reno media market were on average nearly $200,000 higher than for homes in El Dorado county outside of the Reno DMA. Incomes were also substantially higher for residents in the Reno media market. Thus, we observe a correlation between income and the higher volume of presidential campaign ads, which will confound the effect of ads on voter turnout. Thus, despite the fact that we can isolate the precise media market effect, we do not pursue the analysis in this area and focus on New Jersey instead. Nonetheless, this area in California is useful to illustrate a case where the compound treatment irrelevance assumption is not needed. Here, avoiding this extra assumption comes at too high a price, since there is simply no density right close to the border, but in other examples density may of course be higher.
The presence of compound treatments is common in GRD designs while practically nonexistent in the non-geographic two-dimensional RD design. When compound treatments occur, analysts will need to either find areas where a single treatment can be isolated or make a case that the assumption of compound treatment irrelevance holds. As we discuss in detail below, we are unable to avoid this assumption in the area of New Jersey that we study.
The Compound Treatment Irrelevance assumption is closely connected to the exclusion restriction in instrumental variables contexts, were researchers must assume that the instrument has an effect on the outcome only through the treatment of interest but does not affect the outcome directly. Any GRD design is ultimately focused on the effect of some treatment that occurs in the geographic unit, not on the effect of the geographic unit itself. In this sense, the geographic units in the analysis (media markets, in our example) are analogous to an instrument, and we invoke a type of exclusion restriction that requires that the only feature of the geographic units that affects the outcome is the presence or absence of the treatment of interest (political TV ads).
Naive Distance
Often in the GRD design, the score S is defined as the shortest (i.e., perpendicular) distance to the boundary, and units that are close to the boundary in terms of this distance but on opposite sides of it are taken as valid counterfactuals for each other. Here, individual i has distance S i = d if the distance from i's location to the point on the boundary that is closest to i is equal to d. While this concept of distance is well-defined in the context of geography, it makes little sense in the context of the two-dimensional RD based on test scores. In the two-dimensional non-geographic RD, we cannot sensibly define a shortest distance to the "boundary" between treated and control, primarily because this boundary does not in any sense correspond to a pre-existing feature of the world such as a county, district, DMA, etc.
Thus, the possibility of computing this shortest distance is another key distinction between the two designs.
Moreover, using the perpendicular distance to the boundary as the score alters the identification assumptions in the GRD design. The problem is that this measure of distance ignores the spatial nature of geographic locations. We refer to this distance as "naive", to distinguish it from the two-dimensional distance we introduce below, which we term "geographic." As illustrated in Figure 3 , the shortest distance from individual i's location to the boundary does not determine the exact location of i in the map, since two individuals i and j in different locations can both have S i = S j = d. That is, this naive distance does not account for distance along the border. As one can see in Figure 3 , a naive implementation of the RD design along a geographic boundary that does not take into account both dimensions would treat individuals i and j in the control area as equally distant from individual k in the treatment area, when in fact j is much closer to k than i. This problem will be exacerbated when the boundary is longer; in Figure 3 , as the boundary becomes longer, the distance between control unit i and treated unit k can be made arbitrarily large even as S i = d remains constant, by moving i along the dotted line.
Nonetheless, under some circumstances naive distance and geographic distance will yield
Figure 3: Failure of one-dimensional distance to identify boundary points the same answer. For this to be true, one must adopt the following additional assumption.
Assumption 3 (Spatially Constant Average Potential Outcomes). Average Potential outcomes are constant with respect to location along the discontinuity border:
In other words, defining the score as d in a one-dimensional RD design is equivalent to defining the score as S i = (S i1 , S i2 ) in conjunction with Assumption 3 in the GRD, which requires the average potential outcomes to be identical at all boundary points. Note that this assumption implies, but is not implied by, constant treatment effects at all boundary
Although in many situations Assumption 3 will be a strong assumption, it may be unavoidable due to data limitations. Identification under Assumption 1 requires knowing the spatial location of each unit and the boundary in a coordinate system such as latitude and longitude. When this information is not available, Assumption 3 might be unavoidable, and data quality will have a direct effect on the identifying assumption invoked. In Section A.5 of the Appendix, we show the form of the treatment effect estimate under Assumption 3 when the limit of the regression function for the treated side is calculated at a boundary point b p that is different from the point b q used for the control side, the implicit comparison in the naive approach.
Spatial Treatment Effects
We note one final important difference between GRD designs and the two-dimensional nongeographic RD design. As we noted in Section 3, the effect identified is not a point estimate but a line of treatment effects along the border that separates the treated and control areas.
In the GRD design this leads to estimated effects that are spatially located, and these treatment effects can be in principle heterogeneous. In the standard two-dimensional RD design, this heterogeneity may be difficult to interpret, but in the GRD design, we can map this heterogeneity to specific geographic locations to observe whether the treatment effect varies along the geographic border of interest. In other words, a GRD can uncover interesting patterns of geographic treatment effect heterogeneity that may have, for example, important policy implications. Analysts should either specify whether they can articulate a pattern in the treatment effects or treat such heterogeneity as an exploratory analysis. In the next section, we develop an estimator that is faithful to the spatial nature of the GRD design.
Estimation
We now provide an estimation framework that is well suited to the features of the GRD design, and can be used to both estimate treatment effects and assess the plausibility of the continuity assumptions. We generalize the local polynomial regression estimator commonly used for estimation in one-dimensional RD designs (see Hahn et al. 2001 , Porter 2003 , and Imbens and Lemieux 2008 for an overview). Our goal is to estimate a conditional expectation of the outcomes as a function of the distance to the boundary. This estimate, however, needs to be faithful to local spatial variation around the discontinuity of interest. In Section A.6 in the Appendix, we discuss how our method relates to methods in statistical geography, such as geographically weighted regression and the analysis of spatial autocorrelation.
First we define µ(x) = E(Y |X = x) as the regression function of the observed outcome of interest Y on some univariate X. Assuming that the first p + 1 derivatives of µ(X) at the point X = x 0 exist, we can approximate µ(x) in a neighborhood of x 0 by a Taylor expansion:
In local regression estimation, this polynomial is fitted locally, minimizing a weighted sum of squared residuals. The estimated coefficientsβ = (β 1 ,β 2 , . . . ,β p ) are defined aŝ
with weights
) for a given kernel function K(·) and bandwidth h. This yieldŝ µ j (x 0 ) = j!β j as an estimator of µ(x 0 ) j for j = 0, 1, . . . , p. In particular, an estimator for the conditional expectation of Y given X = x 0 is given byμ(x 0 ) =β 0 . See Fan and Gijbels (1996) for an extensive discussion of local polynomial estimation.
Using this local polynomial estimator, we borrow the basic estimation approach from RD designs, which involves estimating the left and right limits of µ(c), denoted µ l (c) and µ r (c), respectively, with a local polynomial of degree one, where c is a known cutoff in the score.
The estimation of µ l (c) uses only observations to the left of c and, similarly, estimation of µ r (c) uses only observations to the right of the cutoff. For given weights w i and a scalar score S i , this involves computing the weighted regression of the observed outcome Y i on a constant and S i − c; the estimated effect is thenτ = µ r (c) − µ l (c).
We modify this standard estimation approach in several ways. For a given point b on the boundary, we calculate a measure such as the Euclidean distance, which can accommodate multiple dimensions, between the location S i of unit i and b. For every unit i in the sample, this distance is defined as f b (S i ). Letting
we estimate these functions by local linear regression. To do so, we solve
where
are a set of spatial weights where K(·) represents a kernel weighting function and h b is the bandwidth at the boundary point b. Since f b (b) = 0, all formulas above simplify immediately. Given these solutions, the GRD effect is estimated as
Statistical inference may be performed using the robust small-sample standard errors from this weighted linear regression (Imbens and Lemieux 2008) . The bandwidth h b could be selected in various ways, including cross-validation procedures or the procedures developed by Imbens and Kalyanaraman (2012) and Calonico et al. (2013) , which optimize a mean-squared error (MSE) criterion specially suited for estimating a discontinuity jump in the regression function. In applications, however, we found that these procedures were not particularly well-suited to deal with the spatial nature of the estimand, particularly with sparse areas around a boundary point. In particular, procedures that minimize the MSE often select bandwidths that are too large, spanning all or most of the support of the running variable.
As we discuss below, for this reason, in our empirical application we select the bandwidth manually according to our knowledge of the treated and control areas, but in the Appendix we also present results with MSE optimal bandwidths as a robustness check. Finally, while many forms of K(·) are possible, we used a triangular kernel function, K(z) = 1(|z| ≤ 1)(1 − |z|) (see Imbens and Kalyanaraman 2012) .
In practice, since the boundary B is an infinite collection of points, we selected a grid of G points along the boundary for estimation,
Under this grid of points, we defined a series of treatment effects τ (b g ) for g = 1, 2, . . . , G. Our estimation procedure thus produces a collection of G treatment effects that can vary along the boundary that separates the treatment and control areas, and in fact leads to a treatment effect curve, where each effect can then be mapped in its specific location, b. This set of estimates can be used for two purposes. First, using one or more pre-treatment covariates as the outcome, the procedure can be used to produce a placebo map or table that shows the treatment effect on covariates known to be unaffected by treatment at each boundary point in the grid. Since the known effect of the treatment on a pre-treatment covariate is zero by construction, this allows researchers to detect portions of the boundary where the GRD identification assumption is more likely to hold. Second, the same procedure can be used to plot treatment effects on a map for an assessment of geographical treatment heterogeneity. Ideally, the researcher will choose to only study treatment effects at those points where the placebo analysis indicates that pre-treatment covariates are indistinguishable across treatment and control areas. Of course, one could also estimate a summary of the G effects such as the average.
Since our method produces G different estimated treated-control differences, researchers may face a multiple testing problem when G is large. Even if the true effect is zero, we will expect to reject the null hypothesis α × G times if we use an α-level test. This multiple testing problem poses no difficulties since there are well known solutions such as Bonferroni correction or false discovery rates (Anderson 2008; Benjamini and Hochberg 1995) .
Estimating the Effect of Campaign Ads on Voter Turnout
We now apply our GRD framework to the research design developed by Huber and Arceneaux (2007) and Krasno and Green (2008) and examine the effect of political television advertisements on turnout during the 2008 presidential election, using the variation in the volume of ads created by different media markets. We first describe the data we used for the analysis, and then the geographic analytic tools that are essential to study this question with a GRD design. We then explore the issue of compound treatments in this application, and demonstrate how to make the assumption more plausible. Next, we explore whether pretreatment covariates (variables that are determined before the volume of ads) differ significantly near the media market border where the discontinuity in advertisement volume occurs. This is equivalent to the requirement in the standard RD design that pre-treatment covariates be similar or "balanced" close to the cutoff, just as one would expect in a randomized experiment (see Lee 2008) . The final part of our empirical analysis focuses on estimating and mapping the turnout effects of presidential campaign advertisement.
Data
Our analysis is greatly aided by the form of our data, in particular the fact that it is individual level data with enough information to allow for geo-locating all units. We rely on two data sources. Our main source is the New Jersey voter file. We purchased a version of this file from the Catalist corporation. This voter file has measures of party identification, gender and age directly from the voter file, and imputed values of education, income, poverty status, and employment status. See Ansolabehere and Hersh (2012) for details about the features of voter files compiled by Catalist. Most importantly, the voter file also contains the address of each voter, which allows us to find each voter's geographic location and avoid the use of naive distances. Our second data source is property sales records. Data from housing sales have a number of advantages. First, according to hedonic pricing theory, housing prices should reflect a wide variety of neighborhood characteristics, including school quality (Sheppard 1999; Malpezzi 2002) . Second, these data are not aggregated, which allows us to precisely estimate how they vary around the boundary of interest. We acquired records for all houses sold in the appropriate zip codes in New Jersey from January 2006 to November 2008. In this time period, nearly 3,000 homes were sold in this area -although we only used the 1,800
house sales inside one specific school district, see below. The housing sales data allow us to conduct a fine-grained analysis of the sales price differential along the boundary of interest.
We did not use Census data. Census units such as census block groups typically contain between 600 and 3,000 people. Given the large size of block groups, it is often difficult to tell whether there is meaningful spatial variation in block group level measures as one approaches the boundary of interest. In addition, past turnout behavior might seem to be an important pretreatment covariate to either condition on or use as a placebo outcome in our application.
However, past turnout is affected by similar ad differentials in past elections. As such, past turnout cannot be considered to be a pretreatment covariate.
Geographic Analysis
We use Geographic Information Systems (GIS) software to process the data before the final statistical analysis. Indeed, we believe that without GIS analysis the GRD design is significantly weakened. GIS software allows analysts to more fully exploit geography and spatial proximity. Here, we outline the geographic analysis we performed to implement the GRD design in New Jersey.
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We can use certain GIS techniques to avoid the biases caused by aggregate data and the modifiable areal unit problem (MAUP) (Openshaw 1984 Next, we detail how we used GIS techniques. First, we geocoded both the voter file and data on housing sales. Geocoding is the process of converting addresses into a coordinate system, typically latitude and longitude. 9 Geocoding allows us to know the distance between voters and the media market boundary that forms the discontinuity of interest, and to develop a score that reflects the two dimensional geographic space. 10 We also used GIS software for two other tasks. First, we created what is called a buffer around the media market boundary.
The buffer is a spatial object that records which voters fall within a specified distance of a geographic boundary. We used a buffer to identify which voters are within 100, 200, 300, 400, 500, 600, 700, 800, 900 and 1,000 meters from the border on either side. Second, we 9 Geocoding involves taking formatted addresses and comparing them to a known database of addresses and street locations with an assigned geographic reference such as latitude and longitude.
10 One might imagine that a simple application of the Euclidean distance with the points defined by latitude and longitude would be sufficient for calculation of the score in the GRD design. This would be appropriate if voters resided on a plane, but the Earth is a sphere. Naive Euclidean distances calculated between geographic locations can severely overestimate the distance (Banerjee 2005) . There are two standard alternatives to the naive Euclidean distance: the geodetic and chordal distance. We used the chordal distance, which is a rescaling of the Euclidean distance and is very close to the geodetic distance for locations that are less than 2,000 km apart. The additional advantage of the chordal distance is that it allows for valid calculations of spatial correlations which the geodetic does not allow for (Banerjee 2005) .
used GIS to obtain a grid of points on the media market boundary for the calculation of treatment effects. We did this by dividing the boundary into points defined by latitude and longitude, spaced at selected intervals.
Compound Treatment Reduction
Before calculating each unit's distance to each of the boundary points, we discuss how to minimize the compound treatment assumption in this application. Figure 4 contains a map of the state of New Jersey along with the location of the boundary between the New York and Philadelphia media markets. We could calculate distances between voters and points along the entire media market boundary and compare voters who are near each other along this border. However, it is first important to reduce the incidence of compound treatments as much as possible. To do that, we examined the boundaries of four different administrative units: U.S. congressional districts, state senate districts, state house districts, and school districts. We found that for many parts of the media market boundary, the boundaries of at least one of these units overlapped perfectly with the media market boundary. In other words, in various boundary segments, not only did the media market change at the boundary but so did the school and/or the legislative districts. This is not entirely surprising since, as we discussed above, the media market boundary in this area (and in most of the U.S.) follows county boundaries.
The overlap between media and county boundaries means that we cannot escape the problem of compound treatments entirely, but we can minimize it by restricting our analysis to those segments along the media market boundary where voters are in identical legislative districts and school districts. Despite the length of the media market boundary, we found only one short segment along the border where both legislative district or school district boundaries did not also follow the county-media market boundary. The area of detail in Figure 4 marks this boundary segment. Figure 5 contains a zoomed-in map of this area.
The area marked in gray hash lines marks the West Windor-Plainsboro school district, which is split in two by the county-media market boundary. This school district also lies within a single U.S. House, state house, and state senate district. We restrict our analysis to residents in this school district since we can more plausibly assume that areas on either side of this segment of the media market border are comparable -though we test this assumption empirically below. Thus, while we cannot avoid compound treatments in the application, by finding an area where school and legislative districts are constant, we hope to increase the plausibility of the compound treatment irrelevance assumption.
It is also worth noting that by holding units such as legislative and school districts constant in order to reduce compound treatments, we are making our analysis conditional on distance. That is, by removing compound treatments, we are already restricting our analysis to areas within a specific distance of the border. We suspect that, in many applications of the GRD design, addressing the compound treatment problem will prompt researchers to indirectly condition on distance to the boundary and will be a useful first step to identify areas that are similar along the discontinuity of interest.
Results
Despite the differences between the GRD design and non-geographic RDs, the analysis of both designs should start in an identical fashion. Under both designs, pretreatment covariates should be balanced within some local neighborhood around the cutoff or border. If covariates that are determined before treatment change significantly at the border, then the validity of the design ought to be questioned. We now report whether covariates are similar on either side of the media market boundary segment we selected for analysis. Given that we have already conditioned on geographic proximity by selecting a segment of the border where legislative and school districts overlap, we expect that covariates should already be comparable.
We check balance on 18 covariates in the voter file and for house prices. Because we analyze a large number of covariates in the voter file, instead of reporting individual-level balance statistics, we use a global measure of balance developed by Hansen and Bowers (2008) . For housing prices, we report price per square foot to avoid capturing differences in house sizes. We compare differences in pretreatment covariates in a number of different ways. We begin with a raw comparison between treated and control areas for all voters and house sales in the West Windsor-Plainsboro school district. We then wish to understand whether balance improves depending on whether we use naive distance versus a measure of distance that accounts for spatial locations. Table 1 contains the results from the balance analysis. We first discuss the results for housing prices. The basic treated control difference in housing prices indicates a $22 per square foot price difference. As expected, given that we have focused on a relatively homogeneous area, this difference is not large. We then restricted the balance analysis to sales that were within 1000 meters of the media market boundary. Now the difference is a mere $3 a square foot. For housing prices, it did not matter whether we conditioned on naive distance or not; in each case we find that the house price differential along the boundary is quite small. Given that house prices should be correlated with school quality and other neighborhood characteristics, the balance we observe helps validate the GRD design.
Next, we examine balance in the voter file covariates. Here, we find that using naive distance versus geographic distance matters. While balance improves as we near the border, the imbalance as measured by the global χ 2 statistic is nearly half when we use geographic distance as opposed to naive distance. While the global measure does little to convey individual characteristics, close examination reveals that registered voters in the treated and control areas are predominantly white and have similar levels of education and income. Our analysis reveals that voters along this segment of the media market boundary are well balanced in terms of pre-treatment covariates which lends credibility to the design.
We have seen thus far that we can improve balance considerably by analyzing units that are spatially proximate. While those results are encouraging, they require us to average along the entire segment of the media market boundary that we have selected, which is a A buffer is a specified distance around the media market boundary. For example, with a 500m buffer all voters who live more than 500 meters from the city limit are removed from the analysis before matching on geographic distance occurs. b The metric is the χ 2 test statistic from a global balance test applied to 18 pre-treatment covariates. c Price Per Sq. Ft. Difference is the absolute value of the difference in the average price per square foot. Rows labelled Naive show the unadjusted mean difference between treatment and control areas included in the buffer. Rows labelled Geographic shows the mean difference between treatment and control areas included in the buffer after nearest-neighbor matching on chordal (spatial) distance alone.
approximately 7 kilometers long. However, since spatial heterogeneity may occur along these 7 kilometers, the design (i.e., its identification assumptions) might be more credible in some parts of the border than others. And even if the design is equally credible along the entire segment of the border we analyze, the effects of presidential advertisement on turnout may vary along the border -this is, we might have geographically heterogeneous treatment effects. We should note, however, that we do not have any strong reason to suspect heterogeneity. As such, the analysis is exploratory.
We now turn to the results of our local regression estimator introduced in Section 5. We use this estimation framework to first asses the validity of the design at various points along the border, and then to probe the heterogeneity of the treatment effect of interest. For this, we select three different points along the border. The two extreme points are chosen so that they split the boundary in three equal segments, each of which is roughly 2.3 kilometers long. The third point is the midpoint between the two end points. The distance between each of the extreme points and the middle point is therefore approximately 1.15 kilometers.
First, to asses the validity of our design, we apply our estimator to covariates other than the outcome to identify segments along the border where the assumption of continuity of potential outcomes (Assumption 1) seems most plausible. We report the results for house prices, a covariate that we think is extremely important because it captures both individuallevel and neighborhood-level characteristics that are correlated with turnout -but we also report results for other covariates such as age and party identification in the Appendix. Table   2 reports the media market effects on housing prices, estimated in the three different points using local linear regression. As before, treatment is defined as being in the Philadelphia media market and control as being in the New York media market. The column labelled Point Estimate contains the difference between the average outcome for treated units (in the Philadelphia DMA) close to the boundary point and the average outcome for control units (in the New York DMA) close to the same boundary point, as shown in Equation 1. We also report the p-value associated with the test of the hypothesis that the treatment effect is zero, and the 95% confidence interval for the estimated effect. As can be seen, all point estimates are negative but none reaches significance at conventional levels. Accordingly, all 95% confidence intervals include the zero. There are, however, some differences between the points. While Points 1 and 3 have very high p-values (0.27 and 0.79, respectively), in Point 2 the p-value is 0.10 and the point estimate of -48 dollars is highest in absolute value. This suggests that the comparability of treated and control units near Point 2 on the boundary might not be as convincing as in Points 1 and 3. We believe the evidence of "imbalance" or discontinuity in Point 2 is weak, so we proceed to estimate the actual treatment effect in all three points. This illustrates the capabilities of our estimation framework for assessing the plausibility of the GRD assumptions on different points along the boundary.
Second, in Table 3 , we report the effects of presidential ads on voter turnout in 2008 for the same three boundary points. The columns in this table are analogous to those in Table   2 . The results are fairly consistent across the three boundary points considered. Although point estimates vary between 1 (Point 2) and 5 (Points 1 and 3) percentage points, in all cases the estimates are highly insignificant (p-values above 0.85) and the three confidence (2007) and Krasno and Green (2008) . In Figure 6 , we plot the location of these treatment effects on a map. On the map, the reader can see the points along the border where we estimated the media market effect on turnout. The estimates at these points are spatially-weighted conditional expectations that give stronger weight to voters near the boundary and less weight to voters farther from the boundary. Given the relative homogeneous nature of this area, we do not expect much heterogeneity.
The possibility of plotting both actual and placebo effects on a map is one of the dis-tinctive and, we believe, extremely useful features of the GRD design. This ability to plot provides researchers with a summary of the geographic heterogeneity in both the treatment effects and the plausibility of the continuity conditions that are needed for the GRD design to yield valid inferences.
7 Recommendations for practice and concluding remarks We now summarize our recommendations for analysts who wish to use geographic discontinuities to estimate treatment effects, and offer some concluding remarks about the promise and limitations of the methodological framework we proposed.
• Data. Much of the analysis we presented depended crucially on having data that allows for geo-referencing. Without information about geographic locations, boundaries cannot be fully exploited as discontinuities. Thus, researchers need to collect geographic data (addresses, latitude and longitude, or other geographic information that can be used for geocoding) along with more traditional covariates. Moreover, qualitative research on the history of the border and conditions around it will often prove useful to justify assumptions.
• Balance. Following standard practice in non-spatial RD designs, it is important to provide evidence that pre-treatment covariates become more and more similar as the distance to the border decreases. It is important to corroborate that reducing distance alone makes treated and control units more comparable. Identification for the GRD design requires that people cannot precisely sort around the boundary in a way that makes potential outcomes discontinuous. In many GRD designs, we expect that people will be able to sort very precisely around the boundary of interest. For example, features such as the quality of schools and the price of housing may vary discontinuously at the border of interest. Imbalances in pretreatment covariates is one sure sign of possible sorting.
• Isolating the treatment. As discussed extensively above, compound treatments are common in GRD designs. In political science applications, a first step is to restrict the analysis, if at all possible, to areas around the border where other important geographically-defined institutional units are kept constant on either side of border.
This includes units such as legislative districts, school districts, counties, cities, municipalities, states and countries. When not all the relevant units are kept constant on either side of the border, researchers should evaluate whether a plausible Compound Treatment Irrelevance assumption can be made. Placebo outcomes will be helpful to assess whether this assumption is plausible. For example, researchers could show that the outcome of interest was similar among units on both sides of the border before the treatment was introduced.
• Appropriate analysis. The statistical analysis for the best GRD designs should be relatively simple. Analysts should assess balance on pretreatment covariates for groups on either side of the border. If covariates are balanced, a simple comparison of the outcomes for those on either side of the border will be adequate if the border segment is short and there is little concern about heterogeneity. On the other hand, if compound treatments are present or covariates are imbalanced, more complex analysis will be required. In these cases, placebo maps or tables showing geographically-located effects of the treatment on pre-determined covariates at various points along the border will be important to identify segments of the border where the GRD's continuity assumptions are most plausible. The estimation framework we proposed in Section 5 is well suited for this purpose.
All in all, we believe that geographic discontinuities are a promising form of natural experiment. The biggest challenge is that often agents are able to sort very precisely around the boundary that forms the discontinuity in the design. Compound treatments will tend to in-crease sorting as there will be a larger number of reasons for agents to sort at the boundary.
Moreover, avoiding compound treatments can make defining the exact estimand difficult. As such, while GRD designs are equivalent to two-dimensional RD designs, geography creates a number of complications not found in that design. We have provided a framework that we believe will allow analysts to address these issues. While GRD designs are common, they require careful attention to not only the statistical analysis needed to justify the continuity assumption but also the geographic analysis needed to fully assess and exploit the discontinuity. Figure 6: Geographically-located estimated advertisement effects on 2008 voter turnout. Treatment effects estimated at three different points along the boundary between the Philadelphia, PA, media market (located south-west of the boundary) and New York City, NY, media market (located north-east of the boundary) in the state of New Jersey (see Figure 4) . Estimates are fit with local generalized linear polynomial model with spatial weights and bandwidth fixed at 1.1 km; point estimate is difference turnout proportion across treated and control areas. Area marked with gray hash lines is the the West WindsorPlainsboro school district, which straddles the media market boundary. Empirical analysis is confined to the West Windsor-Plainsboro school district only, where legislative districts are also the same on both sides of the border. Treated area is south-west of media market boundary, inside Philadelphia media market where volume of political ads is high; control area is north-east of media market boundary, inside New York City media market, where volume of ads is zero.
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Appendices
A.1 Interference
In the estimation of treatment effects in randomized experiments or observational studies, we must assume that there is no interference between units, that is, that the outcome of one unit is not affected by the treatment status of other units. Rubin (1986) called the assumption of no interference the "stable unit-treatment value assumption" or SUTVA. 11 In the classic RD, SUTVA violations via interference are typically of little concern. For example, there is no reason to suspect that the outcomes for a student just under a scholarship threshold will be affected by the fact that a student just over the same threshold receives the treatment in the form of the scholarship. For a GRD design, however, SUTVA violations might be a concern. In our application, we would worry that a voter exposed to presidential ads may urge a voter not exposed to ads to vote. In general, we doubt such SUTVA violations occur, since it is unlikely that contagion occurs outside of households. In our cases, households are close but not so close that we suspect easy spillovers since the area is suburban and the density of housing is not high. Recent work designed to detect treatment spillovers in the context of turnout finds little evidence for any contagion (Sinclair et al. 2012) . That is, we doubt that citizens in urban areas actively discuss politics with their neighbors to the extent that they encourage increased participation. Moreover, a SUTVA violation of this kind would tend to bias the effect towards zero, so any positive effects should be conservative estimates. However, we need not ignore SUTVA violations of this type. One simple way to account for a possible SUTVA violation is to estimate treatment effects but exclude voters that might be nearly adjacent.
A.2 Inference in Natural Experiments
One question that arises in the context of geographic natural experiments (and may arise in other types of natural experiments) is whether treatment assignment occurs at the individual level or at a more aggregated level of geography. With geographic natural experiments, one could argue that the assignment mechanism operates not at the individual level but at an aggregated geographic level. For example, Card and Krueger (1994) estimated the effect of increasing the minimum wage on employment by comparing fast food restaurants in New Jersey (where the minimum wage was increased) to restaurants in adjacent eastern Pennsylvania. One could argue that treatment occurs at the state level and as such this is an experiment with two observations. Card and Krueger, however, analyze their data at a disaggregated level. In our application, it could be argued that the assignment mechanism occurs at the media market level or instead that voters choose to live one side of the media market boundary by chance, which would lead to an individual-level assignment mechanism. If the former assignment mechanism holds, then we have two observations as well: the treated media market and the control media market. The difficulty is that in most natural experiments, the analyst does not explicitly control the assignment mechanism which means the answer to the level of treatment assignment remains ambiguous.
Statistical inference in settings where either random sampling or random assignment of treatment has not explicitly occurred must invariably rely on concepts such as superpopulations or hypothetical treatment assignment mechanisms. With natural experiments, where the object of inference is about treatment effects, one can assume the assignment mechanism is known and use randomization inference (Rosenbaum 2002) . In our case, we assume that individual level assignment occurs around the media market boundary which serves as the discontinuity. As such, the assignment mechanism is one that focuses on uncertainty about where one lives, and therefore it is an individual-level assignment mechanism. Some would argue that in these cases one should report estimates with no standard errors since we are working with population data (Berk 2006) . Others might argue that only inference based on Bayesian principles is sound (Gill 2002) . These are questions about the philosophy of statistical inference that cannot be resolved here or perhaps anywhere. Such questions and debates are endemic to any situation where the analyst does not control either a random sampling or assignment mechanism.
We proposed a framework for estimation in the GRD design that uses local linear regression to estimate the treatment effect at a given boundary point, using the two-dimensional distance of each data point to the boundary point as the score or running variable. In this framework, the treatment effect at each boundary point is estimated giving the highest weight to data points that are closest to the boundary point. This method is closely related to geographically weighted regression (GWR) (Fotheringham et al. 1998 (Fotheringham et al. , 2002 , a technique commonly employed in geography and spatial econometrics. In GWR, an outcome is modeled as a function of one ore more covariates, and the coefficients on these covariates are allowed to vary at different geographic locations, giving higher weight in the estimation to observations near the location of estimation. GWR is typically used to gauge how the relationship between the dependent and independent variables changes through space. The focus of a GRD design, in contrast, is about estimating the change in the average outcome that occurs exactly at a boundary point when a treatment is active on one side of the boundary but inactive on the other. Because the goal is to estimate the change in the conditional expectation of the outcome at the boundary point, GRD designs estimate the model separately on either side of the border. Also, unlike typical GWR analysis, GRD designs do not include covariates on the right hand side, because the identification assumption is typically about continuity of the regression function conditional on the score alone -although this could be relaxed to continuity conditional on some set of pre-treatment covariates. Thus, typically, in GRD designs there is no interest in describing the relationship between outcome and covariates generally through space; interest lies only on the boundary points, and the relationship of interest is usually between the outcome and the score alone.
Nonetheless, our treatment of borders and the discontinuity in treatment assignment they generate is related to the treatment of borders in geography. For example, Tam Cho and Nicely (2008) study whether counties that are near and on opposite sides of state borders share political similarities. Analyzing all counties in the U.S., the authors find that there is positive spatial autocorrelation in political tendencies (as measured by presidential vote) between counties on a state border and adjacent counties within the same state. But the spatial autocorrelation is no longer significant when the authors analyze the relationship between border counties and their adjacent neighbors in a different state, suggesting that political tendencies change abruptly at state borders. Applying this type of analysis to GRD designs would be fruitful and could provide researchers with one additional tool to gauge the plausibility of the identification assumptions. In particular, an ideal GRD would be one where there is high and positive spatial autocorrelation in a neighborhood of the border between units on both sides of the border, indicating that the two groups compared in the GRD design are indeed similar. Since the treatment would of course be a difference between the adjacent areas, and that difference will itself affect the spatial auto-correlation measure, one would need to look at pre-treatment spatial autocorrelations, in the same spirit as one looks at balance statistics on pre-treatment covariates.
A.7 Additional Empirical Results
In this section, we report additional empirical results for both the outcomes and important pre-treatment covariates. Table A1 shows the result of the local generalized linear polynomial model with spatial weights, analogous to Table 3 in the paper, but with bandwidth chosen at each boundary point according to the MSE-optimal method proposed by Calonico et al. (2013) . Once again, the point estimate is simply the difference in turnout proportion across treated and control areas at each boundary point. As can be seen, choosing optimal variable bandwidths at every point yields similar results to those obtained with the fixed 1.1 kilometer bandwidth: point estimates are statistically insignificant, with confidence intervals that reach to both sides of zero. Mean-squared-error optimal bandwidth (in kilometers) chosen separately at every point. Point estimate is difference in turnout proportion across treated and control areas. Table A2 shows local generalized linear polynomial results for pre-treatment covariates available in the voter file. These covariates are age and female, black, Hispanic and democratic registration indicators at the individual level. 
