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Abstract
In this paper we show, using Deligne-Lusztig theory and Kawanaka’s theory of gen-
eralised Gelfand-Graev representations, that the decomposition matrix of the special
linear and unitary group in non defining characteristic can be made unitriangular with
respect to a basic set that is stable under the action of automorphisms.
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1. Introduction
While ordinary characters of finite groups of Lie type are fairly well known, not so much is
known about Brauer characters and in particular we do not have a general parameterisation
for them. Decomposition matrices offer information about Brauer characters, and the uni-
triangularity of suchmatrices sets up a natural bijection from the set of Brauer characters to a
corresponding so-called basic set of ordinary characters (see Definition 2.2). When we have
such a bijection, we can try to obtain an equivariant one with respect to automorphisms.
This is the case if and only if the basic set is stable under the action of automorphisms (see
Lemma 2.3). This is useful to deal with some counting conjectures (see [4, Theorem 7.4]).
The unitriangularity of the decompositionmatrices of finite general linear groups GLn(q) in
non defining characteristic ℓ was proved by Dipper in [6] and [7], while the case of special
linear groups SLn(q) was done by Kleshchev and Tiep in [14]. However the techniques used
in these papers rely on an actual construction of Brauer characters of GLn(q). Such a con-
struction is not known in the case of general unitary groupsGUn(q) so thesemethods cannot
be applied for now to prove the unitriangularity result for either GUn(q) or the special uni-
tary groups SUn(q). Nevertheless the result has been shown for GUn(q) by Geck in [9], using
Kawanaka’s theory of Generalised Gelfand Graev Representations (GGGRs for short). Such
a method can also be used to recover the result for GLn(q). In [10] the same method was
applied in the case of SUn(q), but only the cases where ℓ ∤ gcd(n,q+1) could be treated (see
[10, Theorem C]). In this case the usual basic set for GUn(q) gives by restriction a basic set
for SUn(q). Investigating the methods developed in [14] and translating them in the context
of Deligne-Lusztig theory and GGGRs, we first found that their methods could be adapted
to SUn(q). But as was the case for SLn(q), the many basic sets obtained for SUn(q) were not
stable with respect to automorphisms. In this paper we prove the following stronger state-
ment:
TheoremA. Let q be a power of some prime number p and ℓ be a prime number not dividing
q. Let n ≥ 2 and let G ∈ {SLn(q),SUn(q)} be either the special linear or unitary group over a
finite field with q elements. Then G has a unitriangular basic set in characteristic ℓ that is
stable under the action of Aut(G).
Let G˜ =GLn(q) (resp. GUn(q)) andG = SLn(q) (resp. G = SUn(q)). The unitriangular basic set
that we obtain forG is explicitly built from a unitriangular basic set for G˜ . We develop in the
first part, in a general setting, a condition that ensures the existence of a stable unitriangular
basic set forG provided that we already have one for G˜ . The second part recalls some known
facts about the character theory of general linear and unitary groups, and the last part is
devoted to proving Theorem A.
I would like to thankMarc Cabanes for his support and suggestions of improvements regard-
ing the manuscript. I am grateful to Gunter Malle for inviting me to work on this project at
T.U. Kaiserslautern with support of ERC Advanced Grant 291512. I also thank Olivier Brunat
and Jay Taylor for fruitful discussions.
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2. Stable unitriangular basic set for a normal subgroup
2.1. Decomposition numbers, unitriangularity and stability under group action
Our basic reference for the representation theory of finite groups is [20]. Let H be a finite
group and ℓ be a prime number dividing the order of H . The set of ordinary irreducible
characters of H will be denoted by Irr(H) and its elements will be referred to simply as ir-
reducible characters. The set of (irreducible ℓ-) Brauer characters of H will be denoted by
IBrℓ(H) or simply IBr(H). The set Irr(H) forms a basis of the space of class functions on H ,
which is endowed with its usual scalar product denoted by 〈−,−〉. The set IBr(H) is a basis of
the subspace of class functions on H vanishing outside the set of elements of order coprime
to ℓ (also called ℓ′-elements). The set of ℓ′-elements of H will be denoted by Hℓ′ . We will
denote by d1 : Z Irr(H)→ Z IBr(H) the linear map consisting in multiplying by the charac-
teristic function of Hℓ′ (see [3, Definition 5.7]), also called the decomposition map (for H is
characteristic ℓ). If χ ∈ Irr(H), we have d1(χ) ∈N IBr(H) and we write (see [20, Chapter 3, §6
Equation 6.2])
d1(χ)=
∑
η∈IBr(H)
dχ,ηη. (1)
The integers dχ,η are the decomposition numbers. Put together they form the decomposition
matrix of H .
Definition 2.1. If E ⊆ Irr(H), we denote by Eℓ ⊆ IBr(H) the set of irreducible components of
all d1(χ)’s for χ ∈ E , i.e.
Eℓ := {η ∈ IBr(H) | ∃ χ ∈ E , dχ,η 6= 0}.
We make the following definition which allows us to deal more easily with decomposition
matrices (see [14, Theorem 1.4]). It is equivalent to the existence of a square submatrix of the
decompositionmatrix being actually unitriangular.
Definition 2.2. The group H is said to have a unitriangular decomposition matrix (in char-
acteristic ℓ) if there is a partial order relation ≤ on IBr(H) and an injective map Θ : IBr(H)→
Irr(H) such that the decomposition numbers dΘ(η),η′ for η, η
′ ∈ IBr(H) are 0 unless η′ ≤ η and
are 1 whenever η = η′. (Note that any map Θ satisfying those last two conditions has to be
injective.)
If this is the case then the subset Θ(IBr(H)) of Irr(H) will be called a unitriangular basic set
(in characteristic ℓ) and, in particular, for any η ∈ IBr(H) we have
d1(Θ(η))= η+
∑
η′∈IBr(H); η′η
dΘ(η),η′η
′, (2)
where η′ ηmeans η′ ≤ η and η′ 6= η.
Note also that ifH has a unitriangulardecompositionmatrixwith respect to (≤,Θ), it also has
a unitriangular decomposition matrix with respect to any pair (≤′,Θ) where ≤′ is any order
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relation implied by ≤. In particular, one has the property for any linear order refining our
original order.
We prove the following lemmawhich will simplify checking that themap Θ˜ provided by The-
orem 4.1 is equivariant. It also allows one to talk about stable basic sets without referring to
the equivariant map it is the image of, thus shortening statements (see Theorem 2.14).
Lemma 2.3. Assume that the decomposition matrix of H is unitriangular with respect to a
pair (≤,Θ). Let K be a finite group acting on both the sets IBr(H) and Irr(H) and suppose that
d1 is K -equivariant (the action of the group K being linearly extended). Let E = Θ(IBr(H)).
Then the map Θ is K -equivariant if and only if the set E is K -stable (i.e., for all χ ∈ E ,k ∈
K k.χ ∈ E ).
Proof. The "only if" part of the statement is obvious. For the rest of this proof we set, for any
η ∈ IBr(H),
Iη := {η
′
∈ IBr(H) | η′ ≤ η}.
Let η ∈ IBr(H) and k ∈ K . The K -equivariance of the map d1 and the K -stability of E shows
that there exists η′ ∈Iη such that
Θ
−1(k.Θ(η))= k.η′.
Hence the result follows by induction on the cardinality of the set Iη using the injectivity of
the mapΘ.
2.2. Unitriangularity and normal inclusion
In what follows G⊳ G˜ is a normal inclusion of finite groups with cyclic factor group G˜/G ,
and ℓ is a prime number dividing the order of G . Recall that by Clifford theory, restriction
toG of an irreducible ordinary or Brauer character of G˜ is multiplicity-free (see [20, Chapter
3, Theorems 3.1 and 5.7]). Denote by A the abelian group of linear characters of G˜ that are
trivial on G . It acts by multiplication on both the sets Irr(G˜) and IBr(G˜); the orbits coincide
with the fibers of the map ResG (see [14, Lemma 3.7]). Elements in a finite group H whose
order is a power of ℓ will be called ℓ-elements and the corresponding set is denoted by Hℓ.
Note that the group Aℓ acts trivially on IBr(G˜). We also let G˜ act on both Irr(G) and IBr(G) by
conjugation.
For χ˜ ∈ Irr(G˜) (resp. η˜ ∈ IBr(G˜)), we denote by Irr(G | χ˜) (resp. IBr(G | η˜)) the set of irreducible
components of its restriction toG . Following [14, §3.1], we make the following definition.
Definition 2.4. For χ˜ ∈ Irr(G˜) (resp. η˜ ∈ IBr(G˜)), we let κG(χ˜) (resp. κG(η˜)) denote the cardi-
nality of the set Irr(G | χ˜) (resp. IBr(G | η˜)).
We now have the following to obtain a unitriangular basic set forG , assuming G˜ has one.
Theorem 2.5. Assume G˜ has a unitriangular decomposition matrix for the pair (≤,Θ˜). More-
over, assume that for any η˜ ∈ IBr(G˜),
(H) κG(η˜)= κG(Θ(η˜)).
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Then G has a unitriangular decomposition matrix for a pair (≤G ,Θ) which can be chosen as
follows.
Assuming ≤ is a linear order (or denoting by the same symbol any linear order refining our
initial ≤), let R˜ be the representative system of IBr(G˜)mod the action of Aℓ′ where one selects
in each class the ≤-minimal element. If η, η′ ∈ IBr(G), we say η ≤G η
′ if and only if η = η′ or
there are η˜, η˜′ ∈ R˜ with η˜ η˜′ and η ∈ IBr(G | η˜), η′ ∈ IBr(G | η˜′).
MoreoverΘ : IBr(G)→ Irr(G) can be chosen to be G˜-equivariant.
Remark 2.6. Note that without the assumption (H), the unitriangularity of the decomposi-
tionmatrix of G˜ would imply that κG(η˜) is amultiple of κG(Θ˜(η˜)) (see the proof below).
Proof. We can assume ≤ to be a linear order. It is clear that the relation ≤G defined in the
statement of the theorem is a partial order.
If η˜ ∈ R˜ , one has from Equation 2
d1(Θ˜(η˜))= η˜+
∑
η˜′∈IBr(G˜); η˜′η˜
d
Θ˜(η˜),η˜′ η˜
′.
Using Clifford theory, we get by restricting toG
∑
χ∈Irr(G |Θ˜(η˜))
d1(χ)=
∑
η∈IBr(G |η˜)
η+
∑
η˜′∈IBr(G˜); η˜′η˜
d
Θ˜(η˜),η˜′ResG η˜
′. (3)
In Equation 3, a given η ∈ IBr(G | η˜) is present only once in the whole right hand side since it
cannot be present in the last sum
∑
η˜′∈IBr(G˜); η˜′η˜dΘ˜(η˜),η˜′ ResG η˜
′. Indeed the latterwould imply
that η is present in some ResG η˜
′ with η˜′ η˜. Since η is also in ResG η˜, this implies that η˜ and
η˜′ are in the same Aℓ′-orbit. By the definition of R˜ , we then have η˜≤ η˜
′, a contradiction. We
conclude that for any η ∈ IBr(G | η˜), there exists a unique χ ∈ Irr(G | Θ˜(η˜)) such that dχ,η 6= 0
or equivalently dχ,η = 1.
The above assignement η 7→ χ defines a map Θ : IBr(G | η˜)→ Irr(G | Θ˜(η˜)) and which is G˜-
equivariant since dχ,η = dσχ,ση for any σ ∈ Aut(G). Note that by Clifford theory both IBr(G |
η˜) and Irr(G | Θ˜(η˜)) are a G˜-orbit and thus the map Θ is surjective. The existence of a G˜-
equivariant map Θ then implies the divisibility of Remark 2.6. Moreover (H) implies that Θ
maps IBr(G | η˜) bijectively on Irr(G | Θ˜(η˜)).
The various sets IBr(G | η˜) for η˜ ranging over R˜ partition the set IBr(G˜). So we define Θ as
above independently on each set.
It remains to show that for any η, η′′ ∈ IBr(G˜) we have dΘ(η),η′′ = 0 unless η
′′ ≤G η. Assume
we have dΘ(η),η′′ 6= 0. By construction of the map Θ we can assume that η
′′ is present in the
last sum in Equation 3, more precisely that it is present in some ResG η˜
′ with η˜′  η˜. By the
definition of R˜ , letting {η˜′′}= R˜∩Aℓ′ .η˜
′, we then have η˜′′ ≤ η˜′ η˜, and therefore η˜′′ η˜. Since
η′′ ∈ IBr(G | η˜′)= IBr(G | η˜′′), we get η′′ ≤G η by our definition of ≤G .
Remark 2.7. Note that the basic set obtained forG is not explicit as the image of themapΘ is
the set ∪η˜∈R˜Irr(G | Θ˜(η˜)) and the set R˜ is not known. However if the map Θ˜ is Aℓ′-equivariant
then the equality Irr(G | Θ˜(η˜)) = Irr(G | Θ˜(η˜′)) for any η˜ ∈ IBr(G˜) and η˜′ ∈ Aℓ′ .η˜ would imply
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that Im(Θ) = ∪η˜∈IBr(G˜)Irr(G | Θ˜(η˜)) = ∪χ˜∈Θ˜(IBr(G˜)) Irr(G | χ˜). Thus in this case the unitriangular
basic set forG is explicitly constructed from that of G˜ . For this reason in what follows we will
suppose that themap Θ˜ is Aℓ′-equivariant.
2.3. Unitriangularity, normal inclusion and stability
We continue with a normal inclusion G ⊳ G˜ such that G˜/G is a cyclic group and ℓ a prime
number dividing the order of G . We will now give an adapted setup to prove Theorem A
in the framework provided by [9]; given a unitriangular basic set and a partial pre-order on
Irr(G˜), we prove an equivariant version of Theorem 2.5 (see Theorem 2.14) that will be used
to prove TheoremA. Finally, to prove TheoremA we will have tomodify a given basic set and
we first introduce some terminology to be able to focus on characters instead of equivariant
maps.
Suppose that we are given a partial pre-order ≤ on the set Irr(G˜) and an injective map Θ˜ :
IBr(G˜)→ Irr(G˜), such that≤ is an actual partial order on Θ˜(IBr(G˜)). Then we naturally obtain
a partial order on the set IBr(G˜) that we will still denote by ≤. Suppose that the pair (≤,Θ˜)
makes the decompositionmatrix of G˜ unitriangular and let E˜ = Θ˜(IBr(G˜)) be the correspond-
ing unitriangular basic set.
Definition 2.8. Let χ˜ ∈ E˜ , χ˜′ ∈ Irr(G˜). We say that χ˜ is replaceable by χ˜′ if:
• there exists a unique≤-maximal element in {η˜ ∈ IBr(G˜) | dχ˜′,η˜ 6= 0},
• that maximal element is Θ˜−1(χ˜), and dχ˜′,Θ˜−1(χ˜) = 1.
If moreover we have the equality κG(χ˜
′)= κG(Θ˜
−1(χ˜)), we will say that χ˜ is κG-replaceable by
χ˜′ (this relation is not symmetric).
Remark 2.9. Note that if χ˜ is replaceable by χ˜′ then the map Θ˜′ : IBr(G˜)→ Irr(G˜), η˜ 7→ Θ˜(η˜) if
η˜ 6= Θ˜−1(χ˜) and Θ˜′(Θ˜−1(χ˜)) = χ˜′ also makes the decomposition matrix of G˜ unitriangular for
the order ≤ on the set IBr(G˜). This corresponds to exchanging the two rows of the decompo-
sitionmatrix indexed by χ˜ and χ˜′, such that this change preserves unitriangularity. Note also
that if χ˜ is replaceable by χ˜′ then κG(χ˜
′) divides κG(Θ˜
−1(χ˜)) by Remark 2.6. This provides a
useful tool to get a lower bound on κG(Θ˜
−1(χ˜)) (see Proposition 4.7).
With those definitions Theorem 2.5 can be rewritten as follows:
Theorem 2.10. Assume that G˜ has a unitriangular basic set and that all its elements are κG-
replaceable. ThenG has a unitriangular basic set.
We now introduce an equivariant version of this theorem that we will use to prove Theorem
A.
Let O be a subgroup of Aut(G˜)G (where Aut(G˜)G is the subgroup of Aut(G˜) stabilising G). It
acts on any of the sets IBr(G˜), Irr(G˜), Irr(G) and IBr(G) by the formula:
∀F0 ∈O, F0(ϕ)=ϕ◦F
−1
0 . (4)
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Recall that we denote by A the group of linear characters of G˜ that are trivial on G . For any
χ˜ ∈ Irr(G˜), denote by (Aℓ′⋊O)χ˜ the group stabiliser of χ˜ in Aℓ′⋊O. It is clear that themap d1
is Aℓ′⋊O-equivariant.
Definition 2.11. Let χ˜ ∈ E˜ , χ˜′ ∈ Irr(G˜). We say that χ˜ isO-replaceable by χ˜′ if:
• χ˜ is κG-replaceable by χ˜
′, and
• (Aℓ′⋊O)χ˜ = (Aℓ′⋊O)χ˜′ .
From now on and until the end of this section we will assume that E˜ is Aℓ′ ⋊O-stable, and
this next lemma is clear using the equivariance of themap Θ˜ (see Lemma 2.3).
Lemma 2.12. Let χ˜ ∈ E˜ , χ˜′ ∈ Irr(G˜) and assume that χ˜ is O-replaceable by χ˜′. Then for all
zˆ ∈ Aℓ′ ,F0 ∈O, zˆF0(χ˜) is κG-replaceable by zˆF0(χ˜
′) .
The assumption ofO-replaceability allows one to exchange characters in an Aℓ′⋊O-compatible
way in the sense of this next lemma.
Lemma 2.13. Assume that for all χ˜ ∈ E˜ , there exists χ˜′ ∈ Irr(G˜) such that χ˜ is O-replaceable by
χ˜′. Then there exists a subset E˜ ′ ⊆ Irr(G˜) and an Aℓ′⋊O-equivariant bijection ∆ : E˜ → E˜ ′ such
that for all χ˜ ∈ E˜ , χ˜ is κG-replaceable by ∆(χ˜).
Proof. Let Eˆ be a representative system of E˜ mod the action of Aℓ′ ⋊O. For each χ˜ ∈ Eˆ let
∆(χ˜)= χ˜′. Then by hypothesis, for each χ˜ ∈ Eˆ the Aℓ′⋊O-orbits of χ˜ and∆(χ˜) are isomorphic
as Aℓ′ ⋊O-sets. Thus we can extend ∆ on E˜ into an Aℓ′ ⋊O-equivariant map by setting
∆(zˆF0(χ˜)) = zˆF0(∆(χ˜)) for any χ˜ ∈ Eˆ and any zˆ ∈ Aℓ′ ,F0 ∈ O. Now Lemma 2.12 gives the
result.
We synthesise all this subsection into a criterion on a unitriangular basic set of G˜ to obtain
anO-stable unitriangular basic set forG .
Theorem 2.14. Assume that G˜/G is a cyclic group and let O be a subgroup of Aut(G˜)G . As-
sume that G˜ has an Aℓ′ ⋊O-stable unitriangular basic set such that all its elements are O-
replaceable. Then G has a unitriangular basic set which can be chosen to be stable under the
actions of O and G˜.
Proof. Let (≤,Θ˜) be the partial order and map making the decomposition matrix of G˜ uni-
triangular and let E˜ = Θ˜(IBr(G˜)) be the corresponding unitriangular basic set. Let ∆ be a
map constructed as in Lemma 2.13. The map Θ˜′ = ∆ ◦ Θ˜ then satisfies the hypothesis of
Theorem 2.5. Let Θ′ be a G˜-equivariant map obtained as a result of the proof of Theorem
2.5 whose notation we adapt for the rest of this proof. It remains only to prove that Θ′ is
O-equivariant, as the action of G˜ commutes with the decomposition map of G (see Lemma
2.3). Let η ∈ IBr(G), η˜ ∈ R˜ and F0 ∈O. The character F0(η˜) may not be in the set R˜ but there
exists zˆ ∈ Aℓ′ such that zˆF0(η˜) ∈ R˜ . Then by construction (see the proof of Theorem 2.5) we
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have Θ′(η) ∈ Irr(G | Θ˜′(η˜)) and dΘ′(η),η = 1. This implies that F0(Θ
′(η)) ∈ Irr(G | F0(Θ˜
′(η˜))) and
dF0(Θ′(η)),F0(η) = 1. By equivariance of Θ˜
′ we have
Irr(G | F0(Θ˜
′(η˜)))= Irr(G | zˆF0(Θ˜
′(η˜)))= Irr(G | Θ˜′(zˆF0(η˜))).
Finally the fact thatΘ′(F0(η)) is the unique elementχ of Irr(G) such thatχ ∈ Irr(G | Θ˜
′(zˆF0(η˜)))
and dχ,F0(η) = 1 implies that F0(Θ
′(η))=Θ′(F0(η)), and concludes the proof.
3. Reminders of the character theory of the finite general
linear and unitary groups
In this section we recall some fairly well known material about the character theory of finite
general linear and unitary groups (see [8, pp. 111–112], [5, pp. 149–152], [3, Chapter 8] or [1,
§3]). We do so in a setup that will ease the proof of Theorem A and the notation introduced
here will be in force until the end of this paper.
Notation. Let n ≥ 2 be an integer and let Fq be an algebraic closure of a field Fq with q
elements, where q is a power of a prime number p. Let ℓ be a prime number not dividing q .
Let w0 be the permutationmatrix in GLn(Fq ) corresponding to the element (1 n)(2 n−1) . . .
of the symmetric group on n elements, the latter being denoted bySn . The Frobenius map
F : GLn(Fq )→ GLn(Fq ) defined by F ((ai , j )) := (a
q
i , j
) (resp. F ((ai , j )) := w0
t
(a
q
i , j
)−1w0) will be
called untwisted (resp. twisted). If F is twisted then the fixed point group GLn(Fq)
F is the
finite general unitary group denoted by GUn(q) and it may also be denoted by GLn(−q), and
the fixed point group SLn(Fq )
F is the finite special unitary group denoted by SUn(q). In the
untwisted case we use the standard notation GLn(Fq )
F =GLn(q) and SLn(Fq )
F = SLn(q).
Moreover we will use standard notation from Deligne-Lusztig theory (see [3]). For instance
if G is a connected reductive algebraic group endowed with a rational structure, and if L is
a rational Levi subgroup of G, then RGL will denote the Deligne-Lusztig induction map. If
t is a semisimple element in GLn(Fq )
F , then E (GLn(Fq)
F , t ) will denote the Lusztig series
associated with the GLn(Fq )
F -conjugacy class of t (see [3, §8.4], note that GLn(Fq) is self-
dual).
From now on and until the end of this paper, n, q and ℓ are fixed.
We set G˜ :=GLn(Fq ), G := SLn(Fq ), we let F be the twisted or untwisted Frobenius endomor-
phism of G˜ andwe set G˜ := G˜F andG :=GF . Furthermorewe fix T the F -stablemaximal torus
consisting of diagonalmatrices contained in the F -stable Borel subgroup of upper triangular
matrices of G˜, and we denote by W = NG˜(T)/T the Weyl group of G˜. It is isomorphic to the
symmetric groupSn .
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3.1. Jordan decomposition
We let the Frobenius endomorphismF act on F
×
q =GL1(Fq ) by setting for all x ∈ F
×
q , F (x) := x
q
(resp. F (x) := x−q ) in the untwisted (resp. twisted) case.
For t ∈ G˜ a semisimple element, we denote by:
• G˜t the centraliserCG˜(t ) of t in G˜, and by G˜t the F -fixed point group G˜
F
t ,
• spec(t ) the set of eigenvalues of t as an element of G˜,
• mξ(t ) the dimension of the ξ-eigenspace of t as an element of G˜ for ξ ∈ spec(t ),
• 〈F 〉 .ξ := {F i (ξ) | i ≥ 0} the F -orbit of ξ ∈ spec(t ), and
• spec(t )/F := {〈F 〉 .ξ | ξ ∈ spec(t )} the set of F -orbits in spec(t ).
Recall (see for example [8, p. 111]) that the set of semisimple conjugacy classes in G˜ is in
bijection with the set of conjugacy classes in G˜ of semisimple elements t ∈ G˜ satisfying the
following conditions:
• spec(t ) is F -stable, and
• the map spec(t )→Z≥0,ξ 7→mξ(t ) is constant on F -orbits.
We make the following definition for dealing efficiently with multipartition indexed by F -
orbits of eigenvalues.
Definition 3.1. For t a semisimple element of G˜ we denote by Ft the set of maps λ defined
from the set spec(t )/F to the set of all partitions of non-negative integers such that
for all 〈F 〉 .ξ ∈ spec(t )/F, λ(〈F 〉 .ξ) is a partition of the integermξ(t ).
Let t be a semisimple element in G˜ . Then it is contained in some F -stable maximal torus T′
of G˜ and we let g ∈ G˜ such that gT=T′. Let us also set t := t g ∈T. We let
Wt := {σ ∈W | t
σ
= t},
and setWt :=
gWt the relative Weyl group of t . If w˙ := g
−1F (g ) and w is the canonical image
of w˙ inW then conjugation with g induces an isomorphism of groups G˜wFt
∼= G˜Ft where G˜t :=
CG˜(t) and wF is F followed by conjugation with w˙ . We have
G˜t =
∏
ξ∈spec(t)
GLmξ(t)(Fq ), (5)
and wF acts on G˜t in a such a way that
wF (GLmξ(t)(Fq ))=GLmF (ξ)(t)(Fq ). (6)
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We also have
Wt =
∏
ξ∈spec(t)
Smξ(t), (7)
and wF acts onWt in such a way that
wF (Smξ(t))=SmF (ξ)(t). (8)
Partitions label irreducible characters of symmetric groups and we will use the parameter-
isation of [12, Theorem 2.3.15] twisted by conjugation of partitions, so that the partition
(1, . . . ,1) will label the trivial character of Sn and the partition (n) will label the sign char-
acter. Then Equation 8 establishes naturally a bijection λ 7→ ρλ between the sets Ft and
Irr(Wt )
F .
By [19, Theorem 2.2], the set E (G˜t ,1) is in bijection with the set Irr(Wt )
F and the bijection is
as follows. For ρ ∈ Irr(Wt )
F , let ρ˜ be one of the two extentions of ρ to the groupWt⋊〈F 〉 that
is realisable over the rational field (see [15, Proposition 3.2]). Then there exists a sign ǫρ such
that
ϕ˜ := ǫρ
1
|Wt |
∑
σ∈Wt
ρ˜(σ.F )R
G˜t
Tσ
(1) (9)
is a unipotent character of G˜t , where Tσ :=
ghT is an F -stable maximal torus of G˜t for some
h ∈ G˜t with h
−1F (h) having image g
−1
σ inWt.
Definition 3.2. For λ ∈Ft we denote by ϕ˜λ the element in E (G˜t ,1) such that
ϕ˜λ = ǫρλ
1
|Wt |
∑
σ∈Wt
ρ˜λ(σ.F )R
G˜t
Tσ
(1). (10)
This assignment λ 7→ ϕ˜λ is thus a bijection between Ft and E (G˜t ,1).
We will naturally label a unipotent conjugacy class in G˜t by multipartitions via the Jordan
normal form. Equation 6 establishes naturally a bijection λ 7→ Oλ between the set Ft and
the set Uni(G˜t )
F of F -stable unipotent conjugacy classes of G˜t . Note also that Uni(G˜
F
t ) =
Uni(G˜t )
F .
Remark 3.3. The assignement ρλ⊗ǫ 7→Oλ is the Springer correspondence as in [18] (see [18,
Proposition 5.2]), where ǫ is the sign character.
The Jordan decomposition of characters gives us a bijection between the set Ft and the set
E (G˜, t ) that we denote by λ 7→ χG˜
t ,λ
. This bijection is explicit in the following way. Recall that
there exists an isomorphism between the group Z (G˜t ) and the group of linear characters of
G˜t , that we denote byˆ(see [3, Equation 8.19]). Then χ˜
G˜
t ,λ
= ǫG˜ǫG˜tR
G˜
G˜t
(tˆϕ˜λ) (see [3, Theorem
15.10]) where ǫG˜ and ǫG˜t are well defined signs (see [3, p. 126])
3.2. Equivariance of the Jordan decomposition
Definition 3.4. We letO(G˜) be the subgroup of the group of automorphisms of the abstract
group G˜ generated by the elements Fp : (ai , j ) 7→ (a
p
i , j
) and γ0 : (ai , j ) 7→w0
t
(ai , j )
−1w0.
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Note that if q = pm then we have F = γ0F
m
p (resp. F = F
m
p ) in the twisted (resp. non twisted)
case. The groupO(G˜) acts naturally on the group G˜ . We let the groupO(G˜) act on the group
F
×
q by letting Fp act as x 7→ x
p and γ0 act as x 7→ x
−1. Again note that if q = pm then F and
γ0F
m
p (resp. F
m
p ) have the same action on the group F
×
q in the twisted (resp. non twisted)
case. We denote by Z (G˜) the center of G˜ and we let an element in Z (G˜) act on the group F
×
q
by multiplication by its eigenvalue. We thus have an action of the group Z (G˜)⋊O(G˜) on the
group F
×
q .
Let t ∈ G˜ be a semisimple element. For any zF0 ∈ Z (G˜)⋊O(G˜) and 〈F 〉 .ξ ∈ spec(t )/F we set
zF0(〈F 〉 .ξ) := 〈F 〉 .zF0(ξ),
and still call zF0 the induced bijectionFt →FzF0(t), i.e.,
zF0(λ)(〈F 〉 .ξ) :=λ(〈F 〉 .(zF0)
−1(ξ))
for any 〈F 〉 .ξ ∈ spec(zF0(t ))/F and λ ∈Ft .
The proof of [2, Proposition 1] shows that for any F0 ∈ O(G˜) and any semisimple element
t ∈ G˜ we have: F0(t )= tˆ ◦F−10 . (11)
As the group Z (G˜) is isomorphic viaˆto the group of linear characters of G˜ that are trivial on
G (see [3, Equation 8.19]), Equation 11 in the particular case t ∈ Z (G˜) shows that the group
Z (G˜)⋊O(G˜) acts also on the sets IBr(G˜) and Irr(G˜) (see §2.2 and Equation 4).
Proposition 3.5. Let t be a semisimple element in G˜, let λ ∈ Ft and let zF0 ∈ Z (G˜)⋊O(G˜).
Then
zˆF0(χ˜
G˜
t ,λ)= χ˜
G˜
zF0(t),zF0(λ)
.
In particular if zF0(t ) is conjugate to t , then zˆF0(χ˜
G˜
t ,λ
)= χ˜G˜
t ,λ
if and only if λ is constant on the
zF0-orbits of spec(t )/F .
Proof. We compute zˆF0(χ˜) with χ˜ := χ˜
G˜
t ,λ
= ǫG˜ǫG˜t (R
G˜
G˜t
(t̂ϕ˜λ)) (see the end of §3.1):
zˆF0(χ˜)= ǫG˜ǫG˜t zˆF0(R
G˜
G˜t
(t̂ϕ˜λ))
= ǫG˜ǫG˜t zˆR
G˜
G˜F0(t )
(F0(t̂ )F0(ϕ˜λ)) (by [5, Proposition 13.22])
= ǫG˜ǫG˜t zˆR
G˜
G˜F0(t )
(F0(t )F0(ϕ˜λ)) (by Equation 11)
= ǫG˜ǫG˜tR
G˜
G˜F0(t )
(zˆF0(t )F0(ϕ˜λ)) (by [3, Equation 8.20]).
We now need to identify the map in FzF0(t) associated with F0(ϕ˜λ) (see Definition 3.2). We
first identify the element in Irr(WzF0(t))
F associated with F0(ϕ˜λ). Note that F0 induces a bi-
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jectionWt →WzF0(t). We now compute starting from Equation 10 to which we apply F0:
F0(ϕ˜λ)= ǫρλ
1
|Wt |
∑
σ∈Wt
ρ˜λ(σ.F )F0(R
G˜t
Tσ
(1))
= ǫρλ
1
|Wt |
∑
σ∈Wt
ρ˜λ(σ.F )R
F0(G˜t )
F0(Tσ)
(1) (by [5, Proposition 13.22])
= ǫρλ
1
|Wt |
∑
σ∈Wt
ρ˜λ(σ.F )R
G˜F0(t )
TF0(σ)
(1) (because F0(T)=T)
= ǫρλ
1
|WzF0(t)|
∑
σ∈WzF0(t )
ρ˜λ(F
−1
0 (σ).F )R
G˜F0(t )
Tσ
(1).
As the character F0(ρ˜λ) defined byσ.F
i 7→ ρ˜λ(F
−1
0 (σ).F
i ) is an extension of F0(ρλ) ∈ Irr(WzF0(t))
F
toWzF0(t)⋊〈F 〉which is realisable over the rational field, this last equation shows that F0(ρλ)
is the character corresponding to F0(ϕ˜λ) ∈ E (G˜F0(t),1). We now identify the map in FzF0(t)
associated with F0(ρλ). But the isomorphism induced by F0 from
Wt ∼=
∏
ξ∈spec(t)
Smξ(t)
to
WzF0(t)
∼=
∏
ξ∈spec(zF0(t))
Smξ(zF0(t))
is such that for ξ ∈ spec(t ),
F0(Smξ(t))=SmzF0(ξ)(zF0(t)),
hence the character F0(ρλ) is associated with themap zF0(λ). If zF0(t ) is conjugate to t then
arguments analogous as in the previous computation show that there exists τ ∈W such that
the map τF0 induces an automorphism of the group Wt satisfying τF0(Smξ(t)) =SmzF0(ξ)(t)
and zˆF0(χ˜)= χ˜
G˜
t ,τzF0(λ)
, hence the result.
3.3. Generalised Gelfand Graev characters and unipotent support
We now briefly recall the basic facts from Kawanaka’s theory of Generalised Gelfand Graev
representations and its link with Lusztig’s unipotent support. This theory is what will allow
us to extend themethods developed in [14] to the unitary case.
Kawanaka’s theorem
Let t ∈ G˜ be a semisimple element.
Definition 3.6. Let λ,µ ∈Ft . We say that µ≤t λ if
for all 〈F 〉 .ξ ∈ spec(t )/F, µ(〈F 〉 .ξ)⊳λ(〈F 〉 .ξ),
where ⊳ denotes the dominance order on partitions (see for instance §2.6 in [11]).
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If O ∈Uni(G˜t )
F , we denote by O its Zariski closure in the algebraic group G˜t . Then the partial
order on Uni(G˜t )
F given by
O
′
≤O ⇔O
′
⊂O
corresponds the order defined in Definition 3.6 under the natural bijection Ft ↔ Uni(G˜t )
F
(see above Remark 3.3).
Kawanaka’s methods allows us to associate to each element λ ∈Ft a character Γ˜λ of G˜t in-
duced from a certain linear character of a unipotent subgroup of G˜t , called a Generalised
Gelfand Graev Character, also refered to as a Generalized Gelfand Graev Representation or
GGGR for short. We have the following theorem whose proof is contained in [13, Theorem
3.2.11, Corollary 3.2.18 and Remark 3.2.24(i)] (see also [9, §4] and [22, Corollary 13.6 and
Lemma 6.3]):
Theorem 3.7. Let χ˜ ∈ Irr(G˜t ). There exists a unique element O
∗(χ˜) ∈Ft satisfying:
• 〈χ˜, Γ˜O∗(χ˜)〉 = 1, and
• for any µ ∈Ft such that 〈χ˜, Γ˜µ〉 6= 0, one has µ≤t O
∗(χ˜).
Restricted to the subset E (G˜t ,1)⊂ Irr(G˜t ) of unipotent characters, the map χ˜ 7→O
∗(χ˜) induces
a bijection with the setFt .
Remark 3.8. Let O (χ˜) denote Lusztig’s unipotent support of χ˜ ∈ Irr(G˜) (see [16]), and we
identify O∗(χ˜) with its associated element in Uni(G˜)F . Let χ˜∗ ∈ Irr(G˜) denote the Alvis-Curtis
dual of χ˜ up to a sign (see [5, §8.15]). Then O∗(χ˜)=O (χ˜∗) (see [22, Theorem 14.10]).
Computation of O∗(χ˜)
Let t ∈ G˜ be a semisimple element, and let s (resp. u) be the ℓ′-element (resp. ℓ-element)
such that t = su = us. The Jordan decomposition of characters for G˜s induces a bijec-
tion between the set Ft and the set E (G˜s ,u) that we denote by λ 7→ χ˜
G˜s
u,λ
. We have χ˜
G˜s
u,λ
=
ǫG˜sǫG˜tR
G˜s
G˜t
(uˆϕ˜λ) (see the end of §3.1).
Definition 3.9. We denote by E s the union of all the Lusztig series E (G˜, sv) such that v ∈ G˜s
is an ℓ-element. We also define O∗s : E
s → Fs , by χ˜
G˜
sv,λ
7→ O∗(χ˜
G˜s
v,λ
). Note that this map,
restricted to the set E (G˜, s), is bijective.
Definition 3.10. Let m1,m2 be two positive integers and let λ := (λ1 Ê λ2 Ê ·· · Ê λr ) be a
partition ofm1 and µ := (µ1 Ê µ2 Ê ·· · Ê µs) be a partition ofm2. Up to adding zeros to one
of the two partitions we can suppose that s = r . Then we define the sum λ+µ of the two
partitions to be the partition (λ1+µ1 Ê λ2+µ2 Ê ·· · Ê λr +µs) of m1+m2, whose parts are
the sums of the two corresponding parts of λ and µ. This notion extends to finite sums and
allows us to define amultiple of λ denoted by d .λ as λ added d times for d a positive integer.
The map O∗ is described in [13, §3]. However we will follow the more explicit references
[15, §13.3] and [16] (see also [9, §3]) to describe O∗s (χ˜
G˜
t ,δ
) for δ ∈Ft . The description goes as
follows:
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• compute ρ′ the j -induced character j
Ws
Wt
(ρδ⊗ ǫ) (see [15, pp 76–77], note that ρ
′ is an
F -stable irreducible character ofWs), where ǫ is the sign character,
• via Springer’s correspondence (see [18]), ρ′ corresponds to a unique element inUni(G˜s)
F .
This class is labelled by an element in Fs , which is O
∗
s (χ˜).
Definition 3.11. For s a semisimple ℓ′-element in G˜ , v ∈ G˜s an ℓ-element and ξ ∈ spec(s), let
vξ be the endomorphism of the ξ-eigenspace of s induced by v . Then spec(sv) = {ξω | ξ ∈
spec(s),ω ∈ spec(vξ)}. For ξ ∈ spec(s), let Fξ := F
|〈F 〉.ξ| where | 〈F 〉 .ξ| is the cardinality of the
F -orbit of ξ.
We will abuse notations by identifying the set spec(uξ)/Fξ with the set spec(uF (ξ))/Fξ for ξ ∈
spec(s). Then we identify the set spec(su)/F of F -orbits of spec(su) with the set
{(〈F 〉 .ξ,
〈
Fξ
〉
.ω) | 〈F 〉 .ξ ∈ spec(s)/F,
〈
Fξ
〉
.ω ∈ spec(uξ)/Fξ}
via themap 〈F 〉 .ξω 7→ (〈F 〉 .ξ,
〈
Fξ
〉
.ω). Also note that for ξ ∈ spec(s) andω ∈ spec(uξ) we have∑
〈Fξ〉.ω∈spec(uξ)/Fξ
|
〈
Fξ
〉
.ω|mξω(su)=mξ(s).
We now describe the O∗s (χ˜
G˜
t ,δ
) combinatorially:
• by [17, 3.1(b)], ρ′ = ρλ⊗ǫ for λ ∈Fs satisfying for all 〈F 〉 .ξ ∈ spec(s)/F ,
λ(〈F 〉 .ξ)=
∑
〈Fξ〉.ω∈spec(uξ)/Fξ
|
〈
Fξ
〉
.ω|.δ(〈F 〉 .ξ,
〈
Fξ
〉
.ω), (12)
• and by Remark 3.3 we have λ=O∗s (χ˜).
Note that in the case u = 1 we have O∗(χ˜G˜
s,δ
)= δ.
Remark 3.12. Equation 12 is analogous to the formula in [14, p. 481] for passing from a
symbol s to a symbol s∗. Note that our formula does not involve conjugating partitions here
thanks to our parameterisation of the unipotent characters bymultipartitions being the one
of [14] twisted by conjugation. Otherwise the procedurewe just described onmultipartitions
would have given Lusztig’s unipotent support of the character χ˜
G˜s
u,λ
.
3.4. Stabilisers of characters
We now find a condition to ensure that the second condition of O(G˜)-replaceability is satis-
fied (see Definition 2.11).
Definition 3.13. IfH is a subgroupof Z (G˜)⋊O(G˜) and t ∈ G˜ (resp. χ˜ ∈ Irr(G˜)), thenwe denote
by Ht (resp. Hχ˜) the stabiliser of the G˜-conjugacy class of t (resp. of the character χ˜) in H .
Let s ∈ G˜ be a semisimple ℓ′-element.
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Lemma 3.14. Let u ∈ (G˜s)ℓ. Suppose that for all ξ ∈ spec(s) and all zF0 ∈ (Z (G˜)ℓ′ ⋊O(G˜))s ,
F0(spec(uξ))= spec(uzF0(ξ)). Then (Z (G˜)ℓ′⋊O(G˜))s = (Z (G˜)ℓ′⋊O(G˜))su .
Proof. We just need to prove that (Z (G˜)ℓ′⋊O(G˜))s ⊆ (Z (G˜)ℓ′ ⋊O(G˜))su . Let zF0 ∈ (Z (G˜)ℓ′⋊
O(G˜))s . It is enough to show that zF0(spec(su))⊂ spec(su). Let ξω ∈ spec(su) with ξ ∈ spec(s)
and ω ∈ spec(uξ). Then zF0(ξω) = zF0(ξ)F0(ω). By hypothesis zF0(ξ) ∈ spec(s) and F0(ω) ∈
spec(uzF0(ξ)). Hence zF0(ξω) ∈ spec(su).
We are now able to prove the following proposition and corollary, which will be essential in
proving Theorem A.
Proposition 3.15. Let us keep the hypothesis and setup of Lemma 3.14. Let χ˜= χ˜G˜
s,λ
and χ˜′ =
χ˜G˜
su,δ
for λ ∈Fs and δ ∈Fsu . Suppose that:
1. O∗s (χ˜)=O
∗
s (χ˜
′) (see Definition 3.9),
2. for all 〈F 〉 .ξ ∈ spec(s)/F the map δ(〈F 〉 .ξ, ?) is constant on spec(uξ)/Fξ (see Definition
3.11) and we still denote by δ the induced map on spec(s)/F , and
3. for all ξ ∈ spec(s), all the orbits of spec(uξ) under the action of Fξ have the same cardi-
nality.
Then (Z (G˜)ℓ′⋊O(G˜))χ˜ = (Z (G˜)ℓ′⋊O(G˜))χ˜′ .
Proof. By Equation 12 and our hypothesis, for all 〈F 〉 .ξ ∈ spec(s)/F ,
λ(〈F 〉 .ξ)=O∗s (χ˜)(〈F 〉 .ξ)=O
∗
s (χ˜
′)(〈F 〉 .ξ)= |spec(uξ)|δ(〈F 〉 .ξ).
This equation together with the hypothesis of Lemma 3.14 proves that λ is constant on the
zF0-orbits of spec(s)/F if and only if δ is. Now Lemma 3.14 and Proposition 3.5 imply the
result.
If d is a positive integer then dℓ (resp. dℓ′) denotes the unique power of ℓ (resp. positive
integer coprime to ℓ) such that d = dℓdℓ′ .
Corollary 3.16. Under the hypotheses and setup of Proposition 3.15, we have:
κG(χ˜
′)ℓ = |(Z (G˜)ℓ)su |
Proof. By standard Clifford theory we have κG(χ˜
′)ℓ = |(Z (G˜)ℓ)χ˜′ |. As (Z (G˜)ℓ)χ˜′ ⊆ (Z (G˜)ℓ)su
(see Proposition 3.5) we just need to prove that (Z (G˜)ℓ)su ⊂ (Z (G˜)ℓ)χ˜′ . Let z ∈ (Z (G˜)ℓ)su .
By Proposition 3.5, zˆχ˜′ = χ˜G˜su,γ with γ ∈ Fsu such that for 〈F 〉 .ξ ∈ spec(s)/F and
〈
Fξ
〉
.ω ∈
spec(uξ)/Fξ we have
γ(〈F 〉 .ξ,
〈
Fξ
〉
.ω)= δ(〈F 〉 .ξ,
〈
Fξ
〉
.z−1ω).
By hypothesis 2 in Proposition 3.15 we have
δ(〈F 〉 .ξ,
〈
Fξ
〉
.z−1ω)= δ(〈F 〉 .ξ,
〈
Fξ
〉
.ω),
hence δ= γ.
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4. Unitriangularity of the decompositionmatrices of special
linear and unitary groups
In this section we first recall themain result in [9] and then show that Theorem 2.14 is appli-
cable. We finish by proving that it implies Theorem A.
4.1. Unitriangularity of the decompositionmatrices of general linear and unitary groups
For any semisimple ℓ′-element s in G˜ , the partial order≤s (see Definition 3.6) onFs induces
a partial pre-order on E s via the map O∗s (see Definition 3.9) which induces an actual partial
order on the set E (G˜, s), and also induces an actual partial order on E (G˜s ,1) (see Definition
3.2). The notation≤s will be used to denote the induced order on any of these sets. Let ≤ be
the partial pre-order on Irr(G˜) such that χ˜ ≤ χ˜′ if and only if χ˜, χ˜′ ∈ E s and χ˜ ≤s χ˜
′ for some
semisimple ℓ′-element s ∈ G˜.
Let E˜ =∪sE (G˜, s) (union over semisimple ℓ
′ elements). Note that by [10, TheoremA] we have
E˜ℓ = IBr(G˜) (see Definition 2.1). Moreover in [9] the following is proved:
Theorem 4.1. For any semisimple ℓ′-element s ∈ G˜, there exists an injection Θs : (E
s)ℓ→ E
s
(see Definition 2.1) with image E (G˜, s) such that for η˜, µ˜ ∈ (E s)ℓ, if we define Θ˜=∪sΘs and set
η˜≤ µ˜⇔Θ(η˜)≤Θ(µ˜),
then the map Θ˜ has image E˜ , and together with the partial order ≤make the decomposition
matrix of G˜ unitriangular.
Proposition 3.5 shows that E˜ is Z (G˜)ℓ′⋊O(G˜)-stable (see Definition 3.4) so that, by Lemma
2.3, the map Θ˜ is Z (G˜)ℓ′⋊O(G˜)-equivariant.
The next section will prove that every element of E˜ isO(G˜)-replaceable (see Definition 2.11),
thus allowing us to use Theorem 2.14. First we show that regarding theκG-replaceability (see
Definition 2.8) only the ℓ-part of the number of irreducible constituents is relevant.
Corollary 4.2. Let s be a semisimple ℓ′-element of G˜. Let χ˜ ∈ E˜ and let η˜ ∈ IBr(G˜) be such that
Θ˜(η˜) = χ˜. Let χ˜′ ∈ Irr(G˜) and suppose that χ˜ is replaceable by χ˜′ and have the same stabiliser
under the action of the group Z (G˜)ℓ′ . Then κG(χ˜
′)ℓ′ = κG(η˜)ℓ′ .
Proof. By Clifford theory we have κG(χ˜)ℓ′ = κG(χ˜
′)ℓ′ = |(Z (G˜)ℓ′)χ˜|. By the equivariance of the
map Θ˜we have (Z (G˜)ℓ′)η˜ = (Z (G˜)ℓ′)χ˜.
Applying Clifford theory (see [14, Proposition 3.2(i) and Lemma 3.1]) we have |(Z (G˜)ℓ′)η˜| =
κG(η˜)ℓ′ , which proves the lemma.
4.2. Changing the basic set while preserving unitriangularity
We now prove a criterion regarding the replaceability of an element of E˜ .
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Proposition 4.3. Let s be a semisimple ℓ′-element in G˜. Let χ˜ ∈ E (G˜, s). Let u ∈ G˜s be an
ℓ-element and let χ˜′ ∈ E (G˜, su) be such that (see Definition 3.9)
O
∗
s (χ˜)=O
∗
s (χ˜
′).
Then χ˜ is replaceable by χ˜′ (see Definition 2.8).
Proof. Write χ˜ = χ˜G˜
s,λ
and χ˜′ = χ˜G˜
su,δ
for some λ ∈Fs and δ ∈Fsu . Let us denote by χ˜
G˜s
δ
the
class function ǫG˜suǫG˜sR
G˜s
G˜su
(ϕ˜δ) ∈Z Irr(G˜s) (see Definition 3.2).
By [1, Proposition 4.11], we have:
d1(χ˜′)=
∑
µ∈Fs
〈ϕ˜µ, χ˜
G˜s
δ
〉d1(χ˜G˜s,µ),
where d1 is the decompositionmap (see §2). So, using Theorem 4.1 and Equation 2, we will
be done once we show the following:
〈ϕ˜λ, χ˜
G˜s
δ
〉 = 1, and µs λ⇒〈ϕ˜µ, χ˜
G˜s
δ
〉 = 0 (see Definition 3.6). (13)
We fix for the end of this proof a linear order refining ≤s . Recall that for µ
′ ∈Fs we denoted
by Γ˜µ′ the corresponding GGGR of G˜s (see §3.3). By Theorem 3.7, the square matrix D =
(〈ϕ˜µ, Γ˜µ′〉)µ,µ′∈Fs ordered according to the fixed linear order just set, is lower unitriangular.
Consider now the rowmatrices L1 = (〈χ˜
G˜s
δ
,ϕ˜µ〉)µ∈Fs and L2 = (〈χ˜
G˜s
δ
, Γ˜µ′〉)µ′∈Fs .
By [3, Proposition 8.25] the class function χ˜
G˜s
δ
decomposes inZE (G˜s ,1) so we have thematrix
equality L1×D = L2. Let µ
′ ∈Fs . As a GGGR is zero on non unipotent elements (recall that
it is induced from a unipotent subgroup)we have that 〈χ˜
G˜s
u,δ
, Γ˜µ′〉 = 〈d
1χ˜
G˜s
u,δ
, Γ˜µ′〉. Moreover as
u is an ℓ-element, hence uˆ is also one, we have that d1(uˆϕ˜δ) = d
1(ϕ˜δ). This combined with
the fact that the map d1 commutes with the Deligne-Lusztig induction map by [5, Theorem
12.6(i)] yields
∀µ′ ∈Fs , 〈χ˜
G˜s
δ
, Γ˜µ′〉 = 〈χ˜
G˜s
u,δ
, Γ˜µ′〉. (14)
Now our hypothesis and Theorem 3.7 imply:
∀µ′ ∈Fs ,µ
′s λ⇒〈χ˜
G˜s
u,δ
, Γ˜µ′〉 = 0
and
〈χ˜
G˜s
u,δ
, Γ˜λ〉 = 1.
This, together with Equation 14 and the matrix equality L1 = D
−1L2 implies Equation 13.
Hence the result.
4.3. Finding suitable ℓ-elements in centralisers of semisimple ℓ′-elements
Wewill now prove that for all semisimple ℓ′-element s ∈ G˜, every character in E (G˜, s) isO(G˜)-
replaceable (see Definition 2.11). We first deal with the second condition about stabilisers in
Propositions 4.4 and 4.7.
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Proposition 4.4. Let s be a semisimple ℓ′-element in G˜. Let a be an integer such that for all
ξ ∈ spec(s), ℓa divides gcd(mξ(s), |Z (G˜)|) (see §3.1). Let z ∈ Z (G˜) be an element of order ℓ
a and
let ω be its eigenvalue. Then there exists an ℓ-element u ∈ G˜s depending up to conjugacy only
on the conjugacy class of s and on the number ℓa such that:
1. for all ξ ∈ spec(s), spec(uξ) = {ω
i ,0 ≤ i ≤ ℓa −1} (see Definition 3.11) and is thus inde-
pendent of ξ, and
2. |(Z (G˜)su)ℓ| = ℓ
a (see Definition 3.13).
Proof. Let ǫ ∈ {±1} be such that G˜ = GLn(ǫq). Recall that T denotes the maximal diagonal
torus of G˜, let T′ = gT for g ∈ G˜ be an F -stable maximal torus containing s and let w ∈W be
the canonical image of g−1F (g ). Recall that (see Equation 6)
g−1
G˜s = G˜
wF
s =
∏
〈F 〉.ξ∈spec(s)/F
G˜wF
〈F 〉.ξ
where g s= s and GLmξ(s)((ǫq)
|〈F 〉.ξ|)∼= G˜wF
〈F 〉.ξ
through themap
M 7→ (M ,F (M), . . . ,F |〈F 〉.ξ|−1(M))
forM ∈GLmξ(s)((ǫq)
|〈F 〉.ξ|). For ξ∈ spec(s) we setuξ ∈ G˜s such that its image inGLmξ(s)((ǫq)
|〈F 〉.ξ|)
is a diagonal matrix with entries in the set {ωi ,0 ≤ i ≤ ℓa − 1}, each element in this set be-
ing repeated exactly
mξ(s)
ℓa
times. Clearly this defines an ℓ-element satisfying the first point.
Let x ∈ Z (G˜)ℓ and τ be its eigenvalue. Suppose that xsu is conjugate to su. Then argu-
ing on eigenvalues we see that there exists i such that τω = ωi . Hence x = zi−1. Moreover
z ∈ (Z (G˜)su)ℓ. Hence the result.
Remark 4.5. In [14, Lemma 6.1 and Theorem 6.3] and thus in the case where G˜ = GLn(q),
the conjugacy class of a given element u is described by its elementary divisors as follows.
For each 〈F 〉 .ξ ∈ spec(s)/F , choose P〈F 〉.ξ the minimal polynomial over Fq |〈F 〉.ξ| of a primitive
(q |〈F 〉.ξ|−1)ℓℓ
a-th root of unity so that for any z ∈ (Z (G˜)ℓ′)s , P〈F 〉.ξ = P〈F 〉.zξ. Then the elemen-
tary divisors of u are the polynomials P〈F 〉.ξ, each repeated
mξ(s)
ℓa times. This has an analogue
when G˜ =GUn(q) by taking P〈F 〉.ξ to be:
• the minimal polynomial over Fq |〈F 〉.ξ| of a primitive (q
|〈F 〉.ξ| − 1)ℓℓ
a-th root of unity if
| 〈F 〉 .ξ| is even
• the minimal polynomial over Fq2|〈F 〉.ξ| of a primitive (q
|〈F 〉.ξ| + 1)ℓℓ
a-th root of unity if
| 〈F 〉 .ξ| and ℓ are odd,
• the product p〈F 〉.ξp˜〈F 〉.ξ where p〈F 〉.ξ is the minimal polynomial over Fq2|〈F 〉.ξ| of a primi-
tive (q |〈F 〉.ξ|+1)ℓℓ
a-th root of unity, and p˜〈F 〉.ξ is themonic polynomial whose roots are
those of p〈F 〉.ξ raised to the (−q)
|〈F 〉.ξ|-th power, if | 〈F 〉 .ξ| is odd and ℓ= 2.
With such an element u we would be able to Z (G˜)ℓ′-replace characters between E (G˜, s) and
E (G˜, su) (see §4.4). Note that the G˜s-conjugacy class of u is not unique.
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Definition 4.6. For s a semisimple ℓ′-element in G˜ and λ ∈Fs (see Definition 3.1) we denote
by gcd(|Z (G˜)|,λ) the greatest common divisor of |Z (G˜)| and all the parts of all the partitions
in the image of the map λ.
Proposition 4.7. Let s be a semisimple ℓ′-element of G˜. Let χ˜ ∈ E (G˜, s) and let a be such that
ℓa = gcd(|Z (G˜)|,O∗s (χ˜))ℓ (see Definition 3.9). Let η˜ be such that Θs(η˜) = χ˜ (see Theorem 4.1).
Then there exists u ∈ G˜s an ℓ-element and δ ∈Fsu such that the character χ˜ is replaceable by
χ˜′ = χ˜G˜
su,δ
and
(Z (G˜)ℓ′⋊O(G˜))χ˜ = (Z (G˜)ℓ′⋊O(G˜))χ˜′ .
Moreover κG(χ˜
′)= ℓa . In particular κG(η˜)≥ ℓ
a .
Proof. Note that Proposition 4.4 is applicable and let u be as in its conclusion. We have
spec(su)/F = {(〈F 〉 .ξ, {ωi }) | 〈F 〉 .ξ ∈ spec(s)/F,0≤ i ≤ ℓa−1}
where spec(u)= {ωi | 0≤ i ≤ ℓa−1}. Thenwedefineδ ∈Fsu such that for all 〈F 〉 .ξ ∈ spec(s)/F
and ωi ∈ spec(u), δ(〈F 〉 .ξ, {ωi }) is the partition of
mξ(s)
ℓa such that
ℓa .δ(〈F 〉 .ξ, {w i })=O∗s (χ˜)(〈F 〉 .ξ),
and we set
χ˜′ := χ˜G˜su,δ.
Then by Equation 12we have thatO∗s (χ˜
′)=O∗s (χ˜). Hence, by Proposition 4.3, χ˜ is replaceable
by χ˜′. We now want to apply Proposition 3.15. Then note that for all ξ ∈ spec(s), spec(uξ)
is O(G˜)-stable as it consists of a subgroup of (Fq )
×
ℓ
and the map ξ 7→ spec(uξ) is constant
on spec(s), so that Proposition 3.14 is applicable. The first hypothesis of Proposition 3.15
is already checked while the second follows from the fact that for all ξ ∈ spec(s), the set
spec(uξ)/Fξ is equal to spec(uξ) = spec(u) and the map δ(〈F 〉 .ξ, ?) was defined as constant
on this set. The third hypothesis of Proposition 3.15 is satisfied as for all ξ ∈ spec(s), the Fξ-
orbits on spec(uξ) all have cardinality 1. Hence Proposition 3.15 is applicable and yields the
equality of stabilisers. By Corollary 3.16 and Proposition 4.4 we also obtain that κG(χ˜
′)ℓ = ℓ
a ,
and by Remark 2.6 we have that κG(η˜)≥ ℓ
a .
Remark 4.8. Let us keep the hypothesis and notation of Proposition 4.7 and of its proof, but
replaceu by an element as in the remark below Proposition 4.4. Then the character χ˜′ = χ˜G˜
su,δ
with δ ∈ Fsu as in the proof of Proposition 4.7 is replaceable by χ˜ and the conclusion of
Proposition 4.7 is true except that we need to replace the group Z (G˜)ℓ′⋊O(G˜) by Z (G˜)ℓ′ . This
is what is done in [14, Theorem 6.3] in the case G˜ = GLn(q). Note that as the G˜s-conjugacy
class of the element u is not unique, there are multiple choices of characters χ˜′ ∈ E s with
which we can replace χ˜with this method.
To apply Theorem 2.14 with the map Θ˜ defined in Theorem 4.1, we now need to prove that
the characters χ˜ and χ˜′ as in Proposition 4.7 satisfy the first condition ofO(G˜)-replaceability
(see Definition 2.11). This condition involves computing κG(Θ
−1
s (χ˜))ℓ, which is the aim of
this last proposition.
Proposition 4.9. Let s be a semisimple ℓ′-element of G˜. Then for all χ˜ ∈ E (G˜, s), κG(Θ
−1
s (χ˜))ℓ =
gcd(|Z (G˜)|,O∗s (χ˜))ℓ (see Theorem 4.1 and Definition 4.6) .
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Proof. Let R ⊆ G˜ be the subgroup containingG such that the factor group R/G is the largest
subgroup of order coprime to ℓ in the group G˜/G . Note that gcd(|Z (G˜)|,O∗s (χ˜))ℓ = gcd((G˜ :
R),O∗s (χ˜)). Note also that if G˜ = GLn(q) then our claim is [14, Proposition 4.7]. So we can
suppose that G˜ =GUn(q), though this is not necessary: just replace q by −q in what follows.
By Proposition 4.7 we have the inequality
κG(Θ
−1
s (χ˜))ℓ ≥ gcd((G˜ : R),O
∗
s (χ˜)). (15)
To show that we have equality we will apply a counting argument as in [14, Theorem 4.7]. It
involves counting the number of conjugacy classes of ℓ′-elements in R . To do this we show
that if h = su (Jordan decomposition) is an ℓ′-element in G˜, then h ∈R and
|hG˜ |
|hR |
= gcd((G˜ : R),O∗s (u)) (16)
where O∗s (u) denotes the element in Fs (see Definition 3.1) labelling the unipotent conju-
gacy class of u in G˜s (here the element u is a unipotent element) and h
G˜ (resp. hR) is the
G˜-conjugacy class (resp. R-conjugacy class) of h. The fact that h ∈ R is obvious. Then [14,
Lemma 2.2] which is a general group theoretic lemma gives that |h
G˜ |
|hR |
= gcd((G˜ : R),c) where
c is the index of CG˜(h)G in G˜, which is the same as the index of det(CG˜(h)) in the group of
(q+1)-th roots of unity in F
×
q . We now show that this index is gcd(q+1,O
∗
s (u)) (see Definition
4.6), which will prove Equation 16.
Let ǫ ∈ {±1}. Observe that, using the same arguments as in [14, Lemma2.3], ifu is a unipotent
element in GLm(ǫq
d ) whose Jordan normal form corresponds to the partitionλ := (λ1, ...,λr )
of m then det maps CGLm (ǫqd )(u) onto the subgroup of index gcd(ǫq
d − 1,λ1, ...,λr ) of the
group of (ǫqd −1)-th roots of unity in F
×
q . Now let h = su be an ℓ
′-element in G˜ . Let T′ = gT
be an F -stablemaximal torus containing s and letw ∈W be the canonical image of g−1F (g ).
Then det(CG˜(su)) = det(CG˜s (u)) = det(CG˜wFs
(u)) where g s = s and gu = u. Recall that (see
Equation 6)
G˜wFs =
∏
〈F 〉.ξ∈spec(s)/F
G˜wF
〈F 〉.ξ
where GLmξ(s)((−q)
|〈F 〉.ξ|)∼= G˜wF
〈F 〉.ξ
through the map
M 7→ (M ,F (M), . . . ,F |〈F 〉.ξ|−1(M))
forM ∈GLmξ(s)((−q)
|〈F 〉.ξ|), and let us write u=
∏
〈F 〉.ξ∈spec(s)/F u〈F 〉.ξ, so that
CG˜wFs
(u)=
∏
〈F 〉.ξ∈spec(s)/F
CG˜wF
〈F 〉.ξ
(u〈F 〉.ξ).
Each unipotent element u〈F 〉.ξ has its conjugacy class labelled by a partition ofmξ(s), which
we denote by O∗s (u〈F 〉.ξ). The map O
∗
s (u) ∈ Fs is the map 〈F 〉 .ξ 7→ O
∗
s (u〈F 〉.ξ). If 〈F 〉 .ξ ∈
spec(s)/F and δ is a primitive ((−q)|〈F 〉.ξ|−1)-th root of 1, then note that δ1−q+q
2−...+(−q)|〈F 〉.ξ|−1
is a primitive (q +1)-th root of unity. We deduce that det maps CG˜wF
〈F 〉.ξ
(u〈F 〉.ξ) onto the sub-
group of index gcd(q+1,O∗s (u〈F 〉.ξ)) of the group of (q+1)-th roots of unity. This proves that
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det maps CG˜(su) =
gCG˜wFs (u) onto the subgroup of index gcd(q + 1,O
∗
s (u)) of the group of
(q+1)-th roots of unity.
We can now apply the same counting argument as in [14, Theorem 4.7], which goes as fol-
lows. For any χ˜ ∈ E˜ (see the line following Theorem4.1), we let sχ˜ be a semisimpleℓ
′-element
such that χ˜ ∈ E (G˜, s). Let χ˜ ∈ E˜ , by Clifford theorywe have κG(Θ
−1
sχ˜
(χ˜))ℓ = κR(Θ
−1
sχ˜
(χ˜)) (see [14,
Lemma 3.1]). Then we combine Equation 16, the fact that for all semisimple ℓ′-elements
s both sets E (G˜, s) and Uni(G˜s) (the set of unipotent conjugacy classes in G˜s , see above Re-
mark 3.3) are in bijection with Fs , and finally the fact that two Brauer characters of G˜ have
the same restriction to R if and only if they are equal, to obtain that the equality between the
number of Brauer characters of R and the number of its ℓ′-conjugacy classes reads:
∑
χ˜∈E˜
κG(Θ˜
−1(χ˜))ℓ =
∑
χ˜∈E˜
gcd((G˜ :R),O∗sχ˜(χ˜)).
This, together with Equation 15, proves that indeed κG(Θ
−1
s (χ˜))ℓ = gcd((G˜ : R),O
∗
s (χ˜)) for all
χ˜ ∈ E (G˜, s) and all semisimple ℓ′-elements s.
We are now in a position to prove Theorem A in full.
Proof of Theorem A. By Proposition 4.7, Corollary 4.2 and Proposition 4.9, any χ˜ ∈ E˜ isO(G˜)-
replaceable (see Definition 2.11). We apply Theorem 2.14, which together with the descrip-
tion of automorphisms of G (see for instance [21, Theorem 30 p. 158 and Theorem 36 p.
195]), proves our main result.
4.4. Concluding remarks
The remark below Proposition 4.7 together with Proposition 4.9 shows that for all χ˜ ∈ E˜ (see
below Theorem 4.1), χ˜ is Z (G˜)ℓ′-replaceable (see Definition 2.11). Theorem 2.14 yields an
explicit unitriangular basic set forG . Such a basic set is one that can be built using themeth-
ods described in [14] for SLn(q). However in general such a basic set is not stable under the
action of automorphisms. For example let G˜ = GL3(4),G = SL3(4) and let ω ∈ F4 be a gener-
ator of F×4 . Let ℓ = 3, Θ˜ be as in Theorem 4.1, χ˜ be the Steinberg character and let η˜ be such
that Θ˜(η˜) = χ˜. Then we have κG(χ˜) = 1 and κG(η˜) = 3 (by Proposition 4.9), so we need to re-
place the Steinberg character if we are to apply Theorem 2.5 (in fact this is the only character
that we have to replace). The methods in [14] suggest to exchange the Steinberg character
with the only character in E (G˜,u) with u =

0 0 ω1 0 0
0 1 0

 or u =

0 0 ω
2
1 0 0
0 1 0

. Both characters
have 3 irreducible constituents upon restriction to G so by Clifford theory their restriction
to G is not the same. Moreover they are conjugate under O(G˜). We obtain by restriction
two Out(G)-conjugated unitriangular basic sets for G . The methods developed in this pa-
per suggest to replace the Steinberg character with the only character in E (G˜,diag(1,ω,ω2)),
which is anO(G˜)-stable replacement for the Steinberg character. The situation is similar with
G˜ =GU3(2) andG = SU3(2).
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To finish, let us stress that the unitriangular basic set obtained for SLn(q) and SUn(q) is ex-
plicit. Let E˜ = ∪sE (G˜, s) be the usual basic set for G˜ . For each semisimple ℓ
′-element s in G˜
and each element λ ∈Fs we do the following:
• if ℓa := gcd(|Z (G˜)|,λ)ℓ 6= (Z (G˜)ℓ)χ˜G˜
s,λ
then take an ℓ-element u ∈ G˜s as in Proposition
4.4,
• let δ∈Fsu be such that δ(〈F 〉 .ξ, {ω
i })=
λ(〈F 〉.ξ)
ℓa for all ξ∈ spec(s)/F and all i ∈ {0,1,2, . . . ,ℓ
a−
1} where ω is an element in F
×
q having order ℓ
a , and
• replace χ˜G˜
s,λ
by χ˜G˜
su,δ
in E˜ to obtain a new unitriangular basic set that we denote by E˜ ′.
Then the unitriangular basic set E˜ ′ obtained for G˜ is such that its set of irreducible con-
stituents upon restriction toG is a unitriangularbasic set forG that is stable under the action
of Out(G).
References
[1] M. Broué. Les ł-blocs des groupes GL(n,q) etU (n,q2) et leurs structures locales, Sem.
Bourbaki. Astérisque, 133-134:159–188, 1986.
[2] O. Brunat. On the inductive McKay condition in the defining characteristic. Math. Z.,
263:411–424, 2009.
[3] M. Cabanes and M. Enguehard. Representation theory of finite reductive groups. Cam-
bridge Univ. Press, 2004.
[4] M. Cabanes and B. Späth. Equivariance and extendibility in finite reductive groupswith
connected center. Math. Z., 275:689–713, 2013.
[5] F.Digne and J.Michel. Representations of finite groups of Lie type. LondonMathematical
Society Student Texts, CambridgeUniv. Press, 1991.
[6] R. Dipper. On the decomposition numbers of the finite general linear groups. Tran.
Amer. Math. Soc., 290:315–344, 1985.
[7] R. Dipper. On the decomposition numbers of the finite general linear groups II. Tran.
Amer. Math. Soc., 292:123–133, 1985.
[8] P. Fong and B. Srinivasan. The blocks of the finite general linear and unitary groups.
Invent. Math., 69:109–153, 1982.
[9] M. Geck. On the decomposition numbers of the finite unitary groups in non defining
characteristic. Math. Z., 207:83–89, 1991.
[10] M. Geck. Basic set of Brauer characters of finite groups of Lie type II. J. London Math.
Soc, 47:255–268, 1993.
21
[11] M. Geck. An introduction to algebraic geometry and algebraic groups. Oxford Graduate
text in Mathematics, Oxford University Press, 2003.
[12] G. James and A. Kerber. The representation theory of the symmetric group. Encyclopedia
of Mathematics, Addison-Wesley Publishing Co., Reading, Mass., 1981.
[13] N. Kawanaka. Generalized Gelfand Graev representations and Ennola duality. Adv.
Stud. Pure Math., 6:175–206, 1985.
[14] A. Kleshchev and P. H. Tiep. Representations of finite special linear groups in non-
defining characteristic. Adv. Math., 220:478–504, 2009.
[15] G. Lusztig. Characters of reductive groups over finite fields. Annals of Mathematics Stud-
ies, Princeton University Press, 1984.
[16] G. Lusztig. A unipotent support for irreducible representations. Adv.Math., 94:139–179,
1992.
[17] G. Lusztig. Unipotent classes and special Weyl group representations. J. Algebra,
321:3418–3449, 2009.
[18] G. Lusztig andNSpaltenstein. On the generalized Springer correspondence for classical
groups. Adv. Stud. Pure Math., 6:289–316, 1985.
[19] G. Lusztig and B. Srinivasan. The characters of the finite unitary groups. J. Alg., 49:167–
171, 1977.
[20] H. Nagao and Y. Tsushima. Representations of finite groups. Academic Press Inc., 1989.
[21] R. Steinberg. Lectures on Chevalley groups. Notes by J. Faulkner and R. Wilson, Yale
UniversityMathematics Department, 1968.
[22] J. Taylor. Generalised Gelfand-Graev Representations in Small Characteristics. Nagoya
Math. J., 224:93–167, 2016.
22
