In this paper, the efficacy of seven data classification methods; Decision Tree (DT), k-Nearest Neighbor (k-NN) 
Introduction
Data mining algorithms which carry out the assigning of objects into related classes are called classifiers. Classification algorithms include two main phases; in the first phase they try to find a model for the class attribute as a function of other variables of the datasets, and in the second phase, they apply previously designed model on the new and unseen datasets for determining the related class of each record [1] . There are different methods for data classification such as Decision Trees (DT), Rule Based Methods, Logistic Regression (LogR), Linear Regression (LR), Naïve Bayes (NB), Support Vector Machine (SVM), k-Nearest Neighbor (k-NN), Artificial Neural Networks (ANN), Linear Classifier (LC) and so forth [1] , [2] , [3] . The comparison of the classifiers and using the most predictive classifier is very important. Each of the classification methods shows different efficacy and accuracy based on the kind of datasets [4] . In addition, there are various evaluation metrics for comparing the classification methods that each of them could be useful depending on the kind of the problem.
Receiver Operating Characteristic (ROC) curve [5] - [10] is a usual criterion for identifying the prediction power of different classification methods, and the area under this curve is one of the important evaluation metrics which can be applied for selecting the best classification method [5] - [13] . Among the other criteria for comparing the classification methods, one could mention; G-means [14] , RMSE [4] , [15] and Accuracy [6] , [16] .
In this article, using a new method, seven usual data classification methods (DT, k-NN, LogR, NB, C4.5, SVM, and LC) have been compared based on the AUC criterion. These mentioned methods have been applied on the random generated datasets which are independent from a special problem. This comparison is based on the effect of the numbers of existing discrete and continuous attributes and the size of the dataset on the AUC.
The rest of the paper is organized as follows: In section 2, previous works related to this area and the motivations of performing the new work have been presented. Section 3 provides an explanation about dataset generation and classification methods. Reporting the results of the applying classification methods on the datasets is presented in section 4. Section 5 evaluates the results and investigates the efficacy of the classifiers. Finally, section 6 concludes the paper and describes future works.
Many works related to the comparison of the classification methods have been done. Any of these works has compared various classifiers with each other and with regards to the test data and evaluation criteria, has reported the results.
Efficiency criterion RMSE has been used by Kim in [4] for comparing DT, ANN and LR. In this article the effect of the kind of attributes and the size of dataset on the classification methods have been investigated and the results have been reported. RMSE also has been used by Kumar in [15] for comparing ANN and regression. Regression and ANN have been applied on the real and simulated data and the end results have been reported. These results show that if the data include errors and real values of attributes are not available, the statistical method of regression could act better than the ANN method and its performance is much superior.
Huang et al. [6] have compared NB, DT and SVM with each other using AUC criterion. In [6] , by applying mentioned methods on the real data, it is shown that the AUC criterion is better than accuracy for comparing the classification methods. Furthermore, it is shown that C4.5 implementation of DT has higher AUC compared to NB and SVM.
Song et al. [7] have compared LogR and ANN for breast cancer detection by using the experimental medical data. In [7] , it is shown that LogR and ANN almost have the same efficacy, but in this situation and sensitivity of detection, using ANN compared to LogR is prior. In [9] , Rudolfer et al. have compared LogR and DT, and have reported that the efficacy of the LogR and DT method is the same so they have presented a synthesis method which has higher efficacy compared to the other previous methods. Long et al. [12] have compared LogR and DT in medical application considering AUC criterion. The comparison in this work has shown that the two mentioned methods have almost the same efficacy, but in the tasted data in this article, LogR partly has more efficacy compared to DT.
Amor et al. [13] have compared DT and NB in intrusion detection systems. This comparison has been done on KDD'99 and the gained results have expressed that the estimated predictions with NB are better than DT's predictions. Also the same comparison has been done between SVM and ANN, by Chen et al. in [11] . The reported results have shown that in considered case, SVM acts better than ANN.
Le Xu et al. [14] have compared LogR and ANN for finding the source of the error in power distribution using the G-mean criterion. According to this article, ANN has better results compared to LogR and therefore; using neural networks in this special case has been proposed. Amendolia et al. [16] have compared k-NN, SVM and ANN for talasemi detection using accuracy criterion. This test has been done for real data and results of the test show that ANN could act better than the other two methods. Karacali et al. [17] have compared SVM and k-NN methods using error rate, and finally by combining these two methods and using the power of SVM and simplicity of k-NN have gained a synthesis classifier which has the advantages of the two methods. O'Farrell et al. [18] have compared k-NN and ANN in classification of the spectral data. The results have shown that if values of data have deviation from real values, using ANN is good, otherwise using the simple k-NN classifier is more advised.
All of the articles mentioned above have compared different classifiers with each other. The problem that engage the most of these works, is gathering the experimental results from applying the classifiers on the datasets which are related to a determined problem. Therefore, decision making based on these results is not general, and it makes different judgments about the priority of one method to the others. As an example, the reported results in [6] and [13] , [9] and [12] , and finally [11] and [16] not only do not match but also conflict each other, and dependence of the datasets on a special problem causes these differences.
Furthermore, the most of the works which have been done in this field have ignored parameters like; size of the datasets, kind of the attributes, and the number of discrete and continuous attributes which affect on efficacy of the classifies' prediction.
Data Analysis and Classification Methods
In this section, we first express the approach of dataset generation and then explain applying of classifiers on the random generated datasets.
Random Dataset Generation
Linear data creation model [4] has been used for generating dataset. Class label is assumed as a linear function of a set of the discrete and continuous attributes. Class label is calculated from Eq. With regard to the above explanation, datasets with different sizes could be made. These datasets in addition to independency of the special problem have capability of variation in the number of discrete and continuous variables. Characteristics of the datasets which have been generated are in Tables 1 to 4 .
As is shown in Tables 1 to 4 , datasets DS1 to DS29 include different numbers of discrete and continuous variables. Also for investigating the effect of the size of datasets on the efficacy of the classifiers, samples with size of 200, 500, 1000, 3000 and 5000 records have been made from datasets. These numbers have been selected for generating datasets with small, medium and large sizes. For applying classifiers on datasets, two distinct datasets should be used. First dataset for training (training set) and the second one for testing (test set). In this article, Cross Validation method with fold value equal to 10 has been used for training and testing phases. And it causes each of the learners to be trained by 10 stages with 90% of data and to be tested by 10 stages with 10% of data.
Consequently, all of the records which exist in dataset will affect the training and testing of the classifiers. For applying classification methods on datasets, the Orange data mining tool and its programming language (Python) [19] have been employed. The AUC criterion has been used for comparing the efficacy of the classifiers.
Data Classification Methods
Different classifiers have been employed for this research as follows;
Decision Tree
A decision tree (DT) is a flowchart-like tree structure, where each internal node denotes a test on an attribute, each branch represents an outcome of the test, and each leaf node (or terminal node) holds a class label [20] . The topmost node in a tree is the root node.
During tree construction, attribute selection measures are used to select the attribute which best partitions the tuples into distinct classes. Three popular attribute selection measures are Information Gain, Gain Ratio, and Gini Index. When DTs are built, many of the branches may reflect noise or outliers in the training data. Tree pruning attempts to identify and remove such branches, with the goal of improving classification accuracy on unseen data.
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C4.5
The C4.5 [22] is a decision tree based algorithm that uses a divide-and-conquer approach for growing the decision tree. A brief description of the method is given here. The following algorithm generates a decision tree from a set D of cases [23] :
• If D satisfies a stopping criterion, the tree for D is a leaf associated with the most frequent class in D. one reason for stopping is that D contains only cases of this class.
• Some test T with mutually exclusive outcomes
The tree for D has test T as its root with one sub tree for each outcome T i that is constructed by applying the same procedure recursively to the cases in D i . C4.5 contains mechanisms for proposing three types of tests [22] :
• The "standard" test on a discrete attribute, with one outcome and branch for each possible value of that attribute.
• A more complex test based on a discrete attribute in which the possible values are allocated to a variable number of groups with one outcome for each group rather than each value.
• If attribute A has continuous numeric values, a binary test with outcomes A≤Z and A>Z, based on comparing the value of A against a threshold value Z. All these tests are evaluated in the same way, looking at the gain ratio arising from the division of training cases that they produce. Two modifications to C4.5 for improving use of continuous attributes are presented in [23] .
k-Nearest Neighbor
Nearest neighbor classifiers are based on learning by analogy, that is by comparing a given test tuple with training tuples which are similar to it. The training tuples are described by n attributes. Each tuple represents a point in an n-dimensional space. In this way, all of the training tuples are stored in an ndimensional pattern space. When given an unknown tuple, a k-nearest neighbor (k-NN) classifier searches the pattern space for the k training tuples which are closest to the unknown tuple. These k training tuples are the k-nearest neighbors of the unknown tuple [20] .
"Closeness" is defined in terms of a distance metric, such as Euclidean distance. The Euclidean distance between two points or tuples X 1 =(x 11 , x 12 ,…, x 1n ) and X 2 =(x 21 , x 22 ,…, x 2n ) obtained from Equation 3 .
The basic steps of the k-NN algorithm are;
• To compute the distances between the new sample and all previous samples, have already been classified into clusters; • To sort the distances in increasing order and select the k samples with the smallest distance values; • To apply the voting principle. A new sample will be added (classified) to the largest cluster out of k selected samples [2] .
Regression
Linear regression (LR) is used to model continuous-valued functions. It is widely used, owing largely to its simplicity. Generalized linear models represent the theoretical foundation on which LR can be applied to the modeling of categorical response variables. Common types of generalized linear models include logistic regression (LogR) and Poisson regression. LogR models the probability of some event occurring as a linear function of a set of predictor variables. Count data frequently exhibit a Poisson distribution and are commonly modeled using Poisson regression [20] . In this article, LogR has been used as a one of the common classification methods.
Naïve Bayes
Bayesian classifiers are statistical classifiers. They can predict class membership probabilities [20] . Naïve Bayes (NB) probabilistic classifiers are commonly studied in machine learning. The basic idea in NB approaches is to use the joint probabilities of words and categories to estimate the probabilities of categories given a document. The naïve part of NB methods is the assumption of word independence, i.e. the conditional probability of a word given a category is assumed to be independent from the conditional probabilities of other words given that category. This assumption makes the computation of the NB classifiers far more efficient than the exponential complexity of non-naïve Bayes approaches because it does not use word combinations as predictors [21] .
Support Vector Machine
A support vector machine (SVM) is an algorithm that uses a nonlinear mapping to transform the original training data into a higher dimension. Within this new
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Reza Entezari-Maleki, Arash Rezaei, and Behrouz Minaei-Bidgoli dimension, it searches for the linear optimal separating hyperplane. A hyperplane is a "decision boundary" separating the tuples of one class from another. With an appropriate nonlinear mapping to a sufficiently high dimension, data from two classes can always be separated by a hyperplane. The SVM finds this hyperplane using support vectors ("essential" training tuples) and margins (defined by the support vectors) [20] . The basic idea behind support vector machine is illustrated with the example shown in Figure 1 . In this example the data is assumed to be linearly separable. Therefore, there exist a linear hyperplane (or decision boundary) that separates the points into two different classes. In the two-dimensional case, the hyperplane is simply a straight line. In principle, there are infinitely many hyperplanes that can separate the training data. Figure 1 shows two such hyperplanes, B 1 and B 2 . Both hyperplanes can divide the training examples into their respective classes without committing any misclassification errors.
Although the training time of even the fastest SVMs can be extremely slow, they are highly accurate, owing to their ability to model complex nonlinear decision boundaries. They are much less prone to over fitting than other methods [20] .
Linear Classifier
Generalized linear models are currently the most frequently applied statistical techniques. They are used to describe the relationship between the trend of one variable and the values taken by several other 
Experimental Results
The classifiers DT, k-NN, LogR, NB, C4.5, SVM and LC have been applied on datasets DS 1 to DS 29 and with sample sizes 200, 500, 1000, 3000 and 5000 records. Because of reducing the amount of plots in this paper, the gained results of datasets have been reported in the form of Table 5 , but only plots of datasets with 10 records are depicted. Table 5 shows the results of applying the classifiers on datasets DS 19 to DS 29 . For the sake of brevity other the results of applying classifiers on other datasets are not presented.
Because data have been generated randomly, for being sure about the truthfulness of results, some samples have been generated from each of datasets. After applying the classifiers on datasets, their averages have been calculated from the gained results.
Results Evaluation
In this section, the AUC of the classifiers based on the results gained from section 4 have been investigated. For the sake of brevity, only the diagrams related to DS 19 to DS 29 have been depicted and comparison between classifiers has been done by considering these diagrams. Other diagrams have the same results, approximately. Since most of the data mining tasks encounter with large amount of data and huge datasets, it is better that the datasets with a large number of the records have been investigated. With drawing plots related to datasets with 500, 1000, 3000 and 5000 records the results become more stable, gradually. As shown in Figure 4 the plots related to datasets with 1000 records are roughly similar to the plots related to datasets with 3000 records as well as datasets with 3000 and 5000 records.
For comparing the classifiers and investigating the impact of the type of attributes, we define a metric C as follows: 
C = (No. of continuous attributes) / (No. of total attributes)
(6)
5000
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Based on plots shown in Figure 3 to Figure 6 the following results can be induced:
DT, k-NN, C4.5 and SVM in all datasets have higher AUC than LogR, NB and LC. As C4.5 is a general implementation of DT, these two classifiers provide a similar behavior with respect to AUC in large datasets. But in small datasets (200 or 500 records) C4.5 has a higher AUC than DT.
k-NN provides high AUC in all cases. When C is larger than 0.5 (DS19 to DS23), this classifier has lower AUC than the opposite case (C<0.5). So when number of continuous attributes decreases in DS24 to DS29, k-NN acts better with respect to AUC.
Based on gained results, and focusing on Figure 4 to Figure 6 , one can observe that the SVM provides less AUC than DT and C4.5. When the value of C is larger than 0.5, SVM is better than k-NN, but when C is gradually decreased, k-NN acts better than the other one.
Three classifiers including logR, NB and LC has lower AUC when they are compared with the other classifiers. NB is better than LC and logR when their AUC are compared. NB has higher AUC in the cases of C equal to 1 or 0.5 than the case of C equal to 0. to the identical datasets. In the comparison between these two classifiers, it can be said that the AUC of the LogR is better than the AUC of the LC in almost all datasets.
Conclusion and Future Works
In this article, the efficacy of DT, k-NN, LogR, NB, C4.5, SVM and LC has been investigated and the AUC of these four methods is compared to each other with respect to different circumstances of attributes deployment. In this comparison, the size of datasets, types of the attributes and the number of discrete and continuous attributes have been considered.
The above analysis shows that for small datasets, in all cases deviation of AUC is such high that the comparison between classifiers may not do correctly. Figure 6 . The AUC of datasets with 5000 records SVM are classifiers with high efficacy in the current work. When the value of C is larger than 0.5, SVM has higher AUC than k-NN, and in the opposite situation, as the value of C is lower than 0.5, the AUC is higher.
Three classifiers including LogR, NB and LC have lower efficacy than the other ones. As a comparison between these classifiers it can be said that NB provides the best AUC between them and similar results for LogR and NB have been gathered.
Following the proposed process, we can choose the best classifier according to data type and continuous or discrete attributes existing in datasets. Therefore, one can use the above conclusion and choose the most efficient classifier with respect to his/her own dataset characteristics.
Lastly, it should be mentioned that the current research is based on simulation data and the generated datasets that are not dependent to a special problem. Consequently, the above results can be extended to a wide range of problems and these datasets are suitable for comparing the mentioned methods. In future studies, it is possible to compare the efficacy of other classifiers by using the current method. Furthermore, using other evaluation criteria and applying new classifiers on datasets with more variables could be as open problems in this field.
