Abstract Large earthquakes are sometimes observed to trigger other large earthquakes on nearby faults. The magnitudes of the calculated Coulomb stress transfers presumed to cause the triggering are 10 2 -10 3 of the earthquake stress drops. The earthquake stress drops and the triggering delay times are similarly small with respect to the natural recurrence time of the earthquakes. This requires that both faults be simultaneously very close to the ends of their seismic cycles. Paleoseismological data show that for the same regions prior earthquakes have occurred in clusters of ruptures of several faults separated by long quiescent periods. Both observations suggest that synchronization is occurring between faults. Theory and observations indicate that synchronization can occur between nearby faults with positive stress coupling and intrinsic slip velocities within an entrainment threshold. In the south Iceland seismic zone, the central Nevada seismic belt, and the eastern California shear zone, several synchronous clusters that apparently act independently can be recognized. This behavior is the 3D equivalent of the phase locking that results in the seismic cycle of individual faults being dominated by large characteristic earthquakes, and for synchronization of fault segments along a given fault. Rupture patterns of repeated individual earthquakes or earthquake clusters are not identical in either the 2D or 3D cases. The state of this system, which exhibits strong indications of synchrony without exact repetition, may be called fuzzy synchrony.
Introduction
On 14 April 1928, an M 6.8 earthquake occurred in the vicinity of Plovdiv, Bulgaria, rupturing the northern bounding normal fault of an east-west striking graben for a distance of about 40 km along strike. Four days later an M 7.1 event ruptured the conjugate southern bounding normal fault of the same graben (Richter, 1958; Dimitrov et al., 2006; Vanneste et al., 2006) . The two faults are about 20 km apart at the surface. Trenching of the northern (Chirpan) fault showed that it has an average recurrence time for such events of ca. 2500 yr (Vanneste et al., 2006) .
Since the phenomenon was first pointed out by Das and Scholz (1981) , it has become widely recognized that earthquakes often trigger earthquakes on other nearby faults. The mechanism is thought to be static or dynamic stress transfer, both of which have been well studied (for reviews, see Stein, 1999; King and Cocco, 2000; Scholz, 2002) . The magnitude of such stress transfers are calculated to be typically of the order 10 1 -10 2 MPa, much smaller than the stress drop of the ensuing earthquake, typically of the order of 10 MPa for intraplate earthquakes, which will be the examples discussed here. By any reckoning (cf. Gomberg et al., 1998) , this requires that the triggered earthquake fault must have been at the extreme end of its earthquake cycle. If we were considering the triggering of small earthquakes, one could argue, as is often done in the case of ordinary aftershocks or reservoir induced seismicity, that the great multitude of possible rupture points explains why there are always some spots very close to the critical point. In the case of triggered off-fault earthquakes, however, there are surprisingly many cases, as illustrated by the Bulgarian one previously described, in which a large earthquake on one fault triggers another large earthquake on one or more nearby faults. These triggered earthquakes may be of comparable or greater size than the triggering one, and their rupture zone may cover the fault over its seismogenic width and for a considerable distance along strike. This requires that both faults be simultaneously very close to the end of their respective seismic cycles. Many such cases, and the ones I will discuss here, have occurred on intraplate faults with slip rates < 1 mm=yr; because the large earthquakes that rupture them produce slip of a few meters, they have seismic cycle periods of several thousand years. The triggering delay times are typically of the order of 0.1-1 yr: this contrast with the natural recurrence time of the fault makes the same point as does the comparison of stress transfer magnitude with stress drop. Because this phenomenon is found to be fairly common, it cannot arise as a coincidence; there must be a mechanism whereby the seismic cycles of nearby faults become synchronized.
In the language of coupled oscillator systems, such tight synchronization is called phase locking. It is the purpose of this article to describe several case of such phase locking among faults to illustrate some of its properties and to discuss aspects of the physics behind such behavior.
Several Illustrative Examples
Several examples have been chosen that illustrate various aspects of the phase locking of faults. These are from a variety of tectonic settings: normal faulting in central Nevada, strike-slip faulting in the Mojave region of southern California, and strike-slip faulting in the south Iceland seismic zone. They all have several characteristics in common, however. They all occur within systems of evenly spaced, subparallel faults that have very similar slip rates, in these cases 0:1 ≤ v ≤ 1:0 mm=yr. These common characteristics, as I will show, are particularly favorable to phase locking. All of these cases are fairly well known, so I will be brief in my descriptions of them.
The most well-known example is a cluster of earthquakes that occurred in the Mojave Desert region of southern California in the 1990s. This activity occurred in the eastern California shear zone (ECSZ), a series of subparallel rightlateral strike-slip faults ( Fig. 1a) with slip rates of individual faults ∼1 mm=yr (Rockwell et al., 2000) . Each fault system shown in Figure 1a is made up of several individually named faults or segments; Figure 1a and nomenclature follows the simplified form of Oskin et al. (2008) .
This usually quiescent region was visited by a flurry of activity in the 1990s, highlighted by the M 7.3 Landers earthquake of 1992 and the M 7.1 Hector Mine earthquake of 1999, which ruptured subparallel strike-slip fault systems some 24 km apart (Fig. 1a) . The Landers earthquake was preceded by an unusual number of moderate earthquakes (M 5.2-6.1) that have been argued to have triggered that event (King et al., 1994) . It also triggered in turn the M 6.2 Big Bear earthquake, a left-lateral conjugate event, and minor seismicity on other faults of the ECSZ (Hauksson et al., 1993) . This suggests there may have been a broad synchroneity of minor faults in this area, but here I will only consider the relationship between the Landers and Hector Mine earthquakes. Although the time delay between them, 7 yr, is fairly long for this phenomenon, the former is nevertheless widely believed to have triggered the latter (Parsons and Dreger, 2000; Freed and Lin, 2001) . Their results showed that the triggering Coulomb stress changes were of the order 0.01 to 0.1 MPa. As mentioned before, the small value of these transferred stresses in comparison with the earthquake stress drops ∼10 MPa and the long recurrence time of their faults ∼5000 yrs (Rockwell et al., 2000) in comparison with the 7 yr interval between them makes a prima facie case for phase locking of these faults. If the phase locking conjecture is correct, a spatial/temporal clustering of large earthquakes can be expected to occur repeatedly in time. Paleoseismology studies can shed light on this problem. Although that method does not have sufficient temporal resolution to prove the phase locking hypothesis, it can show if it is plausible or not.
In a summary of paleoseismology studies of the eastern California shear zone, Rockwell et al. (2000) concluded that activity in that region was not uniform but was characterized by bursts of large earthquake activity on different faults separated by long periods of quiescence. They identified clusters of earthquakes at 0-1 ka, 5-6 ka, 8-9 ka, and possibly at ∼15 ka. The same pattern of bursts of activity on several faults interspersed with long quiescent periods has also been recognized for intraplate faults in the Los Angeles basin region (Dolan et al., 2007) . Dolan et al. emphasized that the Los Angeles basin bursts are out of phase with those of the Mojave faults. This is not surprising: those two groups of faults are too far apart to be coupled through stress transfer.
This rhythmicity is a hallmark of synchrony, but is not sufficient to define it. As I will show later, to be truly synchronized, two faults must have the same slip rate. On this basis I separate the faults into clusters as shown in Figure 1b , where their slip rates and paleoseismic histories are summarized. The Camp Rock and Pisgah fault systems, which ruptured in the Landers and Hector Mine earthquakes, have slip rates of ≤ 1:4 0:6 and 1:0 0:2 mm=yr . Within the uncertainties, these rates may well be identical. This fault pair has a similar rupture history, each ruptured previously at 5-6 ka and at 10 ka (Rockwell et al., 2000; Madden et al., 2006) . These data are consistent with these fault systems having remained at least partially synchronized over several seismic cycles. I call this cluster 1. The Helendale and Lenwood faults to the northwest of cluster 1 have identical slip rates of 0:8 0:2 mm=yr, lower than those of cluster 1. Neither of those faults participated in the recent burst of activity, but ruptured at ca. 1 ka and again about 9 ka. These faults seem to define a different population, which I call cluster 2. This distinction is not perfectly clean: the Lenwood fault also ruptured ca. 5 ka, suggesting that it also communicates with cluster 1. The Calico fault system seems to behave independently of cluster 1 or cluster 2. Although it bisects the Landers and Hector Mine ruptures, it did not participate in that sequence. This means that the Calico fault system is not synchronized with those of cluster 1. One reason for this (another will be discussed later) is because the slip rate of the Calico fault is 1:8 0:3 mm=yr, much faster than the fault systems associated with the Landers or Hector Mine earthquakes (Oskin et al., 2007) . Consistent with that, the Calico fault has ruptured four times in the last 9 ka (Ganev et al., 2008) as compared with three events in cluster 1 and two in cluster 2. Its most recent event was 0.6-2.0 ka, which is in the quiescent period of the other clusters. Thus, I classify the Calico fault system as a separate entity on its own: cluster 3. Finally, the Ludlow fault, with a much lower slip rate of 0:4 0:2 mm=yr , should be unsynchronized with all the other faults in the ECSZ. Thus, I identify two pairs of possibly synchronized faults and two unsynchronized faults, one faster and one slower than the others. The synchrony, however, is not a perfect one. The Landers and Hector Mine earthquakes were complex, involving several faults or fault segments. Although they both probably rupture repeatedly as units (Jachens et al., 2002) , paleoseismological data indicate that earlier Landers earthquakes were not identical versions of the latest one (Rockwell et al., 2000) .
The Basin and Range province of central and southern Nevada has been constructed by a system of subparallel, evenly spaced normal faults. A portion of the central Nevada seismic belt, the most recently active part of this system, was ruptured in a remarkable sequence of earthquakes in 1954 (Fig. 2) . From July to September the Rainbow Mountain fault system (RMF), consisting of mainly east-dipping normal faults, was ruptured by a series of earthquakes (a, b, c, d, e, M 6.6, 6.4, 6.8, 5.8, and 5.5) . The Fairview Peak earthquake (f, M 7.1) occurred on 16 December and ruptured bilaterally on the eastward dipping Fairview fault (FF) and the Westgate and Gold King faults (WGF and GKF). The Dixie Valley earthquake (g, M 6.8) occurred four minutes later and ruptured the Dixie Valley fault (DVF).
Studies of the 1954 sequence have argued that the earthquakes triggered one another (Hodgkinson et al., 1996; Caskey and Wesnousky, 1997) . As is typical in such cases, the triggering Coulomb stresses were in the range of 0.01 to 0.1 MPa, leading again to the conclusion of phase locking of these faults. Bell et al. (2004) argued that the 1903 Wonder (M 6.5), the 1915 Pleasant Valley (M 7.6), and 1932 Cedar Mountain (M 7.2) earthquakes belong to the same cluster as the 1954 events. Although this 50 yr period is longer than what I have been discussing up to this point, it is still very short with respect to the ca. 4-6 ka recurrence times for these faults. The ruptures in this historical sequence are highlighted on the map of Quaternary faults of the central Nevada seismic belt in Figure 3a . In their paleoseismological studies of these faults, Bell et al. found that the seismicity was clustered, with several faults rupturing within a relative short period of time in three different periods over the past 13,000 yr, each separated by long periods of quiescence. These active episodes (Fig. 3) were fairly evenly spaced in time with a recurrence period of 3-4 ka, but the fault-coupling pattern was not identical in each case. Notice that the episode of 2-4 ka (Fig. 3b) consists, in the north, of faults that did not rupture in the historical episode: this is a separate cluster. On the other hand, the episode of 6-9 ka (Fig. 3c ) was close to a repeat of the historical episode. The repetition is not exact, however. For example, of the faults that participated in the 1954 sequence, the Fairview Peak fault is much slower moving than the others, with a slip rate of about 0:09 mm=yr as opposed to 0:5 mm=yr for the Dixie Valley fault, and had not had a prior rupture in the last 35.4 ka. Therefore, it must have participated in the 1954 sequence by coincidence. Thus, these data describe behavior that is quite similar to that of the eastern California shear zone, both of which are consistent in showing a strong synchronization signal with a large noise component. That is, there is a strong tendency to synchrony, but the patterns that repeat are not identical.
The south Iceland seismic zone (SISZ) consists of a system of north-south striking right-lateral strike-slip faults. Earthquakes, 6:0 ≤ M ≤ 7:1, that have occurred in the SISZ in the past 300 yr are shown in Figure 4 . Figure 4a is a space-time plot of the activity; Figure 4b shows the locations of the earthquakes and their estimated rupture traces (Roth, 2004; Richwalski and Roth, 2008) . It is typical in this region for large events to occur in triggered sequences. In the most recent of these, M 6.5 and 6.4 earthquakes occurred four days apart on two parallel faults separated by 14 km . The sequence of 1896 consisted of five M > 6 earthquakes on different faults over an 11-day period. There were also sequences in 1784 and from 1732 to 1734. Richwalski and Roth (2008) concluded that each successive event in these sequences was triggered by the preceding events, but that the initial event in each sequence was not triggered. They also concluded that the 1912 earthquake was probably part of the 1896 sequence. Although there is no paleoseismology data for the SISZ, the fact that none of its faults have ruptured more than once in the past 300 yr indicates that their recurrence times are > 300 yr.
What is most interesting about this case is that, whereas the sychroneity of faulting is clearly evident; each synchronous cluster, 1732-1734, 1784, 1896-1912, and 2000 , is distinct: none of them share a fault with another. This is the same property of the two most recent clusters in the central Nevada seismic belt described earlier. The reasons for such separate clusters will be a matter of later discussion.
In both the SISZ and the ECSZ there have been suggested fluctuations in tectonic loading rate. Seismicity in the SISZ has been suggested to have a periodicity of ∼140 yrs (Stefansson and Halldorsson, 1988) ; this has been correlated with similar fluctuations in volcanism of the Iceland hotspot (Larsen et al., 1998) . A discrepancy between the present-day geodetic rate and the geologic rate of deformation across the ECSZ led Oskin et al. (2008) to speculate that there may be variations of deformation rates there that correspond to the temporal paleoearthquake clusters of Rockwell et al. (2000) . Whatever the merits of those arguments, such long period variations would not produce the synchronization that I discuss here.
Synchronism and the Kuramoto Model
Synchronization is observed in biological, chemical, physical, and social systems, and has long been a subject of study. A paradigmatic example is fireflies, which along the banks of certain rivers in Southeast Asia flash incoherently in the early evening, but before long flash in unison, creating a spectacular display. Other examples are cricket chirps, neuron firings, and coupled systems of lasers and Josephson junctions.
Suppose we consider a network of faults. A simple model of a seismically active fault is a limit cycle relaxation oscillator (cf., Scholz, 2002, pp. 294-296) . Each fault evolves according to the rate at which stress accumulates on it. When a particular fault reaches a critical point, a large earthquake occurs, which reduces the stress on that fault and resets its cycle but also distributes stress onto neighboring faults. This distributed stress results in clock advances or retardations of the cycles of all the neighboring faults, their magnitude depending not only on the magnitude of the (Doser, 1986) . transferred stress, but on the current state of the affected fault (Gomberg et al., 1998) . Each stress transfer produces a phase shift either toward or away from synchrony. Imagine this occurring through many cycles. Faults that are positively coupled to one another are likely to gradually become more in phase with one another; those negatively coupled more out of phase. Those that come into phase with one another may stay that way: a condition known as phase locking.
The synchronization problem has been modeled as systems of coupled oscillators. The model of Kuramoto (1975) is the classic of the field and has spawned a large literature (for reviews, see Strogatz, 2000 Strogatz, , 2001 Acebron et al., 2005) . Kuramoto considered a system of N coupled oscillators with natural frequencies ω i and coupling strength K. He found that for K < K c , the oscillators remain unsynchronized, but when K > K c , after a critical number of cycles that depends on K, the population splits into a partially synchronized state in which those oscillators with natural frequencies close to the mean of the population become locked into synchrony while those with frequencies at the extreme tails of the distribution remain unsynchronized. The larger the value of K, the quicker this occurs and the broader is the phase-locked population.
These simple models of idealized populations of oscillators should not be expected to apply directly to the much noisier system of faulting and earthquakes. But consider how the basic physics imbued in those models applies to these cases.
Consider, for maximal coupling, a system of parallel equally spaced faults. The frequency of each fault-oscillator is the inverse of the recurrence time of large earthquakes that rupture it. This frequency is given by v=Δu, where Δu is the slip in the large earthquake that ruptures the fault and v is its geological slip rate of the fault. The slip Δu is proportional to fault length, but for simplicity the faults will be considered to be of equal length so that the frequency of each fault ω i is proportional to its slip rate v i . It is customary to think that the slip rate of a fault is determined by some tectonic driver of (usually) unknown origin. The Kuramoto model shows that if the original tectonic (intrinsic) slip velocities are sufficiently close, the coupling between faults will, over time, pull them together so that they become synchronized both in frequency and phase. This is a type of self-organization of the system. Synchronization is sensitive to the phase dependence of the coupling coefficient, κ Δt Δτ , the ratio of clock advance to increment of stress transfer. If I consider only rate/state friction effects, this decreases with phase (time into the seismic cycle) for static stress transfer and increases with phase for dynamic stress transfer (Gomberg et al., 1998) . The former would lead to desynchronization, the latter to synchronization. However, as a result of the viscoelastic coupling of the fault with the lower crust and upper mantle, fault loading is not linear in time (e.g., Johnson and Segall, 2004) ; this effect dominates the r=s friction effect. The coupling coefficient is the inverse of the loading rate, κ 1 G_ ε , where _ ε is the nearfault shear strain rate and G is the shear modulus. This is plotted in Figure 5 , based on the geodetic measurements of near-fault strain rates following the 1906 earthquake on the San Andreas fault from Kenner and Segall (2000) . The important point is that k increases continually with phase. Mirollo and Strogatz (1990) proved that any system of oscillators in which κ increases continuously with phase will inevitably become phase locked, and once in that state, will stay in that state. For the problem under consideration, some simple models of that type have shown this result (Sammis et al., 2003) . For long recurrence times, viscoelastic coupling will dominate the nonlinearity of loading in the early part of the cycle. The latter part of the cycle will be dominated by the downward concavity of stress-strain curves typically observed in laboratory studies, which results from accelerating stable sliding on the fault and off-fault damage as the rupture point is approached (Sammis et al., 2003) .
Another feature of this form of loading is that for a given stress transfer, the clock advance is greatly increased near the end of the cycle, which increases the probability of large earthquake triggering, a point noted earlier by Chery et al. (2001) and Kenner and Simons (2005) .
From the clustering observed in the ECSZ, it appears that several synchronized clusters may exist, and that relative differences in slip velocities of 20% to 30% are sufficient to prevent such synchronization. Certainly the San Andreas fault, with a slip velocity over an order of magnitude larger than the faults of the ECSZ, should be completely desynchronized from them. Even though the earthquakes in the Mojave during the 1990s transferred significant stress to the nearby sector of the San Andreas (Jaume and Sykes, 1992; Freed and Lin, 2002) , this did not induce any change in seismicity there. Similarly, the M 6.7 San Fernando earthquake of 1971 produced a significant reduction of normal stress on the adjacent San Andreas fault, but this did not cause any change on it in seismicity down to the microearthquake level (Scholz, 1971) . Fast moving faults may occasionally trigger (Richwalski and Roth, 2008) . earthquakes on slow moving faults by chance (e.g., Deng and Sykes, 1997) , but the odds against the opposite happening are very high.
Kuramoto considered only the simple case in which all oscillators are globally coupled equally to each other. In a slightly more complex version, in which higher harmonics in the coupling are considered, synchronous clusters are observed (Hansel et al., 1993; Okuda, 1993) . Instead of a single, central phase-locked group forming, several synchronous clusters of phase-locked groups are formed at different frequencies and out of phase with each other.
In the case of faults, coupling is local. For parallel strikeslip faults, the Coulomb stress change due to an earthquake will, except near the fault tips, be dominated by the change in the fault parallel component of shear stress. For simplicity, let us take this as the coupling function. In Figure 6 this is shown as a function of perpendicular distance along the center line from strike-slip faults of various length to width ratios where its magnitude is normalized by the earthquake stressdrop and distance by fault width W (Kostrov and Das, 1984) . For long faults the stress change is negative at distances < 0:8W and positive at greater distances, gradually dying out from a maximum at about 1:4W. In the south Iceland seismic zone, W ∼ 10 km (Stefansson et al., 1993; Pedersen et al., 2003) and the fault spacing is 5 km (Fig. 4) . Therefore, nearest neighbor faults will be negatively coupled and positive coupling will occur only with more distant faults. The nearest distance between triggered faults for all the triggering sequences of Figure 4 is in all but one case greater than 10 km, with a mean value of 21 km; the exception is 1896b, but the felt reports for that event are also consistent with it occurring on a northern extent of the 1896a fault rupture (Einarsson et al., 1981) . The negative coupling between nearest neighbor faults results in the system breaking into synchronous clusters in which nearest neighbors do not belong to any one cluster. These synchronous clusters do not interact with one another (Richwalski and Roth, 2008) , at least on the timescale of Figure 4 . In the ECSZ, the spacing between the Calico fault and the Camp Rock and Pisgah systems on either side is 12 km. The fault width there is 15 km (Meade and Hager, 2005) , so the Calico fault is just at the neutral point: it just avoids the stress shadow of its neighboring faults, which is probably why the faults form at this spacing (see, e.g., Hu and Evans, 1989) . Freed and Lin (2002) showed that a model with a bulk viscous lower crust would predict that postseismic relaxation from Landers would load the Calico fault, but a more realistic model in which postseismic relaxation occurs by deep afterslip (Savage and Svarc, 1997) has the same result as W increasing with time, which would progressively cast the stress shadows of Landers and Hector Mine over the Calico fault. This would provide a second reason why the Calico fault is not synchronized with either of its nearest neighbors.
Discussion and Conclusions
The common occurrence of triggering of a large earthquake by other large earthquakes on nearby faults and the observation of space-time clustering of large earthquakes in the paleoseismic record are both indicators of sychronization occurring between faults. All the cases reviewed here involve subparallel groups of faults moving at similar slip rates. These are particularly favored situations because parallel faults have high stress coupling along their entire lengths, and because in order to become entrained into synchrony, the intrinsic slip rate of the faults have to be similar (within 20% to 30%, according to the results from the ECSZ). This is not the only situation in which synchronization can occur, however. Abutting conjugate faults also provide strong coupling and exhibit triggered large earthquakes. Examples are the M 6.6 Superstition Hills and M 6.2 Elmore Ranch, California, earthquakes of 1987 (Hudnut et al., 1989) and the two M 7 Gazli, Uzbekistan, earthquakes of 1976 (Kristy et al., 1980; Amorese and Grasso, 1996) . G_ ε as a function of time after the 1906 earthquake on the San Andreas fault. The strain-rate data are from Kenner and Segall (2004) . Figure 6 . The coseismic change in the fault parallel component of shear stress shown as a function of normalized distance from strike-slip faults of several aspect ratios. The stress change is normalized by the earthquake stress drop, the distance by the fault width (Kostrov and Das, 1984) .
The south Iceland seismic zone demonstrates the formation of synchronous clusters. In that case the primary driver for the formation of separate clusters is the negative coupling between nearest neighbor faults. The formation of separate clusters in the eastern California shear zone, on the other hand, appears to result, in addition, from the variation of slip rates among the faults, of which only those within the entrainment range of each other can become synchronized.
The 2D equivalent of this synchrony is the phase locking among elements of an individual fault that results in the large characteristic earthquakes that define the seismic cycle (Brown et al., 1991; Herz and Hopfield, 1995) . Synchrony is also observed between segments of a given fault. A wellknown example is the sequence of six M > 7 earthquakes that, progressing from east to west, ruptured ∼1000 km of the North Anatolian fault from 1939 to 1967. These earthquakes have been argued to have sequentially triggered one another (Stein et al., 1997) so they must have been in synchrony; the 1943 earthquake was not triggered (Scholz, 2002, p. 234) , so it occurred naturally in synchrony. The paleoseismic record indicates that such sequences have occurred every few hundred years on the North Anatolian fault (Hartleb et al., 2006) . This space-time clustering in 2D is very similar to the 3D clustering described earlier.
The shorter recurrence times reflect the greater slip velocity, ∼24 mm=yr (Reilinger et al., 2006) of the North Anatolian fault compared with the other cases discussed.
Synchrony in three dimensions, phase locking of faults, is rarer and more muted because the coupling is weaker and because of the additional requirement that the intrinsic slip velocities of the faults be within an entrainment threshold for synchronization to occur.
Paleoseismological and historical earthquake data, though crude and often incomplete, nevertheless show that in both the 2D and 3D cases there is no exact repetition of individual ruptures or clusters of ruptures. This is not surprising considering the complexity of fault systems. Nonetheless, the signature of synchrony is clearly evident. The state of this system may be called fuzzy synchrony.
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