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The kinetic Glauber-Ising spin chain is one of the very few exactly solvable models of non-
equilibrium statistical mechanics. Nevertheless, existing solutions do not yield tractable expressions
for two-time correlation and response functions of observables involving products of more than one
or two spins. We use a new approach to solve explicitly the full hierarchy of differential equations
for the correlation and response functions. From this general solution follow closed expressions for
arbitrary multispin two-time correlation and response functions, for the case where the system is
quenched from equilibrium at Ti > 0 to some arbitrary T ≥ 0. By way of application, we give
the results for two and four-spin two-time correlation and response functions. From the standard
mapping, these also imply new exact results for two-time particle correlation and response functions
in one-dimensional diffusion limited annihilation.
PACS numbers: 05.20.-y, 05.50.+q, 75.40.Gb, 75.10.Hk, 05.70.Ln
INTRODUCTION
Glauber did some of his pioneering work in the field of nonequilibrium statistical mechanics when
he introduced the kinetic version of the one-dimensional Ising model [1] about 40 years ago. He
made a very careful choice for the model dynamics which, while resembling characteristic features of
ferromagnets, also admits an analytic approach. Amongst other things Glauber actually derived the
general solutions for one and two-spin correlation functions in his original paper.
Since then the Glauber-Ising model has continuously appeared in the literature in various contexts.
For obvious reasons it has been studied in much detail as a toy model for ferromagnets [1, 2, 3, 4, 5].
A link to one-dimensional diffusion-reaction processes has extended its relevance further [6, 7, 8], and
the model has also been employed as an abstract metaphor for tapped granular media [9]. The most
recent occurrences in the literature relate nonequilibrium fluctuation-dissipation relations and related
questions in higher-dimensional Ising models at criticality [10, 11, 12].
A large fraction of the publications that deal with the Glauber-Ising chain either make direct use
of the results derived by Glauber [1], or use facts which can be obtained directly using his approach.
This is rather remarkable, seeing as (at least) three different versions of general solutions for arbitrary
order one-time spin correlations have been derived in the mean time. The authors of [2] showed that a
particular combination of correlation functions, denoted the Cn-functions, satisfy simpler dynamical
equations than the correlations themselves. From the general solution given for the Cn-functions,
arbitrary (one-time) correlations could be obtained. As pointed out by the authors, however, their
general expressions are rather complicated already for the case of three-spin correlations. In [13], the
rigorous general solution of the master equation was obtained via a Fermion mapping. There, arbitrary
correlation functions can in principle be found by expanding the associated operator according to a
given scheme. However, as pointed out in the article, for correlations of more than two spins the
amount of algebra involved increases very rapidly, and the formalism is not suitable for extracting two-
time quantities. Finally, a rigorous and exact solution for the generating function of correlators has
been found more recently [14] using Grassmann variables. The formalism is very compact and yields an
explicit expression for the generating function. Naturally, correlation functions are encoded implicitly
in this result and follow by taking appropriate derivatives, but multispin or two-time quantities
are again very difficult to obtain. The domain size distribution after quenching the system from a
completely uncorrelated initial state to zero temperature is also briefly discussed in [14]. The latter
quantity was first obtained in [15] using yet another method, namely the analogy between random
walk problems and zero temperature dynamics of one-dimensional Ising and Potts models. Via this
route the authors of [15] also found expressions for one-time correlation functions of arbitrary order,
valid however only for the dynamics after a quench from an uncorrelated initial state.
In this paper we derive yet another version of the general solution for arbitrary correlation func-
tions in the finite Glauber-Ising model subject to generic initial conditions. Compared to the existing
results, our solution is in the most explicit form and cannot be simplified further for generic initial
conditions. Like the authors of Refs. [1, 2], we start from the hierarchy of differential equations for
2the correlation (or response) functions. However, instead of trying to solve the hierarchy directly as
a whole, we judiciously split it into subsystems of inhomogeneous differential equations. These sub-
systems are first solved separately; arbitrary correlation functions then follow in a recursive manner.
Crucially, this recursion can be solved explicitly, giving in the end a rather compact solution of the
full hierarchy. This result is of interest in itself, but not directly useful for practical purposes since it
involves summations over a number of terms growing with the system size N . However, in the bulk of
the paper we show that if the system is quenched from equilibrium at some initial temperature, then
all sums involving an extensive number of terms can be performed. This gives the desired explicit
expressions for arbitrary multispin two-time correlation and response functions, involving sums of
only a finite number of terms.
In Sec. I we start with a recap of the definition of the finite one-dimensional Glauber-Ising model,
and give the hierarchies of differential equations governing the evolution of multispin one and two-
time correlation (and response) functions. The general solution of these hierarchies, all of which
have the same structure, is then derived in Sec. II. We briefly discuss the procedure of taking the
thermodynamic limit in our result, which is in fact straightforward, and then proceed with the rigorous
analysis of the finite model. First we verify in Sec. III that the well-known equilibrium correlations
at T > 0 are retrieved correctly. From these, one-time multispin correlation functions after a quench
from equilibrium at Ti > 0 to arbitrary T ≥ 0 follow, as shown in Sec. IV. Here we make contact
with the results given for the infinite chain given in [2], in [15] (infinite chain, Ti = ∞ and T = 0)
and in [14] (finite chain, Ti = ∞). Using these one-time correlations as initial conditions we finally
obtain the two-time multispin correlations (Sec. V) and response functions (Sec. VI) after a quench;
these are the core new results of our study. In Sec. VII, we illustrate the procedure of extracting
particular two-time functions from these general results. We briefly discuss the spin-spin correlation
and response functions, already known from [10, 11], and then turn to domain-wall correlations
and responses. There, as obvious applications, we give exact results and scaling expansions for the
time-dependent equilibrium domain-wall autocorrelation at T > 0 and for its two-time analogue
for the out-of-equilibrium dynamics at T = 0. We also briefly discuss the connection between the
Glauber-Ising chain and diffusion-limited reaction processes, indicating how e.g. multi-particle two-
time correlations in the latter processes may be obtained from our results. We conclude in Sec. VIII
with a summary and discussion of our work. Useful representations and identities for the functions
appearing in our calculations are summarised in a number of appendices.
Readers more interested in our results, rather than their derivation, could omit Secs. II–VI on
a first reading. They need to refer only to the end of Secs. V and VI, where we state explicitly
the expressions for two and four-spin two-time correlation and response functions. The applications
described in Sec. VII, which are cross-referenced to the relevant sections in the derivations, should
then make it clear how our general results are evaluated in practice.
I. DYNAMICAL EQUATIONS
The finite, one-dimensional Glauber-Ising model comprises a ring of N Ising spins σn ∈ {−1,+1}
that evolve stochastically in time. We denote by p(σ, t) the probability to find the system in state
σ = (σ1, . . . σN ) at time t. Single spin-flip or heat-bath dynamics are described by the master equation
d
dt
p(σ, t) =
N∑
n=1
[
wn(Fnσ)p(Fnσ, t)− wn(σ)p(σ, t)
]
, (1)
where wn(σ) is the rate for flipping the spin σn in state σ, and Fn denotes the spin-flip operator
Fnσ = (σ1, . . . − σn, . . . σN ). Glauber’s choice wn(σ) = 12 [1 − γ2σn(σn−1 + σn+1)] for the transition
rates – with γ = tanh(2J/T ) – is such that the equilibrium solution of (1) satisfies detailed balance
and coincides with the Boltzmann distribution for the Ising Hamiltonian H = −J∑n σnσn+1 at
temperature T . The rates may equivalently be written as
wn(σ) =
1
1 + e∆nH(σ)/T
, (2)
where ∆nH(σ) = H(Fnσ) − H(σ) is the energy shift caused by flipping the nth spin. We remark
that whenever site-indices exceed the range 1, 2, . . .N , as occurs for instance in the expression for the
rates w1(σ) and wN (σ), we use N -periodicity of the ring, that is σN+1 = σ1 and σ0 = σN .
3A. Correlation Functions
We use the notation
C
(k)
i (t) = 〈σi1 (t) · · ·σik (t)〉 =
∑
σ
σi1 · · ·σik p(σ, t) (3)
for the (disconnected) k-spin correlation function between sites 1 ≤ i1, . . . ik ≤ N at time t. The
summation
∑
σ obviously runs over the 2
N states of the system. From the master equation (1) one
readily obtains the evolution equation
d
dt
C
(k)
i (t) = −k C(k)i (t) +
γ
2
k∑
η=1
(
C
(k)
i−eη
(t) + C
(k)
i+eη
(t)
)
, (4)
provided that the index-vector i = (i1, . . . ik) has pairwise distinct components. The eη appearing
in (4) are k-dimensional unit-vectors along the η-direction, that is e1 = (1, 0, . . . 0), e2 = (0, 1, . . . 0),
. . . ek = (0, 0, . . . 1). Due to the index-shifts i± eη, (4) induces a set of coupled differential equations
over all k-spin correlations. These equations are, however, not closed as for some i the index-shifts
create a pair of equal components in i ± eη. In this case, the order k of the correlation function is
reduced by two, since σ2n = 1 for Ising spins; more precisely
∃ 1 ≤ µ < ν ≤ k : iµ = iν ⇒ C(k)i (t) = C(k−2)i\(iµ,iν)(t). (5)
Here we have introduced the short-hand i\(iµ, iν) = (i1, . . . iµ−1, iµ+1, . . . iν−1, iν+1, . . . ik) to indicate
that the components iµ, iν are to be removed from i. Since (4) applies for any k ≥ 1 and i with
1 ≤ i1, . . . ik ≤ N pairwise distinct, the dynamics of (k − 2)-spin correlations are again governed by
(4) and in turn link to (k−4)-spin correlations, etc. For odd k this hierarchy of differential equations,
linked by the hierarchical property (5) of correlation functions, is closed at level k = 1 where the
formation of index-pairs becomes impossible. The equations on even levels, on the other hand, are
closed when an index-pair occurs on level k = 2, giving C(0)(t) =
∑
σ σ
2
i p(σ, t) =
∑
σ p(σ, t) = 1.
Therefore the hierarchy of differential equations defined by (4), (5) over all even (odd) levels k′ in the
range 0 ≤ k′ ≤ k constitutes a closed set of equations for the evolution of k-spin correlation functions
with even (odd) k, respectively.
B. Two-Time Correlations
We define multispin two-time correlation functions by
C
(k,l)
i,j (t, t
′) = 〈σi1 (t) · · ·σik (t)σj1 (t′) · · ·σjl(t′)〉 =
∑
σ,σ′
σi1 · · ·σik p(σ, t|σ′, t′)σ′j1 · · ·σ′jl p(σ′, t′). (6)
Here p(σ, t|σ′, t′) denotes the conditional probability to find the system in state σ at time t ≥ t′
given it was in state σ′ at t′. This satisfies the master equation (1),
∂
∂t
p(σ, t|σ′, t′) =
N∑
n=1
[
wn(Fnσ)p(Fnσ, t|σ′, t′)− wn(σ)p(σ, t|σ′, t′)
]
, (7)
with the initial condition p(σ, t′|σ′, t′) = δσ,σ′ ; here δσ,σ′ =
∏N
n=1 δσn,σ′n is the Kronecker delta for
states, which equals 1 for σ = σ′ and vanishes otherwise. We deduce from (7) the evolution equations
for two-time correlations
∂
∂t
C
(k,l)
i,j (t, t
′) = −k C(k,l)i,j (t, t′) +
γ
2
k∑
η=1
(
C
(k,l)
i−eη ,j
(t, t′) + C
(k,l)
i+eη ,j
(t, t′)
)
. (8)
which again hold only for index vectors i with pairwise distinct components. It is clear from the
definition that two-time correlations also exhibit hierarchical properties when index-pairs occur in
i (or j). Therefore (8) again induces a hierarchy of differential equations, linking (k, l)-spin to
4(k− 2, l)-spin correlations etc. The hierarchies (8) and (4) have the same structure and differ only in
the relevant initial values. For the two-time correlations these are
C
(k,l)
i,j (t
′, t′) = C
(k+l)
i∪ j (t
′). (9)
The abbreviation i ∪ j symbolises that the components of i and j are combined into a new vector
(i1, . . . ik, j1, . . . jl). The initial values (9) have to hold on each level k of the hierarchy for all i with
pairwise distinct components. To avoid trivial reductions in the order l we restrict ourselves to vectors
j with pairwise distinct components.
C. Two-Time Response Functions
In order to define response functions, we consider a perturbation δH = −hB B(σ) to the Hamil-
tonian, with a (generally time-dependent) field hB conjugate to the observable B(σ). The two-time
response function RA,B(t, t
′) measures the response of the observable 〈A(t)〉 =∑σ A(σ) p(σ, t) to a
field impulse, where hB = h during a short time interval [t
′, t′ + δt′] and hB = 0 at all other times.
Transition rates in the presence of a perturbation are defined via (2). Regardless of whether the
system has been perturbed or not we may write
〈A(t)〉 =
∑
σ,σ′
A(σ) p(σ, t|σ′, t′ + δt′) p(σ′, t′ + δt′). (10)
From (7) the conditional probability p(σ, t|σ′, t′ + δt′) is unaffected by the perturbation since the
field vanishes for t > t′ + δt′. To find the effect of the field on p(σ′, t′ + δt′), one expands to linear
order in δt′ to get
p(σ′, t′ + δt′) = p(σ′, t′) + δt′
N∑
n=1
[wn(Fnσ
′) p(Fnσ
′, t′)− wn(σ′) p(σ′, t′)] . (11)
Inserting this into (10) and taking the difference between the perturbed and unperturbed cases gives
the change δ〈A(t)〉. Writing the expansion of the transition rates to linear order in the field as wn(σ) =
wn(σ)|hB=0 + hw′n(σ) then gives for the two-time response function RA,B(t, t′) = Tδ〈A(t)〉/(hδt′)
RA,B(t, t
′) = T
∑
σ,σ′
A(σ)p(σ, t|σ′, t′)
N∑
n=1
[w′n(Fnσ
′) p(Fnσ
′, t′)− w′n(σ′) p(σ′, t′)] . (12)
Here an extra factor of T has been introduced into the definition of the response function, for later
convenience. Since the derivation of equation (12) uses only the master equation (1), it holds for
any choice of A(σ), B(σ) and wn(σ). Comparing with (6) one sees that the t-dependence arises in
exactly the same way as for a correlation function between A(t) and some observable at time t′. For
multispin response functions, where 〈A(t)〉 = 〈σi1 (t) · · ·σik(t)〉 and δH = −hj(t′)σj1 · · ·σjl , one thus
immediately has the dynamical equations
∂
∂t
R
(k,l)
i,j (t, t
′) = −kR(k,l)i,j (t, t′) +
γ
2
k∑
η=1
(
R
(k,l)
i−eη ,j
(t, t′) +R
(k,l)
i+eη ,j
(t, t′)
)
. (13)
These are to be interpreted in exactly the same manner as (4) and (8). To avoid a trivial reduction
of the order l of the perturbation we require, in analogy to two-time correlations, pairwise distinct
components in j. The initial conditions for (13) at t = t′ also follow from (12): working out w′n(σ)
from (2) gives
w′n(σ) = −
1
2T
[
1− γ
2
2
(1 + σn−1σn+1)
]
σj1 · · ·σjl
l∑
ν=1
δn,jν . (14)
Substituting into (12), using p(σ, t′|σ′, t′) = δσ,σ′ and rearranging terms we then find
R
(k,l)
i,j (t
′, t′) =
k∑
µ=1
l∑
ν=1
δiµ,jν
[(
1− γ
2
2
)
C
(k+l)
i∪ j (t
′)− γ
2
2
C
(k+l+2)
i∪ jν (t
′)
]
. (15)
5In (15), jν = (j1, . . . jν−1, jν − 1, jν , jν +1, jν+1, . . . jl) is the vector j with the additional components
jν − 1 and jν + 1. The structure of (15) makes sense intuitively: an instantaneous response only
occurs if the ‘observed’ sites ii, . . . ik overlap with the ‘perturbed’ sites j1, . . . jl. At level k = 0, the
sum over µ in (15) is empty; as is done conventionally, we define such empty sums as zero throughout.
This makes sense: for k = 0, the observable is just a constant, A(σ) = 1, and its value is unaffected
by any perturbation, giving a vanishing response. Equations (4) and (8) are to be read in the same
way for k = 0.
II. GENERAL SOLUTION
We have seen in Sec. I that the dynamical equations describing the evolution of multispin one- and
two-time correlation and two-time response functions all have the same structure. Hence we obtain
the various quantities from the same set of differential equations, e.g. (4), by using the appropriate
initial conditions. For this reason and in order to unify the analysis we use in this section the symbol
F (k) for the dynamical quantity and A(k) for its initial conditions. For the sake of readability we omit
indices i in the text except when they are needed for clarity.
All dynamical functions F (k) discussed above are by definition N -periodic in the site indices i1, . . . ik
and invariant under permutations of the latter. But it turns out that these symmetries are not directly
helpful for solving the hierarchy (4). We therefore restrict the problem to functions F (k) with ordered
indices i ∈ N(k) where
N(k) = {i ∈ Nk | 1 ≤ i1 < i2 < . . . ik ≤ N}. (16)
The set N(k) is not closed under the index shifts i 7→ i − eη and i 7→ i + eη occurring on the r.h.s.
of (4), as shifted components might exceed the range 1, . . .N or form pairs. Using N -periodicity,
permutational symmetry and the hierarchical property, however, each function F (k) with a non-
ordered index i /∈ N(k) can be expressed in terms of another one, F (k′), having an ordered index
i′ ∈ N(k′). Hence we may formally rewrite (4) on all levels 2 ≤ k ≤ N as
∀i ∈ N(k) : d
dt
F
(k)
i (t) =
∑
j∈N(k)
a
(k)
i,j F
(k)
j (t) +
∑
j′∈N(k−2)
b
(k)
i,j′ F
(k−2)
j′
(t). (17)
Note that (17) explicitly separates the terms on the r.h.s. of (4) that link within level k of the
hierarchy from those connecting to level k− 2 via the hierarchical property. Clearly the first term on
the r.h.s. of (4), linking within level k for all i ∈ N(k), produces diagonal entries in a(k). Also, each
function with an index i − eη ∈ N(k) and i + eη ∈ N(k) on the r.h.s. of (4) yields corresponding
off-diagonal entries in a(k). But when a shifted index is not contained in N(k) several cases have to
be distinguished. Here we only discuss the shifts i − eη as a similar reasoning applies to i + eη. If
i−eη /∈ N(k) and 2 ≤ η ≤ k the shift has created an index pair iη−1 = iη− 1. Hence the hierarchical
property applies and the corresponding term on the r.h.s. of (4) links to level k − 2. Such terms are
accounted for in b(k). On the other hand, if i − eη /∈ N(k) and η = 1 then i1 = 1. N -periodicity
and permutational symmetry of the underlying dynamical function F (k) allow us to replace the index
i− e1 = (0, i2, . . . ik) by (N, i2, . . . ik) and then by (i2, . . . ik, N), respectively. If (i2, . . . ik, N) ∈ N(k)
there is a link within level k on the r.h.s. of (4) and we add a corresponding entry to a(k) in the
appropriate place i = (1, i2, . . . ik), j = (i2, . . . ik, N). Otherwise ik = N is an index pair and this
term produces an entry in b(k). An explicit representation of a(k) as obtained by this construction is
not necessary for our analysis; b(k) is given in (A2) for later reference.
Rewriting (4) in the form (17) obviously does not change the basic problem of having to solve a
hierarchy of differential equations. But (17) suggests a somewhat unconventional approach for finding
F (k): instead of simultaneously solving the full hierarchy induced by (17) we can focus on a given
level k ≥ 2 and consider (17) as an inhomogeneous system of differential equations in F (k). Hence we
may write
F
(k)
i (t) = Φ
(k)
i (t) +
t∫
0
dτ
∑
j∈N(k)
∑
j′∈N(k−2)
G
(k)
i,j (t− τ) b(k)j,j′ F (k−2)j′ (τ), (18)
6where Φ
(k)
i (t) is the solution of the homogeneous equation
∀i ∈ N(k) : d
dt
Φ
(k)
i (t) =
∑
j∈N(k)
a
(k)
i,j Φ
(k)
j (t), (19)
satisfying the initial conditions ∀i ∈ N(k) : Φ(k)i (0) = A(k)i . The second term in (18), on the other
hand, is a particular solution of (17) obtained via the Green’s function G(k) of (19). Thus we may
first focus on solving the homogeneous equation (19) on the generic level k, obtaining the Green’s
function on the way. Then (18) constitutes a recursion formula that allows us to successively express
any solution on level k in terms of solutions on lower levels k−2, k−4, etc. The recursion terminates
either on level 0 or 1 of the hierarchy where the solutions are known: according to the discussion in
Sec. I, for k = 0 we actually have that F (0)(t) = A(0) is constant in time. On level k = 1, on the other
hand, (4) is homogeneous since no index pairs can be formed in a one-dimensional index vector. So
F (1)(t) = Φ(1)(t) is just the solution of (19) on level k = 1.
Note that the applicability of this approach essentially relies on the fact that links between different
levels of the hierarchy are unidirectional, i.e. only from k to k − 2. This is a peculiarity of the one-
dimensional Glauber-Ising model.
A. Homogeneous Solution
Solving the homogeneous equation (19) over ordered indices i ∈ N(k) is a non-trivial problem. In
order to make progress we apply the method of images, in this context already used by Glauber [1], to
extend (19) over index vectors i ∈ {1, . . .N}k. This procedure is purely for mathematical convenience
and only possible because we have reformulated (4) over ordered i ∈ N(k) in the first place. As a
generalisation of (16) we introduce the set of index vectors Nπ(k) that are ordered when permuted
by π
Nπ(k) = {i ∈ Nk | 1 ≤ iπ(1) < iπ(2) < . . . iπ(k) ≤ N}. (20)
Here, π ∈ S(k) denotes a permutation on {1, 2, . . . k} and S(k) the set of all such permutations. By
(−1)π we refer to the sign of a permutation, that is (−1)p where p is the number of transpositions
necessary to perform π. Now we define the homogeneous solutions over {1, 2, . . .N}k by filling the
hypercube with permutationally antisymmetric images according to
∀i ∈ {1, . . .N}k : Φ¯(k)i (t) =
{
(−1)π Φ(k)(iπ(1),...iπ(k))(t) if ∃π ∈ S(k) : i ∈ Nπ(k)
0 otherwise
. (21)
This equation states that for ordered indices i ∈ N(k) we have Φ¯(k) = Φ(k). Furthermore, when i
has pairwise distinct components any transposition in i just changes the sign of Φ¯(k). Therefore, and
since Φ¯(k) = 0 anyway for non-pairwise distinct indices, permuting the index i by π0 ∈ S(k) changes
the sign of Φ¯(k) by (−1)π0 for any i ∈ {1, . . .N}k. Setting t = 0 in (21) defines the initial conditions
A¯(k) over the hypercube. As we explain below Φ¯(k) satisfies
∀i ∈ {1, . . .N}k : d
dt
Φ¯
(k)
i (t) = −k Φ¯(k)i (t) +
γ
2
k∑
η=1
(
Φ¯
(k)
i−eη
(t) + Φ¯
(k)
i+eη
(t)
)
, (22)
if the functions Φ¯(k) are moreover extended N -(anti)periodically in each component of i for (even)
odd k. We use the term N -antiperiodic in the sense that shifting any component of i by ±N changes
the sign of Φ¯(k). Note that in contrast to (4), which only holds for index vectors i with pairwise
distinct components, (22) applies for all i ∈ {1, . . .N}k.
As a first step in proving that Φ¯(k) satisfies (22) we consider ordered indices i ∈ N(k). According
to (21) we have Φ¯(k) = Φ(k) for such i. Hence (22) should reproduce the homogeneous equation (19).
Equivalently, by expressing Φ¯(k) in terms of Φ(k) on the r.h.s. of (22) we must recover the matrix
a(k). In the first term on the r.h.s. of (22), and in all terms with shifted indices i − eη ∈ N(k) and
i+eη ∈ N(k), we have Φ¯(k) = Φ(k). So these terms directly reproduce the matrix entries discussed in
the text below (17). Now we focus on the case where i−eη /∈ N(k); as before, i+eη /∈ N(k) is covered
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FIG. 1: Illustration of the domain extension for homogeneous solutions in a system of size N = 6 and at
level k = 2 of the hierarchy. The square in the center of the figure represents the region {1, . . . 6}2 consisting
of N(2) (lower triangle) and its image (upper triangle). Associated with each circle in the lower triangle is a
homogeneous solution Φ¯ = Φ. The upper triangle contains the permutationally antisymmetric image Φ¯ = −Φ.
Along the dotted diagonal the index vector i = (i1, i2) is not pairwise distinct and hence Φ¯ = 0 (full circles).
The surrounding sections of squares represent the N-antiperiodic extension of Φ¯ over Z2. Finally, the cross
of arrows over a circle in position i points to the shifted index vectors i ± e1 and i ± e2 in correspondence
with the terms on the r.h.s. of (22). Based on this simple example we consider the following special cases
discussed in the text: (a) For i = (3, 4) ∈ N(2) the shifted index vectors i + e1 = (4, 4) and i − e2 = (3, 3)
are not in N(2) and must therefore contain an index pair (dots on the diagonal). The associated Φ¯’s are zero
and do not contribute in (22). (b) For i = (2, 6) ∈ N(2) we have i + e2 = (2, 7) 6∈ N(2) (big circle). Using
N-antiperiodicity we replace Φ¯2,7 by −Φ¯2,1 which in turn satisfies Φ¯2,1 = −Φ1,2. Hence, this arrow effectively
points to (1, 2) ∈ N(2) and produces the correct term on the r.h.s. of (22). (a’,b’) If (22) satisfies the cases
(a) and (b) in N(2) it is immediately clear that it also holds for (a’) and (b’) in the image of N(2). (c) For
i = (5, 5) we have e.g. i−e1 = (4, 5) and i−e2 = (5, 4). Since Φ¯5,4 = −Φ4,5 these terms cancel in (22). Based
on this illustration it is straightforward to prove cases like e.g. i = (6, 6) that are not discussed in detail in
the text.
by a similar reasoning. If i−eη /∈ N(k) and 2 ≤ η ≤ k the shift has created an index pair iη−1 = iη−1.
According to (21) the corresponding Φ¯(k) is zero as required (case (a) in Fig. 1). Alternatively, when
i−eη /∈ N(k) and η = 1 we must have i1 = 1 and therefore i−e1 = (0, i2, . . . ik) /∈ {1, . . .N}k. Using
N -(anti)periodicity we replace this index by (N, i2, . . . ik) ∈ {1, . . .N}k and modify the sign of Φ¯(k)
by (−1)k−1. Next, applying a cyclic permutation πc turns this index into (i2, . . . ik, N) and changes
the sign of Φ¯(k) according to (21) once more, by (−1)πc . But (−1)πc = (−1)k−1 in fact cancels the
sign-change caused by N -(anti)periodicity. So, all in all, if (i2, . . . ik, N) ∈ N(k) we recover the correct
matrix element of a(k) between i = (1, i2, . . . ik), j = (i2, . . . ik, N) (case (b) in Fig. 1). Otherwise
ik = N and hence Φ¯
(k) = 0 as required.
Next consider indices i ∈ Nπ(k) for some given π ∈ S(k) that are ordered when permuted by
π. Here we use the fact that Φ¯(k) is antisymmetric under permutations for all i ∈ {1, . . .N}k. So,
regardless of whether a shifted index on the r.h.s. of (22) is also contained in Nπ(k) or not, we permute
it by π and change the sign of Φ¯(k) by (−1)π. In cases where a shifted index lies outside {1, . . .N}k
8we first use N -(anti)periodicity, then permute by π and finally apply πc. As discussed above, this
again just gives a sign change (−1)π. Due to linearity of (22) the overall factor of (−1)π drops out.
Therefore π maps each sector i ∈ Nπ(k) of (22) onto i ∈ N(k). Since (22) holds on i ∈ N(k) this
implies that (22) is also satisfied over i ∈ Nπ(k) for any π ∈ S(k) (cases (a’,b’) in Fig. 1).
We complete the proof that Φ¯(k) satisfies (22) over i ∈ {1, . . .N}k by showing that it holds for
non-pairwise distinct indices, too. In this case there must be at least one index pair, say iµ = iν , in
i. Thus the l.h.s. of (22), the first term on the r.h.s. and each term with a shifted index η 6= µ, ν
contain this pair and are identically zero according to (21). We also know that swapping the µth and
νth component of i − eµ or i + eµ turns it into i − eν or i + eν , respectively, since iµ = iν . But it
takes an odd number of transpositions to swap index-components, consequently the associated Φ¯(k)’s
have opposite signs and cancel each other in (22) (case (c) in Fig. 1). When index shifts exceed the
hypercube {1, . . .N}k we use N -(anti)periodicity and the same argument applies.
Summarising so far, by appropriately extending the definition of Φ(k) beyond the physically relevant
range i ∈ N(k) we have managed to rewrite the homogeneous equation (19) in the much simpler form
(22). A comparison of (22) with the original hierarchy (4) shows that antisymmetry has naturally
eliminated all links between different levels k of the hierarchy. Now we can solve (22) over the space of
N -(anti)periodic functions. For this purpose we introduce the discrete Fourier transform fq = F{fn}
as
∀q ∈ Q : fq =
N∑
n=1
fn e
−inq (23)
∀n ∈ Z : fn = 1
N
∑
q∈Q
fq e
+inq. (24)
If one restricts 1 ≤ n ≤ N in (24), then (23), (24) form a transform pair when Q is any equidistant
N -partitioning of the interval [0, 2π]. But in order to retrieve N -periodic or N -antiperiodic functions
from (24) the particular choice Q = Qo or Q = Qe has to be made, respectively, where
Qe =
{
π
N +
2π
N n
∣∣n = 0, . . .N − 1} = { πN , 3πN , . . . (2N−1)πN } (25)
Qo =
{
2π
N n
∣∣n = 0, . . .N − 1} = { 0 , 2πN , . . . (2N−2)πN }. (26)
So on even levels k of the hierarchy we set Q = Qe as we are dealing with N -antiperiodic functions
while Q = Qo on odd levels corresponds to N -periodic functions. In either case the transforms (23),
(24) satisfy the usual shifting and convolution properties of Fourier transforms. Hence the k-fold
transform of (22) follows immediately as
∀q ∈ Qk : d
dt
Φ¯(k)q (t) = Φ¯
(k)
q (t)
(
−k + γ
k∑
η=1
cos qη
)
. (27)
Here q = (q1, . . . qk) are the Fourier variables corresponding to i = (i1, . . . ik). Note that we use the
subscript to distinguish Φ¯
(k)
i from its transform Φ¯
(k)
q . In Fourier space the evolution equations (27) for
Φ¯(k) are decoupled and can therefore be integrated easily. Then, by inverting the Fourier transform
and using the initial condition Φ¯
(k)
i (0) = A¯
(k)
i we obtain
Φ¯
(k)
i (t) =
∑
j1,...jk
k∏
η=1
e−t Iiη−jη (γt) A¯
(k)
j , (28)
where the sum runs over j ∈ {1, . . .N}k. An expression for In(x) is given in (B1) in Appendix B,
where we also discuss the properties of In(x) that are relevant for our analysis. Finally, by expressing
the initial conditions A¯(k) in terms of A(k) via (21) and after some rearranging, we obtain the solution
Φ(k) of the homogeneous equation (19) on level 1 ≤ k ≤ N
∀i ∈ N(k) : Φ(k)i (t) =
∑
j∈N(k)
G
(k)
i,j (t)A
(k)
j (29)
with the Green’s function
∀t > 0 : G(k)i,j (t) =
∑
π∈S(k)
(−1)π
k∏
η=1
e−t Iiη−jπ(η)(γt). (30)
9The Green’s function as such is defined over the index range i, j ∈ N(k). Expression (30), however,
carries the antisymmetry of the images and is therefore well defined over i, j ∈ Zk. For later conve-
nience we note that (30) is in fact permuationally antisymmetric in i and j. To see the antisymmetry
in j, consider the sum over π ∈ S(k). If, instead of j, we substitute a version permuted by π0, we
may use π ◦ π0 ∈ S(k) as the summation variable since the permutations form a group. Hence the
replacement of j by (jπ0(1), . . . jπ0(k)) just changes the sign of the Green’s function by (−1)π0 , prov-
ing permutational antisymmetry. Antisymmetry over i can be shown similarly and is an immediate
consequence of the images.
B. The Recursion Formula
In this section we use the recursion formula (18) to construct the general solution of the hierarchy
(17). It is convenient to express the homogeneous solution Φ(k) contained in (18) in terms of the
Green’s function G(k) via (29). This gives
F
(k)
i (t) =
∑
j∈N(k)
G
(k)
i,j (t)A
(k)
j +
t∫
0
dτ
∑
j∈N(k)
∑
j′∈N(k−2)
G
(k)
i,j (t− τ) b(k)j,j′ F (k−2)j′ (τ). (31)
Now we show that a particular sequence of simplifications, essentially based on the similarity of
different levels of the hierarchy, can be applied when (31) is iterated. Our proof is inductive, hence
we start with proposing a structure for the result. Working out the first few iterations of (31) suggests
that L+ 1 ≤ ⌊k2 ⌋ iterations should give the following expression
F
(k)
i (t) =
L∑
l=0
∑
π∈P(l,k)
(−1)π
l∏
λ=1
Hiπ(2λ)−iπ(2λ−1)(2t) Φ
(k−2l)
(iπ(2l+1),...iπ(k))
(t) +R
(k)
i,L(t). (32)
Here P(l, k) denotes the set of permutations that correspond to choosing 0 ≤ l ≤ ⌊k2 ⌋ ordered pairs
from the numbers {1, 2, . . . k} and keeping the remaining k − 2l numbers in ascending order, i.e.
P(l, k) = {π ∈ S(k) ∣∣ π(1) < π(2), π(3) < π(4), . . . π(2l − 1) < π(2l),
π(1) < π(3) < . . . π(2l − 1), π(2l + 1) < π(2l + 2) < . . . π(k)}. (33)
An expression forHn(t) is given in (C1). We also discuss relevant features of this function in Appendix
C. The Φ(k) appearing in (32) are the homogeneous solutions (29). Finally, R(k) denotes the remainder
term of the recursion that links to level k − 2L− 2, and is of the form
R
(k)
i,L(t) =
t∫
0
dτ
 ∑
π∈P(L,k)
(−1)π
L∏
λ=1
Hiπ(2λ)−iπ(2λ−1)(2(t− τ)) (34)
×
∑
j∈N(k−2L)
∑
j′∈N(k−2L−2)
G
(k−2L)
(iπ(2L+1),...iπ(k)),j
(t− τ) b(k−2L)
j,j′ F
(k−2L−2)
j′
(τ)
 .
The first step in our proof that (32) is the product of iterating (31) is to consider L = 0. The two
sums in (32) collapse to a single term, that is l = 0 and P(0, k) = {Id}. This obviously also applies to
the first sum in (34). Defining the value of empty products in (32) and (34) as one – a convention we
use throughout – then reduces (32) to (31) for L = 0. Now assume that (32) is true for some L ≥ 0.
Consequently, for (32) to apply also for L→ L+ 1, the remainder has to satisfy
R
(k)
i,L(t) = R
(k)
i,L+1(t) +
∑
π∈P(L+1,k)
(−1)π
L+1∏
λ=1
Hiπ(2λ)−iπ(2λ−1)(2t) Φ
(k−2(L+1))
(iπ(2(L+1)+1),...iπ(k))
(t). (35)
Of course we need L + 1 ≤ ⌊k2 ⌋ − 1 since (31) only holds on levels k ≥ 2. We show below that the
remainder (34) satisfies (35) which proves that (32) is the result of iterating (31).
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First we evaluate the matrix product G(k−2L) · b(k−2L) in (34); we show in Appendix A that this
can be expressed in terms of Green’s functions G(k−2L−2) and the functions Hn(t). Substituting (A1)
into (34) gives
R
(k)
i,L(t) =
t∫
0
dτ
 ∑
π∈P(L,k)
(−1)π
∑
1≤µ<ν≤k−2L
(−1)ν−µ−1
×
(
− ∂
∂τ
Hiπ(2L+ν)−iπ(2L+µ)(2(t− τ))
) L∏
λ=1
Hiπ(2λ)−iπ(2λ−1)(2(t− τ)) (36)
×
∑
j∈N(k−2L−2)
G
(k−2L−2)
(iπ(2L+1),...iπ(k))\(iπ(2L+µ),iπ(2L+ν)),j
(t− τ)F (k−2L−2)j (τ)

Then we express F (k−2L−2) in (36) via the recursion formula (31) and use the general identity for
our Green’s function
∀τ, τ ′ > 0 :
∑
j∈N(k)
G
(k)
i,j (τ)G
(k)
j,i′(τ
′) = G
(k)
i,i′(τ + τ
′). (37)
This gives
R
(k)
i,L(t) =
t∫
0
dτ
 ∑
π∈P(L,k)
(−1)π
∑
1≤µ<ν≤k−2L
(−1)ν−µ−1
×
(
− ∂
∂τ
Hiπ(2L+ν)−iπ(2L+µ)(2(t− τ))
) L∏
λ=1
Hiπ(2λ)−iπ(2λ−1)(2(t− τ))
×
 ∑
j∈N(k−2L−2)
G
(k−2L−2)
(iπ(2L+1),...iπ(k))\(iπ(2L+µ),iπ(2L+ν)),j
(t)A
(k−2L−2)
j (38)
+
τ∫
0
dτ ′
∑
j∈N(k−2L−2)
∑
j′∈N(k−2L−4)
G
(k−2L−2)
(iπ(2L+1),...iπ(k))\(iπ(2L+µ),iπ(2L+ν)),j
(t− τ ′) b(k−2L−2)
j,j′ F
(k−2L−4)
j′
(τ ′)
]}
.
In (38) τ -dependencies via the Green’s functions have dropped out.
Next, we rewrite the permuations in (38) in terms of those from the set P(L + 1, k). Consider
the case L ≥ 1 first. According to (33) the first 2L values of π ∈ P(L, k) correspond to L ordered
pairs chosen from {1, . . . k} whereas π(2L+1), . . . π(k) are the remaining numbers in ascending order.
Now the µ, ν sum chooses another ordered pair π(2L+ µ) < π(2L+ ν) since µ < ν and π is ordered
in that range. In contrast to the L pairs selected by π the new pair does not obey the mutual
ordering between pairs. As both sums run over all possible choices we get each set of L + 1 pairs
L + 1 times, with π(2L + µ) in all mutual orderings from π(2L + µ) < π(1) < . . . π(2L − 1) to
π(1) < . . . π(2L − 1) < π(2L + µ). But this ordering is only relevant for the second line in (38).
Hence we may restrict the choice of pairs to those contained in P(L+ 1, k) and confine the sum over
the L+ 1 ways of selecting a “special” pair to the second line in (38) – which thereby turns into the
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derivative of the product of L+ 1 terms
R
(k)
i,L(t) =
t∫
0
dτ
 ∑
π∈P(L+1,k)
(−1)π
(
− ∂
∂τ
L+1∏
λ=1
Hiπ(2λ)−iπ(2λ−1)(2(t− τ))
)
×
 ∑
j∈N(k−2(L+1))
G
(k−2(L+1))
(iπ(2(L+1)+1),...iπ(k)),j
(t)A
(k−2(L+1))
j (39)
+
τ∫
0
dτ ′
∑
j∈N(k−2(L+1))
∑
j′∈N(k−2(L+1)−2)
G
(k−2(L+1))
(iπ(2(L+1)+1),...iπ(k)),j
(t− τ ′) b(k−2(L+1))
j,j′ F
(k−2(L+1)−2)
j′
(τ ′)
]}
.
Now we convince ourselves that the sign of the permutation in (39) matches the sign-factor in (38):
in (38) we start from the ordered vector (1, 2, . . . k). Applying π ∈ P(L, k) permutes this vector as
described, with the sign of the permutation being (−1)π. The sum over µ, ν then chooses components
2L+µ, 2L+ ν as pair number L+1. Now it takes ν−µ− 1 transpositions to move those components
next to each other and an even number of further ones – thus irrelevant – to move this pair around.
Altogether, (−1)π (−1)ν−µ−1 in (38) is the sign of the corresponding permutation π ∈ P(L+1, k) in
(39).
In the L = 0 case, equivalence of (38), (39) is obvious: since P(0, k) = {Id} we can remove this
sum and all π’s from (38); the empty product over λ is one by definition. So (38) is just the explicit
formulation of the sum over π ∈ P(1, k) in (39).
Finally an integration by parts in τ turns (39) into (35), using Hn(0) = 0. This completes the
proof that (32) is the result of iterating (31).
Having proved (32), we can now set L = ⌊k2⌋ − 1. The remainder term in (32) then links to level
0 or 1 of the hierarchy for k even or odd, respectively. But, as discussed below (19), we know the
functions F (0) = A(0) and F (1) = Φ(1) appearing in the remainder. In fact it can be simplified in full
analogy to the above calculation for L < ⌊k2 ⌋ − 1 and this yields the general, explicit solution of the
hierarchy (17) as
F
(k)
i (t) =
⌊ k2 ⌋∑
l=0
∑
π∈P(l,k)
(−1)π
l∏
λ=1
Hiπ(2λ)−iπ(2λ−1)(2t) Φ
(k−2l)
(iπ(2l+1),...iπ(k))
(t). (40)
The homogeneous solutions Φ(k) appearing in (40) are given by (29) for 1 ≤ k ≤ N . We have
incorporated the link to level 0 in (40), which occurs for even k, by defining Φ(0) = A(0). The definition
of the sets P(l, k) may be found in (33) and expressions for the functions In(x) — contained in the
Φ(k) — and Hn(t) are given in (B1) and (C1), respectively. According to (40) all functions In(x)
and Hn(t) appearing in F
(k) are associated with (even) odd levels for (even) odd k and consequently
the appropriate sets Q = Qe or Q = Qo as given by Eqs. (25,26) must be substituted in their
representations. Explicit versions of (40) for the first few levels read, bearing in mind that the
product over λ equals one for l = 0,
F
(1)
i (t) = Φ
(1)
i (t)
F
(2)
i (t) = Φ
(2)
i (t) +Hi2−i1(2t)Φ
(0)
F
(3)
i (t) = Φ
(3)
i (t) +Hi2−i1(2t)Φ
(1)
i3
(t)−Hi3−i1(2t)Φ(1)i2 (t) +Hi3−i2(2t)Φ
(1)
i1
(t)
F
(4)
i (t) = Φ
(4)
i (t)
+ Hi2−i1(2t)Φ
(2)
(i3,i4)
(t) −Hi3−i1(2t)Φ(2)(i2,i4)(t) +Hi4−i1(2t)Φ
(2)
(i2,i3)
(t)
+ Hi3−i2(2t)Φ
(2)
(i1,i4)
(t) −Hi4−i2(2t)Φ(2)(i1,i3)(t) +Hi4−i3(2t)Φ
(2)
(i1,i2)
(t)
+ Hi2−i1(2t)Hi4−i3(2t)Φ
(0) −Hi3−i1(2t)Hi4−i2(2t)Φ(0) +Hi4−i1(2t)Hi3−i2(2t)Φ(0)
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We remind the reader that the functions F (k) only have direct physical meaning if the indices i are
chosen from N(k). Extended over all indices i ∈ {1, . . .N}k they are permutationally antisymmetric;
this follows from (31) and the corresponding property of the Green’s function. Therefore the F (k) at
any time t can be used directly as antisymmetrized initial conditions A¯(k) in (28); this property will
be useful below.
Equation (40) is evidently the simplest possible representation of F (k) for generic initial conditions
A(k) as encoded in the Φ(k). While for the generic case the complexity of F (k) grows rapidly with the
level k, we will see below that in physically interesting cases significant simplifications occur.
C. The Thermodynamic Limit
The entire analysis presented in Sec. II can be repeated in full analogy for an infinite spin chain.
There, one takes the thermodynamic limit in (4), which thereby becomes an infinite hierarchy of
differential equations. The individual levels k may again be rewritten in the matrix form (17) over
ordered indices. For the infinite chain, however, one chooses −∞ < i1 < i2 < . . . ik < +∞ to obtain
complete equations. The infinite matrices a(k) and b(k) have a slightly simpler structure since the
shifts i − e1 and i + ek can never produce an index pair. In other words N -periodicity of the finite
ring is lost. Nevertheless (17) may be treated as an inhomogeneous system of differential equations
which can be solved according to the steps presented in Sec. II A and Sec. II B. Rather than the
discrete N -(anti)periodic Fourier transforms (23), (24) the standard Fourier series expansion is useful
for solving the homogeneous equations. The structure of the solutions (40) of the hierarchy and the
homogeneous solutions (29) remains completely unaffected. But instead of the functions In(x), Hn(t)
their N →∞ limits In(x), Hn(t) discussed in Appendix B, C appear in (29), (40). The sum over the
initial conditions in (29) obviously runs over −∞ < j1 < . . . jk <∞ for an infinite chain.
Alternatively, the rigorous solutions (29), (40) for the finite ring also produce the same N → ∞
limit. This is evident for (40) as it comprises a finite number of functions, the limit of each of which
exists. In (29), however, one has to keep in mind that the functions In(x) are N -(anti)periodic.
Therefore all summation indices j that are close to i modulo N contribute to the sum in (29); the
site N for instance is a neighbour of site 1. So a meaningful N → ∞ limit can only be taken if we
first shift the index range of the finite ring. An appropriate replacement for N(k) is for instance
−⌊N−12 ⌋ ≤ i1 < . . . ik ≤ ⌊N2 ⌋. Shifting the index range on the ring changes the domains of the
solutions (29), (40) but leaves them unaffected otherwise. Convergence for N → ∞ of the sum in
(29) over the symmetric index range can then be proved [16], for any fixed index vector i.
In the following we continue to analyse the finite ring of spins. But according to the above discussion
the thermodynamic limit may be taken at any stage. It just amounts to replacing the functions In(x),
Hn(t) by their N → ∞ limits In(x), Hn(t) and extending summation ranges. From now on we omit
the limits for summations that are taken over the ring, as for instance in (28). In a finite system
these summations run over 1, . . .N while in the thermodynamic limit they are to be evaluated over
−∞ . . .+∞.
III. EQUILIBRIUM CORRELATIONS
As discussed in the beginning of Sec. II the functions F (k)(t) = C(k)(t) describe the evolution of
correlations if we use the initial conditions A(k) = C(k)(0). Here we show that our solution (40)
reproduces the well known equilibrium correlation functions for T > 0.
Equilibrium correlations are obtained from the dynamical solutions (40) by taking the limit t→∞.
Let us first focus on the homogeneous solutions Φ(k). It is convenient to consider the representation
(28) instead of (29); recall that for i ∈ N(k) we have Φ¯(k) = Φ(k). When taking the modulus of (28)
and using the triangular inequality we may drop the initial conditions |A¯(k)| ≤ |C(k)(0)| ≤ 1. This
gives the first inequality in
∣∣∣Φ(k)i (t)∣∣∣ ≤ ∑
j1,...jk
k∏
η=1
e−t
∣∣Iiη−jη (γt)∣∣ = k∏
η=1
e−t
∑
jη
∣∣Iiη−jη (γt)∣∣ ≤ e−k t/τeq . (41)
As indicated, the k-dimensional sum in (41) factorizes once the initial condition terms are removed.
Then, using the bound (B10) on
∑
n |In(x)| gives the second inequality in (41) for any system size
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N . Here 1/τeq = 1 − γ is the smallest eigenvalue of the master operator [13] corresponding to (1).
Since T > 0 implies γ = tanh(2J/T ) < 1 the equilibration time τeq is finite. Therefore at any level
k ≥ 1 of the hierarchy the homogeneous solutions vanish in equilibrium. At level k = 0, however, we
have Φ(0)(t) = A(0) = C(0) = 1 at all times.
Next consider the t → ∞ limit of the functions Hn(t). Based on the representation (C2) it is
straightforward to show that for T > 0 and arbitrary system size N we are left with the sum
Hn,eq = lim
t→∞
Hn(t) =
1
N
∑
q∈Q
sin(n q)
γ sin q
1− γ cos q . (42)
By combining the results (41) and (42) we now obtain the equilibrium correlations from (40).
Any correlation function C(2k+1) containing an odd number of spins is expressed in terms of
Φ(1),Φ(3), . . .Φ(2k+1). But all these homogeneous solutions vanish in equilibrium and hence so do
the correlations of odd order, as expected. For equilibrium correlations of even order C(2k), on the
other hand, the only nonzero terms in (40) are those having a factor Φ(0) = 1. This gives
C
(2k)
i,eq =
∑
π∈P(k)
(−1)π
k∏
λ=1
Hiπ(2λ)−iπ(2λ−1),eq, (43)
where we have introduced the notation P(k) = P(k, 2k) for the usual set of ordered pairings. Since
the functions Hn,eq in (43) are associated with even levels we need to set Q = Qe when substituting
(42). For ordered indices i ∈ N(2k) the result (43) describes multispin equilibrium correlations in the
finite Glauber-Ising model at T > 0. Over non-ordered indices i ∈ {1, . . .N}2k, however, (43) carries
the permutational antisymmetry of (40); this property will be useful below.
The link between (43) and the result obtained from a transfer-matrix calculation is established by
realizing that for 1 ≤ n ≤ N − 1 we have for (42) the identity
1
N
∑
q∈Qe
sin(n q)
γ sin q
1− γ cos q =
[tanh(J/T )]
n
+ [tanh(J/T )]
N−n
1 + [tanh(J/T )]
N
. (44)
The l.h.s. of (44) is identically zero for n = 0, N and N -antiperiodic, however. To prove (44) one
notes that the sum may be rewritten in the form of the inverse Fourier transform (24). So we may
equivalently prove the converse statement (23) for q ∈ Qe. The latter just involves a geometric
summation and is straightforward. We finally remark that when the representation (44) is used for
Hn,eq, the permutational antisymmetry of (43) is lost. Only for ordered index vectors i ∈ N(2k) are
all combinations n = iπ(2λ) − iπ(2λ−1) in (43) in the range where (44) applies.
IV. CORRELATIONS AFTER A QUENCH
Next we derive dynamical correlation functions C(k)(t) from our general solution (40). We consider
the example where the system is quenched at t = 0 from an equilibrium state at γi < 1, corresponding
to Ti > 0, to some arbitrary temperature γ. As in Sec. III we may identify F
(k)(t) = C(k)(t) if we
use equilibrium correlations as the initial conditions A(k).
On odd levels of the hierarchy we have A(2k+1) = 0 since equilibrium correlations between any odd
number of spins vanish. Consequently Φ(2k+1) = 0 according to (29) and via (40) also C(2k+1)(t) = 0
at all times. This conclusion is trivial because the master equation (1) and the equilibrium initial
state are invariant under spin inversion σ → −σ. On even levels 2k ≥ 2 of the hierarchy we express
A(2k) via (42) and (43) as
A¯
(2k)
i =
∑
π∈P(k)
(−1)π
k∏
λ=1
1
N
∑
q∈Qe
sin
[
q (iπ(2λ) − iπ(2λ−1))
] γi sin q
1− γi cos q . (45)
As pointed out below (43), this representation for the equilibrium correlation functions is permuta-
tionally antisymmetric and consequently zero for non-pairwise distinct indices i. This is why we have
been able to write A¯ instead of A in (45). Knowing A¯ is convenient as it allows us to derive the
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homogeneous solutions from (28) instead of the more complex expression (29). In fact, since (45) is
factorized over index pairs, the sum in (28) also factorizes into two-dimensional sums
Φ
(2k)
i (t) =
∑
π∈P(k)
(−1)π
k∏
λ=1
∑
m,n
e−2t Iiπ(2λ)−m(γt) Iiπ(2λ−1)−n(γt)
1
N
∑
q∈Qe
sin [q (m− n)] γi sin q
1− γi cos q
 .
(46)
Using the properties (B7), (B8) of the functions In(x), the sum
∑
m,n in (46) can easily be evaluated.
Here it is essential that the functions In(x) in (46) are associated with the even levels 2k and that in
the argument of sin[q (m− n)] we have q ∈ Qe too, as (B7) would not apply otherwise. We obtain
Φ
(2k)
i (t) =
∑
π∈P(k)
(−1)π
k∏
λ=1
H ′iπ(2λ)−iπ(2λ−1)(2t), (47)
where H ′n(t) is the result of the summation over m,n and may be written as
H ′n(t) =
1
N
∑
q∈Qe
sin(n q)
γi sin q
1− γi cos q e
−t(1−γ cos q). (48)
We remark that this straightforward derivation of the homogeneous solutions heavily rests upon
the permutational antisymmetry of our expression (43) for equilibrium correlations. When Glauber
derived the dynamics of two-spin correlations [1] he expressed the equilibrium values via (44). He
introduced images at this stage of the calculation to make (44) permutationally antisymmetric.
Having worked out the homogeneous solutions (47) that correspond to our problem, we now obtain
the correlations after the quench from (40)
C
(2k)
i (t) =
k∑
l=0
∑
π∈P(l,2k)
(−1)π
∑
πˆ∈P(k−l)
(−1)πˆ
l∏
λ=1
Hiπ(2λ)−iπ(2λ−1)(2t)
k−l∏
λ′=1
H ′iπ(2l+πˆ(2λ′))−iπ(2l+πˆ(2λ′−1))(2t).
(49)
For the term with l = k to correctly give the contribution from Φ(k−l) = C(0) = 1 one has to define
P(0) = {Id} here. To simplify (49), we now focus on the combination of pairings that occur for some
fixed l: each π ∈ P(l, 2k) draws l ordered pairs from {1, . . . 2k}. These define the indices of the factors
Hn(2t) in (49). Out of the remaining, ordered 2k − 2l numbers π(2l + 1), . . . π(2k), the permutation
πˆ ∈ P (k − l) selects another k − l ordered pairs, which give the indices of the factors H ′n(2t). If we
denote by πl ∈ S(2k) the overall permutation on {1, . . . 2k}, then all πl satisfy
πl(1) < πl(2), πl(3) < πl(4), . . . πl(2k − 1) < πl(2k)
πl(1) < πl(3) < . . . πl(2l − 1), πl(2l + 1) < πl(2l + 3) < . . . πl(2k − 1).
(50)
By ordering the first l pairs against the subsequent k − l ones, each πl ∈ S(2k) can be mapped onto
an ordered pairing π¯ ∈ P(k). This leaves the sign of the permutation unaffected as it takes an even
number of transpositions to reorder pairs, i.e. (−1)π¯ = (−1)πl = (−1)π (−1)πˆ. Conversely, we have
that for each π¯ ∈ P(k) there are (kl) semi-ordered pairings πl of the form (50). These correspond to
the different ways of distributing k − l primes among the functions Hn(2t) in (49) when we choose
the index pairs according to π¯. Together with the summation over l we can thus factorize (49) for
each π¯, giving
C
(2k)
i (t) =
∑
π¯∈P(k)
(−1)π¯
k∏
λ=1
H ′′iπ¯(2λ)−iπ¯(2λ−1)(2t), (51)
where H ′′n(t) = Hn(t) +H
′
n(t). Since the functions Hn(t) in (49) are associated with even levels 2k
we need to set Q = Qe in the representation (C2). Together with (48) this yields
H ′′n(t) =
1
N
∑
q∈Qe
sin(n q)
{
γi sin q
1− γi cos q e
−t(1−γ cos q) +
γ sin q
1− γ cos q
[
1− e−t(1−γ cos q)
]}
. (52)
At t = 0 our solution for dynamical correlations (51), (52) obviously reproduces the equilibrium
values (42), (43) for the initial temperature γi. Note that for a quench from Ti = ∞ (γi = 0), i.e.
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a random initial configuration, (52) reduces to H ′′n(t) = Hn(t). It is equally clear that we recover
the equilibrium values at γ in the limit t → ∞. The spectrum of relaxation times for correlations
is encoded in the exponents in (52) and depends on the final temperature γ after the quench and
the system size via Qe as given in (25). In the thermodynamic limit N → ∞ we can replace 1N
∑
q
by 12π
∫
dq in (52) and, for consistency, then use the symbol H′′n(t). Further properties of H
′′
n(t) are
discussed in Appendix C. An equivalent formulation of the results (51), (52) for the infinite spin
chain was derived in [2].
It is worthwhile to note that the general solution (40) preserves the structure of ordered pairings.
In the case at hand, for instance, we used the initial conditions (43) and arrived at the result (51).
Both expressions have the same structure and (51) again carries the permutational antisymmetry
of (40). Therefore the dynamical correlations after an arbitrary sequence of temperature shifts are
still of the form (51) and could be written down immediately as long as the system is initially in an
equilibrium state. Examples of two and four-spin correlation functions as obtained from (51) read
C
(2)
i (t) = H
′′
i2−i1(2t)
C
(4)
i (t) = H
′′
i2−i1(2t)H
′′
i4−i3(2t)−H ′′i3−i1(2t)H ′′i4−i2(2t) +H ′′i4−i1(2t)H ′′i3−i2(2t).
The number of terms grows as the number of permutations contained in P(k), i.e., (2k − 1)!! =
1 · 3 · · · (2k − 1), giving 15 terms for C(6), 105 terms for C(8) and so on.
V. TWO-TIME CORRELATIONS AFTER A QUENCH
As discussed above the evolution equations (8) of two-time correlations C(k,l)(t, t′) may be written
in the form (17). Hence these functions again follow from the general solution (40) if we use the
equal time initial conditions (9) at t = t′; obviously time arguments t in (40) have to be replaced by
∆ = t− t′ in this setup. We consider the same quench as in Sec. IV because this allows us to express
the initial conditions (9) in terms of (51) for even k+ l. On all levels k where k+ l is odd, that is all
even levels k for odd l and vice versa, we have C(k,l)(t′, t′) = C(k+l)(t′) = 0. Hence C(k,l)(t, t′) = 0 at
all times from (29), (40); this is again just a consequence of the spin inversion symmetry σ → −σ.
So from now on we assume that k + l is even.
In analogy to Sec. IV an expression A¯ for the equal time initial conditions (9) that is permutationally
antisymmetric in i would be desirable. Without loss of generality we require that the vector j —
only appearing as a parameter — is ordered, j ∈ N(l). Now the following problems have to be
handled. First, if i ∈ N(k) is also ordered, our expression for A¯ has to produce the correlation
function between the k + l sites i ∪ j. But the combined vector is not necessarily ordered and hence
the associated correlation cannot be expressed directly via (51). Second, there could still be pairs of
equal components between i and j. While the correlation over i ∪ j then reduces its order via the
hierarchical property (5), the expression (51) is identically zero. A systematic construction of A¯ based
on (5) and (51) is possible but rather cumbersome. Let us therefore immediately state the result for
A¯ and prove its correctness instead:
A¯
(k,l)
i,j (t
′) =
∑
π∈P( k+l2 )
(−1)π
k+l
2∏
λ=1
U j(i∪j)π(2λ−1),(i∪j)π(2λ)(t
′) (53)
where
Uja,b(t′) =

H ′′jν−jµ(2t
′) (a, b) = (jµ, jν)
(−1)ν−1 δiε,jν +
[
l∏
λ=1
sgn(jλ − iε)
]
H ′′jν−iε(2t
′) for (a, b) = (iε, jν)[
l∏
λ=1
sgn(jλ − iε) sgn(jλ − iδ)
]
H ′′iδ−iε(2t
′) (a, b) = (iε, iδ)
(54)
The sgn(n)’s in (54) are the standard sign functions, with sgn(n) = −sgn(−n) = 1 for n > 0 and
sgn(0) = 0. To illustrate the notation of (53) and (54) we consider as a simple example the 6-spin
two-time correlation with k = l = 3. In this case the sum in (53) runs over the 15 ordered pairings
contained in P(3). Among these focus on the particular pairing π that gives (1, 3, 2, 4, 5, 6). Here the
16
indices (a, b) of the 3 factors U in (53) are ((i∪j)1, (i∪j)3) = (i1, i3), ((i∪j)2, (i∪j)4) = (i2, j1) and
((i∪j)5, (i∪j)6) = (j2, j3). According to (54) we substitute
∏
λ sgn(jλ−i1)sgn(jλ−i3)H ′′i3−i1(2t′) for
the first factor Ui1,i3 as both indices are drawn from i. The second factor Ui2,j1 comprises components
from i as well as j and must therefore be expressed as (−1)1−1δi2,j1 +
∏
λ sgn(jλ − i2)H ′′j1−i2(2t′).
The third factor, with both indices from j, is simply Uj2,j3 = H ′′j3−j2(2t′). The remaining terms in
the sum over π ∈ P(3) in (53) are worked out similarly.
A few further comments on (54) are in order. First, the case (a, b) = (jν , iε) cannot occur in (54)
because all pairs in π are by definition ordered. Second, the U ’s carry the superscript j since the
products in (54) run over the full vector j, so that U depends on all components of j except in the first
case of (54). Finally, the factor (−1)ν−1 in (54) depends on the actual number ν of the component
jν drawn from j.
Having clarified the interpretation of (53) and (54) we now prove that these equations are indeed the
initial conditions A¯ corresponding to (9). Let us first show that our expressions are antisymmetric
under permutations in i ∈ {1, . . .N}k. It is sufficient to prove antisymmetry under transposition
of any two adjacent components of i, say iµ, iµ+1, since all permutations may be decomposed into
such transpositions. Now, given iµ, iµ+1, we split the pairings P in (53) into those P ′ containing
the pair (iµ, iµ+1) and the remaining pairings P ′′ where iµ and iµ+1 are distributed over separate
pairs. For each π ∈ P ′ there is a factor Uiµ,iµ+1 in (53) which, according to (54), is of the form∏
λ sgn(jλ − iµ)sgn(jλ − iµ+1)H ′′iµ+1−iµ(2t′). With H ′′−n(t) = −H ′′n(t) this immediately shows that
Uiµ+1,iµ = −Uiµ,iµ+1 ; therefore each term in (53) with π ∈ P ′ is antisymmetric under iµ ↔ iµ+1.
For π ∈ P ′′ we have to apply a different reasoning. Suppose, for instance, that a particular pairing
π ∈ P ′′ contains the pairs (iε, iµ) and (iδ, iµ+1). As the pairs are ordered we have ε < µ, δ < µ + 1
and the mutual ordering ε < δ. But δ 6= µ implies δ < µ and hence the conditions ε < µ + 1,
δ < µ and ε < δ also hold. So there is another pairing π′ ∈ P ′′ that contains (iε, iµ+1) and (iδ, iµ)
but is identical to π otherwise. Since π and π′ have opposite signs and because the transposition
iµ ↔ iµ+1 maps the pairings corresponding to π and π′ onto each other, the sum of the two associated
terms in (53) is antisymmetric under iµ ↔ iµ+1. This argument is readily extended to all π ∈ P ′′
by considering the remaining cases; these are pairs of the form (iε, iµ), (iµ+1, x) where ε < µ and
x ∈ {iµ+2, . . . ik, j1, . . . jl} or (iµ, x), (iµ+1, y) with x, y ∈ {iµ+2, . . . jl}.
Now we turn to ordered index vectors i ∈ N(k). Then (53) must produce the correlation function
over the sites i ∪ j according to the initial condition (9). Let us for the moment focus on those
i ∈ N(k), j ∈ N(l) for which the combined vector i∪j has pairwise distinct components. This allows
us to ignore the Kronecker delta in (54). Thus Uja,b contains a factor
∏
λ sgn(jλ − iε) whenever the
index a is drawn from i, i.e. when a = iε, and similarly for b. Since all components of i occur exactly
once in the product over λ in (53) we can therefore rewrite (53) as
A¯
(k,l)
i,j (t
′) =
k∏
µ=1
l∏
ν=1
sgn(jν − iµ)
∑
π∈P( k+l2 )
(−1)π
k+l
2∏
λ=1
H ′′(i∪j)π(2λ)−(i∪j)π(2λ−1)(2t
′). (55)
Apart from the products over the sgn’s this corresponds to our result (51) for correlation functions.
But (51) is antisymmetric under index permutation. Hence, if π¯ ∈ S(k + l) is the permutation that
orders i∪ j, i.e. i∪ j ∈ Nπ¯(k+ l), then the pairing sum in (55) must give (−1)π¯ times the correlation
over i∪j. Thus the products over the sgn’s must coincide with (−1)π¯ in order to cancel the sign of π¯.
We can convince ourselves that this is indeed the case. Keep µ fixed and evaluate the product over
ν. For each ν with jν < iµ we have sgn(jν − iµ) = −1 while iµ < jν gives sgn(jν − iµ) = +1 and is
irrelevant for the product. Altogether this gives (−1)nµ where jnµ < iµ < jnµ+1. Since both i ∈ N(k)
and j ∈ N(l) are ordered we have n1 ≤ n2 ≤ . . . nk. Now if we start ordering i ∪ j beginning with
ik, it takes nk transpositions to turn i ∪ j into (i1, . . . ik−1, j1, . . . jnk , ik, jnk+1, . . . jl), a further nk−1
transpositions to turn this into (i1, . . . ik−2, j1, . . . jnk−1 , ik−1, jnk−1+1, . . . jnk , ik, jnk+1, . . . jl) and so
on. Therefore the products over the sgn’s give (−1) to the power of the number of transpositions
necessary to order i ∪ j, which is equal to (−1)π¯.
Finally we lift the restriction that i ∪ j must have pairwise distinct components; i ∈ N(k) and
j ∈ N(l) is of course still required. Assume that there are p pairs iε1 = jδ1 , iε2 = jδ2 , . . . iεp = jδp
between i and j. We write k′ = k − p, l′ = l − p, i′ = i \ (iε1 , . . . iεp) and j′ = j \ (jδ1 , . . . jδp).
The combined vector i′ ∪ j ′ then contains no further component pairs. According to the hierarchical
property (5) the equations (53) and (54) must then reduce to (55) with k, l, i, j replaced by k′, l′, i′, j′,
respectively. The first step towards showing that this is true consists in splitting the pairings in (53)
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again. Now, however, we denote by P ′ the pairings that contain all the pairs (iεq , jδq ) with q = 1, . . . p
and by P ′′ the remaining pairings. Let us focus on π ∈ P ′′ first. For each such π at least one pair,
say (iεq , jδq ), is not formed. Instead iεq may be paired up with (iu, iεq ), (iεq , iv) or (iεq , jw) where
w 6= δq. In either case there is a factor U = 0 in the product in (53) since Uiu,iεq , Uiεq ,iv and Uiεq ,jw
all contain a factor sgn(jδq − iεq ) = 0 according to (54); for Uiεq ,jw the Kronecker delta is also zero
since j ∈ N(l) is ordered and hence jw 6= jδq = iεq for w 6= δq. So each term in the sum over π in (53)
is zero for π ∈ P ′′. Next we turn to the pairings π ∈ P ′. Each such π may be constructed as follows.
Starting from i∪ j = (i1, . . . iε1 . . . iε2 . . . iεp . . . ik, j1 . . . jδ1 . . . jδ2 . . . jδp . . . jl), we first group all pairs
(iεq , jδq ) with q = 1, . . . p into the lowest components of the combined vector. It takes k− ε1+ δ1 − 1
transpositions to move jδ1 next to iε1 and an even (irrelevant) number of further transpositions to
get (iε1 , jδ1 , i1, . . . iε2 . . . iε3 . . . iεp . . . ik, j1 . . . jδ2 . . . jδ3 . . . jδp . . . jl). Moving jδ2 next to iε2 then only
takes k− ε2+ δ2− 2 transpositions because component jδ1 is no longer contained between iε2 and jδ2
in the latter vector. Clearly, regrouping i ∪ j into the form irg = (iε1 , jδ1 , iε2 , jδ2 , . . . iεp , jδp) ∪ i′ ∪ j′
then requires a permutation πrg of sign
(−1)πrg =
p∏
q=1
(−1)k−εq+δq−q. (56)
Now by arranging the top k′ + l′ components i′ ∪ j′ of irg according to πˆ ∈ P((k′ + l′)/2) and
ordering the pairs (iεq , jδq ) against ((i
′ ∪ j ′)πˆ(2λ−1), (i′ ∪ j′)πˆ(2λ)), any pairing π ∈ P ′((k + l)/2)
of i ∪ j may be obtained. Also, since rearranging pairs takes an even number of transpositions,
(−1)π = (−1)πrg(−1)πˆ. Using this representation for the pairings π ∈ P ′ we may now rewrite (53).
First we substitute the factorisation for (−1)π just given. Second, since all pairings π contain the
pairs (iεq , jδq ) with q = 1, . . . p each product in (53) has the factors Uiεq ,jδq which just give (−1)δq−1
according to (54). The remaining factors are over the pairings πˆ of i′ ∪ j′. Since i′ ∪ j′ has pairwise
distinct components we may apply a similar reasoning as in (55) and thus obtain
A¯
(k,l)
i,j (t
′) = (−1)πrg
p∏
q=1
(−1)δq−1
k∏
µ=1
µ6=ε1,...εp
l∏
ν=1
sgn(jν − iµ)
×
∑
π∈P(k
′+l′
2 )
(−1)π
k′+l′
2∏
λ=1
H ′′(i′∪j′)π(2λ)−(i′∪j′)π(2λ−1)(2t
′). (57)
From (56) we see that equation (57) reduces to (55) and therefore implements the hierarchical property
(5) for pairs between i and j if the identity
1 =
p∏
q=1
(−1)k−εq−q−1 k∏
µ=1
µ6=ε1,...εp
sgn(jδq − iµ)
 (58)
holds. The product over µ is easily evaluated when using that i ∈ N(k) and j ∈ N(l) are ordered
and iεq = jδq . Hence sgn(jδq − iµ) = −1 for µ = εq + 1, . . . k. Since µ = εq+1, . . . εp are omitted, the
product over µ gives (−1)k−εq−p+q. So the factors in the product over q become (−1)−1−p, yielding
the overall product (−1)−p(p+1) = 1 since p(p+1) is even for any integer p. This completes our proof
that equations (53) and (54) are the initial conditions A¯ corresponding to (9).
Based on the expression (53) for A¯ it is straightforward to write down the corresponding homoge-
neous solutions Φ via (28). Every component of i in (53) — which becomes a summation variable in
(28) — occurs in exactly one of the factors of the product over λ in (53), paired up with (depending
on the particular pairing π) either a different component of i or with a component of the fixed vector
j. Once the k-dimensional summation over i from (28) is exchanged with the summation over π from
(53), it thus factorizes into one- and two-dimensional sums. This procedure yields
Φ
(k,l)
i,j (t, t
′) =
∑
π∈P(k+l2 )
(−1)π
k+l
2∏
λ=1
V j(i∪j)π(2λ−1),(i∪j)π(2λ)(t, t
′), (59)
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where V denotes the case-dependent sums over U
V ja,b(t, t′) =

H ′′jν−jµ(2t
′) (a, b) = (jµ, jν)
(−1)ν−1 e−∆ Iiε−jν (γ∆) + E jiε,jν (t, t′) for (a, b) = (iε, jν)
F jiε,iδ (t, t′) (a, b) = (iε, iδ)
(60)
and E , F are, respectively, the one and two-dimensional sums
E jiε,jν (t, t′) =
∑
m
dim(j)∏
λ=1
sgn(jλ −m) e−∆ Iiε−m(γ∆)H ′′jν−m(2t′) (61)
F jiε,iδ (t, t′) =
∑
m,n
dim(j)∏
λ=1
sgn(jλ −m) sgn(jλ − n) e−2∆ Iiε−m(γ∆) Iiδ−n(γ∆)H ′′n−m(2t′). (62)
Equations (59) and (60) are to be read in exactly the same manner as (53) and (54). The sums over
m and n in (61) and (62) each run over N different values, so that these expressions are not practical
for large system sizes. We show in Appendix D, however, that both sums can be reduced to ones
involving only a finite number of terms, so that the limit N →∞ can be taken without problems. In
(61) and (62) we have replaced the dimension l of j, being the upper limit of the products, by the
generic expression dim(j). This is for later convenience. Note that according to (59) and (60) the
homogeneous solutions for arbitrary order two-time multispin correlation functions can be expressed
purely in terms of the functions I, H ′′, E and F . Examples of low order homogeneous solutions read
Φ
(0,2)
,j (t, t
′) = H ′′j2−j1(2t
′) (63)
Φ
(1,1)
i,j (t, t
′) = e−∆ Ii−j(γ∆) + E ji,j(t, t′) (64)
Φ
(2,2)
i,j (t, t
′) = F ji1,i2(t, t′)H ′′j2−j1(2t′) (65)
− [+ e−∆ Ii1−j1(γ∆) + E ji1,j1(t, t′)][− e−∆ Ii2−j2(γ∆) + E ji2,j2(t, t′)]
+
[− e−∆ Ii1−j2(γ∆) + E ji1,j2(t, t′)][+ e−∆ Ii2−j1(γ∆) + E ji2,j1(t, t′)]
Substituting the result (59) into (40) finally delivers analytic expressions for the desired two-
time correlation functions. We have worked out C(1,1)(t, t′), C(2,2)(t, t′), C(1,3)(t, t′), C(3,1)(t, t′) and
C(3,3)(t, t′) and it appears that a factorisation similar to the one which simplified (49) to (51) is
generally possible. We do not have a proof for this claim, however, and therefore take (40) together
with (59) as our final result, which expresses an arbitrary multispin two-time correlation function as a
sum over a finite number of terms. Examples of low order multispin two-time correlations, expressed
in terms of homogeneous solutions via (40), read
C
(1,1)
i,j (t, t
′) = Φ
(1,1)
i,j (t, t
′) (66)
C
(2,2)
i,j (t, t
′) = Φ
(2,2)
i,j (t, t
′) +Hi2−i1(2∆)Φ
(0,2)
,j (t, t
′) (67)
In Sec. VII below we present a discussion the correlation functions C(1,1)(t, t′) and C(2,2)(t, t′). In
particular, we demonstrate how the expressions (66) and (67) simplify when using the results of
Appendix D to rewrite the sums (61) and (62).
VI. TWO-TIME RESPONSES AFTER A QUENCH
Quite analogously to the case of two-time correlations discussed above, two-time multispin response
functions R(k,l)(t, t′) follow from the general solution (40) with time arguments replaced by ∆ = t−t′.
The equal time initial conditions R(k,l)(t′, t′) are given in terms of correlation functions in (15). We
consider again a quench from equilibrium as introduced in Sec. IV. Consequently, on all levels k
with odd k + l the initial conditions (15) vanish and so do the R(k,l)(t, t′) for all t ≥ t′. Thus we
immediately focus on k + l even. Without loss of generality we restrict the vector j, labelling the
sites to which the perturbation couples, to ordered j ∈ N(l).
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Equation (15) comprises a correlation function over the sites i ∪ jν , where jν is the index vector
j with the additional components jν − 1 and jν + 1 as defined below (15). Since j is fixed we can
immediately use the hierarchical property (5) of correlation functions to remove component pairs
from jν in cases where jν /∈ N(l+ 2). More precisely this corresponds to replacing jν in (15) by the
“squashed” index vector
jν,s =

(j1, . . . jν−1 , jν − 1 , jν , jν + 1 , jν+1, . . . jl)
(j1, . . . jν−2 , jν , jν + 1 , jν+1, . . . jl)
(j1, . . . jν−1 , jν − 1 , jν , jν+2, . . . jl)
(j1, . . . jν−2 , jν , jν+2, . . . jl)
for
jν−1 < jν − 1, jν + 1 < jν+1
jν−1 = jν − 1, jν + 1 < jν+1
jν−1 < jν − 1, jν + 1 = jν+1
jν−1 = jν − 1, jν + 1 = jν+1
(68)
We denote the dimension of jν,s by lν,s ∈ {l−2, l, l+2}. Having made this modification in (15), which
guarantees that jν,s ∈ N(lν,s) is ordered, we may now use (53) to write down the initial condition
A¯ corresponding to (15); recall that (53) is the permutationally antisymmetric version of (9). This
gives for the permutationally antisymmetrized initial condition for R
(k,l)
i,j (t, t
′)
A¯
(k,l)
i,j (t
′) =
k∑
µ=1
l∑
ν=1
δiµ,jν
(1− γ2
2
) ∑
π∈P( k+l2 )
(−1)π
k+l
2∏
λ=1
U j(i∪j)π(2λ−1),(i∪j)π(2λ)(t
′)
− γ
2
2
∑
π∈P(k+l
ν,s
2 )
(−1)π
k+lν,s
2∏
λ=1
U jν,s(i∪jν,s)π(2λ−1),(i∪jν,s)π(2λ)(t
′)
 . (69)
The fact that the Kronecker deltas in (69) contain components of i does not affect permutational
antisymmetry: the only occurrence of the summation variable µ in (69) is in δiµ,jν . But finite sums are
independent of the order in which they are taken, hence permutational antisymmetry is unaffected.
We now note that for each µ, ν the Kronecker delta in (69), enforcing iµ = jν , allows us to simplify
the expressions inside the square brackets. As discussed in the text below Eqs. (53, 54), the products
over λ are zero for all pairings that do not contain the pair (iµ, jν). So for each µ, ν it is sufficient to
restrict the sums over the ordered pairings in (69) to those that do contain the pair (iµ, jν). For the
pairings drawn from i∪j, the corresponding factor U with index (a, b) = (iµ, jν) is (−1)ν−1 according
to (54). But for the pairings drawn from i∪jν,s this factor is −(−1)ν−1 since jν is component number
ν + 1 or ν − 1 of jν,s as can be seen from (68). Thus we may rewrite (69) as
A¯
(k,l)
i,j (t
′) =
k∑
µ=1
l∑
ν=1
(−1)ν−1 δiµ,jν
(1− γ2
2
) ∑
π∈P′(k+l2 )
(−1)π
k+l
2∏
λ=1
U ′ j(i∪j)π(2λ−1),(i∪j)π(2λ)(t′)
+
γ2
2
∑
π∈P′( k+l
ν,s
2 )
(−1)π
k+lν,s
2∏
λ=1
U ′ jν,s(i∪jν,s)π(2λ−1),(i∪jν,s)π(2λ)(t′)
 . (70)
Here P ′ emphasises that we only sum over the pairings that contain (iµ, jν) for each given µ, ν.
Since we have pulled the factors ±(−1)ν−1 — contained in each product in (70) — out of the square
brackets we have to replace U by 1 for (a, b) = (iµ, jν), and indicated this by writing U ′ instead of U .
From the permutationally antisymmetric initial condition (70) that corresponds to (15) one easily
obtains the homogeneous solutions for two-time multispin response functions via (28). We use the
fact that according to our construction of (70) the entire expression inside the square brackets is
independent of iµ for each fixed µ. So the summation over this index is trivial. The sum over the
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remaining indices i \ (iµ) follows in full analogy to the derivation of (59) and consequently we obtain
Φ
(k,l)
i,j (t, t
′) =
k∑
µ=1
l∑
ν=1
(−1)ν−1 e−∆ Iiµ−jν (γ∆)
×
(1− γ2
2
) ∑
π∈P′( k+l2 )
(−1)π
k+l
2∏
λ=1
V ′ j(i∪j)π(2λ−1),(i∪j)π(2λ)(t, t′)
+
γ2
2
∑
π∈P′( k+l
ν,s
2 )
(−1)π
k+lν,s
2∏
λ=1
V ′ jν,s(i∪jν,s)π(2λ−1),(i∪jν,s)π(2λ)(t, t′)
 . (71)
Here V ′ = 1 for indices (a, b) = (iµ, jν) and V ′ = V as given by (60) otherwise. As in the case of
two-time correlations we see that the homogeneous solutions for arbitrary two-time multispin response
functions can be expressed entirely in terms of I,H ′′, E and F according to (71). At level k = 0, the
sum over µ in (71) is empty and so we set Φ(0,l) = A(0,l) = 0 as discussed at the end of Sec. I C. In
Appendix E we explicitly demonstrate how the first nontrivial homogeneous solutions (73) and (74)
are obtained from the general result (71):
Φ
(0,2)
,j = 0 (72)
Φ
(1,1)
i,j = e
−∆ Ii−j
[(
1− γ22
)
− γ22 H ′′2 (2t′)
]
(73)
Φ
(2,2)
i,j = e
−∆ Ii1−j1
[
−
(
1− γ22
)(
−e−∆ Ii2−j2 + E (j1,j2)i2,j2
)
+ γ
2
2
(
+e−∆ Ii2−j1+1 + E (j1−1,j1)i2,j1−1
)]
+ e−∆ Ii2−j1
[
+
(
1− γ22
)(
−e−∆ Ii1−j2 + E (j1,j2)i1,j2
)
− γ22
(
+e−∆ Ii1−j1+1 + E (j1−1,j1)i1,j1−1
)]
− e−∆ Ii1−j2
[
+
(
1− γ22
)(
+e−∆ Ii2−j1 + E (j1,j2)i2,j1
)
− γ22
(
−e−∆ Ii2−j2−1 + E (j2,j2+1)i2,j2+1
)]
− e−∆ Ii2−j2
[
−
(
1− γ22
)(
+e−∆ Ii1−j1 + E (j1,j2)i1,j1
)
+ γ
2
2
(
−e−∆ Ii1−j2−1 + E (j2,j2+1)i1,j2+1
)]
(74)
To save space we have omitted the arguments of the functions I and E which are obviously γ∆ and
(t, t′), respectively. The expression (74) for Φ(2,2) only holds if j is of the form j = (j, j + 1); for
j1 + 1 < j2 the result (71) gives a more complicated form.
As usual, actual two-time response functions may be expressed in terms of homogeneous solutions
(71) via (40). It is not clear to us whether a factorization of the combined expression (40), (71) is
possible. So we state our results explicitly in terms of homogeneous solutions, as for instance
R
(1,1)
i,j (t, t
′) = Φ
(1,1)
i,j (t, t
′) (75)
R
(2,2)
i,j (t, t
′) = Φ
(2,2)
i,j (t, t
′) +Hi2−i1(2∆)Φ
(0,2)
,j (t, t
′) (76)
The responses R(1,1)(t, t′) and R(2,2)(t, t′) are discussed further in the subsequent section. In partic-
ular, we show that the identities for E given in Appendix D yield a simplification of the expression
(76).
VII. SIMPLE EXAMPLES OF TWO-TIME FUNCTIONS
In this section we illustrate the procedure of extracting explicit expressions for multispin two-time
correlation and response functions from the general solutions derived in Secs. V and VI. For some of
the examples we also give a discussion of their implication for the physics of the Glauber-Ising chain.
The simplest possible two-time correlation functions comprise only one spin at each time. By
combining (64), (66) and rewriting the sum E using (D6) we obtain
C
(1,1)
i,j (t, t
′) = 〈σi(t)σj(t′)〉 = e−∆ Ii−j(γ∆) + H˜ ′′j−i(∆, 2t′). (77)
Expressions for the functions In(x), H˜
′′
n(t1, t2) are given in (B1), (C11). Since the two-time correla-
tions (77) are the solutions of (8) at level k = 1, the set Q = Qo must be used in (B1). The result
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(77) applies for the finite 1d Glauber-Ising model quenched from an equilibrium state at some Ti > 0
to an arbitrary temperature T ≥ 0 at time t = 0. According to the discussion of the functions I and
H in Appendices B and C, taking the thermodynamic limit N → ∞ and quenching from a random
initial configuration Ti = ∞ just amounts to replacing Ij−i and H˜ ′′j−i in (77) with Ij−i and H˜j−i,
respectively. Writing out H˜j−i(∆, 2t
′) explicitly using (C11) we thus have
C
(1,1)
i,j (t, t
′) = e−∆ Ii−j(γ∆) + sgn(j − i)Hj−i(∆, 2t′) + γ
∫ ∆
0
dτ e−τ Ij−i(γτ)H1(∆− τ, 2t′). (78)
If we additionally quench the system to T = 0 then (77) together with the zero temperature formula
(C23) for H˜n(t1, t2) simply yields
C
(1,1)
i,j (t, t
′) = e−(t+t
′)
{
Ii−j(t+ t
′) +
∫ 2t′
0
dτ Ii−j(t+ t
′ − τ) [I0 + I1] (τ)
}
. (79)
Here we have introduced the short hand [ · ](x) to indicate that all functions contained in the square
bracket have the same argument x. The functions In(x) in (78), (79) are the modified Bessel functions
(B2).
Similarly we obtain the two-time spin response functions to a local magnetic field hj in the non-
equilibrium state after the quench – scaled by T according to our definition in Sec. I C – by putting
together (73), (75)
R
(1,1)
i,j (t, t
′) = T
δ 〈σi(t)〉
δ hj(t′)
∣∣∣∣
hj=0
= e−∆ Ii−j(γ∆)
[
1− γ
2
2
(1 +H ′′2 (2t
′))
]
. (80)
In(x) and H
′′
n(t) are given in (B1) (with Q = Qo) and (52). Taking the thermodynamic limit N →∞
and letting Ti =∞ turns (80) into
R
(1,1)
i,j (t, t
′) = e−∆ Ii−j(γ∆)
[
1− γ
2
2
(1 + H2(2t
′))
]
. (81)
For the zero temperature quench (81) may be simplified further by using (C17), giving
R
(1,1)
i,j (t, t
′) =
1
2
e−(t+t
′) Ii−j(∆) [I0 + 2I1 + I2] (2t
′). (82)
The exact solutions (78), (81) agree, as they should, with their temporal Laplace (with respect to
∆, t′) and spatial Fourier (with respect to n = i − j) transforms as derived in [10]. While the latter
are surprisingly simple for the functions (78) and (81), a corresponding transformation of higher
order functions is virtually impossible. The correlations (78) and a modified version of the responses
(81), slightly differing in the way the transition rates in the presence of a field are defined, were also
studied in [11]; the long-time scaling form of the correlation functions can equivalently be found using
a picture of annihilating random walkers [17].
Both publications [10, 11] considered the non-equilibrium fluctuation-dissipation relations asso-
ciated with the auto-correlation and response functions. For any pair of correlation and response
functions one can define a fluctuation-dissipation theorem (FDT) “violation” factor X via
R(t, t′) = X(t, t′)
∂
∂t′
C(t, t′) (83)
so that X(t, t′) = 1 corresponds to the usual equilibrium FDT (recall that our response function
contains an extra factor of T ; in the conventional definition, (83) would have X/T on the r.h.s. instead
of X). Under appropriate conditions, T/X can then be interpreted as an effective temperature Teff ;
this interpretation is well-established for mean-field spin glass models but its extension away from
mean-field remains open and has prompted much recent work [18, 19, 20].
In [12] we have given a detailed discussion of the FDT violations that result for non-local correlation
and response functions, extending the work of [10, 11] for the local quantities. Here we therefore only
illustrate one aspect of our results, by considering the local quantities obtained for i = j from (78),
(81) for a quench to nonzero temperature. When all times t, t′ and τeq = 1/(1 − γ) are large, one
expects results that depend only on the time ratios t/t′ and t′/τeq; this is indeed what we find, in
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agreement with the results given in [11]. A convenient way of representing the results is a parametric
fluctuation-dissipation (FD) plot of the integrated response function against the correlation function;
the former is defined as
χ(t, t′) =
∫ t
t′
dτ R(t, τ) , (84)
and gives the response to a field switched on at t′ and held constant after that. One notes from
(83) and R(t, t′) = −(∂/∂t′)χ(t, t′), that the negative slope of such a plot is guaranteed to give
X(t, t′) only if t′ is used as the curve parameter while t is held fixed [21]. This gives the FD plots
in Fig. 2(right); on the left we show the FD plot reported in [11], which was produced with the
opposite convention of keeping t′ fixed and varying t along the curves. We see that the plot on the
right produces a physically far more plausible representation of the crossover from the aging regime
t′ ≪ τeq to equilibrium t′ ≫ τeq; in particular, one reads off that the FDT violation factor X(t, t′) is
always ≤ 1 and its value in the limit C → 0 evolves smoothly from 1/2 to 1 as the ratio t/τeq grows
from 0 to ∞.
0 0.2 0.4 0.6 0.8 1
C(t,t’)
0
0.2
0.4
0.6
0.8
1
χ(
t,t’
)
0 0.2 0.4 0.6 0.8 1
C(t,t’)
0
0.2
0.4
0.6
0.8
1
FIG. 2: FD plots of the local spin-spin correlation and response functions, for fixed t′ (left) and fixed t
(right). The values of t′/τeq are t
′/τeq = 10
−3, 10−2, 10−1, 10−1/2, 100, 101 from bottom to top on the left; the
same values are used for t/τeq on the right. See text for discussion.
Among the higher order correlation functions, one of primary interest is the domain wall correlation.
The domain wall indicator (or defect variable) ni =
1
2 (1 − σi σi+1) ∈ {0, 1} measures the presence
(ni = 1) of a domain wall between sites i and i + 1. It is a well known fact [6, 7, 8] that Glauber
dynamics of the (unmagnetised) spin system σ corresponds to the diffusion limited reaction process
A + A ⇋ ∅ in terms of n = (n1, . . . nN ); here we interpret ni as the particle occupation number
of site i. The relevant rates follow immediately from (2): the transitions . . . ↑↓↓ . . . ⇋ . . . ↑↑↓ . . .
for spins, where ↑ and ↓ symbolise σi = +1 and σi = −1, respectively, occur with rate 1/2 and
correspond to diffusion . . . 10 . . .⇋ . . . 01 . . . of particles. The process . . . ↑↓↑ . . .⇋ . . . ↑↑↑ . . ., on the
other hand, which maps onto . . . 11 . . .⇋ . . . 00 . . ., gives the rate (1 + γ)/2 for particle annihilation
and the (1 − γ)/2 for pair creation. For zero temperature dynamics, where γ = 1, this obviously
reduces to diffusion limited pair annihilation (DLPA). In the context of the Glauber-Ising model,
understanding the dynamics of domain walls or defects is crucial for e.g. explaining the coarsening
process after a quench. Here our general solutions for multispin two-time correlation and response
functions given in the preceding sections are the key for a comprehensive analysis. Due to the mapping
to diffusion reaction processes, our results simulatenously describe multi-particle two-time correlation
and response functions in the latter systems.
As a simple example we now consider the two-time connected correlation function between two
domain walls, or equivalently particles, Ci−j(t, t
′) = 4[〈ni(t)nj(t′)〉 − 〈ni(t)〉 〈nj(t′)〉]. In terms of
spins this gives
Ci−j(t, t
′) = 〈σi(t)σi+1(t)σj(t′)σj+1(t′)〉 − 〈σi(t)σi+1(t)〉 〈σj(t′)σj+1(t′)〉. (85)
23
Now consider the coarsening dynamics after quenching the system from an equilibrium state at Ti > 0
to some temperature T ≥ 0. The two-spin correlations in (85) follow immediately from (51), i.e.
〈σi(t)σi+1(t)〉 = H ′′1 (2t). The non-trivial term in (85) is the two-time four-spin correlation function.
Combining the results (63), (65) and (67) we may write any such correlation as
C
(2,2)
i,j (t, t
′) =
[
Hi2−i1(2∆) + F ji1,i2(t, t′)
]
H ′′j2−j1(2t
′) (86)
− [+ e−∆ Ii1−j1(γ∆) + E ji1,j1(t, t′)][− e−∆ Ii2−j2(γ∆) + E ji2,j2(t, t′)]
+
[− e−∆ Ii1−j2(γ∆) + E ji1,j2(t, t′)][+ e−∆ Ii2−j1(γ∆) + E ji2,j1(t, t′)].
To obtain the two-time correlation in the first term of (85) we set i = (i, i + 1) and j = (j, j + 1).
For these index vectors and bearing in mind that H ′′n = −H ′′−n, we obtain from (D3) and (D8) the
following representations for the sums E , F in (86)
E ji1,j1(t, t′) = H ′′j−i(∆, 2t′) + e−∆ Ii−j−1(γ∆)H ′′1 (2t′)
E ji1,j2(t, t′) = H ′′j−i+1(∆, 2t′)− e−∆ Ii−j(γ∆)H ′′1 (2t′)
E ji2,j1(t, t′) = H ′′j−i−1(∆, 2t′) + e−∆ Ii−j(γ∆)H ′′1 (2t′)
E ji2,j2(t, t′) = H ′′j−i(∆, 2t′)− e−∆ Ii−j+1(γ∆)H ′′1 (2t′)
F ji1,i2(t, t′) = H ′′1 (2∆, 2t′)
− e−∆ [Ii−j(γ∆)H ′′i−j+1(2t′)− Ii−j+1(γ∆)H ′′i−j(2t′)]
− e−∆ [Ii−j−1(γ∆)H ′′i−j(2t′)− Ii−j(γ∆)H ′′i−j−1(2t′)]
+ e−2∆Ii−j(γ∆) Ii−j(γ∆)H
′′
1 (2t
′)− e−2∆Ii−j−1(γ∆) Ii−j+1(γ∆)H ′′1 (2t′)
Substituting these expressions into (86), using the identity (C10) to rewrite Hn(2∆)+H
′′
n(2∆, 2t
′) =
H ′′n(2t) and cancelling terms gives
C
(2,2)
i,j (t, t
′) = H ′′1 (2t)H
′′
1 (2t
′) (87)
+
[
e−∆ Ii−j(γ∆) +H
′′
j−i(∆, 2t
′)
][
e−∆ Ii−j(γ∆) −H ′′j−i(∆, 2t′)
]
− [ e−∆ Ii−j−1(γ∆)−H ′′j−i+1(∆, 2t′)][ e−∆ Ii−j+1(γ∆) +H ′′j−i−1(∆, 2t′)].
Note that the first term on the r.h.s. of (87),H ′′1 (2t)H
′′
1 (2t
′), cancels with 〈σi(t)σi+1(t)〉〈σj(t′)σj+1(t′)〉
when we substitute into (85). The correlations (87) are those in a finite ring of spins; since (87) was
obtained as the solutions of (8) on level k = 2 the set Q = Qe has to be used in the representation
(B1) for In(x). The functions H
′′
n(t1, t2) are given in (C9). Now we focus on the quench from a
random initial state Ti = ∞ and take the thermodynamic limit N → ∞, thus replacing In(x) and
H ′′n(t1, t2) in (87) by In(x) and Hn(t1, t2), respectively. Substitution into (85) then yields the two-time
connected defect correlation function
Cn(t, t
′) =
[
e−∆ In(γ∆) + Hn(∆, 2t
′)
][
e−∆ In(γ∆) −Hn(∆, 2t′)
]
(88)
− [ e−∆ In+1(γ∆)−Hn+1(∆, 2t′) ][ e−∆ In−1(γ∆) + Hn−1(∆, 2t′) ].
For the T = 0 quench (88) may be simplified further using (C17)
Cn(t, t
′) = e−(t+t
′) [In−1 − In+1](t+ t′)Hn(t− t′, 2t′) (89)
+ e−2tIn(t− t′)[In−1 + 2In + In+1](t+ t′)− e−2(t+t
′)[(In−1 + In)(In + In+1)](t+ t
′).
For small n the functions Hn(t1, t2) in (89) may be expressed purely in terms of modified Bessel
functions In(x) via the recursion (C17). For large n, on the other hand, it is more convenient to use
the representation (C4), with In(x) replaced by In(x) and γ = 1.
We have used the zero temperature result (89) in [12] to study the non-equilibrium fluctuation-
dissipation relations for defect observables ni. Beyond this, we are not aware of any expressions
equivalent to e.g. (88) in the literature. As explained above, our results are of interest not only for
the coarsening dynamics of the Glauber-Ising spin-chain, but also directly give the corresponding
particle-particle correlation and response functions for the associated diffusion reaction process.
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From (88) we can, for instance, derive an exact expression for the equilibrium domain-wall autocor-
relation. This function corresponds to (four times) the particle autocorrelation in a diffusion limited
reaction process A+A⇋ ∅ at equilibrium. It follows from (88) by setting n = 0 and taking the limit
t′ →∞ with ∆ = t− t′ fixed. This gives, using the representation (C4) for Hn(∆, 2t′),
Ceq(∆) = lim
t′→∞
C0(∆ + t
′, t′) = e−2∆I 20 (γ∆)−
{
e−∆I1(γ∆)− γ
2
∫ ∞
∆
dτ e−τ [I0 − I2](γτ)
}2
. (90)
Expanding (90) asymptotically for ∆, τeq →∞ at fixed ∆/τeq gives the scaling forms
1≪ ∆≪ τeq : Ceq(∆) ∼ 2√
π τeq∆
(91)
1≪ τeq ≪ ∆ : Ceq(∆) ∼ τeq
π∆2
e−2∆/τeq (92)
Plots of (90) for various τeq are shown in Fig. 3. In the regime ∆ ≪ τeq the particles may be
considered as an ensemble of independent random walkers. Hence the decline of Ceq(∆) corresponds
to the return probability of a random walker. In the opposite regime, however, the particles are
extremely likely to have been annihilated and replaced by new ones via the process A+A ↽ ∅. Since
these new particles are uncorrelated with the original ones, the connected correlation vanishes.
For comparison we also consider the non-equilibrium case of diffusion limited pair-annihilation
A+A→ ∅, for which the correlation function is given by the zero temperature formula (89). Setting
n = 0 again yields an exact expression for the particle autocorrelation
C0(t, t
′) = 2 e−2t I0(∆) [I0 + I1](t+ t
′)− e−2(t+t′) [I0 + I1]2(t+ t′) (93)
In (93) the time t′ plays a role analogous to τeq in (90). So we expand for ∆, t
′ →∞ with ∆/t′ fixed.
This gives the scaling forms
1≪ ∆≪ t′ : C0(t, t′) ∼ 2
π
√
2 t′∆
(94)
1≪ t′ ≪ ∆ : C0(t, t′) ∼ 2 t
′
π∆2
(95)
Plots of (93) are also shown in Fig. 3. For ∆ ≪ t′ we have a situation that is exactly analogous
to the equilibrium case, with τeq replaced by 2πt
′. In the opposite regime ∆ ≫ t′, however, the
correlation function decays much more slowly, now due to the annihilation of particles that are
very far apart rather than, as in equilibrium, the creation of new particle pairs. We discuss in [12]
that the scaling form (95) is nontrivial and, for instance, gives rise to unanticipated nonequilibrium
fluctuation-dissipation relations in the Glauber-Ising model.
The counterpart of the two-time connected domain wall correlation function (85) is the two-time
domain wall response function to local bond perturbations hj,j+1 defined by
Ri−j(t, t
′) = T
δ 〈σi(t)σi+1(t)〉
δ hj,j+1(t′)
∣∣∣∣
hj,j+1=0
. (96)
In full analogy to the correlations we obtain Rn(t, t
′) from (74),(76) and (D3), with i = (i, i+1) and
j = (j, j + 1). For N →∞ and a quench from a random initial state Ti =∞ we find
Rn(t, t
′) = e−∆ In
[
−
(
1− γ22
) (−e−∆ In +Hn )+ γ22 (+e−∆ In−2 +Hn−2)]
+ e−∆ In−1
[
+
(
1− γ22
) (−e−∆ In+1 +Hn+1)− γ22 (+e−∆ In−1 +Hn−1)]
− e−∆ In+1
[
+
(
1− γ22
) (
+e−∆ In−1 +Hn−1
)− γ22 (−e−∆ In+1 +Hn+1)]
− e−∆ In
[
−
(
1− γ22
) (
+e−∆ In +Hn
)
+ γ
2
2
(−e−∆ In+2 +Hn+2)] . (97)
All In in (97) have argument In(γ∆) and all Hn = Hn(∆, 2t
′). For the T = 0 quench we may use the
recursion (C17) for Hn(t1, t2) to simplify this equation drastically. It turns out that the result may
be written as
Rn(t, t
′) =
∂
∂t′
{
e−2t In(t− t′) [In−1 + 2In + In+1] (t+ t′)
}
. (98)
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FIG. 3: Connected domain wall autocorrelation functions C0(t, t
′) = 4 [〈ni(t)ni(t
′)〉 − 〈ni(t)〉〈ni(t
′)〉] in
equilibrium (left), i.e. t′ →∞, and for the coarsening dynamics after a zero temperature quench at t = 0 from
a random initial state (right). The different curves correspond to decreasing temperature (left) and increasing
system “age” t′ (right) from top to bottom at small ∆ = t−t′. The plots are obtained by numerical evaluation
of Eqs. (90,93) for τeq, t
′ = 101, 102, . . . , 106 and are discussed in the text.
The functions Cn (88) and Rn (97) are rather special: for other index values, e.g. (i, i + 2), or
in particular for higher orders k, l the expressions become rather more complicated and are most
efficiently evaluated using symbolic software. As above, simplifications occur for N → ∞ and for a
quench from Ti =∞ to T = 0. Any two-time multispin correlation and response function C(k,l)(t, t′)
and R(k,l)(t, t′) with k and l even can then be expressed purely in terms of modified Bessel functions
In(x), due to (C17), (D3) and (D8). It is clear from (C17), of course, that the number of In(x)’s in
the result grows with the index range covered by i, j.
VIII. CONCLUSIONS
We have presented a new approach for solving the full hierarchy of differential equations for mulit-
spin correlation and response functions in the finite one-dimensional Glauber-Ising model. Our result
is the most explicit representation for these functions. The known results for equilibrium and dy-
namical correlation functions as well as two-time spin-spin correlation and response functions after
a quench are easily recovered from our solution. Beyond that, however, we have derived closed ex-
pressions for arbitrary mutispin two-time correlation and response functions for the dynamics after a
quench. We found that any such quantity can be expressed purely in terms of the four functions I,
H ′′, E and F , regardless of the number of spins involved.
Our results for the two-time correlation and response functions formed the basis for the study [12],
where we gave a comprehensive analysis of the nonequilibrium fluctuation-dissipation relations in
the Glauber-Ising model at zero temperature. A number of other applications of our results can be
envisaged. For example, based on the general expression for two-spin two-time correlations, we are
currently studying the existence of dynamical hereogeneities in the Glauber-Ising model [22].
Finally, we have emphasised the link between the Glauber-Ising chain and diffusion-reaction pro-
cesses. In particular, two-time multi-particle correlation and response functions for a one-dimensional
diffusion-limited annihilation process with appropriate rates follow immediately from our results. Us-
ing the exact mapping between diffusion-annihilation and diffusion-coagulation processes [23], two-
time solutions also follow for the latter processes. We are currently exploring this link, with the aim
of e.g. obtaining exact scaling formulas for two-time correlation and response functions in the one-
spin facilitated Fredrickson-Andersen model [24] at low temperatures. These should help to clarify
the meaning and extent of the apparent trivial equilibrium fluctuation-dissipation behaviour found
in numerical simulations [25].
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APPENDIX A: PROJECTION OF THE GREEN’S FUNCTION
Here we derive the identity∑
j∈N(k)
G
(k)
i,j (t) b
(k)
j,j′ =
∑
1≤µ<ν≤k
(−1)ν−µ−1
(
d
dt
Hiν−iµ(2t)
)
G
(k−2)
i\(iµ,iν),j′
(t) (A1)
that is used in Sec. II B for the inductive proof of (32). The functions G(k)(t) and Hn(t) are given
in (30) and (C1), respectively, and i ∈ N(k), j′ ∈ N(k − 2) are ordered indices. The matrix b(k),
accounting for links between levels k and k − 2 in the hierarchy, is discussed in the text below (17)
and may be written as
b
(k)
j,j′ = γ
k−1∑
η=1
δjη+1,jη+1 δj\(jη ,jη+1),j′ + γ δj1+N,jk+1 δj\(j1,jk),j′ . (A2)
Now we focus on (A1): for any fixed j′ the summation variable j on the l.h.s. of (A1) must assume
the particular values j = jη,ℓ in order to hit a nonzero matrix element of b
(k), where
1 ≤ η ≤ k − 1 : jη,ℓ = (j′1, . . . j′η−1, ℓ, ℓ+ 1, j′η, . . . j′k−2)
η = k : jk,N = (1, j
′
1, . . . j
′
k−2, N)
(A3)
The constraint jη,ℓ ∈ N(k) restricts the range of the parameters η and ℓ. If, for instance, 2 ≤ η ≤ k−2
the conditions j′η−1 < ℓ and ℓ + 1 < j
′
η must be satisfied. So only if j
′
η−1 ≤ j′η − 3 is there enough
“space” to insert the indices (ℓ, ℓ+1) and retain strict ordering. Otherwise the corresponding vector
jη,ℓ must be omitted. Nevertheless we may write
1
γ
∑
j∈N(k)
G
(k)
i,j (t) b
(k)
j,j′ =
j′1−1∑
ℓ=1
G
(k)
i,j1,ℓ
(t) +
k−2∑
η=2
j′η−1∑
ℓ=j′η−1
G
(k)
i,jη,ℓ
(t) +
N−1∑
ℓ=j′
k−2
G
(k)
i,jk−1,ℓ
(t) +G
(k)
i,jk,N
(t). (A4)
Note that in contrast to what we have just said we insert the indices (ℓ, ℓ+1) between j′η−1 and j
′
η in
(A4) even if j′η−1 = j
′
η − 1. This is possible because the Green’s function G(k) from (30) is identically
zero if jη,ℓ contains an index pair, as follows from its permutational antisymmetry discussed after
(30). We may use permutational antisymmetry of G(k) once more to replace in (A4) all jη,ℓ with
1 ≤ η < k by j1,ℓ since the corresponding permutations involve an even number of transpositions.
The η-dependencies in (A4) via Green’s functions then drop out and we can combine the sums
∑
j∈N(k)
G
(k)
i,j (t) b
(k)
j,j′ = γ
N−1∑
ℓ=1
G
(k)
i,j1,ℓ
(t) + γ G
(k)
i,jk,N
(t) = γ
N∑
ℓ=1
G
(k)
i,j1,ℓ
(t). (A5)
The second equality in (A5) follows when using permutational antisymmetry of G(k) and N -(anti)-
periodicity (B9) of the functions In(x) contained in G
(k). The reasoning applied is in full analogy to
the discussion of Φ¯(k) in Sec. II A. Before proceeding, we discuss briefly why (A5) is correct also for
j′1 = 1 or j
′
k−2 = N . One of the sum over j1,ℓ and jk−1,ℓ in (A4) is then empty and evaluates to zero,
corresponding to the fact that j1,ℓ ∈ N(k) or jk−1,ℓ ∈ N(k) cannot be achieved for any ℓ. In (A5),
on the other hand, the corresponding terms drop out because j1,ℓ contains index pairs.
The evaluation of (A5) requires us to keep track of the first two components of j1,ℓ, viz. (ℓ, ℓ+ 1),
in the Green’s function (30). To do so we focus on the subset of permutations Sµ,ν(k) ⊂ S(k)
that map these first two components onto components µ, ν, respectively. Any π ∈ Sµ,ν(k) may be
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factorized into π = πµ,ν ◦ π¯ where π¯ performs an arbitrary permutation on the components 3, . . . k and
πµ,ν then puts the components 1, 2 into positions µ, ν, respectively. We have (−1)π = (−1)πµ,ν (−1)π¯,
where (−1)πµ,ν = (−1)ν−µ−1 for ν > µ and (−1)πµ,ν = −(−1)µ−ν−1 for ν < µ follows by counting the
number of transpositions in πµ,ν . Using this factorisation for π ∈ Sµ,ν(k) and the fact
⋃
µ6=ν Sµ,ν(k) =
S(k) allows us to rewrite the Green’s function (30) in the form
G
(k)
i,j1,ℓ
(t) =
∑
1≤µ<ν≤k
(−1)ν−µ−1 e−2t Iiµ−l(γt) Iiν−l−1(γt)G(k−2)i\(iµ,iν),j′(t)
−
∑
1≤ν<µ≤k
(−1)µ−ν−1 e−2t Iiµ−l(γt) Iiν−l−1(γt)G(k−2)i\(iν ,iµ),j′(t). (A6)
Relabelling µ↔ ν in the second line of (A6) and substitution into (A5) then gives
∑
j∈N(k)
G
(k)
i,j (t) b
(k)
j,j′ = γ
∑
1≤µ<ν≤k
(−1)ν−µ−1 e−2t
N∑
ℓ=1
[
Iiµ−l Iiν−l−1 − Iiν−l Iiµ−l−1
]
(γt)G
(k−2)
i\(iµ,iν),j′
(t).
(A7)
Our derivation of the identity (A1) is completed by using the convolution property (B8) of the
functions In(x) to evaluate the ℓ-sum
γ e−2t
N∑
ℓ=1
[
Iiµ−l Iiν−l−1 − Iiν−l Iiµ−l−1
]
(γt) = γ e−2t
[
Iiν−iµ−1 − Iiν−iµ+1
]
(2γt) (A8)
and identifying (A8) as the t-derivative of Hiν−iµ(2t) given by (C1).
APPENDIX B: PROPERTIES OF In(x)
The functions In(x) appear in our analysis of the Glauber-Ising model when we solve (27) for Φ¯
and invert the Fourier transforms. We define
In(x) =
1
N
∑
q∈Q
einq+x cos q =
1
N
∑
q∈Q
cos(nq) ex cos q, (B1)
where we have to set Q = Qe on even levels k of the hierarchy and Q = Qo on odd ones. In the
thermodynamic limit N → ∞ the sets Qe, Qo given in (25, 26) become dense on [0, 2π]. Hence for
any fixed n ∈ Z and x ∈ R we have
lim
N→∞
In(x) =
∫ 2π
0
dq
2π
cos(nq) ex cos q = In(x), (B2)
that is the In(x) on all levels k become modified Bessel functions In(x) as N →∞. For a comprehen-
sive discussion of the In(x) see [26]. Many properties of the In(x) in fact have an analogue for finite
N . The following identities hold for Q = Qe as well as Q = Qo:
∀0 ≤ n < N : In(0) = δn,0 (B3)
∀x ∈ R ∀n ∈ Z : I−n(x) = In(x) (B4)
∀x ∈ R+ ∀ − ⌊N2 ⌋ ≤ n ≤ ⌊N2 ⌋ : In(x) ≥ 0 (B5)
∀x ∈ R ∀n ∈ Z : d
dx
In(x) =
1
2
[In−1(x) + In+1(x)] (B6)
∀x ∈ R ∀m,n ∈ Z ∀q ∈ Qe/o :
m+N∑
k=m+1
eikq I
e/o
k+n(x) = e
−inq+x cos q (B7)
∀x, y ∈ R ∀m,n ∈ Z :
m+N∑
k=m+1
I
e/o
k (x) I
e/o
n−k(y) = I
e/o
n (x+ y) (B8)
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In (B7, B8) the e/o symbols indicate that the identities hold on even as well as odd levels but not
between even and odd ones. The functions In(x) associated with even and odd levels differ in the
following properties (here m,n ∈ Z and x ∈ R):
Odd Levels (Q = Qo) Even Levels (Q = Qe)
In+N (x) = In(x) In+N (x) = −In(x) (B9)
m+N∑
k=m+1
Ik(x) = e
x
m+N∑
k=m+1
|Ik(x)| ≤ ex (B10)
The identities (B3, B4, B6) follow immediately from the definition of In(x). (B7, B8, B9), on the
other hand, are a consequence of the convolution property and N -(anti)periodicity of the discrete
Fourier transforms (23, 24). We have not managed to prove the seemingly trivial inequality (B5) in
a rigorous way. Numerical evaluations of (B1), however, leave no doubt that (B5) should be true in
general. Assuming that (B5) is true, (B10) can be verified as follows: on odd levels, where In(x) is N -
periodic, (B5) implies that |In(x)| = In(x) for all n ∈ Z and hence (B10) follows from (B7) by setting
q = 0; this is allowed since 0 ∈ Qo. On even levels, the N -antiperodicity of the In(x) is cancelled by
the modulus in (B10). Hence we may shift the summation range to the region −⌊N−12 ⌋ ≤ n ≤ ⌊N2 ⌋
where In(x) is positive and drop the modulus. Then, by substituting (B1) and exchanging sums, the
bound (B10) can be verified [16]. To illustrate the actual shape of the In(x) we show some plots in
Fig. 4.
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FIG. 4: Plots of the scaled functions e−xIn(x) for a finite system of size N = 100 (dots) and the N → ∞
limit e−xIn(x) (lines). The (left) right figure shows the N-(anti)periodic functions associated with (even) odd
levels, respectively. The curves correspond to x = 10 (narrow peaks) and x = 100 (broader peaks).
APPENDIX C: PROPERTIES OF Hn(t) AND RELATED FUNCTIONS
The functions Hn(t) originate from the projection of the Green’s function (A1), which is an essential
ingredient for our solution (40). Appendix A motivates the definition
Hn(t) =
γ
2
∫ t
0
dτ e−τ [In−1(γτ)− In+1(γτ)] . (C1)
When substituting (B1) for In(x) the integral in (C1) can be solved and we obtain the alternative
representation
Hn(t) =
1
N
∑
q∈Q
sin(n q)
γ sin q
1− γ cos q
[
1− e−t (1−γ cos q)
]
(C2)
In (C2) one has to substitute Q = Qe/o as appropriate. Like the In(x), the Hn(x) thus have slightly
different properties at even and odd levels of the hierarchy.
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Two obvious properties of Hn(t) are H−n(t) = −Hn(t) and Hn(0) = 0. In the thermodynamic limit
N → ∞ uniform convergence of In(x) on any finite interval x ∈ [0, a] and for fixed n ∈ Z allows us
to replace In(x) in (C1) by its limit In(x). In (C2), on the other hand, the limit N →∞ amounts to
replacing 1N
∑
q by
1
2π
∫
dq. In analogy with Appendix B we use the notation Hn(t) for the N →∞
limit ofHn(t). Further properties of the functions Hn(t) may be obtained directly from (C1) using the
features of In(x) given in Appendix B. It is interesting to note that, for γ = 1, Hn(2t) is essentially
the probability that two independent, continuous time random walkers on a one-dimensional lattice,
which are a distance n > 0 apart at time t = 0, meet before time t [15].
In the context of Sec. V, VI the following sum, which we use to extend the definition of Hn to two
time arguments, is of relevance
H
e/o
j−i(t1, t2) =
∑
n
e−t1I
e/o
i−n(γ t1)H
e/o
j−n(t2). (C3)
Here e/o emphasises that both I and H on the r.h.s. of (C3) must be associated either with even or
odd levels. From (B8) and (C1) we immediately obtain
Hn(t1, t2) =
γ
2
t1+t2∫
t1
dτ e−τ [In−1(γτ) − In+1(γτ)] (C4)
and thence, or from (B7) and (C2),
Hn(t1, t2) =
1
N
∑
q∈Q
sin(n q)
γ sin q
1− γ cos q e
−t1 (1−γ cos q)
[
1− e−t2 (1−γ cos q)
]
. (C5)
According to e.g. (C1,C4) we have the obvious link Hn(t) = Hn(0, t) between functions with one and
two time arguments. But it is quite remarkable that we may conversely write
Hn(t1, t2) = Hn(t1 + t2)−Hn(t1), (C6)
when considering the definition (C3). The expressions (C4,C5) are particularly useful in the thermo-
dynamic limit N → ∞ where (C3) becomes an infinite summation. In (C4,C5), however, this limit
is straightforward. As for (C1,C2) we then use the symbol Hn(t1, t2).
In Sec. IV we obtained another function H ′′n(t) as given by (52) that is closely related to Hn(t).
The physical relevance of H ′′n(t) is discussed in the text below (52). In mathematical terms we may
simply consider H ′′n(t) as a generalisation of Hn(t) since we have H
′′
n(t) = Hn(t) for γi = 0. For
γi 6= 0, a representation of H ′′n(t) in the form (C1) is not possible. Note that while Hn(t) is defined
on even as well as odd levels of the hierarchy, H ′′n(t) is always associated with even levels, i.e. the
sum in (52) runs over Qe. In analogy with (C3) we now extend the definition of H
′′
n(t) to two time
arguments. The following sums are relevant for Appendix D
H ′′j−i(t1, t2) =
∑
n
e−t1Iei−n(γ t1)H
′′
j−n(t2) (C7)
H˜ ′′j−i(t1, t2) =
∑
n
sgn(j − n) e−t1Ioi−n(γ t1)H ′′j−n(t2) (C8)
where 1 ≤ i, j ≤ N and the sum runs over n = 1, . . .N for a finite system. The superscripts e and o
of In(x) indicate that these functions must be associated with even and odd levels of the hierarchy,
respectively. The sum (C7) may be evaluated easily using (52) and (B7)
H ′′n(t1, t2) =
1
N
∑
q∈Qe
sin(n q) e−t1(1−γ cos q) ×
{
γi sin q
1− γi cos q e
−t2(1−γ cos q) +
γ sin q
1− γ cos q
[
1− e−t2(1−γ cos q)
]}
. (C9)
In analogy to H we obtain from (52), (C2) and (C9) the link H ′′n(t) = H
′′
n(0, t) and the non-trivial
identity
H ′′n(t1, t2) = H
′′
n(t1 + t2)−Hn(t1) (C10)
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for the sum (C7). For γi = 0 the equations (52), (C7), (C9) and (C10) reduce to (C2), (C3), (C5) and
(C6), respectively, with H ′′ replaced by H . Consistent with our notation elsewhere we will denote
the N →∞ limit of H ′′ by H′′.
In contrast to (C7), the sum (C8) cannot be evaluated explicitly. But it may be rewritten in terms
of the integral representation
H˜ ′′n(t1, t2) = sgn(n)H
′′
n(t1, t2) + γ
∫ t1
0
dτ e−τ Ion(γ τ)H
′′
1 (t1 − τ, t2). (C11)
Note that, in contrast to H ′′n , the function H˜
′′
n is even in n. As for (C7), (C9) we will drop the
double-primes in (C8), (C11) for γi = 0, and denote the N →∞ limit of H˜ ′′n(t1, t2) by H˜′′n(t1, t2). Due
to uniform convergence of the integrand, this limit is obtained by replacing I,H with I,H in (C11).
Equivalence of (C8) and (C11) may be verified as follows: substitute the expression (52) for H ′′n(t)
into (C8) and exchange the sums over n and q. Now, the sum over n is of the form
fi,j(x, q) =
N∑
n=1
sgn(j − n) Ioi−n(x) sin [q (j − n)] , (C12)
where q is the summation variable in H ′′ and thus q ∈ Qe. Differentiating (C12) w.r.t. x using (B6),
shifting the summation variable n→ n± 1 as appropriate and rewriting the result in terms of sums
over the range n = 1, . . .N yields
∂
∂x
fi,j(x, q) =
1
2
N∑
n=1
sgn(j − n+ 1) Ioi−n(x) sin[q (j − n+ 1)] (C13)
+
1
2
sgn(j −N) Ioi−N−1(x) sin[q (j −N)]−
1
2
sgn(j) Ioi−1(x) sin(qj)
+
1
2
N∑
n=1
sgn(j − n− 1) Ioi−n(x) sin[q (j − n− 1)]
+
1
2
sgn(j − 1) Ioi (x) sin[q (j − 1)]−
1
2
sgn(j −N − 1) Ioi−N (x) sin[q (j −N − 1)].
Next focus on the second line in (C13). Due to N -periodicity (B9) of the functions In(x) on odd
levels we have Ioi−N−1(x) = I
o
i−1(x). Also, since q ∈ Qe as given by (25), the identity sin[q (j −N)] =
− sin(qj) holds. Recalling, finally, that 1 ≤ j ≤ N is assumed and noting that sgn(j −N) = −sgn(j)
for 1 ≤ j < N thus shows that the two terms in the second line of (C13) cancel each other for
1 ≤ j < N . When j = N both terms are zero because sin(0) = sin(Nq) = 0. It follows similarly that
the fourth line in (C13) drops out. Expressing sgn(j − n± 1) via sgn(j − n) by adding compensating
terms for j = n, n ± 1 and using the trigonometric identity sin(a + b) + sin(a − b) = 2 sin(a) cos(b)
allows us to combine the sums in (C13) in the form (C12). Consequently the fi,j(x, q) satisfy the
inhomogeneous differential equations
∂
∂x
fi,j(x, q)− cos(q) fi,j(x, q) = Ioi−j(x) sin(q). (C14)
From (B3) and (C12) we also have fi,j(0, q) = sgn(j − i) sin[q (j − i)]. Thus we obtain fi,j(x, q) by
integrating (C14) for this initial condition, i.e.
fi,j(x, q) = sgn(j − i) sin[q (j − i)] ex cos q + sin q
∫ x
0
dx′ e(x−x
′) cos q Ioi−j(x
′). (C15)
Using (C15) in (C8) immediately produces (C11) if one bears in mind (C9).
We conclude this section by showing that the general expressions (C9), (C11) simplify quite signif-
icantly if one considers a quench from the random initial configuration corresponding to Ti = ∞ to
T = 0, i.e. γi = 0 and γ = 1. Let us first focus on H
′′
n(t1, t2) as given by (C9), which for γi = 0 we
write as Hn(t1, t2). Since also γ = 1, we may use the trigonometric identity
sin[(n+ 1)x]
sinx
1− cosx = sin(nx)
sinx
1− cosx + cos(nx) + cos[(n+ 1)x] (C16)
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in (C5). This yields the zero temperature recursion formula
Hn+1(t1, t2) = Hn(t1, t2) + e
−t1 [In + In+1] (t1)− e−(t1+t2) [In + In+1] (t1 + t2) (C17)
for Hn(t1, t2). Starting from H0(t1, t2) = 0, any Hn(t1, t2) can thus be expressed purely in terms of
functions In(x). By setting t1 = 0 in (C17) and using (B3) we also obtain a recursion for Hn(t) =
Hn(0, t), that is
H1(t) = 1− e−t [I0 + I1] (t) and Hn+1(t) = Hn(t)− e−t [In + In+1] (t), (C18)
where 1 < n + 1 < N . Outside that range we have H−n(t) = −Hn(t) and N -(anti)periodicity in n
according to e.g. (C1). Equations (C17,C18) apply in the thermodynamic limit, too, if we replace H
by H and In(x) by modified Bessel functions In(x).
Now we consider H˜ ′′n(t1, t2) at γi = 0, γ = 1 and, for the sake of simplicity, also N → ∞. As
explained above, we drop the double-primes in (C11) for γi = 0 and replace H ,I by H,I in the
thermodynamic limit. This gives
H˜n(t1, t2) = sgn(n)Hn(t1, t2) +
∫ t1
0
dτ e−τ In(τ)H1(t1 − τ, t2). (C19)
Expressing H1(t1 − τ, t2) via (C17) allows us to rewrite (C19) as
H˜n(t1, t2) = sgn(n)Hn(t1, t2) + e
−t1 fn(t1)− e−(t1+t2) fn(t1 + t2)
+ e−(t1+t2)
∫ t2
0
dτ In(t1 + t2 − τ) [I0 + I1] (τ), (C20)
where the functions fn(t) are given by the single-sided convolution integral
fn(t) =
∫ t
0
dτ In(τ) [I0 + I1] (t− τ). (C21)
By Laplace transforming (C21) it is easy to verify that f0(t) = e
t−I0(t) and fn+1(t) = fn(t)−2In+1(t).
This recursion formula produces a very similar expression for e−tfn(t) as (C18) for Hn(t) which in
fact amounts to the link
e−t In(t) + e
−t fn(t) = δn,0 + sgn(n)Hn(t). (C22)
Substituting (C22) into (C20) and using (C6) reduces the expression (C19) for H˜n(t1, t2) to
e−t1 In(t1) + H˜n(t1, t2) = e
−(t1+t2)
{
In(t1 + t2) +
∫ t2
0
dτ In(t1 + t2 − τ) [I0 + I1] (τ)
}
. (C23)
APPENDIX D: THE SUMS E AND F
Here we focus on the sums E , F given in (61), (62). These appear in the expressions for the
homogeneous solutions of the two-time correlation and response functions discussed in Sec. V, VI.
Our intention in this section is to reduce the sums in (61), (62) over ranges scaling with N to sums
over a finite number of terms, which therefore remain manageable even for N →∞.
Let us first consider the one-dimensional sum E given in (61), where we use the abbreviation
p = dim(j). For a finite system we have j ∈ N(p) and the summation range is m = 1, 2, . . .N . If p is
even, then the product over the sgn’s in (61) is +1 for m < j1 and m > jp. Therefore the expression
δj,m = 1−
dim(j)∏
λ=1
sgn(jλ −m) (D1)
can be non-zero only for j1 ≤ m ≤ jp. In fact we have δj,jν = 1 for ν = 1, . . . p and δj,m = 2 for
j2ν−1 < m < j2ν with ν = 1, . . . p/2. Otherwise δj,m is zero. In terms of (D1) we may rewrite (61)
as
E jiε,jν (t, t′) =
∑
m
[1− δj,m] e−∆ Iiε−m(γ∆)H ′′jν−m(2t′). (D2)
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Now recall that C(k,l)(t, t′) and R(k,l)(t, t′) are non-vanishing only if k + l is even. Hence if p = l (or
p = l ± 2 for responses where from (68) the argument j in (D2) might be a vector jν,s) is even, then
so must k be. Consequently the functions In(x) in (D2) are associated with even levels. This allows
us to rewrite (D2)
E jiε,jν (t, t′) = H ′′jν−iε(∆, 2t′)−
∑
m
δj,m e
−∆ Iiε−m(γ∆)H
′′
jν−m(2t
′) (D3)
using (C7). The remaining summation in (D3) only produces non-zero terms in the N -independent
range j1 ≤ m ≤ jp. Consequently the thermodynamic limit N →∞ of (D3) is straightforward.
Following a similar strategy we now rewrite the sum E for p = dim(j) odd. In this case the product
over the sgn’s in (61) gives +1 for m < j1 but −1 for m > jp. Hence we introduce
σaj,m = sgn(a−m)−
dim(j)∏
λ=1
sgn(jλ −m), (D4)
where a is some reference site that should be chosen in the range j1 ≤ a ≤ jp. Then (D4) again only
produces non-zero values for j1 ≤ m ≤ jp. In terms of (D4) and with the choice a = jν the sum (61)
becomes
E jiε,jν (t, t′) =
∑
m
[
sgn(jν −m)− σjνj,m
]
e−∆ Iiε−m(γ∆)H
′′
jν−m(2t
′). (D5)
Applying the same reasoning as below (D2) we conclude that in (D5) the functions In(x) must be
associated with odd levels. Hence we utilise (C8) to rewrite (D5) as
E jiε,jν (t, t′) = H˜ ′′jν−iε(∆, 2t′)−
∑
m
σ
jν
j,m e
−∆ Iiε−m(γ∆)H
′′
jν−m(2t
′). (D6)
Because the summation range in (D6) that produces non-zero terms is again N -independent and
bounded by j1 ≤ m ≤ jp, the thermodynamic limit of (D6) is obvious.
For the two-dimensional sum F given in (62) with even p = dim j we may proceed in full analogy
with E . Expressing the products over the sgn’s in (62) by (D1) yields
F jiε,iδ (t, t′) =
∑
m,n
[1− δj,m − δj,n + δj,m δj,n] e−2∆ Iiε−m(γ∆) Iiδ−n(γ∆)H ′′n−m(2t′). (D7)
The unrestricted one and two-dimensional sums in (D7) may be evaluated using (B8) and (C7). We
are then left with bounded summation ranges j1 ≤ m,n ≤ jp
F jiε,iδ (t, t′) = H ′′iδ−iε(2∆, 2t′)
−
∑
m
δj,m e
−∆
[
Iiε−m(γ∆)H
′′
iδ−m(∆, 2t
′)− Iiδ−m(γ∆)H ′′iε−m(∆, 2t′)
]
+
∑
m,n
δj,m δj,n e
−2∆ Iiε−m(γ∆) Iiδ−n(γ∆)H
′′
n−m(2t
′). (D8)
Rewriting the two-dimensional sum F for p = dim(j) odd is somewhat problematic. If we express
the products over the sgn’s in (62) using (D4) it is not possible to choose reference points a s.t. we
arrive at sums of the form (C8). It turns out that the most compact – yet still bulky – result follows
when choosing
F jiε,iδ (t, t′) =
∑
m,n
[
sgn(iε −m) sgn(iδ − n)− sgn(iε −m)σiδj,n − sgn(iδ − n)σiεj,m + σiεj,m σiδj,n
]
× e−2∆ Iiε−m(γ∆) Iiδ−n(γ∆)H ′′n−m(2t′). (D9)
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By generalising (C12) integral representations for the sums in (D9) may be derived. One should find
F jiε,iδ (t, t′) =
∑
m,n
σiεj,m σ
iδ
j,n e
−2∆ Iiε−m(γ∆) Iiδ−n(γ∆)H
′′
n−m(2t
′)
− γ
2
∑
m
σiεj,m e
−∆ Iiε−m(γ∆)
∫ ∆
0
dτ e−τ I0(γτ)
[
H ′′iδ−m−1 −H ′′iδ−m+1
]
(∆− τ, 2t′)
+
γ
2
∑
m
σiδj,m e
−∆ Iiδ−m(γ∆)
∫ ∆
0
dτ e−τ I0(γτ)
[
H ′′iε−m−1 −H ′′iε−m+1
]
(∆− τ, 2t′)
+
γ2
4
∫ ∆
0
dτ1 e
−τ1 I0(γτ1)
∫ ∆
0
dτ2 e
−τ2 I0(γτ2)
× [−H ′′iδ−iε−2 + 2H ′′iδ−iε −H ′′iδ−iε+2] (2∆− τ1 − τ2, 2t′). (D10)
As the reference points in (D9) are iε and iδ the bounds on the summation ranges in (D10) are of the
form min(iε, j1) ≤ m ≤ max(iε, jl) etc. For γi = 0 and γ = 1 the expression (D10) may be simplified
using (C17).
APPENDIX E: THE NOTATION OF EQUATION (71)
In this Appendix we illustrate by means of two simple examples how arbitrary homogeneous solu-
tions for two-time multispin response functions may be obtained from (71).
Let us first consider the simplest possible case of the spin response function to a local magnetic
field. Here we have k = l = 1 and i = (i), j = (j). According to the formalism presented in Sec. VI
the first step in the evaluation of (71) is to determine the squashed index vectors (68). In the case at
hand there is only one such vector since l = 1, viz. j1,s = j1 = (j − 1, j, j + 1) with l1,s = 3. Then,
by setting k = l = 1 in (71) and substituting l1,s, we obtain
Φ
(1,1)
i,j (t, t
′) = e−∆ Ii−j(γ∆)
(1− γ2
2
) ∑
π∈P′(1)
(−1)π
1∏
λ=1
V ′ j(i∪j)π(2λ−1),(i∪j)π(2λ)(t, t′)
+
γ2
2
∑
π∈P′(2)
(−1)π
2∏
λ=1
V ′ j1,s(i∪j1,s)π(2λ−1),(i∪j1,s)π(2λ)(t, t′)
 .
The summations over pairings in this equation are restricted to those, P ′, that contain the pair (i, j),
where we set V ′i,j = 1. In the first sum we have P(1) = {Id} and pairs are drawn from i ∪ j = (i, j).
Hence P ′(1) = {Id} and the only term in this sum is V ′i,j = 1. In the second sum, however, we have
to consider the 3 pairings (1, 2, 3, 4), (1, 3, 2, 4) and (1, 4, 2, 3) contained in P(2). As pairs are drawn
from i ∪ j1,s = (i, j − 1, j, j + 1) the only pairing contained in P ′(2) is (1, 3, 2, 4); the sign of the
corresponding permutation π is (−1)π = −1. So there is again only one term in this sum, namely
−V ′i,jV ′j−1,j+1 = −Vj−1,j+1, and therefore
Φ
(1,1)
i,j (t, t
′) = e−∆ Ii−j(γ∆)
[(
1− γ22
)
− γ22 V j
1,s
j−1,j+1(t, t
′)
]
.
Since both indices of V are components of j1,s we have to use the (a, b) = (jµ, jν) case of (60) to
express this function. Making the corresponding substitution in the above expression produces the
result (73) given in Sec. VI.
The next higher nontrivial response functions are those with k + l = 4. As a second example we
consider the case k = l = 2 where i = (i1, i2) and j = (j1, j2). We restrict ourselves further to
vectors j that satisfy j2 = j1 + 1, corresponding to a perturbation that couples to adjacent sites of
the lattice. In this situation we have two index vectors jν given by j1 = (j1 − 1, j1, j1 + 1, j2) and
j2 = (j1, j2−1, j2, j2+1). From (68) we obtain the corresponding squashed versions j1,s = (j1−1, j1)
and j2,s = (j2, j2 + 1) using j2 = j1 + 1. Their dimensions are obviously l
1,s = l2,s = 2. Now, by
substituting k = l = 2 in (71), explicitly writing out the summations over µ and ν and plugging in
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lν,s we obtain
Φ
(2,2)
i,j = e
−∆ Ii1−j1(γ∆)
(1− γ2
2
) ∑
π∈P′(2)
(−1)π
2∏
λ=1
V ′ j(i∪j)π(2λ−1),(i∪j)π(2λ)(t, t′)
+
γ2
2
∑
π∈P′(2)
(−1)π
2∏
λ=1
V ′ j1,s(i∪j1,s)π(2λ−1),(i∪j1,s)π(2λ)(t, t′)

+ e−∆ Ii2−j1(γ∆)
(1− γ2
2
) ∑
π∈P′(2)
(−1)π
2∏
λ=1
V ′ j(i∪j)π(2λ−1),(i∪j)π(2λ)(t, t′)
+
γ2
2
∑
π∈P′(2)
(−1)π
2∏
λ=1
V ′ j1,s(i∪j1,s)π(2λ−1),(i∪j1,s)π(2λ)(t, t′)

− e−∆ Ii1−j2(γ∆)
(1− γ2
2
) ∑
π∈P′(2)
(−1)π
2∏
λ=1
V ′ j(i∪j)π(2λ−1),(i∪j)π(2λ)(t, t′)
+
γ2
2
∑
π∈P′(2)
(−1)π
2∏
λ=1
V ′ j2,s(i∪j2,s)π(2λ−1),(i∪j2,s)π(2λ)(t, t′)

− e−∆ Ii2−j2(γ∆)
(1− γ2
2
) ∑
π∈P′(2)
(−1)π
2∏
λ=1
V ′ j(i∪j)π(2λ−1),(i∪j)π(2λ)(t, t′)
+
γ2
2
∑
π∈P′(2)
(−1)π
2∏
λ=1
V ′ j2,s(i∪j2,s)π(2λ−1),(i∪j2,s)π(2λ)(t, t′)
 .
Within the 4 square brackets the pairings are restricted to those, P ′, that contain the pairs (i1, j1),
(i2, j1), (i1, j2) and (i2, j2) from top to bottom, respectively. The functions V ′ carrying these indices
are to be replaced by 1. In all pairing sums the sets P ′(2) are of course subsets of P(2); the latter
contains the pairings (1, 2, 3, 4), (1, 3, 2, 4) and (1, 4, 2, 3). We now focus on the first square bracket;
the remaining ones follow similarly. In the first sum, drawing pairs from i∪j = (i1, i2, j1, j2), the only
pairing containing (i1, j1) is (1, 3, 2, 4) and has the sign −1. So this sum reduces to −V ′i1,j1V ′i2,j2 =
−Vi2,j2 . The second sum, on the other hand, draws pairs from i∪ j1,s = (i1, i2, j1 − 1, j1). Hence the
only pairing that contains (i1, j1) is (1, 4, 2, 3) having the sign +1. This sum therefore collapses to
+V ′i1,j1V ′i2,j1−1 = +Vi2,j1−1. Applying this reasoning to all summations yields
Φ
(2,2)
i,j = e
−∆ Ii1−j1(γ∆)
[
−
(
1− γ22
)
V ji2,j2(t, t′) + γ
2
2 V j
1,s
i2,j1−1
(t, t′)
]
+ e−∆ Ii2−j1(γ∆)
[
+
(
1− γ22
)
V ji1,j2(t, t′)− γ
2
2 V j
1,s
i1,j1−1
(t, t′)
]
− e−∆ Ii1−j2(γ∆)
[
+
(
1− γ22
)
V ji2,j1(t, t′)− γ
2
2 V j
2,s
i2,j2+1
(t, t′)
]
− e−∆ Ii2−j2(γ∆)
[
−
(
1− γ22
)
V ji1,j1(t, t′) + γ
2
2 V j
2,s
i1,j2+1
(t, t′)
]
.
Note that the indices of all functions V comprise components of i and j or i and jν,s. So all of them
must be expressed via the (a, b) = (iε, jν) case of (60). We remind the reader that for ν in (−1)ν−1
in (60) one has to substitute the actual component number of the index jν = (j)ν in j. This means,
for instance, j1− 1 = (j1,s)1 is component ν = 1 in j1,s while j1 = (j1,s)2 is component ν = 2 in j1,s.
Accurately applying (60) to the above expression yields the result (74) given in Sec. VI.
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