Various methods of approximating the eigenvalues and invariant subspaces of nonself-adjoint differential and integral operators are unified in a general theory. Error bounds are given, from which most of the error bounds in the literature can be derived.
INTRODUCTION
We are concerned with the error bounds for the numerical computation of the eigenvalues of differential or integral operators.
T denotes a linear operator on a Banach space X , and Tn its approximation n = 1, 2,....
11 . ]I is the norm on the algebra L'(X) of bounded linear operators on X .
1 is the identity operator on X .
There exists a wide variety of approximation methods, the most important of which belong to one of the three following classes:
0 Class '1 : uniform qproximation.
Definition: T, Tn es(X), II T -Tn 11 + 0
Example: the Rayleigh-Ritz and Galerkin methods, where the differential operator is approximated byrestrictionto a finite dimensional subspace.
They correspondto the uniform approximation of the inverse, t21, II419
VI, L-81 . Remark Tn -T is T -compact, according to Kato ([5] , p. 194).
Examples: (1) approximation of an integral operator by using approximate quadrature formulas (Anselone [l] ). Consider X = C(O,l) with the uniform norm, 
D(T) = D(T,) . T -Tn is closed and ( T-T, ) ISS z for my x in D(T) .
L I/ ( T -Tn) ( T-z1 )-',,-+ o n+m for any z in C such that ( T-zl)&(X) .
Examples: approximation of a differential operator by a neighboring differential operator (Pruess [7] ) . and max -OdKl 1 q(t) -'g(t) I-+ 0 --n-b-T-T, is the multiplicaGi.on operator defined by q-9, , 
The proof that Hn
is T-bounded is in [5] , p. 193. We get 1, Hnx 11 < an 1, R 1, + bn IJ TX 11, for-IED 9 and -a b + 0 , n' n Consider x = R(z)y f for z on r , enclosing an eigenvalue A of T .
I, HnR(Z)Y I, 5 an l,RWY 11 + bn ,I (T-zl)R(z)y + zR(z)y ,I
5' (&n + 1 ' 1 bn)lI R(Z) ll + bn I Il y II . [5] ,(see [7] for the Sturm-Liouville operator).
We present here these three classes of approximation as special cases of a more general approximation. With this unifying treatment, we are able to give the general type of error bounds that hold for eigenvalues and the gap between invariant subspaces. It remains, however, for each special case, to derive specific error bounds from the general ones given here. It should be noted that the approximation theory proposed here applies to unbounded closed operators as well.
The approximation will be defined so that the Newmann series of the approximate resolvent is convergent. Then the approximate and exact invariant subspaces have the same dimension for n large enough and the approximate eigenvalues converge to the exact eigenvalue. The proofs depend heavily on the perturbation theory developed by Kate in [5] h is an isolated eigenvalue of T , with finite algebraic multiplicity m .
r is a positively oriented rectifiable curve enclosing h , but excluding any other point of the spectrum of T .
P is the spectral projection associated with i :
PX is the invariant subspace r associated with h . R(z) = ( T-21)-l is the resolvent of T,, for z in the resolvent set of T.
We want to approximate x and PX. In general, we consider the approximation of A by the arithmetic mean:
53 is the weighted mean of the h-group, according to Kato [5] .
Definition of the approximation Tn .
Let Tn, n = 1,2, . . . . be a sequence of closed linear operators from
x to x, with domain of definition DqJ Y and such that: 
IHo0
Then Tn is said to be an approximation of T .
First we need the following: Let S be the reduced resolvent in z = h , S =&ii R(z)(l-P) .
-HnR(z)HnR(z)P + HnR(z)PHnR(z)P .
Since T and P commute, R(z)P = PR(z) . Then:
,l(HnR(z)(l -p)'2 II 5 11 (,HnR(z)J2 II + II HnP II /I Rd)I( (IHnR(z) /1<2 + 11 p 11)
--+O , for any z on r .
n-b
Since (Hnx(z)(l -@I2 is holomorphic in z inside r, its norm at Z = 1 is less than or equal to its norm at any point z on l-' . We then have:
,,(H,s)2,, -+o l
Remark: 11 (HnR(z))' 11 + 0 for z on I' implies that it tends to zero for any z # h inside r , as it is easily shown:
(HnR(z) )* = (HnR(z) (P + 1 -P) )2 can be expressed in terms of H,R(z)P = H,PR(z) and H,R(z)(l -P) which is holomorphic inside r.
The desired result follows.
The definition of Tn includes the three classes defined above:
Class 1 : T, Tn bounded and I/T -Tn 11 -) 0 . 
III. EXISTENCE OF THE SECOND NEUMANN SERIES OF R,(z)
Let Hn denote T -Tn : T = T -H n n and let z be any point on r . (1 -H,x(z))-1 exists and is represented by y (H,R(z))~ , if this k=C)
series is convergent.
and by (2.4), k&z))2k is a convergent series for n large enough. Then, from (34, we get the expansion of the lemma. Since PX is m-dimensional, we even get II (P;P) PI, + 0 . In order to get a more precise expression for the bound, we have to go into a more detailed analysis of the perturbation of T by Tn -T = -Hn .
IV. THE OPERATOR Pn -P . We have to prove that Pin is bounded. This isshownby a close study of the sequence of exponents kj subjected to the above constraints.
Then, for iz2! -1 :
where K1 = max k=? 3**9 SUP 11 H,Sk II , $ = mix 1 n k=O
The series P7n will be absolutely convergent for n large enough so that a$ < I, n P P= In 0 follows from SP = 0 .
5.
P2n will be the sum of all Un Ckj)
for which there exists a jc f 2,.. , i+l 3 
Corollary 2
For n large enough :
II ('n -p> q 2 K II Hn I? II 9
II ('n -p) P,lI -5 K ll Hn I? II l Proof :
(Pn -P) Pn = (Pn-P)2 + (P,-P) P , and ( Pn -P)2 = P2nP1n + P,n P2n + P22, , since 'ln P=O
The results then follow. For n large enough:
,'I trHP n 1 + K II Hnp II '
Proof : All operators which appear in (6.1) contain at least one operator with finite rank, so we can apply the bound :
For p = 1 we get _?_ tr HnP , m which appears to be the principal term in 1 n -h for most approximation methods. IIHnpll II Hn*p 11 <, K llHnplI IIHn*wlI l
The second bound then follows. Theorem 5 follows from corollary 2, with a/n = K en + II HnPl( .
7.3.
Tn belongs to class 3
Since 11 H$z) 11 + 0 , for zEr , 11 HIS 11 + o .
Theorem 6
