










distributed  ledger;  therefore,  they  suffer  from  well‐known  scalability  problems.  This  paper 






size of  the due diligence  communication  is  small  in  the  short  term. This  `k‐root‐n’ algorithm  is 









In blockchains  such  as bitcoin,  all n nodes  reach Nakamoto  consensus  [1]  on  each block  of 
transactions,  thereby creating a scalability problem  [2–4]  that notoriously  limits  the entire bitcoin 
network to a few transactions per second while consuming massive power [5]. Bitcoin is considered 
the  first digital currency algorithm  to solve  the double‐spending problem without  the need  for a 












scalability,  such  as  SCP  [12], Algorand  [13],  bitcoin  next  generation  (bitcoin‐NG)  [14], which  all 
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involve  selecting a  subset of users  (committees or a  rotating  leader)  in various  configurations  to 
reduce the number of messages required to reach consensus. In an alternative approach, a subset of 
nodes transacts with each other off‐chain for a time, [15] as in the lightning network [16]. 








consensus mechanism,  such as blockchain, protecting against double‐spending  in  the  short  term. 
Thus, commerce may continue at a high pace even while the n nodes are working to reach consensus 
on  transactions  possibly with  a  lag  of  some  hours  from  the  transaction  time.  By  applying  this 
algorithm, we can accept a situation where consensus  is achieved infrequently. Therefore, we can 
accept longer blockchain blocks that are created every hour, or every few hours, instead of bitcoin’s 
current average of 10 min,  thereby  increasing blockchain’s  throughput of  transactions per second 
[27],  while  compensating  for  longer  latency  with  our  complementary  off‐chain  algorithm  for 
preventing short‐term double‐spending. 
For example, each morning the nodes may reach a consensus on the valid transaction histories 
and wallet  balances  as  of  the  preceding midnight Greenwich Mean  Time,  and  they may  do  so 











detecting  double‐spending,  requiring  just O(√n) messages  per  transaction.  This  is  based  on  the 
assumption  that specific money balances only circulate  through O(constant) wallets  in 24 h. This 
assumption is realistic since money circulates in the real economy with a velocity measured in one or 
two  transactions per month  [28], and bitcoin  is already practically constrained by  the  transaction 
confirmation lag times to circulate a few times per day, and in practice rarely more than once or twice 
a day. 
In  this  algorithm,  every  transaction  should  eventually  be  on‐chain.  The  initial  transaction 
verification is off‐chain, thereby allowing transactions to continue off‐chain at high speed and waiting 










the sender disclose  the pedigree of  the  transferred  funds, namely  the sender’s  transaction history 
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Each  honest  node  provides  verification  services  by  keeping  a  history  of  all  the  transaction 
pedigrees it has been asked to verify. When two honest nodes query random nodes, any common 
















collaborating with  other  nodes. This  is why  the  receiving honest node must  check not  only  the 
transaction  history  of  the  immediate  sender  for  forked  history/double‐spending,  but  also  to 
recursively check any of the sender’s transactions, to the extent that the immediate sender depends 
on the sender’s sender (recursively) payment to have balance for covering the current transaction. 



























278  transactions  per  second.  This  transaction  throughput  is  feasible  for  a  modern  computer 
(especially in 2050). 
Thus,  it  seems practical  that  the  algorithm  could  securely handle not  only Visa/Mastercard 
volumes, but in fact all the commerce in today’s world and the foreseeable future. Visa’s volumes 
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𝑏଴ ൅ ∑ 𝑏ሾ𝑇௜ሿ௧బழ௧ሾ்೔ሿழ௧భ,ோሾ்೔ሿୀௌ െ ∑ 𝑏ሾ𝑇௜ሿ௧బழ௧ሾ்೔ሿழ௧భ,ௌሾ்೔ሿୀௌ , 





𝐿𝐼𝑁ሾ𝑇ሿ ൌ ሼ𝑇௜ | 𝑡଴ ൏ 𝑡ሾ𝑇௜ሿ ൏ 𝑡ሾ𝑇ሿ , 𝑆ሾ𝑇௜ሿ ൌ 𝑆ሾ𝑇ሿ  ⋁  𝑅ሾ𝑇௜ሿ ൌ 𝑆ሾ𝑇ሿሽ. □ 



















































would  lose  out  since  he  was  a  victim  of  double‐spending  in  retrospect,  but  practically  this 
arrangement ensures  that double‐spending has a negative expected value and  is very unlikely  to 
occur at all. 
Definition 8. An  Invalid  transaction  is a  transaction  that  is not  fraudulent, but wherein  the 
sender  in  retrospect  did  not  have  balance  to  cover  the  transaction  after  removing  fraudulent 
transactions. Equivalently,  these are  transactions that  turn out to have a fraudulent transaction  in 
their pedigree. □ 
Definition  9.  Due  diligence  for  a  potential  transaction  T  is  the  process  of  receiver  R[T] 






the recent past; we call  this  time  the global  ledger consensus. Each global  ledger consensus may 
become known at time t1 > t0, that is, with some latency after the time t0 which it relates to (e.g., in 




the algorithm, each  receiving honest node will perform  the  following  steps before accepting and 
signing a potential transaction T. 
 Demand  that  the  sender  transmits  the  disclosure DIS[T],  that  includes  the  recursive  list  of 
dependent transactions PED[T] and the transaction history LIN[T1], for each T1 in PED[T].   





 Due diligence: Randomly choose  ⌈𝑘√𝑛⌉  validating nodes on the network; send each (directly or 
by  communicating  through  a  cascading  tree  of  nodes)  the  disclosure  DIS[T],  and  ask  the 
validating  nodes  to  validate  that  they  have  not  seen  any  alternative  LIN  history  for  any 
transaction in PED[T].   










 The receiver R[T] should also broadcast the list of any of the other  𝑘√𝑛  validating nodes that 

























 Chuck (malicious)      $100 
 Mallory (malicious)      $100 
 Alice (honest)       $100 
 Bob (honest)        $100 








services or  another  currency). Mallory discloses her  transaction history  since  the  last  consensus, 
which is empty, so she has $99 to spend. Bob first confirms that Mallory had $100 as of the last known 
global  ledger  consensus.  Then,  Bob,  being  honest,  performs  his  due  diligence  and  queries  k√n 
network nodes (either directly or through a cascading tree of nodes) to confirm that none of them has 




Figure  3.  An  example  of  transactions  between  two  dishonest  and  two  honest  nodes,  including 
attempted double‐spending. 
In  transaction  #2, Chuck  sends  $99  to Mallory. Mallory being malicious  and  complicit with 
Chuck tells no one about this transaction. They both sign the transaction and may or may not submit 
it  to  the main  ledger. Chuck  is sending  this $99  through Mallory attempting  to mask  the double‐
spending he is planning. He might potentially pass this money through further nodes. 
In transaction #3, Chuck now sends $99 to Alice in exchange for some value. This is a fraudulent 
double‐spend.  He  informs  Alice  fraudulently  that  he  has  no  other  transactions  since  the  last 
consensus. Alice being honest does her due diligence and queries k√n random validating nodes with 




demands  disclosure,  and  Mallory  provides  Bob  with  a  copy  of  her  transaction  history  since 
consensus, namely  transaction #1  (‐$99  that Bob already knows about) and  transaction #2  (+$99), 
thereby  evidencing Mallory’s  balance  of  $100  allowing Mallory  to  spend  $99. At  this  juncture, 
Chuck’s double‐spent money has, via Mallory, reached the honest Bob. 
 Bob  notices  that  Mallory’s  $100  balance  is  contingent  on  the  money  from  Chuck  (so 








Chuck     Mallory           Alice          Bob 
#2: $99 
#4: $99 
Chuck’s double-spend not yet detected 
since Mallory complicit 
Double spend now detected by Bob. #4 is 
rejected; #3 & #2 are also marked as 
#1: $99 
#3: $99 
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o The  fraudulent  transaction #2  from Chuck  to Mallory  (which was  later hidden  from 
Alice) is also rejected from the distributed ledger. Therefore, transaction #4 is invalid 
since it depends on a fraudulent transaction #2. 












 Mallory (malicious)    $1 (may be blacklisted for failing to do due diligence on #2) 
 Alice (honest)     $100 









Proof  of  Theorem  1.  The  first  honest  node  randomly  queries  k√n  nodes  representing  a 
proportion k/√n of all n nodes. Therefore, when the second honest node queries k√n random nodes, a 
proportion of k√n * (k/√n) = k2 on average will overlap. □ 







k√n nodes satisfies 𝑝଴ሺ𝑛, 𝑟ሻ ൏ 𝑒ି௞మ with 𝑝଴ሺ𝑛, 𝑟ሻ ൎ 𝑒ି௞మ  for large n and  𝑟 ≪ 𝑛. 
Proof of Lemma 2. First,  𝑝଴ሺ𝑛, 𝑟ሻ ൌ ൫௡ି௥௥ ൯൫௡௥൯   since there are  ቀ𝑛𝑟ቁ ways for the second node to choose 
r validating nodes from n nodes, in which  ቀ𝑛 െ 𝑟𝑟 ቁ  combinations involve zero of the same r validating 
nodes that the first node chose. Thus, 
𝑝଴ሺ𝑛, 𝑟ሻ ൌ ൫௡ି௥௥ ൯൫௡௥൯ ൌ ሺ௡ି௥ሻ!௥!ሺ௡ି௥ሻ!௥!ሺ௡ିଶ௥ሻ!௡! ൌ ሺ௡ି௥ሻ…ሺ௡ିଶ௥ାଵሻ௡…ሺ௡ି௥ାଵሻ ൏ ቀ௡ି௥௡ ቁ௥ ൌ ቀ1 െ ௥௡ቁ௥  with  ൎ 
for  𝑟 ≪ 𝑛. 
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Now, let  𝑟 ൌ 𝑘√𝑛. Then, we can approximate 
𝑝଴ሺ𝑛, 𝑟ሻ ൌ ቆ1 െ 𝑘√𝑛𝑛 ቇ௞√௡ ൌ ൭൬1 െ 𝑘√𝑛൰√௡൱௞ ൏  ሺ𝑒ି௞ሻ௞ ൌ 𝑒ି௞మ 
again with ൎ  for the limit of large n  □ 

















𝑝଴൫𝑛, 𝑘√𝑛൯ ൏ ௠ெା௠ ൎ ௠ெ  , 
where 𝑘 ൌ 𝑘ℎ𝑢. Then, the expected return on any combination of double‐spending to honest 
nodes is negative. 





𝑝଴൫𝑛, 𝑘√𝑛൯𝑀 െ ቀ1 െ 𝑝଴൫𝑛, 𝑘√𝑛൯ቁ𝑚. 
Given  𝑝଴൫𝑛,𝑘√𝑛൯ ൏ ௠ெା௠ ൎ ௠ெ  , this expected value is negative. □ 
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v[T] denotes  the number of nodes  that  the specific balance of coin circulated  through  in  the 
period between the last global ledger consensuses until it landed in transaction T, where it is only 




























and  achieve  a positive  expected  value  for double‐spending. Therefore,  the  criminal would need 
approximately 2n fraudulent nodes. However, the fraudster then faces another challenge. The loss 
from a single unsuccessful double‐spending is not limited to forfeiting the double‐spending wallet, 











the expected  cost of  (k2  (1  ‐ 1/f) + 1)m  ≈  k2m  (the  fraudulent nodes  that  fail  to  report  the double‐
spending, plus one for the double‐spending wallet) for every unsuccessful transaction against a setup 
cost of (f − 1)nm. 





























There would  be  an  option  of  running  k‐root‐n  as  the  sole  algorithm without  any  common 
consensus  on  a  ledger. As  time goes on,  j  increases,  and  the  verifications  become  exponentially 




























In  this approach, when  two people agree on a  transaction,  they must notify a  formulaically 
determined pseudorandom  selection of k√n other nodes and obtain each of  their digitally  signed 
approval. Moreover,  the pseudorandom  selection  is based on  a predetermined  formula which  is 





Now for  the recursive check of sender’s sender and so on,  the receiver can check  that all the 























latency.  In  the meantime,  a  secondary  k‐root‐n  algorithm  allows  parties  to  transact  rapidly  and 
protect against double‐spending with a more efficient O(√n) probabilistic algorithm which involves 
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k  p0(n=104, k√n)  p0(n=1010, k√n)  𝒆ି𝒌𝟐 
1  0.36  0.37  0.37 
1.5  0.1  0.11  0.11 
2  0.017  0.018  0.018 
2.5  0.0016  0.0019  0.0019 
3  9.30 × 10‐05  1.20 × 10‐04  1.20 × 10‐04 
3.5  3.10 × 10-06  4.80 × 10‐06  4.80 × 10‐06 
4  5.80 × 10‐08  1.10 × 10‐07  1.10 × 10‐07 
4.5  6.10 × 10‐10  1.60 × 10‐09  1.60 × 10-09 
5  3.70 × 10‐12  1.40 × 10‐11  1.40 × 10‐11 
5.5  1.20 × 10‐14  7.30 × 10‐14  7.30 × 10‐14 
6  2.30 × 10‐17  2.30 × 10‐16  2.30 × 10‐16 
6.5  2.30 × 10‐20  4.50 × 10‐19  4.50 × 10‐19 
7  1.30 × 10‐23  5.20 × 10‐22  5.20 × 10‐22 
7.5  3.70 × 10‐27  3.70 × 10‐25  3.70 × 10‐25 
8  5.60 × 10‐31  1.60 × 10‐28  1.60 × 10‐28 
8.5  4.60 × 10‐35  4.20 × 10‐32  4.20 × 10‐32 
9  1.90 × 10‐39  6.60 × 10‐36  6.60 × 10‐36 
9.5  4.10 × 10‐44  6.30 × 10‐40  6.40 × 10‐40 
10  4.40 × 10‐49  3.70 × 10‐44  3.70 × 10‐44 
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