Abstract
Motivation
Establishing the processing history of an image is important for an image analyst because forensic tools that attempt to determine image integrity and origin generally exhibit varying degree of sensitivity to non-malicious processing, such as tonal adjustment and filtering. Knowing the history of processing is also useful for establishing the chain of custody and provenance of digital evidence in legal cases and for intelligence gathering and interpretation to reveal deception attempts, such as "laundering" of manipulated images. Moreover, a processing detector could be applied on smaller image tiles to detect local inconsistencies due to content replacement (digital forgeries).
There is one obvious fundamental problem with processing history recovery and that is what constitutes an "unprocessed" image. All images acquired by a sensor are by definition processed either directly in the camera or in post-production in image editing software. In particular, all images are processed using non-linear tonal curves enhancing midtones to match the sensor sensitivity to light to that of the human eye. Also, different tone mapping may be applied to the image inside the camera based on whether the camera is set to "sunset mode", "night mode", or whether it is in "auto" mode. Niche processing, such as HDR photography, image stitching, focus bracketing, are other examples of more advanced operations that can be applied to images inside the camera. On the other hand, regardless of the manufacturer, all cameras by definition strive to produce natural looking output. Thus, detection of global image processing operations should be understood as detection of deviations from typical camera outputs. Taking the example of tonal adjustment, if a raw sensor output was not adjusted, its midtones would be too dark, which should be detected as unusual.
A large bulk of prior art focuses on specific processing, such as median filtering [6, 7, 20, 38] , tonal adjustment [31, 32, 2, 12, 37] , resizing [10, 13, 15, 18, 21, 19, 23, 26, 27, 28, 34, 36] , and multiple JPEG compression [3, 4, 25, 29] . Detection of filtering was investigated in [33] . The problem of recovering the order of processing has been studied from the information-theoretical perspective in [9] .
Most methods work well only for uncompressed images and their accuracy may drop significantly with JPEG compression. In this paper, we focus on the case when the processed image is stored in the JPEG format as this is by far the most common case in practice. In the presence of JPEG compression, many forensic tools based on pixel descriptors start breaking. For example, artifacts of color interpolation or lens-distortion correction may be severely suppressed. This makes forensics of JPEG images challenging but not impossible because the DCT coefficients will still exhibit anomalous statistical properties characteristic of their unique pedigree [9] . JPEG compression makes the problem harder because a substantial component of the fine-grain structure often leveraged for forensic purposes is significantly suppressed or distorted. The fact that JPEG compression depends on numerous parameters, such as luminance and chrominance quantization matrices and color subsampling, further complicates practical implementation of the processing detector. On the other hand, lossy compression has a tendency to equalize differences between sources and makes approaches that require supervised learning more suitable for practice due to smaller source mismatch.
Our goal is to devise a technique that will scale well w.r.t. the number of different processing classes and be robust to differences between sources and processing types. We desire a low computational complexity of testing, guaranteed error rates, and easy expandability. The proposed method utilizes rich image descriptors originally proposed for steganalysis. Forensic techniques utilizing repurposed steganalysis features were previously successfully used for detection of manipulated regions in, e.g., [35] and the references therein. A detector of processing that seems to work very well on uncompressed images was recently proposed based on a compactified spatial rich model in [22] .
Motivated by scalability and computational efficiency, the proposed processing history detector is not built directly in the high-dimensional rich feature space but in a space with a much lower dimensionality formed by projections of features on weight vectors of linear classifiers trained to distinguish unprocessed images from images processed by a class of closely related operations. In this detection space, it becomes possible to estimate the statistical distribution of each processing class and build the processing classifier as a maximum likelihood detector.
In the next section, we describe the processing classes and their diversification used for building the detector and experiments. The detector architecture is explained in section Detector Architecture. The setup of experiments appears in section Setup of Experiments. The results of all experiments and their interpretation are in section Results. The paper is concluded in the last section.
Processing classes
Our goal is to identify which type of global image processing was applied to an image after the processed image has been JPEG compressed. Since each processing typically has parameters that control its strength and other properties, we group similar operations into classes to avoid excessive granularization of the detector. Besides, it may not be possible or desirable to reliably distinguish between two types of processing that are slightly different.
We work with k = 4 processing classes C 1 , . . . , C k , that are typically applied to digital images and we added class C 0 containing unprocessed images. Each class has been diversified to include a spectrum of operations of similar character. Below, we describe the classes and their diversification. Note that each class contains exactly eight subclasses. In the description, we include the corresponding Matlab command in typewriter font whenever the processing was executed in Matlab. The number in square brackets is the number of subclasses of each type.
Low pass filtering
Low pass filtering is used to soften an image and to remove aliasing. It could also be used maliciously to blur crucial details in an image, such as a face or a license plate. We distinguish between low-pass filtering and denoising because denoising tries to preserve the sharpness of edges and textures while, what we understand by low-pass filtering is applied uniformly to the image. This class has been diversified in the following manner.
• [3] Filtering with an averaging kernel 3×3, 5 × 5, and 7 × 7, imfilter(X,fspecial('average',3),'symmetric') • [4] Filtering with a Gaussian kernel 3 × 3 and 5 × 5 with σ ∈ {0.5, 1}, imfilter(X,fspecial('gaussian',3,σ), 'symmetric') • 
Denoising
This is one of the most commonly executed operations as it improves the visual quality. It is often applied to images taken with a long exposure and/or high ISO, such as images taken under low light conditions or zoomed images taken without some form of optical/electronic/mechanical stabilization.
• 
High-pass filtering
Sharpening is commonly done to enhance detail in the image prior to printing or to achieve an artistic effect.
• [7] Sharpening with a Gaussian kernel Gσ of radius σ and amount α:
Unsharp masking with kernel 1 3
Tonal adjustment
This class includes point transformations of pixel intensities. On the most general level, it is captured with a mapping τ : [0, 1] → [0, 1], when scaling the pixel values to the unit interval. The choice of τ (x) = x γ is gamma adjustment, linear τ (x) corresponds to brightness / contrast adjustment, etc. These operations are rather common and are applied by photographers to bring out detail in dark and bright regions. In Adobe Lightroom 5.7, they include the sliders "highlights", "shadows", "whites", "blacks", "exposure", "contrast", and user-defined tone curves.
• [4] Contrast adjustment: p% of the darkest (and brightest) pixels are mapped to 0 and 1 while the rest are stretched
Contrast adjustment combined with gamma correction:
after contrast adjustment with p, the luminance is processed
We now make a few remarks regarding our choices. We do not consider multiple compression as a processing class since multiple JPEG compression has been extensively studied elsewhere. While there has been excellent prior LPF avg3 avg5 avg7 Gau3,0. work done aimed at detection of tone adjustment based on histogram gaps and spikes [31, 32] , these techniques are rather fragile when the processed image is JPEG compressed or filtered. We also want to point out that some of the considered processing operations are fairly gentle in the sense that they modify the image only very slightly, such as Gaussian blurring with σ = 0.5.
To give the reader a rough idea regarding the strength of the processing classes, Table 1 shows the mean square error (MSE) of each processing subclass.
Detector architecture
In this section, we describe the detectors used to determine the processing history of a JPEG image. First, we deal with a detector trained to recognize a single processing operation. It is then generalized to detect an entire processing chain. The basic building blocks of all detectors considered in this paper are binary classifiers trained on one half of the available dataset, designed to distinguish between unprocessed images from class C 0 and each class (or processing chain). Since the training is an important part of the detector design, we also describe how the training and testing sets were prepared.
Detecting single processing
Starting with a dataset D of N b never compressed images, they were all processed with operations from classes C i , i ∈ {1, . . . , k} to create k more datasets D i of the same cardinality as D. Since each class contains 8 subclasses of related operations, 1/8 of images in D i selected at random were processed with each subclass. For example, for the denoising class (Section Processing Classes), 1/8 of images from D were processed with Lightroom with denoising strength 20, another 1/8 with strength 30, etc. Their union forms the dataset D i containing the same number of images as D. Finally, all images from all datasets were JPEG compressed with the same compression parameters (quantization matrices and color subsampling). For simplicity, we will denote the datasets of compressed images with the same symbols.
The training and testing datasets were random divisions of equal size obtained with a random permutation π of indices {1, . . . , N b }. Next, k binary classifiers φ (1) , . . . , φ Formally, each detector φ (i) is described by its weight vector w (i) ∈ R d , where d is the feature dimensionality. Each weight vector was normalized to a unit L 2 norm. The soft output of detector φ (i) on image x is obtained as the dot product (projection)
, where f (x) is the feature of image x. Thus, with k detectors, we obtain a k-dimensional vector of projections p(x) =
The k-dimensional vectors for all images in the training set (N b /2 × (k + 1) images total) form k + 1 clusters corresponding to k + 1 classes. To obtain a multi-class detector with probabilistic output, we model the distribution of p(x) in each cluster using a multivariate Gaussian (MVG) distribution with means and covariances computed as sample expectations, l = 0, . . . , k:
Given a projection vector p(x) of image x, the maximum likelihood detector assigns it to classl such that
where
Note that if a priori class probabilities are available, one could also use a MAP detector.
Detecting processing chain
In this section, we generalize the detector to be able to detect an entire chain of processing operations, including their order. The most straightforward option is to keep the ML (MAP) principle and enlarge the number of processing classes indexed by the processing chain. In particular, if we consider chains of up to m operations, we will have
processing chains of length m and then estimate the parameters of cm k-dimensional MVGs. Training a detector of a processing chain naturally requires more training examples. In this paper, we only tested this detector for m = 2 with c 2 = 21 chains. Starting with the dataset D, for processing chain l 1 , l 2 , 0 ≤ l 1 , l 2 ≤ k, every image was processed with one randomly selected subclass from class C l1 (with 8 subtypes) and then with a randomly selected subclass from C l2 . Thus, on average the training set contained N b /2/64 images processed with the same pair of subclasses in the same order.
This approach does not scale well with respect to the chain length m. A possible alternative is to keep the number of classes at k + 1 and threshold the likelihoods. This would not, however, allow us to recover the processing order or tell when an image was processed with two or more operations from the same class.
In general, both the single-processing detector and the detector of the chain avoid modeling the statistical distribution of high-dimensional descriptors, which is generally infeasible due to the curse of dimensionality. Estimating the MVGs, on the other hand, is feasible with typical datasets or order 10 4 − 10 7 . Expanding the singleprocessing detector to consider an additional class can be done rather efficiently as one only needs to train one more binary linear classifier and reestimate k MVG distributions in k dimensions.
Setup of experiments
In this section, we describe the specifics of our detectors, including the features, and the datasets. We also validate our modeling assumptions.
Feature sets and classifier
For grayscale images, we investigated two types of descriptors previously developed for steganalysis: the 12,753-dimensional spatial rich model with quantization step 1 (SRMQ1) [14] and the 17,000 dimensional Gabor Filter Residual (GFR) features [30, 11] . The SRM has previously found numerous applications in forensics and is thus a natural choice. The GFR features are an example of socalled JPEG-phase-aware features [16, 17, 30, 11] that are known to be very effective for detection of modern JPEG steganography. For color images, we used the 18,157 dimensional spatio-color rich model (SCRM) because of its ability to capture dependencies among color channels.
Since our construction calls for linear classifiers, we selected the regularized linear discriminant implemented using the LSMR optimizer [8] for the detector construction. The advantage of this particular classifier is its good performance and low computational complexity when used with high-dimensional features. The detector performance will be evaluated with confusion matrices and quantities extracted from them.
Datasets
Experiments with grayscale images were carried out on BOSSbase 1.01 [1] containing N b = 10, 000 images originally taken in the RAW format by seven different cameras, converted to 24-bit color images in 'dcraw', converted to 8-bit grayscale, downsampled so that the smaller dimension was 512 using the Lanczos resampling algorithm with antialiasing turned OFF, and centrally cropped to the final size of 512×512 pixels. Experiments with color images were executed on the same dataset processed in the same manner with the exception of skipping the conversion from RGB to grayscale. We will use the acronym BOSSColor for this source.
MVG model verification
The maximum likelihood detector uses MVG distributions estimated from data. To verify the modeling assumptions, we decorrelated the projections of images from class l using the Mahalanobis transformation executed by first subtracting the sample mean p (l) (3) and then multiplying the projections by the square root of the inverse covariance matrix C (l) (4) (implemented using Matlab command 'sqrtm.m'). Under the MVG assumption, this should make the distributions of all four transformed coordinates follow N (0, 1). The histograms of projections of each coordinate are shown as rows in Figure 1 . The coordinates (rows) correspond to projections on weight vectors of L, D, H, T classes while the columns correspond to classes U, L, D, H, T. The projections mostly follow a unimodal distribution with thin tails that seems to be reasonably approximated by a Gaussian.
Results
This section contains the results of all experiments and their discussion. First, we carry out an extensive pilot experiment on grayscale images with quality factor 85. The purpose is to assess which feature set is more suitable for the task and evaluate the ability of the processing chain detector to identify both processing operations as well as their order. The results of the single processing detector across three JPEG quality factors are reported using confusion matrices at the end of this section. All experiments with color images appear in the second section. Table 2 shows the confusion table for the single processing detector implemented with both the GFR and SRMQ1 features. The detection accuracy broken up for each subclass is shown in Table 3 . The maximum value in Table 2 is 5,000 while in tables by subclasses it is 5, 000/8 = 625. As expected, the accuracy across subclasses for a given class correlates with the MSE (Table 1) . The lowest detection rates correspond to the weakest operations and vice versa.
Grayscale images
In the next experiment, we tested the single-processing detector on doubly processed images to see if it can correctly detect at least one of the operations and whether the order matters. For this experiment, the 5,000 test images were divided into 21 disjoint groups of 238 (21 × 238 ≈ 5, 000), each group corresponding to one pair out of 21 possibilities how to apply two of the four classes. Note that the 21 cases include singly processed images (columns 2-5) as well as the cases when the same processing was applied twice, LL, DD, HH, and TT. The columns in Table 4 show the number of cases when a specific chain (shown in the top row) was detected as a single processing. For example, the column LD tells us that out of the 238 images processed with LD (L first, D second), 29 were detected as unprocessed, 29 as L, 170 as D, 2 as H, and 8 as T. The bold face number in each column corresponds to the first processing while the italic to the second processing. Single processing as well as repetitive processing with the same class only have the bold face value. The maximum value in each bin is 5, 000/21 = 238. Overall, the single processing detector does a very good job in mostly detecting the two applied operations. It is also apparent that the second operation is more likely to be detected than the first one.
The next experiment for quality factor 85 and grayscale images concerns a detector designed to detect a chain of m = 2 operations. The training of the c 2 = 21 binary classifiers was executed as described in Section with the final detector built using the maximum-likelihood principle. Instead of showing the complete 21 × 21 confusion matrix, we summarize the most important findings. We note that certain operations, such as histogram equalization, when applied twice lead to the same result as when applied once. Also, some processing chains will fundamentally appear as single processing, such as contrast enhancement with p followed by contrast enhancement with q < p. These cases have been taken into account when interpreting the results below.
• In 41.5% cases, both processing operations were correctly identified, including their order. A randomly guessing detector would be successful in 1/21 = 4.76% cases.
• If processing X ∈ {L, D, H, T} is part of the chain, it is detected as one of the processing operations in 85%, 81%, 74%, and 68% of cases, respectively.
• If two processing operations are detected, the second is almost twice as likely to be correct than the first (2052 vs. 1228 cases).
• The last processing detected is correctly detected as last in 71% cases.
• The first processing detected is correctly detected as first in 50% cases.
Overall, one can say that detection of a processing chain of length 2 is less reliable than detecting a single processing. On the other hand, upon inspecting the missed detections, the cases that lead to errors are mostly when a strong processing is combined with a subtle one. Missing a subtle processing is likely going to be less of a problem for the analyst as weak operations will have correspondingly smaller impact on the reliability of other forensic methods.
Finally, in Figures 2 and 3 we provide a graphical representation of the cluster centers corresponding to each processing class (processing chain) obtained by reducing the four-dimensional detection space to two dimensions using a dimensionality reduction technique called multidimensional scaling (MDS). Especially Figure 3 is informative as one can infer that the T and TT classes as well as D and DD appear rather close to each other. This is not the case for H and HH. The chains HD and DH have a tendency to cancel each other, which is confirmed in the figure as they are among the closest to U. Comparing the centers between both figures, we can see that the denoising class got broken up into subclusters of chains with D as the second applied operation. This is not the case, however, for the other operations. Table 5 shows the confusion matrices across three JPEG quality factors for the SRMQ1 feature set. As expected, the detection accuracy increases with higher quality JPEG and decreases with lower JPEG quality. The detector has a good accuracy even for the smallest tested quality factor of 75.
Color images
The last experiment reported in this paper corresponds to the case of color images from BOSSColor. The four processing classes were prepared and diversified in the same fashion as for the grayscale images. Experiments with a single-processing detector were executed on three quality factor, 75, 85, and 95, while the double-processing detector was tested only for quality factor 85.
Contrary to our expectations, the color information does not improve the reliability of the processing detector. The accuracy of the single processing detector (correctly detecting a single processed image) and its false alarm (detecting an unprocessed image as processed) across quality factors and grayscale as well as color images is contrasted in Table 6 . The classification performance of the single processing detector applied to doubly processed images is shown in Table 7, while Table 8 shows the confusion matrices for three JPEG quality factors.
The performance of the double processing detector is only summarized in a similar fashion as for grayscale images.
• The double processing detector correctly detected the entire chain of two operations in 40.7%.
• If processing X ∈ {L, D, H, T} is part of the chain, it is detected as one of the processing operations in 84%, 80%, 74%, and 71% of cases, respectively.
• If two processing operations are detected, the second is almost twice as likely to be correct than the first (1990 vs. 1247 cases).
• The last processing detected is correctly detected as last in 68% cases.
• The first processing detected is correctly detected as first in 49% cases.
Conclusions
In this paper, we proposed a novel detector of global processing applied to an image prior to JPEG compression. For better scalability, we construct the detector using the maximum likelihood principle in a space of projections on discrimination vectors between the unprocessed class and all other processing classes obtained from linear classifiers trained in a rich feature space. Because the ML is constructed in the space of projections, whose dimensionality is the number of processing classes (or processing chains for detection of an entire chain of operations), it is feasible to use parametric models. The merit of the approach is demonstrated on grayscale and color images for a range of quality factors. Four processing classes are investigatedlow-pass filtering, high-pass filtering, denoising, and tonal adjustment. The detector for grayscale images was implemented using the SRMQ1 model while for color images, the SCRMQ1 model was used. Since the color part of the SCRMQ1 model, the Color Rich Model (CRM), did not improve the performance in any significant manner, as part of our future effort, we plan to investigate novel forms of the rich model for color images that are better suited for decompressed JPEGs.
This work is a mere initial direction. For practical applications, we need to address the diversity of JPEG quantization tables. This can be achieved by constructing detectors for each quality factor. JPEG images with a non-standard quantization table will be classified with a classifier trained on the closest standard table.
It is also anticipated that further performance drop / complexity increase will be experienced when trying to detect a longer chain of operations. In this case, perhaps, it would be reasonable to limit our ambitions to detecting only the strongest operations.
We would also like to point out some natural as well as fundamental limitations. For example, it may be rather challenging to distinguish an out-of-focus image of a flat scene from a low-pass filtered (blurred) image. Strong operations may overpower (neutralize the impact of) others, e.g., sharpening followed by aggressive low-pass filtering. Also, the order of operations that commute cannot be established, e.g., contrast and linear filtering.
In the future, we plan to study a different setup in which the pipeline starts with a decompressed JPEG, which is then decompressed, processed, resized, and then JPEG compressed to simulate what happens when imagery is uploaded to Facebook (resizing and compression is also used for image laundering to prevent forensic methods from being applicable). For this case, we plan to strengthen the tested processing as it is unlikely that subtle processing will impact the images enough for a reliable detection. Table 6 . False alarm and correct processing detection probability of the ML detector on grayscale and color images.
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