We prove that the linear statistics of eigenvalues of β-log gasses satisfying the onecut and off-critical assumption with a potential V ∈ C 6 (R) satisfy a central limit theorem at all mesoscopic scales α ∈ (0; 1). We prove this for compactly supported test functions f ∈ C 5 (R) using loop equations at all orders along with rigidity estimates.
Introduction
We consider a system of N particles on the real line distributed according to a density proportional to
where V is a continuous potential and β > 0. This system is called the β-log gas, or general β-ensemble and for classical values of β ∈ {1, 2, 4}, this distribution corresponds to the joint law of the eigenvalues of symmetric, hermitian or quaternionic random matrices with density proportional to e −N Tr V (M ) dM where N is the size of the random matrix M .
Recently, great progress has been made to understand the behaviour of β-log gasses. At the microscopic scale, the eigenvalues exhibit a universal behaviour (see [3] , [7] , [6] , [2] ) and the local statics of the eigenvalues are described by the Sine β process in the bulk and the Stochastic Airy Operator at the edge (see [19] and [17] for definitions). At the macroscopic level, the eigenvalues satisfy a central limit theorem and the re-centered linear statistics of the eigenvalues converge towards a Gaussian random variable. This was first proved in [14] for polynomial potentials satisfying the one-cut assumption. In [5] , the authors derived a full expansion of the free energy in the one-cut regime from which they deduce the central limit theorem for analytic potentials. The multi-cut regime is more complicated and in this setting, the central limit theorem does not hold anymore for all test functions (see [4] , [18] ). In this article, we consider the scale between microscopic and macroscopic called the mesoscopic regime. Specifically, we study the linear fluctuations of the eigenvalues of general β-ensembles at the mesoscopic scale; we prove that for α ∈ (0; 1) fixed, f a smooth function (whose regularity and decay at infinity will be specified later), and E a fixed energy level
converges towards a Gaussian random variable.
Interest in mesoscopic linear statistics has surged in recent years. Results in this field of study were obtained in a variety of settings, for Gaussian random matrices [9, 12] , and for invariant ensembles [11, 15] . In many cases the results were shown at all scales α ∈ (0; 1), often with the use of distribution specific properties. In more general settings, the absence of such properties necessitates other approaches to obtain the limiting behaviour at the mesoscopic regime. For example, an early paper studying mesoscopic statistics for Wigner Matrices was [10] , here the regime studied was α ∈ (0; 1 8 ), later using improved local law results this was pushed to α ∈ (0; 1 3 ) [16] , and recent work has pushed this to all scales [13] .
Extending these results to general β-ensembles is a natural step. We also prove convergence at all mesoscopic scales. The proof of the main Theorem relies on the analysis of the loop equations from which we can deduce a recurrence relationship between moments, and the rigidity results from [7] , [6] to control the linear statistics. Similar results have been obtained before in [8, Theorem 5.4 ]. There, the authors showed the mesoscopic CLT in the case of a quadratic potential, for small α (see Remark 5.5).
In Section 1, we introduce the model and recall some background results and Section 2 will be dedicated to the proof of 1.4.
Definitions and Background
We consider the general β-matrix model. For a potential V : R −→ R and β > 0, we denote the measure on R N
It is well known that under P N V the empirical measure of the eigenvalues converge towards an equilibrium measure:
Then the energy defined by
has a unique global minimum on the space M 1 (R) of probability measures on R.
Moreover, under P N V the normalized empirical measure L N = N −1 N i=1 δ λ i converges almost surely and in expectation towards the unique probability measure µ V which minimizes the energy.
Furthermore, µ V has compact support A and is uniquely determined by the existence of a constant C such that:
with equality almost everywhere on the support. The support of µ V is a union of intervals
with S smooth on a neighbourhood of A.
Results
For what proceeds, we assume the following • V is continuous and goes to infinity faster than β log|x|.
• The support of µ V is a connected interval A = [a; b] and
• The function V (·)−β log |·−y|dµ V (y) achieves its minimum on the support only.
Remark 1.3. The second and third assumptions are typically known as the one-cut and off-criticality assumptions. In the case where the support of the equilibrium measure is no longer connected, the macroscopic central limit theorem does not hold anymore in generality (see [4] , [18] ). Whether the theorem holds for critical potentials is still an open question.
where the convergence holds in moments (and thus, in distribution), and
Note that, as in the macroscopic central limit theorem, the variance is universal in the potential with a multiplicative factor proportional to β. Interestingly and in contrast with the macroscopic scale, the limit is always centered.
The proof relies on an explicit computation of the moments of the linear statistics. We will use two tools: optimal rigidity for the eigenvalues of beta-ensembles to provide a bound on the linear statistics (as in [7] , [6] ) and the loop equations at all orders to derive a recurrence relationship between the moments.
For what follows, set
and for a measure ν and an integrable function h set
when ν is random and where E N V is expectation with respect to P N V . Further f will by any function as in 1.4, andf
Finally, for any function g ∈ C p (R), let
when it exists.
Loop Equations
To prove the convergence, we use the loop equations at all orders. Loop equations have been used previously to derive recurrence relationships between correlators and derive a full expansion of the free energy for β-ensembles in [18] , [4] , and [5] (from which the authors also derive a macroscopic central limit theorem). The first loop equation was used to prove the central limit theorem at the macroscopic scale in [14] and used subsequently in [8] . Here, rather than using the first loop equation to control the Stieltjes transform as in [14] and [8] , we rely on the analysis of the loop equations at all orders to compute directly the moments. Proposition 2.1. Let h, h 1 , h 2 , · · · be a sequence of functions in C 1 (R). Define
and for all k ≥ 1
where the product is equal to 1 when k = 1. Then we have for all k ≥ 1
Proof. The first loop equation is derived by integration by parts. We derive the loop equation at order k + 1 from the one at order k by replacing V by V + δh k and differentiating at δ = 0.
It will be easier to compute recursively the moments by re-centering the first loop equation. To that end, define the operator Ξ acting on smooth functions h : R −→ R by
We then use equilibrium relations to recenter L N by µ V . Consider for δ in a neighbourhood of 0, µ V,δ = (x + δh(x))♯µ V , where for a map T and measure µ, T ♯µ refers to the push-forward measure of µ by T . Then by (1.2) we have E(µ V,δ ) ≥ E(µ V ) . By differentiating at δ = 0 we obtain
and thus
Consequently, we can write
One of the key features of the operator Ξ is that it is invertible (modulo constants) in the space of smooth functions. More precisely, we have the following Lemma (see Lemma 3.2 of [3] for the proof):
Moreover the inverse is given by the following formulas:
.
(2.7)
Note that the definition (2.7) is proper since h has been defined on the support.
We shall denote this inverse by Ξ −1 k.
3. For f and V as in 1.4, p = 6 and r = 5 so Ξ −1f ∈ C 3 (R).
In order to bound the linear statistics we use the following lemma to bound Ξ −1 (f ) and its derivatives.
Proof. We start with (2.8). Using (2.7), we see that Ξ −1 (f ) and its derivatives are clearly uniformly bounded outside supp µ V . For x ∈ supp µ V we use
and this proves (2.8).
We now proceed with the proof of (2.9). First, let
(2.11)
By differentiating this formula, we obtain (2.9) for x ∈ supp µ V . The result for x / ∈ supp µ V is obtained similarly using (2.7).
Control of the linear statistics
We now make use of the strong rigidity estimates proved in [6] (Theorem 2.4) to control the linear statistics. We recall the result here Theorem 2.5. Let γ i the quantile defined by
Then, under Hypothesis 1.2 and for all ξ > 0 there exists constants c > 0 such that for N large enough
We will use the following lemma quite heavily in what proceeds.
, and let M > 1 be a constant. Define the pairwise disjoint sets:
The following statements hold:
for large enough N . Furthermore, the statement holds true uniformly in
Proof. The first part of statement (a) holds by the observation that for
, which goes to infinity faster than N α |λ i − γ i | ≤ N α− 2 3 +ξ , by our choice of ξ. When we substitute γ i by x, the same argument holds because N α |x − γ i | ≤ N α |γ i − γ i+1 |, which is of order N α−1 on J 2 (as we showed in statement (a)) and of order CN α− 2 3 on J 3 .
Statement (c) follows by the observation that on the set
the density of µ V is bounded uniformly above and below, so
giving the required result.
The rigidity of eigenvalues, 2.5, along with the previous Lemma leads to the following estimates
there exists constants C, c > 0 such that for N large enough we have the concentration bounds
For the remainder of the proof, we may assume that we are on the event Ω := ∀i , |λ i − γ i | ≤ N −2/3+ξî−1/3 . This follows from the fact that, for example,
and by 2.5, we may bound P V N (Ω c ) by e −N c for some constant c > 0, and N large enough. On Ω, the λ i satisfy the conditions of 2.6, we will utilize the sets J 1 , J 2 , and J 3 as defined there.
We begin by controlling (2.17) . We have that
where, in the third line we used 2.6 (a) and (c) in order. Thus
For the second term in (2.20) ,
since the spacing of the quantiles in J 1 is bounded by C N . This proves (2.17) . We now proceed with the proof of (2.18) .
Recall from the proof of Lemma 2.6 that uniformly in i ∈ J 2 and For i ∈ J 2 , by the observations in the previous paragraph, along with 2.6 (b), 2.4 eq. (2.9), and 2.6 (a),
The same reasoning for i ∈ J 3 yields
For i ∈ J 1 , by 2.4 eq. (2.8) and 2.6 (a),
It follows that
where we have used |J 1 | ≤ CN 1−α from 2.6, and the following estimates:
This proves (2.18). The bound (2.19) is obtained in a similar way and we omit the details.
For convenience we introduce the following notation: for a sequence of random variable (X N ) N ∈N we write X N = ω(1) if there exists constants c, C and δ > 0 such that the bound |X N | ≤ C N δ holds with probability greater than 1 − e −N c . Using Lemma 2.7 we prove the following bounds:
Lemma 2.8. The following estimates hold:
Proof. For both (2.22) and (2.23), we use
2.7 implies that the first term in both equations are ω(1) so (2.22) and (2.23) simplify to deterministic statements about the speed of convergence of the integrals against µ V above.
To show (2.22), integration by parts yields:
inserting the formula for Ξ −1f we obtain
Recall that S is bounded below on [a, b], S ′ is bounded above on [a, b], further, up to a constant, σ ′ (x) σ(y) can be bounded above by (σ(x)σ(y)) −1 . We define the sets
By the observations above, and the change of variable
For large enough N , on the set (u, v) ∈ (A N \B N ) 2 , the function |f (u) − f (v)| is always zero, thus the integral on the right above can be divided into integrals over the sets:
We bound the integral in (2.25) over each set in (2.26). We begin with the first set in (2.26). For (u, v) ∈ B N × B N , σ(E + u N α ) and σ(E + v N α ) are uniformly bounded above and below. Therefore, the integral in (2.25) can be bounded in this region by
the integral over [−M ; M ] 2 exists by the differentiability of f , while:
for N large enough. 
25) can be bounded in this region by
We can do similarly for the third set in (2.25) and putting together these bounds on the right hand side of (2.25) gives
which is ω(1) as claimed.
We continue with (2.23). Recall that we reduced this problem to computing the limit of µ V (Ξ −1 (f )f ′ ). Using the inversion formula we see that
Observe that
Therefore, integration by parts yields
By changing variables again to (u, v) = (N α (x − E), N α (y − E)) and observing that
As before, (f (u) − f (v)) 2 is zero for all (u, v) ∈ (A N \B N ) 2 for large enough N , therefore we split the above integral into the regions defined in (2.26).
Notice that uniformly in
and further notice (u + v)/N α and uv/N 2α are bounded uniformly by constants in the entire region A N × A N and converge pointwise to 0 for each (u, v) .
Consequently the integral (2.27) over the region B N × B N is:
the first term of (2.28) is equal to,
while the second term in (2.28) can be written as
In the region (u, v) ∈ B N × (A N \B N ), σ(E + u N α ) is bounded above and below while, for N large enough f (v) = 0, thus the integral over B N × (A N \B N ) is bounded above by Altogether, our bounds show
which shows (2.23).
We conclude by proving (2.24). The proof will be similar to the proof of 2.7. As in 2.7 we may restrict our attention to the event Ω = {∀i : |λ i − γ i | ≤ N − 2 3 +ξî− 1 3 } by applying 2.5. Further, we use again the sets J 1 , J 2 , and J 3 defined in 2.6.
Define for j ∈ {1, 2, 3}:
N . We can write
Integrating repeatedly for each (j 1 , j 2 ) yields:
where T = [0; 1] 3 . We will bound (2.29) for each pair (j 1 , j 2 ).
For (j 1 , j 2 ) = (1, 1). Recall by 2.6 (c) that |J 1 | ≤ CN 1−α , and further from the proof of 2.6 uniformly in i ∈ J 1 , |λ i − x| ≤ CN ξ−1 whenever x ∈ [γ i , γ i+1 ]. We use (2.29), 2.4 eq. (2.8) to obtain the upper bound
which is ω(1) when divided by N .
For (j 1 , j 2 ) = (2, 2). We remark that the strategy is not as straightforward as the case i ∈ J 2 in the proof of 2.7 eq. (2.18), this is because the term t(x 1 − x 2 ) + x 2 appearing as an argument in (2.29) may enter a neighborhood of 0 depending on the indices i 1 , i 2 ∈ J 2 ; so we may not use the bound 2.4 eq. (2.9) uniformly in i 1 , i 2 ∈ J 2 . Some care is needed also because M N is a signed measure so |M N (g)| need not be bounded by M N (|g|).
It will be convenient to use directly eq. (2.11) from the proof of 2.4 (this can be done as J 2 is located outside the support of f ). We can write
When we integrate the term on the third line of (2.30) against M and both terms appearing in M (2) N above are of the same form as g so they are bounded by CN ξ . Returning to (2.31), we may bound
uniformly in u. Thus (2.31) is bounded by CN 2ξ as f is bounded.
The remaining term in (2.30 
Repeating our argument in the previous paragraph gives:
where in the first inequality we use 1/S is uniformly bounded and uniformly Lipschitz on [a; b]. Inserting the bounds into (2.32) gives an upper bound of CN 2ξ+α , as f is bounded.
For (j 1 , j 2 ) = (3, 3). We bound as in the previous case, except now we define
and apply (for x in the region defined in J 3 ):
For (j 1 , j 2 ) = (1, 2). By the bounds
by triangle inequality. It follows that for N sufficiently large, uniformly in
where the constant C only depends on M . Therefore, whenever (2.33) is satisfied, applying 2.4 eq. (2.9) yields
. (2.34) Now, let t ∈ (0, 1) fixed and define the sets
By construction, if i 2 ∈ K 1 t then
Thus for such i 2 ∈ K 1 t , (2.33) is satisfied for N sufficiently large (uniformly in u, v, x 1 , and x 2 ; also the choice of how large N must be only depends on ξ and µ V ). The same statement holds for K 2 t . We now proceed to bound (2.29) for j 1 = 1 and j 2 = 2 by splitting J 2 into the regions K 1 t , K 2 t and J 2 \K t . We start with K 1 t (the argument for K 2 t is identical). Our observations from the previous paragraph along with (2.34) gives:
where in the final line we used |J 1 | ≤ CN 1−α from 2.6 (c). Next, note that
since, by definition of
We continue with J 2 \K t . By the same argument as in 2.6 (c) |J 2 \K t | ≤ CN 1−α 1−t where the constant C does not depend on t, we use this in addition with 2.4 eq. (2.9), |J 1 | ≤ CN 1−α , and |λ i j − x j | ≤ CN ξ−1 to obtain the bound T du dv dt N 2
Combining the bounds we have obtained gives Ξ −1f (x) − Ξ −1f (y)
x − y dM which is ω(1) when divided by N for ξ small enough.
For j 1 = 1 or 2 and j 2 = 3. the proof is similar and we omit the details.
Proof of 1.4
We proceed with the proof of 1.4. Applying the loop equation (2.5) to h = Ξ −1 (f ) yields We now show recursively that
Here, the set on which the bound holds might vary from one k to another but each bound has probability greater than 1 − e −N c k for each fixed k.
The bound holds for k = 1, by (2.35). Now, assume this holds for k ≥ 1. Then by Proposition 2.1 we have F N k+1 (Ξ −1 (f ),f , · · · ,f ) = F N k (Ξ −1 (f ),f , · · · ,f )M N (f ) +M N (f ) k−1 L N (Ξ −1 (f )f ′ ) (2.38) On a set of probability greater than 1 − e −N c k+1 we have by the induction hypothesis, 2.7 eq. (2.17), and 2.8 eq. (2.23), for some δ > 0 and a constant C
And this proves the induction. Using the fact that F k is bounded polynomially and deterministically, the computation of the moments is then straightforward and this concludes the proof of Theorem 1.4.
Remark 2.9. The same proof would also show the macroscopic central limit Theorem already shown in [4, 18, 14] but with less restrictive condition V ∈ C 6 (R) and f ∈ C 5 (R) with appropriate decay conditions.
