under cost and weight constraints. It is known as the NP-hard problem suggested by Chern (1992) .
A variety of algorithms, as summarized in Tillman et al. (1977) , and more recently by Kuo & Prasad (2000) , Kuo & Wan (2007) , including exact methods, heuristics and meta-heuristics have already been proposed for the RRAP. An exact optimal solution is obtained by exact methods such as cutting plane method (Tillman, 1969) , branch-and-bound algorithm (Chern & Jan, 1986; Ghare & Taylor, 1969) , dynamic programming (Bellman & Dreyfus, 1958; Fyffe et al., 1968; Nakagawa & Miyazaki, 1981; Yalaoui et al., 2005) , and goal programming (Gen et al., 1989) . However, as the size of problem gets larger, such methods are difficult to apply to get a solution and require more computational effort. Therefore, heuristics and metaheuristics are used to find a near-optimal solution in recent research.
The research using heuristics is as follows. Kuo et al. (1987) present a heuristic method based on a branch-and-bound strategy and lagrangian multipliers. Jianping (1996) has developed a method called a bounded heuristic method. proposed an efficient heuristic method. Meta-heuristics such as genetic algorithm (Coit & Smith, 1996; Ida et al., 1994; Painton & Campbell, 1995) , tabu search (Kulturel-Konak et al., 2003) , ant colony optimization (Liang & Smith, 2004) , and immune algorithm have been introduced to solve the RRAP.
The reliability allocation problem with component choices (RAPCC)
The RAPCC is the determination of optimal component reliability to maximize the system reliability under cost constraint. A problem is formulated as a binary integer programming model with a nonlinear objective function (Ait-Kadi & Nourelfath, 2001) , which is equivalent to a knapsack problem with multiple-choice constraint, so that it is the NP-hard problem (Garey & Johnson, 1979) . Some algorithms for such knapsack problems with multiple-choice constraint have been suggested in the literature (Nauss, 1978; Sinha & Zoltners, 1979; Sung & Lee, 1994) .
A variety of algorithms including exact methods, heuristics, and meta-heuristics have already been proposed for the RAPCC. An exact optimal solution is obtained by branchand-bound algorithm (Djerdjour & Rekab, 2001; Sung & Cho, 1999) . Meta-heuristics such as neural network (Nourelfath & Nahas, 2003) , simulated annealing (Kim et al., 2004; Kim et al., 2008) , tabu search (Kim et al., 2008) , and ant colony optimization (Nahas & Nourelfath, 2005) have been introduced to solve the RAPCC. Also, Kim et al. (2008) solved the largescale examples by using a reoptimization procedure with tabu search and simulated annealing.
Mathematical programming models
Notations and decision variables in the mathematical programming model are as follows.
n : the number of subsystems m : the number of components i : index for subsystems ( 1,2, , in =  ) 
Reliability-redundancy allocation problem (RRAP)
This study deals with the reliability-redundancy allocation problem in a series-parallel system as shown in Fig. 1 .
Fig. 1. Series-parallel system
The relationship between the system reliability ( S R ) and the reliability of subsystem i ( i R ), in a series system, is shown in Eq. (1). 
The relationship between the reliability of subsystem i ( i R ) and the reliability of component j available for subsystem i ( ij r ), in a parallel system, is shown in Eq. (2).
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Using Eqs.
(1) and (2), the mathematical programming model of the RRAP in a seriesparallel system is as follows.
The objective function is to maximize the system reliability in a series-parallel system. Eqs. (4) and (5) show the resource constraints with cost and weight. Eq. (6) shows the maximum and minimum number of components that can be used for each subsystem. Eq. (7) shows the integer decision variables.
Reliability allocation problem with component choices (RAPCC)
As shown in Fig. 2 , a series system consisting of n subsystems where each subsystem has several component alternatives which can perform same functions with different characteristics is considered in this study. The problem is proposed to select the optimal combination of component alternatives to maximize the system reliability given the cost.
Only one component will be adopted for each subsystem. 
The objective function is to maximize the system reliability in a series system. Eq. (9) shows the cost constraint, Eq. (10) represents the multiple-choice constraint which is that the problem prohibits component redundancy, and Eq. (11) defines the decision variables.
Hybrid parallel genetic algorithm
The genetic algorithm is a stochastic search method based on the natural selection, reproduction, and evolution theory proposed by Holland (1975) . The parallel genetic algorithm paratactically evolves by operating several sub-populations. This study suggests a hybrid parallel genetic algorithm for reliability optimization with resource constraints. The suggested algorithm includes different heuristics such as swap, 2-opt, and interchange (except for RAPCC) for an improvement solution. The suggested process of a hybrid parallel genetic algorithm is shown in Fig. 3 .
Gene representation
The gene representation has to reflect the properties of the system structure. The suggested algorithm for the RRAP represents a gene by one string as shown in Fig. 4 .
The suggested algorithm for the RAPCC represents a gene by one string as shown in Table 2 .
The subsystem in Table 2 indicates the nominal number of subsystems. However, it is not necessary for the composition of a substantial objective function. The "Component" row represents the available component number for each subsystem. For example, as shown 
Population
The population of a parallel genetic algorithm consists of an initial population and several sub-populations. The initial population is usually generated by the random and the heuristic generation method. The heuristic generation method tends to interrupt global search.
Therefore, the initial population is generated by the random generation method in this study. The initial population is composed 500 individuals with 100 individuals allocated for each sub-population. 
Fitness
The fitness function to evaluate the solutions is commonly obtained from the objective function. Penalty functions were used for infeasible solutions by the random generation method in this study. Eqs. (12) and (13) show cost and weight penalty functions, respectively.
1, total cost 1 ,o t h e r w i s e cos
1, total weight 1 ,o t h e r w i s e
The multiplication of system reliability and penalty functions related to its cost and weight (except for RAPCC) were used to calculate the fitness of the solutions in the suggested algorithm as shown in Eq. (14).
Selection
The selection method to choose the pairs of parents is applied by the roulette wheel method in the suggested algorithm. The roulette wheel method is one of the most common proportionate selection schemes. In this scheme, the probability to select an individual is proportional to its fitness. It is also stochastically possible for infeasible solutions to survive. The suggested algorithm applies the elitism strategy for the survival of an optimum solution by generation in order to avoid the disappearance of an excellent solution.
Crossover
The crossover is the main genetic operator. It operates on two individuals at a time and generates offspring by combining both individuals' features. The crossover operator applies a uniform crossover in the suggested algorithm as shown in Fig. 5 . The steps of the uniform crossover are as follows.
Step 1. Random numbers were generated for individuals and the individual for crossover was selected by comparing the crossover rate for each individual.
Step 2. The selected individuals were mated between themselves.
Step 3. For each bit of the mated individuals was generated a random number of either 0 or 1.
Step 4. The two offspring bits were generated through a crossover of the two parents' bits when the random number associated with those bits was 1. 
Mutation
The mutation is a background operator which produces spontaneous random changes in various individuals. The mutation operator applies the uniform mutation in the suggested algorithm as shown in Fig. 6 . The steps of the uniform mutation are as follows.
Step 1. The mutation bits were selected by comparing a random number with the mutation rate after Generating a random number between 0~1 for all individual bits.
Step 2. The value of the selected bits were substituted with a new value between 0 and the maximum number of components in each subsystem. 
Migration
The migration is an exchange operator to change useful information between neighbor subpopulations. Periodically, each sub-population sends its best individuals to its neighbors. When dealing with the migration, the main issues to be considered are migration parameters such as neighborhood structure, the individuals' selection for exchanging, subpopulation size, migration period, and migration rate. In the suggested algorithm, the neighborhood structure uses a ring topology as shown in Fig. 7 and the individuals' selection for exchanging is determined by the application of the fitness function. Other migration parameters are shown in Table 3 .
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Genetic parameters
The genetic parameters include the population size, crossover rate (Pc), mutation rate (Pm), and the number of generations. It is hard to find the best parametric values, so the following parameters were obtained by repeated experiments. The genetic parameters are shown in Table 4 .
Genetic parameter
Population size Crossover rate(P c )
The number of generations Value 500 0.8 0.02 1,000~3,000 Table 4 . Genetic parameters
Improvement solution
The suggested algorithm includes different heuristics such as swap, 2-opt, and interchange (except for RAPCC) for improvement of the solution. The swap heuristic was used to exchange each bit which selected two solutions among the five solutions generated by the parallel genetic algorithm. After applying the swap heuristic, a solution of the parallel genetic algorithm was selected by using best fitness. In a selected solution, the 2-opt heuristic performed the exchanging of two bits to enable improvement. The interchange heuristic was applied to each subsystem to exchanging sequences of bits. Finally, a solution of a hybrid parallel genetic algorithm was produced using best fitness after the application of the interchange heuristic.
Numerical experiments

The reliability-redundancy allocation problem (RRAP)
In order to evaluate the performance of the suggested algorithm for the integer nonlinear RRAP, this study performed experiments on 33 variations of Fyffe et. al. (1968) , as suggested by Nakagawa & Miyazaki (1981) . In this problem, the series-parallel system is connected by 14 parallel subsystems and each has three or four components of choice. The objective is to maximize the reliability of the series-parallel system subject to the cost constraint of 130 and weight constraint ranging from 159 to 190. The maximum number of components is 6 in each subsystem. The component data for testing problems are listed in To use CPLEX, this study performed additional steps for transforming the integer nonlinear RRAP into an equivalent binary knapsack problem (Bae et al., 2007; Coit, 2003) as shown in Eqs. (15) to (21). 
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where,
ln 1
The experimental results including component structure, reliability, cost, and weight by using a hybrid parallel genetic algorithm are shown in Table 6 .
No. W
Components structure
Reliability Cost Weight 1 191 333, 11, 444, 3333, 222, 22, 111, 1111, 12, 233, 33, 1111, 11, 34 0.9868110 130 191 2 190 333, 11, 444, 3333, 222, 22, 111, 1111, 11, 233, 33, 1111, 12, 34 0.9864161 130 190 3 189 333, 11, 444, 3333, 222, 22, 111, 1111, 23, 233, 13, 1111, 11, 34 0.9859217 130 189 4 188 333, 11, 444, 3333, 222, 22, 111, 1111, 23, 223, 13, 1111, 12, 34 0.9853782 130 188 5 187 333, 11, 444, 3333, 222, 22, 111, 1111, 13, 223, 13, 1111, 22, 34 0.9846881 130 187 6 186 333, 11, 444, 333, 222, 22, 111, 1111, 23, 233, 33, 1111, 22, 34 0.9841755 129 186 7 185 333, 11, 444, 3333, 222, 22, 111, 1111, 23, 223, 13, 1111, 22, 33 0.9835049 130 185 8 184 333, 11, 444, 333, 222, 22, 111, 1111, 33, 233, 33, 1111, 22, 34 0.9829940 130 184 9 183 333, 11, 444, 333, 222, 22, 111, 1111, 33, 223, 33, 1111, 22, 34 0.9822557 129 183 10 182 333, 11, 444, 333, 222, 22, 111, 1111, 33, 333, 33, 1111, 22, 33 0.9815183 130 182 11 181 333, 11, 444, 333, 222, 22, 111, 1111, 33, 233, 33, 1111, 22, 33 0.9810271 129 181 12 180 333, 11, 444, 333, 222, 22, 111, 1111, 33, 223, 33, 1111, 22, 33 0.9802902 128 180 13 179 333, 11, 444, 333, 222, 22, 111, 1111, 33, 223, 13, 1111, 22, 33 0.9795047 126 179 14 178 333, 11, 444, 333, 222, 22, 111, 1111, 33, 222, 13, 1111, 22, 33 0.9784003 125 178 15 177 333, 11, 444, 333, 222, 22, 111, 113, 33, 223, 13, 1111, 22, 33 0.9775953 126 177 16 176 333, 11, 444, 333, 222, 22, 33, 1111, 33, 223, 13, 1111, 22, 33 0.9766905 124 176 17 175 333, 11, 444, 333, 222, 22, 13, 1111, 33, 223, 33, 1111, 22, 33 0.9757079 125 175 18 174 333, 11, 444, 333, 222, 22, 13, 1111, 33, 223, 13, 1111, 22, 33 0.9749261 123 174 19 173 333, 11, 444, 333, 222, 22, 13, 1111, 33, 222, 13, 1111, 22, 33 0.9738268 122 173 20 172 333, 11, 444, 333, 222, 22, 13, 113, 33, 223, 13, 1111, 22, 33 0.9730266 123 172 21 171 333, 11, 444, 333, 222, 22, 13, 113, 33, 222, 13, 1111, 22, 33 0.9719295 122 171 22 170 333, 11, 444, 333, 222, 22, 13, 113, 33, 222, 11, 1111, 22, 33 0.9707604 120 170 23 169 333, 11, 444, 333, 222, 22, 11, 113, 33, 222, 13, 1111, 22, 33 0.9692910 121 169 24 168 333, 11, 444, 333, 222, 22, 11, 113, 33, 222, 11, 1111, 22, 33 0.9681251 119 168 25 167 333, 11, 444, 333, 22, 22, 13, 113, 33, 222, 11, 1111, 22, 33 0.9663351 118 167 26 166 333, 11, 44, 333, 222, 22, 13, 113, 33, 222, 11, 1111, 22, 33 0.9650416 116 166
www.intechopen.com 27 165 333, 11, 444, 333, 22, 22, 11, 113, 33, 222, 11, 1111, 22, 33 0.9637118 117 165 28 164 333, 11, 44, 333, 222, 22, 11, 113, 33, 222, 11, 1111, 22, 33 0.9624219 115 164 29 163 333, 11, 44, 333, 22, 22, 13, 113, 33, 222, 11, 1111, 22, 33 0.9606424 114 163 30 162 333, 11, 44, 333, 22, 22, 11, 113, 33, 222, 13, 1111, 22, 33 0.9591884 115 162 31 161 333, 11, 44, 333, 22, 22, 11, 113, 33, 222, 11, 1111, 22, 33 0.9580346 113 161 32 160 333, 11, 44, 333, 22, 22, 11, 111, 33, 222, 13, 1111, 22, 33 0.9557144 112 160 33 159 333, 11, 44, 333, 22, 22, 11, 111, 33, 222, 11, 1111, 22, 33 0.9545648 110 159 Table 6 . Experimental results by using HPGA (C=130)
The experimental results compared to the results of CPLEX and existing meta-heuristics, such as GA (Coit & Smith, 1996) , TS (Kulturel-Konak et al., 2003) , ACO (Liang & Smith, 2004) , and IA are shown in Table 6 . The comparison of CPLEX, metaheuristics, and the suggested algorithm is shown in Table 7 .
The suggested algorithm in all problems showed the optimal solution 6~9 times out 0f 10 runs and obtained same or superior solutions compared to the meta-heuristics. Of the results in Table 7 , when compared with the meta-heuristics, 25 solutions are superior to GA, 7 solutions are superior to TS and ACO, and 9 solutions are superior to IA, respectively. The other solutions are the same. The suggested algorithm could paratactically evolve by operating several sub-populations and improve on the solution through swap, 2-opt, and interchange heuristics. In order to calculate the improvement of reliability for existing studies and the suggested algorithm, a maximum possible improvement (MPI) was obtained by Eqs. from (22) to (25) and is shown in Fig. 8 . The suggested algorithm improved system reliability better than existing studies except for TS in the 1st~20th test problems in which the weight was heavy. In addition, HPGA found superior system reliability compared to TS in the 29th~32th test problems in which the weight was light. The other solutions are almost the same.
Through the experiment, this study found that the performance of HPGA is superior to the existing meta-heuristics. In order to evaluate the performance of HPGA in large-scale problems, 5 more problems are presented through connecting the system data of testing problem 1 (C=190, W=191) in series systems. The large-scale problems consist of 28 subsystems (C=260, W=382), 42 subsystems (C=390, W=573), 56 subsystems (C=520, W=764), 70 subsystems (C=650, W=955) in series systems. After 10 runs using HPGA, the results compared with the optimal solution by CPLEX are shown in The suggested algorithm presented optimal solutions in all large-scale problems. For the experimental results of large-scale problems 1~4, the suggested algorithm showed the optimal solutions 4~8 times out of 10 runs. The optimal solution to large-scale problem 5 was obtained by HPGA in 1 out of 10 runs.
The reliability allocation problem with component choices (RAPCC)
In order to evaluate the performance of the suggested algorithm for the reliability allocation problem with multiple-choice, this study performed experiments by using the Nahas & Nourelfath (2005) The experimental results of examples 1~4 including component structure, reliability, and cost by using CPLEX and a hybrid parallel genetic algorithm are shown in Table 9 . 3-3-3-5-2-3-2-2-3-1-2-3-4-3-1-3-3-3-4-2-3-2-2-3-1 0.865439 1,395
2-3-3-4-2-3-2-2-3-1-2-3-3-4-1-3-3-3-5-3-3-2-2-3-1 0.865439 1,400 Table 9 . Experimental results of examples 1~4 by using CPLEX and HPGA As found in Table 9 , the suggested algorithm presented the optimal solutions in examples 14 and obtained a new optimal solution (3-3-3-5-2-3-2-2-3-1-2-3-4-3-1-3-3-3-4-2-3-2-2-3-1) in example 4.
After 10 runs using HPGA in examples 14, the experimental results including maximum, average and standard deviation values were compared with existing meta-heuristics such as ACO (Nahas & Nourelfath, 2005) , SA (Kim et al., 2004) , and TS (Kim et al., 2008) . The comparison of meta-heuristics and the suggested algorithm is shown in Table 10 . Experimental results of examples 1~4 by using CPLEX and HPGA
The suggested algorithm in examples 14 generated the optimal solutions without standard deviation and showed the same or superior solution compared to meta-heuristics.
In order to evaluate the performance of HPGA in large-scale problems, this study performed experiments by using examples in series as suggested by the Kim et al. (2008) . After 10 runs using CPLEX and HPGA in examples 5 and 6, experimental results including maximum, standard deviation values, and maximum possible improvement (MPI) compared with existing meta-heuristics such as simulated annealing, tabu search, and reoptimization procedure by the Kim et al. (2008) Table 12 . Experimental results of example 6 by using CPLEX and HPGA (10 runs)
As shown in Table 11 , the result of SA and TS gave the optimal solution 2 and 6 times out of the 10 cases, respectively. The suggested algorithm found the optimal solution 8 times for the same cases and it showed the same or superior MPI compared to that of SA and TS. As the results in Table 12 show that, when compared with TS and the reoptimization procedure (TS+SA), the suggested algorithm gave the optimal solution 9 times out of the 15 cases and showed the same or superior MPI than TS and the reoptimization procedure (TS+SA). This is because the suggested algorithm could parallelly evolve by operating several subpopulations and improve the solution through swap and 2-opt heuristics.
Throughout the experiment, this study found that performance of HPGA is superior to existing meta-heuristics. This study has generated one more example, example 7, which is presented through connecting the system data of example 4 in series. Example 7 consists of 1,000 subsystems with $90,000$99,000 budgets. After 10 runs using CPLEX and HPGA in example 7, the experimental results including the maximum, standard deviation values, and maximum possible improvement (MPI) are shown in Table 13 . Experimental results of example 7 by using CPLEX and HPGA (10 runs)
As shown in Table 13 , the suggested algorithm presented the optimal solution in 3 times out of 10 cases. While the budget increased, the suggested algorithm found the near-optimal solution.
Conclusions
This study suggested mathematical programming models and a hybrid parallel genetic algorithm for reliability optimization with resource constraints. The experimental results compared HPGA with existing meta-heuristics and CPLEX, and evaluated the performance of the suggested algorithm.
The suggested algorithm presented superior solutions to all problems (including large-scale problems) and found that the performance is superior to existing meta-heuristics. This is because the suggested algorithm could paratactically evolve by operating several subpopulations and improve the solution through swap, 2-opt, and interchange (except for RAPCC) heuristics.
The suggested algorithm would be able to be applied to system design with a reliability goal with resource constraints for large scale reliability optimization problems. The book addresses some of the most recent issues, with the theoretical and methodological aspects, of evolutionary multi-objective optimization problems and the various design challenges using different hybrid intelligent approaches. Multi-objective optimization has been available for about two decades, and its application in real-world problems is continuously increasing. Furthermore, many applications function more effectively using a hybrid systems approach. The book presents hybrid techniques based on Artificial Neural Network, Fuzzy Sets, Automata Theory, other metaheuristic or classical algorithms, etc. The book examines various examples of algorithms in different real-world application domains as graph growing problem, speech synthesis, traveling salesman problem, scheduling problems, antenna design, genes design, modeling of chemical and biochemical processes etc.
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