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Abstract
Let x0,x1, ... be a sequence of points in [0, 1)
s. A subset S of [0, 1)s
is called a bounded remainder set if there exist two real numbers a
and C such that, for every integer N ,
|card{n < N | xn ∈ S} − aN | < C.
Let (xn)n≥0 be an s−dimensional digital Kronecker-sequence in
base b ≥ 2, γ = (γ1, ..., γs), γi ∈ [0, 1) with b-adic expansion
γi = γi,1b
−1 + γi,2b
−2 + ..., i = 1, ..., s. In this paper, we prove that
[0, γ1) × ... × [0, γs) is the bounded remainder set with respect to the
sequence (xn)n≥0 if and only if
max
1≤i≤s
max{j ≥ 1 | γi,j 6= 0} <∞.
Key words: bounded remainder set, digital Kronecker sequence.
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1 Introduction
1.1. Discrepancy. Let x0,x1, ... be a sequence of points in [0, 1)
s, S ⊆
[0, 1)s,
∆(S, (xn)
N−1
n=0 ) =
N−1∑
n=0
(1
¯S
(xn)− λ(S)), (1.1)
where 1.S(x) = 1, if x ∈ S, and 1.S(x) = 0, if x /∈ S. Here λ(S) denotes the
s-dimensional Lebesgue-measure of S. We define the star discrepancy of an
N -point set (xn)
N−1
n=0 as
D∗((xn)
N−1
n=0 ) = sup0<y1,...,ys≤1 |∆([0,y), (xn)
N−1
n=0 )/N |, (1.2)
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where [0,y) = [0, y1) × · · · × [0, ys). The sequence (xn)n≥0 is said to be
uniformly distributed in [0, 1)s if DN → 0.
In 1954, Roth proved that lim supN→∞N(lnN)
− s
2D∗((xn)
N−1
n=0 ) > 0. Ac-
cording to the well-known conjecture (see, e.g., [BeCh, p.283]), this estimate
can be improved to lim supN→∞N(lnN)
−sD∗((xn)
N−1
n=0 ) > 0. See [Bi] and
[Le1] for the results on this conjecture.
An s-dimensional sequence ((xn)n≥0) is of low discrepancy (abbrevi-
ated l.d.s.) if D∗((xn)
N−1
n=0 ) = O(N
−1(lnN)s) for N → ∞. For examples of
l.d.s. see, e.g., in [BeCh], [DiPi], [Ni].
1.2. Digital Kronecker sequence.
For an arbitrary prime power b, let Fb be the finite field of order b, F
∗
b =
Fb \ 0, Zb = {0, 1, ..., b− 1}. Let Fb[z] be the set of all polynomials over Fb,
and let Fb((z
−1)) be the field of formal Laurent series. Every element L of
Fb((z
−1)) has a unique expansion into a formal Laurent series
L =
∞∑
k=w
ukz
−k with uk ∈ Zb, w ∈ Z where uw 6= 0. (1.3)
The discrete exponential evaluation ν of L is defined by
ν(L) := w, L 6= 0, ν(0) :=∞.
Furthermore, we define the “fractional part“ of L by
{L} =
∞∑
k=max(1,w)
ukz
−k. (1.4)
We choose bijections ψr : Zb → Fb with ψr(0) = 0, and for i = 1, 2, ..., s and
j = 1, 2, ... we choose bijections ηi,j : Fb → Zb. For n = 0, 1, ..., let
n =
∞∑
r=0
ar(n)b
r (1.5)
be the digit expansion of n in base b, where ar(n) ∈ Zb for r ≥ 0 and
ar(n) = 0 for all sufficiently large r.
With every n = 0, 1, . . ., we associate the polynomial
n(z) =
∞∑
r=0
ψr(ar(n))z
r ∈ Fb[z] (1.6)
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and if L ∈ Fb((z
−1)) is as in (1.3), then we define
η(i)(L) =
∞∑
k=max(1,w)
ηi,k(uk)b
−k. (1.7)
In [Ni], Niederreiter introduced a non-Archimedean analogue of the clas-
sical Kronecker sequences. For every s-tuple L = (L1, ..., Ls) of elements of
Fb((z
−1)), we define the sequence S(L) = (ln)n≥0 by
ln = (l
(1)
n , ..., l
(s)
n ), l
(i)
n = η
(i)(n(z)Li(z)), for 1 ≤ i ≤ s, n ≥ 0. (1.8)
This sequence is sometimes called a digital Kronecker sequence (see [LaPi,
p.4]). In analogy to classical Kronecker sequences, in [LaNi, Theorem 1], the
following theorem has been proven
Theorem A. A digital Kronecker sequence S(L) is uniformly distributed
in [0, 1)s if and only if 1, L1, ..., Ls are linearly independent over Zb[x].
By µ1 we denote the normalized Haar-measure on Fb((z
−1)) and by µs
the s-fold product measure on Fb((z
−1))s. In [La1], Larcher proved the fol-
lowing metrical upper bound on the star discrepancy of digital Kronecker
sequences DN(S(L)) = O(N
−1(logN)s(log logN)2+ǫ). For µs-almost all
L ∈ Fb((z
−1))s, ǫ > 0.
In [LaPi, p.4], Larcher and Pillichshammer were able to give correspond-
ing metrical lower bounds for the discrepancy of digital Kronecker sequences
DN(S(L)) ≥ c(b, s)N
−1(logN)s log logN for µs-almost all L ∈ Fb((z
−1))s,
for infinitely many N ≥ 1 with some c(b, s) > 0 not depending on N.
1.3. Bounded remainder set.
Definition 1. Let x0,x1, ... be a sequence of point in [0, 1)
s. A subset S of
[0, 1)s is called a bounded remainder set for (xn)n≥0 if the discrepancy func-
tion ∆(S, (xn)
N−1
n=0 ) is bounded in N .
Let α be an irrational number, let I be an interval in [0, 1) with the length
|I|, let {nα} be the fractional part of nα, n = 1, 2, . Hecke, Ostrowski and
Kesten proved that ∆(S, ({nα})Nn=1) is bounded if and only if |I| = {kα} for
some integer k (see references in [GrLe]).
The sets of bounded remainder for the classical s-dimensional Kronecker
sequence were studied by Lev and Grepstad [GrLe]. The case of Halton’s se-
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quence was studied by Hellekalek [He]. For references to others investigations
on bounded remainder set see [GrLe].
Let γ = (γ1, ..., γs), γi ∈ (0, 1) with b-adic expansion γi = γi,1b
−1+ γi,2b
−2
+ ..., i = 1, ..., s. In this paper, we prove
Theorem. Let (ln)n≥0 be a uniformly distributed digital Kronecker sequence.
The set [0, γ1) × ... × [0, γs) is of bounded remainder with respect to (ln)n≥0
if and only if
max
1≤i≤s
max{j ≥ 1 | γi,j 6= 0} <∞. (1.9)
In [Le2], we proved similar results for digital sequences described in [DiPi,
Sec. 8]. Note that according to Larcher’s conjecture [La2, p.215], the asser-
tion of the Theorem is true for all digital (t, s)-sequences in base b.
2 Notations.
A subinterval E of [0, 1)s of the form
E =
s∏
i=1
[aib
−di , (ai + 1)b
−di),
with ai, di ∈ Z, di ≥ 0, 0 ≤ ai < b
di for 1 ≤ i ≤ s is called an elementary
interval in base b ≥ 2.
Definition 2. Let 0 ≤ t ≤ m be integers. A (t,m, s)-net in base b is a
point set x0, ...,xbm−1 in [0, 1)
s such that #{n ∈ [0, bm − 1]|xn ∈ E} = b
t for
every elementary interval E in base b with vol(E) = bt−m.
Definition 3. ([DiPi, Definition 4.30]) For a given dimension s ≥ 0, an
integer base b ≥ 2, and a function T : N0 → N0 with T(m) ≤ m for all
m ∈ N0, a sequence (x0,x1, ...) of points in [0, 1)
s is called a (T, s)-sequence
in base b if for all integers m ≥ 1 and k ≥ 0, the point set consisting of the
points xkbm , ..., xkbm+bm−1 forms a (T(m), m, s)-net in base b.
A (T, s)-sequence in base b is called a strict (T, s)-sequence in base b if
for all functions U : N0 → N0 with U(m) ≤ m for all m ∈ N0 and with
U(m) < T(m) for at least one m ∈ N0, it is not a (U, s)-sequence in base b.
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Definition 4. ([DiNi, Definition 1]) Let m, s ≥ 1 be integers. Let C(1,m), ...,
C(s,m) be m × m matrices over Fb. Now we construct b
m points in [0, 1)s.
For n = 0, 1, ..., bm − 1, let n =
∑m−1
j=0 aj(n)b
j be the b-adic expansion of n.
For r = 0, 1, ... we choose bijections ψr : Zb → Fb with ψr(0) = 0, and for
i = 1, 2, ..., s and j = 1, 2, ... we choose bijections ηi,j : Fb → Zb. We map the
vectors
y(i,m)n = (y
(i,m)
n,1 , ..., y
(i,m)
n,m ), y
(i,m)
n,j =
m−1∑
r=0
ψr(ar(n))c
(i,m)
j,r ∈ Fb (2.1)
to the real numbers
x(i)n =
m∑
j=1
ηi,j(y
(i,m)
n,j )/b
j (2.2)
to obtain the point
xn = (x
(1)
n , ..., x
(s)
n ) ∈ [0, 1)
s.
The point set {x0, ...,xbm−1} is called a digital net (over Fb) (with gener-
ating matrices (C(1,m), ..., C(s,m))).
For m = ∞, we obtain a sequence x0,x1, ... of points in [0, 1)
s which is
called a digital sequence (over Fb) (with generating matrices (C
(1,∞), ..., C(s,∞))).
We abbreviate C(i,m) as C(i) for m ∈ N and for m =∞.
Lemma A ([LaNi, ref. 1-8]). A digital Kronecker sequence in base b
can be expressed as some digital (T, s)-sequence in base b.
Lemma B ([DiPi, Theorem 4.86]). Let b be a prime power. A strict digital
(T, s)-sequence over Fb is uniformly distributed modulo one, if and only if
lim infm→∞(m−T(m)) =∞.
For m > n, we put
∑n
j=m cj = 0 and
∏n
j=m cj = 1. For x =
∑
j≥1 xjb
−j ,
where xi ∈ Zb = {0, ..., b− 1}, we define the truncation
[x]m =
∑
1≤j≤m
xjb
−j with m ≥ 1.
5
If x = (x(1), ..., x(s)) ∈ [0, 1)s, then the truncation [x]m is defined coordinate-
wise, that is, [x]m = ([x
(1)]m, ..., [x
(s)]m).
For x =
∑
j≥1 xjb
−j and y =
∑
j≥1 yjb
−j where xj , yj ∈ Zb, we define
the (b-adic) digital shifted point v by v = x ⊕ y :=
∑
j≥1 vjb
−j , where vj ≡
xj + yj (mod b) and vj ∈ Zb. For x = (x
(1), ..., x(s)) ∈ [0, 1)s and y =
(y(1), ..., y(s)) ∈ [0, 1)s, we define the (b-adic) digital shifted point v by v =
x⊕ y = (x(1) ⊕ y(1), ..., x(s) ⊕ y(s)). For n1, n2 ∈ [0, b
m), we define n1 ⊕ n2 :=
(n1/b
m ⊕ n2)b
m)bm.
For x =
∑
j≥1 xjb
−j , where xj ∈ Zb, xj = 0 (j = 1, ..., k) and xk+1 6= 0,
we define the absolute valuation ‖.‖b of x by ‖x‖b = b
−k−1. Let ‖n‖b = b
k
for n ∈ [bk, bk+1).
Definition 5. A sequence (xn)n≥0 in [0, 1)
s is weakly admissible in base
b if
κm := min
0≤k<n<bm
‖xn ⊖ xk‖b > 0 ∀m ≥ 1 where ‖x‖b :=
s∏
i=1
∥∥x(i)∥∥
b
. (2.3)
Let p be a prime, b = pκ,
E(α) := exp(2πiTr(α)/p), α ∈ Fb,
where Tr : Fb → Fp denotes the usual trace of an element of Fb in Fp.
Let
δ(T) =
{
1, if T is true,
0, otherwise.
(2.4)
By [LiNi, ref. 5.6 and ref. 5.8], we get
1
q
∑
β∈Fb
E(αβ) = δ(α = 0), where α ∈ Fb. (2.5)
3 Proof
Lemma 1. Let (xn)n≥0 be a weakly admissible digital sequence in base b,
m ≥ 1, τm = [logb(κm)] +m. Then we have for all integers A ≥ 1
|∆([0,γ), (xn)
bmA+N−1
n=bmA )−∆([0, [γ]τm), (xn)
bmA+N−1
n=bmA )| ≤ s, ∀N ∈ [1, b
m].
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Proof. Let
B = [0,γ), Bi =
∏
1≤j≤s,j 6=i
[0, γ(j))× [0, [γ(i)]τm) and B0 = ∪
s
i=1(B \Bi).
It is easy to see that B = [0, [γ]τm) ∪ B0. By (1.1), we get
∆([0,γ), (xn)
bmA+N−1
n=bmA )
= ∆([0, [γ]τm), (xn)
bmA+N−1
n=bmA ) + ∆(B0, (xn)
bmA+N−1
n=bmA ).
Hence
|∆([0,γ), (xn)
bmA+N−1
n=bmA )−∆([0, [γ]τm), (xn)
bmA+N−1
n=bmA )|
≤
s∑
i=1
|∆(B \Bi, (xn)
bmA+N−1
n=bmA )|. (3.1)
Suppose that there exist i ∈ [1, s], k, n ∈ [0, bm), k 6= n and A ≥ 1 such that
xn+bmA, xk+bmA ∈ B \Bi. Therefore
x
(i)
n+bmA,j = x
(i)
k+bmA,j for j = 1, ..., τm.
From (1.5), (2.1) and (2.2), we have
y
(i)
n+bmA,j = y
(i)
k+bmA,j for j = 1, ..., τm,
y
(i)
n+bmA,j = y
(i)
n,j + y
(i)
bmA,j, and y
(i)
k+bmA,j = y
(i)
k,j + y
(i)
bmA,j for j = 1, ..., τm.
Hence
y
(i)
n,j = y
(i)
k,j, j = 1, ..., τm and x
(i)
n,j = x
(i)
k,j, j = 1, ..., τm.
Therefore ∥∥∥x(i)n ⊖ x(i)k ∥∥∥
b
< b−τm ≤ κm and ‖xn ⊖ xk‖b ≥ κm.
By (2.3) we have a contradiction. Thus
card{n ∈ [0, bm) | xn+bmA ∈ B \Bi} ≤ 1, and |∆(B \Bi, (xn)
bmA+N−1
n=bmA )| ≤ 1.
Using (3.1), we get the assertion of Lemma 1.
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Let β1, ..., βκ be a Fp basis of Fb, and let Tr be a standard trace function.
Let
ω(α) =
κ∑
j=1
pj−1Tr(αβj), b = p
κ. (3.2)
We use notations (1.5), (2.1) and (2.2). Let n =
∑
r≥0 ar(n)b
r be the b-adic
expansion of n, and let
n˜ =
∑
r≥0
ω(ψr(ar(n)))b
r. (3.3)
Therefore
{n˜ | 0 ≤ n < bm} = {0, 1, ..., bm − 1}. (3.4)
Hence
ψr(ar(n)) = ω
−1(ar(n˜)) (3.5)
and
u
(i)
n˜,j :=
∑
r≥0
ω−1(ar(n˜))c
(i)
j,r =
∑
r≥0
ψr(ar(n))c
(i)
j,r = y
(i)
n,j, 1 ≤ i ≤ s. (3.6)
Let
x(s+1)n = {n/b
m}, x
(s+1)
n,j = am−j(n), y
(s+1)
n,j = ψm−j(x
(s+1)
n,j ). (3.7)
Bearing in mind that ψm−j(am−j(n)) = ω
−1(am−j(n˜)), we put
u
(s+1)
n˜,j := ω
−1(am−j(n˜)) = ψm−j(am−j(n)) = y
(s+1)
n,j , j ∈ [1, m]. (3.8)
Let
u(i)n = (u
(i)
n,1, ..., u
(i)
n,τm
) ∈ Fτmb and u
(s+1)
n = (u
(s+1)
n,1 , ..., u
(s+1)
n,m ).
We abbreviate s+1-dimensional vectors (u
(1)
n , ..., u
(s+1)
n ), (k(1), ..., k(s+1)) and
(r(1), ..., r(s+1)) by symbols un, k and r, and s-dimensional vectors (u
(1)
n , ...,
u
(s)
n ), (k(1), ..., k(s)) by symbols un and k.
By (3.2) - (3.8), we get u
(s+1)
n = u
(s+1)
n+bmA, A = 1, 2, ...,
u
(i)
n1⊕n2,j
= u
(i)
n1,j
+ u
(i)
n2,j
, j ≥ 1, i ∈ [1, s+ 1], un1⊕n2 = un1 + un2. (3.9)
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Let N ∈ [1, bm], γ(s+1) = N/bm, k =
∑τm
j=1 kjb
−j > 0, with kj ∈ Zb,
v(k) := max{j ∈ [1, τm] | kj 6= 0}, v(0) = 0. (3.10)
Similarly to [Ni, Theorem 3.10] (see also [DiPi, Lemma 14.8]), we consider
the following Fourier series decomposition of the discrepancy function :
Lemma 2. Let A ≥ 1 be an integer, N ∈ [1, bm], γ(s+1) = N/bm, and
let (xn)n≥0 be a digital sequence in base b. Then
∆([0, [γ]τm), (xn)
bmA+N−1
n=bmA )
=
bm−1∑
n=0
∑
(k(1),...,k(s))∈Fsτm
b
∑
k(s+1)∈Fm
b
E(k · u ˜n+bmA)1ˆ.(k)− b
m
s+1∏
i=1
[γ(i)]τm ,
where
k · un =
s∑
i=1
τm∑
j=1
k
(i)
j u
(i)
n,j +
m∑
j=1
k
(s+1)
j u
(s+1)
n,j , 1ˆ. (k) =
s+1∏
i=0
1ˆ.
(i)
(k(i)), (3.11)
1ˆ.
(i)
(0) = [γ(1)]τm (1 ≤ i ≤ s), 1ˆ.
(s+1)
(0) = γ(s+1) and
1ˆ.
(i)
(k) = b−v(k)E
(
−
v(k)−1∑
j=1
kjη
−1
i,j (γ
(i)
j )
)( γ(i)v(k)−1∑
b=0
E(−kv(k)η
−1
i,v(k)(b))
+ E(−kv(k)η
−1
i,v(k)(γ
(i)
v(k))){b
v(k)[γ(i)]τm}
)
, i ∈ [1, s],
1ˆ.
(s+1)
(k) = b−v(k)E
(
−
v(k)−1∑
j=1
kjψj(γ
(s+1)
j )
)( γ(s+1)v(k) −1∑
b=0
E(−kv(k)ψv(k)(b))
+ E(−kv(k)ψv(k)(γ
(s+1)
v(k) )){b
v(k)γ(s+1)}
)
. (3.12)
Proof. Let γ =
∑m˙
j=1 γjb
−j > 0, w =
∑m˙
j=1wjb
−j , with γj, wj ∈ Zb. It is
easy to verify (see also [Ni, p. 37,38]) that
1. [0,γ)(w) =
m˙∑
r=1
γr−1∑
b=0
r−1∏
j=1
δ(wi = γi)δ(wr = b).
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By (2.2) and (3.6), we have that
x
(i)
j,n = b⇐⇒ y
(i)
j,n = η
−1
i,j (b)⇐⇒ u
(i)
j,n˜ = η
−1
i,j (b),
and
1. [0,[γ(i)]τm)(x
(i)
n ) =
τm∑
r=1
γ
(i)
r −1∑
b=0
r−1∏
j=1
δ(x
(i)
j,n = γ
(i)
j )δ(x
(i)
r,n = b)
=
τm∑
r=1
γ
(i)
r −1∑
b=0
r−1∏
j=1
δ(y
(i)
j,n = η
−1
i,j (γ
(i)
j ))δ(y
(i)
r,n = η
−1
i,r (b))
=
τm∑
r=1
γ
(i)
r −1∑
b=0
r−1∏
j=1
δ(u
(i)
j,n˜ = η
−1
i,j (γ
(i)
j ))δ(u
(i)
r,n˜ = η
−1
i,r (b)), i = 1, ..., s.
Similarly, we derive
1. [0,γ(s+1))(x
(s+1)
n ) =
m∑
r=1
γ
(s+1)
r −1∑
b=0
r−1∏
j=1
δ(u
(s+1)
j,n˜ = ψ
−1
j (γ
(s+1)
j ))δ(u
(s+1)
r,n˜ = ψ
−1
r (b)).
(3.13)
Let k · u
(i)
n˜ =
∑τm
j=1 kju
(i)
n˜,j . By (2.5), we have
1. [0,[γ(i)]τm)(x
(i)
n ) =
τm∑
r=1
γ
(i)
r −1∑
b=0
b−r
∑
k1,...,kr∈Fb
1˙.
(i)
(k), where
1˙.
(i)
(k) = E
( r−1∑
j=1
kj(u
(i)
j,n˜ − η
−1
i,j (γ
(i)
j )) + kr(u
(i)
ri,n˜
− η−1i,r (b))
)
= E(k · u
(i)
n˜ )1˜.
(i)
(k)
with 1˜.
(i)
(k) = E
(
−
r−1∑
j=1
kjη
−1
i,j (γ
(i)
j )− krη
−1
i,r (b)
)
. (3.14)
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Hence
1. [0,[γ(i)]τm)(x
(i)
n ) =
τm∑
r=1
γ
(i)
r −1∑
b=0
b−r
∑
k1,...,kτm∈Fb
δ(v(k) ≤ r)E(k · u
(i)
n˜ )1˜.
(i)
(k)
=
∑
k1,...,kτm∈Fb
τm∑
r=1
γ
(i)
r −1∑
b=0
b−rδ(v(k) ≤ r)E(k · u
(i)
n˜ )1˜.
(i)
(k)
=
∑
k1,...,kτm∈Fb
E(k · u
(i)
n˜ )1¨.
(i)
(k), where 1¨.
(i)
(k) =
τm∑
r=v(k)
γ
(i)
r −1∑
b=0
b−r1˜.
(i)
(k).
Applying (3.12) and (3.14), we derive
1¨.
(i)
(k) =
τm∑
r=v(k)
γ
(i)
r −1∑
b=0
b−rE
(
−
r−1∑
j=1
kjη
−1
i,j (γ
(i)
j )− krη
−1
i,r (b)
)
=
γ
(i)
v(k)
−1∑
b=0
b−v(k)E
(
−
v(k)−1∑
j=1
kjη
−1
i,j (γ
(i)
j )− kv(k)η
−1
i,v(k)(b)
)
+
+ E
(
−
v(k)−1∑
j=1
kjη
−1
i,j (γ
(i)
j )
) τm∑
r=v(k)+1
γ
(i)
r −1∑
b=0
b−r
= b−v(k)E
(
−
v(k)−1∑
j=1
kjη
−1
i,j (γ
(i)
j )
)( γ(i)v(k)−1∑
b=0
E
(
− kv(k)η
−1
i,v(k)(b)
)
+ E
(
− kv(k)(η
−1
i,v(k)(γ
(i)
v(k)))
)
{bv(k)[γ](i)τm}
)
= 1ˆ.
(i)
(k).
Hence
1. [0,[γ(i)]τm)(x
(i)
n ) =
∑
k1,...,kτm∈Fb
E(k · u
(i)
n˜ )1ˆ.
(i)
(k).
Similarly, we obtain from (3.12) and (3.13) that
1. [0,γ(s+1))(x
(s+1)
n ) =
∑
k1,...,km∈Fb
E(k · u
(s+1)
n˜ )1ˆ.
(s+1)
(k).
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Using (3.11), we obtain
s+1∏
i=1
1. [0,[γ(i)]τm)(x
(i)
n ) =
∑
(k(1),...,k(s))∈Fτm
b
∑
k(s+1)∈Fm
b
E(k · un˜)1ˆ.(k). (3.15)
Bearing in mind that x
(s+1)
n = {n/bm} and γ(s+1) = N/bm, we have
xn+bmA ∈ [0, [γ]τm), n ∈ [0, N)⇐⇒ (xn+bmA, x
(s+1)
n+bmA) ∈ [0, [γ]τm)×[0, γ
(s+1)).
From (3.15) and (1.1), we derive
∆([0, [γ]τm), (xn)
bmA+N−1
n=bmA ) =
bm−1∑
n=0
s+1∏
i=1
1. [0,[γ(i)]τm)(x
(i)
n+bmA)− b
m
s+1∏
i=1
[γ(i)]τm
=
bm−1∑
n=0
∑
(k(1)...,k(s))∈Fτm
b
∑
k(s+1)∈Fm
b
E(k · u ˜n+bmA)
s+1∏
i=1
1ˆ.
(i)
(k(i))− bm
s+1∏
i=1
[γ(i)]τm .
Hence Lemma 2 is proved.
Let
k = (k(1), ..., k(s+1)), k(i) = (k
(i)
1 , ..., k
(i)
τm
), i ∈ [1, s], k(s+1) = (k
(s+1)
1 , ..., k
(s+1)
m ),
Gm = {k | k
(i)
j ∈ Fb with j ∈ [1, τm], i ∈ [1, s], and j ∈ [1, m] for i = s+ 1},
G∗m = Gm \ {0}, and let
Dm = {k ∈ Gm | k · un = 0 ∀ n ∈ [0, b
m − 1]}, D∗m = Dm \ {0}. (3.16)
It is easy to see that
µk ∈ D∗m for all µ ∈ F
∗
b , k ∈ D
∗
m. (3.17)
Lemma 3. Let (xn)n≥0 be a digital sequence in base b. Then
∆([0, [γ]τm), (xn)
bmA+N−1
n=bmA ) =
∑
k∈G∗m
1ˆ. (k)
bm−1∑
n=0
E(k · un + k · ub˜mA). (3.18)
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Proof. By (3.12) we have 1ˆ. (0) =
∏s+1
i=1 [γ
(i)]τm . Applying Lemma 2, we get
∆([0, [γ]τm), (xn)
bmA+N−1
n=bmA ) =
∑
k∈G∗m
1ˆ. (k)
bm−1∑
n=0
E(k · u ˜n+bmA).
Using (3.3), (3.6) and (3.9), we obtain
˜n+ bmA = n˜ + b˜mA = n˜⊕ b˜mA and u ˜n+bmA = un˜ + ub˜mA
Now from (3.4), we get (3.18). Hence Lemma 3 is proved.
Lemma 4. Let (xn)n≥0 be a digital sequence in base b. Then
σ :=
bm−1∑
n=0
E(k · un) = b
mδ(k ∈ Dm). (3.19)
Proof. Using (3.6) and (3.8) and (3.11) , we have
k · un˜ =
s∑
i=1
τm∑
j=1
m−1∑
r=0
k
(i)
j ψr(ar(n))c
(i)
j,r +
m∑
j=1
k
(s+1)
j ψm−j(am−j(n))
=
m−1∑
r=0
ψr(ar(n))
( s∑
i=1
τm∑
j=1
k
(i)
j c
(i)
j,r + k
(s+1)
m−r
)
=
m−1∑
r=0
frξr,
where
fr = ψr(ar(n)) ∈ Fb and ξr =
s∑
i=1
τm∑
j=1
k
(i)
j c
(i)
j,r + k
(s+1)
m−r . (3.20)
By (3.4), (1.5) and (2.5), we obtain
σ =
bm−1∑
n˜=0
E(k · un˜) =
∑
f0,...,fm−1∈Fb
E(
m−1∑
r=0
frξr) = b
m
m−1∏
r=0
δ(ξr = 0).
Now from (3.16), we get that k ∈ Dm and Lemma 4 follows.
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Let
Λm = {k = (k
(1), ..., k(s+1)) ∈ Gm | k
(s+1) = 0},
gw = {A ≥ 1 | y
(i)
bmA,j = w
(i)
j , i ∈ [1, s], j ∈ [1, τm]}, ρw = 0 for gw = ∅,
ρw = min
A∈gw
A for gw 6= ∅, Mm = {ρw | w ∈ Λm}. (3.21)
We consider the following conditions :
gw 6= ∅ for all w ∈ Λm (3.22)
and
σ1 :=
1
card(Rm)
∑
A∈Rm
|∆([0, [γ]τm), (xn)
bmA+N−1
n=bmA )|
2 =
∑
k∈D∗m
b2m|1ˆ. (k)|
2
(3.23)
for some finite set Rm.
Bearing in mind (3.6), we get
gw = {A ≥ 1 | u
(i)
b˜mA
= w(i), i ∈ [1, s]}, where w(i) = (w
(i)
1 , ..., w
(i)
τm
). (3.24)
Lemma 5. Let (xn)n≥0 be a weakly admissible uniformly distributed digi-
tal (T, s)-sequence in base b, satisfying to (3.22) for all m ≥ m0 with some
m0 ≥ 1. Then (3.23) is true for Rm = Mm.
Proof. By (3.21) and (2.5), we obtain
1
bsτm
∑
w∈Λm
E(k ·w) =
1
bsτm
∑
w
(i)
j ∈Fb, i∈[1,s], j∈[1,τm]
E
( s∑
i=1
τm∑
j=1
k
(i)
j w
(i)
j
)
=
s∏
i=1
τm∏
j=1
δ(k
(i)
j = 0) =
s∏
i=1
δ(k(i) = 0), where k ∈ Gm. (3.25)
Using (3.18), we derive
|∆([0, [γ]τm), (xn)
bmA+N−1
n=bmA )|
2 (3.26)
=
∑
k˙,k¨∈G∗m
1ˆ. (k˙)1ˆ. (k¨)
bm−1∑
n˙,n¨=0
E(k˙ · un˙ + k˙ · ub˜mA − k¨ · un¨ − k¨ · ub˜mA).
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It is easy to see that if condition (3.22) is true, than card(Mm) = b
sτm and
{u
b˜mA
| A ∈Mm} = Λm.
Applying (3.21), (3.25), (3.26) and (3.23) with Rm = Mm, we have
σ1 =
∑
k˙,k¨∈G∗m
1ˆ. (k˙)1ˆ.(k¨)
bm−1∑
n˙,n¨=0
b−sτm
∑
A∈Mm
E(k˙ · un˙ − k¨ · un¨ + (k˙− k¨) · ub˜mA)
=
∑
k˙,k¨∈G∗m
1ˆ. (k˙)1ˆ. (k¨)
bm−1∑
n˙,n¨=0
E(k˙ · un˙ − k¨ · un¨)b
−sτm
∑
w∈Λm
E(k˙− k¨) ·w)
=
∑
k˙,k¨∈G∗m
1ˆ. (k˙)1ˆ. (k¨)
bm−1∑
n˙,n¨=0
E(k˙ · un˙ − k¨ · un¨)
s∏
i=1
δ(k˙(i) = k¨(i)).
Let
...
n = n¨⊖ n˙. From (1.5), we obtain {
...
n |0 ≤ n¨ < bm} = {0, 1, ..., bm − 1}.
By (3.3) - (3.9), we get u...n = un¨ − un˙. Hence
σ1 =
∑
k˙,k¨∈G∗m
1ˆ. (k˙)1ˆ.(k¨)
bm−1∑
n˙,
...
n =0
E((k˙− k¨) · un˙ − k¨ · u...n )
s∏
i=1
δ(k˙(i) − k¨(i)).
We get k˙− k¨ = (0, ..., 0, k˙(s+1) − k¨(s+1)).
From (3.8), we have u
(s+1)
n˜,j = ω
−1(am−j+1(n)) and
(k˙− k¨) · un˜ = (k˙
(s+1) − k¨(s+1)) · u(s+1)n˜ =
m∑
j=1
(k˙
(s+1)
j − k¨
(s+1)
j )ω
−1(am−j(n˜)).
Taking into account (2.5), we get
bm−1∑
n˙=0
E((k˙− k¨) · un˙) =
bm−1∑
n˜=0
E((k˙− k¨) · un˜) = b
m
m∏
j=1
δ(k˙
(s+1)
j = k¨
(s+1)
j ).
Hence k˙ = k¨. Using Lemma 4, we obtain
σ1 = b
m
∑
k˙∈G∗m
|1ˆ. (k˙)|
2
bm−1∑
...
n =0
E(−k˙ · u...n ) =
∑
k∈D∗m
b2m|1ˆ. (k)|
2.
Therefore Lemma 5 is proved.
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Let Ψ be a set of all bijections ψ˙ : Zb → Fb, ψ ∈ Ψ, k ∈ Fb,
c ∈ Zb, Ak,c,ψ = E(−kψ(c))
∑c−1
b=0E(kψ(b)), 〈x〉 = min({x}, 1 − {x}),
x ∈ [0, 1] and let
Bk,c,ψ(x) =
c−1∑
b=0
E(kψ(b)) + E(kψ(c))x = E(kψ(c)/q)(Ak,c,ψ + x). (3.27)
By (3.12) and (3.27), we get
bv(k˙)|1ˆ.
(s+1)
(µk˙)| = |Bk˜,c˜,ψ1(x1)| and b
v(k¨)|1ˆ.
(s)
(µk¨)| = |Bk˘,c˘,ψ2(x2)|.
(3.28)
with k˜ = −µk˙v(k˙), k˘ = −µk¨v(k¨), c˜ = γ
(s+1)
v(k˙)
, c˘ = γ
(s)
v(k¨)
, ψ1 = ψ
−1
v(k˙)
, ψ2 = η
−1
s,v(k¨)
,
x1 = {b
v(k˙)γ(s+1)}, x2 = {b
v(k¨)[γ(s)]τm}.
Lemma 6. With the notations as above, there exist a1, ..., ab+7 ∈ Zb, a
2
1 +
...+ a2b+5 > 0, ab+6 = ab+7 = 0 such that∣∣∣Bk,c,ψ( b+7∑
j=1
aj
bj
+
y
bb+7
)∣∣∣ ≥ b−b−7, ∀ k ∈ Fb, c ∈ Zb, y ∈ [0, 1], ψ ∈ Ψ (3.29)
and ∑
k∈F∗
b
|Bk,c,ψ(x)|
2 ≥ b−2r ∀ c ∈ Zb, where 〈x〉 ≥ b
−r, r ≥ 1. (3.30)
Proof. Let
A˙ = {θk,c,ψ := Re(Ak,c,ψ) | k ∈ Fb, c ∈ Zb, ψ ∈ Ψ}.
Taking into account that card(Ψ) = b!, we get card(A˙) ≤ b!b2 + 2 < bb+4.
Let
A¨ = {a = (a1, ..., ab+7) ∈ Z
b+7
b | a
2
1 + ...+ a
2
b+5 > 0, ab+6 = ab+7 = 0}
and let za = a1/b+ · · ·+ ab+7/b
b+7. By (3.27), we derive
|Bk,c,ψ(x)| = |Ak,c,ψ + x| ≥ |Re(Ak,c,ψ) + x|.
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Suppose that (3.29) is not true. Then for all a ∈ A¨ there exist k(a), c(a), ψ(a)
and y(a) such that
b−b−7 >
∣∣∣Bk(a),c(a),ψ(a)( b+7∑
j=1
aj
bj
+
y(a)
bb+7
)∣∣∣ ≥ ∣∣∣θk(a),c(a),ψ(a) + za + y(a)
bb+7
∣∣∣.
Hence |θk(a),c(a),ψ(a)+za| < b
−b−6. Suppose that θk(a1),c(a1),ψ(a1) = θk(a2),c(a2),ψ(a2)
for some a1, a2 ∈ A¨, a1 6= a2. Hence |za1 − za2 | < b
−b−5. Bearing in mind
that |za1 − za2| ≥ b
−b−5 for all a1 6= a2, we get a contradiction. There-
fore θk(a1),c(a1),ψ(a1) 6= θk(a2),c(a2),ψ(a2) for all a1, a2 ∈ A¨, a1 6= a2. Thus
card(A˙) ≥ card(A¨). Hence
bb+4 > card(A˙) ≥ card(A¨) = bb+5 − 1 > bb+4.
We have a contradiction. Therefore (3.29) is true.
Now we consider assertion (3.30). If c = 0, then |Bk,c,ψ(x)| = |x| and
(3.30) follows.
Now let c ∈ {1, ..., b− 1}. By (3.27), we have
|Bk,c,ψ(x)|
2 = |Ak,c,ψ|
2 + x(Ak,c,ψ + Ak,c,ψ) + x
2. (3.31)
Using (2.5), we get
∑
k∈F∗
b
|Ak,c,ψ|
2 = −c2 +
c−1∑
b1,b2=0
∑
k∈Fb
E(k(ψ(b1)− ψ(b2))
= −c2 + b
c−1∑
b1,b2=0
δ(ψ(b1) = ψ(b2)) = −c
2 + bc.
Taking into account that ψ(0) = 0, we obtain
∑
k∈F∗
b
Ak,c,ψ = −c+
c−1∑
b=0
∑
k∈Fb
E(kψ(b)) = −c+ b
c−1∑
b=0
δ(ψ(b) = 0) ≥ b− c.
Now from (3.31), we derive∑
k∈F∗
b
|Bk,c,ψ(x)|
2 ≥ c(b− c) + x2 + 2x(b− c) ≥ x2
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and (3.30) follows. Thus Lemma 6 is proved.
Applying (3.28) - (3.30), we have
Corollary. Let a1, ..., ab+7 be integers chosen in Lemma 6 and let γ
(s+1)
v(k˙)+j
=
aj, j = 1, ..., b+ 7, with some k˙. Then
|1ˆ.
(s+1)
(µk˙)| ≥ b−v(k˙)−b−7 ∀ µ ∈ F∗b (3.32)
and ∑
µ∈F∗
b
|1ˆ.
(i)
(µk¨)|2 ≥ b−2v(k¨)−2r˙, where 〈bv(k¨)γ(i)〉 ≥ b−r˙. (3.33)
Lemma 7. Let (xn)n≥0 be a digital sequence in base b and let ρ ∈ [2, m− 2]
be an integer. Then there exists k ∈ D∗m such that k
(1) = ... = k(s−1) = 0,
k
(s)
v(k(s))
= 1, 1 ≤ v(k(s)) ≤ ρ− 1 and v(k(s+1)) ≤ m− ρ+ 2 .
Proof. From (3.3)-(3.8), (3.16) and (3.20), we get that k ∈ D∗m if and
only if
s∑
i=1
τm∑
j=1
k
(i)
j c
(i)
j,r + k
(s+1)
m−r = 0, for all r = 0, 1, ..., m− 1. (3.34)
We put k(1) = ... = k(s−1) = 0, k
(s)
j = 0, for j ≥ ρ and k
(s+1)
j = 0, for
j > m− ρ+ 2. Hence (3.34) is true if and only if
k
(s+1)
m−r = −
ρ−1∑
j=1
k
(s)
j c
(s)
j,r for r = 0, 1, ..., m−1, k
(s+1)
m−r = 0 for m−r > m−ρ+2.
(3.35)
Therefore, in order to obtain the statement of the lemma, it is sufficient to
show that there exists a nontrivial solution of the following system of linear
equations
ρ−1∑
j=1
k
(s)
j c
(i)
j,r + k
(s+1)
m−r δ(m− r ≤ m− ρ+ 2) = 0, r = 0, ..., m− 1. (3.36)
In this system, we have m+1 unknowns k
(s)
1 , ..., k
(s)
ρ−1, k
(s+1)
1 , ..., k
(s+1)
m−ρ+2 andm
linear equations. Hence there exists a nontrivial solution of (3.36). By (3.36),
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we get that if k(s) = 0, then k(s+1) = 0. Hence k(s) 6= 0 and 1 ≤ v(k(s)) ≤ ρ−1.
Taking into account that if k ∈ Dm then µk ∈ Dm for all µ ∈ F
∗
b . Therefore
there exists k ∈ D∗m such that k
(s)
v(k(s))
= 1 and 1 ≤ v(k(s)) ≤ ρ − 1. Thus
Lemma 7 is proved.
Proposition. Let (xn)n≥0 be a weakly admissible uniformly distributed dig-
ital (T, s)-sequence in base b, satisfying to (3.22) for all m ≥ m0 ≥ 1. Then
[0, γ1) × ... × [0, γs) is of bounded remainder with respect to (xn)n≥0 if and
only if (1.9) is true.
Proof. The sufficient part of the Theorem and of the Proposition follows di-
rectly from the definition of (T, s) sequence and Lemma B. We will consider
only the necessary part of the Theorem and of the Proposition.
Suppose that (1.9) does not true. Then
max
1≤i≤s
card{j ≥ 1 | γ
(i)
j 6= 0} =∞.
Let, e.g.,
card{j ≥ 1 | γ
(s)
j 6= 0} =∞.
Let
W = {j ≥ 1 | γ
(s)
j ∈ {1, ..., b− 2} or γ
(s)
j = b− 1, γ
(s)
j+1 = 0}. (3.37)
Bearing in mind that {j ≥ 1 | γ
(s)
l = b − 1 ∀ l > j} = ∅, we obtain that
card(W ) =∞.
Suppose that there exists H > 0 such that b2Hc1 > 4H
2, c1 = γ
2
0b
−4b−36,
|∆([0,γ), (xn)
M+N−1
n=M )| ≤ H − s for all M ≥ 0, N ≥ 1, (3.38)
with [0,γ) = [0, γ1)× · · · × [0, γs), γ0 = γ1γ2 · · · γs−1.
Let W = {w˙j | w˙i < w˙j for i < j, j = 1, 2, ...} and let
r(1) = w˙1, r(j + 1) = min(w˙k ∈ W | w˙k ≥ r(j) +H
2), j = 1, 2, ... . (3.39)
We choose m and J from the following conditions
m = r(J) + b+ 10, 2
s−1∏
i=1
[γi]τm ≥
s−1∏
i=1
γi = γ0, J ≥ H
2b2b+30γ−20 , m ≥ m0.
(3.40)
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Applying Lemma 1 and (3.38), we have
|∆([0, [γ]τm), (xn)
bmA+N−1
n=bmA )| ≤ H ∀ A ≥ 0, N ∈ [1, b
m]. (3.41)
By Lemma 7, we get that there exists a sequence (k(j))Jj=1 such that
k(j) ∈ D∗m, k
(1)(j) = ... = k(s−1)(j) = 0, k
(s)
v(k(s)(j))
(j) = 1,
v(k(s)(j)) ≤ r(j)− 1, v(k(s+1)(j)) ≤ m− r(j) + 2, j ∈ [1, J ]. (3.42)
We see that the sequence (k(j))Jj=1 does not depend on γ
(s+1).
Using (3.37) and (3.39), we obtain γ
(s)
r(j) 6= 0. Hence
〈bv(k
(s)(j))γ(s)〉 = .γ(s)
v(k(s)(j))+1
· · · γ(s)
r(j) · · · ≥ b
v(k(s)(j))−r(j)−2, (3.43)
j = 1, ..., J . Let H1 = {1, 2, ..., J} if
|v(k(s+1)(j))− v(k(s+1)(j1))| ≥ b+ 8 (3.44)
for all 1 ≤ j < j1 ≤ J , and let H1 = {j} if there exist 1 ≤ j < j1 ≤ J such
that (3.44) is false. Let a1, ..., ab+7 be integers chosen in Lemma 6 and let
N = bmγ(s+1) with γ(s+1) =
∑
j∈H1
b+7∑
ν=1
aνb
ν+v(k(s+1)(j)). (3.45)
From Lemma 5, (3.21), (3.23), (3.41) and conditions of the Proposition, we
have
H2 ≥ σ1 =
∑
k∈D∗m
b2m|1ˆ. (k)|
2. (3.46)
Taking into account (3.17), (3.42) and (3.44), we get that if k(j) ∈ Dm then
µk(j) ∈ Dm for µ ∈ F
∗
b , and if j1, j2 ∈ H1, j1 6= j2, then µ1k(j1) 6= µ2k(j2)
for all µ1, µ2 ∈ F
∗
b .
According to (3.11), (3.12) and (3.46), we have
σ1 ≥
∑
µ∈F∗
b
∑
j∈H1
b2m|1ˆ. (µk(j))|
2
= ([γ1]τm · · · [γs−1]τm)
2
∑
µ∈F∗
b
∑
j∈H1
b2m|1ˆ.
(s)
(µk(s)(j))|2|1ˆ.
(s+1)
(µk(s+1)(j))|2.
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From Corollary and (3.45), we obtain
|1ˆ.
(s+1)
(µk(s+1)(j))|2 ≥ b−2v(k
(s+1)(j))−2b−14 for all µ ∈ F∗b , j ∈ H1.
By (3.43), we can apply Corollary with r˙ = r(j)− v(k(s)(j)) + 2. Hence∑
µ∈F∗
b
|1ˆ.
(s)
(µk(s)(j))|2 ≥ b−2v(k
(s)(j))−2(r(j)−v(k(s)(j))+2) = b−2r(j)−4, j ∈ H1.
(3.47)
Using (3.46)-(3.47) and (3.40), we obtain
4H2 ≥ 4σ1 ≥ σ1γ
2
0([γ1]τm · · · [γs−1]τm)
−2 ≥ γ20
∑
j∈H1
∑
µ∈F∗
b
|1ˆ.
(s+1)
(µk(s)(j))|2
× b2m−2v(k
(s+1)(j))−2b−14 ≥ γ20
∑
j∈H1
b2m−2r(j)−2v(k
(s+1)(j))−2b−18. (3.48)
Suppose that card(H1) = J . From (3.40) and (3.42), we get
4H2 ≥ 4σ1 ≥ γ
2
0
J∑
j=1
b2m−2r(j)−2v(k
(s+1)(j))−2b−18 ≥ γ20Jb
−2b−22 > 4H2. (3.49)
We have a contradiction. Now let card(H1) = 1.
By (3.44), we obtain that there exist j, j1 ∈ [1, J ] such that j ∈ H1, j < j1
and |v(k(s+1)(j))− v(k(s+1)(j1))| ≤ b+ 7.
According to (3.39) and (3.42), we have
r(j) + v(k(s+1)(j)) ≤ r(j1)−H
2 + v(k(s+1)(j1)) + b+ 7 and m− r(j)
− v(k(s+1)(j)) ≥ m− r(j1)− v(k
(s+1)(j1)) +H
2 − b− 7 ≥ H2 − b− 9.
Applying (3.38), (3.41) and (3.48), we get
4H2 ≥ 4σ1 ≥ γ
2
0b
2m−2r(j)−2v(k(s+1)(j))−2b−18 ≥ γ20b
2H2−4b−36 = b2H
2
c1 > 4H
2,
with c1 = γ
2
0b
−4b−36. We have a contradiction. By (3.49), the Proposition is
proved.
Completion of the proof of the Theorem. By Lemma A, S(L(m)) is
a uniformly distributed digital (T, s)-sequence in base b.
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By Theorem A, we get that 1, L1, ..., Ls are linearly independent over
Fb[z]. Hence 1, z
mL1, ..., z
mLs are linearly independent over Fb[z]. Let L
(m) =
(zmL1, ..., z
mLs), and let S(L
(m)) = (l
(m)
n )n≥0 (see (1.8)) with
l(m)n = (l
(m,1)
n , ..., l
(m,s)
n ), l
(m,i)
n = η
(i)(n(z)zmLi(z)), for 1 ≤ i ≤ s, n ≥ 0.
Using Theorem A, we obtain that S(L(m)) is a uniformly distributed sequence
in [0, 1)s. Therefore, for all w ∈ Λm there exists an integer A ≥ 1 with
l
(m,i)
bmA,j = η
(i)
j (w
(i)
j ) for 1 ≤ i ≤ s, 1 ≤ j ≤ τm.
Thus S(L(m)) satisfies the condition (3.22).
Bearing in mind that 1, L1, ..., Ls are linearly independent over Fb[z], we
get that {n(z)Li} 6= 0 for all n ≥ 1. Hence {l
(i)(n)} 6= 0 for all n ≥ 1
(i = 1, ..., s). Therefore the sequence S(L) is weakly admissible.
Applying the Proposition, we get the assertion of the Theorem.
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