We consider two technical developments of the formalism of continuous-time histories. First, we provide an explicit description of histories of the simple harmonic oscillator on the classical histories phase space, comparing and contrasting the Q, P and Wigner representations; we conclude that a representation based on coherent states is the most appropriate. Second, we demonstrate a generic method for implementing a perturbative approach for interacting theories in the histories formalism, using the quartic anharmonic oscillator. We make use of the identification of the closed-time path (CTP) generating functional with the decoherence functional to develop a perturbative expansion for the latter up to second order in the coupling constant. We consider both configuration space and phase space histories.
Introduction
The consistent histories approach to quantum mechanics is a framework for the description of individual (closed) quantum systems (see, [1] , [2] , [3] , [4] ). It provides a reformulation of quantum physics based on histories, namely temporally extended propositions for a physical system. One therefore asks questions about histories of momentum, position, energy and other variables. The probability information for the histories is contained within the decoherence functional, which is a complex valued functional of pairs of histories. In the usual interpretation, its diagonal elements define probabilities within a set of histories (usually coarse-grained), provided a specific consistency condition is satisfied. The basic mathematical objects of histories theory are therefore different from those of the standard formulation, even though in the cases of interest there is a relation: the former can be constructed from the latter. This paper deals with two specific technical issues of the history formalism that have not been fully developed in the relevant bibliography: i) an explicit description of quantum mechanical histories defined on the classical phase space, and ii) the translation of the usual methods of perturbation theory in the history context. In both issues, our emphasis lies on the construction of the decoherence functional, from which all physical predictions of the theory (probabilities) are derived. These results then allow the translation of common and useful techniques of standard quantum mechanics in the histories framework and provide therefore a tool for addressing problems of a technically more complex nature.
A history is represented by a time-ordered string of projection operators representing propositions about the system. We denote these α := (α t 1 , α t 2 , . . . , α tn ) with t 1 < t 2 < . . . < t n . As described above, the decoherence functional is the central mathematical object. Given a Hamiltonian H, and an initial state ρ 0 , it is defined on pairs of histories as:
in which the class operator is given in terms of Heisenberg picture projection operators as C α = α t 1 (t 1 )α t 2 (t 2 ) . . . α tn (t n ).
The formalism of histories has undergone significant developments in the last twenty years, with the special aim to cast quantum theory in a more manifestly covariant form (see Hartle's 'generalized quantum mechanics' [5] and Savvidou's spacetime description HPO histories [4] , [6] ).
The history projection operator approach (HPO) [2] , [3] , [7] , [4] , which heavily influences the current work, put the histories formalism on a firm logical footing by representing histories as a tensor product since α t 1 ⊗α t 2 ⊗. . .⊗α tn is a projection operator on the tensor product 'history Hilbert space' V = H t 1 ⊗H t 2 ⊗. . .⊗H tn , where H is the Hilbert space of the standard theory. The important development of the HPO formalism to continuous-time histories were further generalised in [8] .
A crucial development was made by Savvidou who showed that histories theories made a sharp distinction between time as a parameter of dynamical evolution, and time as a kinematical label referring simply to the temporal ordering properties of the system. She defined a quantum version of the Hamilton-Jacobi action functional as the true generator of time transformations in HPO theories [3] . This lead to developments of the HPO spacetime description of the free scalar field [4] , the free electromagnetic field [9] , and to significant developments in covariant classical general relativity [6] .
The underlying phase space structure of histories was described by Anastopoulos [8] [10], leading to a description of quantum histories on the classical histories phase space (this is the space of all continuous paths on the standard phase space -see [7] , Ch. 5), guided by the analogy with stochastic processes. In this framework, the decoherence functional can be defined via a quasi-distribution on phase space. Central to this work -and, indeed, to the developments presented in this paper -is the identification of the decoherence functional with the closed-time-path (CTP) generating functional (first introduced by Schwinger in his classic study of Brownian motion [11] ) which, in turn, is related to the distribution via a Fourier transform.
In what follows, after a brief exposition of the necessary background material in section 2, we present two technical developments of the histories formalism. In section 3, we complement the phase space picture of the histories formalism through an explicit analysis of the simple harmonic oscillator (SHO). We first construct the phase space distribution which defines the decoherence functional at the discrete-time level, maintaining a generality which allows us to compare different phase space representations, ie. Q, P and Wigner. Concluding that the P representation is ill-defined, we then take the continuous-time limit of the coherent state (Q) and Wigner representations. Contrary to the single-time case, we find significant differences in the structure of these representations in the context of histories. In section 4, we make use of the relationship introduced in the preceding section between the decoherence functional and the CTP generating functional to extend the formalism of continuous-time histories in order to include interacting theories.
We exemplify with the case of the anharmonic oscillator (AHO) for which we shall draw on our results of the previous section. In Section 5 we conclude.
Background
We review the necessary technical background to the work we present in Sections 3 and 4. First, we briefly survey the properties of phase space representations of quantum mechanics, largely to fix notation which is essentially that of [12] , and we describe the key relationship between the CTP generating functional and the decoherence functional [8] .
Quantum Mechanics Phase Space Representations
We associate a c-number function on the classical phase space Γ, with an operator G(â † ,â) that is a function of the non-commuting operatorsâ † and a, on the Hilbert space H, according to:
of the sub-class of such mappings given simply by
For s = 1, 0, −1 we have, respectively, the Q, Wigner and P representations 1 . The phase space representation of the density operator is often referred to as a quasi-probability distribution as it plays an analogous role to a classical probability distribution, ie
Thus we can compute quantum correlation functions in terms of phase space objects. Srinivas [13] , describes the generalisation of these results so as to write multi-time quantum correlation functions in terms of a multi-time quasi-probability distribution on phase space. The key result is
in which the time-evolved representation operator is given by ∆ Ω (α, α * , t) = e itH ∆ Ω (α, α * )e −itH . From this we see that the object
can be thought of as a multi-time quasi probability distribution.
The Relationship Between the CTP Generating Functional and the Decoherence Functional
The decoherence functional is defined on time-ordered strings of Heisenberg picture projection operators Eq. (1.1). This definition can be extended by continuity to all bounded operators on the Hilbert space. The decoherence functional is the expectation value of two strings of operators-one timeordered and one anti-time-ordered. These are known as the mixed (n, m) correlation functions (referring correspondingly to the time-ordered and the anti-time-ordered strings) and they are generated by the CTP functional.
If the history Hilbert space V, carries a representation of the history Weyl group U(ξ(·), χ(·)) = exp{iq ξ + ip χ }, then we can define the configuration space CTP generating functional as
. Furthermore, we can construct the phase space CTP generating functional which will contain all the physical information about the system. This will be given by
We note from these expressions that, from the normalisation condition for the decoherence functional, ie. d(1, 1) = 1 , the CTP generating functional inherits the normalisation condition Z[0, 0] = 1.
Denoting for simplicity a phase space path [q(·), p(·)] as γ, we can formally associate to the decoherence functional a quasi distribution W Ω [γ|γ ′ ], on the histories phase space (strictly speaking on Π × Π) according to The phase space CTP generating functional is related to the continuoustime histories phase space quasi-distribution by
, in which we have used the shorthand q · ξ ≡ dt q(t)ξ(t).
The integration over paths in the above expressions is formal. It is properly defined by a consideration of discrete-time histories, the definition of suitable cylinder sets in the space of continuous time histories and extension by continuity to a larger class of phase space paths.
Phase Space Representations for the SHO
We now study the phase space representations of the decoherence functional for the case of a single harmonic oscillator, described by the Hamiltonian
with the usual definitionâ = ω/2q + i1/ √ 2ωp.
Similarly, we employ the following relations to interchange between complex and real coordinates on Γ and its dual
The continuous-time phase space distribution W Ω [γ|γ ′ ] is defined as the limit of the following discrete-time expression
The 'branches' are timeordered so that t 1 < t 2 < . . . < t n and t
. This is the histories theory generalisation of Eq. (2.6).
We compute this expression, keeping the parameter 's' introduced in Eq. (2.3), to compare the different representations. As the expressions are somewhat unwieldy in full, we only demonstrate the calculation on one 'branch' 5) in which the Weyl operators are given by U(z, z
To maintain generality as to the initial state, it suffices to choose a coherent state as all density matrices can be written as a weighted, diagonal sum of such states. Thus we take ρ = |β β|, in which the coherent state |β is defined as |β := eâ
Using the composition law
and the time evolution e iHt U(z, z * )e −iHt = U(e iωt z, e −iωt z * ), the result is
in which the coefficients A k (s) are given by:
and in which the step function is given by:
The second line on the right hand side of Eq. (3.7) contains the boundary terms that arise as the result of our choice of initial state.
The result of the full calculation Eq. (3.4), contains a similar expression for the other 'branch' (with opposite time-ordering) and an expression involving cross-terms between the primed and unprimed quantities. It is given by:
This is the full, discrete-time expression for the phase space distribution associated to the decoherence functional with a generic initial state by a general rule of association given by Ω(z, z * ) = exp It is clear that the expression Eq. (3.12), is not well-defined for s = −1, as the first two exponents have 1 + s in the denominator, which introduces an infinity into the expression for the distribution. Thus we conclude that the P-representation is not a good choice for representing quantum mechanical histories on the classical histories phase space. We shall now examine, in turn, the Q representation (s = 1) and the Wigner representation (s = 0), and their respective continuum limits.
The Q representation
The Q representation is given by s = 1, where A k (s) = 0 for k ≥ 2. The resulting expression is thus local-this is the only solution that is local. This is an important property, it transpires that the phase space decoherence functional satisfies a histories version of the Markov property [10] .
Taking s = 1 (and still working with one 'branch' for clarity), Eq. (3.7) becomes
If n is very large (thus t i+1 − t i ≡ δt << 1), then we consider the discrete
, we neglect terms of O(δt 2 ), and then we take the continuous-time limit, δt → 0. Finally this becomes
14)
The result for the full expression, i.e., the continuum limit of Eq. (3.4) in the Q representation is
in which we have also taken t n = t ′ m as is usual in histories.
If we consider the case [
,the initial state can only be the vacuum (β = 0), and revert to the [q(·), p(·)] coordinates on Π, this simply becomes 16) where
is the phase space action functional.
The Wigner representation
In the case of the Wigner representation, s = 0, we get a highly non-local expression at the level of the discrete-time expression, with A k+1 (s) = −A k (s). For one 'branch' we have
The alternating sign makes the calculation of the continuum limit of this expression a little more tricky. However, a similar situation was encountered in [14] , and a solution detailed in Section III.C and Appendix B of that reference. The only difference is that the current expressions contain an explicit time dependence, however this does not complicate the derivation in any significant way. We outline the calculation of the continuum limit of the above expression in the Appendix. The final result is
and β = 0, and revert to the [q(·), p(·)] coordinates on Π, we find that this result reduces to the same expression as we obtained for the Q representation, namely
This is a satisfying result as the classical limits of these expressions should be the same. However, we have compared the Q and Wigner representations in the far more general context of a generic initial state, at both the discrete-time-Eqs. (3.13) and (3.17) respectively-and continuous-timeEqs. (3.15) and (3.18)-levels.
The discrete-time expressions are the more fundamental as it is at this level that one may define the generic coarse-graining operations that are central to the histories formalism. We have seen the difference in the boundary terms that arise in each representation. But, most importantly, we get a local expression for the Q representation. As we mentioned earlier, this allows us the definition of a Markov property for the distribution-thus the decoherence functional. This is in line with the properties of the wave function (or density matrix) in standard QM, and for this reason we conclude that the Q representation is the most suitable for discussing the phase space structure of the histories formalism.
This analysis complements the discussion in [10] in which it is suggested that a representation based on coherent states is more suitable, and where it was shown that a Markov property for the phase space decoherence functional is a necessary but not sufficient condition for a reconstruction theorem, which regains the standard Hilbert space from the phase space picture.
Having now examined the construction of the phase space distribution for a generic initial state in some detail, for the remainder of this paper, we will use the form of the distribution in the case that time is taken to be the whole real line and our initial state is the vacuum, i.e., Eq. (3.16).
Correlation functions
For completeness, let us derive the correlation functions corresponding to the phase space CTP generating functional that is associated with the phase space distribution according to the analysis in Section 2.2. The CTP generating functional will thus be given by
The Green's functions are
whereT indicates anti -time ordering. These are, respectively, the Feynman, Wightman and Dyson Green's functions. The definition of the correlation functions is standard.
By writing X a (a = 1, 2) ≡ (q, p) and J a (a = 1, 2) ≡ (ξ, χ), we have the general expression for a mixed (n, m) correlation function G n,m (a 1 , t 1 ; . . . ; a n , t n |b 1 , t
again,T represents time ordering, andT anti-time ordering of the arguments, and we have abbreviated ∂/∂t ≡ ∂ t . Clearly the ones that stand out are Eqs. (3.32)-(3.33). Though we will not discuss these in detail here, these reflect the fact that, in histories theories, we do not have p(t) =q(t) in general. Most relevant to the discussion here is the analysis in [10] in which the difference between velocity and momentum is determined by a 'random external force' -which arises in the quantum analogue of a stochastic differential equation.
In histories-as opposed to single-time-quantum theory, we can define differentiation with respect to time independently of the dynamical evolution. This leads to the definition of a velocity operator that is independent of, and does not generally commute with the momentum operator [3] . In [15] , probabilities for measurements that are extended in time are considered; class operators are constructed that are significantly different for momentum and velocity measurements 2 and the scheme suggests that it may be possible to experimentally distinguish between the two.
Two other papers of interest on this topic are a paper by Park and Margenau [16] on simultaneous measurement in quantum theory, and Hartle's discussion of the operational meaning of momentum in histories theories [17] , in which he emphasises that an accurate measurement of momentum requires a long time of flight, whereas the velocity operator, as a time derivative of the path, is clearly defined on a vanishingly small time interval.
We now turn to the second main part of this work, which is the extension of the histories formalism to include interacting theories.
The Decoherence Functional for the AHO
Next we develop a perturbative method to extend the formalism of continuoustime histories to include interacting theories. We exemplify the construction in the case of the anharmonic oscillator with a quartic self-interaction, corresponding to a Hamiltonian
As we have already mentioned, the key to this development is the relationship between the decoherence functional and the CTP generating functional described in Section 2.2. Thus we need to compute the perturbative expansion of the latter and Fourier transform back to get an expression for the decoherence functional up to O(λ 2 ). We examine both the configuration space and phase space contexts, performing most of the calculations in the former whilst also using our results of Section 3 in the latter. From here on, a subscript '0' will indicate a quantity referring to the free theory, ie. for λ = 0.
The perturbative expansion on configuration space
The construction of the distribution and CTP generating functional for the SHO on configuration space is straightforward as we face no complications with non-commuting operators. The latter is simply derived from consideration of the two-point functions and is given by (see, eg. [18] )
The Green's functions were given in Eqs. (3.22)-(3.24), and we note that the Wightman Green's function is a solution to the SHO equation of motion.
The configuration space distribution will be given by the Fourier transform of this expression, i.e.,
and this is readily calculated to be
where S[q] is the classical action calculated on the path q(t)
The complex conjugation reflects the anti-time ordering on the q ′ path. This result is exactly as we would expect. It is the decoherence functional defined on a pair of fine-grained configuration space paths (see, eg. [5] where the same result is derived by considering class operators made up of strings of Heisenberg picture projection operators onto regions of configuration space).
Given a family of commuting, self-adjoint operatorsÂ i , subsets of Π CSthe space of configuration space histories-will correspond to histories of the observablesÂ i . If we consider two such subsets C and D, we can formally write the configuration space decoherence functional [10] 
where χ C is the characteristic function associated with the subset C ⊂ Π CS .
In the case of the AHO with a quartic self-interaction, the CTP generating functional will be given by
The normalisation condition described in Section 2.2 above, i.e., Z[0, 0] = 1, is equivalent to the cancelling of vacuum diagrams from this series.
The Fourier transform
The configuration space distribution for the interacting theory is given by the Fourier transform of the perturbative expression for
After some lengthy, but relatively straightforward calculation we find
This is the main result of this part of the current work, and in the next section we shall see that the result for the phase space distribution is essentially the same. These expressions can then be used in Eq. (4.6) (for configuration space) and Eq. (2.8) (for phase space), along with suitable coarse-grainings, in order to determine a perturbative expression for the decoherence functional of coarse-grained histories of the AHO.
In standard field theory, one often works with the generating functional for the connected Green's functions, defined
Here we note that a similar analysis somewhat refines the result given above. We write d(q, q ′ ) = e iS(q,q ′ ) (and similarly for d 0 (q, q ′ )), and we deduce the perturbative expansion ofS(q, q ′ ) by the usual method of using the expansion of ln(1 + x), and keeping terms to O(λ 2 ). This results
where we recall thatS 0 (q,
. So we have a cancelling of terms here that is analogous to the cancelling of the terms representing disconnected diagrams in the standard case.
Writing the decoherence functional in this manner raises the interesting question of howS(q, q ′ ) is related to the CTP effective action. The latter is defined by a double Legendre transform of the generating functional of connected diagrams W [J, 11) where the sources (J, J ′ ) are considered as functionals of the background fields (q,q ′ ), which are, in turn, defined asq =
In [19] it is conjectured that the decoherence functional is defined by the tree-level CTP effective action d(q, q ′ ) = e iΓ CT P [q,q ′ ] . We can now show that, to O(λ) at least, this is indeed the case, as the CTP effective action for the SHO is given by
and we ignore the last two, 'one-loop' terms.
The perturbative expansion on phase space
In section 3 we discussed in some detail the construction of the phase space quasi-distribution for continuous-time histories. We concluded that the Q representation was the most appropriate, and, in section 3.1 we computed the continuous-time limit (for the case ρ 0 = |0 0| and t ∈ R) to be
The corresponding CTP generating functional was given in Section 3.3. The phase space CTP generating functional for the interacting theory will be given by
and, once more, the distribution will be given by the Fourier transform of the resulting expression,
These calculations are greatly simplified if we transform to new coordinates u(t) = ξ(t) −χ(t) and v(t) = χ(t), and likewise for the primed quantities.
In the resulting expressions, the terms in (u, u ′ ) are now separate from the terms in (v, v ′ ). The terms in (u, u ′ ) are of the same form as the expressions in terms of (q, q ′ ), in the case of the configuration space, and so the calculations proceed likewise, whilst the terms in (v, v ′ ) are just a simple Gaussian.
Thus the phase space CTP generating functional will be given by an expression of essentially the same form as the configuration space CTP generating functional. We only need to replace
(and likewise for Z 0 ) and replace (J, J ′ ) with (u, u ′ ) in the terms brought down by the functional differentiation.
The Fourier transform in the phase space context proceeds in essentially the same manner as in the configuration space. We thus arrive at the following result, for the phase space distribution associated with the decoherence functional for the AHO
We can perform a similar analysis, like the one in the preceding section, in order to rewrite the above expression in an 'exponential form'. We define
with:
To second order in λ we obtain the analogous result
We can see that the relationship between the CTP generating functional and the decoherence functional provides a powerful tool for the implementation of perturbative techniques in the histories formalism. We have derived an expression to second order for the phase space distribution. This is important in two ways. First, because we have demonstrated an effective, generic method for dealing with interacting histories theories that can be extended to any system of interest eg. φ 4 theory, QED. One just starts from the construction of the CTP generating functional. Second, because the result is in terms of a distribution on phase space, we know how to implement coarsegrainings pertaining to a wide class of interesting systems. This could be of immense use, for example, in the discussion of how hydrodynamic variables and their equations of motion emerge from the underlying quantum theory.
Conclusion
The aims of this paper have been twofold: to complete the phase space picture of quantum mechanical histories and to demonstrate a method for the implementation of perturbation theory in the histories formalism.
Much can be gained from studying simpler, quantum mechanical systems as they are free of some of the mathematical complexities that accompany field theory, whilst still providing good information as to the form that their field theoretic analogues may take. Thus we chose to work with the simple harmonic oscillator (SHO) and its extension, the anharmonic oscillator (AHO) with a quartic potential. This latter system is a simple example of a theory with interactions, and is the natural quantum mechanical analogue of the self-interacting scalar field with a φ 4 potential term. In fact, as we shall show in subsequent work, the results contained herein generalise in a straightforward manner to field theory.
The analysis of the different phase space representations complements the work in [8] and [10] . Although there exists a continuous infinity of maps between phase space c-number functions and Hilbert space operators, the most commonly encountered ones are the Wigner representation and a mapping based on coherent states. We have explicitly compared these in the histories formalism, for a general initial state, at both the discrete-time and continuous-time levels for the case of the SHO. Ultimately it is the former that are the most important, as all expressions, (eg., functional integrals involving the continuous-time expressions) must be understood as a suitable limit of the mathematically well-defined discrete-time expressions. One should emphasise that proper implementation of coarse-graining operations (which is an essential part of the consistent histories programme) relies on the proper discrete-time expression for the histories. At this level, the Wigner and coherent state representations of histories are very different. The latter is a much simpler expression, local in time, and is thus the preferred choice for phase space histories.
Finally, we demonstrated the construction of both the configuration space and phase space decoherence functional of the AHO. We made use of the fact that the decoherence functional is related to the closed-time-path (CTP) generating functional via a Fourier transform, and that the latter has a welldefined perturbative expansion.
