A method of reusing power line inspection images is proposed. Firstly, the power line inspection is rechecked, and then the information of the patrol image is extracted by structured way, and the bag of Word model is formed. The cloud computing mode is used to support the micro application of artificial intelligence, and the service is made by means of micro service.
Introduction
As a means of delivery, the helicopter carries detection personnel, infrared thermal imager, digital camera and other equipment to detect and maintain the transmission line to replace the traditional manual way. About 70% of the problems can be solved on the spot. However, rechecking the image brought back by helicopter or UAV can greatly promote the development of line inspection image recognition technology. At the same time, the line inspection image contains many other information, so it is necessary to provide a platform to make use of such information.
Image Recheck Technology Based on Data Center Mode
Image processing is a fast developing subject. The image processing involves video frame capture, feature recognition and so on. With the development of deep learning technology, CNN (convolution neural network), RNN (recurrent neural network) and DNN (deep neural network) have brought the recognition of image features to the new dimension [1, 2, 3] .
Image processing involves three kinds of equipment: 1) airborne or hand held devices; 2) field device processing (disaster relief command vehicle); 3) data center equipment processing. Among them, airborne or hand held devices process video or static images; field device processing usually includes image initial processing, recognition based on training models and real-time application needs (for example, Panoramic Map of disaster scene). The data center equipment can cover all kinds of image application requirements.
Similar to airborne mode, the heterogeneous computing mode is adopted, the main FPGA accelerates the traditional image algorithm, and the h.265 decoding card is used to improve the speed of video coding and decoding, and GPU is used to realize the image recognition based on deep learning. Furthermore, in the airborne equipment of the project, the Yolo V3 framework is adopted [4] .
PCI-E is a high-speed serial point-to-point dual channel high bandwidth transmission. Its main advantage is high data transmission rate. The highest 16X2 version now achieves 10GB/s. In fact, in general applications, high speed Ethernet technology can be used in data communication, and the advantage of using PCI-E is that the real time is guaranteed.
FPGA is more efficient than CPU even GPU, mainly due to its architecture without instruction and no memory sharing. There are two functions of memory in the Von Neumann structure. One is the save state, and the two is the inter cell communication. Because memory is shared, we need to do access arbitration. In order to make use of the locality of access, every executive cell has a private cache, which means we need to maintain consistency between components. Although the computing core of FPGA is less than that of GPU, its computing units interact with each other through on-chip cache, so it is particularly suitable for tasks that need to be completed by pipeline. For some deep pipeline computing tasks, FPGA can output the running results in a clock time cycle.
In order to improve the performance, in the case of engineering application precision, this paper made three changes during the implementation process.In short, these techniques are hardware acceleration based on FPGA and PCI-E, data set distributed training based on dynamic scheduling, and pipeline processing technology based on micro service for power line defect identification process.
The decode image is completed by using the H.265 decoding card. A drop sampling for an image is to get a point every few lines and columns to form a new image. The scale factor of 2 down sampling: an image is for every row to take a bit. Because FPGA is pipelined operation. After original image input, there is no register preservation. If we want to achieve the down sampling, we need very precise timing control, which increases the overall complexity of control. Therefore, this paper stripped the process from the classical SIFT algorithm and provided the data with the H.265 decoding card. The synthesis control is implemented at the back end of the algorithm process.
Use the variable length Gauss template to replace the fixed template in the classic software.
In general, the SIFT realization uses Gauss's fuzzy semigroup properties and transforms the twodimensional Gauss matrix into a one-dimensional matrix. But in FPGA implementation, due to the error effect caused by the fixed template, for the sake of concurrent consideration, the general way is to enlarge the template size, for example, the length of one dimension template is 9.
The so-called Gauss semigroup property is that in the classical SIFT algorithm, every layer of the Gauss operation depends on the result of the last Gauss operation, which can reduce the computation cost. However, in FPGA implementation, this method restricts the capability of parallel computing. By using the variable length template, Gauss Pyramid can be obtained by multiplying the original and variable length templates without using this property. The corresponding template lengths for each layer were 1, 3, 5, 7, 9, 11, 13. The input image and the corresponding template are multiplied to get the data of each layer directly, and the calculation dependence is avoided. The length of the template is 1 in fact representing that the layer does not do Gauss blur. The template value of each layer is fixed in advance and is placed in FPGA in advance. Through simulation test, it is found that the variable length template does not affect the accuracy, but it can improve the parallel ability at the same time.
The polynomial function is used to approximate the exponential function . It takes more time to call the exponent operation, so the polynomial method is used to approach. For example, in the weight calculation: Obin = grad_ori * bins_per_rad; Weighting W = exp (-(-(-(c_rot * c_rot + r_rot * r_rot) / exp_d); Adjust to W = r*r/ (r*r + c_rot * c_rot + r_rot * r_rot); This adjustment affects only about 3% of the feature points. But the difficulty of the project is reduced and the speed of the algorithm is improved.
Micro Services and Cloud Platform Architecture

Architecture for Deep Learning
In the optimization training process of power line patrol inspection model, there is a high demand for computing capacity of computing resources, and the speed of single node optimization training is slow. It takes one day for more than 10000 image samples to iterate 10000 times of training in the yolo-v3 model, so it is considered to speed up the training process with hardware technology as much as possible. At the same time, in the selection of platform, a distributed training mode considering elastic expansion is designed It can provide the ability of dynamic scaling of training resources by combining the dynamic scheduling of resources when submitting training jobs. Unstructured data is the data with irregular or incomplete data structure, no predefined data model and inconvenient to be represented by two-dimensional logical tables of database. The construction of image database can support the optimization training of the power line inspection engine, improve the accuracy of defect recognition, fault diagnosis and face recognition. 
Microservice Architecture in Image Recognition
In a micro service architecture [5] , the patterns of communication between clients and the application, as well as between application components, are different than in a monolithic application. There are two main approaches to inter-process communication in a micro service architecture. One option is to a synchronous HTTP-based mechanism such as REST (Representational State Transfer) or SOAP (Simple Object Access Protocol). This is a simple and familiar IPC (Inter-Process Communication) mechanism. It's firewall friendly so it works across the Internet and implementing the request/reply style of communication is easy. The downside of HTTP is that it doesn't support other patterns of communication such as publish-subscribe.
In the process of micro service architecture design, an inevitable problem is how to determine the service boundary and how to identify the service. In this work, we use some specific problems to implement micro services. For example, in the identification of ground wire defects, the detection of conductor loose strand, conductor broken strand, conductor corrosion and conductor sag defects in transmission lines share one micro service.
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Summary
Data value is becoming more and more important. Therefore, it is a practical work to make full use of the patrol image brought back by the aircraft. In the future, we will further improve the micro service mechanism so as to share the power line patrol image information in a wider range.
