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Zusammenfassung
Waldbra¨nde stellen weltweit ein sehr grosses Naturgefahrenpotential dar. Unza¨hli-
ge Waldbra¨nde wu¨teten in den letzten Jahren in den USA, Brasilien, Indonesien,
den Mittelmeeranrainern Europas und auch in der Schweiz, hauptsa¨chlich im
Kanton Tessin.
Waldbrandprognosemodelle sind ein wichtiges Instrument zur Waldbrandpra¨ven-
tion und daher fu¨r eine effiziente Waldbrandmanagementstrategie unabdingbar.
Im Rahmen dieser Arbeit wurde ein statistisches Modell zur Prognose der lo-
kalen Waldbrandgefahr, basierend auf der k-Nearest Neighbors (kNN) Methode,
entwickelt. Die kNN-Methode ist eine nichtparametrische Diskriminanzanalyse,
deren Annahmen darauf basieren, dass in einem durch Variablen aufgespannten
Vektorraum mittels eines Euklid’schen Abstandmasses a¨hnliche Datensa¨tze ge-
funden werden. Voraussetzung fu¨r das Funktionieren der Prognosemethode ist,
dass sich ein Variablensatz finden la¨sst, sodass sich Tage mit Waldbra¨nden inner-
halb des durch die Variablen aufgespannten Ereignisraumes gruppieren lassen.
Weiter setzt die Methode voraus, dass die erkla¨renden Variablen keinem zeitli-
chen Trend unterliegen und u¨ber das gesamte Untersuchungsgebiet extrapoliert
werden ko¨nnen.
Im Rahmen dieser Arbeit sind allgemein gu¨ltige “Regeln” fu¨r die Anwendung der
kNN-Methode als Prognosemodell fu¨r die Naturgefahren Waldbrand und Lawi-
nen formuliert worden. Basierend auf diesen “Regeln”, ist eine einfache Weiter-
entwicklung der kNN-Methode auf andere Naturgefahren mo¨glich.
Die Ergebnisse der kNN-Methode ko¨nnen auf drei unterschiedliche Arten dar-
gestellt werden: Die bina¨re Prognose stellt einen dichotomen Ja-Nein-Entscheid
dar. Die Verifikation dieses Prognosetyps basiert auf der Auswertung von Kon-
xvii
tingenzmatrizen. Bei der probabilistischen Prognose wird eine Wahrscheinlichkeit
fu¨r das Eintreten eines Ereignisses berechnet. Brier Score und Zuverla¨ssigkeits-
diagramme stellen dabei die Verifikationsmasse dar. Die deskriptive Prognose ist
die dritte und umfassendste Ausgabeform des kNN-Modells. Sie beinhaltet im
Gegensatz zu den anderen beiden Prognosen die gesamte, nicht selektierte Infor-
mation, welche in der Datenbank u¨ber die na¨chsten Nachbarn enthalten ist.
Das kNN-Modell stellt mit seinen unterschiedlichen Ausgabemo¨glichkeiten ein
weiteres Unterstu¨tzungswerkzeug im Entscheidungsprozess einer Gefahrenabscha¨tz-
ung der aktuellenWaldbrandsituation dar und kann von entsprechenden Beho¨rden
somit sinnvoll zur lokalen Waldbrandprognose eingesetzt werden.
xviii
Abstract
Forest fire are a major natural hazard in Europe. While writing this work (2001-
2004) wildfires raged in Spain, Portugal and France. Since the 1960’s forest fire
activity has also increased in Switzerland, primary in the Canton of Ticino.
The development of fire danger prediction methods is considered to be one of
the most important elements of an effective forest fire management strategy. In
this work a statistical forecast model, based on the k-nearest neighbors method
(kNN), was developed and applied to asses forest fire danger.
Statistically, the kNN method is a non-parametric pattern classification tech-
nique which arranges data in a multi-dimensional space and applies a distance
metric (usually Euclidean) to define the distance between past and present data.
The method assumes that similar events are likely to exhibit similar precursors
and that fire and weather factors can be extrapolated over the geographic forecast
area.
General rules underlying the application of a k-nearest neighbors model were
formulated in this work. Based on these fundamental principles a further develop-
ment of the kNN model in the field of natural hazard prediction, both spatially
and thematically, is enabled.
The output of the kNN forecast can be used in different ways. A binary forecast
is used with decision boundaries to predict event occurrence. Contingency tables
for this type of forecast are evaluated. A probabilistic forecast can be used to
predict the probability of occurrence and therefore danger levels. Brier score and
attributes diagrams are presented that are used to verify this forecasting method.
In a descriptive forecast, which records a detailed list of events and all associated
individual observations, the responsibility for the danger assessment is with the
user.
The absolute quality of the kNN approach, however, is difficult to quantify be-
cause the method provides examples, which often trigger decision making proces-
xix





Hochwasser, Stu¨rme, Steinschlag, Muren, Erdbeben, Waldbra¨nde und Lawinen
bedrohen die Menschheit seit ihren Anfa¨ngen und haben einen nachhaltigen Ein-
fluss auf die Entwicklung der verschiedenen Kulturen der Erde gehabt. Treten
diese Ereignisse in von Menschen stark genutzten Ra¨umen auf, sind Personen-
und Sachscha¨den oft direkte Folgen. Durch die fru¨hzeitige Erkennung von Natur-
gefahren und die Kommunikation an die Betroffenen ko¨nnen die Ausmasse der
Scha¨den bei entsprechenden Massnahmen reduziert oder ganz eliminiert werden
(Brabec, 2001).
Global brennen ja¨hrlich nach Scha¨tzungen der Erna¨hrungs- und Landwirtschafts-
organisation der Vereinten Nationen (FAO) 11.3 Mio. ha Wald (Gesamtwald-
fla¨che: 3.4 Mia. ha) (FAO, 1999). In ju¨ngster Zeit haben Naturkatastrophen wie
die Waldbra¨nde vom Sommer 2003 (Kantone Wallis und Tessin), die Murga¨nge
von 2002 (Kanton Graubu¨nden), die Lawinen vom Winter 1999 (gesamter Alpen-
raum) und die Winterstu¨rme 1999 (“Lothar”) die schweizerische O¨ffentlichkeit
stark bewegt.
Der zunehmende Siedlungsdruck und die Ausbreitung touristischer Aktivita¨ten
in potentiellen Gefahrenra¨umen erfordern ein weit entwickeltes Risikomanage-
mentkonzept. Fu¨r die Minimierung von Scha¨den und Evakuation gefa¨hrdeter
Ra¨ume ist die Prognose potentieller Naturgefahren ein wichtiger und mitent-
scheidender Bestandteil.
Die Schweiz ist hauptsa¨chlich von Hochwasser, Lawinen und Rutschungen, in ge-
ringerem Ausmass aber auch vonWaldbra¨nden betroffen. Obwohl die Naturgefahr
Waldbrand nicht sehr bekannt ist, tritt sie - lokal vorkommend (Alpensu¨dseite,
dabei insbesondere im Kanton Tessin) - relativ ha¨ufig auf. Im Durchschnitt bren-
nen ja¨hrlich bei 80-100 Bra¨nden rund 740ha Wald, dies hauptsa¨chlich in den
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trockenen Winter- und den heissen Sommermonaten. Die Bra¨nde ko¨nnen schwer-
wiegende o¨kologische und o¨konomische Auswirkungen zur Folge haben, insbeson-
dere dann, wenn der Schutz, den die Wa¨lder vor Lawinen oder Steinschlag bieten,
zersto¨rt werden (Abb. 1.1). Die Installation von einer Hektar schu¨tzender Struk-
tur kostet rund 1 Mio. SFr. (Allgo¨wer, 2001). Neben dem o¨konomischen Aspekt
stellen die Gebirgswa¨lder auch aus o¨kologischer Sicht ein hoch sensibles O¨kosy-
stem dar, welches nach einer Zersto¨rung Jahrzehnte braucht, um wieder seinen
urspru¨nglichen Zustand zu erreichen.
Abb. 1.1: Lo¨scharbeiten am teilweise zersto¨rten Schutzwald von Leuk nach dem Wald-
brand vom August 2003. Photo: A. Felber.
Waldbra¨nde sind in ihrer Art und Intensita¨t, in ihrem Verhalten und ihren Aus-
wirkungen stark variierend, sodass eine Vielzahl von Faktoren beno¨tigt werden,
um ein Feuer zu beschreiben.
Auch wenn die Schweiz kein typisches Waldbrandland wie etwa die USA oder
die Mittelmeeranrainer ist, zeigt die Vergangenheit, dass ausgedehnte Katastro-
phenwaldbra¨nde vorkommen ko¨nnen. Die globale Klimavera¨nderung und die da-
mit einhergehende mo¨gliche Vera¨nderung des Niederschlagregimes auf der Al-
pensu¨dseite fordern geeignete planerische Mittel und Strategien, um einem mo¨gli-




Ausgereifte Modelle fu¨r das Verhalten von Waldbra¨nden in Abha¨ngigkeit von
Vegetationstyp, Menge und Anordnung des zur Verfu¨gung stehenden Brennma-
terials, Topographie und meteorologischen Rahmenbedingungen liegen fu¨r eine
Reihe von aussereuropa¨ischen La¨ndern vor. Auch die su¨deuropa¨ischen La¨nder
haben sich in der Vergangenheit mit diversen Waldbrandprognosemodellen aus-
einandergesetzt, wobei diese mehrheitlich auf der Brandgutfeuchte basieren. In
der Schweiz wird dieser Ansatz hauptsa¨chlich fu¨r den Kanton Graubu¨nden durch
Arbeiten des Geographischen Institutes der Universita¨t Zu¨rich verfolgt (Allgo¨wer,
2001).
Neben solchen deterministisch-physikalischen Modellansa¨tzen soll die vorlie-
gende Arbeit einen statistischen Ansatz zur Modellierung der Waldbrandgefahr
aufzeigen. Fu¨r die Lawinenprognose hat sich gezeigt, dass mit Hilfe eines k-
Nearest Neighbors (kNN) Modells fu¨r ein begrenztes Gebiet gute Ergebnisse er-
zielt werden ko¨nnen (Heierli et al., 2003). Basierend auf demselben kNN-Ansatz
soll in der vorliegenden Arbeit ein Prognosemodell fu¨r die Naturgefahr Waldbrand
entwickelt werden.
Damit ein erfolgreiches Modell entwickelt werden kann, mu¨ssen zuerst die zu
erfu¨llenden Anforderungen bekannt sein.
Zur Entwicklung eines operationellen Waldbrandprognosemodells fu¨r die Re-
gionen auf der Alpensu¨dseite gelten folgende Ziele, die unter bestimmten Rand-
bedingungen zu erfu¨llen sind:
1. Das Modell muss den Anspru¨chen der fu¨r die Warnung von Waldbra¨nden
zusta¨ndigen Beho¨rden genu¨gen und von diesen fu¨r ihre zu erstellenden Pro-
gnosen angewendet werden ko¨nnen.
2. Die ra¨umliche Auflo¨sung des Modells soll im Skalenbereich lokal bis regional
liegen.
3. Die zeitliche Auflo¨sung des Modells soll grundsa¨tzlich bei einem Tag lie-
gen. Es sollen aber sowohl Prognosen fu¨r den aktuellen Tag, als auch 3-
Tagesprognosen berechnet werden ko¨nnen.
4. Der Output des Modells soll eine Analyse nach unterschiedlichen Einflus-




5. Da das Modell sowohl auf Messdaten als auch auf meteorologische Progno-
sedaten der MeteoSchweiz basiert, muss eine Schnittstelle fu¨r einen “einfa-
chen” Datenimport implementiert werden.
6. Eine Modellverifikation muss einfach mo¨glich sein. Entsprechende Analyse-
tools mu¨ssen entwickelt und in das Modell integriert werden.
7. Die Struktur des Modells soll modular so aufgebaut werden, dass eine Erwei-
terung (ra¨umlich oder thematisch) mit angemessenem Aufwand realisierbar
ist.
Ko¨nnen die geforderten Bedingungen erfu¨llt werden, kann das Modell fu¨r neue
Fragestellungen anderer Themenbereiche oder Regionen adaptiert werden.
Neben der Datenaufbereitung und der Pru¨fung ihrer Qualita¨t soll in der vorliegen-
den Arbeit die Problematik der Diskriminierung bina¨rer Ereignisse angesprochen
werden. Die kNN-Methode stellt eine Mo¨glichkeit zur Lo¨sung dieses Problems
dar.
Die Resultate sollen hauptsa¨chlich in Bezug auf eine praxisorientierte Anwen-
dung des Modells u¨berpru¨ft werden. Zwar gibt es in der Waldbrandforschung
zahlreiche theoretische Modellansa¨tze, jedoch fehlen praxisbezogene, in der Rea-
lita¨t sinnvoll einsetzbare Modelle.
1.3 Gliederung der Arbeit
Gegliedert ist die vorliegende Arbeit wie folgt: Im Kapitel 2 Grundlagen wer-
den jene Punkte behandelt, welche die Grundlage dieser Arbeit bilden. Einen
U¨berblick u¨ber bereits existierende Waldbrandprognosemodelle und eine Ein-
fu¨hrung in die Problematik der Diskriminierung von erkla¨renden Gro¨ssen zur
Beschreibung bina¨rer Ereignisse liefert das Kapitel 3 Prognosemodelle. Ka-
pitel 4, die k-Nearest Neighbors Methode, liefert einen U¨berblick u¨ber die
kNN-Methode und eine Modellbeschreibung. Dabei werden ebenfalls Grundla-
gen erarbeitet, welche fu¨r die Modellentwicklung gebraucht werden. Im Kapitel
5, das kNN-Waldbrand Prognosemodell, wird schrittweise die Entwicklung
des kNN-Waldbrand Prognosemodells erkla¨rt. Eine Einfu¨hrung in die Verifikation
von Prognosemodellen und die Anwendung bezu¨glich der kNN-Resultate folgt im
Kapitel 6, Verifikation von Prognosemodellen. Im Kapitel 7, Resultate
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werden die Ergebnisse der Arbeit aufgefu¨hrt und in Kapitel 8, Diskussion an-
schliessend diskutiert. Abschliessend folgt in Kapitel 9, Schlussfolgerungen
eine Bewertung der Diskussion. Im Anhang werden Grundlagen des logistischen





2.1 Das Pha¨nomen Waldbrand und seine
o¨kologischen Folgen
Unter dem Begriff “Waldbrand” werden verschiedene Arten und Auspra¨gungen
eines Feuers zusammengefasst. Flur- oder Wiesenbra¨nde fallen ebenfalls in die
Kategorie der Waldbra¨nde, welchen grundsa¨tzlich besser der englische Begriff
wildfire zugeordnet werden sollte. Da es fu¨r diesen Begriff keine sinngema¨ß gu-
te U¨bersetzung gibt, wird im Folgenden trotzdem vom allgemeinen U¨berbegriff
“Waldbrand” gesprochen.
Je nach Entstehung und Ausbreitung ko¨nnen verschiedene Waldbrandtypen un-
terschieden werden. Waldbra¨nde werden in Abha¨ngigkeit von Entstehungsursache
und Ausbreitung kategorisiert (Abb. 2.1).
Die ha¨ufigste Waldbrandart ist das Lauffeuer. Es breitet sich in der bodennahen
Schicht durch Wind rasch aus. Die Streu-, Kraut- und Strauchschichten sind
davon am sta¨rksten betroffen.
Das Kronenfeuer bildet eine weitere Gruppe. Ausgehend von Bodenfeuern kann
sich ein Brand, sofern zwischen dem Boden und der Baumkrone brennbares Mate-
rial vorhanden ist, in die Baumkronen fortpflanzen. Bei starken Winden kann sich
ein Kronenfeuer aufgrund der durch Hitze entstehenden konvektiven Stro¨mungen
rasch u¨ber grosse Distanzen ausbreiten (Flugfeuer).
Als Erdfeuer bezeichnet man unterirdische Glutherde. Aufgrund des nur spa¨rlich
vorhandenen Sauerstoffs breitet sich das Feuer langsam aus. Da Erdfeuer an der
Oberfla¨che kaum sichtbar sind, gestaltet sich ihre Beka¨mpfung sehr schwierig.
Als letzte Gruppe sind die Stockfeuer zu erwa¨hnen. Sie glimmen in toten und
hohlen Baumsta¨mmen. U¨ber diese gelangen die Feuer in den Boden bis zu den




















Abb. 2.1: Zusammenha¨nge zwischen den verschiedenen Waldbrandtypen be-
ziehungsweise Ausbreitungsarten. Nach Jeklin & Scho¨b (1993). (Leicht vera¨ndert).
Wird ein Brand durch eine natu¨rliche Ursache (z.B. Blitz) ausgelo¨st, ist ein Wald-
brand ein natu¨rlicher Vorgang. Sowohl in diesem Fall als auch bei einem durch
Menschen verursachten Feuer mu¨ssen die Brandfolgen nicht unbedingt negativ
sein. In von Bra¨nden regelma¨ssig betroffenen Gebieten hat sich eine entspre-
chend feuertolerante Fauna und Flora entwickelt. Regelma¨ssige Bra¨nde erneuern
auch den Waldbestand. Brandfla¨chen weisen in den Jahren nach einem Brand
eine im Vergleich zum benachbarten Wald ho¨here Artenvielfalt auf (Conedera
et al., 1996).
Aussagen bezu¨glich den o¨kologischen Folgen eines Waldbrandes beruhen zu ei-
nem grossen Teil auf einem Experiment, welches im Ma¨rz 1998 in Copra (TI)
durchgefu¨hrt wurde. Im Rahmen dieses Versuches wurde ein rund 0.5ha grosses
Waldstu¨ck kontrolliert in Brand gesteckt. Neben der Sottostazione Sud delle Alpi
(SdA) beteiligten sich rund 15 weitere Forschergruppen (Conedera et al., 1998).
Wa¨hrend eines Waldbrandes entsteht in der Regel starke oberirdische Thermik.
Diese wirkt sich scha¨dlich auf pflanzliches Gewebe aus. Nur Baumarten wie Ei-
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chen, alte Birken und Kastanien ko¨nnen aufgrund der dicken Borke teilweise
u¨berleben. Unterirdische Pflanzenteile hingegen werden vom Feuer kaum beein-
tra¨chtigt. Temperaturmessungen ergaben innerhalb der Streuschicht Werte von
400-650◦C, in 2.5cm Tiefe nur noch Werte um 35◦C (Marxer, 2003). Wieder aus-
treibende Arten wie die Kastanie sind somit gegenu¨ber jenen Arten, welche sich
nicht vegetativ vermehren im Vorteil und ko¨nnen Brandfla¨chen rasch besiedeln.
Entgegen den Erwartungen hat sich die Artenzusammensetzung der wirbello-
sen Fauna nach einem Lauffeuer kaum vera¨ndert (Moretti et al., 1998). Je nach
Lebens- und Verhaltensweisen der einzelnen Tierarten reduziert zwar das Feuer
deren Individuenzahl stark, lo¨scht in der Regel jedoch keine aus.
Waldbra¨nde haben oft aber auch negative Folgen. Durch die grosse Hitzeeinwir-
kung kann das Pflanzen- und Tierleben zumindest teilweise zersto¨rt werden. So
ko¨nnen u.a. auch Mikroorganismen im Boden gescha¨digt werden, was eine Hu-
mifizierung des abgestorbenen Materials verunmo¨glicht. Bodenstrukturvera¨nde-
rungen und erho¨hte Erosionsgefahr sind die Folgen. Der Waldboden wird nicht
mehr von Vegetation bedeckt und damit anfa¨lliger fu¨r Witterungseinflu¨sse. Die
Folgen sind Bodenabschwemmung, erho¨htes Risiko von Winderosion und erho¨hte
Evaporation (Winkler, 1971).
Viele Wa¨lder erfu¨llen eine Schutzfunktion gegen Naturgefahren (Lawinen, Mur-
ga¨nge, etc.) oder dienen als Erholungsraum fu¨r die Bevo¨lkerung. Mit dem Verlust
des Waldes geht auch diese Funktion verloren. Die von verheerenden Wald- und
Buschbra¨nden betroffenen Regionen sind oft auch bewohnt, wie Beispiele aus
verschiedenen La¨ndern immer wieder zeigen.
Ganz allgemein la¨sst sich sagen, dass die Auswirkungen von Waldbra¨nden auf das
O¨kosystem davon abha¨ngen, zu welcher Jahreszeit, wie intensiv, wie lange und
wie oft es brennt. Die Kombination dieser Einflussfaktoren bezeichnet man als
Feuerregime (Winkler, 1971). In einer feueranfa¨lligen Region wie der Alpensu¨dsei-
te, muss man das Feuerregime als Standortfaktor bezeichnen, der die Entwicklung
der Waldo¨kosysteme massgeblich beeinflusst.
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2.2 Geschichte der Waldbra¨nde auf der
Alpensu¨dseite
Pollenanalytische Untersuchungen zeigen, dass die Alpensu¨dseite der Schweiz von
Natur aus eine waldbrandgefa¨hrdete Region ist. Seit dem Neolithikum vor 6500
Jahren lo¨sten menschliche Aktivita¨ten regelma¨ßig Bra¨nde aus (vgl. Abb. 2.2).
Wa¨hrend der Bronze- und Eisenzeit kam es am ha¨ufigsten zu Waldbra¨nden, weil
der Mensch das Feuer fu¨r die Brandrodung einsetzte. Mit der Aufforstung der
Kastanie wa¨hrend der Ro¨merzeit und der spa¨teren intensiven Landnutzung im
Mittelalter nahm die Ha¨ufigkeit von Waldbra¨nden deutlich ab (Tinner et al.,
1999).
Abb. 2.2: Der Mensch hat die Ha¨ufigkeit von Waldbra¨nden auch fru¨her beeinflusst.
Ablagerungen von Kohlepartikeln in der Nacheiszeit, nachgewiesen in den Sedimenten
des Origliosees, sind proportional zur Brandha¨ufigkeit (Tinner et al., 1998). Die Pe-
riode von 5000-7200 v. Chr. zeigt das Niveau natu¨rlicher Waldbra¨nde unter a¨hnlichen
klimatologischen Bedingungen wie heute. Die extreme Ha¨ufigkeit von Waldbra¨nden in
der Bronze- und Eisenzeit ist auf Brandrodungen durch den Menschen zuru¨ckzufu¨hren.
Die Brandrodungen fanden ein Ende, als die Ro¨mer um das Jahr 0 begannen die Edel-
kastanie aufzuforsten (Tinner et al., 1999).
Im 20. Jahrhundert nahm die ja¨hrliche Anzahl der Bra¨nde auf der Alpensu¨dsei-
te seit den 60er Jahren von durchschnittlich 30 auf 80 zu (Abb. 2.3 (a)). Dies
weil die land- und forstwirtschaftliche Nutzungsintensita¨t abnahm. Ehemals of-
fene Fla¨chen verwaldeten und brennbares Material ha¨ufte sich an. Der generelle
Anstieg der Feuergefahr fu¨hrte an feuergefa¨hrdeten Standorten zu hohen Feu-
erfrequenzen, welche die Waldentwicklung stark beeinflussten (Conedera et al.,
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1997). Seit den 80er Jahren sinkt die ja¨hrliche Anzahl der Waldbra¨nde wieder und
auch die Gro¨ssen der betroffenen Brandfla¨chen nehmen seit den 60er Jahren ab.
Eine Ausnahme bildete das ausserordentliche Jahr 1973. Die Extremereignisse,
bei denen sich die Waldbra¨nde auf Fla¨chen von u¨ber 100ha ausweiteten, waren
zwischen 1941 und 1980 am ha¨ufigsten (Abb. 2.3 (b)).
Zwischen 1981 und 2000 sank die ja¨hrliche Anzahl der Bra¨nde auf das Niveau
von 1921-1940 zuru¨ck (Conedera, 2003). Leider fehlt in der Statistik der trockene
und von einigen Waldbra¨nden betroffene Sommer 2003.
Abb. 2.3: Verteilung (a) der Zahl aller Bra¨nde pro Jahr und (b) der Zahl der Extre-
mereignisse, die eine Fla¨che > 100ha erfassten. Bezugszeitraum 1920-2000 (Conedera,
2003).
.
Die Entwicklung der Ha¨ufigkeit der Waldbra¨nde spiegelt den menschlichen Ein-
fluss wider. Auf der Alpensu¨dseite verursachte das Vordringen der Waldgebiete
und die Anha¨ufung brennbarer Materialien auf dem Boden seit den 60er Jahren
eine grosse Anzahl von Bra¨nden. Die durchschnittlich betroffene Fla¨che und die
Anzahl der Extremereignisse nehmen jedoch vor allem dank der guten Organi-
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sation der Brandverhu¨tung ab. Im Tessin sind entsprechende Massnahmen seit
1980 in Kraft. Seit 1987 gilt die Verordnung zum absoluten Verbot von Feuern im
Freien (partielle Lockerung seit 1996). Diese Massnahmen fu¨hrten zu einer Ab-
nahme der ja¨hrlichen Anzahl Bra¨nde und somit zu einer Vera¨nderung des Feuer-
regimes, was bei der Anwendung des entwickelten statistischen Prognosemodells
mitberu¨cksichtigt werden muss. Die Voraussetzung von homogenen Verha¨ltnissen
(meteorologisch, phytologisch und bezu¨glich der Verteilung der Bra¨nde), welche
als Brandbedingung fu¨r das kNN-Modell gelten, sind zwischen 1980 und 1990
nicht gegeben. Dies hat zur Folge, dass die Gu¨ltigkeit des Modells auf die Periode
nach 1991 beschra¨nkt wurde.
Im Gegensatz zum Mittelmeerraum, wo der Ho¨hepunkt der Waldbrandsaison
gewo¨hnlich im Hochsommer erreicht wird, ereignen sich die meisten Bra¨nde am
Alpensu¨dhang in den trockenen Wintermonaten, insbesondere zwischen Januar
und April. Wa¨hrend der heissen Sommermonate ist ein sekunda¨rer Kulminati-
onspunkt feststellbar, wobei sowohl die Anzahl als vor allem auch die betroffenen
Fla¨chen deutlich geringer sind, wie Abbildung 2.4 zeigt. Es handelt sich dabei
meist um Oberfla¨chenfeuer (Lauffeuer), welche sich zum Teil sprunghaft ausbrei-
ten, sodass in den Brandgebieten immer wieder nicht verbrannte Inseln verbleiben
(Conedera et al., 1997). Diese Tatsache muss bei der Interpretation der o¨kologi-
schen Folgen von Waldbra¨nden mitberu¨cksichtigt werden.
Durch Landschaftspflege, Gesetzgebung sowie Massnahmen zur Brandverhu¨tung
vera¨ndert der Mensch die Voraussetzung fu¨r Bra¨nde. Durch Massnahmen der
Brandbeka¨mpfung kontrolliert er die Bra¨nde. Trotzdem ist er durch Fahrla¨ssigkeit
und Brandstiftung fu¨r die meisten Bra¨nde selbst verantwortlich. Die Abbildung
2.5 gibt neben einem U¨berblick der bedeutendsten Waldbrand-Einflussfaktoren
auch die prozentuale Verteilung der Ursachen an.
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Abb. 2.4: Durchschnittliche monatliche Verteilung der Anzahl Bra¨nde und der betrof-
fenen Fla¨che auf der Alpensu¨dseite (1981-1999).
Abb. 2.5: Zusammenfassung der bedeutendsten Waldbrand-Einflussfaktoren in der
Schweiz (Conedera et al., 1996).
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2.3 Klima im Tessin
Die klimatischen Eigenschaften des Tessins sind neben der Vegetation die wich-
tigste Einflussgro¨sse zur Entstehung von Waldbra¨nden. Die Alpensu¨dseite wird
in Richtung Norden und Westen durch die Alpen begrenzt. Der Einfluss dieses
morphologischen Hindernisses auf die atmospha¨rischen Hauptstro¨mungsrichtung
und somit des Wetters kann sehr gross sein. Feuchte und warme west-su¨dwestli-
chen Stro¨mungen werden oft durch den Alpenkamm in Richtung Norden abgelei-
tet. No¨rdliche, alpenu¨berquerende Stro¨mungen werden zu katabatischen Winden
(Nordfo¨hn). Der Fo¨hn bewirkt, dass auf der Alpensu¨dseite keine Niederschla¨ge
fallen. Die aus den no¨rdlichen Richtungen stammenden Luftmassen werden durch
den Alpenhauptkamm zum Aufstieg gezwungen. Wird das Kondensationsniveau
der aufsteigenden Luftmassen unterschritten, kommt es zur Kondensation re-
spektive zu Niederschla¨gen. Die Temperaturabnahme auf der Nordseite folgt
bis zum Kondensationsniveau dem trockenadiabatischen Temperaturgradienten
(ca. 1◦K ∗ 10−2m), danach aufgrund der freiwerdenden Verdunstungswa¨rme dem
feuchtadiabatischen Temperaturgradienten (ca. 0.6◦K ∗ 10−2m). Auf der Leeseite
des Alpenhauptkammes sinkt die Luft ab und erwa¨rmt sich mit dem trockena-
diabatischen Temperaturgradienten. Dies hat zur Folge, dass auf der Su¨dseite die
relative Luftfeuchte geringer und die Temperatur auf gleicher Meeresho¨he ho¨her
ist als auf der Nordseite der Alpen. Die Kanalisation des Luftstroms in der Leven-
tina fu¨hrt zu einer Zunahme der Windgeschwindigkeit und einer Reduktion der
relativen Luftfeuchte. Beides sind entscheidende Faktoren fu¨r die Entstehung re-
spektive Ausbreitung von Waldbra¨nden. Der Effekt der Austrocknung des Brand-
gutes ist vornehmlich auf die Reduktion der relativen Luftfeuchte, und nicht auf
die Temperaturzunahme zuru¨ckzufu¨hren. Beim Eintritt von Nordfo¨hnsituationen
kann die relative Luftfeuchte auf der Alpensu¨dseite innerhalb kurzer Zeit von 80%
auf Werte um 20% fallen. Die Ha¨ufigkeit der Nordfo¨hnsituationen erreicht mit
Nordweststaulagen im Spa¨twinter und Fru¨hjahr ihren Ho¨hepunkt. Gleichzeitig
erreicht auch die Verteilung der Waldbra¨nde wa¨hrend diesen Perioden jeweils
den ho¨chsten Wert.
Die große morphologische Variabilita¨t des Untersuchungsgebietes erschwert ei-
ne eindeutige Klassifizierung des Klimas. Es lassen sich mehrere lokale Klima-
typen unterscheiden, welche die durchschnittlichen Werte der Wetterpha¨nomene
zusammenfassen. Die große Anzahl von Mikroklimatypen bilden ein Mosaik in
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den unterschiedlichen Teilen des Gebietes. Die verschiedenen Ta¨ler mit ihren un-
terschiedlichen Orientierungen und Ho¨hen, die “Ku¨stengebiete” um die Seen und
der U¨bergang zur Poebene im su¨dlichsten Teil sind einige Beispiele, die die kli-
matische Heterogenita¨t der Alpensu¨dseite charakterisieren.
Die Lufttemperatur, welche auf der Alpensu¨dseite im gesamtschweizerischen
Vergleich die ho¨chsten Werte aufweist (Locarno-Monti: 11.5◦C; Lugano: 11.6◦C
mittlere Jahrestemperatur fu¨r den Zeitraum 1961-1990), hat auf die Waldbrand-
gefahr keinen signifikanten Einfluss. Abbildung 2.6 zeigt Klimadiagramme der
Stationen Piotta, Locarno-Monti und Lugano.
Abb. 2.6: Klimadiagramme der MeteoSchweiz-Stationen Piotta, Locarno-Monti sowie
Lugano.
Die Mehrheit der durch Feuer betroffenen Gebiete weisen su¨dliche Expositionen
auf, was darauf hindeutet, dass auch die Globalstrahlung einen wichtigen Faktor
in Bezug auf die Waldbrandgefahr darstellt. Die ho¨chsten Globalstrahlungswerte
werden wiederum bei Nordstaulagen gemessen, bei welchen auf der Alpensu¨dsei-
te - bedingt durch den Fo¨hn - niedrige Luffeuchtigkeitswerte und ein geringer
Aerosolanteil herrschen.
Das insubrische Klima (clima insubrico) der Alpensu¨dseite ist durch milde und
trockene Winter sowie feucht-warme Sommer charakterisiert. Besonders nieder-
schlagsreich sind die Fru¨hjahrs- und Herbstmonate. In den gewo¨hnlich heissen
Sommermonaten kann es zu heftigen konvektiven Gewittern mit hoher Nieder-
schlagsintensita¨t kommen. Nicht selten werden Werte bis 70mmh−1 registriert
(Alexakis, 2000). Derart starke Niederschlagsereignisse ko¨nnen an steilen Berg-
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flanken zu einer grossen Gefahr von Murga¨ngen fu¨hren. Niederschlagsarm sind
hingegen die Wintermonate von Dezember bis Februar (Abb. 2.6), wobei eine
eigentliche Trockenzeit nicht vorkommt (Alexakis, 2000).
Der Niederschlag stellt einen weiteren, in Bezug auf die Waldbrandgefahr be-
deutenden Faktor dar, insbesondere wenn man nicht die Tageswerte, sondern u¨ber
einen la¨ngeren Zeitraum summierte Werte betrachtet. Es scheint paradox, dass
die Alpensu¨dseite, welche eine der niederschlagsreichsten Gebiete der Schweiz
darstellt, zugleich die gro¨sste ja¨hrliche Anzahl an Waldbra¨nden aufweist. Im
Durchschnitt fallen in Locarno-Magadino (1961-1990) 1770mm Niederschlag pro
Jahr. Bezu¨glich des Auftretens von Waldbra¨nden ist jedoch entscheidend, dass
die Summe der niederschlagsfreien Tage auf der Alpensu¨dseite jene no¨rdlich der
Alpen deutlich u¨bertrifft. Das Niederschlagsregime weist im Tessin eine wesent-
lich sta¨rkere ja¨hrliche Variation auf. Seit den 80er Jahren la¨sst sich ein Zunahme
geringerer Niederschlagsaktivita¨t zwischen November und Ma¨rz feststellen (Re-
betez, 1999).
Mo¨glicher Einfluss einer globalen Klimaa¨nderung
Betrachtet man nicht die ja¨hrlichen Niederschlagssummen, sondern jene der trock-
enen Monate, so wird klar ersichtlich, dass sich daraus aufgrund sehr grosser ja¨hr-
licher Schwankungen keine allgemeine Tendenz ableiten la¨sst. Zieht man jedoch
nur die extremsten Perioden dieser Serie in Betracht (insbesondere jene mit den
la¨ngsten Trockenzeiten), so werden sehr interessante Klimatendenzen deutlich.
Beru¨cksichtigt man nur Jahre mit Trockenperioden von mindestens zwei Mona-
ten, wa¨hrend welchen nicht mehr als 10mm Niederschlag fielen, so erfu¨llen im
20. Jahrhundert 15 Jahre dieses Kriterium. Abbildung 2.7 stellt diese allgemeine
Tendenz zu immer la¨ngeren Trockenperioden dar. Rebetez (1999) zeigte zudem,
dass Trockenperioden vornehmlich zu Zeiten starker Temperaturzunahme auftre-
ten. Die intensivsten winterlichen Trockenperioden weisen also eine hohe zeitliche
Korrelation zu starken Temperaturzunahmen wa¨hrend dieser Jahre auf. Aus den
Analysen der Trockenperioden im Tessin geht jedoch kein direkter Zusammen-
hang mit einer Zunahme von Waldbra¨nden im entsprechenden Zeitraum hervor,
wie ein Vergleich der Abbildungen 2.7 und 2.3 zeigt.
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Abb. 2.7: Perioden von mindestens 60 Tagen mit einer Niederschlagssumme < 10mm
im 20. Jahrhundert.
Die Gefahr extremer Waldbrandereignisse wird auch in Zukunft vornehmlich
dann eintreten, wenn ausserordentlich fo¨rderliche Witterungsbedingungen auf-
treten. Trotz der abnehmenden Tendenz von Waldbra¨nden (Abb. 2.3 (a)) haben
sich an der Alpensu¨dseite beispielsweise im Fru¨hjahr 1997 nach einer la¨ngeren
Trockenperiode und wa¨hrend Tagen mit starkem Fo¨hn einige gro¨ssere Wald-
bra¨nde ereignet (Conedera et al., 1998).
Wu¨rde es zuku¨nftig infolge der globalen Klimaa¨nderung im Sommer zu nied-
rigeren Niederschlagsmengen und ho¨heren Temperaturen kommen, ko¨nnte dies
infolge verminderter Abflu¨sse regelma¨ssig zu Niederwasser in Vorflutern sowie
zu niedrigerer Bodenfeuchte fu¨hren. Eine mo¨gliche Klimaa¨nderung ko¨nnte somit
die Wahrscheinlichkeit erho¨hen, dass mehrere fo¨rderliche Voraussetzungen fu¨r
Bra¨nde zusammentreffen. Einerseits wird die zuku¨nftige Entwicklung von Extre-
mereignissen bei Waldbra¨nden weiterhin mit menschlichem Handeln wie Land-
schaftspflege, Brandverhu¨tung und Brandbeka¨mpfung verknu¨pft sein. Anderer-
seits spielt die Ha¨ufigkeit von extremen Wetterlagen wie la¨ngeren Trockenperi-
oden in Verbindung mit starken Winden eine grosse Rolle. In diesem Sinne muss
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eine Erforschung der Auftrittstendenzen von Waldbra¨nden stets beide Faktoren
beru¨cksichtigen (Conedera, 2003). Nach Rebetez (1999) ist dagegen allgemeinen
damit zu rechnen, dass im 21. Jahrhundert aufgrund der zu erwartenden globa-
len Erwa¨rmung ungeachtet aller sozio¨konomischen Vera¨nderungen die winterliche
Waldbrandgefahr auf der Alpensu¨dseite jedenfalls weiter zunehmen wird.
2.4 Vegetation im Tessin
Sa¨mtliche Vegetationsschichten (Kraut-, Strauch-, Baumschicht) ko¨nnen durch
Feuer mehr oder weniger stark betroffen und zersto¨rt werden. Eine hohe Indivi-
duenzahl an Laubba¨umen auf der gesamten Alpensu¨dseite stellt viel potentielles
Brandgut dar, was die Ausbruchswahrscheinlichkeit und die rasche Ausbreitung
von Bra¨nden erheblich erho¨ht.
Die Mehrzahl der Feuer entsteht in einer trockenen Krautschicht (Molinia
littoralis, Calamagrastis, Festuca und Pteridium aquilinum) (Ceschi, 1977). In
der Strauchschicht begu¨nstigen vor allem folgende Arten eine weitere Feueraus-
breitung: Calluna vulgaris, Sarotamnus scoparius und Juniperus (Ceschi, 1977).
Ba¨ume mu¨ssen in die Gruppe Laub- und Nadelho¨lzer (von Bra¨nden relativ selten
betroffen) unterteilt werden. Innerhalb der Gruppe der vorherrschenden Laubba¨u-
me ko¨nnen verschiedene “Risikoklassen” unterschieden werden. Da die Humifi-
zierung der Edelkastanie (Castanea sativa) im Vergleich zu anderen Laubba¨umen
am meisten Zeit beansprucht, stellt sie aufgrund der ma¨chtigen bodenbedecken-
den Mull- und Moderschicht fu¨r Bra¨nde die gro¨sste Gefa¨hrdung dar (Ellenberg,
1996). Neben der Art spielt das Alter der Ba¨ume bezu¨glich der Waldbrandgefahr
eine Rolle. Junge Pflanzen sind aufgrund ihrer geringma¨chtigeren Rinde weniger
geschu¨tzt und somit anfa¨lliger.
Die am ha¨ufigsten von Bra¨nden betroffene Edelkastanie (Castanea sativa) wa¨chst
hauptsa¨chlich in wintermilden Lagen der kollinen und submontanen Stufen und
bevorzugt ma¨ssig trockene bis feuchte, na¨hrstoffarme Bo¨den (ma¨ssig frische, locke-
re, auch podsolige Braunerde; meidet kalkhaltige Bo¨den; (Ellenberg, 1996)).
Die gro¨sste Auftrittsha¨ufigkeit weisen innerhalb der vielverbreiteten Kastani-
enbesta¨nde die Oberfla¨chenfeuer (Lauffeuer) auf, bei welchen hauptsa¨chlich die




Um Aussagen bezu¨glich der Gefa¨hrdung eines Gebietes durch eine Naturgefahr
zu treffen, mu¨ssen zahlreiche komplexe Zusammenha¨nge bekannt sein. Fu¨r die
Einscha¨tzung der Gefahr mu¨ssen daher in grossem Umfang viele Daten und In-
formationen aus verschiedenen Messnetzen und Regionen miteinander verknu¨pft
werden.
Ziel der Modellierung von solcherart komplexen Problemen ist, die zum Teil
bedrohlichen Konsequenzen von teilweise unverstanden Prozessen vorauszusa-
gen, ohne von einer mehr oder weniger subjektiven Einscha¨tzung durch Experten
abha¨ngig zu sein. Solche Expertisen sind zwar oft von guter Qualita¨t, aber wegen
der nicht gegebenen Nachvollzieh- und Reproduzierbarkeit ein fu¨r die wissen-
schaftliche Zwecke ungeeignetes Mittel.
Ziel der vorliegenden Arbeit ist, fu¨r die Naturgefahr Waldbrand ein Prognosemo-
dell zu entwickeln, welches sowohl den Anforderungen der Wissenschaft als auch
der Praxis entspricht.
3.2 Modelltypen
Die reale Umwelt, oder auch jedes wahrnehmbare System in ihr, ist zu komplex,
um sie in ihrer Gesamtheit zu verstehen oder zu definieren. Bei der Behandlung
eines einzelnen Problems ist man daher darauf angewiesen, das System gegenu¨ber
der Realita¨t vereinfacht darzustellen. Eine vereinfachte und daher leichter defi-
nierbare und handhabbare Version der Realita¨t ist ein Modell (Hebel, 2003).
Trotz einer Vielzahl von System- respektive Modellbegriffen gibt es keine ein-
heitliche Systematik. Im Folgenden wird eine Unterteilung von Modellen nach der




(a) empirische Modelle: Dies sind einfache Ursachen-Wirkungsmodelle, bei wel-
chen keine physikalische Beschreibung der Prozesse stattfindet. Erkenntnis-
se u¨ber das Systemverhalten ko¨nnen dabei nicht gewonnen werden und
dementsprechend ist keine unmittelbare U¨bertragbarkeit auf andere Stand-
orte und Bedingungen mo¨glich. Ihr Einsatz haben diese Modelle in den
Bereichen, wo eine exakte physikalische Beschreibung der Prozesse nicht
bekannt ist. Als Beispiele ko¨nnten diverse, zur Waldbrandprognose einge-
setzte Modelle mit berechneten Indizes, basierend auf meteorologischen Be-
dingungen, erwa¨hnt werden.
(b) deterministische Modelle: Sie beschreiben die A¨nderung der Zustandsgro¨s-
sen eindeutig aus dem jeweiligen Systemzustand und den Auswirkungen
von aussen (Bossel, 1992). Eine optimale Lo¨sung, bei der alle Prozesse und
Randbedingungen des Systems korrekt widergegeben werden, existiert in
der Realita¨t a¨usserst selten. Um eine Na¨herungslo¨sung zu erreichen, werden
analytische oder numerische Lo¨sungsverfahren eingesetzt.
(c) stochastisch - statistische Modelle: Bei diesem Modelltyp wird ein stati-
stischer Zusammenhang zwischen einer Ziel- und erkla¨renden Gro¨ssen her-
gestellt. Im Unterschied zu empirischen- oder deterministischen Modellen
verlangen statistische Modelle in Abha¨ngigkeit der Komplexita¨t der zu be-
schreibenden Prozesse eine mehr oder weniger umfangreiche Datenbank. Als
Beispiele ko¨nnen hier die kNN-Methode oder Regressionsmodelle genannt
werden.
Anhand der Anforderungen an das zu entwickelnde Waldbrandprognosemodell
unter Beru¨cksichtigung diverser Einschra¨nkungen (vgl. Kap. 1.2), muss entschie-
den werden, welcher Modelltyp implementiert werden soll. Zu den Einschra¨nkun-
gen sind beispielsweise Faktoren wie Datengrundlage oder Kenntnisse der ablau-
fenden physikalischen Prozesse zu za¨hlen.
Modelle vom Typ (a) und (c) sind erst dann zu verwenden, wenn kein oder nur
ein ungenu¨gendes physikalisches Versta¨ndnis der grundlegenden Prozesse vor-
handen ist. Kennt man die Physik der ablaufenden Prozesse, ausreichend genau,
liefert Typ (b) die besten Modellresultate.
Im vorliegenden Fall wurde, basierend auf der Komplexita¨t der zu einem Wald-




3.3 Schritte der Modellentwicklung
Die eigentlichen Schritte der Modellentwicklung verlaufen unabha¨ngig vom gewa¨hl-








Abb. 3.1: Schematische Darstellung der wichtigsten Schritte und Abla¨ufe der Modell-
entwicklung.
Die Eigenschaften eines realen Systems mu¨ssen vor einer Modellentwicklung ana-
lysiert werden. Diese Analysen ko¨nnen beispielsweise anhand unterschiedlicher
statistischer Auswertungen der grundlegenden Prozesse vorgenommen werden.
Nach der Entwicklung des Modells, mu¨ssen die Modellberechnungen (Prognosen)
durchgefu¨hrt werden. Die damit berechneten Ergebnisse mu¨ssen in der Folge in-
terpretiert und verifiziert werden. Anschliessend kann beurteilt werden, ob die
Modellqualita¨t den geforderten Anspru¨chen genu¨gt oder ob Verbesserungen not-
wendig sind.
Bei der Entwicklung eines Modells ist es wichtig, dass man sich ungefa¨hr an diesen
skizzierten Ablauf ha¨lt, um allfa¨llige Schwa¨chen bereits im Entscheidungsprozess
zu erkennen. Jeder Einzelschritt muss zudem auf dessen Plausibilita¨t u¨berpru¨ft




Allgemein mu¨ssen alle Prognosemodelle immer unter dem Gesichtspunkt der
Rahmen- und Einsatzbedingungen erarbeitet werden.
3.4 Prognosemodelle in der Waldbrandforschung
In der Waldbrandforschung stellen Modelle zur Prognose der Waldbrandgefahr
nur einen kleinen Teilaspekt im Bereich der Feuerpra¨vention dar. Themen wie
Feuererkennung, Feuerausbreitung, Risikoabscha¨tzungen oder Feuero¨kologie ha-
ben hingegen eine weit gro¨ssere Bedeutung. Verla¨ssliche Prognosemodelle ko¨nnen
fu¨r das Risikomanagement von Waldbra¨nden dennoch sehr hilfreich sein. In den
meisten Fa¨llen la¨sst sich ein prognostizierter Brandausbruch zwar nicht verhin-
dern, doch ko¨nnen durch fru¨hzeitige Gefahrenerkennung pra¨ventive Massnahmen
getroffen werden. So ko¨nnen beispielsweise die Feuerwehr in potentiell gefa¨hrdeten
Gebieten fru¨hzeitig versta¨rkt und in Alarmbereitschaft gesetzt oder touristische
Gebiete wie Nationalparks fu¨r die O¨ffentlichkeit geschlossen werden. Bra¨nde, wel-
che vorsa¨tzlich, beispielsweise im Rahmen von Bodenpreisspekulationen, gelegt
werden, ko¨nnen von Prognosemodellen hingegen kaum beru¨cksichtigt werden. Ein
Modell ist prinzipiell nur in der Lage eine Aussage u¨ber eine potentielle Gefa¨hr-
dung zu machen. Wo ein Brandstifter mo¨glicherweise einen Brand legt, kann nicht
vorhergesehen werden.
Gegenwa¨rtig gibt es einige wenige Modelle, welche zur Prognose vonWaldbra¨nden
im Einsatz sind. Die meisten basieren auf dem Kanadischen Feuer-Wetter-Index
System (FWI1) oder a¨hnlichen Ansa¨tzen.
Aufgrund der Komplexita¨t der fu¨r die Entstehung eines Waldbrandes massgebli-
chen Prozesse basieren die meisten der erwa¨hnten Prognosemodelle auf empiri-
schen Ansa¨tzen. Dabei stellen meistens meteorologischen Variablen die Grundlage
dar. Aufbauend auf dem FWI wurden in verschiedenen su¨deuropa¨ischen La¨ndern
diverse Indizes mit unterschiedlichem Erfolg erarbeitet (Viegas et al., 1999a). In
der Schweiz wird ein indexbasierter Ansatz (Incendi) im Kanton Graubu¨nden
1FWI: Das Kanadische Feuer-Wetter-Index System beru¨cksichtigt fu¨nf unterschiedliche, wald-
brandbeinflussende Gro¨ssen um den FWI zu berechnen: Fine Fuel Moisture Code, Duff Moi-
sture Code, Drought Code, Initial Spread Index und den Buildup Index (Van Wagner, 1987).
Unter Beru¨cksichtigung dieser Gro¨ssen wird der FWI Index berechnet, anhand dessen eine
4-stufige Gefa¨hrdung bestimmt wird.
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durch das Geographische Institut der Universita¨t Zu¨rich angewandt. Die berech-
nete Gefahrenstufe ist ta¨glich im Internet abrufbar.
Tabelle 3.1 gibt einen U¨berblick u¨ber die am weitesten verbreiteten Waldbrand-
prognosemodelle. Eine Vollsta¨ndigkeit dieser Liste kann nicht gewa¨hrleistet wer-
den, da eine Vielzahl der entwickelten Modelle lokal und zum Teil nur kurzfristig
eingesetzt werden. Einige Modelle werden mit Ausbreitungsmodellen integriert
und decken dadurch weitere Fragestellungen im Bereich des Risikomanagements
ab.
Tab. 3.1: Zusammenfassung und U¨berblick einiger weitverbreiteter Waldbrandprogno-
semodelle.
Name Entwickler Einsatz- Methode
gebiet
FWI Van Wagner (1987) CDN
NFDRS Deeming et al. (1977) USA Wetter, Brand-
gut, Brandgut-
feuchte
Risque Sol (1989) F
nume´rique
IREPI Bovio et al. (1994) I
DFR Garcia Diez et al. (1999) Galizien, E
IP Goncalvez & Lourenco (1990) P
BEHAVE Burgan & Rothermel (1984) USA, Europa
INMG diverse P, Europa
ICONA diverse E, Europa
Incendi Scho¨ning et al. (1998) Graubu¨nden
EFFIS Joint research center, Europa Zusammen-
ISPRA fassung der ver-
schiedenen euro-
pa¨ischen Indices
Neben den genannten indexbasierten empirisch-(deterministischen) Modellen, gibt
es rein statistische Modellansa¨tze, wie die von Mandallaz & Ye (1996); Langhart
(1999) oder Felber & Bartelt (2002) entwickelten Prognosemodelle. Diese fallen
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ha¨ufig, aber nicht ausschließlich, in die Gruppe der statistisch - stochastischen
Modelle (vgl. Kap. 3.2).
3.5 Klassifikation von Ereignissen
Das Ziel jedes Prognosemodells liegt darin, ein bekanntes Ereignis fru¨hzeitig zu
prognostizieren (vgl. Kap. 3.1). Durch Einschra¨nkung mit einer ausschliesslichen
Beru¨cksichtigung von bina¨ren Ereignissen, la¨sst sich die Problematik vereinfacht
modellieren. Das grundlegende Problem dabei ist, einen Satz von beschreibenden
und messbaren Variablen zu finden, welcher Zeitpunkte (Tage) mit und ohne
Ereignisse in dem durch die Variablen aufgespannten Ereignisraum unterscheidet.
Diese Fragestellung wird als klassisches Problem der Diskriminierung von bina¨ren
Ereignissen bezeichnet.
Das Grundproblem der Diskriminierung bina¨rer Ereignisse la¨sst sich unabha¨ngig
vom gewa¨hlten Modelltyp darstellen. Man versucht im Ereignisraum Ω die Tage
mit und die jene ohne Ereignisse voneinander zu trennen. Dazu sollte ein stati-
stischer Zusammenhang zwischen den an den Prozessen mitbeteiligten Gro¨ssen
(Variablen) und dem Ereigniseintritt hergestellt werden ko¨nnen.
Mit Hilfe der multivariaten Datenanalyse, welche eine Systematisierung von Merk-
malsmustern ermo¨glicht, ko¨nnen die genannten Klassifikationsprobleme gelo¨st
werden. Besonders hervorzuheben ist die Diskriminanzanalyse (DA). Ziel der Dis-
kriminanzanalyseverfahren ist, einen geeigneten Variablensatz zu finden, sodass
sich in dem von diesen aufgespannten Ereignisraum Ω die positiven von den ne-
gativen Ereignissen durch eine global anwendbare Funktion unterscheiden lassen.
Dies ist eine praktische Problemstellung, wie sie in verschiedenen Bereichen der
Medizin, Biologie oder der Meteorologie ha¨ufig auftritt.
Diskriminanzanalyseverfahren lassen sich in zwei Hauptgruppen einteilen:
• Parametrische Verfahren zur Klassifikation: Diese zeichnen sich da-
durch aus, dass sie Annahmen u¨ber die globale parametrische Form der
klassenspezifischen Dichten, der Form der Trennfla¨che oder der Form des
Dichtequotienten treffen. Die lineare- beziehungsweise die quadratische Dis-
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kriminanzanalyse kann nur dann zur Lo¨sung von Klassifikationsproblemen
eingesetzt werden, wenn die Variablen normalverteilt sind und gleiche be-
ziehungsweise unterschiedliche Kovarianzmatrizen aufweisen (Nothnagel,
1999).
• Nichtparametrische Verfahren zur Klassifikation: Diese Verfahren
verzichten auf globale Annahmen u¨ber Dichte oder Form der Trennfla¨chen.
Sie werden auch als verteilungsfreie Methoden bezeichnet. Die k-Nearest
Neighbors (kNN) Methode wird ebenso wie beispielsweise Neuronale Netze
(NNnet) oder Entscheidungsba¨ume Classification trees (CT) dieser Gruppe
zugeordnet.
Ha¨ufig werden die beiden genannten Verfahren unter dem Begriff Data Mining
(Datenmustererkennungsverfahren) zusammengefasst.
Die Wirkung der Diskriminierung und somit die Qualita¨t des zu entwickelnden
Modells ha¨ngt sehr stark von folgenden Umsta¨nden ab:
• Es mu¨ssen alle Variablen, welche an der Entstehung des Ereignisses mit-
beteiligt und somit zur Beschreibung des Prozesses erforderlich sind, im
Modell enthalten sein.
• Um die Klassifizierung zu optimieren, mu¨ssen die entsprechenden Variablen
in zweckma¨ssiger Weise gewichtet werden.
Sind diese beiden Bedingungen in ausreichendem Masse erfu¨llt, so kann mit Hilfe




4 Die k-Nearest Neighbors (kNN)
Methode
4.1 Einfu¨hrung
Obwohl man wegen der Komplexita¨t des zu modellierenden Prozesses im vorlie-
genden Fall einen deterministischen Ansatz ausschliessen muss, stehen eine Reihe
statistischer und empirischer Modelle zur Auswahl (vgl. Kapitel 3.5), welche zur
Lo¨sung des Diskriminierungsproblems in Betracht gezogen werden ko¨nnen. Die
folgenden zwei Modelle wurden zur Prognose der Naturgefahr Waldbrand auf der
Alpensu¨dseite im Rahmen der vorliegenden Arbeit entwickelt:
• kNN-Modell: Nichtparametrische Lo¨sung des Klassifikationsproblems, wur-
de aufgrund des erfolgreich im Einsatz stehenden NXD2-Lawinenprognose-
modells entwickelt.
• LR-Modell3: Parametrisches Lo¨sungsverfahren des Klassifikationsproblems,
wurde als Teil des kNN-Modells entwickelt.
Da bei jedem Modelltyp sehr spezifische Anforderungen und Randbedingun-
gen erfu¨llt werden mu¨ssen, wa¨re das Waldbrand-Prognoseproblem grundsa¨tzlich
durch verschiedene Verfahren zu lo¨sen gewesen. Die Modellwahl wurde schliesslich
aufgrund des bereits erfolgreich im Einsatz stehenden kNN-Lawinenprognose-
modells getroffen.
Basierend auf demselben Ansatz kam demnach die Idee auf, auch fu¨r die Wald-
brandprognose ein k-Nearest Neighbors Modell zu entwickeln.
In den 80iger Jahren fu¨hrte Buser (1983) bzw. Buser et al. (1986) die kNN-
Methode im Bereich der Lawinenprognose ein. Diverse Weiterentwicklungen von
2kNN-Modell: NXD-Lawinen.
3LR: logistisches Regressionsmodell zur Prognose der Waldbrandgefahr, entwickelt von Felber
& Bartelt (2002).
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Kristensen & Larsson (1994); Meister & Brabec (1999); Gassner et al. (2000);
Brabec (2001) und Purves et al. (2002) fu¨hrten zu einer weiten Verbreitung des
kNN-Ansatzes vor allem bei lokalen Lawinenwarndiensten in der Schweiz und im
Ausland. Zahlreiche Verifikationen besta¨tigten die hohe Qualita¨t des Prognose-
modells, und folglich wurde eine thematische Weiterentwicklung des Modells im
Rahmen der vorliegenden Arbeit lanciert.
Die potentielle Gefahr von Ereignissen wie Waldbra¨nden und Lawinen wird prima¨r
durch meteorologische Prozesse gesteuert (vgl. Kap. 2.1). Im Falle der Wald-
bra¨nde ist es das Brandgut, welches die potentielle Gefa¨hrdung beschreibt, bei
den Lawinen die Schneedeckenstabilita¨t. Der Zustand letzterer la¨sst sich dabei
durch meteorologische Abla¨ufe erkla¨ren. Dazu mu¨ssen auch mittel- und la¨ngerfri-
stige meteorologische Entwicklungen beru¨cksichtigt werden. Dies geschieht, indem
weiter zuru¨ckliegende Werte, wie zum Beispiel die 30-Tagesniederschlagssumme,
im Modell mitberu¨cksichtigt werden.
Sowohl bei Waldbra¨nden als auch bei Lawinen kann man das Zustandekommen
eines Ereignisses in drei Bereiche aufteilen. Dabei wird zwischen der Grunddis-
position (i), der variablen Disposition (ii) und dem auslo¨senden Ereignis (iii)
unterschieden (Abb. 4.1).
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Abb. 4.1: Unterscheidung der drei Hauptfaktoren Grunddisposition(i), variable Dis-
position (ii) und auslo¨sendes Ereignis (iii), welche zu einem Ereignis fu¨hren ko¨nnen.
(Vera¨ndert nach Mani (1995)).
Die Bewertung der auslo¨senden Ereignisse und der variablen Disposition erfor-
dert in der Regel einen gro¨sseren methodischen Aufwand als die Ermittlung der
Grunddisposition.
Die Grunddisposition zu gefa¨hrlichen Prozessen ist die prinzipielle, u¨ber la¨ngere
Zeit gleichbleibende Anlage oder Bereitschaft gefa¨hrlicher Prozesse, abzulaufen.
Sie wird durch u¨ber la¨ngere Zeit konstant bleibende Parameter wie Relief oder
Klima bestimmt.
Die variable Disposition ist die bei gegebener Grunddisposition zeitlich vera¨nder-
liche, in einem bestimmten Umfang schwankende oder sich entwickelnde Dispo-
sition fu¨r gefa¨hrliche Prozesse. Hierzu ko¨nnten beispielsweise die Vegetation, die
Jahreszeit, Trockenheit oder la¨ngere Fo¨hnperioden zusammengefasst werden.
Die aktuelle Gesamtdisposition (Potential) wird aus Grund- und variabler Dis-
position zusammengesetzt. Prognosemodelle ko¨nnen nur die aktuelle Disposition
modellieren, das auslo¨sende Ereignis selbst kann hingegen nicht modelliert wer-
den.
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Das auslo¨sende Ereignis (z.B. Blitzschlag, etc. bei Waldbra¨nden respektive zusa¨tz-
licher Neuschnee, etc. bei Lawinen), setzt bei einer gegebenen aktuellen Disposi-
tion den gefa¨hrlichen Prozess in Gang. Die Auslo¨sung der gefa¨hrlichen Prozesse
erfolgt dann, wenn der Schwellenwert eines oder mehrerer kritischer Faktoren er-
reicht bzw. u¨berschritten wird. Je ausgepra¨gter jeweils die aktuelle Disposition
zu einem gefa¨hrlichen Prozess ist, desto wahrscheinlicher ist es, dass der Schwel-
lenwert von kritischen auslo¨senden Faktoren u¨berschritten wird (BUWAL, 1998).
Abbildung 4.2 zeigt einen schematisch vereinfachten U¨berblick u¨ber die Gemein-
samkeiten der beiden Naturgefahren Waldbrand und Lawinen in Bezug auf ei-
ne Prognosemodellierung. Dabei kommt die Unterscheidung in Grunddisposition
(Brandgut, Wetter, Gela¨nde respektive Schneedecke, Wetter, Gela¨nde) und va-
riable Disposition (Luftfeuchte, Temperatur, Niederschlag respektive Neuschnee,




















Abb. 4.2: Konzeptionelles Schema, welches den Zusammenhang zwischen Wald-
bra¨nden und Lawinen in Bezug auf die Prognosemodellierung wiedergibt. (Vera¨ndert
nach Jenkins & Hebertson (2000)).
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4.2 Grundlagen
“Do as your neighbors do”
(Adriaans & Zantige, 1996a).
Fix & Hodges (1951, 1952) fu¨hrten in den 50iger Jahren mit ihren Publikatio-
nen die k-Nearest Neighbors (kNN) Methode als nichtparametrische Diskrimi-
nanzanalyse ein. Darauf aufbauend fu¨hrten Cover & Hart (1967) die k-Nearest
Neighbors Regeln erstmals formal an. In den folgenden Jahren folgten zahlreiche
Untersuchungen zur kNN-Methode. Ein umfassender und vollsta¨ndiger U¨berblick
u¨ber die kNN-Ansa¨tze kann in Dasarathy (1991) gefunden werden. Die meisten
Arbeiten u¨ber Data Mining (Adriaans & Zantige, 1996b; Weiss & Indurkhya,
1998) und Machine Learning (Mitchie et al., 1994; Mitchell, 1997; Ripley, 1996)
besprechen die kNN-Ansa¨tze im Rahmen von distanz- oder fallbasierten Metho-
den.
Der k-Nearest Neighbors Ansatz basiert auf der Annahme, dass heute eine a¨hnlich
grosse Waldbrandgefahr herrscht, wie an einem vergangenen Tag mit einer der
heutigen vergleichbaren meteorologischen Situation. Grundgedanke eines kNN-
Modells ist demnach, dass man eine umfangreiche Datenbank zusammenstellt,
in welcher nach Tagen gesucht wird, die in Bezug auf ihre meteorologischen Va-
riablen dem Prognosetag a¨hnlich sind. Man pru¨ft dann, ob an den identifizierten
Tagen Waldbra¨nde auftraten. Weisen die referenzierten Tage (Na¨chste Nachbarn)
das Vorkommen von Bra¨nden auf, dann ist auch am Prognosetag ho¨chstwahr-
scheinlich mit Waldbra¨nden zu rechnen.
Voraussetzung fu¨r ein Funktionieren dieser Prognosemethode ist, dass sich ein
Variablensatz findet, sodass sich Tage mit Waldbra¨nden innerhalb des durch die
Variablen aufgespannten Ereignisraumes gruppieren lassen.
4.3 Die kNN-Methode
Die meteorologische Situation an einem bestimmten Tag wird durch p ∈ N me-
teorologische Variablen beschrieben, sodass jedem Tag ein Vektor x=(x1, ..., xp)
†
zugeordnet werden kann. Der Raum, welcher dadurch aufgespannt wird, heisst
Ereignisraum Ω. Aus praktischen Gru¨nden kann eine Datenbank nur n ∈ N Ein-
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tra¨ge enthalten. Jedem gemessenen Punkt x wird ein Attribut + bzw. - beigeord-
net, je nach dem, ob sich an diesem Tag Waldbra¨nde ereignet haben oder nicht.
Eintra¨ge mit positivem Attribut werden der Klasse Ω+, solche mit negativem der
Klasse Ω− zugeordnet. Die Prognose beruht in der Folge darauf, einen zu pro-
gnostizierenden Tag y entweder der Klasse Ω+ oder der Klasse Ω− zuzuordnen.






(xˆi − yˆi)2 (4.1)
die na¨chsten k ∈ N Nachbarn x1, ...,xk, wobei xˆi und yˆi die skalierten und ge-
wichteten Variablen darstellen. Danach wird festgestellt, wie gross die Anzahl η+
der gefundenen Nachbarn ist, welche ein positives Attribut tragen.
Es gibt drei verschiedene Mo¨glichkeiten, wie man aus den gefundenen k Nach-
barn eine Prognose fu¨r y erstellt:
• Die bina¨re Prognose stellt einen einfachen, dichotomen Ja-Nein-Entscheid
dar. Dazu muss ein SchwellenwertDB (decision boundary) definiert werden.
Ist η+ > DB wird der zu prognostizierende Tag in die Kategorie Ereignis-
tag (Ω+) eingeteilt, andernfalls wird er der Kategorie Nichtereignistag (Ω−)
zugeordnet.





fu¨r das Eintreten eines Ereignisses an dem zu prognostizierenden Tag y
berechnet. Diese Prognose liefert mehr Informationen u¨ber die Lage von y,
was jedoch dazu fu¨hrt, dass diese Informationen fu¨r die Prognose zuna¨chst
noch interpretiert werden mu¨ssen.
• Bei der deskriptiven Prognose wird im Gegensatz zu den anderen Pro-
gnosen die gesamte Information, welche in der Datenbank u¨ber die na¨chsten
k Nachbarn von y enthalten ist, ausgegeben. Es bleibt dem Benutzer des
Modells u¨berlassen, aus den Daten die entsprechenden Interpretationen vor-
zunehmen.
Anstelle der kNN-Methode, bei der k zu y na¨chsten Nachbarn aus der Daten-
bank gesucht werden, ko¨nnen statt einer genau definierten Anzahl von Nachbarn
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diejenigen Tage xj gesucht werden, fu¨r die gilt:
D(xj,y) 6 R, mit (j > 0). (4.3)
Diese Methode liefert durch die Anzahl gefundener Nachbarn einen Hinweis auf
die Dichte der bestehenden Messpunkte in Ω an der Stelle y und somit indirekt
u¨ber die Qualita¨t der Prognose.
Abbildung 4.3 stellt anhand eines Beispiels graphisch die Vorgehensweise der
kNN-Methode zur Lo¨sung des vorliegenden Klassifikationsproblems dar. Zur ein-
fachen und u¨bersichtlichen Darstellung wird in diesem Beispiel nur in einem 2-
dimensionalen Ereignisraum Ω nach den na¨chsten Nachbarn gesucht. Zum Pro-
gnosetag y, der bestimmt durch seine meteorologischen Variablen irgendwo im
Ereignisraum Ω zu liegen kommt, werden anhand der Gleichung 4.1 die k na¨chsten
Nachbarn bestimmt. Diese werden anschliessend auf ihr jeweiliges Attribut u¨ber-
pru¨ft. Je nach gewu¨nschter Ausgabeform mu¨ssen die Anzahl gefundener positiver
Nachbarn η+ beurteilt werden; Dies in Bezug zu einem gewa¨hlten Schwellenwert
DB fu¨r die bina¨re Prognose, bzw. in Bezug zur Anzahl k fu¨r die probabilistische
Prognose. Bei der deskriptiven Prognose werden alle im Kreis um den Prognose-
tag y liegenden Tage x in Form einer Liste ausgegeben.
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Abb. 4.3: Systematische Darstellung der Diskriminierung von x+ (Ereignistagen) und
x− (Nichtereignistagen) in die beiden Klassen Ω+ und Ω− mittels kNN-Methode. Um
den zu prognostizierenden Tag y wird ein Kreis (bei p = 2) gelegt, in welchem die k
na¨chsten Nachbarn liegen.
4.4 Entwicklung des kNN-Modells
Die Entwicklung eines komplexen Prognosemodells erfordert eine klare Struktu-
rierung der einzelnen, zu bearbeitenden Abla¨ufe. Die Einhaltung dieser chrono-
logisch aufeinanderfolgenden Arbeitsschritte ist wichtig, nur so ko¨nnen allfa¨llige
Probleme fru¨hzeitig erkannt werden. Abbildung 4.4 zeigt die einzelnen Abla¨ufe
des in Rahmen dieser Arbeit entwickelten Waldbrand-Prognosemodells.
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Qualita¨tskontrolle der
















Abb. 4.4: Systematischer Ablauf des kNN-Modells zur Waldbrandprognose. (U¨ber-
blick).
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(a) Nach der Aufbereitung der meteorologischen- und der Waldbranddatenbank
mu¨ssen diese einer Qualita¨tskontrolle unterzogen werden. Dabei mu¨ssen
die Werte auf ihre Plausibilita¨t u¨berpru¨ft werden. Das kNN-Modell kann
beispielsweise nicht mit fehlenden Variablen umgehen. Wenn also in der
Datenbank meteorologische Messwerte fehlen, muss durch einen Vergleich
mit anderen Messstationen u¨berpru¨ft werden, ob durch eine Interpolation
die fehlenden Werte erga¨nzt werden ko¨nnen. Anderenfalls muss der entspre-
chende Beobachtungstag aus der Datenbank entfernt werden.
(b) Die Grundwahrscheinlichkeit (base-rate) s = η+tot/n muss berechnet werden,
wobei η+tot die Anzahl Tage mit mindestens einem Ereignis und n die Ge-
samtanzahl Tage in der Datenbank darstellt. Ist s klein, wird die Klasse Ω+
nur sehr schwer mittels einer geschickten Variablenwahl innerhalb von Ω
gruppierbar. Gelingt diese Gruppierung auch bei einem sehr kleinem s gut,
ist in der Regel genug Wissen u¨ber den Ereignisprozess vorhanden, um ein
deterministisches Modell zu entwickeln.
(c) Mittels einer Zeitreihenanalyse der Variablen muss untersucht werden, ob
ein zeitlicher Trend in den Messdaten vorhanden ist. Obwohl dieser durch
statistische Verfahren korrigiert werden ko¨nnte, kann damit belegt werden,
dass sich beispielsweise die Vegetation vera¨ndert hat. Eine derartige Hete-
rogenita¨t in der Grunddisposition ko¨nnte das Modell nicht beru¨cksichtigen.
Es muss also die Homogenita¨t der Grunddisposition u¨berpru¨ft werden. Ist
diese nicht gewa¨hrleistet, funktioniert die kNN-Methode nicht.
(d) Meteorologische Variablen, welche den Ereignisraum Ω fu¨r das kNN-Modell
aufspannen, mu¨ssen definiert werden. Der Variablensatz muss so gewa¨hlt
werden, dass sich die Klassifizierung der Ereignisse mittels der kNN-Methode
mo¨glichst optimal durchfu¨hren la¨sst. Dabei muss beachtet werden, dass nur
solche Variablen mitberu¨cksichtigt werden, die einen signifikanten Beitrag
zur Klassifikation leisten, weil irrelevante Dimensionen von Ω die Qualita¨t
der kNN-Prognosen erheblich vermindern.
(e) Die meteorologischen Variablen mu¨ssen skaliert werden. Die Skalierung ist
no¨tig, damit bei der Nachbarnsuche Einheiten und Zahlenwerte der Varia-
blen kompatibel sind.
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(f) Um die Gruppierung der Klasse Ω+ innerhalb von Ω zu optimieren, mu¨ssen
die Variablen entsprechend ihrem Einfluss auf das Ereignis gewichtet wer-
den. Diese Gewichtung beeinflusst das in Gleichung (4.1) definierte Mass
D(x,y).
(g) Mit den nun zur Verfu¨gung stehenden skalierten und gewichteten Variablen
wird die Nachbarnsuche durchgefu¨hrt. Nun ko¨nnen mit dem kNN-Modell
bina¨re, probabilistische sowie deskriptive Prognosen erstellt werden.
(h) Die Qualita¨t der kNN-Prognosen muss mit Hilfe von Verifikationsmethoden
u¨berpru¨ft werden. Jeder einzelne der zuvor angefu¨hrten Schritte muss in der
Folge anhand der Verifikationsresultate optimiert werden, bis die Ergebnisse
zufriedenstellend sind und das kNN-Modell den in Kapitel 1.2 definierten
Anspru¨chen genu¨gt.
(i) Erfu¨llt die Qualita¨t die gestellten Anspru¨che, ko¨nnen die Ergebnisse interpre-





Der Kern des Prognosemodells wird durch die Nearest Neighbors (kNN) Methode
selbst gebildet. Die in Abbildung 4.4 erwa¨hnten Bedingungen und Abla¨ufe bilden
dabei die eigentlichen Grundlagen des kNN-Waldbrand Prognosemodells. In der
Folge sollen diese, fu¨r die Modellbildung wichtigen Schritte, genauer betrachtet
und diskutiert werden.
5.1 Stationsauswahl und Gebietseinteilung
Die Auswahl des Untersuchungsgebietes schra¨nkte sich nach Beru¨cksichtigung
der Anzahl Waldbra¨nde und deren Archivierung auf die Alpensu¨dseite (Kanton
Tessin) ein. Da dieses Untersuchungsgebiet aber zu gross wa¨re, musste eine Auf-
teilung stattfinden. Basierend auf der Arbeit von Conedera et al. (1996) wurde




• Charakteristika der relativen Luftfeuchte
• politische Gemeindegrenzen
• vorhandene Messstationen
• vollsta¨ndige Zeitreihe der gemessenen meteorologischen Variablen
4Eine entsprechende Aufteilung erfordert, dass drei kNN-Modelle entwickelt werden. Die Kern-
struktur bleibt dabei dieselbe, mo¨glicherweise sind aber andere Variablen an dem Prozess
einer Waldbrandentstehung beteiligt.
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Eine Zuordnung der jeweiligen Gemeinden zu den entsprechenden meteorologi-
schen Messstationen ist im Anhang B zu finden. Abbildung 5.1 gibt einen U¨ber-
blick u¨ber die Standorte der fu¨r das kNN-Modell verwendeten meteorologischen
Mess- und Pha¨nologiestationen.
Abb. 5.1: Auf dieser Reliefkarte (hillshade) des Kanton Tessins sind die Standorte
der fu¨r das kNN-Modell als Datengrundlage verwendeten meteorologischen Mess- und
Pha¨nologiestationen eingezeichnet. Quelle: Atlas der Schweiz.
Mit Hilfe ra¨umlicher Autokorrelationsanalysen wurde zuna¨chst versucht, eine
computergestu¨tzte Stationsauswahl durchzufu¨hren (Schneebeli & Laternser, 2004).
Dabei wurden alle zur Verfu¨gung stehenden Messstation auf der Alpensu¨dseite
beru¨cksichtigt und deren Variablen jeweils einer Autokorrelationsanalyse unter-
zogen. Es sollte nur dann eine neue Station fu¨r das kNN-Modell beru¨cksichtigt
werden, wenn die Korrelation mehrerer Variablen zwischen zwei oder mehr Sta-
tionen niedrig ist. Im Zuge der Modelloptimierung wurde allerdings aufgrund
unbefriedigender Ergebnisse der Autokorrelationsanalyse auf eine Gebietseintei-
lung mit Hilfe dieser computergestu¨tzten Methode verzichtet.
Im gesamten Untersuchungsgebiet standen nur fu¨nf meteorologische Messsta-
tionen zur Verfu¨gung, bei welchen alle no¨tigen Variablen gemessen werden. In
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Tabelle 5.1 sind diese automatischen Beobachtungsstationen (ANETZ) der Me-
teoSchweiz aufgefu¨hrt. Anhand zuvor definierten Kriterien, ergibt sich nur fu¨r
die no¨rdlichste Region die Mo¨glichkeit einer weiteren Unterteilung in Teiluntersu-
chungsgebiete. Diese wurde aufgrund der niedrigen Grundwahrscheinlichkeit s in
dieser Region nicht ausgefu¨hrt. Es standen fu¨r diese Region die beiden Stationen
Piotta oder Comprovasco als “Basisstation” fu¨r das kNN-Modell zur Auswahl.
Modellberechnungen und anschliessend durchgefu¨hrte Verifikationen zeigten, dass
mit der Station Piotta bessere Prognoseergebnisse erzielt werden konnten. Mit
dem gleichen Vorgehen konnte fu¨r die Region mittleres Tessin Locarno Monti als
Basisstation bestimmt werden.
Tab. 5.1: U¨bersicht der in Frage kommenden ANETZ-Stationen (MeteoSchweiz) fu¨r
die Datengrundlage der kNN-Prognose.
Stationsname Abk. Lage- Ho¨he Daten seit
Koordinaten (NN)
Piotta PIO 694930/152500 1007 01.81
Lugano LUG 717880/95870 273 01.81
Locarno Magadino MAG 711160/113540 197 01.81
Locarno Monti OTL 704160/114350 366 01.81
Comprovasco COM 714998/146440 575 01.89
Gebirgsra¨ume wie die Alpensu¨dseite sind bezu¨glich ihrer Klimatologie, heterogene
Gebilde (Kap. 2.3). Es war daher schwierig eine repra¨sentative Messstelle fu¨r ein
Gebiet zu finden, wie dies das kNN-Modell fordert. Je komplexer die Topographie,
desto kleinra¨umiger sollten die Untersuchungsgebiete definiert werden. Dabei ist
allerdings zu beachten, dass wie im vorliegenden Fall, ein dichtes Messnetz in
diesen Gebieten ha¨ufig fehlt und eine kleinra¨umige Aufteilung daher nicht immer
mo¨glich war.
Fu¨r die kNN-Waldbrand Prognosemodelle der drei Untersuchungsgebiete, wur-
den als Grundlage die meteorologischen Daten der Stationen Lugano (su¨dliches
Tessin), Locarno Monti (mittleres Tessin) und Piotta (no¨rdliches Tessin) verwen-
det.
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Rohdaten bildeten 10-Minuten Werte, welche zu Stundenwerten gemittelt respek-
tive summiert wurden. In einem weiteren Schritt wurden daraus Tagesmittel-
respektive Tagessummenwerte gebildet.
Im Untersuchungszeitraum 01.01.1991 bis 31.12.2002 konnten 4344 Tage zur
Modellentwicklung mitberu¨cksichtigt werden. Die Waldbranddatenbank, welche
durch die WSL (Eidg. Forschungsanstalt fu¨r Wald-, Schnee- und Landschaft)
erhoben wird und ja¨hrlich aktualisiert als ORACLETM-Datenbank vorliegt, bein-
haltet 38 Tage ohne gu¨ltigen Eintrag, sodass im Modell auf diese Tage verzichtet
werden musste. Eine Zusammenfassung der Gebietseinteilung mit den entspre-
chenden repra¨sentativen meteorologischen Stationen und der Anzahl Waldbra¨nde
ist in Tabelle 5.2 zu finden.
Tab. 5.2: Gebietseinteilung der Untersuchungsgebiete und entsprechende meteorologi-
sche Stationen.
Gebiet meteorol. Station Anzahl Tage mit Bra¨nden
su¨dl. Tessin Lugano 236
mittl. Tessin Locarno Monti 227
no¨rdl. Tessin Piotta 141
Bei der Gebietsaufteilung, sind im Hinblick auf die Anwendung des kNN-Modells
somit zwei massgebende Kriterien zu beachten. (a) die eben erwa¨hnte Repra¨sen-
tativita¨t der einzelnen Messstation fu¨r das dazugeho¨rende Untersuchungsgebiet
und (b) die Grundwahrscheinlichkeit (base-rate) s der Waldbra¨nde im gewa¨hlten
Teilgebiet.
5.2 Grundwahrscheinlichkeit s (base rate)
Die Grundwahrscheinlichkeit s gibt an, wie ha¨ufig Ereignisse im Durchschnitt
auftreten. Sie spielt im Zusammenhang mit der Komplexita¨t jener Prozesse, wel-
che zu einem Waldbrand fu¨hren, fu¨r die Qualita¨t des Prognosemodells eine ent-
scheidende Rolle. Viele Qualita¨tsmasse wie FAR, HSS oder CSI sind u.a. eine
Funktion von s.
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Zu kleine s-Werte fu¨hren bei komplexen Prozessen zu einer deutlichen Qua-
lita¨tseinbusse. Dies konnte anhand von 24 Auswertungen von operationell in
Betrieb stehenden NXD-Lawinenprognosemodellen gezeigt werden (unpublizierte
Arbeit: J. Heierli).
Datengrundlage zum vorliegenden Beispiel bildeten 24 Auswertungen von kNN-
Lawinenprognosemodellen aus verschiedenen La¨ndern (CH, A, GB (R. Purves)).
Untersucht wurde jeweils der Zusammenhang zwischen verschiedenen Qualita¨ts-
massen und der Grundwahrscheinlichkeit s. Anhand der Daten wurde ersichtlich,
dass s-Werte unterhalb einer Schwelle von zirka 5%-7% zu schlechteren Modeller-
gebnissen fu¨hrten. Der Qualita¨tsverlust wirkt sich bei tieferer Grundwahrschein-
lichkeit deutlich sta¨rker aus, als bei ho¨heren Werten fu¨r s. Die A¨hnlichkeit der
lawinen- und waldbrandauslo¨senden Prozesse, la¨sst denselben Schluss auch fu¨r
die Naturgefahr Waldbrand zu.
Sind die zum Ereignis fu¨hrenden Prozesse physikalisch gut beschreibbar, kann
die Modellqualita¨t trotz einer tiefen Grundwahrscheinlichkeit s gut sein. Anstelle
eines statistischen Prognosemodells sollte aber in solchen Fa¨llen vorzugsweise ein
deterministisch-physikalisches Modell zur Modellierung des Prozesses verwendet
werden.
Weiter ist zu beru¨cksichtigen, dass die Grundwahrscheinlichkeit s sehr stark
durch die Gebietsgro¨sse bestimmt wird. Je gro¨sser das Untersuchungsgebiet ist,
desto gro¨sser wird die base-rate, weil bei gleicher Anzahl Tage eventuell die Anzahl
der Bra¨nde steigt.
Untersuchungsgebiete du¨rfen somit nicht zu gross (Repra¨sentativita¨t) aber
auch nicht zu klein (base-rate) sein. Weiter sollte das Modell rasch eine U¨ber-
sicht bezu¨glich der aktuellen Waldbrandsituation eines Gebietes liefern ko¨nnen.
Sollte fu¨r eine bestimmte Region respektive fu¨r eine neue thematische Frage-
stellung, wie beispielsweise Murga¨nge, ein neues kNN-Modell entwickelt werden,
kann die Grundwahrscheinlichkeit s bereits als erster Indikator bezu¨glich einer
zu erwartenden Modellqualita¨t beru¨cksichtigt werden, dies bevor die Ergebnisse
der Modellverifikation vorliegen.
Fu¨r die Naturgefahr Waldbrand haben sich fu¨r den 12-ja¨hrigen Untersuchungs-
zeitraum 1991-2002 auf der Alpensu¨dseite folgende Grundwahrscheinlichkeitswer-
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te s ergeben:
• su¨dliche Region mir der meteorologischen Station Lugano: s = 5.4%
• mittlere Region mit der meteorologischen Station Locarno: s = 5.2%
• no¨rdliche Region mit der meteorologischen Station Piotta: s = 3.2%
Base-rate Effekt
Die zuvor angesprochene Abha¨ngigkeit der Modellqualita¨t von der Grundwahr-
scheinlichkeit s soll anhand eines Beispieles aufgezeigt werden. Das Beispiel ba-
siert auf den Resultaten des kNN-Modells der Region Lugano fu¨r den Zeitraum
1991-2002, wobei bei einer bina¨ren Prognose (BF) ein Schwellenwert DB=3 an-
genommen wurde.
Die Treffergenauigkeit (percent correct) PEC, welche ein Mass der korrekt pro-
gnostizierten Ereignisse resp. Nichtereignisse ist, betra¨gt beim kNN-Waldbrand
Prognosemodell 87% (Vergleich: Treffergenauigkeit des MetOffice in GB bezu¨glich
Niederschlag ca. 70-80% (Matthews, 1996a,b). Dies bedeutet, dass mit Hilfe des
Modells an 87 von 100 prognostizierten Tagen, eine korrekte Prognose erstellt
werden konnte. a stellt dabei die korrekt prognostizierten Ereignistage, d die kor-





= pˆ(xˆ = 1) (5.1)
Bedeutet dies nun im genannten Beispiel, dass im Falle eine Waldbrandprognose
das Ereignis auch in 87% der Fa¨lle auftritt?
Tatsa¨chlich tritt ein Brand vielmehr nur in 30% der Fa¨lle ein. Die Ursache dafu¨r
liegt in der niedrigen Grundwahrscheinlichkeit s des Ereignisses Waldbrand.
Von 100 zu prognostizierenden Tagen, kommt es durchschnittlich nur in 6
Fa¨llen zu einem Brand, an 94 Tagen wird kein Ereignis eintreten. Die Treffer-
genauigkeit bezieht sich nun aber nur auf diese 6 Fa¨lle, d.h. 5 von 6 werden im
Schnitt richtig prognostiziert. Weiterhin weisen die u¨brigen 94 Nichtwaldbrandta-
ge eine Fehlprognose von 12% auf. Es wird also insgesamt in 5 von 17 Fa¨llen eine
richtige Prognose gemacht, was bedeutet, dass nur in 29% der Fa¨lle, in welchen
44
5. Das kNN-Waldbrand Prognosemodell
ein Feuer prognostiziert wird, tatsa¨chlich auch eines auftritt. Dies entspricht un-
gefa¨hr der Gro¨ssenordnung wie sie auch bei Niederschlagsprognose von MetOffice
in England anzutreffen ist (Matthews, 1996b).
Anhand der Gleichung 5.2 kann bestimmt werden, wie gross die Grundwahr-
scheinlichkeit s mindestens sein muss, damit u¨ber 50% richtig prognostiziert wird.
s(min) = 1− PEC (5.2)
Im vorliegenden Beispiel mu¨sste s somit 13% sein.
5.3 Homogenita¨t der Messreihen
Nach der Gebietseinteilung und Stationsauswahl mussten die Messdaten einer
Qualita¨tskontrolle unterzogen werden. Dabei mussten die Daten in einem ersten
Schritt auf allfa¨llige Lu¨cken (fehlende Messwerte), in einem zweiten Schritt auf
ihre Plausibilita¨t hin u¨berpru¨ft werden.
Fu¨r das kNN-Modell ist wichtig, dass die meteorologischen Messgro¨ssen keinem
Trend unterliegen. Die Erfu¨llung dieser Bedingung wurde mit Hilfe einer Zeitrei-
henanalyse untersucht. Mo¨gliche Trends beispielsweise in der Lufttemperatur-
messreihe oder im Niederschlagsregime ko¨nnen negative Auswirkungen auf die
Nachbarnsuche haben oder diese gar verunmo¨glichen. Eine gleichma¨ssige Vertei-
lung der einzelnen Werte wa¨re bei Vorliegen eines Trends nicht mehr gegeben, weil
vermehrt Niederschlagsereignisse auftreten, welche es in einer vorangegangenen
Periode mit durchschnittlich weniger Niederschlag nicht gegeben hatte. Dies ha¨tte
zur Folge, dass solche Ereignisse keine oder nur wenige Nachbarn haben und so-
mit keine Aussagen mo¨glich sind. Abbildung 5.2 zeigt an einem fiktiven Beispiel,
wie sich ein Trend in den Messdaten auf die Nachbarnsuche auswirken wu¨rde.
In den Diagrammen sind die beiden Messgro¨ssen relative Luftfeuchte und 30-
Tages Niederschlagssumme fu¨r die Perioden 1 und 2 aufgetragen. Beim Vergleich
der beiden Graphiken kann ein Trend zu einer niedrigeren Luftfeuchte bei gleicher
30-Tages-Niederschlagssumme bzw. erho¨hte Niederschlagsbereitschaft festgestellt
werden. Die einzelnen Punkte stellen die Tage im vorgegeben Zeitraum dar. An-
genommen man sucht in der Box I des rechten Diagramms nach den na¨chsten
Nachbarn, findet man nur deren drei; sucht man demgegenu¨ber in der Box I des
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ersten Diagramms, ist eine viel gro¨ssere Anzahl Fa¨lle zu finden. Gut ersichtlich
wird dieser Umstand auch in der Box X.






















































Abb. 5.2: Fiktives Beispiel um den Einfluss eines Trends zu verdeutlichen. Unterliegen
die meteorologischen Variablen einem Trend, so vera¨ndert sich die Datendichte, dies
vor allem in den “extremen” Bereichen.
Mit Hilfe dieser Abbildung kann auch die Problematik von seltenen Ereignisse
erkla¨rt werden. Wird die Nachbarnsuche u¨ber die Anzahl der na¨chsten Nachbarn
(z.B. k=10) bestimmt, werden immer zehn a¨hnliche Fa¨lle gefunden. Man muss
sich allerdings die Frage stellen, wie a¨hnlich diese Nachbarn effektiv sind. Anstelle
die Nachbarnsuche mit einem fixen k durchzufu¨hren, ko¨nnte man daher auch u¨ber
eine im voraus festgelegte Distanz D suchen. Die Anzahl der Nachbarn wa¨re
variabel und wu¨rde ein Mass fu¨r die Dichte der Punkte x um den Prognosetag y
darstellen.
46
5. Das kNN-Waldbrand Prognosemodell
Vor der eigentlichen Analyse von Zeitreihen ist es wichtig, zuna¨chst eine gra-
phische Voranalyse durchzufu¨hren. Ausreisser und allenfalls fehlende Messwerte
ko¨nnen so rasch erkannt werden. Fehlende Messwerte sollten in Abha¨ngigkeit des
zu untersuchenden Prozesses physikalisch plausibel gescha¨tzt werden. Messwer-
te, welche sich offensichtlich ausserhalb physikalisch realistischer Wertebereiche
befinden, sind als Ausreisser zu betrachten und durch eine unvoreingenomme-
ne Scha¨tzung, welche die Dynamik des untersuchten Prozesses beru¨cksichtigt, zu
ersetzen.
Eventuelle Nichtstationarita¨ten sind in Trend (i), unkonstante Varianzen und
deterministisch periodische Schwankungen (ii), sowie Monats- oder Jahreszeiten-
effekte (iii), aufgeteilt. Bei Hu¨rzeler (2003) sind Vorschla¨ge zum Testen der Sta-
tionarita¨t zu finden. Da die verschiedenen Tests in der Regel eine kleine Macht
haben, wurde fu¨r die vorliegende Arbeit eine visuelle Kontrolle, die seasonal trend
decomposition analysis (STL), angewendet.
Weisen einzelne, fu¨r das kNN-Modell zu verwendende Messdaten einen zu star-
ken Trend auf, muss der Einsatz des kNN-Modells in Frage gestellt werden.
Das gro¨sste Problem sind in diesem Zusammenhang Verschiebungen in der Grund-
disposition, welche z.B. durch eine Klimaa¨nderung (Trend) verursacht werden.
Fu¨r ein Waldbrandprognosemodell wu¨rde beispielsweise eine Vera¨nderung der
Vegetation einen solchen unzula¨ssigen Trend darstellen. Waren zuvor an einem be-
stimmten Standort beispielsweise Buchenwa¨lder anzutreffen, und sind dort spa¨ter
Kastanienwa¨lder zu finden, hat sich die Grunddisposition derart vera¨ndert, dass
keine Prognose mehr anhand der Gesamtheit von Messdaten gemacht werden
ko¨nnen. Das Problem bei der Behandlung einer Klimavera¨nderung liegt somit in
der Vera¨nderung der Grunddisposition respektive des Feuerregimes und nicht in
der Datendichte. Daher sollte auf jeden Fall mit dem zur Verfu¨gung stehenden
Datensatz eine Zeitreihenanalyse (STL) durchgefu¨hrt werden.
STL: A Seasonal-Trend Decomposition Procedure
Die STL zerlegt eine Zeitreihe nichtparametrisch in eine Trend- und eine Saison-
komponente sowie in einen irregula¨ren Term. In mehreren Schritten wird jeweils
unter Verwendung eines nichtparametrischen Gla¨ttungsalgorithmus “loess” ab-
wechslungsweise die Trend- respektive die Saisonkomponente gegla¨ttet. Der gros-
se Vorteil dieser nichtparametrischen Methode gegenu¨ber einer Modellierung ist,
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dass in einfacher Weise A¨nderungen der Monatseffekte und allfa¨llig komplizier-
tere Formen des Trends graphisch sichtbar gemacht werden ko¨nnen (Cleveland
et al., 1990). Im vorliegenden Fall war von Interesse, ob in den letzten 12 Jahren
allenfalls ein Trend in den verschiedenen meteorologischen Parametern zu finden
war.
Der Umgang mit Ausreissern in Zeitreihen ist nicht trivial, da ansonsten die
a¨quidistante Zeitstruktur zerbricht. Allfa¨llige Ausreisser ko¨nnen durch plausibel
erscheinende Werte ersetzt werden. Die Abbildungen 5.3 und 5.4 dienen dazu,
festzustellen, ob ein allfa¨lliger Trend in den einzelnen Parametern vorlag oder
nicht. Die Abbildungen zeigen, dass in den beiden Parametern “Lufttemperatur”
und “relative Luftfeuchte” kein optisch erkennbarer Trend feststellbar war. Der-
artige Trendanalysen wurden mit den gleichen Ergebnissen fu¨r alle Parameter
aller Stationen durchgefu¨hrt. Fu¨r die weiteren Untersuchungen kann somit ein
Trend und folglich eine mo¨gliche Unsicherheit im Modell ausgeschlossen werden.
Bei der Betrachtung eines la¨ngeren Zeitraumes (1980-2003) hingegen konnte u.a.
bei der Lufttemperatur mit der Trendanalyse eine leichte Zunahme festgestellt
werden.
Im Gegensatz zu Expertensystemen oder deterministischen Modellen, stellt diese
Forderung einer Homogenita¨t der Daten bei kNN-Modellen einen methodischen
Nachteil dar.
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Abb. 5.3: STL-Plot fu¨r die maxima-
le Lufttemperatur der Station Lugano
1991-2002. Ganz schwach ko¨nnen Ten-
denzen eines Trends gesehen werden.
Diese spielen allerdings in Bezug auf
das kNN-Modell bei diesen Gro¨ssenord-
nungen keine Rolle.
Abb. 5.4: STL-Plot fu¨r die minimale
relative Luftfeuchte der Station Lugano
1991-2002.
5.4 Variablenwahl
Nichtsignifikante Variablen erho¨hen die Dimension des Ereignisraumes Ω und
mindern damit die Qualita¨t des Modells (Kap. 4.4). Mit der zunehmenden Anzahl
an Dimensionen steigt die Fehlerrate der Klassifikation. Dieser Umstand ist ist
unter dem Begriff Peaking-Pha¨nomen oder “Fluch der Dimensionalita¨t” bekannt
(Bellmann, 1961).
Eine Erho¨hung der Anzahl Dimensionen p durch die Beru¨cksichtigung einer zusa¨tz-
lichen Variablen fu¨hrt in lokaler Umgebung um einen betrachteten Punkt x zu
einer Abnahme der Datendichte. Da sich mehr Tage ohne Bra¨nde in der Daten-
bank befinden als solche mit, fu¨hrt diese Verdu¨nnung zu einer Varianzerho¨hung.
Eine Ausfu¨hrliche Diskussion zu dieser Thematik ist in Friedman (1993) zu fin-
den. Um diesen Qualita¨tsverlust im kNN-Modell zu verhindern, wird vorga¨ngig
eine Variablenwahl durchgefu¨hrt, indem nur effektiv zur Lo¨sung der Klassifikation
beitragende Variablen beru¨cksichtigt werden.
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5.4.1 Empirische Bestimmung der Variablen
In einem ersten Schritt wurde eine einfache “Vorselektion” der Variablen durch-
gefu¨hrt. Dazu wurden empirisch alle Variablen, die mit dem zu untersuchenden
Pha¨nomen keinen bekannten Zusammenhang haben, eliminiert. Die Anzahl der
von einer ANETZ-Station zur Verfu¨gung stehenden Variablen reduzierte sich so-
mit um etwa 70%. Tabelle 5.3 stellt die fu¨r das kNN-Modell zur Verfu¨gung ste-
henden gemessenen Variablen nach dieser ersten empirischen Selektion dar.
Tab. 5.3: Gemessene Variablen der ANETZ-Stationen und nach einer ersten em-













Da sich sowohl die Anzahl der Feuer, als auch deren Ausmass im Sommer-
und Winterhalbjahr aufgrund des unterschiedlichen Feuerregimes deutlich un-
terscheiden, musste dieser Umstand im kNN-Modell mitberu¨cksichtigt werden.
Die Aufteilung des Jahres mittels der Variable Datum ist dazu nicht sinnvoll,
denn Bra¨nde treten vo¨llig unabha¨ngig von dieser Gro¨sse auf. Vielmehr sollte eine
Variable gefunden werden, welche die Eigenschaften der Jahreszeiten in Bezug
auf Waldbra¨nde widerspiegelt. In einem na¨chsten Schritt wurde zu diesem Zweck
die Pha¨nologie mitberu¨cksichtigt.
Dem Zeitraum zwischen Blattentfaltung und Blattfall respektive umgekehrt
wurde ein zweiwertiger Zahlenwert zugeordnet. Zu jedem Blattentfaltungstermin
50
5. Das kNN-Waldbrand Prognosemodell
wurden zusa¨tzlich 10 Tage hinzugeza¨hlt, da sich die Situation des Brandgutes
a¨ndert, sobald ein mehr oder weniger vollsta¨ndiges Bla¨tterdach vorhanden ist. Ei-
nerseits nimmt die Menge an potentiellem Brandgut (z.B. Laub) ab, andererseits
a¨ndern sich die Strahlungsbedingungen und somit die Austrocknung des Brand-
gutes unterhalb des Bla¨tterdaches massgeblich. Die Datengrundlage zur Beru¨ck-
sichtigung der Pha¨nologie lieferten Daten des pha¨nologischen Beobachtungsnetzes
von MeteoSchweiz in Sagno, Locarno und Comprovasco (Tab. 5.4). Als Zeiger-
pflanze diente die auf der Alpensu¨dseite weit verbreitete und von Bra¨nden stark
betroffene Edelkastanie. Fehlende Edelkastanienwerte wurden durch Extrapola-
tionen mit Hilfe von Pha¨nologiedaten der Rosskastanie berechnet. Abbildung 5.5
zeigt, dass im Beobachtungszeitraum kein signifikanter zeitlicher Trend zu einem
fru¨heren respektive spa¨teren Blattaustrieb bzw. -fall feststellbar ist. Die Schwan-
kungen von Jahr zu Jahr ko¨nnen dennoch erheblich sein.
Tab. 5.4: U¨bersicht u¨ber die im kNN-Modell zu beru¨cksichtigenden Pha¨nologiedaten
und -stationen.
Stationsname Ho¨he (NN) Pflanzentyp Daten seit
Locarno 200 Edelkastanie 01.89
Sagno 670 Edelkastanie 01.87
Comprovasco 500 Edelkastanie 01.89
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Abb. 5.5: Datum des ja¨hrlichen Blattaustriebs respektive Blattfalls bei den im kNN-
Modell beru¨cksichtigten Pha¨nologiestationen. Es wird ersichtlich, dass im Untersu-
chungszeitraum kein Trend feststellbar ist, die ja¨hrlichen Schwankungen allerdings gross
sein ko¨nnen.
5.4.2 Bestimmung der Variablen mittels logistischer
Regression
Nach der in Kapitel 5.4.1 beschriebenen ersten Reduktion der Variablen, wurde
die Signifikanz und somit der Einfluss der u¨brig gebliebenen Variablen auf das Er-
eignis Waldbrand mit Hilfe der logistischen Regression bestimmt. Dadurch sollte
die Anzahl der zur Verfu¨gung stehenden Variablen (Tab. 5.3) fu¨r das kNN-Modell
des jeweiligen Untersuchungsgebietes wenn mo¨glich ein weiteres mal reduziert
werden.
Mit dem logistischen Regressionsmodell (LR) konnte der unmittelbare Einfluss
von erkla¨renden Variablen auf eine bina¨re Zielgro¨sse wie Waldbrand bestimmt
werden. Fu¨r die einzelnen Variablen kann ein standardisiertes Mass (P -Wert)
dafu¨r berechnet werden, wie gut die Variablen mit dem Modell der Nullhypothese
u¨bereinstimmen. Ist der P -Wert klein, weichen die Daten signifikant von der
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Nullhypothese ab und der Einfluss dieser erkla¨renden Variable ist somit statistisch
gesichert (Stahel, 2002). Zwecks einfacheren Vergleiches der P -Werte werden diese
in Abha¨ngigkeit ihrer Signifikanz mit einem * versehen (Tab. 5.5).
Tab. 5.5: Zusammenfassung der Signifikanzsymbole (Scho¨nwiese, 1991).
P-Wert Signifikanz ∗
p > 0.05 nicht signifikant
0.01 < p 60.05 signifikant ∗
0.001 < p 6 0.01 sehr signifikant ∗∗
p < 0.001 ho¨chst signifikant ∗∗∗
Die Herleitung der Methode und die auszufu¨hrenden Schritte bei der Variablenge-
wichtung mittels logistischer Regression sind im Anhang A zu finden. Dort wird
im weiteren, ein vollsta¨ndiges parametrisches Modell zur Prognose der Wald-
brandgefahr entwickelt.
Die Tabellen 5.6 bis 5.9 geben die Signifikanztest zu den einzelnen Variablen
wieder. Die Tabelle 5.6 zeigt die Werte des noch nicht reduzierten logistischen
Regressionsmodells an. Fu¨r die Stationen Locarno und Piotta (vgl. Tab. 5.7 und
5.9) werden nur die im kNN-Modell mitberu¨cksichtigten Variablen angegeben.
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Tab. 5.6: Signifikanztest der Variablen des vollen Modells mit Hilfe der logistischen
Regression fu¨r die Messstation Lugano (1991-2002).
Koeffizienten Estimate Std. Error z value Pr(>|z|) Sign.
(Intercept) -4.22953 0.18069 -23.408 < 2e-16 ***
Temperatur 0.43933 0.15297 2.872 0.00408 **
Relative Feuchte -0.74462 0.14570 -5.110 3.21e-07 ***
Druck 0.18416 0.08397 2.193 0.02828 *
Niederschlag -0.31369 0.41616 -0.754 0.45099
Globalstrahlung 0.01206 0.20620 0.058 0.95337
Windspitze -0.05167 0.22585 -0.229 0.81903
Sonnenscheindauer 0.08666 0.17998 0.481 0.63019
Summe Blitze -0.17052 0.19345 -0.881 0.37806
Windmittel 0.06558 0.21669 0.303 0.76216
Summe Niederschlag -1.31405 0.16845 -7.801 6.16e-15 ***
Pha¨nologie 0.60003 0.12104 4.957 7.15e-07 ***
Nulldevianz: 1838.1 mit 4382 Freiheitsgraden. Residuendevianz: 1398.9 mit
4371 Freiheitsgraden. AIC: 1422.9
Tab. 5.7: Signifikanztest der Variablen des reduzierten Modells mit Hilfe der logisti-
schen Regression fu¨r die Messstation Lugano (1991-2002).
Koeffizienten Estimate Std. Error z value Pr(>|z|) Sign.
(Intercept) -4.13462 0.14962 -27.634 < 2e-16 ***
Temperatur 0.47515 0.10311 4.608 4.06e-06 ***
Relative Feuchte -0.83023 0.09142 -9.082 < 2e-16 ***
Druck 0.21930 0.07416 2.957 0.00310 **
Summe Niederschlag -1.321796 0.16209 -8.155 3.51e-16 ***
Pha¨nologie 0.61063 0.11832 5.161 2.46e-07 ***
Nulldevianz: 1838.1 mit 4382 Freiheitsgraden. Residuendevianz: 1402.5 mit
4377 Freiheitsgraden. AIC: 1414.5
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Tab. 5.8: Signifikanztest der Variablen des reduzierten Modells mit Hilfe der logisti-
schen Regression fu¨r die Messstation Locarno (1991-2002).
Koeffizienten Estimate Std. Error z value Pr(>|z|) Sign.
(Intercept) -3.41910 0.10070 -33.952 < 2e-16 ***
Temperatur 0.48643 0.11525 4.221 2.44e-05 ***
Relative Feuchte -0.45853 0.10852 -4.225 2.39e-05 ***
Druck 0.21676 0.0827 2.620 0.008786 **
Windspitze 0.26577 0.07510 3.539 0.000401 ***
Blitze 0.10413 0.05171 2.013 0.044063 *
Summe Niederschlag -0.63514 0.12674 -5.012 5.40e-07 **
Pha¨nologie 0.45195 0.11145 4.055 5.01e-05 ***
Nulldevianz: 1786.1 mit 4382 Freiheitsgraden. Residuendevianz: 1590.2 mit
4375 Freiheitsgraden. AIC: 1606.2
Tab. 5.9: Signifikanztest der Variablen des reduzierten Modells mit Hilfe der logisti-
schen Regression fu¨r die Messstation Piotta (1991-2002).
Koeffizienten Estimate Std. Error z value Pr(>|z|) Sign.
(Intercept) -4.12581 0.14636 -28.190 < 2e-16 ***
Temperatur 0.43114 0.09950 4.333 1.47e-05 ***
Relative Feuchte -0.71310 0.12245 -5.824 5.76e-09 ***
Druck 0.30742 0.11024 2.789 0.005292 **
Blitze 0.17935 0.04902 3.659 0.000254 ***
Summe Niederschlag -0.90213 0.17502 -5.155 2.54e-07 ***
Nulldevianz: 1246.6 mit 4382 Freiheitsgraden. Residuendevianz: 1093.1 mit
4377 Freiheitsgraden. AIC: 1105.1.
Bei der Betrachtung der Signifikanztests fa¨llt auf, dass beispielsweise die Variable
Niederschlag in keinem der drei Regressionsmodelle signifikant ist. Dies kann
damit erkla¨rt werden, dass ein Niederschlagsereignis am Brandtag selbst keinen
grossen Einfluss hat. Durch die gegebene zeitliche Auflo¨sung (Tag) ist es sogar
mo¨glich, dass der Waldbrand vor dem Niederschlag aufgetreten ist.
Weiter kann festgestellt werden, dass fu¨r die einzelnen Regionen unterschiedli-
che Variablen signifikant sind. Die Pha¨nologie beispielsweise, die fu¨r die Regionen
Lugano und Locarno hohe Signifikanzwerte aufweist, fa¨llt bei der Variablenreduk-
tion der Region Piotta weg. Dies ko¨nnte damit zu tun haben, dass die Pha¨nolo-
55
5. Das kNN-Waldbrand Prognosemodell
giestation fu¨r das kNN-Modell dieser Regionen ihren Standort relativ weit su¨dlich
und tief gelegen in der Leventina (Comprovasco) hat und somit nicht ausreichend
repra¨sentativ ist.
Auf den ersten Blick erscheint der Umstand, dass die Variable Druck in allen
drei Regionen signifikant ist, erstaunlich. Dies kann jedoch damit erkla¨rt werden,
dass Bra¨nde ha¨ufig bei stabilen Hochdrucklagen ausbrechen.
In der Spalte “Estimate” der Tabellen 5.7 bis 5.9 sind die β-Werte der Glei-
chung A.2 der logistischen Regression aufgefu¨hrt. Anhand der Vorzeichen dieser
Werte, im Rahmen der logistischen Regression Scha¨tzer oder Gewichte genannt,
kann aufgrund der negativen Vorzeichen erkannt werden, dass mit kleiner wer-
denden Variablenwerten deren Einfluss steigt (indirekt proportional). Positive
Vorzeichen zeigen abnehmenden Einfluss bei kleiner werdenden Variablenwerten
an (direkt proportional).
5.4.3 Skalierung der Variablen
Die fu¨r das kNN-Modell ausgewa¨hlten Variablen mu¨ssen skaliert werden, damit
bei der Nachbarnsuche die Einheiten und Zahlenwerte der Variablen keinen Ein-
fluss auf das Modell ausu¨ben. Die Skalierung der einzelnen Variablen wird mit
Hilfe der in Gleichung 5.3 aufgefu¨hrten Skalierungsgleichung durchgefu¨hrt. Die












Damit ist gewa¨hrleistet, dass die Absta¨nde zwischen den einzelnen Tagen x nicht
aufgrund unterschiedlicher Variableneinheiten, sondern aufgrund tatsa¨chlicher
Unterschiede innerhalb der Variablen definiert sind.
5.5 Variablengewichtung mittels Genetischen
Algorithmen (GA)
Nachdem mittels der logistischen Regression die fu¨r die Waldbrandprognose si-
gnifikanten p Variablen bestimmt worden sind, mussten diese entsprechend ihrem
Einfluss gewichtet werden. Dazu standen verschiedene, in Felber & Bartelt (2002)
diskutierte, Ansa¨tze zur Verfu¨gung.
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Die Variablengewichtung kann mittels Korrelationsmethode (i), logistischer Re-
gression (ii) oder genetischen Algorithmen (GA) (iii) durchgefu¨hrt werden. Fel-
ber & Bartelt (2002) stellten fest, dass sich die Qualita¨tsmasse der Modelle nach
den drei unterschiedlichen Verfahren gewichteten Variablen nur geringfu¨gig un-
terscheiden. Das mit der Methode der genetischen Algorithmen (GA) berechne-
te Modell wies dabei die ho¨chste Prognosequalita¨t auf. Die Auswertungen des
kNN-Modells wurden im Rahmen der vorliegenden Arbeit mit GA-gewichteten
Variablen berechnet.
Genetische Algorithmen (GA) za¨hlen wie die Diskriminanzanalyse zur Gruppe
der stochastischen Optimierungsmethoden. Vorbild bei der Suche nach Optima
einer Zielfunktion ist der Evolutionsprozess der Natur. Die Anpassung von Lebe-
wesen an die Erfordernisse ihrer Umwelt kann als Optimierungsprozess interpre-
tiert werden.
Die Theorie der GA wurde von John Holland in den 70er Jahren an der Univer-
sita¨t von Michigan entwickelt (Holland, 1975). Holland bescha¨ftigte sich in seiner
Forschungsarbeit mit theoretischen Aspekten der Weitergabe genetischer Infor-
mation von Generation zu Generation. Zeitgleich mit Hollands Untersuchungen
wurden an der Technischen Universita¨t Berlin die sogenannten Evolutionsstra-
tegien definiert (Rechenberg, 1973). Beide Methoden wurden spa¨ter unter dem
Oberbegriff der evolutiona¨ren Algorithmen zusammengefasst.
Eine Einfu¨hrung in die Theorie der genetischen Algorithmen sowie in deren
praktische Anwendungen gibt Goldberg (1989).
5.5.1 Methode
Um den Ablauf der Optimierung zu beschreiben werden die Begriffe der Genetik
respektive der Evolutionsbiologie eingefu¨hrt.
In jeder Zelle eines Lebewesens ist der gesamte Bauplan des Organismus enthal-
ten. Im Leben des Organismus bleibt dieser Bauplan im wesentlichen unvera¨ndert.
Betrachtet man hingegen die Gesamtheit aller Organismen einer Gattung, so
vera¨ndern sich die Baupla¨ne im Laufe der Zeit.
Neue Baupla¨ne entstehen bei der Fortpflanzung von Organismen (Kreuzung).
Daru¨berhinaus ko¨nnen wa¨hrend der Fortpflanzung spontane A¨nderungen, soge-
nannte Mutationen auftreten. Die U¨berlebensfa¨higkeit eines Lebewesens richtet
sich nun danach, wie gut es mit den vorherrschenden Umweltbedingungen zurecht
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Abb. 5.6: Schema eines genetischen Algorithmus.
kommt. Die am besten Angepassten werden aufgrund der natu¨rlichen Selektion
u¨berleben.
Das Modell arbeitet mit einer bestimmten Menge von Baupla¨nen, die mo¨gliche
Lo¨sungen des Problems darstellen. Diese Menge wird in Anlehnung an die Biolo-
gie, Population genannt. Ein Element der Menge, bezeichnet man als Individuum.
• Die natu¨rliche Selektion wird simuliert, indem die schlechtesten Baupla¨ne
aus der Population entfernt werden.
• Die Kreuzung wird so imitiert, dass aus je zwei Baupla¨nen (d.h. Lo¨sungen),
neue Baupla¨ne zusammengesetzt werden.
• Mutationen werden durch punktuelle A¨nderungen von Baupla¨nen nachge-
stellt.
Eine Menge von Lo¨sungen wird durch Selektion, Kreuzung und Mutation konti-
nuierlich vera¨ndert, mit dem Ziel einer Optimierung der Lo¨sungen.
Auf das Variablengewichtungsproblem umgesetzt bedeutet dies, dass ein Indivi-
duum festlegt, ob eine gewichtete Variable einen grosses Einfluss zur Entstehung
eines Waldbrandes hat oder nicht. Eine Population wird nun also als Array von
Individuen realisiert (Abb. 5.5.1).
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Der Ablauf eines genetischen Algorithmuses (GA) la¨sst sich in fu¨nf Schritten
zusammenfassen:
• Ausgangspopulation: Am Anfang wird zufa¨llig eine Population, also eine
Menge von Baupla¨nen erzeugt. Mit den Individuen dieser Population be-
ginnt der Evolutionsprozess. Im Falle der vorliegenden Untersuchung stellen
zufa¨llig gewichtete Variablen die Ausgangspopulation dar.
• Selektion: In diesem Schritt wird eine natu¨rliche Selektion nachgebildet.
Die u¨berlebensfa¨higsten Lo¨sungen bestehen weiter. Die natu¨rliche Selekti-
on wird in zwei Schritten nachgebildet. Im ersten Schritt wird die U¨ber-
lebensfa¨higkeit (fitness) der einzelnen Individuen bestimmt. Im zweiten
Schritt erfolgt dann die eigentliche Selektion. Je ho¨her die Fitness eines
Individuums ist, desto gro¨sser ist die Wahrscheinlichkeit, dass es u¨berlebt.
Dabei ko¨nnen verschiedene Selektionsverfahren angewendet werden. Fu¨r
tiefergreifende Einzelheiten dazu wird auf Nissen (1997) verwiesen. Die ein-
zelnen Variablen werden unterschiedlich gewichtet und dabei u¨berleben nur
jene Gewichte, bei welchen die Fitness ho¨her ist.
• Kreuzung: Indem Baupla¨ne miteinander kombiniert werden, sollen neue,
bessere Lo¨sungen generiert werden. Auch hier gibt es eine Vielzahl von
Kreuzungsvarianten, welche in Nissen (1997) na¨her erla¨utert werden. An
dieser Stelle werden die nach dem vorhergehenden Prozess gewichteten Va-
riablen in Kombination mit anderen gebracht.
• Mutation: Die Mutation verfolgt das Ziel, ga¨nzlich andere Lo¨sungen zu fin-
den. Sie gewa¨hrleistet, dass die Vielfalt in der Population erhalten bleibt.
An dieser Stelle werden einzelne Gewichte wieder zufa¨llig vera¨ndert. Mit
Hilfe der Fitness wird dann u¨berpru¨ft, ob dies nicht eine bessere Kombina-
tion ergibt.
• Na¨chste Generation: Nachdem Selektion, Kreuzung und Mutation durch-
gefu¨hrt worden sind, ist eine neue, vera¨nderte Population entstanden. Im
vorliegenden Fall werden die Gewichte nach jeweils 60-80 GA-Modelldurch-
la¨ufen ausgegeben.
Der Nachteil der Methode liegt darin, dass ein relatives Optimum gefunden wird.
Das hat zur Folge, dass eine Gewichtung mit demselben Datensatzes ein zwei-
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tes Mal nicht zu denselben Gewichten fu¨hren wird. Auf die kNN-Modellqualita¨t
hat dies, wie anhand mehrerer Experimente gezeigt werden konnte, letztendlich
jedoch keinen Einfluss (Felber & Bartelt, 2002).
5.6 Erstellung einer kNN-Prognose
Mit den ausgewa¨hlten, skalierten und gewichteten Variablen erfolgt die eigentliche
Erstellung der kNN-Prognose, die Nachbarnsuche.
Wie der Name dieser Methode besagt, handelt es sich um die Suche der k
a¨hnlichsten Fa¨lle. Es muss also noch definiert werden, wie gross k sein soll, das
heisst nach wievielen a¨hnlichen Nachbarn in der Datenbank gesucht werden soll.
An dieser Stelle seien einige Literaturhinweise bezu¨glich der Wahl von k auf-
gefu¨hrt. Loftsgaarden & Quesenberry (1965) schlagen
√
n als klassenspezifische
Wahl fu¨r k vor. Enas & Choi (1986) schlagen aufgrund von Simulationsstudien n
3
8
fu¨r grosse und n
2
8 fu¨r kleine Unterschiede in Klassenkovarianzen vor. Bei einem
n von 4344 wu¨rde dies 23 respektive 8 Nachbarn ergeben.
In der vorliegenden Arbeit wurde k = 10 gewa¨hlt. Dies hat vor allem einen
praktischen Grund, denn mit k = 10 bleibt die Modellausgabe u¨bersichtlich. Der
Modellanwender wird zudem in der Praxis keine Zeit haben eine zu grosse Anzahl
an Nachbarn zu interpretieren. Es hat sich auch gezeigt, dass auch fu¨r k = 5 oder
k = 20 das Verha¨ltnis von positiven η+ und negativen η− Nachbarn ungefa¨hr
gleicht bleibt.
5.6.1 Bina¨re Prognose (BF)
Bei der bina¨ren Prognose, welche einen einfachen, dichotomen Entscheid darstellt,
muss ein Schwellenwert DB bestimmt werden, anhand dessen entschieden wird,
ob der zu prognostizierende Tag in die Kategorie Ereignistag oder Nichtereignis-
tag eingeteilt wird.
Der Schwellenwert wird anhand verschiedener Modellverifikationsverfahren op-
timiert. Zur Optimierung stehen mehrere Masse mit unterschiedlichen Gewich-
tungen der einzelnen Felder der 2 × 2-Kontingenzmatrix zur Verfu¨gung. Das in
der Folge verwendete kNN-Modell optimiert die Prognose nach dem Heidke-Skill-
Score HSS und man erha¨lt daraus den Schwellenwert DB. Wie Abbildung 5.7
zeigt, wird der maximale HSS-Wert bei 3 bis 4 positiven von insgesamt 10 Nach-
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barn erreicht. D.h. das Modell wertet einen Prognosetag mit 3 und mehr positiven
Nachbarn als Ereignistag. Da der in Abbildung 5.10 prognostizierte Tag 4 positive
Nachbarn aufweist, wird er in der bina¨ren Prognose als Ereignistag kategorisiert.
Abb. 5.7: Bestimmung des Schwellenwertes (decision boundary) mittels dem HSS fu¨r
das kNN-Modell der Region Lugano.
Entsprechend der mit dem kNN-Modell zu untersuchenden Fragestellung, kann
dieser Wert auch durch subjektiv festgelegte Kriterien bestimmt werden. In Abha¨ngig-
keit der Wahl dieses Grenzwertes werden in der Folge die Felder der Kontingenz-
matrix gefu¨llt.
5.6.2 Probabilistische Prognose (PF)
Die probabilistische Prognose liefert eine Wahrscheinlichkeit fu¨r das Eintreten





η+ ist dabei die Anzahl gefundener Nachbarn mit einem Ereignis und k die An-
zahl betrachteter Nachbarn insgesamt. py ist die Wahrscheinlichkeit, dass am zu
prognostizierenden Tag y mindestens ein Waldbrand auftritt.
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Die Problematik der PF liegt darin, die berechneten Wahrscheinlichkeiten py ei-
ner tatsa¨chlich auftretenden Situation zuzuordnen. Eine mo¨gliche Vereinfachung
der Aussage wu¨rde darin bestehen, dass man die berechneten Werte klassifiziert.
Durch die Einfu¨hrung unterschiedlicher Gefahrenstufen wird dies auch in den
meisten probabilistischen Prognosemodellen vorgenommen (Van Wagner, 1987;
Viegas et al., 1999a). Dies ist allerdings nicht ganz unproblematisch, da die
Waldbrandgefahr mit der in der Natur anzutreffenden Situation verknu¨pft wird,
wa¨hrend die Wahrscheinlichkeit noch immer auf Ereignisse hinweist, welche im
Datensatz zu finden sind.
Abb. 5.8: Korrelation zwischen der mit dem kNN-Modell berechneten Wahrschein-
lichkeit py eines Ereignisses und der tatsa¨chlichen Ha¨ufigkeit p des Auftretens eines
Waldbrandes. Bei den berechneten Wahrscheinlichkeiten py wurde zusa¨tzlich noch die
Unsicherheit der Prognose angegeben.
Abbildung 5.8 zeigt das Verha¨ltnis von berechneten Wahrscheinlichkeiten py zu
den Ha¨ufigkeiten p tatsa¨chlich beobachteter Waldbra¨nde. Liegen die Punkte un-
terhalb der Winkelhalbierenden, so hat das Modell die Gefahr u¨berscha¨tzt. Dieser
Umstand kann dadurch erkla¨rt werden, dass das Modell respektive die Variablen-
62
5. Das kNN-Waldbrand Prognosemodell
gewichtung auf die Ereignisse Waldbrand optimiert wurde. Da diese Ereignisse
seltener sind als die Nichtereignisse, kommt es zu einer U¨berscha¨tzung der Gefahr
durch das Modell.
Zu den berechneten Wahrscheinlichkeiten py wurde jeweils die Prognoseunsicher-













Dies verdeutlicht, dass Prognosen mit grossem py selten sind und somit die Vor-
hersageunsicherheit gross wird.
5.6.3 Deskriptive Prognose (DF)
Die deskriptive Prognose ist die dritte und umfassendste Ausgabemo¨glichkeit des
kNN-Modells. Sie beinhaltet grundsa¨tzlich die gesamte Information, welche in den
beiden zuvor angesprochenen Methoden (BF und PF) bereits selektiert worden
ist. Eine mo¨gliche Ausgabeform stellt Tabelle 5.10 dar. In Abha¨ngigkeit der In-
formation (Variablen), welche in den beiden Grundlagendatenbanken vorhanden
ist, wird diese Liste mehr oder weniger umfassend sein (Spalten).
Tab. 5.10: Beispieloutput einer deskriptiven Prognose (DF) des kNN-Waldbrand Pro-
gnosemodells. Je mehr Information die Waldbranddatenbank beinhaltet, desto umfas-
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Abb. 5.9: Mo¨glicher kNN-Output in Form einer Karte. Rot eingezeichnete Punkte
zeigen Tage mit mindestens einem Ereignis und deren Lokalita¨t an. Weiter ist die
gesamte in der Waldbranddatenbank enthaltene Information bezu¨glich des einzelnen
Ereignisses ersichtlich (Cornice plot).
Abb. 5.10: Einfache statistische Auswertung der DF Prognose (Beispiel). Verteilung
der in Tab. 5.10 aufgelisteten Waldbra¨nde nach Exposition und Ho¨henlage.
Grundsa¨tzlich wird zu jedem gefundenen Nachbarn eine mo¨glichst umfangreiche
Information mitgeliefert. Die Interpretation dieser deskriptiven Ausgabe erfolgt
durch den Anwender, da das Modell nur jene Information liefert, welche in der
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Vergangenheit bei einer a¨hnlichen Situation in die Datenbank eingegeben worden
war. Fu¨r einen Anwender sehr hilfreich sind zusa¨tzlich erarbeitete Analysetools
wie z.B. Ausgabe als Karte (Abb. 5.9), oder vereinfachte statistische Auswertun-
gen der Brandverteilung (Abb. 5.10).
Der Nachteil der DF gegenu¨ber den beiden anderen Methoden liegt darin, dass
die Auswertung und die Interpretation der Ergebnisse nur durch einen Experten
vorgenommen werden kann. Um von den vergangenen Beispielen auf die aktuelle
Situation schliessen zu ko¨nnen, braucht dieser viel Erfahrung. Dass diese Methode
allerdings Erfolg haben kann, zeigte sich in der Lawinenprognose trotz ma¨ssigen






Nach der Entwicklung eines Modells mu¨ssen Fragen hinsichtlich der Anwendbar-
keit gestellt werden: Ist das Modell u¨berhaupt anwendbar? Wie genau sind die
berechneten Ergebnisse? Repra¨sentiert das Modell die Realita¨t in angemessener
Art und Weise? Sind die richtigen Modellparameter gewa¨hlt worden? Gibt es
bessere Modelle? Zusammengefasst: Darf das Modell so verwendet werden?
Das Konzept zur Beantwortung dieser Fragen wird meist Validierung (von va-
lidus (lat.) = gu¨ltig) genannt. In der Wissenschaft ist dieses Konzept jedoch
umstritten und nicht einheitlich definiert. Verwirrung entsteht aufgrund der phi-
losophischen Frage, in welchem Masse und ob u¨berhaupt Modelle beziehungswei-
se wissenschaftliche Theorien gepru¨ft werden ko¨nnen. Popper (1959, 1963) und
Scherer (1998) meinen, dass wissenschaftliche Theorien nicht verifiziert sondern
bestenfalls falsifiziert werden ko¨nnen. Dennoch hat die O¨ffentlichkeit ein eige-
nes, unscharfes Versta¨ndnis von Validierung und wird durch die verschiedenen
Definitionen verwirrt. Unklarheit entsteht durch wechselweise Verwendung von
Ausdru¨cken wie Validierung, Verifikation, Bewertung, Angemessenheit, etc.
Von Verifikation wird im allgemeinen dann gesprochen, wenn das Modell im
Hinblick auf dessen Richtigkeit bezu¨glich der Wiedergabe der Realita¨t u¨berpru¨ft
wird. Der Begriff Validierung findet dann eine Verwendung, wenn das Modell
im Hinblick auf dessen Gu¨ltigkeit bezu¨glich einem Verwendungszweck oder einer
Hypothese u¨berpru¨ft wird (Hebel, 2003).
Im Folgenden wird der Ausdruck Verifikation (von verus (lat.) = wahr) ver-
wendet, da dieser Begriff im Bereich der Qualita¨tsu¨berpru¨fung meteorologischer
Prognosemodelle die gro¨sste Verbreitung findet.
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Anders als in den Bereichen der Risikoabscha¨tzung von Naturgefahren, weist bei
den meteorologischen Prognosesystemen die Modellverifikation sowohl in der Ent-
wicklung als auch in der Anwendung eine lange Tradition auf. In den u¨ber 100
Jahren seit sich J.P. Finley (1884) mit der Verifikation von meteorologischen Pro-
gnosen (Tornadoprognose) bescha¨ftigt hat, sind eine Vielzahl unterschiedlicher
Methoden entwickelt worden. Die Bandbreite der zu verifizierenden Prognosen
umfasst bina¨re Prognosen bis hin zu komplexen Ensembleprognosen (verschie-
dene Wettervariablen zu verschiedenen Zeiten in unterschiedlichen Drucknive-
aus). Dementsprechend breit gestreut sind die Ansichten, welche Methoden eine
gute Verifikation beru¨cksichtigen sollte (Murphy, 1993). Trotz der Vielzahl der
entwickelten Verifikationsmethoden kam es bis zu den 80iger Jahren zu keinen
signifikanten Weiterentwicklungen (Stephenson & Jolliffe, 2003). Erst mit den
Publikationen von Mason (1980, 1982a,b, 1989) und Murphy & Winkler (1987)
wurden neue Ansa¨tze entwickelt.
Bei der Verifikation mu¨ssen bestimme Grundsa¨tze beru¨cksichtigt werden. So muss
eine Verifikationsmethode auf die Interessen des jeweiligen Nutzers ausgerichtet
sein. Dies bedeutet, dass die Anspru¨che des Nutzers an das Modell bekannt sein
mu¨ssen, um zweckma¨ssige Modellresultate zu erhalten, auf deren Basis sinnvolle
Entscheidungshilfsmittel entwickelt werden ko¨nnen. Weiter muss beru¨cksichtigt
werden, dass die Qualita¨t einer Vorhersage nicht durch ein universelles Mass
ausgedru¨ckt werden kann. Jedes einzelne Qualita¨tsmass gibt nur einen oder einige,
aber nicht alle Aspekte der Prognosegu¨te wieder. Zur Verifikation ist somit immer
eine geeignete Auswahl an Gu¨temassen in Kombination zu verwenden.
Zur Verifikation liegt immer ein Satz aus zueinander geho¨renden Vorhersagen
und Beobachtungen vor. Diese ko¨nnen - wie im vorliegenden Fall - entweder als
bina¨re- (BF) oder als probabilistische (PF) bzw. als deskriptive Informationen
(DF) vorliegen.
6.2 Trainingsdatensatz und Testdatensatz
Fu¨r die Bestimmung der Gu¨te eines Prognosemodells muss eine Beziehung zwi-
schen dem Datensatz mit der prognostizierten- und der reellen Gro¨sse hergestellt
werden. Dabei muss beru¨cksichtigt werden, dass bei einem Modell nicht nur die
Daten, anhand derer das Modell entwickelt wurde, mo¨glichst gut mit der Rea-
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lita¨t u¨bereinstimmen, sondern auch Datensa¨tze gleichen Ursprungs, die zum Zeit-
punkt der Entwicklung des Modells noch nicht vorlagen. Das Modell muss also
die Fa¨higkeit zur Generalisierung besitzen.
Eine Methode, die sowohl die Genauigkeit als auch das Generalisierungsvermo¨-
gen eines Modells testet, wenn nur ein Datensatz des zu modellierenden Systems
vorliegt, ist die sogenannte Cross-Validation Methode (Bootstrap-Methoden) (Sta-
hel, 2002). Bei diesem Verfahren muss der Gesamtdatensatz in zwei Teile aufge-
teilt werden:
• In einen Trainingsdatensatz, auf dessen Grundlage das Modell erstellt be-
ziehungsweise trainiert wird, und
• in einen Testdatensatz, an welchem der Vorhersagefehler der Modellein-
stellungen (Variablenwahl, Variablengewichtung, etc.) bestimmt respektive
minimiert wird.
Trainings- und Testdaten sollten sinnvollerweise unabha¨ngig voneinander sein.
Diese Bedingung ist im gegebenen Fall erfu¨llt, da die meteorologischen Messwer-
te eines Tages unabha¨ngig von vorhergehenden sind. Im vorliegenden Fall wurde
die extreme Variante der Cross-Validation, die sogenannte Leave-one-out Metho-
de gewa¨hlt. Dabei wird der Datensatz der Gro¨sse n wiederholt in einen Trai-
ningsdatensatz der Gro¨sse n− 1 und einen Testdatensatz der Gro¨sse 1 aufgeteilt
(Evgeniou et al., 2004).
Werden im kNN-Modell die Gewichte der Variable nach der Hinzunahme eines
neuen Datenpunktes x fu¨r jeden Tag neu berechnet und in der Prognose des
Folgetages beru¨cksichtigt, wird die Leave-one-out Methode fu¨r jede neue Prognose
angewendet. Ist der Datensatz gross genug, kann auf eine tageweise Anpassung
der Gewichte verzichtet werden. Im kNN Waldbrandmodell wurden die Daten
jeweils am Ende eines jeden Jahres aktualisiert. Die Beweggru¨nde dafu¨r liegen
in der Tatsache, das die Aktualisierung der Waldbranddatenbank mehr Zeit in
Anspruch nimmt und daher nicht ta¨glich erweitert werden kann.
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6.3 Arten der Verifikation
Ziel einer Verifikation ist es, bestimmte Eigenschaften von Prognosen herauszu-
finden und diese in Bezug zur Realita¨t zu beurteilen. Gema¨ss Damrath (2002)
geho¨ren dazu folgende Attribute:
Tab. 6.1: Zusammenfassung der wichtigsten Attribute einer Prognose (Damrath,
2002).
Bei Damrath (2002) wird zwischen einer subjektiven und einer objektiven
Verifikation unterschieden. Diese Aufteilung la¨sst sich gut auf die in Kapitel 4.4
beschriebenen Ausgabemo¨glichkeiten des kNN-Modells u¨bertragen.
Die deskriptive Prognose DF ist eine subjektive Interpretation der ausgegeben
Liste, welche nur diese Art einer Verifikation zula¨sst. Dabei ko¨nnen sehr unter-
schiedliche Zusta¨nde als Wahrheit aufgefasst werden. Das Urteil zur Qualita¨t der
Vorhersage wird individuell unterschiedlich ausfallen. Unterschiedliche Personen
werden unterschiedliche Kriterien verwenden. Diese ko¨nnen auch situationsbe-
dingt voneinander differieren. Mit subjektiven Mitteln wird es im allgemeinen
mo¨glich sein, fu¨r Einzelfa¨lle zweckma¨ssige Hinweise auf Fehler einer Vorhersage
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zu erhalten. Es ist allerdings schwierig diese Fehler zu systematisieren, wenn fu¨r
die subjektive Beurteilung nicht einheitliche Kriterien verwendet werden (Dam-
rath, 2002).
Fu¨r das kNN-Lawinenmodell wurde die Qualita¨tsbewertung der DF in Zusam-
menarbeit mit einem Modellanwender auf ein Gebiet angewendet. Nach Aussagen
des Anwenders war es vor allem die qualitative Information (z.B. Beschreibung
der Ereignisse, Art und Anzahl der Hindernisse zwischen der Ablagerung und dem
Zielobjekt, etc.), welche die Qualita¨tsbewertung ermo¨glichte. Folgende Abbildung
6.1 fasst die Gu¨te der DF zusammen.
Abb. 6.1: Subjektive Einscha¨tzung der “Nu¨tzlichkeit” vom NXD-Lawinenmodell. Die
Auswertung wurde nach Informationen eines Nutzers des NXD-Modells im Kanton
Wallis durchgefu¨hrt. (Heierli et al., 2003).
Mit Hilfe der objektiven Verifikation ist es mo¨glich Vorhersagen und Beob-
achtungen miteinander zu vergleichen und aufbauend statistische Masszahlen zu
berechnen. Der Vorteil der objektiven Prognose besteht darin, dass sie von indi-
viduellen Urteilen frei ist und systematische Vorhersagefehler gut erkannt werden
ko¨nnen. Zur Beurteilung der Prognosequalita¨t reicht eine einzige Masszahl im
allgemeinen jedoch nicht aus. Je nach Typ der Vorhersagen und des vorherzusa-
genden Ereignisses ist es notwendig unterschiedliche Arten von Qualita¨tsmassen
zu berechnen. Durch die Mehrzahl der beno¨tigten Masse wird die Verifikation
allerdings nicht immer trivial.
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6.4 Verifikation von bina¨ren Prognosen
Um die Qualita¨t von bina¨ren Prognosen (BF) zu berechnen, sollten die Daten in
einer 2×2-Kontingenzmatrix organisiert werden. Tabelle 6.2 zeigt die vier mo¨gli-
chen Kombinationen von Prognose-Ereignis Paaren in der Kontingenzmatrix. a
ist die Anzahl jener Fa¨lle, in denen das interessierende Ereignis sowohl beobachtet
als auch prognostiziert wurde. d ist die Anzahl der Fa¨lle, in denen das Ereignis
nicht beobachtet und auch nicht vorhergesagt wurde. Die Summe a+d ergibt die
Anzahl der korrekten Vorhersagen, wa¨hrend b und c die Anzahl der irrtu¨mlichen
Vorhersagen darstellen. Die relativen Ha¨ufigkeiten p der einzelnen Felder (a bis
d) ko¨nnen bestimmt werden, indem die entsprechenden Werte von a bis d durch
die Gesamtsumme aller Tage (n) dividiert werden (Tab. 6.3).
Tab. 6.2: Kontingenzmatrix kategorieller Prognosen bina¨rer Ereignisse.
Prognose Ereigniseintritt
Ja Nein Total
Ja a b a+b
Nein c d c+d
Total a+c b+d a+b+c+d=n




Ja p(xˆ = 1, x = 1) p(xˆ = 1, x = 0) p(xˆ = 1)
Nein p(xˆ = 0, x = 1) p(xˆ = 0, x = 0) p(xˆ = 0)
Total p(x = 1) p(x = 0) 1
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Aus den vier Elementen der Kontingenzmatrix lassen sich eine Reihe von Gu¨te-
massen berechnen, mit denen unterschiedliche Eigenschaften von Prognosen cha-
rakterisiert werden ko¨nnen. Diese Gu¨temasse wurden meist in der englischspra-
chigen Literatur eingefu¨hrt, sodass im allgemeinen auch die englischen Bezeich-
nungen gebra¨uchlich sind.




= pˆ(xˆ = 1|x = 1) (6.1)
Wertebereich: 0 bis 1
Bester Wert: 1
Eigenschaften: Es werden nur richtige JA-Aussagen erfasst, falsche Alarme wer-
den ignoriert. Durch zu ha¨ufiges Vorhersagen des JA-Fa¨lle kann POD maximiert
werden. In der Literatur sind auch die Bezeichnungen hit rate (Stephenson & Jol-
liffe, 2003) oder wie in Wilks (1995) fa¨lschlicherweise sogar proportion correct zu
finden. Da eine Optimierung des Prognoseskills von der Maximierung des POD’s
und der gleichzeitigen Minimierung von F abha¨ngt, ist die POD als alleiniges
Qualita¨tsmass unzureichend.




= pˆ(x = 0|xˆ = 1) (6.2)
Wertebereich: 0 bis 1
Bester Wert: 0
Eigenschaften: Es werden nur falsche Alarme beru¨cksichtigt. Das Gu¨temass kann
somit durch eine zu geringe Ha¨ufigkeit von JA-Aussagen maximiert werden. Wer-
den POD und F als konstant betrachtet, nimmt der Wert von FAR bei steigender
Grundwahrscheinlichkeit s ab.
POD und FAR sind eigensta¨ndig keine perfekten Gu¨temasse, weil sie jeweils
nur einen Teilaspekt der Vorhersagequalita¨t (forecast skill) beru¨cksichtigen.
Anhand der beiden Masse POD und FAR, kann die Gu¨te des Modells subjektiv
abgescha¨tzt werden. Die beiden Gro¨ssen mu¨ssen allerdings gemeinsam beru¨ck-
sichtigt werden. Eine Erho¨hung des POD ist einfach mo¨glich, dies allerdings nur
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auf Kosten des FAR. Demgegenu¨ber kann FAR bis zum Wert der Grundwahr-
scheinlichkeit s reduziert werden, dies aber ebenfalls nur auf Kosten des POD.
Das Paar muss daher so kombiniert werden, dass POD “gut” und FAR “akzep-
tabel” wird. Die Abbildung 7.1 stellt das Verha¨ltnis POD zu FAR fu¨r die Region
Lugano dar.
Abb. 6.2: Gegenu¨berstellung POD und FAR der Region Lugano (1991-2002). (Bei-
spiel).
Obwohl die Kombination von POD und FAR ein zweckma¨ssiges Gu¨temass dar-
stellt und mit deren Hilfe eine praxisorientierte Aussage gemacht werden kann
(wie oft wurde zuviel gewarnt, wie oft zuwenig), reicht sie nicht aus, um ein
vollsta¨ndiges Bild der Qualita¨t des Prognosemodells zu bekommen. Jede 2 × 2-
Kontingenzmatrix besitzt drei Freiheitsgrade. Das bedeutet, es fehlt noch ein
weiteres Mass um eine umfassende Information bezu¨glich der Qualita¨t zu erhal-
ten. Dieses Mass, beispielsweise der HSS oder TSS, sollte daher unabha¨ngig von
POD und FAR sein.
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= pˆ(xˆ = 1|x = 0) (6.3)
Wertebereich: 0 bis 1
Bester Wert: 0
Eigenschaften: Die false alarm rate F ist oft unter dem Begriff POFD (probability
of false detection) zu finden. Wichtig ist, dass F nicht mit FAR verwechselt wird.




= pˆ(xˆ = 1) (6.4)
Wertebereich: 0 bis 1
Bester Wert: 1
Eigenschaften: Es dominiert die ha¨ufigste Kategorie. Sind die Ereignisse selten,
liegt PEC meist nahe bei 1 und ta¨uscht gute Vorhersageleistungen vor. PEC
kann auch durch POD und F ausgedru¨ckt werden (Gl. 6.5).











Wertebereich: 0 bis 1
Bester Wert: 1
Eigenschaften: Der CSI ist zur allgemeinen Charakterisierung der Vorhersagen
besser geeignet als POD und FAR, da sowohl falsche Alarme als auch fehlen-
de richtige Vorhersagen miteinbezogen werden. Allerdings ko¨nnen die Ergebnisse
von Stichproben mit unterschiedlichen Probenumfang, das heisst bei einer nicht
gleichma¨ssigen Aufteilung von Ereignis- und Nichtereignistagen, nicht miteinan-
der verglichen werden.
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Wertebereich: 0 bis ∞
Bester Wert: 1
Eigenschaften: Dieses Mass liefert keine direkte Aussage zur Gu¨te der Vorhersage,
sondern gibt nur das Verha¨ltnis der prognostizierten zur beobachteten Ha¨ufigkeit
des JA-Ereignisses an.
Perfekte Prognosen mit POD = 1 und F = 0 sind immer unbiased (erwar-
tungstreu) (FBI = 1). Bei Prognosen mit keinem Skill POD = F ist der Bias
(systematischer Fehler) gleich POD/s (oder F/s). Ist der Bias >1, bedeutet dies,
dass mehr Prognosen gemacht wurden, als Ereignisse auftraten, was als overfo-
recasting bezeichnet wird. Wu¨nschenswert wa¨re ein Bias = 1, d.h. das Ereignis
wurde in gleichem Masse prognostiziert, wie es effektiv auftrat.
Die bisher beschriebenen Gu¨temasse sind vergleichbar mit dem mittleren abso-
luten Fehler (MAE) oder der Wurzel aus dem mittleren quadratischen Fehler
(RMSE) fu¨r Fehlercharakteristiken kontinuierlicher Werte. Diese dru¨cken die
Gu¨te der Vorhersage an sich ohne Vergleich zu einer alternativen Prognose aus
(Damrath, 2002). Analog zur Reduktion der Varianz (RV ) ko¨nnen fu¨r bina¨re
Werte auch Skill scores (SS) gewa¨hlt werden.
Forecast Skill
Forecast Skills geben eine relative Genauigkeit der Vorhersage in Bezug auf einen
Satz von Standard- respektive Referenzprognosen an. Der Skill Score SS (Gl.




Aperf − Aref (6.8)
A stellt dabei ein bestimmtes Mass fu¨r die Genauigkeit der Prognose dar. Die
Wahl der Referenzprognose (Aref) ist eine Funktion der Zeit. Fu¨r la¨ngere Progno-
sezeitra¨ume wird die Klimatologie, fu¨r ku¨rzere Zeitra¨ume, wie in unserem Fall,
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die Persistenz, als Referenzprognose genommen. Ein SS von 0% (A = Aref) be-
deutet, dass gegenu¨ber einer Referenzprognose (z.B. Persistenz- oder zufa¨lligen
Prognose) keine Verbesserung erzielt wurde. Ein SS von 100% bedeutet perfekte
Prognose (A = Aperf).










(a+ c)(c+ d) + (a+ b)(b+ d)
(6.9)
Wertebereich: -1 bis 1
Bester Wert: 1
Eigenschaften: Eine grosse Verbreitung findet der auf POD basierende Heidke
Skill Score (HSS). Auch dieses Gu¨temass ha¨ngt von der Grundwahrscheinlichkeit
s ab und ist somit kein unabha¨ngiges Qualita¨tsmass.
(h) True Skill Statistic
TSS =
(a ∗ d)− (b ∗ c)







Wertebereich: -1 bis 1
Bester Wert: 1
Eigenschaften: Der TSS ist die Summe aus POD fu¨r das JA-Ereignis und POD
fu¨r das NEIN-Ereignis. Aus Normierungsgru¨nden wird 1 subtrahiert. Eine zufalls-
verteilte Serie liefert einen TSS-Wert von 0. Bei Werten u¨ber 0 ist eine Vorhersage
also besser als Zufall.
Weitere ha¨ufig verwendete Skills sind in Stephenson & Jolliffe (2003) und Wilks
(1995) beschrieben.
6.4.1 Relative Operating Characteristic (ROC)
Mit der Einfu¨hrung der signal detection theory (Mason, 1980) respektive der
daraus entwickelten relative operating characteristic (ROC) wurde ein Gu¨temass
entwickelt, mit dessen Hilfe die Gu¨te eines Modells graphisch dargestellt und
analysiert werden kann. Dazu dient ein ROC-Diagramm, bei welchem F auf der
Abszisse gegen POD auf der Ordinate aufgetragen wird.
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Sind die Variablen wie im Fall der vorliegenden Arbeit nicht normalverteilt, sind
die Werte des ROC-Diagramms nur eingeschra¨nkt aussagekra¨ftig.
Das Skillmass ROC ist die Fla¨che Az (Gl. 6.11) unter der Kurve r (Abb. 6.3).
Die berechnete Fla¨che Az liegt im Bereich [0,1]. Az Werte von 0.5 bedeuten keinen
Skill, die perfekte Kurve wu¨rde durch die Punkte (0,0), (0,1) und (1,1) verlaufen,





Abb. 6.3: ROC-Diagramm fu¨r die Waldbrandprognose des kNN-Modells der Region
Lugano (1991-2002). (Beispiel).
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6.5 Verifikation von probabilistischen Prognosen
Wie wissen wir, ob eine Wahrscheinlichkeitsvorhersage richtig oder falsch ist?
Sobald eine Vorhersage in Form von Wahrscheinlichkeiten ausgedru¨ckt wird,
werden alle mo¨glichen Ergebnisse vorausgesagt. Aber: Das Vertrauen beziehungs-
weise die Vertrauenswu¨rdigkeit in die Prognose kann unterschiedlich eingescha¨tzt
werden. Im Gegensatz zur bina¨ren Prognose kann eine einzelne Wahrscheinlich-
keitsvorhersage niemals “richtig” oder “falsch” sein, es sei denn, die Wahrschein-
lichkeit sei 0 oder 1.
Neben den genannten “klassischen” measure-oriented Modellverifikation wur-
den in ju¨ngster Zeit neuere, distribution-oriented Ansa¨tze, entwickelt (Murphy
& Winkler, 1987). Damit berechnete Gu¨temasse dienen dazu die Qualita¨t der
probabilistischen Prognose zu u¨berpru¨fen. Nach Murphy & Winkler (1987) spielt
die joint distribution (Gl. 6.12) bei der Prognoseverifikation eine grundlegende
Rolle. Bei einer 2×2 Kontingenzmatrix, mu¨ssen drei Parameter bekannt sein um
eine joint distribution zu rekonstruieren.
p(xˆ, x) (6.12)
Die joint distribution kann in eine Bedingte- (conditional) und in eine Randver-
teilung (marginal) faktorisiert werden:
p(xˆ, x) = p(x|xˆ)p(xˆ) (6.13)
p(xˆ, x) = p(xˆ|x)p(x) (6.14)
Aus der Sicht des Prognostikers ist die calibration-refinement factorization (Gl.
6.13) die gebra¨uchlichere. Sie beinhaltet Aussagen daru¨ber, wie gut jede Prognose
kalibriert ist respektive wie oft jeder der mo¨glichen Prognosewerte verwendet
wird.
Die zweite mo¨gliche Faktorisierung der bedingten Wahrscheinlichkeit von Pro-
gnosen und Ereignissen ist die likelihood-base rate factorization (Gl. 6.14). Detail-
liertere Informationen bezu¨glich der beiden Ansa¨tze sind in Murphy & Winkler
(1987) und Stephenson & Jolliffe (2003) aufgefu¨hrt.
Ein weiteres Mass fu¨r die Verifikation probabilistischer Vorhersagen ist der Brier
Score (BS) (Gl. 6.15) (Damrath, 2002).
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(pˆj − xj)2 (6.15)
pˆj ist der Wert der Wahrscheinlichkeitsvorhersage, xj der Beobachtungswert.








[(pˆk − xk)2 − (xk − x)2 + (x− xjk)2]. (6.16)
Dazu wird das mo¨gliche Spektrum der Wahrscheinlichkeiten in L Kategorien ein-
geteilt. Mit xˆk wird der mittlere Wert der beobachteten Ha¨ufigkeit in der k-ten
Kategorie bezeichnet. xˆ ist der Mittelwert der beobachteten Ha¨ufigkeiten in der
gesamten Datenbank. Mk sind die Anzahl Fa¨lle in der Kategorie k. Es ist zu
beachten, dass dieses k nicht mit dem k der kNN-Methode verwechselt wird. In
diesem Fall steht die Variable k fu¨r die Kategorien, in welche die Fa¨lle eingeteilt
wurden. Der erste Term beschreibt die tatsa¨chliche Differenz zwischen Vorhersa-
ge und der mittleren Ha¨ufigkeit in der jeweiligen Kategorie. Er entspricht dem in
Tabelle 6.1 umschriebenen Begriff “Genauigkeit” (reliability). Der zweite Term
beschreibt die in Tabelle 6.1 genannten Unterschiede zwischen bedingten Mit-
telwerten und dem Gesamtmittel (resolution). Schliesslich entspricht der dritte
Term der in der Tabelle 6.1 mit Varianz (uncertainty) bezeichneten Kategorie
(Stephenson & Jolliffe, 2003). Die uncertainty ha¨ngt nur von der Eintrittswahr-
scheinlichkeit des Ereignisses ab und ist somit unabha¨ngig von der Vorhersage.
Der Brier Score (Gl. 6.16) beinhaltet somit aufgrund seiner quadratischen
Struktur Informationen bezu¨glich der Genauigkeit (reliability), Unterschiedlich-
keit der Beobachtungen (resolution) und Varianz (uncertainty).
BS = BSreliability −BSresolution +BSuncertainty (6.17)
Bei einer perfekten Prognose wird BS 0.
Mit Hilfe eines Zuverla¨ssigkeitsdiagrammes (attributes diagram), ko¨nnen die
aufgefu¨hrten Komponenten des BS (Gl. 6.17) auch geometrisch dargestellt wer-
den.
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6.5.1 Zuverla¨ssigkeitsdiagramm (attributes diagram)
Bei einem Zuverla¨ssigkeitsdiagramm wird die prognostizierte Wahrscheinlichkeit
py gegen die beobachtete relative Ha¨ufigkeit p aufgetragen (Abb. 6.4). Dabei ver-
anschaulicht die Diagonale das Verhalten eines perfekten Modells. Die schattierte
Fla¨che gibt den Bereich an, in welchem ein Modell einen positiven Skill gegenu¨ber
der Referenzprognose hat. Die Kurve, welche durch die berechneten Werte gebil-
det wird, folgt bei idealer Prognose der Diagonale, sollte jedoch auf keinen Fall
unterhalb der grau gekennzeichneten Fla¨che verlaufen.
Abb. 6.4: Zuverla¨ssigkeitsdiagramm ( attributes diagram) fu¨r die Waldbrandprognose
des kNN-Modells der Region Lugano (1991-2002). (Beispiel).
6.6 Verifikation von deskriptiven Prognosen
Die grossen Vorteile des kNN-Modells liegen in der deskriptiven Prognose. Mit
den Begriffen Prognose oder Warnung ist jedoch hierbei grosse Vorsicht geboten.
Prinzipiell liefert das kNN-Modell die Information daru¨ber, was bei a¨hnlichen
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meteorologischen Bedingungen in der Vergangenheit passiert ist. Dies stellt im
Grunde genommen eine Aussage u¨ber eine potentiell mo¨gliche Gefahr dar. Eine
objektive Verifikation dieser Information ist kaum mo¨glich, denn grundsa¨tzlich ist
die Gu¨te der DB dem subjektiven Urteil des jeweiligen Anwenders unterworfen.
Sehr ha¨ufig basieren menschliche Entscheidungen auf dem Prinzip der Nearest
Neighbors. Intuitiv angewendete Entscheide wie: “...das letzte Mal war es auch
gut so...” oder “... a¨hnlich wie vor 5 Jahren, sollten wir auch jetzt....” sind ra-
tional oft nicht erkla¨rbar. Im Prinzip fu¨hren Warndienste solche U¨berlegungen
ta¨glich aus. Meist sind die Entscheidungen klar, wenn es beispielsweise regnet
oder seit zwei Wochen nicht geschneit hat. Aus Erfahrung weiss man, dass somit
keine unmittelbare Gefa¨hrdung vorliegt. Schwieriger wird es in Fa¨llen, die nicht
mehr eindeutig sind. 70cm Neuschnee oder eine seit Tagen anhaltende Fo¨hn-
situation rufen sofort eine auf Erfahrung basierende Einscha¨tzung einer mo¨gli-
chen Gefa¨hrdung hervor. Das kNN-Modell hilft in solchen Fa¨llen sich besser an
vergangene Situationen zu erinnern. Der Vergleich von gegenwa¨rtiger Situation
und Vergangenheit - allenfalls unter Beru¨cksichtigung weiterer Umsta¨nde - soll
dem Anwender helfen, die momentane Gefa¨hrdungslage besser einzuscha¨tzen. Die
Entscheidung selbst wird somit anhand subjektiver Eindru¨cke gefa¨llt, allerdings
mit Hilfe einer einfachen statistischen Auswertung der vergangenen Situationen
erha¨rtet. Mit der Auflistung der Ereignisse der Vergangenheit wird die Interpre-




Im Rahmen der vorliegenden Arbeit wurde auf eine detaillierte Auflistung einzel-
ner Zwischenergebnisse verzichtet. Dies ha¨tte Versta¨ndnis und Lesbarkeit stark
beeintra¨chtigt und einen sinnvollen Umfang der Arbeit u¨berstiegen. Aufgenom-
men wurden zusammenfassende Darstellungen, Auswertungsergebnisse und Ana-
lysen in dem Mass, in dem diese einen ausreichend umfassenden U¨berblick u¨ber
die Modellergebnisse geben.
7.2 Bina¨re Prognose (BF)
Die bina¨re Prognose (BF), welche einen dichotomen Ja-Nein-Entscheid trifft,
stellt eine mo¨gliche Ausgabeform des kNN-Modells dar (Kap. 4.3). Unabha¨ngig
von der Variablenauswahl und deren Gewichtung ha¨ngt die Prognosegu¨te vom
gewa¨hlten Schwellenwert (DB) (decision boundary) ab. Die in der Folge berech-
neten Ergebnisse basieren allesamt auf dem kNN-Modell, bei welchem DB = 3
angenommen wurde.
Anhand des PEC la¨sst sich die Prozentzahl der korrekten Vorhersagen einfach
bestimmen. Die Werte liegen zwischen PEC = 0.87 fu¨r Lugano und Locarno und
PEC = 0.92 fu¨r Piotta. Die hohe Anzahl korrekter Prognosen wird gro¨sstenteils
durch korrekt prognostizierte Nichtereignisse beeinflusst. Somit ist dieses Mass,
obwohl bei der Verifikation von Prognosemodellen oft angegeben, als alleinige
Angabe unbrauchbar und ta¨uscht oftmals eine zu hohe Qualita¨t vor.
POD und FAR stellen weitere, oft verwendete Qualita¨tsmasse von Prognosemo-
dellen dar (Stephenson & Jolliffe, 2003). Ein optimales Verha¨ltnis zwischen POD
und FAR ist dann erreicht, wenn die Summe der beiden Masse POD+FAR = 1
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ergeben. Fu¨r DB = 3 sind die Ergebnisse von POD und FAR in den Abbildun-
gen 7.1, 7.2 und 7.3 dargestellt.
Analysen von kNN-Lawinenmodellbenutzern haben ergeben, dass POD-Werte, in
Abha¨ngigkeit der Fragestellung (z.B. Strassensperrung oder Skigebietssicherung),
zwischen 60% und 100% und FAR-Werte zwischen 0% und 100% ideal wa¨ren
(Heierli et al., 2003). Die Abbildungen 7.1 bis 7.3 zeigen aber, dass diese Werte
bei Annahme einer realistischen FAR bei Weitem nicht erreicht werden ko¨nnen.
Auf zu viele, oder noch schlimmer, zu wenige Warnungen reagiert der Mensch
sehr sensibel und lehnt ein solches Prognosemodell als ungenau ab.
Abb. 7.1: Gegenu¨berstellung POD und FAR der Region Lugano (1991-2002).
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Abb. 7.2: Gegenu¨berstellung POD und FAR der Region Locarno (1991-2002).
Abb. 7.3: Gegenu¨berstellung POD und FAR der Region Piotta (1991-2002).
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Abbildung 7.4 zeigt die berechneten HSS-Werte fu¨r die drei Regionen. Es fa¨llt
auf, dass in allen drei Untersuchungsgebieten das Maximum bei einem Schwel-
lenwert von drei positiven Nachbarn η+ zu finden ist. Die HSS-Werte schwanken
allerdings zwischen 0.13 oder 13% fu¨r Piotta, 0.20 respektive 20% fu¨r Locarno
bis 0.30 respektive 30% fu¨r Lugano. Die mit dem kNN-Modell erstellte Progno-
se stellt somit eine klare Verbesserung gegenu¨ber einer zufa¨lligen Prognose dar.
Diese ist allerdings im no¨rdlichsten der drei Untersuchungsgebiete gering. Auch
der HSS ist - obwohl ein weit verbreitetes Qualita¨tsmass - von der Grundwahr-
scheinlichkeit s abha¨ngig. Vergleiche mit anderen Prognosemodellen sind somit
ebenfalls nicht mo¨glich.
Abb. 7.4: Heidke Skill Score der kNN-Modelle fu¨r die Prognose der Regionen Lugano,
Locarno und Piotta (1991-2002).
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7.2.1 Relative Operating Characteristic (ROC)
Bei der Qualita¨tsanalyse mittels ROC wird F gegen POD aufgetragen. Abbil-
dung 7.5 zeigt die ROC-Kurve fu¨r die drei Regionen. Wiederum erzielte das
Prognosemodell fu¨r die su¨dlichste Region mit einer Fla¨che Az = 0.77 die besten
Resultate.
Abb. 7.5: ROC-Diagramm fu¨r die Prognosen der drei Regionen Lugano, Locarno und
Piotta (1991-2002).
7.3 Probabilistische Prognose (PF)
Mit der probabilistischen Prognose (PF) wird eine Wahrscheinlichkeit py fu¨r das
Eintreten eines Ereignisses an einem zu prognostizierenden Tag y berechnet (Kap.
4.3).
Mit dem Brier Score (BS), dem am ha¨ufigsten verwendeten Qualita¨tsmass pro-




• Lugano: BS = 0.093
• Locarno: BS = 0.095
• Piotta: BS = 0.095
Auch hier zeigt sich, dass das kNN-Modell fu¨r die su¨dlichste Region das beste Re-
sultat liefert. Mit den Absolutwerten des BS alleine kann aber prinzipiell keine
ausreichende Aussage bezu¨glich der Modellqualita¨t gemacht werden. Ein Qua-
lita¨tsvergleich mit einem anderen Prognosemodell ist nur dann zula¨ssig, wenn fu¨r
beide Modelle der gleiche Datensatz getestet wird. Dies wurde im vorliegenden
Fall mit dem logistischen Regressionsmodell (LR) exemplarisch durchgefu¨hrt. Fu¨r
denselben Datensatz (Region Lugano) wurde mit dem logistischen Prognosemo-
dell ein BS-Wert von 0.14 erreicht. Die Berechnung der Waldbrandgefahr mit
dem kNN-Modell fu¨hrte somit zu besseren Ergebnissen.
7.3.1 Zuverla¨ssigkeitsdiagramm (attributes diagram)
Das Zuverla¨ssigkeitsdiagramm, welches die Terme desBS graphisch darstellt (vgl.
Gl. 6.16), erlaubt einen guten U¨berblick und erleichtert den Vergleich zwischen
unterschiedlichen Modellen.
Obwohl das kNN-Modell fu¨r die Region Lugano (Abb. 7.6) die Wahrscheinlich-
keit py fu¨r einen Waldbrand allgemein u¨berscha¨tzt, folgt die Kurve der Diagona-
len recht gut. Die maximale Abweichung betra¨gt 20%; im Durchschnitt liegt sie
bei Werten um 10%, was etwa der Wahrscheinlichkeitsklassenbreite entspricht.
Die Prognoseunsicherheit nimmt bei gro¨sseren Wahrscheinlichkeiten (py > 0.6)
deutlich zu, da solche Fa¨lle zu selten auftreten (vgl. Abb. 5.8).
Fu¨r die beiden anderen Regionen ergaben die Auswertungen der Zuverla¨ssig-
keitsdiagramme (Abb. 7.7 und 7.8) a¨hnliche Resultate wie bereits bei der BF .




Abb. 7.6: Zuverla¨ssigkeitsdiagramm der Region Lugano (1991-2002).
Abb. 7.7: Zuverla¨ssigkeitsdiagramm der Region Locarno (1991-2002).
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Abb. 7.8: Zuverla¨ssigkeitsdiagramm der Region Piotta (1991-2002).
7.4 Deskriptive Prognose (DF)
Die Verifikation und somit auch die Beurteilung der Resultate gestaltet sich
bei der deskriptiven Prognose (DF) schwierig. Fu¨r das im Rahmen dieser Ar-
beit entwickelte kNN-Waldbrand Prognosemodell liegen noch keine Informatio-
nen bezu¨glich der Prognosequalita¨t von Modellanwendern vor. Trotzdem kann ein
Versuch unternommen werden, denWert der deskriptiven Prognose einzuscha¨tzen.
Gegenu¨ber der BF und der PF weist die DF einen grossen Vorteil auf. Da-
durch, dass alle na¨chsten Nachbarn inklusive den Ereignissen und den dazu-
geho¨renden Detailinformationen bei jeder Nachbarnsuche aufgelistet werden (Abb.
7.1), geht keine in der Datenbank enthaltene Information verloren. Die ra¨umliche
Verteilung der aufgetretenen Bra¨nde (Abb. 5.9) kann durch einfache, statisti-
sche Auswertungen der η+ Zusatzinformation einfach und u¨bersichtlich darge-
stellt werden (Abb. 7.9). Neben der Karteninformation (vgl. Abb. 5.9) kann sich
der Anwender mit Hilfe dieses Ho¨hen- und Expositionsdiagrammes somit rasch
einen U¨berblick u¨ber die ra¨umliche Verteilung der vergangenen Bra¨nde verschaf-
fen.
Die Tabelle 7.1 und Abbildung 7.9 spiegeln die Situation vom 26.03.1994 wieder.
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Tab. 7.1: Output der deskriptiven Prognose (DF) des kNN-Waldbrand Prognosemo-
dells fu¨r den 26.03.1994. Je mehr Informationen die Waldbranddatenbank beinhaltet,


























































Abb. 7.9: Einfache statistische Auswertung der deskriptiven Prognose (DF) vom
26.03.1994 (vgl. Tab. 7.1). Die rot markierten Felder zeigen die durch Bra¨nde betroffe-
nen Expositionen und Ho¨henlagen. Vermerkt ist zusa¨tzlich auch die Anzahl der Bra¨nde
(schwarze Ziffern).
7.5 Fallbeispiele
Im Folgenden werden fu¨r die drei Untersuchungsgebiete sowohl die berechneten
Prognosen wie auch die jeweils erzielten Prognosequalita¨ten vorgestellt.
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Abbildung 7.10 zeigt sowohl die berechnete Anzahl positiver Nachbarn (η+) als
auch die Tage mit effektiv aufgetretenen Waldbra¨nden fu¨r den gesamten Untersu-
chungszeitraum der su¨dlichsten Region Lugano. Den berechnetenWerten liegt das
volle Modell (vgl. Tab. 5.6) zugrunde. Eine deutliche “Struktur” einer Ha¨ufung
von Waldbra¨nden im Winterhalbjahr ist sowohl an der Anzahl der tatsa¨chlich
aufgetretenen Bra¨nde als auch an der Anzahl der berechneten positiven Nach-
barn deutlich zu erkennen. Die Abbildung 7.11 zeigt eine a¨hnliche Struktur mit
dem Unterschied, dass den berechneten Nachbarn das reduzierte Modell (vgl.
Tab. 5.7) zugrunde liegt. Dies hat zur Folge, dass die Anzahl der gefundenen
Nachbarn leicht tiefer ist (volles Modell: 2429 η+; reduziertes Modell: 2271 η+).
Anhand der leicht vera¨nderten Struktur kann erkannt werden, dass nicht nur we-
niger, sondern auch andere na¨chste Nachbarn gefunden werden. Dies kann mit
der unterschiedlichen Anzahl an Dimensionen des Ereignisraumes Ω und mit der
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Abb. 7.10: Berechnete Anzahl positiver Nachbarn η+ und tatsa¨chlich aufgetretene
Waldbra¨nde der Region Lugano fu¨r den Zeitraum 01.01.1991-31.12.2002 (volles Mo-
dell). Schwarz: berechnete positive Nachbarn; rot: tatsa¨chlich aufgetretene Ereignisse.
Auch fu¨r die beiden anderen Untersuchungsgebiete Locarno und Piotta (Abb.
7.12 und 7.13) sind a¨hnliche Muster erkennbar. Im Gegensatz zu Abbildung 7.10
ist aber die Anzahl gefundener positiver Nachbarn η+ kleiner (Locarno: 2224 η+;
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Piotta: 1465 η+). Dies ha¨ngt allerdings auch mit der Gesamtanzahl der Wald-
bra¨nde zusammen, welche in der no¨rdlichsten Region deutlich am kleinsten ist.
Betrachtet man aber das Verha¨ltnis zwischen der Anzahl der gefundenen positi-
ven Nachbarn η+ und der Anzahl der effektiv aufgetretenen Waldbra¨nden, so wird
ersichtlich, dass praktisch kein Unterschied zwischen den drei Untersuchungsre-
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Abb. 7.11: Berechnete Anzahl positiver Nachbarn η+ und tatsa¨chlich aufgetretene
Waldbra¨nde der Region Lugano fu¨r den Zeitraum 01.01.1991-31.12.2002 (reduziertes
Modell). Schwarz: berechnete positive Nachbarn; rot: tatsa¨chlich aufgetretene Ereignis-
se.
Tab. 7.2: Zusammenfassung der Anzahl aufgetretener Waldbra¨nde und der Anzahl
berechneter positiver Nachbarn η+ in den drei Untersuchungsgebieten.
Region Anzahl aufgetretener Bra¨nde Anzahl η+ Verha¨ltnis
Lugano 236 2429 (volles Modell) 0.097
2271 (red. Modell) 0.104
Locarno 227 2224 (red. Modell) 0.102
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Abb. 7.12: Berechnete Anzahl positiver Nachbarn η+ und tatsa¨chlich aufgetretene
Waldbra¨nde der Region Locarno fu¨r den Zeitraum 01.01.1991-31.12.2002 (reduziertes
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Abb. 7.13: Berechnete Anzahl positiver Nachbarn η+ und tatsa¨chlich aufgetretene
Waldbra¨nde der Region Piotta fu¨r den Zeitraum 01.01.1991-31.12.2002 (reduziertes




In Kapitel 5.6.1 wurde erla¨utert, wie der optimale Schwellenwert (DB) der Anzahl
positiver Nachbarn η+ fu¨r die bina¨re Prognose bestimmt worden ist. Abbildung
7.14 zeigt nur jene η+ an, fu¨r welche DB > 3 gilt. Im Vergleich zu Abbildung 7.10
kann erkannt werden, dass die Anzahl der “Fehlalarme” deutlich abgenommen
hat; dies allerdings auch auf Kosten einiger Fa¨lle, welche nun nicht mehr pro-
gnostiziert werden (vgl. Kap. 6.4). Weiter wird ersichtlich, dass in einem relativ
kurzen Zeitraum geha¨uft auftretende Bra¨nde (Winterhalbjahr) vom Modell gut
prognostiziert werden ko¨nnen. Hingegen sind die “sporadischen”, meist im Som-
merhalbjahr auftretenden Feuer schlechter prognostizierbar. Dies ha¨ngt damit
zusammen, dass die la¨ngeren und vor allem stabileren winterlichen Trockenperi-
oden vom Modell einfacher erfasst werden ko¨nnen. Im Sommerhalbjahr erschwe-
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Abb. 7.14: Berechnete Anzahl positiver Nachbarn η+ > 3 und tatsa¨chlich aufgetretene
Waldbra¨nde der Region Lugano fu¨r den Zeitraum 01.01.1991-31.12.2002 (reduziertes
Modell). Schwarz: berechnete positive Nachbarn; rot: tatsa¨chlich aufgetretene Ereignis-
se.
Fu¨r eine detailliertere Analyse der Prognose wird in der Folge anhand von zwei




Abbildung 7.15 zeigt die Waldbrandverha¨ltnisse und die entsprechenden Progno-
sen des Jahres 1997 fu¨r die Region Lugano. Wiederum fa¨llt die deutliche Zwei-
teilung in Winter- und Sommerwaldbra¨nde auf. Dieser Umstand konnte unter
anderem bereits mit Hilfe der Signifikanz der Variable Pha¨nologie (vgl. Tab. 5.6)
beschrieben werden. Mit der Festlegung des Schwellenwertes DB > 3 (vgl. Abb.
7.16) kann die Prognosequalita¨t in diesem Fall deutlich verbessert werden. Dies
ist darauf zuru¨ckzufu¨hren, dass die Bra¨nde im Jahr 1997 gro¨sstenteils bei “ein-
deutig” potentiell gefa¨hrlichen Situationen aufgetreten sind. Der bereits erwa¨hnte
Umstand, dass geha¨uft auftretende Bra¨nde besser prognostiziert werden ko¨nnen,
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Abb. 7.15: Berechnete Anzahl positiver Nachbarn und tatsa¨chlich aufgetretene Wald-
bra¨nde der Region Lugano fu¨r den Zeitraum 01.01.1997-31.12.1997 (reduziertes Mo-
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Abb. 7.16: Berechnete Anzahl positiver Nachbarn η+ > 3 und tatsa¨chlich aufgetretene
Waldbra¨nde der Region Lugano fu¨r den Zeitraum 01.01.1997-31.12.1997 (reduziertes
Modell). Schwarz: berechnete positive Nachbarn; rot: tatsa¨chlich aufgetretene Ereignis-
se.
Abbildung 7.17 ermo¨glicht eine noch genauere Betrachtung der Waldbrandsitua-
tion im April 1997. Bis zum 19. April 1997 sind an 11 Tagen in der Region Lugano
Feuer aufgetreten. Sowohl das volle, als auch das reduzierte Modell “beurteilten”
die gefa¨hrliche Situation richtig, indem in beiden Fa¨llen zumindest immer ein
positiver Nachbar η+ gefunden wurde. Die Beurteilung des Modells fa¨llt auch bei
einem Schwellenwert vonDB > 3 positiv aus. Ob ein Feuer am Tag x oder am Tag
x + 1 ausbricht, ist in solchen Situationen ha¨ufig zufa¨llig; entscheidend ist, dass
das Potential fu¨r ein Feuer vorhanden ist und dies vom Modell auch als solches
erkannt wird. Unzureichend ist die Prognosequalita¨t fu¨r das letzte Drittel des Mo-
nats April 1997. Eine Erkla¨rung fu¨r die Waldbrandsituation im April 1997 und die
Vera¨nderung nach dem 19. April kann in der damals vorherrschenden meteorolo-
gischen Situation gefunden werden. Der betrachtete Zeitraum war durch extreme
Trockenheit gepra¨gt. Am Monatsbeginn lag die 30-Tagesniederschlagssumme bei
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Abb. 7.17: Berechnete Anzahl positiver Nachbarn und tatsa¨chlich aufgetretene Wald-
bra¨nde der Region Lugano fu¨r den Zeitraum 01.04.1997-30.04.1997 (volles und redu-







































Abb. 7.18: Meteorologische Situation an der Station Lugano im April 1997. Neben




In Abbildung 7.18 sind mit der relativen Luftfeuchte und den Niederschlagssum-
men die meteorologischen Variablen dargestellt, die eine Vera¨nderung der potenti-
ellen Waldbrandgefa¨hrdung zumindest teilweise erkla¨ren ko¨nnen. Eine Zunahme
der relativen Luftfeuchte nach dem 19. April fu¨hrte ebenso wie die drei Nier-
schlagsereignisse zu einer langsamen Entspannung der kritischen Situation.
7.6 Sensitivita¨tsanalyse
Mit einer Sensitivita¨tsanalyse soll der Einfluss der Variabilita¨t einzelner Parame-
ter auf das Modellergebnis untersucht werden. Bezu¨glich der kNN-Waldbrand-
prognosemodellergebnisse ist die Betrachtung folgender variabler Gro¨ssen von
Interesse:
(a) Sensitivita¨tsanalyse bezu¨glich der Anzahl meteorologischer Variablen: Wie
wirkt sich die Vera¨nderung der Anzahl Variablen auf das Waldbrandpro-
gnosemodell aus (Vergleich reduziertes versus volles Modell)?
(b) Sensitivita¨tsanalyse bezu¨glich der Prognoseunsicherheit der einzelnen meteo-
rologischen Parameter. Da die Modelleingangsgro¨ssen prognostizierte me-
teorologische Werte sind, sind sie einer Prognoseunsicherheit unterworfen.
Welchen Einfluss hat diese Unsicherheit auf die gefundenen na¨chsten Nach-
barn?
(c) Sensitivita¨tsanalyse bezu¨glich ra¨umlichen und zeitlichen Vera¨nderungen: Wie
wirkt sich eine Vera¨nderung der Gebietsgro¨sse, respektive des beobachteten
Zeitraums, auf die Modellergebnisse aus?
(d) Sensitivita¨tsanalyse bezu¨glich der gewa¨hlten Anzahl Nachbarn k.
Zu (a): Die Grundlagen einer ersten Selektion der meteorologischen Variablen,
basierend auf empirischen Annahmen und nach Signifikanzberechnungen mit-
tels der logistischen Regression, wurden bereits in den Kapiteln 5.4.1 und 5.4.2
erla¨utert. Basierend auf diesen zuvor erarbeiteten Grundlagen, konnte in Kapitel
7.5 gezeigt werden, dass sowohl unterschiedliche Nachbarn, als auch eine unter-
schiedliche Anzahl dieser gefunden werden, wenn das volle und das reduzierte
Modell eingesetzt werden. Die beiden Abbildungen 7.19 und 7.20 zeigen diese
Unterschiede in den gefundenen positiven Nachbarn η+ fu¨r den gesamten Un-
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Abb. 7.19: Berechnete Anzahl positiver Nachbarn η+ und tatsa¨chlich aufgetretene
Waldbra¨nde der Region Lugano fu¨r den Zeitraum 01.01.1991-31.12.2003. Schwarz:
Nachbarn des vollen Modells; blau: Nachbarn des reduzierten Modells; gru¨n: “gemein-
same” Nachbarn, rot: tatsa¨chliche Ereignisse.
zeigen, dass bei η+ = 1 nur selten beide Modelle (gru¨n) dieselben Tage finden. Ist
die positive Anzahl an gefundenen Nachbarn aber gro¨sser, werden oft dieselben
Tage von beiden Modellen gefunden. Aufgrund der Tatsache, dass beispielsweise
bei der bina¨ren Prognose nur die Regel η+ > 3 oder η+ < 3 za¨hlt, ko¨nnen diese
Fa¨lle schlussendlich oft vernachla¨ssigt werden. Es la¨sst sich zusammenfassend sa-
gen, dass, obwohl beim vollen und beim reduzierten Modell nicht immer dieselbe
Anzahl und nicht dieselben positiven Nachbarn gefunden werden, der Einfluss
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Abb. 7.20: Berechnete Anzahl positiver Nachbarn η+ und tatsa¨chlich aufgetretene
Waldbra¨nde der Region Lugano fu¨r den Zeitraum 01.01.1997-31.12.1997. Schwarz:
Nachbarn des vollen Modells; blau: Nachbarn des reduzierten Modells; gru¨n: “gemein-
same” Nachbarn; rot: tatsa¨chliche Ereignisse.
Zu (b): Um den Einfluss der Prognoseunsicherheit der einzelnen meteorologi-
schen Parameter bezu¨glich der Waldbrandvorhersage abzuscha¨tzen, gibt es zwei
Mo¨glichkeiten:
- Die Monte-Carlo-Methode, welche allerdings eine sehr zeit- und rechenaufwa¨ndi-
ge Mo¨glichkeit darstellt. Bei jeder Variablena¨nderung entsprechend der je-
weiligen Prognoseunsicherheit muss fu¨r den gesamten Zeitraum die Wald-
brandprognose neu gerechnet und verifiziert werden, denn nur so kann die
Sensitivita¨t einer einzelnen prognostizierten Variablen genau bestimmt wer-
den.
- Eine rein “empirische” Abscha¨tzung des Einflusses. Diese Methode ist bezu¨glich
Zeit- und Rechenaufwand viel schneller und einfacher durchzufu¨hren.
Im Folgenden werden die Ergebnisse einer Sensitivita¨tsanalyse, welche fu¨r das
Modell mit der reduzierten Anzahl an Variablen (vgl. Tab 5.6) fu¨r die Region
Lugano durchgefu¨hrt worden ist, vorgestellt. In Tabelle 7.3 werden die fu¨r die
Abscha¨tzung der Sensitivita¨t wichtigsten Gro¨ssen zusammengefasst. Der Wir-
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kungsfaktor berechnet sich aus dem Gewicht (vgl. Tab 5.6) dividiert durch den
betrachteten Zeitraum (z.B. Temperatur: 1-Tagesmaximum; Relative Feuchte: 1-
Tagesminimum; Luftdruck: 1-Tagesmittel; Niederschlag: 30-Tagessumme, etc.).
Die Prognoseunsicherheit ist ein gescha¨tzter Wert. Die Varianz (Var), Standard-
abweichung (Sd), Mittelwert (Mw) und Median sind die fu¨r den Untersuchungs-
zeitraum 01.01.1991-31.12.2002 berechneten Gro¨ssen. Die Variable Pha¨nologie
kann fu¨r die folgenden Untersuchungen weggelassen werden, da sie keiner Pro-
gnoseunsicherheit unterliegt.
Je kleiner der berechnete Wirkungsfaktor ist, desto geringer ist die Sensitivita¨t
des Modells auf die entsprechende Variable. Dabei wird die Prognoseunsicherheit
allerdings noch nicht mitberu¨cksichtigt. Unter Beru¨cksichtigung der in Tabelle
7.3 aufgefu¨hrten Werte, kann anschliessend festgestellt werden, dass:
- bei der Temperatur die Prognoseunsicherheit < Sd ist,
- bei der relativen Luftfeuchte die Prognoseunsicherheit ≈ Sd ist,
- beim Luftdruck die Prognoseunsicherheit ≈ Sd ist und
- bei der 30-Tagesniederschlagssumme die Prognoseunsicherheit > Sd ist. (An-
gegebener SD-Wert auf 30-Tagessumme bezogen, Prognoseunsicherheit auf
1-Tagesprognose).
Die Kombination aus Wirkungsfaktor und dem “Verha¨ltnis” Prognoseunsicher-
heit/Sd bewertet die Sensitivita¨t des Modells auf die Vera¨nderung einer Variablen
gesamthaft. Die Sensitivita¨t la¨sst sich wie folgt berechnen:
Sensitivita¨t (S) = Wirkungsfaktor ∗ Prognoseunsicherheit/Sd
Der grosse Wirkungsfaktor (0.83) und das ungu¨nstige Prognoseunsicherheit/Sd-
Verha¨ltnis (1) der relativen Luftfeuchte fu¨hrt dazu, dass das Waldbrandprogno-
semodell auf diese Gro¨sse am sensitivsten reagiert (S = 0.83). Bei der Lufttem-
peratur wirkt sich das gu¨nstige Prognoseunsicherheit/Sd-Verha¨ltnis positiv auf
die Sensitivita¨t (S = 0.19) aus. Eine ebenfalls kleine Sensitivita¨t (S = 0.13)
auf das Modell weist der Luftdruck auf; dies ist auf den geringen Wirkungsfak-
tor zuru¨ckzufu¨hren. Beim Niederschlag ist zwar das Prognoseunsicherheit/Sd-
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Verha¨ltnis gross (5.26; Sd-Wert muss zuerst durch 30 (Anzahl Tage) dividiert
werden), die Sensitivita¨t (S = 0.21) auf das Modell ist aber vergleichbar mit der
Lufttemperatur; dies aufgrund des sehr kleinen Wirkungsfaktors.
Zusammenfassend la¨sst sich also sagen, dass das Prognosemodell auf die Varia-
ble “relative Luftfeuchte” zirka vier mal sensitiver als auf die u¨brigen Variablen
reagiert, wobei der “Luftdruck” die am wenigsten heikle Gro¨sse darstellt.
Tab. 7.3: Zusammenfassung der wichtigsten Gro¨ssen zur Bestimmung der Sensitivita¨t
































































Temperatur 0.48 ± 3◦C 0.48 55.6 7.6 16.7 16.6
Rel. Feuchte 0.83 ± 20% 0.83 365.5 19.1 53.8 55.1
Luftdruck 0.22 ± 5hPa 0.22 55.9 7.5 982.0 982.3
Σ N’schlag 1.33 ± 20mm 0.04 12983.0 114.0 137.8 112.0
Pha¨nologie 0.61 - - - - - -
Zu (c): Im Folgenden soll sowohl der Einfluss der Gebietsgro¨sse, als auch der
Einfluss des beobachteten Zeitraums auf die Anzahl gefundener positiver Nach-
barn η+ untersucht werden. In Kapitel 5.2 konnte bereits aufgezeigt werden, dass
die Grundwahrscheinlichkeit s einen sehr starken Einfluss haben kann. Weiter soll
u¨berpru¨ft werden, ob neben der Grundwahrscheinlichkeit s noch weitere Faktoren
die Modellergebnisse quantitativ und qualitativ beeinflussen.
In Abbildung 7.21 wird, wie bereits in Abbildung 7.15, die berechnete Anzahl po-
sitiver Nachbarn gegenu¨ber den tatsa¨chlich aufgetretenen Waldbra¨nden fu¨r die
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Abb. 7.21: Berechnete Anzahl positiver Nachbarn und tatsa¨chlich aufgetretene Wald-
bra¨nde der Region Lugano fu¨r den Zeitraum 01.01.1997-31.12.1997 (reduziertes Mo-
dell). Schwarz: berechnete positive Nachbarn; rot: tatsa¨chlich aufgetretene Ereignisse.
Im Gegensatz zu den bisherigen Modellberechnungen wurden in diesem Fall nur 5 Jahre
mitberu¨cksichtigt.
schied, dass dem Modell der Abbildung 7.21 nur von 5 und nicht von 12 Jahren
Daten zugrunde liegen. Vergleicht man die beiden Abbildungen kann wiederum
festgestellt werden, dass, obwohl nicht dieselbe Anzahl und nicht dieselben Nach-
barn gefunden werden, die Prognosequalita¨t in etwa gleich ist (12-Jahresmodell:
300 η+; 5-Jahresmodell: 287 η+). Es ist allerdings zu beachten, dass bei einem
zu kurzen Beobachtungszeitraum, zum Beispiel einem Jahr, zwar immer k=10
na¨chste Nachbarn gefunden werden ko¨nnen, deren A¨hnlichkeit zur aktuellen Si-
tuation aber nur noch sehr gering ist, weshalb sie sich fu¨r eine Prognose nur noch
bedingt eignen.
Der betrachtete Zeitraum spielt fu¨r die Prognosequalita¨t somit eine Rolle. Gute




Zu (d): Die Wahl der Anzahl der zu betrachtenden Nachbarn k ist bereits in
Kapitel 5.6 ausfu¨hrlich besprochen worden. Anhand der Abbildung 7.22 soll die
Problematik bezu¨glich der Sensitivita¨t des Prognosemodells nochmals kurz ange-
sprochen werden. Fu¨r k = 1 ist die Sensitivita¨t des Modells gegenu¨ber Ausreissern
sehr gross, demgegenu¨ber werden bei einem zu grossen k zu viele Objekte aus
“anderen” Klassen in die Entscheidungsfindung miteinbezogen. Die “geeignet-
ste” Anzahl na¨chster Nachbarn wurde auf k = 10 festgelegt. Die Begru¨ndung
dafu¨r lieferten einerseits die Berechnungen in Kapitel 5.6, andererseits sollte die
Modellausgabe fu¨r die praktische Anwendung u¨bersichtlich bleiben.
x
Entscheidungsmengefür k = 1
Entscheidungsmenge für k = 10
Entscheidungsmenge für k = 20
x: zu klassifizieren
Wahl des Parameters k
„zu kleines“ : hohe Sensitivität gegenüber Ausreissern
„zu großes“ : viele Objekte aus anderen Clustern (Klassen) in der Entscheidungsmenge.
k
k
Abb. 7.22: Darstellung der Problematik der Wahl von k. Die roten Punkte stammen




8.1 Kritische Betrachtung der Ergebnisse
Um die Qualita¨t des entwickelten Waldbrandprognosemodells abschliessend beur-
teilen zu ko¨nnen, ist eine kritische Betrachtung der Ergebnisse und der Methode
no¨tig. Dabei ist zu beru¨cksichtigen, dass die durchgefu¨hrten Modellverifikationen
vorsichtig und differenziert beurteilt werden mu¨ssen.
8.1.1 Fazit - Verifikation
Die Durchfu¨hrung von Verifikationsberechnungen des Prognosemodells ist fu¨r die
Einscha¨tzung der Qualita¨t unabdingbar. Bereits in Kapitel 6 wurde gezeigt, dass
eine Vielzahl an unterschiedlichen Verifikationsmassen zur Verfu¨gung stehen. Es
ist zu beru¨cksichtigen, dass die Berechnungen und insbesondere die Interpreta-
tionen der berechneten Werte grosser Vorsicht bedu¨rfen.
Die Qualita¨t einer Prognose kann nicht durch ein universelles Mass ausgedru¨ckt
werden. Zur abschliessenden Beurteilung ist somit immer eine geeignete Auswahl
an Gu¨temassen in Kombination zu verwenden. Die Vielzahl an Verifikationsmas-
sen ist vor allem bei der bina¨ren Prognose (BF) gross.
Die Kombination POD und FAR stellt ein zweckma¨ssiges, rasch und ein-
fach u¨berblickbares Gu¨temass dar. Um ein abschliessendes Urteil bezu¨glich der
Prognosequalita¨t zu erhalten, muss aber mindestens ein weiteres Mass in die
Beurteilung miteinbezogen werden.
Ein grosses Problem bei einer Vielzahl von Verifikationsmassen ist ihre Abha¨n-
gigkeit von der Grundwahrscheinlichkeit s. Dieser Umstand schra¨nkt die Aussa-
gekraft von CSI, FAR oder auch HSS dahingehend ein, dass keine objektiven
Aussagen bezu¨glich der Modellqualita¨t gemacht werden ko¨nnen. Die Qualita¨t
von unterschiedlichen Prognosemodellen kann mit diesen Massen somit nur dann
verglichen werden, wenn derselbe Datensatz untersucht wird.
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Mit der Einfu¨hrung der signal detection theory (Mason, 1980) wurde ein neues,
robusteres Verifikationsmass eingefu¨hrt. Der Nachteil dieser Gro¨sse ist, dass sie
normalverteilte Variablen voraussetzt, was im vorliegenden Fall nicht im vollen
Umfang gegeben ist.
Um die Qualita¨t der probabilistischen Prognose (PF) zu u¨berpru¨fen, stehen, ba-
sierend auf den distribution-oriented Ansa¨tzen, weitere Gu¨temasse zur Verfu¨gung.
Der Brier Score (BS) und das Zuverla¨ssigkeitsdiagramm (graphische Darstellung
seiner Komponenten) sind die am weitesten verbreiteten Masse. Mit dem Bri-
er Score, welcher eine Aussage bezu¨glich reliability, resolution und uncertainty
beinhaltet, kann anhand eines einzelnen Wertes die Prognosequalita¨t eines Mo-
dells bestimmt und in Zusammenhang mit anderen BS-Werten auch interpretiert
werden. Wie bei den Verifikationsmassen der BF ist ein Qualita¨tsvergleich von
unterschiedlichen Modellen mit dem BS aber nur bei der Berechnung mit dem-
selben Datensatz zula¨ssig.
Eine objektive Verifikation der deskriptiven Prognose (DF) ist nicht mo¨glich. Die
Interpretation der Resultate ist sehr stark subjektiv gepra¨gt und deshalb kaum
verifizierbar.
8.1.2 Fazit - bina¨re Prognose
Ausgehend von den in Kapitel 6.4 erla¨uterten Verifikationsmassen, wurden zusa¨tz-
lich zu den in Kapitel 7.2 pra¨sentierten Ergebnissen weitere Modellauswertungen
fu¨r die bina¨re Prognose (BF) vorgenommen. Die Resultate bewegen sich alle in
derselben Gro¨ssenordnung, sodass fu¨r die bina¨re Prognose folgendes Fazit gezogen
werden kann:
Die BF stellt eine einfache und u¨bersichtliche Ausgabeform der kNN-Methode
dar. Da per Definition (Kap. 4.3) nur ein Ja-Nein-Entscheid zugelassen wird,
ist eine klare Aussage bezu¨glich der aktuellen Waldbrandgefahr mo¨glich. Dem
Anwender wird weder eine Mo¨glichkeit einer Interpretation, noch eine Angabe
bezu¨glich der Prognoseunsicherheit gegeben.
Die Prognosequalita¨t ist fu¨r alle drei Regionen, insbesondere fu¨r die no¨rdlich-
ste Region (Piotta), ungenu¨gend. Die BF als alleinige Ausgabeform reicht somit
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nicht zur Prognose der aktuellen Waldbrandgefahr aus. Die Gru¨nde dafu¨r liegen
hauptsa¨chlich in der sehr niedrigen Grundwahrscheinlichkeit s, in der Komple-
xita¨t der Topographie und der zu erkla¨renden Prozesse.
Obwohl die Qualita¨t der bina¨ren Prognose somit zum Teil grossen Vorbehalten
unterliegt, ko¨nnte es beispielsweise Sinn machen, bei bereits einem gefundenen
positiven Nachbarn die Bevo¨lkerung auf ein gewisses, erho¨htes Gefa¨hrdungspoten-
tial aufmerksam zu machen. Basierend auf der Anzahl der gefundenen positiven
Nachbarn η+, ko¨nnte auf einer international existierenden 5-stufigen Gefahrens-
kala die aktuelle Gefa¨hrdung bestimmt werden. Da “hinter” einem gefundenen η+
immer ein “tatsa¨chlicher” Waldbrand steht und diese Information der Datenbank
entnommen werden kann, ko¨nnen zusa¨tzlich zur Gefahrenskala auch Informatio-
nen bezu¨glich potentiell gefa¨hrdeter Expositionen, Ho¨henlagen, Waldtypen, etc.
angegeben werden (vgl. deskriptive Prognose (DF)).
8.1.3 Fazit - probabilistische Prognose
Die Auswertungen der probabilistischen Prognose (PF) des kNN-Modells fu¨r die
drei Untersuchungsgebiete ergaben analoge Resultate zu den bina¨ren Prognosen.
Das kNN-Modell liefert fu¨r die su¨dlichste Region brauchbare bis gute Ergebnis-
se, wa¨hrenddem die Resultate fu¨r die beiden anderen Regionen unbefriedigend
sind. Dies konnte sowohl mit dem Brier Score, als auch mit der graphischen
Auswertung der Zuverla¨ssigkeitsdiagramme gezeigt werden. Die Ursache fu¨r die
unbefriedigenden Ergebnisse in den beiden no¨rdlichen Regionen sind vorwiegend
in der Seltenheit der Ereignisse und der zunehmend komplexen Topographie zu
finden.
Die probabilistische Prognose (PF) kann dann hilfreich sein, wenn sie in einen
geeigneten Zusammenhang gestellt wird. Kann aber beispielsweise das Ereignis
nicht genu¨gend gut definiert werden (Lage oder Zeitpunkt eines Brandausbru-
ches), ist die Interpretation von Wahrscheinlichkeitswerten schwierig und nicht
mehr objektiv. Wird versucht, das Ereignis genauer zu definieren, tritt versta¨rkt
die Problematik der tiefen Grundwahrscheinlichkeit s auf.
Im Gegensatz zur deskriptiven und bedingt auch zur bina¨ren Prognose kann
zwischen der berechneten Wahrscheinlichkeit yp und tatsa¨chlich aufgetretenen
Ereignissen kein Zusammenhang mehr hergestellt werden. Dieser Verlust an In-
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formation schra¨nkt die Aussagekraft der probabilistischen Prognose stark ein.
Dennoch wa¨re es grundsa¨tzlich einfach mo¨glich, die berechneten Wahrscheinlich-
keitswerte in eine Gefahrenstufe, respektive in ein Gefa¨hrdungsindex, umzuwan-
deln. Bei den meisten aktuell eingesetzten Prognosemodellen ist dies auch der
Fall (Viegas et al., 1999b).
8.1.4 Fazit - deskriptive Prognose
Wie in Kapitel 6.6 bereits gezeigt werden konnte, ist eine Verifikation der de-
skriptiven Prognosen (DF) und somit der Beurteilung der Modellqualita¨t nur
sehr schwer durchfu¨hrbar und bedingt einige Jahre an Modelleinsatz.
Anhand der Auswertungen der deskriptiven Prognose im Bereich der Lawinen-
prognose konnte aber gezeigt werden, dass diese Ausgabeform meist zu guten
Ergebnissen fu¨hrt (Kap. 6.3) (Heierli et al., 2003). Der Vorteil der DF liegt dar-
in, dass im Gegensatz zur BF oder PF kein Informationsverlust stattfindet. Die
gesamte in den Grunddatenbanken enthaltene Information wird dem Anwender
zur Verfu¨gung gestellt. In Kombination mit der bina¨ren Prognose kann diese
zusa¨tzlich “gewonnene” Information sehr wertvoll sein; so beispielsweise bei der
zuvor erwa¨hnten Einteilung in Gefahrenstufen, wo neben den Stufen dann noch
detailliertere Informationen bezu¨glich vergangener Ereignisse angegeben werden
ko¨nnen (vgl. Abb. 7.9).
Um die Qualita¨t des kNN-Waldbrandmodells - und somit den direkten Nutzen -
definitiv beurteilen zu ko¨nnen, muss eine langfristige, durch den Anwender vor-
genommene, empirische Beurteilung des Modells durchgefu¨hrt werden. Dies be-
dingt, dass das Modell zuna¨chst u¨ber mindestens zwei Jahre ta¨glich eingesetzt
wird. Gegenu¨ber anderen Prognosemodellen, darunter auch der bina¨ren und pro-
babilistischen Prognose, stellt dies einen Nachteil dar.
Sind die Ergebnisse gut und ergibt das kNN-Modell, insbesondere die deskrip-
tive Prognose (DF), einen Nutzen, lohnt sich dieser Verifikationsaufwand.
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Zusammenfassend la¨sst sich sagen, dass:
• die in das Prognosemodell integrierten statistischen Verifikationsmasse die
Modellqualita¨t der bina¨ren und probabilistischen Prognose gut beschreiben
ko¨nnen,
• die berechneten BF− und PF -Waldbrandprognosen, ausgenommen fu¨r die
Region Lugano, zu unzureichenden Ergebnissen fu¨hren,
• diese unzureichende Modellqualita¨t in diesen beiden Regionen hauptsa¨chlich
auf die tiefe Grundwahrscheinlichkeit s und die komplexe Topographie des
Gela¨ndes zuru¨ckzufu¨hren ist, und
• die deskriptive Prognose trotz fehlender Verifikation fu¨r die Abscha¨tzung
der aktuellen Waldbrandsituation sehr wichtige und nu¨tzliche Informatio-
nen liefert.
8.1.5 Fazit - Grenzen und Mo¨glichkeiten der kNN-Methode
Mit Hilfe der kNN-Methode ist ein in der Waldbrandforschung neuartiges Modell
zur Prognose der Waldbrandgefahr entwickelt worden, welches sowohl den Anfor-
derungen der Wissenschaft, als auch der Praxis genu¨gt. Wie alle Methoden weist
auch diese sowohl Vor- als auch Nachteile auf:
Ein grosser Vorteil der kNN-Methode liegt darin, dass in Zukunft ein Prognose-
modell zur Verfu¨gung stehen wird, welches in Form der DF neben den “klassi-
schen”, herko¨mmlichen Wahrscheinlichkeitswerten oder Indices weitere Informa-
tionen bezu¨glich der aktuellen Gefa¨hrdung beinhaltet.
Wird es in Zukunft mo¨glich sein, das Modell in Regionen mit ho¨heren Grund-
wahrscheinlichkeitswerten s und einfacherer Topographie einzusetzen, sind auch
bessere Prognoseergebnisse zu erwarten.
Die Basis fu¨r eine ra¨umliche und allenfalls auch thematische Ausweitung des
kNN-Modells ist im Rahmen dieser Arbeit geschaffen worden. Weiter wurden
auch die Grundlagen erarbeitet, welche eine relativ rasche und einfache Ab-




Ein Nachteil der Methodik liegt darin, dass fu¨r den Neueinsatz eines Modells
Grunddatensa¨tze (meteorologischer- und Waldbranddatensatz) von mindestens
drei Jahren vorhanden sein mu¨ssen. Weiter wird vorausgesetzt, dass diese Da-
ten homogen und keinem zeitlichen Trend unterworfen sind. Diese “Vorlaufszeit”
wird bei anderen, beispielsweise deterministischen Modellen, nicht vorausgesetzt.
Im Gegensatz zu diesen setzt das kNN-Modell jedoch keine Kenntnisse der physi-
kalischen Prozesse voraus. Kennt man die Physik der ablaufenden Prozesse aus-
reichend, ko¨nnen mit deterministischen Modellen eindeutig bessere Ergebnisse
erzielt werden.
Diverse durchgefu¨hrte Sensitivita¨tsanalysen haben gezeigt, dass das Modell auf
Vera¨nderungen der unterschiedlichen Parameter verschieden reagiert.
Eine Vera¨nderung der Anzahl beru¨cksichtigter Variablen wirkt sich nur be-
schra¨nkt auf die Prognosequalita¨t des Modells aus, dies obwohl beim vollen und
reduzierten Modell nicht immer dieselbe Anzahl und nicht dieselben positiven
Nachbarn η+ gefunden werden. Je gro¨sser die Anzahl der betrachteten η+ ist,
desto “stabiler” reagiert das Modell auf die Vera¨nderung der Anzahl Variablen.
Dies bedeutet, dass eindeutig gefa¨hrliche Situationen mit Hilfe der beru¨cksichtig-
ten Variablen vom Modell gut erkannt und auch prognostiziert werden ko¨nnen.
Anhand von empirischen Abscha¨tzungen konnte auch der Einfluss der Pro-
gnoseunsicherheit der meteorologischen Variablen bestimmt werden. Die Kombi-
nation aus Wirkungsfaktor und dem Prognoseunsicherheit/Sd-Verha¨ltnis stellte
dabei die Grundlage der Sensitivita¨tsberechnungen dar. Dabei konnte aufgezeigt
werden, dass das Modell vor allem auf die relative Luftfeuchte sensitiv reagiert.
Weiter beeinflussen sowohl die Gebietsgro¨sse und somit die darin “enthaltene”
Grundwahrscheinlichkeit s, sowie der zur Nachbarnsuche zur Verfu¨gung stehende
Zeitraum die Qualita¨t der Prognose. Ist s zu klein (< ca. 5%), sto¨sst das statisti-
sche Modell an seine Grenzen. Beim betrachteten Zeitraum ist wichtig, dass die
Variablen keinem zeitlichen Trend unterliegen; trotzdem sollten Messreihen von
mindestens drei Jahren beru¨cksichtigt werden.
Die Wahl der optimalen Anzahl zu beru¨cksichtigender Nachbarn k kann nu-
merisch bestimmt werden (vgl. Kap. 5.6). Damit die Modellausgabe weiter u¨ber-
sichtlich bleibt, wurde im vorliegenden Fall k = 10 gewa¨hlt.
Das kNN-Modell soll in naher Zukunft fu¨r die drei Regionen im Tessin ope-
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rationell eingesetzt werden. Basierend auf einem von Purves et al. (2002) ent-
wickelten und vom Autor adaptierten Programm (Cornice)5, ko¨nnen ab dem
Sommer 2005 ta¨glich Waldbrandprognosen durch den operationellen Dienst der
zusta¨ndigen Beho¨rden vorgenommen werden. Die Ergebnisse mu¨ssen nach einer
zirka zweija¨hrigen Einsatzzeit analysiert werden. Darauf basierend, kann der Ent-
schluss einer Fortfu¨hrung oder eines Abbruchs des Projektes getroffen werden.
8.2 Vergleich mit anderen Modellen
In der Vergangenheit wurde eine Vielzahl von diversen Waldbrandprognosemodel-
len entwickelt. Die Prognosemodelle werden teilweise von staatlichen Wetterdien-
sten (z.B. Deutschland: M-68 Modell (DWD, 2005)), teilweise von Universita¨ten
(Universita¨t Zu¨rich: Prognosemodell fu¨r den Kanton Graubu¨nden (Allgo¨wer, 2001))
oder (halb)privaten Unternehmen und Organisationen (USDA, Forest Service
USA: diverse Modelle und Monitoring Systeme (USDA, 2005)) entwickelt und
betrieben. In Kapitel 3 (Tab. 3.1) ist eine U¨bersicht u¨ber einige wichtige, teilwei-
se im operationellen Einsatz stehende Prognosemodelle gegeben. Ein umfassender
und aktueller U¨berblick u¨ber diverse in der Waldbrandforschung entwickelte Pro-
dukte, Organisationen, Konferenzen und vieles mehr ist unter GFMC (2005) zu
finden.
Es ist sehr schwierig, die Qualita¨t der unterschiedlichen Modelle miteinander zu
vergleichen. Einerseits gibt es sehr viele im Einsatz stehende Modelle, anderer-
seits sind sie aufgrund der verschiedenen Anforderungen, welche sie erfu¨llen soll-
ten, oftmals unterschiedlich konzipiert. Weiter gilt ebenfalls zu beru¨cksichtigen,
dass eine Vielzahl entwickelter Modelle nicht u¨ber den wissenschaftlichen Aspekt
“hinauskommen” und nie in der Praxis eingesetzt werden.
Allgemein la¨sst sich sagen, dass die meisten empirischen Prognosemodelle, welche
in Su¨deuropa im Einsatz sind, auf dem Kanadischen-Feuer-Wetter Index Ansatz
(Van Wagner, 1987) basieren. Oftmals unterscheiden sich diese Modelle nur in
der Gewichtung der Variablen, weiteren kleineren Nuancen oder den unterschied-
lichen Darstellungsformen und Optionen.
5Von R. Purves und K. Morris entwickeltes und in der regionalen Lawinenprognose in Schott-
land eingesetztes kNN-Modell (Purves et al., 2002)
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Teilweise sind diese Modelle mit einem Feuerausbreitungsmodul gekoppelt und
ko¨nnen somit Aussagen bezu¨glich einer allfa¨lligen Ausbreitungsrichtung und -
geschwindigkeit machen.
In den von Waldbra¨nden stark betroffenen Regionen (Su¨dfrankreich, Portugal,
etc.) ist die Feuererkennung und die Ausbreitungsmodellierung wichtiger als das
Erkennen einer potentiell gefa¨hrlichen Situation, zumal diese im Sommer oft klar
erkennbar und teilweise u¨ber lange Zeitra¨ume gegeben ist. Der Einsatz eines
Modells zur Abscha¨tzung der aktuellen Waldbrandgefa¨hrdung (z.B. kNN-Modell)
macht in diesen Gebieten in den entsprechenden Zeiten somit nur beschra¨nkt
Sinn.
Eine abschliessende Beurteilung u¨ber die Qualita¨t einzelner Modelle darf nur
dann gemacht werden, wenn sie fu¨r dasselbe Gebiet und denselben Zeitraum mit-
einander verglichen werden. Faktoren wie Datenbeschaffung, Unterhaltskosten,
Zeitaufwand, Personal, etc. mu¨ssen dann ebenfalls mitberu¨cksichtigt und beur-
teilt werden.
8.3 Bedeutung der Ergebnisse in der
Waldbrandforschung
Mit der vorliegenden Arbeit wurde ein neues Modell zur Prognose der aktuellen
Waldbrandgefahr entwickelt. Im Gegensatz zu vielen, den FWI-Indices (VanWag-
ner, 1987) zugrundeliegenden Modellen, basiert das kNN-Modell auf einem “ei-
gensta¨ndigen”, statistischen Ansatz. Die drei unterschiedlichen Ausgabeformen
des Prognosemodells sind dabei im Vergleich mit den “herko¨mmlichen” Progno-
sen neuartig. Trotz einer Einscha¨tzung der Situation nach objektiven Kriterien
(Euklid’sches Abstandsmass) verlangt die Modellinterpretation grosses Wissen
bezu¨glich Waldbra¨nden. Subjektive Kriterien des Experten spielen in der Gefah-
renbeurteilung weiterhin eine sehr grosse Rolle und ko¨nnen nicht vollends durch
berechnete Gro¨ssen ersetzt werden.
Die “Simplizita¨t” des Modells la¨sst eine einfache ra¨umliche Ausweitung zu,
sodass das Modell schnell und gu¨nstig in anderen Waldbrandregionen eingesetzt
werden kann.
Die Modellverifikationen haben gezeigt, dass die Prognosequalita¨t in der su¨dlich-
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sten Region des Untersuchungsgebiets am ho¨chsten ist. Dieser Umstand ist damit
zu erkla¨ren, dass einerseits die Grundwahrscheinlichkeit s am ho¨chsten und ande-
rerseits die Topographie weniger komplex und somit die ra¨umliche Extrapolation
der meteorologischen Variablen besser ist. Ein Modelleinsatz in einem Gebiet
mit einer einfachen Topographie (z.B. Region Aquitaine (F)) la¨sst somit noch
bessere Ergebnisse erwarten. Es wa¨re somit wu¨nschenswert, das Modell auch in
anderen Waldbrandgebieten einzusetzen und die Qualita¨t des Modells auch dort
zu u¨berpru¨fen.
8.4 Ku¨nftige Modellentwicklung
Die mit einer mo¨glichen Klimavera¨nderung erwarteten Vera¨nderungen der meteo-
rologischen Parameter (insbesondere die Kopplung von ho¨heren Lufttemperatu-
ren mit abnehmenden Niederschla¨gen im Sommer) sind zweifellos mit erheblichen
o¨kologischen und sozioo¨konomischen Auswirkungen verbunden. Dieses mo¨gliche
Szenario wu¨rde ebenfalls zu einer Vera¨nderung des Feuerregimes fu¨hren.
Eine Zunahme an potentiell gefa¨hrlichen Situationen und somit der Bedarf
an einem Prognosemodell wu¨rde versta¨rkt auftreten. Obwohl das kNN-Modell
zeitlich homogene Messreihen voraussetzt, kann eine langsame Vera¨nderung da-
hingehend beru¨cksichtigt werden, dass der Untersuchungszeitraum mitangepasst
und allenfalls verku¨rzt wird.
Eine Kombination mit weiteren, aus der Fernerkundung gewonnenen Daten ko¨nn-
te zu einer deutlichen Qualita¨tsverbesserung des Prognosemodells fu¨hren. So
ko¨nnte beispielsweise die Einfu¨hrung neuer Variablen wie der Bodenfeuchte oder
des NDVI’s (Normalized Difference Vegetation Index) die Situation des vorhan-
denen Brandgutes besser beschreiben.
Eine Verknu¨pfung mit einem GIS-System ko¨nnte die Darstellungsmo¨glichkeiten
des Outputs und weitere, einfache ra¨umliche Analysen erleichtern.
Fu¨r die Zukunft wird eine Web basierte Version des kNN-Modells angestrebt. Ba-
sierend auf einer umfassenden Naturgefahrendatenbank (Lawinen, Waldbrand,
Murgang, etc.), ko¨nnte das Modell fu¨r verschiedene Fragestellungen eingesetzt
werden. Es wa¨re auch mo¨glich, basierend auf vergangenen Ereignissen, Gefahren-
karten neu zu berechnen.
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Eine Kombination der unterschiedlichen potentiellen Gefahren ist im Sinne ei-
nes integralen Risikomanagements fu¨r Naturgefahren unumga¨nglich und ko¨nnte





Ziel dieser Arbeit war die Entwicklung eines Modells zur Prognose der aktuellen
Waldbrandgefahr auf der schweizerischen Alpensu¨dseite (Kanton Tessin). Dabei
galt zu beachten, dass das Prognosemodell sowohl den wissenschaftlichen als auch
den praxisrelevanten Anforderungen genu¨gen sollte.
Die Aufgabenstellung erforderte somit zuerst eine detaillierte Betrachtung des
Pha¨nomens Waldbrand und seiner Entstehungsfaktoren. Dabei konnte beispiels-
weise erkannt werden, dass die Entwicklung der Waldbra¨nde im Verlaufe der Zeit
hauptsa¨chlich durch sozioo¨konomische Einflu¨sse gesteuert werden. Weiter fiel auf,
dass die Anzahl der Bra¨nde nach der Einfu¨hrung von gesetzlichen Massnahmen ab
1987 deutlich abnahm. Anthropogene Einwirkungen dieser Art auf das natu¨rliche
System mussten bei der Entwicklung des Prognosemodells beru¨cksichtigt werden.
Das Ziel der Modellierung war die Voraussage von komplexen und teilweise un-
verstandenen Prozessen und deren Konsequenzen. Anhand der Anforderungen an
das zu entwickelnde Waldbrandprognosemodell und unter Beru¨cksichtigung von
diversen Einschra¨nkungen musste eine Modellwahl vorgenommen werden.
Basierend auf einem k-Nearest Neighbors (kNN) Ansatz, welcher bereits erfolg-
reich im Bereich der Lawinenprognose eingesetzt wird, konnte fu¨r die Naturgefahr
Waldbrand ein Prognosemodell entwickelt werden, welches die in Kapitel 1.2 ge-
forderten Bedingungen erfu¨llte.
Das kNN-Modell ermo¨glicht es, fu¨r einen bestimmten Tag y drei unterschied-
liche Ausgabeformen von Prognosen zu erstellen:
• bei der bina¨ren Prognose (BF) wird in Abha¨ngigkeit eines Schwellenwertes
(DB) ein dichotomer Entscheid gefa¨llt. Dieser Ja-Nein-Entscheid stellt den
einfachsten der mo¨glichen Fa¨lle dar;
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• bei der probabilistischen Prognose (PF) wird die Wahrscheinlichkeit py fu¨r
das Eintreten eines Ereignisses berechnet, dies allerdings auf Kosten eines
grossen Anteils an Informationen;
• bei der deskriptiven Prognose (DF) wird die gesamte Information, welche in
einer Ereignisdatenbank u¨ber k Nachbarn von y enthalten ist, ausgegeben.
Zusammenfassend kann festgehalten werden, dass, obwohl die Qualita¨t der bina¨ren
Prognose in gewissen Untersuchungsgebieten unzureichend war, mit ihrer Hil-
fe auf ein erho¨htes Gefa¨hrdungspotential aufmerksam gemacht werden kann.
Auch die probabilistische Prognose (PF) genu¨gte den gestellten Anforderungen
an das Prognosemodell nicht. Diese Schwa¨chen liegen allerdings nicht in der kNN-
Methode selbst, sondern sind ein allgemeines Problem statistischer Modelle. Eine
Kombination niedriger Grundwahrscheinlichkeitswerte s und komplexer physika-
lischer Prozesse ergeben meist unbefriedigende Modellergebnisse.
Der wesentliche Vorteil der kNN-Methode liegt in der deskriptiven Prognose
(DF). Bei der Auflistung von analogen Gefa¨hrdungslagen fa¨llt das Modell keinen
Entscheid und u¨berla¨sst dem Anwender die gesamte Verantwortung. Es entsteht
somit eine stark subjektiv gepra¨gte Gefahreneinscha¨tzung; das Modell dient dabei
dem Anwender als unterstu¨tzende Entscheidungshilfe.
Die Durchfu¨hrung von Verifikationsberechnungen ist fu¨r die Einscha¨tzung der
Modellqualita¨t unabdingbar. Anders als im Bereich der meteorologischen Pro-
gnosen sind bei der Risikoabscha¨tzung von Naturgefahren systematische Modell-
verifikationen nicht weit verbreitet.
Die im Rahmen der vorliegenden Dissertation erarbeiteten Grundlagen sollten
u.a. auch bei ku¨nftigen Modellvergleichen und bei der Einscha¨tzung der erreichten
Qualita¨t eines Modells als Basis dienen.
Mit Hilfe der kNN-Methode ist ein in der Waldbrandprognose neuartiges Mo-
dell zur Prognose der Waldbrandgefahr entwickelt worden, welches sowohl den
Anforderungen der Wissenschaft, als auch der Praxis entspricht. Eine zentrale
Herausforderung der Anwendung und der Weiterentwicklung des kNN-Modells
besteht nun darin, das Modell so weiterzuentwickeln, dass neben einer Qualita¨ts-
verbesserung auch die genannten Bedingungen weiter erfu¨llt werden ko¨nnen.
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Basierend auf einer umfassenden Naturgefahrendatenbank, soll die Methodik
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Wie im Kapitel 4 bereits erwa¨hnt, liesse sich das Klassifikationsproblem, anstel-
le eines nichtparametrischen- auch mit einem parametrischen Verfahren lo¨sen.
Eine logistische Regression (LR) stellt die geeignete Methode zur Lo¨sung eines
Klassifikationsproblems mit einer bina¨ren Zielgro¨sse dar.
Im Folgenden werden die Modellgleichungen der logistischen Regression her-
geleitet (Stahel, 2002). Die Methode dient einerseits dazu, die Variablenbestim-
mung fu¨r das kNN-Modell vorzunehmen. Andererseits kann basierend auf den-
selben Grundlagen ein eigensta¨ndiges Modell zur Prognose der Waldbrandgefahr
entwickelt werden.
Da es sich bei der logistischen Regression um ein parametrisches Verfahren han-
delt, bei welcher die Verteilung der Daten bekannt sein muss, wird im Folgenden
davon ausgegangen, dass die Waldbrandereignisse Yi (Gl. A.1)
Yi = B(n, pi) (A.1)
binomialverteilt sind, wobei n die Anzahl Tage in der Datenbank darstellt, und
die Wahrscheinlichkeit pi durch die Grundwahrscheinlichkeit s (base rate) gegeben
ist. Da fu¨r die Regressionsfunktion nur Werte zwischen 0 und 1 zula¨ssig sind, wird
ein linearer Pra¨diktor gebildet (Gl. A.2):









wobei xi = (1, x
(1)
i , ..., x
(p)
i )
† die zum Tag i geho¨renden Werte der p Variablen und
β = (β0, ..., βp)
† die dazugeho¨renden, fu¨r alle Tage i geltenden Gewichte darstellt.
Auf diesen linearen Pra¨diktor wird nun die Transformation g+ : R 7→ [0, 1]
angewendet, welche folgende Bedingung erfu¨llt:
P 〈Yi = 1〉 = E〈Yi〉 = g+〈ηi〉. (A.3)
Gewo¨hnlich wird fu¨r die Transformation g+ die logistische Funktion
g+〈ηi〉 = exp〈ηi〉




Die klassischen Voraussetzungen der linearen Regression haben folgende Analo-
gien zum Modell der logistischen Regression:
1. Die Yi mu¨ssen unabha¨ngig sein.
2. Yi sind binomialverteilt. Diese Annahme ist trivialerweise erfu¨llt, da Yi nur
zwei Werte 0 oder 1 annehmen kann.
3. Fu¨r den Erwartungswert von Yi, der definitionsgema¨ss mit P (Yi = 1) iden-
tisch ist, wird angenommen:
E(Yi) = P (Yi = 1) = exp〈ηi〉
1 + exp〈ηi〉 (A.5)
4. Fu¨r die Varianz der binomialverteilten Variablen Yi gilt:
Var(Yi) = P (Yi = 1)P (Yi = 0).
Die Varianz ha¨ngt also vom Erwartungswert ab (Stahel, 2002).
Mit dem Modell ko¨nnen die Parameter β fu¨r einen gegebenen Datensatz gescha¨tzt
werden. Weiter berechnet das Modell die Signifikanz (P -Wert) der Variablen.
Diese Signifikanz wurde im kNN-Modell fu¨r die Auswahl der Variablen beru¨ck-
sichtigt.
Fu¨r ein Prognosetag y = (1, y(1), ..., y(p))† kann nun der entsprechende lineare
Pra¨diktor ηy = y




1 + exp〈ηy〉 (A.6)
die Wahrscheinlichkeit dafu¨r, dass sich am Tag y ein Waldbrand ereignet. Neben
dem kNN-Modell ist dies eine zweite, jedoch parametrische Lo¨sung des Klassi-
fikationsproblems. Dieses logistische Modell kann analog zum kNN-Modell mit
den angefu¨hrten Methoden Verifiziert werden (vgl. Kap. 6).
Abbildung A.1 stellt die Auswertung der Wahrscheinlichkeitsberechnungen mit-
tels LR-Methode fu¨r die Station Lugano des Untersuchungszeitraumes 1991-2002
dar. Darin wird die Ha¨ufigkeit von Waldbrandtagen respektive Nicht-Waldbrand-
tagen fu¨r unterschiedlich prognostizierte Wahrscheinlichkeiten pLR gezeigt. Beim
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dritten Plot wird die prognostizierte Wahrscheinlichkeit p∗ mit dem tatsa¨chlichen
Eintritt P von Ereignissen korreliert. Wenn fu¨r ein Tag z.B. eine Wahrscheinlich-
keit von 0.4 prognostiziert worden ist, kam es in 40% aller Fa¨lle zu einem Ereignis.
Liegen die Punkte unter der Winkelhalbierenden (1:1-Gerade), hat das Modell die
Gefahr u¨berscha¨tzt; Liegen sie daru¨ber, wurde unterscha¨tzt. Die Ereignisse wer-
den bei grossen Wahrscheinlichkeiten (P > 0.5) so selten, dass betreffend einer
Eintrittswahrscheinlichkeit p∗ keine gesicherten Aussagen mehr mo¨glich sind.




Ein Vergleich der logistischen Vorhersage mit der Prognosequalita¨t der probabili-





• Region 1: Messstation Lugano
• Region 2: Messstation Locarno
• Region 3: Messstation Piotta
PLZ Gemeinde Kanton Region
5160 BRUSINO ARSIZIO TI 1
5242 BALERNA TI 1
5147 BARBENGO TI 1
5148 BEDANO TI 1
5149 BEDIGLIORA TI 1
5243 BESAZIO TI 1
5150 BIDOGNO TI 1
5151 BIOGGIO TI 1
5153 BIRONICO TI 1
5141 AGNO TI 1
5142 AGRA TI 1
5143 ARANNO TI 1
5144 AROGNO TI 1
5145 AROSIO TI 1
5241 ARZO TI 1
5146 ASTANO TI 1
5250 CHIASSO TI 1
5174 CIMADERA TI 1
5175 CIMO TI 1
5247 CAPOLAGO TI 1
5246 CANEGGIO TI 1
5167 CANOBBIO TI 1
5168 CARABBIA TI 1
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PLZ Gemeinde Kanton Region
5169 CARABIETTA TI 1
5170 CARONA TI 1
5248 CASIMA TI 1
5171 CASLANO TI 1
5249 CASTEL SAN PIETRO TI 1
5244 BRUZELLA TI 1
5245 CABBIO TI 1
5161 CADEMARIO TI 1
5162 CADEMPINO TI 1
5163 CADRO TI 1
5164 CAGIALLO TI 1
5165 CAMIGNOLO TI 1
5155 BOGNO TI 1
5154 BISSONE TI 1
5156 BOSCO LUGANESE TI 1
5158 BREGANZONA TI 1
5159 BRENO TI 1
5173 CERTARA TI 1
5231 VEZIA TI 1
5232 VEZIO TI 1
5233 VICO MORCOTE TI 1
5234 VIGANELLO TI 1
5235 VILLA LUGANESE TI 1
5267 TREMONA TI 1
5268 VACALLO TI 1
5228 VAGLIO TI 1
5229 VALCOLLA TI 1
5230 VERNATE TI 1
5266 STABIO TI 1
5222 SESSA TI 1
5223 SIGIRINO TI 1
5224 SONVICO TI 1
5225 SORENGO TI 1
5226 TESSERETE TI 1
5227 TORRICELLA-TAVERNE TI 1
5219 ROVIO TI 1
5264 SAGNO TI 1
5220 SALA CAPRIASCA TI 1
5265 SALORINO TI 1
5221 SAVOSA TI 1
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PLZ Gemeinde Kanton Region
5262 RANCATE TI 1
5215 PREGASSONA TI 1
5216 PURA TI 1
5263 RIVA SAN VITALE TI 1
5217 RIVERA TI 1
5218 ROVEREDO (TI) TI 1
5210 PARADISO TI 1
5211 PAZZALLO TI 1
5212 PONTE CAPRIASCA TI 1
5213 PONTE TRESA TI 1
5214 PORZA TI 1
5205 MUZZANO TI 1
5204 MUGENA TI 1
5259 MUGGIO TI 1
5206 NEGGIO TI 1
5207 NOVAGGIO TI 1
5260 NOVAZZANO TI 1
5208 ORIGLIO TI 1
5209 PAMBIO-NORANCO TI 1
5203 MORCOTE TI 1
5255 MERIDE TI 1
5199 MEZZOVICO-VIRA TI 1
5200 MIGLIEGLIA TI 1
5201 MONTAGNOLA TI 1
5256 MONTE TI 1
5202 MONTEGGIO TI 1
5257 MORBIO INFERIORE TI 1
5258 MORBIO SUPERIORE TI 1
5193 MAGLIASO TI 1
5194 MANNO TI 1
5195 MAROGGIA TI 1
5196 MASSAGNO TI 1
5197 MELANO TI 1
5198 MELIDE TI 1
5254 MENDRISIO TI 1
5190 LOPAGNO TI 1
5191 LUGAGGIA TI 1
5192 LUGANO TI 1
5110 INDEMINI TI 1
5188 ISEO TI 1
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5189 LAMONE TI 1
5253 LIGORNETTO TI 1
5252 GENESTRERIO TI 1
5185 GENTILINO TI 1
5186 GRANCIA TI 1
5187 GRAVESANO TI 1
5184 GANDRIA TI 1
5178 CROGLIO-CASTELROTTO TI 1
5179 CUREGGIA TI 1
5180 CUREGLIA TI 1
5181 CURIO TI 1
5182 DAVESCO-SORAGNO TI 1
5183 FESCOGGIA TI 1
5251 COLDRERIO TI 1
5176 COMANO TI 1
5238 COMUN. CORTICIASCA-VALCOLLA TI 1
5236 COMUN. SALA CAPR-BIDOGN-CORTIC TI 1
5237 COMUN. SALA CAPRIASCA-VAGLIO TI 1
5177 CORTICIASCA TI 1
5302 AVEGNO TI 2
5002 BELLINZONA TI 2
5281 BIASCA TI 2
5301 AURIGENO TI 2
5001 ARBEDO-CASTIONE TI 2
5091 ASCONA TI 2
5092 AURESSIO TI 2
5282 CLARO TI 2
5003 CADENAZZO TI 2
5004 CAMORINO TI 2
5094 BORGNONE TI 2
5097 BRISSAGO TI 2
5134 VIRA (GAMBAROGNO) TI 2
5135 VOGORNO TI 2
5018 SANT’ANTONIO TI 2
5096 BRIONE S/MINUSIO TI 2
5322 SOMEO TI 2
5133 VERSCIO TI 2
5130 TEGNA TI 2
5131 TENERO-CONTRA TI 2
5127 SAN NAZZARO TI 2
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5128 SANT’ABBONDIO TI 2
5017 SANT’ANTONINO TI 2
5019 SEMENTINA TI 2
5015 PREONZO TI 2
5016 ROBASACCO TI 2
5125 RONCO SOPRA ASCONA TI 2
5014 PIANEZZO TI 2
5123 PIAZZOGNA TI 2
5120 MURALTO TI 2
5121 ORSELINA TI 2
5286 OSOGNA TI 2
5122 PALAGNEDRA TI 2
5118 MINUSIO TI 2
5319 MOGHEGNO TI 2
5012 MOLENO TI 2
5013 MONTE CARASSO TI 2
5317 MAGGIA TI 2
5011 MEDEGLIA TI 2
5117 MERGOSCIA TI 2
5113 LOCARNO TI 2
5316 LODANO TI 2
5285 LODRINO TI 2
5115 LOSONE TI 2
5010 LUMINO TI 2
5116 MAGADINO TI 2
5008 GUDO TI 2
5111 INTRAGNA TI 2
5284 IRAGNA TI 2
5009 ISONE TI 2
5112 LAVERTEZZO TI 2
5007 GORDUNO TI 2
5106 GERRA (GAMBAROGNO) TI 2
5005 GIUBIASCO TI 2
5313 GIUMAGLIO TI 2
5006 GNOSCA TI 2
5314 GORDEVIO TI 2
5108 GORDOLA TI 2
5283 CRESCIANO TI 2
5104 CUGNASCO TI 2
5020 COMUN. MEDEGL.-ROBASSA. TI 2
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5101 CONTONE TI 2
5102 CORIPPO TI 2
5311 COGLIO TI 2
5098 CAVIANO TI 2
5099 CAVIGLIANO TI 2
5063 BEDRETTO TI 3
5093 BERZONA TI 3
5303 BIGNASCO TI 3
5061 AIROLO TI 3
5062 ANZONICO TI 3
5031 AQUILA TI 3
5306 BRONTALLO TI 3
5310 CEVIO TI 3
5069 CHIGGIOGNA TI 3
5070 CHIRONICO TI 3
5067 CAMPELLO TI 3
5032 CAMPO (BLENIO) TI 3
5307 CAMPO (VALLEMAGGIA) TI 3
5033 CASTRO TI 3
5065 CALONICO TI 3
5066 CALPIOGNA TI 3
5064 BODIO TI 3
5304 BOSCO/GURIN TI 3
5095 BRIONE (VERZASCA) TI 3
5305 BROGLIO TI 3
5132 VERGELETTO TI 3
5081 SOBRIO TI 3
5129 SONOGNO TI 3
5047 TORRE TI 3
5046 SEMIONE TI 3
5045 PRUGIASCO TI 3
5079 QUINTO TI 3
5080 ROSSURA TI 3
5321 PRATO-SORNICO TI 3
5320 PECCIA TI 3
5076 PERSONICO TI 3
5077 POLLEGIO TI 3
5044 PONTO VALENTINO TI 3
5078 PRATO (LEVENTINA) TI 3
5119 MOSOGNO TI 3
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5043 OLIVONE TI 3
5075 OSCO TI 3
5074 MAIRENGO TI 3
5041 MALVAGLIA TI 3
5042 MAROLTA TI 3
5318 MENZONIO TI 3
5315 LINESCIO TI 3
5114 LOCO TI 3
5039 LOTTIGNA TI 3
5040 LUDIANO TI 3
5109 GRESSO TI 3
5037 LARGARIO TI 3
5038 LEONTICA TI 3
5107 GERRA (VERZASCA) TI 3
5036 GHIRONE TI 3
5073 GIORNICO TI 3
5071 DALPE TI 3
5035 DONGIO TI 3
5072 FAIDO TI 3
5105 FRASCO TI 3
5312 FUSIO TI 3
5136 ONSERNONE TI 3
5034 CORZONESO TI 3
5068 CAVAGNAGO TI 3
5308 CAVERGNO TI 3
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