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ABSTRACT
Edge flames are a canonical two-dimensional flame structure appearing in more com-
plicated combustion problems, such as lifted jet flames and in the dynamics of the growth
and repair of flame holes in nonpremixed turbulent combustion. Typical theoretical con-
figurations to study edge flames are unable to evaluate retreating edge flames with strong
hydrodynamic-coupling. A new computational configuration is introduced which places the
edge flame in a wedge-shaped counterflow with a mass sink, providing control over the
position of the edge flame, and allowing access to stationary, hydrodynamically-coupled
retreating flames (at high strain). This framework is first used to evaluate edge flames us-
ing a simple global one-step chemistry model and Fickian transport. This simple model is
used to characterize the behavior of the resulting edge flames, including the relationship
between flame speed and transverse strain rate and response to Lewis number variations.
The details of the computational method will be discussed, including the underlying fi-
nite element method, the generation of boundary data, and the continuation of the flame
through regions of varying transverse strain. This configuration is then applied to detailed
ethylene-air combustion using a skeletal reduction of the USC Mech II combustion reac-
tion model and a detailed transport model. The details of the ethylene-air edge flame are
discussed, and comparisons are made between stoichiometric, fuel-lean, and fuel-rich com-
positions. Novel results characterizing the dilatation and vorticity near the flame front are
provided, data which are necessary for the construction of potential flow approximations of
hydrodynamically-coupled edge flames.
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CHAPTER 1
INTRODUCTION
Combustion is a physical phenomenon in which a fuel and oxidizer chemically react to
produce heat and chemical products. This process is greatly important to the modern world,
with numerous applications in industry, and it is of great scientific interest. Combustion
applications include turbulent combustion in boilers, rarified gas reactions in scramjets,
and propagation of coal mine explosions [1]. The study of combustion and flames in these
contexts can help provide a better understanding of the physics taking place, and aid in the
development of models to simulate the complex phenomena taking place in these systems.
These studies can improve the efficiency and efficacy of these combustion processes, and lead
to new designs, reduced fuel consumption, and improvements to safety in both industrial
and experimental contexts.
Flames are typically strongly coupled to hydrodynamic effects. A flame in a boiler may
induce a turbulent flow, and the resulting turbulence may couple to the flame and influence
efficiency of the combustion. Forest fires may be influenced by the surrounding wind, which
brings in fresh oxidizer, while the heat release of the flame may induce buoyancy-driven flows
and alter the behavior of the wind. This strong coupling of reaction and hydrodynamics can
lead to very complicated systems, and often it is advantageous to decompose these systems
into their more well-understood components.
1.1 Chemistry
Combustion in practical engineering applications often involves complex hydrocarbons as a
fuel and air (the oxidizer being diluted O2). The chemistry involved in these reactions follows
many reaction pathways, which are potentially active at a range of different temperatures,
and produces a variety of intermediate species. These intermediate species may include
other fuels, which themselves react with the oxidizer, allowing additional reaction paths.
The details of these reactions have been studied extensively for a range of fuels [2, 3, 4],
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and efforts have been made to reduce the number of species and chemical reactions while
retaining accurate model predictions [5, 6, 7]. Typical chemistry models for real fuel–oxidizer
reactions involve dozens of species and hundreds of reactions. For example, GRI-Mech 3.0 is
a widely used chemistry model for methane-air combustion [8], which carries 53 species and
325 chemical reactions, while the USC Mech II reduced skeletal mechanism is optimized for
ethylene-air combustion [9], and carries 32 species and 206 chemical reactions.
From the point of view of gaining physical insight, one of the simplest reactions one
may consider is a simple one-step global chemical reaction. In this case, the fuel and oxidizer
combine directly through a single chemical reaction, producing a temperature increase and
no intermediate species, and has the benefit of reducing the computational cost associated
with carrying a large number of species and evaluating the hundreds of chemical reactions of
real chemistry. This model is useful for evaluating the general behavior of a flame, including
its coupling to the hydrodynamics through heat release, and has been used extensively in
the study of combustion systems [10, 11, 12, 13].
1.2 One-dimensional flames
The combustion of fuel and oxidizer may exist in a zero-dimensional (0D) reactor, as well as
to develop a flame with variation along a single spatial dimension (1D). The simplest flame
structure in 1D is the laminar planar premixed flame, where a flame front propagates into a
cold, homogeneous mixture of fuel and oxidizer, leaving behind a high-temperature product.
Here, the localized reaction zone near the flame front produces heat, which conducts ahead
of the flame to make the mixture reactive resulting in further advance of the flame forward
into the cold mixture. This structure has also been studied extensively [14, 15, 16]. The ratio
of fuel and oxidizer, the nature of the reactants, the amount of dilutant, transport properties
of each species, etc., are all factors which control the speed of the planar premixed flame as
it propagates into the unburned mixture.
Additionally, one can also find non-premixed flames, where the fuel and oxidizer are not
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mixed ahead of combustion. The simplest non-premixed flow is an opposing stream of fuel
and oxidizer in a strained counterflow. If this mixture is cold, the fuel and oxidizer streams
will mutually diffuse and form a self-similar mixing layer, and when the mixture is lighted
the fuel and oxidizer will react to form a 1D diffusion flame. There is a thin reaction zone
where the reactants enter in stoichiometric proportion, which separates the cold fuel and
oxidizer streams. This is also a well documented problem [17, 18, 19, 20], and an important
configuration in engineering applications.
Finally, practical combustion applications may include configurations that are mixtures
of premixed and non-premixed flames. This situation, known as a partially premixed flame,
is most common in more complex 2D and 3D flows. Here, non-trival flows or turbulence
can cause local extinction of a flame before the fuel and oxidizer has been fully consumed,
create interfaces between the mixed reactants and the pure fuel and oxidizer streams, and
otherwise form flames which have features of both premixed and diffusion flames. The study
of these partially premixed flames is also extensive [21, 22].
1.3 Edge flames
Introducing an additional spatial dimension, one flame structure we can consider is the edge
flame. This is a canonical two dimensional (2D) system consisting of a diffusion flame, which
propagates into (or retreats out of) a cold mixing layer of fuel- and oxidizer-streams. Along
the mixing layer, where the fuel and oxidizer are in stoichiometric proportions, the flame
acts very much like a planar premixed flame, propagating along the “premixed” surface. A
flame advancing into the cold mixing layer may develop two additional premixed “wings,”
one fuel-rich and one fuel-lean, leading to the structure sometimes being named a triple- or
tribrachial-flame [12]. This structure is apparent in jet flames [23, 24, 25, 26] where it has
been shown to be related to flame standoff distance or blowoff conditions, and is present in
turbulent combustion where the growth or repair of holes in turbulent flame sheets [27, 28]
may be modeled by an edge flame.
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Two configurations have been widely used to study edge flame structure and response,
each with advantages and disadvantages. First, an edge flame may be established behind a
splitter plate separating free streams of fuel and oxidizer [10, 29, 30, 13]. This configuration
is particularly useful for finding the standoff distance of lifted flames, determining the onset
of instabilities such as time-dependent oscillations, and for studying of the effects of thermal
expansion [31, 32]. However, this setup supports stationary flames only with positive flame
speeds at low strains [33], and thus an interesting branch of stationary retreating edge flames
is inaccessible here.
Second is the strained counterflow configuration, where a flame can exist midway be-
tween opposing streams of fuel and oxidizer [11, 34, 35, 36, 37]. By attaching the frame of
reference to the edge front of the reacting structure, and providing the necessary upstream
boundary data, a steady edge flame can be established with either a positive or negative
propagation speed. This method works well in the thermodiffusive limit, where the underly-
ing flow is decoupled from thermal expansion. However, the density variation characteristic
of a real flame induces a flow displacement, which couples to both the upstream velocity
and pressure distribution. For an advancing flame, one needs only provide upstream bound-
ary data of the cold mixture, and this flow displacement effect can be incorporated easily
into the outlet boundary conditions. For stationary and retreating flames in the counter-
flow configuration, this flow displacement mismatch between the upstream and downstream
boundaries can no longer be reconciled, and thus the branch of stationary retreating edge
flames remains inaccessible.
Several studies have been developed which place the edge flame in a non-uniformly
strained flow. The first of these places the flame in a uniformly strained counterflow con-
figuration with the addition of a vortex dipole ahead of the flame [38, 39]. The additional
transverse stress generated by the vortices cause a local extinction of the flame front, and
thus force the flame to remain stationary. Another considers an axisymmetric opposing jet
flame, which forms an annular nonpremixed flame [40, 41, 42, 43], where regions of high
strain near the origin may partially extinguish the diffusion flame, and allow access to a
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stationary high-strain retreating edge flame.
A second configuration places the flame between two misaligned opposing jets of fuel and
oxidizer, which results in a spatially-varying strain rate. This setup is studied experimentally
by Ronney et al. [44, 45], where flame speed measurements were obtained for unsteady,
retreating edge flames. This offset jet configuration was generalized by introducing a mass
sink at the convergence point of the misaligned inlets, allowing control of the radial velocity of
the underlying flow [46]. This provides a computational domain with access to a continuum
from low-strain flow, with support for advancing edge flames, to a region of high-strain
flow near the convergence point of the inlets, which is capable of supporting a stationary
retreating edge flame. This arrangement is further capable of accounting for the affect of
flow displacement due to thermal expansion in a systematic way.
1.4 Research objective
The characteristics of stationary, retreating edge flames with strong hydrodynamic coupling
have been unexplored in typical canonical edge flame configurations. The present work
introduces a new configuration capable of establishing these retreating edge flames, and
parameterizing the edge flame response to changes in transverse strain rate and fuel-oxidizer
composition. We expand upon the misaligned jet configuration of Ronney et al. by orienting
the jets in a wedge-like configuration of opposing fuel and oxidizer inlets, producing a non-
uniformly strained counterflow with a fuel-oxidizer mixing layer along the mid-plane of the
wedge. A mass sink is introduced at the wedge apex creating two regions of flow with
opposing directions. This addition allows access to regions of positive and negative flow
speeds, and thus provide access to stationary advancing and retreating edge flames within a
region of varying strain rate (decreasing away from the wedge apex).
We first show the details of the hydrodynamics of the wedge-sink configuration, and
introduce a method to compensate for the flow displacement generated by thermal expan-
sion in the computational domain. To better understand the broad aspects of an edge flame
5
in the wedge-sink configuration, we first consider edge flames with a simple one-step global
chemistry model and Fickian, constant-coefficient diffusivity. We consider both the thermo-
diffusive limit and hydrodynamically-coupled flow. We discuss the particular choices for the
configuration geometry and identify desirable scalings for the hydrodynamics and edge flame
structure. A speed-strain relationship is introduced to generalize the edge flame behavior
for different material properties and stoichiometric ratios, in both the low- and high-strain
regimes. Here, we introduce a relationship which describes the propagation speed of retreat-
ing edge flames as a function of the strain rate and the spatial variation of the strain rate,
providing a method to predict the speed of a retreating edge flame.
Subsequently, we extend this analysis to edge flames with a detailed chemical and trans-
port model. We first consider an edge flame with ethylene (C2H4) and air at stoichiometric
proportions, with combustion modeled with the USC Mech II reduced skeletal mechanism [9]
and a mixture-averaged diffusivity transport model. The analysis of the detailed chemistry
edge flame is limited to hydrodynamically coupled flow, and the speed-strain relationship is
discussed to generalize the edge flame behavior for different incoming fuel and oxidizer ratios.
We also consider the characteristic invariants and eigenvectors of the strain-rate tensor and
other quantities to identify useful features for specifying the position of the flame front, the
direction of flame propagation, and to further the understanding of the hydrodynamics near
the edge flame front. Finally, we characterize the flow circulation near the premixed fuel-
rich and -learn wings of the ethylene–air edge flame, which act as distributed vortex dipoles.
The description of the circulation near the flame front is a novel result, and is an essential
feature for edge flame models using a thermodiffusive approximation whose accuracy may
be improved by the introduction of artificial dilatation and vorticity dipoles near the flame
front, whose characteristics are described by the present results.
6
CHAPTER 2
EDGE FLAME FORMULATION1
We introduce the wedge-sink configuration that forms a non-uniformly strained counterflow,
which will later be used to establish an edge flame. The details of this configuration have been
published previously [46]. We introduce the system of advection-diffusion-reaction governing
equations describing this flow and the edge flame, and perform a non-dimensionalization
of the equations. The details of the boundary conditions are discussed, with additional
attention given to the outlets, which admit natural stress boundary conditions. These natural
boundary conditions require additional data that we obtain from a series approximation using
a stream function formulation for a constant density flow. The boundary data obtained this
way requires modification in the context of a hydrodynamically-coupled edge flame due to
the presence of density variation, and the details of this boundary stress modification are
provided.
2.1 Flow configuration
Fig. 2.1 shows a schematic of the wedge-sink flow configuration, which generates a non-
uniformly strained counterflow using two misaligned inlets with a half-angle α offset, in-
dicated by the black dashed lines. Oxidizer and fuel enter with normal velocity U0 and
temperatures TO,u and TF,u through the top and bottom inlets, respectively. The mass frac-
tion of the unburned fuel and oxidizer streams are YO,u and YF,u, and are typically diluted
with with an inert gas (e.g. N2) to obtain the desired stoichiometric ratio. A mass sink is
positioned at the apex of the wedge with strength m. This configuration naturally admits a
polar coordinate system, with origin at the wedge apex, r in the radial direction away from
the sink, and ϕ in the azimuthal counter-clockwise direction.
In the absence of the mass sink, this wedge configuration would force all streamlines
1This chapter is published in Combustion and Flame, Volume 211, B. Shields, J. B. Freund, C. Pantano,
Stationary edge flames in a wedge with hydrodynamic variable-density interaction, pages 347–361 (2020).
Copyright Elsevier 2019.
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entering through the inlets to progress in the direction of the wedge opening, admitting only
right-going flow. The addition of a sink introduces a stagnation point at r0 indicated by the
open circle, and an accompanying separatrix indicated by the dashed line passing through
the stagnation point, which separates streamlines exiting through the left outlet at r1 from
those leaving through the right outlet at r2. This provides access to regions of positive and
negative flow speeds, and thus a flame placed in the strained mixing layer may experience
either positive or negative propagation speeds. The distance of the opposing inlets generates
a varying transverse strain rate, decreasing in the direction of the wedge opening.
α
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Figure 2.1: Schematic of the wedge-sink configuration.
2.2 Governing equations
The evolution of a steady state edge flame obeys the reactive zero-Mach-number Navier-
Stokes equations, which describe the balance of advection, diffusion, and reaction, given
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by
ρ~u · ∇~u = −∇p+∇ · (µ∇~u) , (2.1)
∇ · (ρ~u) = 0, (2.2)
ρcp~u · ∇T = ∇ · (λ∇T )−
(∑
k
~jkcp,k
)
· ∇T −
∑
k
hkWkω˙k, (2.3)
ρ~u · ∇Yk = −∇ ·~jk +Wkω˙k, (2.4)
p0 = ρRT/W¯ , (2.5)
where ρ is density, ~u is velocity, p is pressure, T is temperature, Yk is the mass fraction of
species k, and I is the identity tensor. The parameter µ is viscosity, cp is the specific heat at
constant pressure, λ is thermal conductivity, ~jk is the diffusion flux of species k, cp,k is the
partial specific heat capacity of species k, hk is the enthalpy of species k, Wk is the molecular
weight of species k, p0 is the background pressure, R is the gas constant, and W¯ is mean
molecular weight. The details of the chemical source term ω˙ and the diffusion flux ~j depend
on the choice of species and on the chemistry model; these are discussed in Chapter 4 for
simple one-step chemistry and Chapter 5 for a detailed ethylene-air mixture.
2.3 Non-dimensionalization
Because we are interested in analyzing the behavior of edge flames as a function of many
different parameters, strain rate, stoichiometry, mass diffusivity, etc., we non-dimensionalize
the equations. We first introduce a characteristic length scale of the domain given by the
radial distance from the wedge apex to the stagnation point r = r0 and a characteristic
velocity given by the inlet boundary-normal velocity magnitude u0. We define the following
non-dimensional quantities
~u = u0~u
′, p = ρ0 u20 p
′ θ =
T − Tst
Tad − Tst , ∇ =
1
r0
∇′,
ρ = ρ0ρ
′, cp = cp,0c′p, cp,k = cp,0c
′
p,k, λ = λ0λ
′,
~jk = ρ0u0~jk
′, Wk = W0W ′k, ω˙k = ω˙0ω˙
′
k, hk = cp,0(Tad − Tst)h′k,
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where Tad refers to the temperature rise owing to heat release, Tst is a reference cold tem-
perature, and the subscript 0 indicates a reference quantity for non-dimensionalization. The
specification these quantities depends on the choice of species and on the chemistry model,
and will be discussed later.
We first introduce these non-dimensional quantities into the momentum and continuity
equations, Eqs. (2.1) and (2.2), with the prime notation dropped for simplicity, giving
ρ~u · ∇~u = −∇p+ 1
Re
∇ · (µ∇~u), (2.6)
∇ · (ρ~u) = 0, (2.7)
where the Reynolds number is
Re =
ρ0r0u0
µ0
.
The energy and species conservation equations become
ρcpu · ∇θ = 1
RePr
∇ · (λ∇θ)−
(∑
k
~jkcp,k
)
· ∇θ −Da
∑
k
hkWkω˙k, (2.8)
ρu · ∇Yk = −∇ ·~jk + Da Wkω˙k. (2.9)
where
Pr =
cp,0µ0
λ0
, Da =
ω˙0W0r0
ρ0u0
,
are the Prandtl number and Damkho¨ler number, respectively.
2.4 Boundary conditions
To close the system of governing equations, Eqs. (2.6)-(2.9), we describe boundary conditions
sketched in Fig. 2.1. This includes Dirichlet boundary data at the inlets for fuel YF,u and
oxidizer YO,u, both at cold stoichiometric temperature Tst (θ = 0). The spatial discretization
of Eqs. (2.6)-(2.9), discussed in detail in Section 3.1, introduces natural boundary terms at
the domain outlets which require closure. For the natural boundary conditions of the scalar
conservation equations, we choose homogeneous Neumann boundary conditions, given by
nˆ · ∇YF = nˆ · ∇YO = nˆ · ∇θ = 0, (2.10)
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where nˆ is the boundary unit normal vector.
The velocity boundary data at the inlets is known exactly, given by the superposition
of the inlet-normal velocity un · nˆ = −1, and the velocity generated by the mass sink
uτ = −m/(Re r), where un and uτ are the normal and tangential components of velocity,
respectively. Finally, a natural boundary condition for stress is introduced at the outlets,
which is decomposed into a normal stress component
nˆ
(
pI − 1
Re
∇u
)
= g, (2.11)
and a zero tangential stress component
τˆ · 1
Re
∇~u = 0, (2.12)
where τˆ denotes the boundary unit tangent vector. Thus, to close the Navier-Stokes equa-
tions, the boundary-normal stress at the outlets g must be provided.
2.5 Asymptotic series solution
For the purpose of determining the necessary boundary stress data, we introduce an analytic
approximation for the wedge-sink configuration shown in Fig. 2.1. Using a stream function-
vorticity formulation in cylindrical coordinates, we can express the velocity as
ur =
1
r
∂ψ
∂ϕ
, uϕ = −∂ψ
∂r
, (2.13)
for stream function ψ. The vorticity ω obeys the 2D vorticity transport equation
ur
∂ω
∂r
+
uϕ
r
∂ω
∂ϕ
=
1
Re
∇2ω. (2.14)
The system of equations is closed by relating the stream function ψ to the vorticity by
ω = −∇2ψ. (2.15)
We consider a symmetric half-angle wedge domain, with boundaries along the centerline
ϕ = 0 and at the opening half-angle α. Using symmetry along the centerline, we have zero
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penetration and zero shear stress boundary conditions, given by
uϕ(r, 0) = 0, (2.16)
τrϕ(r, 0) =
1
Re
(
1
r
∂ur
∂ϕ
+
∂uϕ
∂r
− uϕ
r
)
= 0. (2.17)
At the inlet, we have normal inflow and a radial velocity component due to the mass sink
at the origin, giving boundary conditions
uϕ(r, α) = −1, ur(r, α) = −m/(Re r). (2.18)
We rewrite these boundary conditions in terms of ψ and ω as
∂ψ
∂r
(r, 0) = 0,
∂2ψ
∂ϕ2
(r, 0) = 0, ω(r, 0) = 0, (2.19)
∂ψ
∂r
(r, α) = 1,
∂ψ
∂ϕ
(r, α) = −m/Re. (2.20)
Vorticity boundary conditions can be derived from Eq. (2.15) along the inlet, given by
ω(r, α) = −1
r
− 1
r2
∂2ψ
∂ϕ2
∣∣∣∣
ϕ=α
. (2.21)
In Eq. (2.21), the second derivative component is an effect of flow curvature along the
boundary. It is not known a priori, and must be determined subsequently as a solution
parameter.
We are interested in finding solutions to Eqs. (2.14) and (2.15) to provide the needed
stress boundary data for the full system. However, an exact analytic solution of this reduced
system is not known. Rather, we consider an asymptotic expansion of the functions ψ and
ω in powers of r, given by
ψ = −m ϕ Re−1 + rψ1(ϕ) + r2ψ2(ϕ) + · · · , (2.22)
ω = r−1ω−1(ϕ) + ω0(ϕ) + · · · . (2.23)
In Eq. (2.22), a sink solution with strength m/Re is superposed, and care is taken to ensure
consistent powers of r between Eqs. (2.22) and (2.23), which are related by a second derivative
on r by Eq. (2.15). We expect this solution to remain accurate for small values for the
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Reynolds number, near the Stokes limit, which is sufficient for providing the needed boundary
data. The strength of the mass sink is not known, but it acts to draw streamlines from
the inlets towards the apex of the wedge, resulting in regions of both left- and right-going
flow. It is useful to prescribe the location of the separatrix separating these left- and right
going regions of the flow, which can be accomplished by prescribing the location of the flow
stagnation point, which we choose to set at r = 1, or ur(r = 1, ϕ = 0) = 0. This constraint
determines the strength of the mass sink m.
With this system of stream function and vorticity equations, and solutions expanded in
powers of r, we substitute the expanded solutions into the governing equations Eqs. (2.14)-
(2.15) and boundary conditions Eqs. (2.19)-(2.20), and collect powers of r. This establishes
a series of recursive boundary value problems, with leading order equations
(m− 1)ω−1 − ω−1′′ = 0, (2.24)
ψ1 + ψ1
′′ = −ω−1, (2.25)
Re−1ω0′′ = −ω−1ψ1′ − ω−1′ψ1, (2.26)
4ψ2 + ψ2
′′ = −ω0, (2.27)
and with boundary conditions
ω−1(0) = 0, ω−1(α) = −1− c1, ψ1(0) = 0, ψ1(α) = 1, (2.28)
ω0(0) = 0, ω0(α) = −c2, ψ2(0) = 0, ψ2(α) = 0, (2.29)
ψ1
′(α) = ψ2
′(α) = · · · = 0. (2.30)
where c1 and c2 are the terms associated with flow curvature along the inlet boundary
discussed previously, given by
ψ′′1(α) = c1, ψ
′′
2(α) = c2. (2.31)
The leading-order solution is
ψ1(ϕ) =
m− 1− c1
m
csc(α) sin(ϕ) +
1 + c1
m
csch
(
α
√
m− 1 ) sinh (θ√m− 1 ) , (2.32)
13
ω−1(ϕ) = −1 + c1
2
exp
[
(α− ϕ)√m− 1 ][
1− exp (2ϕ√m− 1 )] [1− coth (α√m− 1 )] , (2.33)
where c1 is determined by Eq. (2.30),
c1 =
(m− 1) cot(α) +√m− 1 coth (α√m− 1)
cot(α)−√m− 1 coth (α√m− 1) , (2.34)
and m is determined by enforcing the position of the stagnation point, as discussed. While
the leading-order solution can be expressed analytically, subsequent terms tend to require
numerical integration, and are not shown here.
We can further express the pressure as an expansion in powers of r and ln(r), given by
p = − m
2
2(Re r)2
+ r−1p−1(ϕ) + p0(ϕ) + · · ·+ ln(r)[r−1p∗−1(ϕ) + p∗0(ϕ) + · · · ], (2.35)
where p is consistent with the Navier-Stokes equations, Eq. (2.6). We find that the only non-
trivial ln(r) component in Eq. (2.35) is p∗0(ϕ). We typically retain two expansion terms in the
numerical simulations, and we find that for moderately large Reynolds numbers (Re ∼ 500),
retaining additional terms in the series expansion does not lead to improvements of the
approximate solution. For these cases, only a single term is retained, and solutions above
Re = 400 are not considered. Finally, boundary data for the outlet stress, g, can be evaluated
by substituting the velocity and pressure fields obtained from the approximate solution along
the desired boundaries into Eq. (2.11), giving the approximate stress gseries(r, ϕ). The sink
strength m, solved as a parameter of the series solution, is also used to set the boundary-
tangent velocity components along the inlets in the full system.
A comparison between the asymptotic expansion with two terms and the numerical
solution using the resulting boundary-stress data is shown in Fig. 2.2. The agreement is
quite good for the relatively low Reynolds number (Re = 10) considered here, with only a
small disagreement in pressure along the center of the domain.
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Figure 2.2: Comparison of series solution (red and green) with the corresponding numerical
solution (black and blue), for α = 9◦, Re = 10, r1 = 0.5 and r2 = 4. Arrowed curves indicate
streamlines and curves indicate isobars.
2.6 Effect of heat release on the boundary stress
In the thermodiffusive limit, where the flow is decoupled from the density variation generated
by the flame, the boundary-normal stress given in Eq. (2.11) can be approximated by the
series solution gseries(r, ϕ), described in the previous section. However, for hydrodynamically-
coupled edge flame solutions, two additional features of the flow must be accounted for. First,
the boundary stress provided by this method assumes a constant-density flow, and in the
presence of a hydrodynamically-coupled edge flame, this is no longer true. The boundary
stress provided by this method will be incorrect at boundaries near the trailing diffusion
flame, where density gradients are present. Second, the presence of the flame within the
domain acts as a mass source to the flow due to thermal expansion. This feature introduces
an additional flow displacement, which the stream-function solution does not account for,
and thus further reduces the accuracy of the boundary data. This motivates an adjustment
to the boundary stress data g to correct for these two effects.
The boundary adjustment strategy begins with noting that the flow which appears far
ahead of the flame should be independent of the existence of a flame. One may consider
a flame anchored far to the right in the wedge-shaped domain, in a region of low strain;
this flame should have no effect on the flow far to the left, in regions of high strain. We
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may enforce this as an additional boundary constraint by requiring that the left outlet,
where the flow is expected to be cold, should match the flow of an auxiliary inert flow at
the same location. We expect, then, that the boundary-normal stress at this cold outlet
should be consistent with that provided by gseries. However, we must introduce an additional
free parameter to admit this new constraint. This is introduced as a modification to the
boundary stress at the opposing outlet, which is already known to be inaccurate due to the
presence of the trailing diffusion flame, given by
g(r, ϕ) = gseries(r, ϕ) + C, (2.36)
where C is an unknown constant to be determined. The modification constant C is deter-
mined iteratively for each edge flame solution using successive linear extrapolation to recover
the “cold” flow velocity given by the auxiliary inert solution. The result of this adjustment
is shown in Fig. 2.3, where the black curves indicate values along the centerline ϕ = 0 for a
thermodiffusive flame solution, and the red curves are the corresponding hydrodynamically-
coupled flame solutions after the boundary modification. The left column in Fig. 2.3 shows
retreating flames with rc = 0.9 and the right column is an advancing flame with rc = 2.75.
Fig. 2.3 demonstrates the boundary adjustment correctly matching the outlet velocity
ur at the left boundary to the corresponding inert mixing layer solution (the same flow
underlying the thermodiffusive flame solution). This process acts to match the pressure at
the left boundary as well, although for retreating flames, the effect of density variation near
the outlet restricts the accuracy of this matching process, and the pressure gradient does not
match exactly. The normal stress adjustment at the right outlet results in an overall increase
in the velocity of hot product leaving the right boundary, and decrease to the pressure, over
the cold mixing layer solution.
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Figure 2.3: Temperature, radial velocity, and pressure along the centerline ϕ = 0 for ther-
modiffusive flame solutions (black) and hydrodynamically coupled flame solutions (red).
The left figures show a retreating flame anchored at rc = 0.9 and the right figures show an
advancing flame anchored at rc = 2.75.
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CHAPTER 3
NUMERICAL METHODS
The governing equations given by Eqs. (2.5)-(2.9) describe a non-linear boundary value
problem, closed by the boundary conditions defined in Fig. 2.1. The continuous governing
equations are discretized using the finite element method, implemented using the deal.II
finite element library package [47]. This library implements adaptive mesh refinement, and
parallel computing built on the p4est library package [48]. The details of the flame anchoring
equation, which is introduced as an eigenvalue problem, are discussed. Due to the difficulty
of initializing a hydrodynamically-coupled edge flame at a sufficiently large Reynolds num-
ber, this initialization is broken down into steps which are discussed below. First, the
initialization of a thermodiffusive flame is discussed, followed by a homotopy transformation
over the state equation towards variable density, and solution continuation over Reynolds
number. Then the details of the non-linear Newton iterator and the GMRES method for
solving the linear system are provided. We discuss the details the adaptive mesh refinement,
and continuation of the edge flame solution to anchor the flame in different regions of the
computational domain. Finally, the steps for obtaining a hydrodynamically-coupled flame
with the corrected boundary stress and continuing the converged solution are illustrated in
Fig. 3.3.
3.1 Spatial discretization
The system of governing equations is spatially discretized using the finite element method,
where the species and temperature fields are discretized using a standard Galerkin projec-
tion, where the test and interpolation functions are Lagrangian Q2 polynomial functions.
The velocity and pressure interpolation functions and their corresponding test functions are
Taylor–Hood elements [49], using Lagrangian Q2 polynomial elements and discontinuous
Legendre dQ1 elements, respectively. Using this set of test and interpolation functions, a
weak formulation for the governing equations is introduced. The weak formulation of the
18
energy is
(ϕi, ρcp~u · ∇ (ϕjθj))Ω −
1
RePr
(ϕi,∇ · (λ∇ϕjθj))Ω +(
ϕi,
[∑
k
~jkcp,k
]
· ∇ϕjθj
)
Ω
+ Da
(
ϕi,
∑
k
hkWkω˙k
)
Ω
= 0, (3.1)
where (a, b)Ω indicates the inner product over the domain Ω, ϕ indicates both the test and
interpolation functions, and θi indicates the temperature unknowns to be determined. While
ω˙ is expressed as an a constant in Eq. (3.1), in actuality it is a non-linear function which
depends on the values of the temperature and species concentrations. One limitation of the
weak formulation as expressed in Eq. (3.1) is that it imposes minimum polynomial order of
2 on the test and interpolation functions due to the diffusion term. This requirement can be
relaxed by using Stokes theorem to reduce the derivative order
(ϕi,∇ · (λ∇ϕjθj))Ω = − (∇ϕi, λ∇ϕjθj)Ω + (ϕi, nˆ · (λ∇ϕjθj))∂Ω , (3.2)
where ∂Ω is the domain boundary and nˆ is the unit normal vector to the domain boundary.
This transformation reduces the required polynomial order of the test and interpolation
functions by one, at the cost of enforcing an additional natural boundary condition. This
is repeated for the fuel and oxidizer conservation equations. Note that the scalar field
boundary conditions described in Section 2.4 are given as either Dirichlet conditions at the
inlets, where the solution weights and interpolation functions are omitted, or homogeneous
Neumann conditions at the outlets, where boundary-normal gradient is zero. Thus, the
natural boundary term in Eq. (3.2) is trivial along the full boundary ∂Ω for the scalar
conservation equations.
The weak forms of the Navier-Stokes and continuity equations are combined as
(~ϕi, ρ~ϕjuj · ∇ ~ϕkuk)Ω + (~ϕi,∇qipi)Ω −
1
Re
(~ϕi,∇ · (µ∇~ϕjuj))Ω−
(ϕpi , ~ϕjuj · ∇ρ)Ω − (ϕpi , ρ∇ · ~ϕjuj)Ω = 0, (3.3)
where ~ϕ indicates the test and interpolation functions for the velocity field, and ϕp indicates
the test and interpolation functions for the pressure scalar field. The pressure gradient in the
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Navier-Stokes equations imposes a minimum polynomial order of one on ϕp, and the viscosity
term imposes a minimum polynomial order of two on ~ϕ. We again apply Stokes theorem
to the viscosity term to reduce the required polynomial order, and we can similarly apply
this procedure to the pressure term. In the latter case, this does not reduce the minimum
required polynomial order, but it will relax the necessary boundary data which must be
provided by introducing an additional weak boundary condition. The weak formulation of
the Navier–Stokes and continuity equation is then
(~ϕi, ρ~ϕjuj · ∇ ~ϕkuk)Ω − (∇ · ~ϕi, qjpj)Ω +
1
Re
(∇~ϕi,∇~ϕjuj)Ω−
(qi, ~ϕjuj · ∇ρ)Ω − (qi, ρ∇ · ~ϕjuj)Ω =
1
Re
(~ϕi, nˆ · (µ∇~ϕjuj))∂Ω − (nˆ · ~ϕi, qjpj)∂Ω . (3.4)
The boundary terms in the right-hand side can be combined to a single weak boundary
condition on the boundary-normal stress
g = nˆ ·
(
pI − µ
Re
∇u
)
, (3.5)
where g is the boundary stress, I is the identity matrix, and µ is the non-dimensional
viscosity. For the purpose of providing approximate boundary data, we assume constant
viscosity µ = 1 in Eq. (3.5). The boundary data g needs to be provided, here using the
auxiliary stream function series solution, as described in Section 2.5.
3.2 Anchoring condition
The wedge-sink configuration is chosen such that an edge flame placed in the domain may
remain stationary – the propagation speed of the flame being balanced by the counterflow
and sink. The solution of the boundary value problem can be seen as that of determining
the position of the edge flame as a function of reaction rate(s) of the mixture, or vice versa.
It turns out that it is more convenient to solve for the reaction rate as a function of the
flame position. Thus, an additional condition must be enforced to prescribe the position of
the flame interface, termed the flame “tip”.
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The specific definition of the flame tip is arbitrary, but one can use the physical char-
acteristics of the edge flame to choose a useful definition. First, the propagation speed of
an edge flame is fastest along the stoichiometric surface, and indeed combustion is localized
around a region close to Z = Zst. Second, the chemical reaction must proceed fastest in
temperatures between Tst where the reaction rate is infinitesimally small, and Tad where
most of the fuel and oxidizer has already been consumed. Thus, we define the flame tip at
some prescribed distance rc by
θ(rc, φc) = θc, Z(rc, φc) = Zst, (3.6)
where φc is an angular coordinate determined implicitly by the above anchoring condition,
and θc is target anchoring temperature. Fig. 3.1 shows the iso-contours defined by Eq. (3.6),
whose intersection defines the flame tip.
Figure 3.1: Anchoring condition describing the flame tip at the intersection of the stoi-
chiometric surface (dashed) and the θc isotherm (solid). The color field shows temperature
production rate for a stoichiometric ethylene-air flame.
3.3 Solution initialization
When considering the spatially discretized system of governing equations, it is difficult to
generate an initial guess for the non-linear iterator which will successfully converge. This is
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a particularly difficult challenge to overcome when the solution is hydrodynamically coupled,
as the dilatation and vorticity effects induced by the flame are unknown a priori. Rather
than attempting to initialize a fully hydrodynamically coupled solution, it is preferable to
initialize a solution in the thermodiffusive limit and use continuation iteratively towards a
variable-density solution, since the thermodiffusive edge flame is easier to approximate by a
truncated one dimensional diffusion flame.
Thus, we begin the solution initialization by first solving an inert mixing layer in the
computational domain. This provides two useful quantities: first, we can evaluate the trans-
verse strain rate at any point along the centerline of the domain. This strain rate is used to
inform the strain of an auxiliary 1D diffusion flame, which will act as our guess for the initial
flame. Second, the inert mixing layer provides a good initial guess for the scalar fields in the
cold regions of the flame solution. In the thermodiffusive limit, the velocity and pressure
fields are independent of the flame state, and it is sufficient to solve this background flow
once, as it does not need to be updated with the thermodiffusive (constant density) flame.
We can initialize a 1D diffusion flame using the strain rate measured from the inert
mixing layer solution. The only requirement for this 1D solution is that we choose an initial
reaction rate, given by Da, which is sufficiently large as to prevent the diffusion flame from
extinguishing. This 1D solution provides temperature data θ(x) and species data yk(x). We
then blend this 1D diffusion flame data into the 2D cold mixing layer according to
yk(r, ϕ) =
1
2
[
ycoldk (r, ϕ) erfc(r − rc) + y1Dk [r sin(ϕ)] erfc(rc − r)
]
, (3.7)
θk(r, ϕ) =
1
2
θ1D[r sin(ϕ)] erfc(rc − r), (3.8)
where the superscript “cold” indicates the 2D inert mixing layer solution, the superscript
“1D” indicates the diffusion flame solution, and erfc() is the complementary error function.
This is followed by a second-order backwards difference pseudo-time-marching scheme, which
is used only to accelerate the convergence of the subsequent steady-state solution.
It is often the case that a good initial guess for the reaction rate is not known while
performing time marching, and thus the eigenvalue problem to determine Da via that an-
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choring equation may lead to non-convergence of the system. In these cases, it is useful to
omit the eigenvalue problem from the system of governing equations, and assume a fixed
value of Da. However care must be taken to ensure that the edge flame does not advance out
of the domain while time marching, which may occur either if the initial fixed reaction rate
is too small and the flame is blown off, or if it is too large and the flame advances enough to
fill the whole domain as a diffusion flame. Rather than requiring a very good initial guess for
Da, we instead choose to initialize the flame by setting a very large initial Da, and quenching
the chemistry in the high-strain region of the domain using a mollifier defined by
f = 0.5 erfc((rc − 1)/δr)Ω˙, (3.9)
where δr is the thickness of the transition zone to the quenched state. This suppresses
reaction in the high-strain region of the domain (r < rc), and acts to anchor the flame
during the time marching iteration, even while the desired value of Da is not well known.
After time marching, we solve the steady system of governing equations with the mollified
reaction rate, and finally we disable the mollifier and re-introduce the anchoring equation to
determine the value of Da required to anchor the flame tip at r = rc. After the convergence
of a steady state solution, the thermodiffusive edge flame initialization is complete, and for
the purpose of analyzing edge flames without the effects of thermal expansion, no further
steps are necessary.
To solve for a hydrodynamically-coupled flame, this thermodiffusive solution acts as an
initial guess, and we introduce a homotopy transformation over the state equation given by
1
ρ
= (1− ζ) + ζ 1 + αh(θ − 0)
1− αh , (3.10)
where ζ is termed the homotopy parameter. We begin by solving the system of governing
equations with ζ = 0, corresponding to the constant-density limit (ρ = 1). Then, by
incrementing the value of ζ towards unity and continuing the non-linear iteration, we can
smoothly approach the hydrodynamically coupled solution.
We find also that solutions with large values of Re, where the effect of diffusion is
small, are also difficult to successfully initialize. Thus, we begin the initial solution at a low
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Re = 10, and continue this solution iteratively towards a larger target Re. This continuation
over Reynolds number can be performed simultaneously with the homotopy transformation,
and it proves beneficial to do so. The increase in thermal expansion that accompanies
the homotopy transformation results in a thickening of the flame, which may be balanced
somewhat by the simultaneous increase in Re which acts to decrease the thickness of the
flame, resulting in a smaller overall change to the dimensions of the flame. This acts to
provide a better initial guess for each subsequent homotopy step, and better performance
of the non-linear iterator. Care must be taken while adjusting Re that the appropriate
boundary data, generated using the target Reynolds number, is provided.
Finally, after an initial hydrodynamically-coupled, anchored flame is established, the
boundary adjustment described in Section 2.4 can be applied. The initial solution may be
solved by assuming the stress adjustment factor C is zero, this may then be perturbed,
and the solution updated. This provides two points, with corresponding outlet velocities,
which may then be extrapolated toward the target left outlet velocity, known from the inert
mixing layer solution. This extrapolation may be iterated to accurately match the target
outlet velocity, as the relationship between the C and the outlet velocity is non-linear.
3.4 Non-linear iteration
A Newton method is used to iterate over the initial guess towards a converged solution of
the discretized system. The Newton method is expressed in terms of a delta formulation as
Jδ~x = −~F , (3.11)
where ~δx is an update to the discretized solution vector ~x, ~F is the system of discretized
governing equations (~F = 0 being the sought solution), and J is the Jacobian of F . By
iterating Eq. (3.11) and updating the solution according to ~xn+1 = ~xn + ~δx, the system of
governing equations will be approximately satisfied. The non-linear system of equations can
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be expressed in terms of individual governing equations and scalars as
∂Fθ,i
∂θj
∂Fθ,i
∂yk,j
∂Fθ,i
∂uj
∂Fθ,i
∂pj
∂Fθi
∂Da
∂Fyk,i
∂θj
· · ·
∂FNS,i
∂θj
· · ·
∂FC,i
∂θj
· · ·
∂FA
∂θj
· · ·


δθj
δyk,j
δuj
δpj
δDa

= −

Fθ,i
Fyk,i
FNS,i
FC,i
FA

, (3.12)
where Fθ is the weak form of the energy equation given by Eq. (3.1), Fyk is the conservation
equation for the k-th species, FNS is the momentum equation, FC is the continuity equation,
and FA is the anchoring equation. The subscript i indicates the i-th test function, while j
indicates the j-th interpolation function.
We note first that the anchoring equation FA is a scalar equation given by Eq. (3.6)
given by
FA = θ(rc, ϕc)− θc = 0, (3.13)
which constrains the reaction rate Da. This function depends only explicitly on the temper-
ature field θ, and thus the only non-zero entries in the final row of J correspond to
∂FA
∂θj
=
∂θ(rc, ϕc)
∂θj
− ∂θc
∂θj
=
∫
Ω
δ(r − rc, ϕ− ϕc)ϕj(r, ϕ) dA, (3.14)
where δ is Dirac delta. We further simplify the Jacobian matrix by assuming that the density
ρ is independent of temperature θ and species composition yk. This allows many terms in
Eq. (3.12) to be neglected, which accelerates the convergence of the subsequent linear solve,
while introducing only a minor performance reduction to the overall non-linear iteration
convergence. The Jacobian can then be simplified to
J =

∂Fθ,i
∂θj
∂Fθ,i
∂yk,j
0 0
∂Fθi
∂Da
∂Fyk,i
∂θj
∂Fyk,i
∂yk,j
0 0
∂Fyk,i
∂Da
0 0
∂FNS,i
∂uj
∂FNS,i
∂pj
0
0 0
∂FC,i
∂uj
0 0
∂FA
∂θj
0 0 0 0

, (3.15)
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where the energy and species conservation equations are fully coupled to the temperature and
species concentrations by the reaction source term, and the Navier–Stokes and continuity
equations form the typical saddle point problem.
3.5 Linear system solver
The linear system of equations given by Eq. (3.12) is solved for each Newton iteration using
a restarted GMRES method [50]. The unmodified system of discretized equations is very
stiff, particularly when considering large reaction rates Da, or small viscosities µ (large Re),
and the GMRES linear solver does not perform well in these cases. To alleviate this, we
employ a left preconditioning strategy, given by
P−1J ~δx = P−1 ~F , (3.16)
where P−1 is approximated using an algebraic multigrid method [51]. This preconditioner
matrix P is constructed using a simplified version of the Jacobian matrix J, where the
Reynolds number is assumed to be small, typically set to Re = 10, and the pressure gradient
is assumed to be negligible ∇p = 0. This acts as a viscous preconditioner, and improves
convergence for system with larger Reynolds numbers. The second modification alleviates
the stiffness imposed by large density gradients near the flame tip, which induces large local
dilatation near the flame tip, and subsequent pressure gradient. Care must be taken when
assuming ∇p = 0, as the saddle-point structure of the Navier–Stokes system implies that
this will result in a singular matrix. Thus, this modification is accompanied by the addition
of a pressure mass matrix,
(
ϕpj , ϕ
p
i
)
Ω
to the diagonal term of the continuity equation, which
ensures solvability of the system.
Finally, the solution update provided by the converged linear solver may overshoot the
root being sought by the non-linear iteration. This is avoided by implementing a boot-
strapped line-search method [52]. For this, we introduce a convergence criteria based on the
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ratio of the updated system residual to the initial system residual, given by
σ =
‖~F n+1‖
‖~F n‖ , (3.17)
where the initial solution states are compared, δ~xn+1 = δ~xn = 0. If the solution update
would result in an increase in the residual of the non-linear system σ > 1, then we instead
truncate the solution update ~xn+1 = ~xn + 0.5 ~δx. This process is repeated up to 3 times for
each non-linear iteration to prevent runaway of the non-linear iterator. If the residual would
decrease σ < 1, then the solution update is taken.
3.6 Adaptive mesh refinement
An edge flame stationed in the wedge-shaped domain carries a large range of relevant length
scales. The flow curvature resulting from the counterflow of the misaligned inlets introduces
a velocity gradient, whose thickness decreases with increasing Reynolds number. The fuel
and oxidizer form a mixing layer with concentration gradient which must be resolved. The
thickness of the preheat zone ahead of the flame may have a very small length scale for
quickly advancing flames. For edge flames using detailed chemistry models, there may be
short-lived intermediate species in the body of the trailing diffusion flame, in the premixed
wings and near the edge flame tip which tend to have fine structures which must be resolved.
Finally, the reaction zone itself can be very thin and must be well resolved.
These small length scales must be well resolved to obtain accurate flame speed results,
and the small scales tend to be localized near the reaction zone. Using a uniformly resolved
mesh would be both computationally prohibitive, and would lead to excess resolution in re-
gions away from the flame. Thus, adaptive mesh refinement (AMR) is an attractive strategy
for this system. AMR is provided as a feature of the deal.II finite element library package
[51], where any individual quad cell of the mesh may be decomposed into four children cells,
and vice versa. This process leads to vertices of the children cells which lie on edges of
neighboring parent cells, so called “hanging nodes.” These hanging nodes must be closed in
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the linear system, which is accomplished via linear interpolation of values in the neighboring
parent cell.
We first add resolution around the centerline of the domain ϕ = 0 to simultaneously
resolve both the velocity gradients due to flow curvature, and concentration gradients near
the mixing layer of fuel and oxidizer, typically with 12–16 cells across the mixing layer.
Additional resolution is added near regions of high temperature gradients to resolve the
preheat zone, the trailing diffusion flame, and potentially any intermediate species which
are expected to be present only in regions of high temperature. Finally, further levels of
resolution are added in regions corresponding to the reaction rate terms, to ensure that the
overall heat release is modeled accurately, with 4-8 cells across the trailing diffusion flame.
3.7 Solution continuation
We are interested in analyzing the response of the edge flame to regions of varying transverse
strain rate and flow directions. The steps described above generate an edge flame anchored
at a point (rc, ϕc), and which may be thermodiffusive or hydrodynamically-coupled. After
obtaining a converged solution, one may adjust the value of rc to evaluate a new flame state,
a process known as continuation. A sufficiently small step in rc must be taken to ensure
that the previous flame state acts as a good initial guess to the new solution. In particular,
the new value of rc should lie within the preheat zone of the initial solution. If the anchor
point is far from the previous preheat zone, then the anchoring equation may fail to converge
towards the necessary reaction rate Da to anchor the flame, resulting in non-convergence of
the linear system.
The process of evaluating each flame state and continuing the solution is illustrated in
the flow chart shown in Fig. 3.3. We begin with the solution initialization for a stationary,
thermodiffusive flame described above. If we seek solutions with hydrodynamic coupling, we
increment the homotopy parameter ζ and solve the system of discretized reactive Navier–
Stokes equations using a non-linear Newton iterative solver. When the homotopy parameter
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(a) Full mesh and fuel mass fraction yF .
(b) Mesh and temperature θ.
(c) Mesh and temperature production rate.
Figure 3.2: Regions of the solution domain showing the computational mesh.
ζ has reached unity, we check that the boundary stress adjustment factor C is correct by
checking the left outlet velocity against an auxiliary inert flow solution. If these velocities do
not match, C is updated using linear extrapolation. Convergence on this solution provides
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Figure 3.3: Flow chart illustrating the process to converge on an edge flame solution
the final flame solution, at which point the anchoring position may be updated, and the
process is repeated using the previous converged solution as an initial guess.
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CHAPTER 4
SIMPLE CHEMISTRY RESULTS
To study the properties of a general edge flame in the wedge-sink configuration, we first
consider a flame with a global one-step chemical reaction of fuel and oxidizer. We introduce
the global reaction and the corresponding chemistry model, simplify the transport using a
Fickian diffusivity model, define the stoichiometric mixture fraction for simple chemistry,
and introduce non-dimensional parameters useful in the discussion of simple chemistry.
We establish an edge flame solution with unity Lewis numbers in the thermodiffusive
(constant density) limit. The flame solution is continued through a range of transverse
strain rates, and the relationship between the edge flame propagation speed and strain rate
is discussed. We then extend this analysis to a hydrodynamically-coupled edge flame, and
evaluate the same speed-strain relationship. Finally, we consider both thermodiffusive and
hydrodynamically-coupled edge flames with variations to the fuel Lewis number, and the
resulting speed-strain relationships. This section concludes with a proposed method for
approximating the speed-strain relationship for retreating flames at high strain rates.
4.1 Simple chemistry and transport
We consider a single, irreversible chemical reaction, given by
νO Oxidizer + νF Fuel→ Product +Q, (4.1)
where νF and νO are the stoichiometric coefficients of the fuel and oxidizer, respectively, and
Q is the heat release per mole given as
Q = νFhFWF + νOhOWO.
The finite rate of reaction in Eq. (4.1) is modeled using an Arrhenius law, relating the
concentrations of fuel and oxidizer and the temperature according to
Ω˙ = Bρ2YFYO exp
(
−Ta
T
)
, (4.2)
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where B is termed the pre-exponential factor and Ta is the activation temperature. In the
species conservation equations, we introduce the stoichiometric coefficients νk, which are
otherwise implicit in the reaction term ω˙k = νkΩ˙, such that Eqs. (2.3) and (2.4) become
ρcp~u · ∇T = ∇ · (λ∇T )−
(∑
k
~jkcp,k
)
· ∇T −QΩ˙, (4.3)
ρ~u · ∇Yk = −∇ ·~jk + νkWkΩ˙. (4.4)
We can define the scaling parameter
ω˙0 = Bρ
2
0YF,uYO,u exp
(
− Ta
Tad
)
, (4.5)
and the non-dimensional reaction rate
Ω˙′ = ρ2yFyO exp
(
− β(1− θ)
1− αh(1− θ)
)
, (4.6)
where yk = Yk/Yk,u is the normalized mass fraction for species k, and
β =
Ta(Tad − Tst)
T 2ad
, αh =
Tad − Tst
Tad
, (4.7)
are the Zel’dovich number and heat release parameter, respectively.
Since we are considering only a binary mixture of fuel and oxidizer, it is sufficient to
calculate the diffusion flux ~j using a Fickian diffusivity model [53], given by
jk = −ρDk∇Yk, (4.8)
where Dk is the mass diffusivity of species k. To further simplify the solution, we assume
constant coefficient diffusivity ρDk = ρ0D0, thermal conductivity λ = λ0, specific heat
capacity cp = cp,0 and viscosity µ = µ0. Finally, we chose to omit the energy flux due to
mass diffusion in Eq. (4.3).
To complete the non-dimensionalization, we must define the burning temperature Tad.
This begins with defining the mixture fraction Z, where Z = 0 in the oxidizer stream and
Z = 1 in the fuel stream. The details of this formulation are well known [54, 55, 37, 46],
providing definitions for the equivalence ratio
φ =
YF,uνOWO
YO,uνFWF
, (4.9)
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and the stoichiometric mixture fraction
Zst =
(
LeO
LeF
φ+ 1
)−1
, (4.10)
where Lek = λ/(ρDkcp) is the Lewis number for species k. From these definitions, the cold
stoichiometric temperature is defined as
Tst = TO,u + (TF,u − TO,u)Zst, (4.11)
and finally the adiabatic flame temperature is
Tad = Tst
(
1 +
q
φ+ 1
)
, (4.12)
where q is the non-dimensional heat release given by
q =
QYF,u
νFWF cpTst
. (4.13)
Finally, the reduced non-dimensional governing equations for simple chemistry and
transport are
ρ~u · ∇~u = −∇p+ 1
Re
∇2~u, (4.14)
∇ · (ρ~u) = 0, (4.15)
ρ~u · ∇θ = 1
RePr
∇2θ + Da Q
h0W0
Ω˙, (4.16)
ρ~u · ∇yF = 1
RePrLeF
∇2yF −Da 1
φ− 1Ω˙, (4.17)
ρ~u · ∇yO = 1
RePrLeO
∇2yO −Da φ
φ− 1Ω˙, (4.18)
p0 = ρRT, (4.19)
where Le = λ/(ρDkcp) is the Lewis number for species k, and the mean molecular weight W¯
is assumed constant and unity for the state equation. We can simplify the equations further
by assuming Q = h0W0 and R is also constant.
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4.2 Thermodiffusive edge flames
The first flames we consider have stoichiometric composition φ = 1 and unity Lewis numbers
LeO = LeF = 1 in the thermodiffusive limit. We consider a range of values for Re and opening
angle α to show independence of the results to the problem parameters. The numerical
configuration is set up with an inner radius r1 = 0.5 and an outer radius r2 = 4, αh = 0.85
and β = 8 for all cases considered. Typical solutions for the one-step chemistry model with
simple transport in the thermodiffusive limit with Re = 100 and α = 9◦ are shown for
a retreating flame in Fig. 4.1, and for an advancing flame in Fig. 4.2. These results are
consistent with previous work [46].
The reaction rate of the retreating flame shown in Fig. 4.1d appears as a truncated
diffusion flame, as the high transverse strain causes the flame front to extinguish. The
corresponding reaction rate of the advancing edge flame shown in Fig. 4.2d shows the typical
triple-flame structure, with fuel-rich and -lean premixed wings forming below and above the
trailing diffusion flame, respectively. The density is constant in the thermodiffusive limit,
as shown by the uniform cold density ρ = ρst = 1 in Fig. 4.1h and Fig. 4.2h. As the flow
is decoupled from the flame, the velocity and pressure fields for both the retreating solution
Fig. 4.1e-4.1h and advancing solution Fig. 4.2e-4.2h are identical.
4.3 Speed strain relationship
We are interested in evaluating the propagation speed of the edge flame, and its response to
changes in the transverse strain rate, particularly for high-strain retreating flames. First, the
propagation speed of the flame must match that of the underlying flow to ensure a stationary
flame; if this speed did not match the underlying flow, the flame would migrate to a region
of higher or lower strain, where its propagation speed is balanced by the flow. The flame
propagates fastest along the stoichiometric surface, where fuel and oxidizer are in chemical
equilibrium. It would be desirable then to define the flame speed in the direction parallel to
the stoichiometric surface; however, for quickly advancing flames where fuel and oxidizer are
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(a) Fuel mass fraction yF . (b) Oxidizer mass fraction yO
(c) Temperature θ. (d) Temperature production Ω˙θ.
(e) Radial velocity ur. (f) Azimuthal velocity uϕ
(g) Pressure p. (h) Density ρ.
Figure 4.1: Solution fields for a thermodiffusive, retreating edge flame with opening angle
α = 9◦, Re = 100, anchoring point rc = 0.9, and LeF = LeO = 1.
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(a) Fuel mass fraction yF . (b) Oxidizer mass fraction yO
(c) Temperature θ. (d) Temperature production Ω˙θ.
(e) Radial velocity ur. (f) Azimuthal velocity uϕ
(g) Pressure p. (h) Density ρ.
Figure 4.2: Solution fields for a thermodiffusive, advancing edge flame with opening angle
α = 9◦, Re = 100, anchoring point rc = 1.5, and LeF = LeO = 1.
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consumed quickly in the thin preheat zone, the stoichiometric surface may experience strong
deflections as it transitions from the cold mixing layer to the trailing diffusion flame. These
deflections prohibit the stoichiometric surface as a useful indicator of the flame propagation
direction. Rather, the flame speed is chosen as the flow speed in the x-direction evaluated
at the anchor point, given by uc = ux.
In the limit of infinitely fast chemistry, a thermodiffusive edge flame flame acts as
an infinitely-thin flame sheet propagating along the stoichiometric surface. In the absence
of hydrodynamic effects, this behaves exactly as a 1D premixed flame at stoichiometric
composition. Thus, one expects that in the limit of fast chemistry, the propagation speed of
the edge flame uc approaches that of the 1D premixed flame speed SL, such that
uc
SL
−−−−→
Da→∞
1. (4.20)
By anchoring the flame in different regions of the domain, it experiences a range
of transverse strain rates. To allow the comparison of strain rates between flame solu-
tions with various Reynolds numbers and Lewis numbers, and between thermodiffusive and
hydrodynamically-coupled flames, it is useful to introduce the non-dimensional strain-like
parameter
 =
`F
L/β
, (4.21)
where `F = λ/(ρstcpSL) is the laminar flame thickness of a 1D premixed flame and L is
the mixing layer thickness at the flame tip. The mixing layer thickness admits a choice of
possible definitions, however it is found that a useful estimate for the purpose of comparing
a range of cases is
L = ‖∇Z‖−1. (4.22)
Thus we can define a speed-strain relationship for an edge flame. This relationship is
expected to be universal for a given flame composition, and independent of the computational
domain and flame scale, the latter being controlled by the choice of Reynolds number. We
consider a range of Re and α to verify the universality of our choice of strain rate, shown
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in Fig. 4.3. The speed-strain relationship appears to converge towards a single, universal
curve in the limit of large Re, as shown in Fig. 4.3a. As the Reynolds number increases,
the mixing layer and edge flame become thinner, and the flame is affected less by the flow
curvature near the boundaries. For particularly small values of Re near 10, the Dirichlet
boundary conditions on temperature and species concentration at the inlets act to constrain
the flame further, and influence its speed-strain behavior. This is particularly apparent in
the high-strain region ( > 2), where the computational domain is narrow in the transverse
direction, which amplifies this effect. Subsequent calculations will use Re = 100, which
appears to be well converged for low to moderate strain rates.
A range of opening angles α is considered to show the independence of the speed-strain
relationship on the computational domain. This comparison is shown in Fig. 4.3b, where
the curves are approximately collapsed, with the exception of α = 3◦. This case corresponds
to the most narrow computational domain, and a similar difficulty arises that the flame may
be thick enough to interact with the inlet boundary conditions. For flames with sufficiently
large Re and sufficiently wide opening angles α, the speed-strain relationship does indeed
appear to collapse to a single universal curve, indicating a good definition of . Fig. 4.3
additionally shows that thermodiffusive flames in the present wedge-sink configuration have
the expected low-strain behavior given by Eq. (4.20), as all edge flame speeds approach the
corresponding 1D premixed flame speed in the zero-strain limit.
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(a) Comparison over Re at α = 9◦.
0 1 2 3
−5
−4
−3
−2
−1
0
1
ǫ
u
c/
S
L
α = 3◦
α = 5◦
α = 7◦
α = 9◦
(b) Comparison over α at Re = 100.
Figure 4.3: Speed-strain relationships for a thermodiffusive flame over a range of parameters.
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4.4 Hydrodynamically-coupled flames
We now extend the speed-strain analysis to hydrodynamically-coupled edge flames. Typical
simple-chemistry edge flame solutions are shown, with Fig. 4.4 showing a retreating flame
positioned to the left of the stagnation point. As with the thermodiffusive flame, the flame
structure of the retreating thermodiffusive flame shown in Fig. 4.4d appears as a truncated
diffusion flame as the flame front is extinguished by the large transverse strain rate. Mean-
while the structure of the advancing flame shown in Fig. 4.5d shows the typical triple flame
structure. Fig. 4.4h shows advection carrying the hot gas and low density of the preheat
zone to the left outlet, which will lead to a small mismatch in the natural stress boundary
condition at that outlet. This effect is much smaller than the low-density effect at the right
boundary along the trailing diffusion flame, and it is somewhat compensated for by the stress
adjustment strategy illustrated in Section 2.4.
In contrast to the thermodiffusive edge flame, the hydrodynamically-coupled flame is
expected to experience an increase in speed over its corresponding 1D premixed flame. This is
a well known phenomenon [33, 56, 37], resulting from dilatation induced by the preheat zone
at the flame tip which deflects the velocity streamlines ahead of the flame. This divergence
of the streamlines slows the flow ahead of the flame, allowing the flame to propagate faster
than it would in the absence of thermal expansion. The corresponding laminar premixed
flame does not benefit from this effect, as the streamlines cannot be deflected in the planar
flame context. The magnitude of this speedup over the planar premixed flame in the limit of
fast chemistry has been approximated [33] by the ratio of density variation across the flame
uc
SL
≈
√
ρad
ρst
, (4.23)
where the density ratio seeks to approximate the speedup of the flow across the flame front
due to dilatation. For the simple chemistry cases considered here, the density ratio is de-
termined by the heat release parameter αh = (ρst − ρad)/ρst. We first consider flames with
αh = 0.85, indicating an expected speedup over the laminar premixed flame of 2.58 in the
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(a) Fuel mass fraction yF . (b) Oxidizer mass fraction yO
(c) Temperature θ. (d) Temperature production Ω˙θ.
(e) Radial velocity ur. (f) Azimuthal velocity uϕ
(g) Pressure p. (h) Density ρ.
Figure 4.4: Solution fields for a thermodiffusive, retreating edge flame with opening angle
α = 9◦, Re = 200, anchoring point rc = 0.9, and LeF = LeO = 1.
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(a) Fuel mass fraction yF . (b) Oxidizer mass fraction yO
(c) Temperature θ. (d) Temperature production Ω˙θ.
(e) Radial velocity ur. (f) Azimuthal velocity uϕ
(g) Pressure p. (h) Density ρ.
Figure 4.5: Solution fields for a thermodiffusive, retreating edge flame with opening angle
α = 9◦, Re = 200, anchoring point rc = 1.7, and LeF = LeO = 1.
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limit of fast chemistry, corresponding to zero-strain limit. The speed-strain relationship for
this case is shown in Fig. 4.6, where Fig. 4.6a shows the strain approaching the expected
value in the limit of very small strain. Fig. 4.6b shows a comparison of the hydrodynamically-
coupled speed-strain relation to the thermodiffusive curve established in Section 4.3. This
also shows that the edge flame speed for a particular composition crosses through zero veloc-
ity at a similar strain rate for both thermodiffusive and hydrodynamically-coupled flames,
further supporting the relevance of the non-dimensional strain-like parameter .
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(a) Expected speedup of the hydrodynamically-
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hydrodynamically-coupled (red) flames.
Figure 4.6: Speed-strain relationship for the hydrodynamically-coupled flame with Re = 400.
The speedup of the hydrodynamically-coupled edge flame in the low-strain limit can be
analyzed more directly by continuing over the heat release parameter αh, allowing comparison
with the theoretical speedup given by Eq. (4.23). Flame solutions in the region of very
low strain become computationally challenging to obtain, as the reaction rate Da increases
quickly towards low strain, resulting in decreasingly small scale flame structures which must
be resolved. The speedup in the limit of zero strain cannot be obtained directly, and must
instead be approximated by extrapolating the speed-strain curve in the low-strain region
to  = 0. This process is repeated over a range of heat release values αh ∈ [0.3, 0.91],
with results shown in Fig. 4.7. The point corresponding to ρad/ρst = is the thermodiffusive
solution with αh = 0.85, as the heat release is decoupled from density variation in this limit.
We see in Fig. 4.7 that the low-strain speedup does follow qualitatively with the theory, and
agrees very well when density variation is small. The divergence of the flame speedup from
theory as thermal expansion becomes stronger is likely a result of the increasing importance
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of non-linear effects as the flow becomes more strongly coupled to the chemistry, features
which the theory does not include.
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Figure 4.7: Hydodynamically-coupled edge flame speedup projected to the zero-strain limit
(red) compared with theory (black) over a range of density ratios.
4.5 Non-unity Lewis numbers
Two additional cases are considered in which the fuel Lewis number LeF is varied while the
oxidizer Lewis number is maintained at unity LeO = 1. The fuel Lewis numbers considered
are LeF = 1.625 and 0.375 consistent with previous studies [11, 57]. It has been shown
that changes to Lewis number change the overall speedup of both the thermodiffusive and
hydrodynamically coupled flames, the strain rates at which the flame speeds crossover to
negative speeds, and strain rate at which the flame speed becomes strongly negative [11, 58,
36, 59]. Fig. 4.8 shows the temperature production rate for typical advancing edge flame
solutions with non-unity Lewis numbers. It is immediately obvious that this breaks the
symmetry of the flame, where the rich-premixed wing is larger for lower fuel Lewis numbers,
and vice versa for oxidizer. This also leads to a deflection of the stoichiometric surface
across the flame front, which as discussed previously, renders the direction parallel to the
stoichiometric surface at the flame tip ineffective as an indicator of the flame propagation
direction.
Fig. 4.9 shows the speed strain relationships for edge flames with LeF = 0.375 and 1.625
compared with the corresponding unity Lewis number case, and shows both thermodiffusive
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(a) LeF = 0.375 and Zst = 0.273. (b) LeF = 1.625 and Zst = 0.619.
Figure 4.8: Temperature production rates for non-unity Lewis number, thermodiffusive
flames at Re = 100, φ = 1, and α = 9◦. The dashed line indicates the stoichiometric
surface.
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Figure 4.9: Speed-strain relationship for non-unity fuel Lewis number flames showing ther-
modiffusive solutions (dashed) and hydrodynamically-coupled solutions (solid).
and hydrodynamically-coupled solutions. We first note the characteristic speedup of the
hydrodynamically-coupled flame over each corresponding thermodiffusive flame, resulting
from the deflection of streamlines ahead of the flame. The crossover point of each curve
matches between thermodiffusive and hydrodynamically-coupled flames, further indicating
the relevance of the strain-like parameter . The peak velocity of the low fuel Lewis number
curve increases over that of the planar premixed flame uc/SL > 1 in a portion of the low-
strain region. This is an expected behavior for low Lewis number flames [11, 57], and in the
limit of zero strain, the normalized edge flame speed is expected to approach unity. In the
zero-strain limit, the edge flame acts as an infinitely thin flame sheet propagating along the
stoichiometric surface; in this context, diffusion effects are negligible and the Lewis number
no longer impacts the flame speed. Similarly, the high fuel Lewis number flames approaches
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unity in the zero-strain limit at a more shallow angle. Finally, the strain rate associated
with the crossover point and retreating-flame regime depends on the fuel Lewis number,
where a high fuel Lewis number corresponds to a smaller crossover strain and will result
in quickly retreating flames at much lower strains. This is conversely true for the low fuel
Lewis number solution, a result which is consistent with previous observations [11, 57].
4.6 High-strain behavior
An additional feature of the speed-strain relationship apparent in Fig. 4.3 is the linear
decrease in flame speed with increasing strain. This is inconsistent with the high-strain
behavior for uniformly strained edge flame configurations, where the trailing, self-similar
diffusion flame provides support to the edge flame tip. This diffusion flame has a well-
defined strain rate ext at which it will extinguish, and the edge flame solution is no longer
supported. The speed-strain relationship for a uniformly strained edge flame shows this as
an asymptote at  = ext, where the flame approaches infinitely fast negative flame speeds.
At strains larger than ext, a stable edge flame solution does not exist.
For a non-uniformly strained edge flame such as the present wedge and sink configu-
ration, this behavior no longer holds. The trailing diffusion flame will not extinguish at
a particular strain rate, because there will always exist a region of lower strain which does
support a diffusion flame. This low-strain diffusion flame provides support to the high-strain
regions via a thermal flux [43, 44], and allows diffusion flames to exist at strain rates higher
than the corresponding extinction strain limit. This manifests in the high-strain speed-strain
relationship as an asymptote which is a function of both the local strain rate  and the spatial
variation of the strain rate.
The flame speed in the high-strain region can be generalized to include dependence on
both  and the variation of the strain rate in the direction of flame propagation ∂L/∂x, as
if conducting a Taylor expansion. This approximation of the flame speed can be written
uc
SL
= A0
[
0ext − + b1
∂L
∂x
]d
, (4.24)
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where 0ext is the extinction strain rate for a corresponding 1D diffusion flame, and A0, b1,
and d are constants to be determined. For the configurations considered, we find that the
speed of the edge flame at high strain rates tends to depend linearly on the strain rate .
This suggests that there is no strain at which the flame will fully extinguish, and d = 1 is
a good choice consistent with this linear dependence. We can evaluate uc, , and ∂L/∂x at
the flame tip and use Eq. (4.24) to fit the parameters A0 and b1. These fits of the high-
strain speed-strain data are shown in Fig. 4.10, where we find that increases to the Reynolds
number result in a faster drop in flame speeds for increasing strain rates. All the cases
shown in Fig. 4.10 have an extinction strain rate 0ext = 2.03, and the fitting parameters for
Re = 40 are A0 = 21.2 and b1 = 0.89, for Re = 100 they are A0 = 37.7 and b1 = 1.69
and for Re = 200 they are A0 = 58.2 and b1 = 2.52. We see that the values of the fitting
parameters change with the scale of the flame given by Re, with both A0 and b1 increasing
with increasing Re.
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Figure 4.10: Thermodiffusive flame solutions with varying Re (solid) and high-strain curve
fits (dashed).
We can apply this analysis for flames with non-unity Lewis numbers and hydrodynamic
-coupling as shown in Fig. 4.11. We first find that the extinction strain rates vary from the
unity Lewis number case, with 0ext = 1.22 for LeF = 1.625 and 
0
ext = 5.90 for LeF = 0.375.
Fig. 4.11a shows thermodiffusive speed-strain curves for these fuel-Lewis numbers at Re =
100. For LeF = 1.625 in blue we find A0 = 19.1 and b1 = −33.1, while for LeF = 0.375
in red we find A0 = 38.6 and b1 = 0.85. We see then that A0 is also effected by the Lewis
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number, in a similar range as it was affected by Re. However, the second parameter b1 is very
strongly affected by Lewis number, and changes sign for the high fuel-Lewis number case.
This is similar for the hydrodynamically-coupled case shown in Fig. 4.11b, where A0 = 99.4
and b1 = −2.44 for LeF = 1.625, A0 = 61.8 and b1 = 0.86 for LeF = 1, and A0 = 69.0 and
b1 = 0.48 for LeF = 0.375. Finally, we see in Fig. 4.11a that the curve for LeF = 0.375
has a discontinuity as a result of a bifurcation of the flame structure, the source of which is
discussed in Appendix A.
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(a) Thermodiffusive flames at Re = 100.
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(b) Hydrodynamically-coupled flames at Re = 400.
Figure 4.11: Speed-strain curves for varying fuel-Lewis numbers (solid) and high-strain curve
fits (dashed).
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CHAPTER 5
ETHYLENE–AIR FLAMES: STRUCTURE AND SPEED ANALYSIS
We now consider a particular chemical mechanism for an ethylene–air edge flame in the
wedge-sink configuration. We first introduce the details of the chemistry for multi-species
ethylene–air combustion and the mixture-averaged diffusion flux transport model. The non-
dimensional parameters are selected, and a rescaling of the species mass fraction is intro-
duced. The mixture fraction and stoichiometric surface for detailed chemistry is defined,
and a method for calculating the premixed flame speed is described.
An ethylene–air edge flame is established with fuel and oxidizer in stoichiometric pro-
portions, the details of the flame solutions are discussed, and the edge flame propagation
speed is characterized. Then two addition flames are discussed, the first having a decreased
fuel concentration at the fuel inlet, and the second having an increased concentration, corre-
sponding to fuel-lean and -rich premixed flames, respectively. Then a non-dimensional strain
parameter is introduces in an effort to generalize the edge flame speed-strain relationship.
5.1 Flame properties
The details of the USC Mech II chemical mechanism are provided, and the mixture-averaged
diffusivity is introduced for modeling the diffusion flux. A mixture fraction is defined for
multi-species chemistry, and a methodology for calculating the speed of a planar premixed
flame corresponding to the particular edge flame is discussed.
5.1.1 Detailed chemistry and transport
The source term ω˙k denotes the chemical production rate for species k according to the USC
Mech II skeletal mechanism, optimized for ethylene–air combustion at atmospheric pressures
[9]. This mechanism carries 32 species and 206 chemical reactions. The species properties
are calculated using the library package Cantera [60], which provides facilities to determine
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the species, thermal and transport properties of the flow, and to assemble the net reaction
rates. Details of the USC Mech II chemistry model are provided in Appendix B.
The present study considers the mixing of ethylene and oxygen diluted by nitrogen,
while combustion generates additional products and a multitude of intermediate species.
For this case, the Fickian diffusivity model for the diffusion flux ~j used in Section 4.1 is
insufficient [53]. Here, the diffusion flux ~jk is instead evaluated using the mixture-averaged
diffusivity model, given by
~j∗k = ρ
Wk
W
D′k∇Xk, (5.1)
~jk = ~j
∗
k − Yk
∑
i
~j∗i , (5.2)
whereXk is the mole fraction of species k, andD
′
k is the mixture-averaged diffusion coefficient
[20, 61]. Eq. (5.2) ensures the zero net flux property of the mass diffusion vector.
5.1.2 Non-dimensionalization
Characteristic values are taken from a 1D premixed ethylene–air flame, with unburned fuel
and oxidizer at stoichiometric conditions
Tst = 300 K Temperature of the unburned mixture
Tad = 1554.01 K Equilibrium temperature of a 0D reactor
W0 = 28.412 kg/kmol Mean molecular weight of the unburned mixture
ρ0 = 1.154 kg/m
3 Density of the unburned mixture
λ0 = 2.626× 10−2 J/(m K s) Thermal conductivity of the unburned mixture
µ0 = 1.792× 10−5 kg/(m s) Viscosity of the unburned mixture
cp,0 = 1042.6 J/(kg K) Specific heat of the unburned mixture
ω˙0 = 12.846 kmol/(m
3 s) Magnitude of peak net production of C2H4
cp,0(Tad − Tst) = 1.3075× 106 J/kg Normalizing quantity for enthalpy
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For the 1D premixed flame, this gives Pr = 0.7137. By setting the value of Re and Da, the
values of r0 and u0 are fully determined as
u0 =
1
ρ0
√
Re ω˙0W0µ0
Da
, (5.3)
r0 =
√
Re Da µ0
ω˙0W0
. (5.4)
The reactants and dilutant have large concentrations corresponding to the inlet mass
fractions, while some intermediate species may be present in only very small concentrations,
e.g. the species CH has a peak concentration on the order of YCH = 10
−7 for one edge flame
solutions considered later. This disparity in mass fractions introduces a numerical challenge
for the iterative solver, as the residual of the species conservation equations for abundant
species may be very good while simultaneously the conservation equations for intermediate
species may have large inaccuracies. This motivates rescaling the species mass fractions by
a characteristic value, such that the rescaled mass fractions yk are defined by
yk =
Yk
Yref,k
. (5.5)
The goal of this step being to set the peak rescaled mass fractions of all species to similar
magnitudes near unity. These values are obtained by first solving a 2D edge flame solution
at stoichiometric conditions, then evaluating the peak value of each species, and a complete
list is shown in Table 5.1. The specific value of the reference quantity is not important, but
the approximate magnitude is needed to improve the precision of the governing equations for
the intermediate species. Thus, the values shown in Table 5.1 are used for the stoichiometric
ethylene–air flame as well as for fuel-rich and -lean compositions.
5.1.3 The mixture fraction
We introduce the nominal mixture fraction Z, satisfying the transport equation
ρ~u · ∇Z −∇ · (ρDZ∇Z) = 0, (5.6)
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YH2 2.57× 10−4 YH 2.48× 10−5 YO 3.29× 10−4
YO2 0.232 YOH 4.72× 10−4 YH2O 3.62× 10−2
YHO2 1.34× 10−4 YH2O2 1.26× 10−4 YCH 1.64× 10−7
YCH2 2.33× 10−6 YCH∗2 6.19× 10−8 YCH3 1.03× 10−4
YCH4 4.95× 10−4 YCO 2.22× 10−2 YCO2 0.103
YHCO 5.91× 10−6 YCH2O 9.07× 10−4 YCH3O 1.14× 10−6
YC2H2 3.60× 10−3 YH2CC 1.75× 10−7 YC2H3 7.65× 10−6
YC2H4 6.99× 10−2 YC2H5 1.72× 10−5 YC2H6 4.99× 10−4
YHCCO 1.44× 10−5 YCH2CO 3.70× 10−4 YCH2CHO 1.48× 10−5
YCH3CHO 5.63× 10−4 YC3H5 3.62× 10−6 YC3H6 9.43× 10−5
YC3H7 6.97× 10−7 YN2 0.930
Table 5.1: Rescaling values for species mass fractions.
with boundary conditions set to be zero in the oxidizer stream and unity the fuel stream [62,
63, 28]. Here, DZ is the mixture fraction diffusion coefficient, chosen such that ρDZ = λ/cp.
We can perform a non-dimensionalization of Eq. (5.6), giving
ρ~u · ∇Z − 1
RePr
∇ ·
(
λ′
c′p
∇Z
)
= 0, (5.7)
where the non-dimensional diffusion coefficient is D′Z = λ
′/(c′pRePr), and λ
′ and c′p are
the dimensionless thermal conductivity and specific heat at constant pressure, respectively.
This provides a definition of the mixture fraction that is independent of both the multi-step
chemistry and differential diffusivity of the system, and also provides a measurement of the
scalar dissipation rate
χ = 2DZ‖∇Z‖2, (5.8)
of importance in the study of non-premixed systems [20]. This now requires a consistent
definition for the stoichiometric mixture fraction Zst, implicitly defined by Z which represents
the nominal location of the flame sheet surface in the infinitely-fast chemistry limit (Burke–
Schumann [17]).
The present generalized mixture fraction definition of Z is useful for flames with any
number of species or chemistry model; however, the stoichiometric mixture fraction Zst for
this definition is not known analytically. We can determine Zst asymptotically by calculating
the flame surface of a 1D diffusion flame, with fuel- and oxidizer-stream compositions consis-
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Figure 5.1: Stoichiometric mixture fractions for φ = 0.686 (left), φ = 1.03 (middle), and
φ = 1.54 (right), as a function of Da. The dashed lines indicate the asymptotic value of Zst.
tent with the edge flame, as a function of Da; finite-rate chemistry. By plotting the location
of peak temperature production rate (as a surrogate of the flame surface) for increasing Da,
one can extrapolate to the limit Da−1 → 0, to give an estimate of Zst, shown in Fig. 5.1.
Subsequently, in the frame of reference of the mixture fraction field, the local character-
istics of Z can expose aspects of the flame dynamics. Therefore, the mixture fraction field
can be viewed locally by performing a Taylor expansion about Zst, according to
Z = Zst +∇Z · (~x− ~xf ) + 1
2
(~x− ~xf ) · ∇2Z · (~x− ~xf ) + · · · , (5.9)
where xf denotes a point on the stoichiometric surface satisfying
Z(~xf ) = Zst.
The mixture fraction gradient and Hessian introduced by this expansion will be analyzed
along the stoichiometric surface and near the flame tip. For example, Eq. (4.22) defining the
characteristic lengthscale of the flame is simply the inverse of the magnitude of the second
term in the expansion Eq. (5.9). Similarly, the scalar dissipation χ introduced in Eq. (5.8)
is also defined in terms of the gradient of mixture fraction.
5.1.4 Premixed flame speed
The speed of the edge flame with respect to that of a corresponding planar premixed flame
at the conditions at the tip of the edge flame can be used to parameterize the effective
speedup of the edge flame due to hydrodynamic interactions. It is first important to ensure
that the unburned composition of the planar premixed flame matches the conditions ahead
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Figure 5.2: Cold mixing layer solution corresponding to φ = 1.03, with species mass fractions
shown as a function of mixture fraction Z. The dashed line indicates the stoichiometric
mixture fraction Zst = 0.514.
of the edge flame. The edge flame propagates along the stoichiometric surface, into the cold
mixing layer. Therefore, we can characterize the composition ahead of the edge flame by
evaluating an inert 1D mixing layer, which acts as a self-similar surrogate for the cold mixing
layer ahead of the edge flame. The composition of the cold mixing layer at Z = Zst can
be measured as shown in Fig. 5.2, and provides boundary data to solve a planar premixed
flame, giving the premixed flame speed SL.
5.2 Results for stoichiometric flames (φ = 1)
We consider first an ethylene–air edge flame with incoming fuel and oxidizer in stoichiometric
proportions. Fuel enters at the bottom inlet with mole fraction XC2H4 = 0.0698, and oxidizer
enters from the opposite inlet with mole fraction of XO2 = 0.209, and both streams are
diluted with N2. This fuel-oxidizer ratio corresponds to an equivalence ratio φ = 1.03 by
Eq. (4.9). Using the steps described in Section 5.1.3 to determine the stoichiometric surface
yields Zst = 0.514. The adiabatic flame temperature of this composition using USC Mech II
is Tad = 1554.0 K, and thus the anchoring temperature is Tc = 927.0 K. The premixed flame
speed for this composition, determined by Section 5.1.4 is SL = 7.51 cm/s. We consider
solutions at Re = 100 with wedge half-angle α = 9◦, while Da will be determined implicitly
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as an eigenvalue of the solution.
A typical advancing flame solution with anchoring point rc = 1.5 and Da = 199.2 is
shown in Fig. 5.3. The full set of species is shown in Fig. 5.12-5.15, where it is apparent that
the species have a large range of concentration magnitudes, and the species concentration
profiles are diverse. The corresponding net species and temperature production rates are
shown in Fig. 5.16-5.19, and we see that the reaction zones tend to have very small length
scales, particularly for the intermediate species. When solving an edge flame with detailed
chemistry, we consider only the hydrodynamically-coupled situations, since the thermod-
iffusive limit is not physically relevant here. The effects of density variation on the flow
are apparent in Fig. 5.3d. Fig. 5.3f shows the mixture fraction Z. The heat released by
the flame increases the thermal conductivity and molecular diffusivity, resulting in a larger
mixing layer thickness near the flame, determined by Eq. (5.7).
The procedure used to define the edge flame velocity is subject to some arbitrariness for
complex combustion as that considered here. One strategy is to use the velocity vector at the
anchoring point of the solution, uc. Unfortunately, the velocity at this point can have large
transverse components associated with the proximity of the inlets. This behavior is more
evident for fuel-rich or -lean mixture compositions, where the stoichiometric surface is biased
towards the oxidizer or fuel streams, respectively. These transverse velocity components are
not representative of the propagation speed of the edge flame, which travels primarily along
the stoichiometric surface. Thus, it is more useful to consider the flow velocity projected as
follows along the stoichiometric surface Z = Zst.
Recall, that for simple chemistry in Chapter 4, the particular definition of mixture
fraction allowed strong curvature of the stoichiometric surface, especially near the flame tip.
This precluded the stoichiometric surface as a useful choice of direction, and instead ux was
chosen as the edge flame propagation speed. For detailed chemistry, the updated definition
of the mixture fraction does not have strong curvature near the flame tip, making it a more
useful indicator of the flame propagation direction than the corresponding definition for Z
used for simple chemistry in Section 4.1. To characterize this, we first define the direction
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(a) Temperature θ. (b) Density ρ.
(c) Radial velocity ur. (d) Azimuthal velocity uϕ
(e) Pressure p. (f) Mixture fraction Z.
Figure 5.3: Solution fields for hydrodynamic quantities at rc = 1.5.
of the mixture fraction gradient nˆZ = ∇Z/‖∇Z‖, orthogonal to the direction of flame
propagation. We consider the alignment of nˆZ with the direction of flow velocity uˆ = ~u/‖~u‖
to define the angle between these two vectors, given by
cos θ =
∇Z · ~u
‖∇Z‖ ‖~u‖ . (5.10)
Fig. 5.4 shows the alignment of nˆZ and uˆ along the stoichiometric surface. The open
circle indicates the position of the stagnation point r0, and the diamond indicates the flame
anchor point rc. This alignment is consistently perpendicular, with the exception of regions
near the stagnation point where the flow changes directions. While the flow direction is not
well defined at the stagnation point where the flow speed approaches zero, the stoichiometric
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Figure 5.4: Alignment of mixture fraction gradient nˆZ with flow direction uˆ along the sto-
ichiometric surface. The open circle is the stagnation point r = r0 and the diamond is the
anchor point r = rc.
surface does not pass exactly through the stagnation point, and thus the direction of flow
along the stoichiometric surface remains well defined. Fig. 5.4 demonstrates that the mixture
fraction gradient along the stoichiometric surface tends to align orthogonally to the flow
direction, even near the flame tip, and thus it is useful for determining the direction of flame
propagation.
Denoting the tangential direction along the stoichiometric surface by τˆZ , the flame
propagation speed along the stoichiometric surface is denoted by uZ = τˆZ · ~u, shown in
Fig. 5.5a for different flame anchoring positions. One useful observation here is that the
flame speed measured at the anchoring point (indicated by the diamond markers) tends
correspond well with the inert flow velocity at the same position. This is shown more
directly in Fig. 5.5b, where the flame speed for a range of anchoring points is shown in red,
compared with the flow speed of the inert flow in black. This agreement with the inert flow
indicates that the particular definition for the flame speed is relevant.
5.3 Results for non-stoichiometric flames (φ 6= 1)
We perform a similar analysis with variations in the mixture compositions by changing the
N2 concentration of the incoming fuel stream. We consider two cases: first is a lean flame
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(a) Flow velocity along the Z = Zst. (b) Flame speed for a range of anchoring points
(red), and inert flow velocity (black).
Figure 5.5: Comparison of flow and flame speeds for different anchoring points.
using the same air-like concentration at the oxidizer inlet, with XO = 0.209, while the fuel
inlet is further diluted to XF = 0.0465. This results in an equivalence ratio φ = 0.686, and
a stoichiometric mixture fraction Zst = 0.607. The resulting adiabatic flame temperature
is Tad = 1358.2 K, and the anchoring temperature Tc = 829.1 K. The resulting premixed
flame speed is SL = 1.98 cm/s. The hydrodynamic fields for this case are shown in Fig. 5.6,
the species mass fractions are shown in Fig. 5.20-5.23, and the net production rates for all
species and temperature are shown in Fig. 5.24-5.27.
Second, we consider a rich flame with the same air-like oxidizer inlet, and a less diluted
fuel stream with XF = 0.105. This results in an equivalence ratio φ = 1.54 and a stoichio-
metric mixture fraction Zst = 0.422. The adiabatic flame temperature is Tad = 1759.9 K, the
anchoring temperature is Tc = 1029.9 K, and the premixed flame speed is SL = 17.2 cm/s.
The hydrodynamic fields for this case are shown in Fig. 5.7, the species mass fractions are
shown in Fig. 5.28-5.31, and the net production rates for all species and temperature are
shown in Fig. 5.32-5.35.
We again consider the alignment of the mixture fraction gradient with the flow, shown in
Fig. 5.8. The direction of the alignment changes for the rich composition as the stoichiometric
surface is positioned above the stagnation point, but the we observe that the mixture fraction
gradient tends to be orthogonal to the flow direction away from the stagnation point. The
flame propagation speed can be compared against the inert flow along the stoichiometric
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(a) Temperature θ. (b) Density ρ.
(c) Radial velocity ur. (d) Azimuthal velocity uϕ
(e) Pressure p. (f) Mixture fraction Z.
Figure 5.6: Solution fields for hydrodynamic quantities at φ = 0.686 and rc = 1.5.
surface, shown in Fig. 5.9.
5.4 Scaling of results and generalization
We define a non-dimensional strain rate
 =
`F
L/β
, (5.11)
where `F = λ/(ρcpSL) is the laminar flame thickness, L = ‖∇Z‖−1 is the mixing layer
thickness, and β = Ta(Tad − Tst)/T 2ad is the Zel’dovich number. Here, Ta is the overall
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(a) Temperature θ. (b) Density ρ.
(c) Radial velocity ur. (d) Azimuthal velocity uϕ
(e) Pressure p. (f) Mixture fraction Z.
Figure 5.7: Solution fields for hydrodynamic quantities at φ = 1.54 and rc = 1.5.
Figure 5.8: Alignment of mixture fraction gradient nˆZ with flow direction uˆ. The open circle
is the stagnation point r = r0 and the diamond is the anchor point r = rc.
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Figure 5.9: Flame propagation speed for φ = 1.54 (red) and φ = 0.686 (blue) against the
inert flow speed (black).
activation temperature of the ethylene–air reaction, which can be approximated [64] by
Ta = −2
[
∂ ln(ρ0SL)
∂(1/Tad)
]
p
, (5.12)
where Tad and SL are varied by perturbing the N2 concentration of the 1D premixed flame.
This yields an activation temperature of Ta = 24, 920 K, or β = 12.9.
Previous work using the same method found Ta = 18, 692 K using a reduced skeletal
chemistry model with 60 species and 56 reactions, and a stoichiometric composition of ethy-
lene and oxygen diluted with XN2 = 0.729 and 0.745 [65], the two compositions forming a
finite difference approximation of Eq. (5.12). Using the present chemistry model and match-
ing the mixture composition of the previous work yields Ta = 25, 491 K. These activation
energies are comparable in magnitude, with differences resulting from the choice of reduced
chemistry model.
Thus, we can determine a non-dimensional strain rate  using the 1D premixed flame as
a surrogate for the laminar flame thickness and the Zel’dovich number as described above.
The mixing layer thickness is calculated at the edge flame tip by Lc = ‖∇Z(rc, ϕc)‖−1.
Then, the edge flame speed is normalized by the 1D planar premixed flame speed. The
resulting speed-strain relationship is shown in Fig. 5.10 where the black curve denotes the
stoichiometric composition, and the red and blue curves denote the fuel-rich and -lean mix-
tures, respectively. We find that using the Zel’dovich number obtained by evaluating the
activation temperature with Eq. (5.12) for each composition does not collapse the speed-
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Figure 5.10: Normalized edge flame speed vs. non-dimensional strain rate for an ethylene–air
flame with a range of stoichiometric compositions at Re = 100, α = 9◦.
strain relationships well. Instead, we use the value determined for the stoichiometric mixture
β = 12.9, for all cases shown in Fig. 5.10. While this choice also does not collapse the re-
sulting curves, it produces the best comparison between the speed-strain relationships for
different fuel-oxidizer compositions. The curves are qualitatively similar, suggesting that
a better definition of  might be capable of collapsing the speed-strain curves, though this
rescaling was not found in the present work. Fig. 5.10 shows a speedup of the edge flame
over the planar premixed flame in the zero-strain limit. This is consistent with the speedup
of the hydrodynamically-coupled edge flame discussed in Section 4.4, where the speed in the
limit of zero strain could be approximated by Eq. (4.23). For the stoichiometric mixture
φ = 1.03, Eq. (4.23) gives an approximate normalized speed of 2.28, for φ = 0.686 it is 2.13,
and for φ = 1.54 it is 2.44.
As shown in Section 4.3, the behavior of the edge flame speed in the high-strain regime
can be expanded in a Taylor series, and retaining the first two terms gives
uc
SL
= A0(ext − + b1∇τˆZ), (5.13)
where A0 and b1 are constants to be determined. Here, the flame speed is a function of
the local strain rate  and the spatial variation of the strain in the direction parallel to the
stoichiometric surface. By introducing our definition of strain rate Eq. (5.11), we can express
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(a) φ = 1.03. (b) φ = 0.686. (c) φ = 1.54.
Figure 5.11: Best fit for the high-strain flame speed approximation.
the flame speed in terms of the mixing layer thickness L
∇τZL = ∇τˆZ‖Z‖−1 = −L3
(∇2Z · ∇Z) · τˆZ .
An approximation of the flame speed can now be expressed in terms of the mixture fraction
gradient and Hessian
uc
SL
= A0[ext − − b1  L2(∇2Z · ∇Z) · τˆZ ]. (5.14)
We use the flame speed and strain data from the flame anchoring continuation to provide
data to a non-linear model fit, and determine values for A0 and b1, and ext.
For the speed-strain relationship with φ = 1.03 shown in Fig. 5.10, we find the coef-
ficients A0 = 10.32, b1 = −0.807 and ext = 1.79. The result of this best fit is shown in
Fig. 5.11a, where the black line indicates the solution data, and the red markers show the
model approximation at known values of  and ∇τˆZ. These coefficients are consistent in
magnitude with the fit parameters found for simple chemistry, with details given in Sec-
tion 4.6. In particular, the extinction strain rate ext, found here as an unknown parameter,
agrees well with the unity Lewis number extinction strain rate found for simple chemistry,
ext = 2.03. The coefficient A0 is found to be lower than that of the simple chemistry case,
where A0 was found to be 20–100. For the coefficient b1, we find a magnitude consistent with
simple chemistry, with a negative value consistent with large fuel Lewis number solutions.
We can repeat this for the fuel-rich and -lean compositions. For the fuel-rich case, we find
the fitting constants A0 = 9.11, b1 = −0.678, and ext = 1.94. For the fuel-lean case, these
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constants are A0 = 4.67, b1 = −0.769, and ext = 3.89. Here we see a change in the extinc-
tion strain rates, similar to the values found in simple chemistry for varying Lewis numbers.
The values of b1 vary by only a small amount, indicating that the spatial variation of strain
rate is somewhat independent of the species compositions, with these variations likely being
due to the different adiabatic flame temperatures of the solutions.
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(a) YC2H2 (b) YC2H3
(c) YC2H4 (d) YC2H5
(e) YC2H6 (f) YC3H5
(g) YC3H6 (h) YC3H7
(i) YCH (j) YCH2
Figure 5.12: Species mass fractions for φ = 1.03 and rc = 1.5.
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(a) YCH∗2 (b) YCH2CHO
(c) YCH2CO (d) YCH2O
(e) YCH3 (f) YCH3CHO
(g) YCH3O (h) YCH4
(i) YCO (j) YCO2
Figure 5.13: Species mass fractions for φ = 1.03 and rc = 1.5.
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(a) YH (b) YH2
(c) YH2CC (d) YH2O
(e) YH2O2 (f) YHCCO
(g) YHCO (h) YHO2
(i) YN2 (j) YO
Figure 5.14: Species mass fractions for φ = 1.03 and rc = 1.5.
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(a) YO2 (b) YOH
Figure 5.15: Species mass fractions for φ = 1.03 and rc = 1.5.
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(a) YC2H2 rate (b) YC2H3 rate
(c) YC2H4 rate (d) YC2H5 rate
(e) YC2H6 rate (f) YC3H5 rate
(g) YC3H6 rate (h) YC3H7 rate
(i) YCH rate (j) YCH2 rate
Figure 5.16: Net reaction rates at φ = 1.03 and rc = 1.5.
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(a) YCH∗2 rate (b) YCH2CHO rate
(c) YCH2CO rate (d) YCH2O rate
(e) YCH3 rate (f) YCH3CHO rate
(g) YCH3O rate (h) YCH4 rate
(i) YCO rate (j) YCO2 rate
Figure 5.17: Net reaction rates at φ = 1.03 and rc = 1.5.
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(a) YH rate (b) YH2 rate
(c) YH2CC rate (d) YH2O rate
(e) YH2O2 rate (f) YHCCO rate
(g) YHCO rate (h) YHO2 rate
(i) YN2 rate (j) YO rate
Figure 5.18: Net reaction rates at φ = 1.03 and rc = 1.5.
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(a) YO2 rate (b) YOH rate
(c) Temperature production rate.
Figure 5.19: Net reaction rates at φ = 1.03 and rc = 1.5.
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(a) YC2H2 (b) YC2H3
(c) YC2H4 (d) YC2H5
(e) YC2H6 (f) YC3H5
(g) YC3H6 (h) YC3H7
(i) YCH (j) YCH2
Figure 5.20: Species mass fractions for φ = 0.686 and rc = 1.5.
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(a) YCH∗2 (b) YCH2CHO
(c) YCH2CO (d) YCH2O
(e) YCH3 (f) YCH3CHO
(g) YCH3O (h) YCH4
(i) YCO (j) YCO2
Figure 5.21: Species mass fractions for φ = 0.686 and rc = 1.5.
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(a) YH (b) YH2
(c) YH2CC (d) YH2O
(e) YH2O2 (f) YHCCO
(g) YHCO (h) YHO2
(i) YN2 (j) YO
Figure 5.22: Species mass fractions for φ = 0.686 and rc = 1.5.
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(a) YO2 (b) YOH
Figure 5.23: Species mass fractions for φ = 0.686 and rc = 1.5.
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(a) YC2H2 rate (b) YC2H3 rate
(c) YC2H4 rate (d) YC2H5 rate
(e) YC2H6 rate (f) YC3H5 rate
(g) YC3H6 rate (h) YC3H7 rate
(i) YCH rate (j) YCH2 rate
Figure 5.24: Net reaction rates at φ = 0.686 and rc = 1.5.
76
(a) YCH∗2 rate (b) YCH2CHO rate
(c) YCH2CO rate (d) YCH2O rate
(e) YCH3 rate (f) YCH3CHO rate
(g) YCH3O rate (h) YCH4 rate
(i) YCO rate (j) YCO2 rate
Figure 5.25: Net reaction rates at φ = 0.686 and rc = 1.5.
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(a) YH rate (b) YH2 rate
(c) YH2CC rate (d) YH2O rate
(e) YH2O2 rate (f) YHCCO rate
(g) YHCO rate (h) YHO2 rate
(i) YN2 rate (j) YO rate
Figure 5.26: Net reaction rates at φ = 0.686 and rc = 1.5.
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(a) YO2 rate (b) YOH rate
(c) Temperature production rate.
Figure 5.27: Net reaction rates at φ = 0.686 and rc = 1.5.
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(a) YC2H2 (b) YC2H3
(c) YC2H4 (d) YC2H5
(e) YC2H6 (f) YC3H5
(g) YC3H6 (h) YC3H7
(i) YCH (j) YCH2
Figure 5.28: Species mass fractions for φ = 1.54 and rc = 1.5.
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(a) YCH∗2 (b) YCH2CHO
(c) YCH2CO (d) YCH2O
(e) YCH3 (f) YCH3CHO
(g) YCH3O (h) YCH4
(i) YCO (j) YCO2
Figure 5.29: Species mass fractions for φ = 1.54 and rc = 1.5.
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(a) YH (b) YH2
(c) YH2CC (d) YH2O
(e) YH2O2 (f) YHCCO
(g) YHCO (h) YHO2
(i) YN2 (j) YO
Figure 5.30: Species mass fractions for φ = 1.54 and rc = 1.5.
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(a) YO2 (b) YOH
Figure 5.31: Species mass fractions for φ = 1.54 and rc = 1.5.
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(a) YC2H2 rate (b) YC2H3 rate
(c) YC2H4 rate (d) YC2H5 rate
(e) YC2H6 rate (f) YC3H5 rate
(g) YC3H6 rate (h) YC3H7 rate
(i) YCH rate (j) YCH2 rate
Figure 5.32: Net reaction rates at φ = 1.54 and rc = 1.5.
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(a) YCH∗2 rate (b) YCH2CHO rate
(c) YCH2CO rate (d) YCH2O rate
(e) YCH3 rate (f) YCH3CHO rate
(g) YCH3O rate (h) YCH4 rate
(i) YCO rate (j) YCO2 rate
Figure 5.33: Net reaction rates at φ = 1.54 and rc = 1.5.
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(a) YH rate (b) YH2 rate
(c) YH2CC rate (d) YH2O rate
(e) YH2O2 rate (f) YHCCO rate
(g) YHCO rate (h) YHO2 rate
(i) YN2 rate (j) YO rate
Figure 5.34: Net reaction rates at φ = 1.54 and rc = 1.5.
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(a) YO2 rate (b) YOH rate
(c) Temperature production rate.
Figure 5.35: Net reaction rates at φ = 1.54 and rc = 1.5.
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CHAPTER 6
ETHYLENE–AIR FLAMES: HYDRODYNAMIC ANALYSIS
Additional features of the edge flame solutions are characterized here to provide necessary
data for potential flow approximations of hydrodynamically-coupled edge flames. We first
consider the edge flame solution with fuel and oxidizer in stoichiometric proportion (φ = 1),
and evaluate the properties of the strain rate tensor and mixture fraction Hessian, and the
vorticity around the flame tip. We repeat this analysis for the fuel-rich (φ = 1.54) solution.
6.1 Analysis of the stoichiometric flame (φ = 1)
We evaluate the invariants of the strain-rate tensor along the stoichiometric surface and at
the flame tip as the anchoring point changes. We repeat this analysis for the tensor formed
by the mixture fraction Hessian, and discuss a possible alternative flame tip definition. The
alignment of the mixture fraction Hessian eigenvectors with the mixture fraction gradient
and flow directions are discussed. Finally, we introduce a method to calculate the vorticity
local to the flame tip, and characterize the circulation near the flame front, as well as the
dimensions and position of the vorticity regions.
6.1.1 Velocity
Here we investigate the properties of the strain rate tensor ∇~u sym along the stoichiometric
surface. Extensive and compressive strains are indicated by positive and negative eigenvalues
of this tensor, respectively. For a 2x2 tensor, the invariants of the characteristic polynomial
are given by
Π1 = λ1 + λ2 = tr(∇~u sym),
Π2 = λ1λ2 = det(∇~u sym),
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Figure 6.1: Flow dilatation for rc = 1.0 (left) and 1.5 (right). The solid line indicates the θc
isotherm, and the dashed line indicates the stoichiometric surface.
where λ denotes the eigenvalue of ∇~u sym. The dilatation, Π1, can be isolated from the
continuity equation Eq. (2.7), giving the relationship between dilatation and density gradient
Π1 = ∇ · ~u = −1
ρ
~u · ∇ρ, (6.1)
where Π1 is expected to be zero in regions of uniform density (∇ρ = 0). Fig. 6.1 shows
the dilatation for both a retreating and advancing edge flame. Advancing flames in the
wedge-sink configuration are anchored in regions where the flow direction is anti-parallel to
the density gradient direction, resulting in a positive dilatation by Eq. (6.1). Meanwhile,
retreating flames are anchored on the opposite side of the stagnation point where the flow
direction is reversed, while the direction of the density gradient vector is unchanged, and
thus the dilatation there is negative. For retreating flames, the negative dilatation can also
be interpreted as heat loss caused by stretching of the preheat zone. This stretching exposes
the retreating flame preheat zone to more cold incoming fuel and oxidizer, which induces
heat loss and increases the density of the mixture via the ideal gas equation of state Eq. (2.5),
resulting in the region of negative dilatation.
Fig. 6.2 shows the first dilatation along the stoichiometric surface, and Fig. 6.3 shows
the second invariant of the strain rate tensor. We see that the anchoring points, indicated
in Fig. 6.2-6.3 by diamond markers, track the peaks of the invariants. This supports that
the chosen anchoring temperature θ = θc = 0.5 is relevant, as it corresponds approximately
to the inflection point of the density along the stoichiometric surface. The anchoring point
does not as accurately map to the peak (or minimum) of the invariants for retreating flames,
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Figure 6.2: Invariant Π1 of the strain-rate tensor.
Figure 6.3: Invariant Π2 of the strain-rate tensor.
because the flow becomes strongly influenced by the counterflow, which stretches the preheat
zone.
Next we can consider the invariants of the strain rate tensor at the flame tip, shown in
Fig. 6.4, which tracks the diamond markers shown in Fig. 6.2-6.3. From the first invariant,
it can be seen that the compressive (negative eigenvalue) strain dominates at the edge flame
tip for retreating flames (anchored to the left of the domain), while extensive strains become
dominant for advancing flames. There is also a sign change in the second invariant, indicating
a sign change in one of the eigenvalues, which we can interpret as the compressive strain
transitioning to a second extensive strain as the flame is anchored further to the right of the
domain. This is a result of the heat release becoming stronger and more localized, such that
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Figure 6.4: Invariants of the strain rate tensor at the flame tip vs. flame anchoring position.
the density gradient becomes the primary source of strain near the flame tip.
6.1.2 Mixture fraction
The previous discussion considered only the properties of the strain rate tensor; we now
consider the eigenvalues and eigenvectors of the mixture fraction Hessian ∇2Z along the
stoichiometric surface. The values of the tensor invariants along the stoichiometric surface
are shown in Fig. 6.5. Here, we see a peak in the first tensor invariant, associated with the
growth of the mixture fraction field along the flame front. Further, we see that these peaks
are present even for retreating flames at rc = 1, indicating that the location of this peak
may be a useful criteria for flame anchoring even when the preheat zone is stretched by high
strain rates. The second plot in Fig. 6.5 shows the second tensor invariant of the mixture
fraction Hessian which is associated with curvature of the field. Here, the second invariant is
always negative, with a local minimum near the flame tip. To the left of the domain (small
r), the values are increasingly negative due to curvature induced by high strain rates; near
the flame tip, the local minimum is induced by the density gradient in the pre-heat zone.
In the earlier analysis of the strain rate tensor, the invariants at the flame tip were eval-
uated as the flame anchoring position rc was varied, shown in Fig. 6.4. For those quantities,
the flame tip approximately tracked the location of peak dilatation by construction, via the
flame tip definition. We repeat this analysis for the mixture fraction Hessian, where the
resulting invariant curves are shown in Fig. 6.6. However, the present flame tip definition
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Figure 6.5: Invariants of the mixture fraction Hessian.
Figure 6.6: Invariants of the mixture fraction Hessian tensor at the flame tip vs. flame
anchoring position.
does not naturally track the location of the peak mixture fraction Hessian invariants, which
is apparent from the location of the diamond markers in Fig. 6.5. Fig. 6.6 gives an indication
of the trends of the tensor invariants as the anchor point rc changes, but an alternative defi-
nition of the flame tip would be necessary to consistently track the peaks, and this definition
is not pursued here.
Finally, we consider the alignment of the eigenvectors of ∇2Z with respect to both the
mixture fraction gradient nˆZ , and the flow velocity ~u. This produces two angles,
cos(γ) = eˆ1 · nˆZ , (6.2)
cos(ω) = eˆ1 · ~u/‖~u‖, (6.3)
where eˆ indicates an eigenvector of ∇2Z. Note that since ∇2Z is symmetric and real, the
other eigenvector eˆ2 is orthogonal to eˆ1, and therefore contains no new information. Fig. 6.7
shows the alignments cos(γ) and cos(ω) along the stoichiometric surface. For cos(γ), we
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first look to the left of the domain (small r) where the flow is cold, and the eigenvector
and mixture fraction gradient tend to form a consistent angle similar to that of the inert
flow shown in black. In the trailing diffusion flame to the right of the domain (large r),
the alignment is affected by thermal expansion, but tends to collapse to a single curve,
indicating that this alignment depends primarily on the density of the mixture. The strongly
advancing case anchored at rc = 1.8 changes the sign of the alignment angle for large r, but
the magnitude of the angle matches the other cases. For cos(ω), we first note the presence
of a jump associated with the changing flow direction near the stagnation point, indicated
by open circle markers. In the trailing diffusion flame, the eigenvectors all tend to form a
consistent angle with the flow, where again the eigenvector for rc = 1.8 changed sign, but
the magnitude of the angle formed matches the other cases. We can observe in Fig. 6.7 that
the presence of the flame front perturbs the eigenvectors, and flames with a thinner preheat
zones (corresponding to lower strain) experience larger perturbations. We also observe that
these perturbations to the alignments are not localized near the preheat-zone, but extend
somewhat into the burned-side of the edge flame before recovering the self-similar diffusion
flame behavior at large value of r. Further, these extended zones of influence are larger
for more strongly advancing flames, in opposition to their correspondingly thinner preheat-
zones. This suggests that the hydrodynamic effects from thermal expansion do not result
only from the preheat zone near the stoichiometric surface. Rather, for strongly advancing
flames, the trailing diffusion flame and premixed wings contribute to the overall effect of
thermal expansion on the flame front. This influence from other features of the edge flame
may account for the disagreement from the theoretical hydrodynamic speedup [33] in cases
with strong hydrodynamic coupling shown in Fig. 4.7, the details of which are discussed in
Section 4.4.
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Figure 6.7: Angles formed by eˆ1 with nˆZ (left) and uˆ (right).
6.1.3 Vorticity
The edge flame tip is a source of dilatation and regions of flow circulation, both resulting
from heat release inducing a density gradient. Both of these flow features act to deflect
the streamlines ahead of the flame and allow a hydrodynamically-coupled edge flame to
propagate faster than its one-dimensional premixed counterpart. Quantifying the dilatation
and vorticity near the edge flame tip can inform potential flow models that approximate the
effect of heat release using mass sources and vortex dipoles.
We consider vorticity field ω, defined by
ω =
∂v
∂x
− ∂u
∂y
.
The vorticity in the wedge-sink configuration is typically dominated by flow curvature effects,
particularly in regions of high strain, as shown in Fig. 6.8. This vorticity is natural for this
configuration, and the leading order vorticity term is known from the streamfunction series
solution, discussed in Section 2.5. To more directly analyze the interaction of the flame tip
with vorticity, we consider an auxiliary inert solution representing the “background” flow,
and analyze the differential vorticity given by ω′ = ω−ωcold. This differential vorticity does
not remove the vorticity near the trailing diffusion flame, which is not of interest here, as
shown in Fig. 6.9. However, there are well defined regions near the flame tip with vorticity of
opposite sign to that of the trailing diffusion flame. These regions can be isolated from the
rest of the domain by an iso-contour of zero vorticity defining a region Ωe, whose boundary
is shown by the dotted line in Fig. 6.9. Ωe is used as a region of integration to find the
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Figure 6.8: Flow vorticity for an inert solution (left) and and edge flame solution at rc = 1.5
(right). The black contours show temperatures at θ = 0.2, 0.4, 0.6, 0.8 while the white
contour shows the stoichiometric surface.
circulation near the flame tip, given by
Γ =
∫
Ωe
ω′dA, (6.4)
which is expected to be very nearly zero for stoichiometric edge flames. Nevertheless, the
circulation can be separated into positive and negative contributions, where the positive Γ+
and negative Γ− circulations are found in the bottom and top sections of Ωe, respectively.
This decomposition of vorticity is shown in Fig. 6.10, where it is clear that the vorticity
produced by the positive and negative lobes increases as the flame is anchored in regions of
decreasing strain. As the strain decreases, the Damko¨hler number must increase to prevent
the flame from being blow off, which results in a stronger density gradient (thinner pre-heat
zone) and induces a larger circulation near the flame tip.
This vorticity regions are attached to flame tip, and the relative positions of the vorticity
regions can be analyzed as the flame tip is anchored in different regions of the domain. The
centroids of these regions are defined by the first moment of vorticity
x¯ =
∫
Ωe
x ω′dA∫
Ωe
ω′dA
, y¯ =
∫
Ωe
y ω′dA∫
Ωe
ω′dA
. (6.5)
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Figure 6.9: Differential vorticity ω′ for rc = 1.6 (left) and ω′ in the isolated region Ωe (right).
The dotted black line indicates the contour of zero vorticity.
Figure 6.10: Circulation near the edge flame tip, separated into positive Γ+ and negative Γ−
contributions.
The corresponding radial coordinates of the centroids are r¯ and ϕ¯. The position of the
vorticity regions must track with the flame tip, thus is it useful to consider the displacement
of the centroid from the flame tip, and the arc-length of the centroid from the centerline, as
shown in Fig. 6.11. The magnitude of the arc-length is shown to allow better comparison
between the positions of the positive and negative vorticity regions. Fig. 6.11 shows that
the radial displacement of the vorticity region increases as the flame is anchored in regions
of decreasing strain.
The dimensions of the vorticity region near the flame tip are determined by evaluating
the covariance matrix
C =
σ2xx σ2yx
σ2xy σ
2
yy
 , (6.6)
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Figure 6.11: Centroid of vorticity region relative to the flame anchoring position.
Figure 6.12: Characteristic lengths of the vorticity regions for φ = 1.03.
whose elements σ2 are the second moment of vorticity
σ2xx =
∫
Ωe
(x− x¯)2 ω′dA∫
Ωe
ω′dA
, σ2xy =
∫
Ωe
(x− x¯)(y − y¯) ω′dA∫
Ωe
ω′dA
. (6.7)
The eigenvalues of C provide the characteristic dimensions of the vorticity region, and its
eigenvectors provide the alignment of the vorticity region. We find that the eigenvector
associated with the largest length tends to align with the stoichiometric surface, which is
consistent with the observations. The covariance matrix is symmetric by definition, and thus
the second eigenvector is orthogonal and provides no additional information. The eigenvalues
of the covariance matrix σ1 and σ2 are shown in Fig. 6.12. The shape of the positive and
negative vorticity lobes behave similarly as the flame moves to regions of lower strain, and
tend to become more compact in the radial direction, and larger in the transverse direction.
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Figure 6.13: Flow dilatation for φ = 0.686 (left) and 1.54 (right).
6.2 Analysis of non-stoichiometric flames (φ 6= 1)
We now consider flames with non-stoichiometric fuel-oxidizer ratios, with a fuel-lean flame
(φ = 0.686) and a fuel-rich flame (φ = 1.54). This varies both the location of the stoi-
chiometric surface and the burning temperature of the flame. We repeat the analysis of
Section 6.1 for these non-stoichiometric flames to further understand how the hydrodynamic
properties depend on the heat release as well as the relative position of the stoichiometric
surface in the strained counterflow.
6.2.1 Velocity
The dilatation of the flow given by Π1(∇usym) for the fuel-lean and -rich compositions is
shown in Fig. 6.13. We see that the dilatation associated with the trailing diffusion flame
is biased towards the fuel inlet for φ = 0.686 and vice versa for φ = 1.54. Because the
edge flame propagates along the stoichiometric surface, the change in composition of the
fuel stream acts to shift the stoichiometric surface along which the flame propagates. We
also see in Fig. 6.13 the effect of the differing burning temperatures, where the fuel-rich
composition has larger temperature gradients, and thus stronger dilatation, while the fuel-
lean composition has lower dilatation.
Fig. 6.14 shows the strain rate tensor invariants along the stoichiometric surface. We
see that to the left of the domain (small r), where the strain-rate is high, the dilatation
is negative for the retreating flames for the reasons discussed in Section 6.1.1. However,
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Figure 6.14: Invariants of the strain rate tensor.
we note two feature about the region of negative dilatation. First, the dilatation attains a
lower minimum value for the fuel-lean composition φ = 0.686, indicating that the effect of
heat loss is stronger and more localized for this case. Second, the dilatation for the fuel-rich
composition φ = 1.54 extends further and becomes more strongly negative to the left of
the flame tip than the other compositions. This is because the burning temperature of the
fuel-rich case is higher, and that additional heat is then dissipated over a larger region of the
flow as the pre-heat zone is stretched by the high local strain rates. The second invariant of
the strain rate tensor in Fig. 6.14 shows that the deviatoric strain is largely independent of
both the composition and the position of the stoichiometric surface, and is influenced only
minimally by the varying burning temperature near the flame tip.
6.2.2 Mixture fraction
The invariants of the mixture fraction Hessian ∇2Z are shown in Fig. 6.15. To interpret
the first invariant, we must note that the mixture fraction field varies slowly in the radial
direction relative to the azimuthal direction. Thus, the sign of the first invariant of the
mixture fraction Hessian gives some indication of the azimuthal location of the stoichiometric
surface. For φ = 1.54, the first invariant is positive in regions of high strain, because the
stoichiometric surface is biased towards the oxidizer stream (where Z = 0). Here, the
stoichiometric surface is located along Z = 0.422, where the mixture fraction gradient in the
transverse direction is still increasing in the towards an inflection point near Z = 0.5, thus
the first invariant has a positive value. Conversely, for φ = 0.686, the stoichiometric surface
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Figure 6.15: Invariants of the mixture fraction Hessian.
is past the inflection point at Z = 0.607, and the invariant is correspondingly negative. This
effect is smaller in regions of lower strain, where the mixture fraction is less constrained
and where heat release from the trailing diffusion flame further thickens Z. Meanwhile, the
second invariant is largely independent of the fuel-oxidizer ratio, except where it is influenced
by different burning temperatures near the flame front. The second invariant measures the
curvature of the stoichiometric surface, which behaves similarly along iso-contours of Z.
The alignment of angles formed by the mixture fraction Hessian eigenvectors eˆ1 with
other flame coordinates are shown in Fig. 6.16. For cos(γ), this shows that the direction
of the eigenvectors depend strongly on the location of the stoichiometric surface. We also
see that the deflected in the eigenvector direction caused by the flame front has a different
effect depending on the location of the stoichiometric surface. For a fuel-rich flame φ =
1.54, the presence of the flame tip causes the alignment of the eigenvalue with the mixture
fraction gradient to be less orthogonal, while for a fuel-lean flame φ = 0.686 it becomes
more orthogonal. For cos(ω), we see that there is a jump consistent with the change in flow
direction near the stagnation point. We also observe that the fuel-rich composition tends
to have eigenvectors which are parallel (or anti-parallel) to the flow direction, while in the
fuel-lean case these vectors tend to be more orthogonally aligned.
6.2.3 Vorticity
We can repeat the analysis described in Section 6.1.3 to determine the circulation near
the edge flame tip for non-stoichiometric flame compositions. This is most relevant in the
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Figure 6.16: Angles formed by eˆ1 with nˆZ (left) and uˆ (right).
Figure 6.17: Circulation near the edge flame tip, separated into positive Γ+ and negative Γ−
contributions.
low-strain regime, where the vorticity near the flame front can be well isolated from the
natural vorticity in the high-strain region of the flow. We consider only the fuel-rich solution
for which we have low-strain edge flame solutions at a large range of anchoring points rc.
While this analysis can be repeated for the fuel-lean solution, the low burning temperature
associated with this case results in a more numerically challenging system for low-strain
flames, and solutions were not obtained.
Fig. 6.17 shows the circulation near the flame tip for φ = 1.54. The negative circulation
near the fuel-lean premixed wing tends tends to dominate, and increases in magnitude as
the flame is anchored further into regions of low strain. The abundance of fuel in this case
will impede combustion in the fuel-rich wing, allowing more fuel to reach the fuel-lean wing.
Heat released by the flame tip is then biased towards the oxidizer inlet, and the resulting
density gradient increases the local vorticity.
Using a non-unity equivalence ratio further breaks the symmetry of the flame by chang-
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Figure 6.18: Centroid of vorticity region relative to the flame anchoring position.
Figure 6.19: Characteristic lengths of the vorticity regions for φ = 1.54.
ing the distance at which the vorticity regions attach to the flame tip. The radial offset of
the negative vorticity region shown in Fig. 6.18 matches the behavior of the stoichiometric
mixture Fig. 6.11, though with an even larger offset. The positive vorticity region has a qual-
itatively different behavior, with its centroid approaching the flame tip again as the flame
moves to regions of lower strain. The transverse locations see only a minor effect from the
stoichiometry, indicating that they are affected primarily by heat release and the transverse
strain rate.
Finally, Fig. 6.19 shows the characteristic dimensions of the vorticity regions for φ =
1.54. The radial length is consistent with unity equivalence ratio Fig. 6.12, though the neg-
ative vorticity region tends to be longer. The transverse length has a qualitatively different
behavior, where the positive vorticity region becomes smaller as the flame is anchored into
regions of lower strain.
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CHAPTER 7
CONCLUSIONS
In the study of non-premixed combustion, including reactive turbulent flows and jet flames, it
is often useful to simplify the complex and expensive systems by analyzing particular features
of the system in a simpler framework. Edge flames are frequently present in these larger
combustion systems, and analyzing this canonical two-dimensional structure can further
our understanding of the more detailed systems. Typical configurations for establishing
edge flames are unable to access solution states with retreating flames in the presence of
strong hydrodynamic coupling resulting from thermal expansion. A novel computational
configuration is presented, where inlets of fuel and oxidizer in a wedge-shaped configuration
form a non-uniformly strained mixing layer. A superposed mass sink at the apex of the
wedge generates regions of left- and right-going flow in the computational domain. This
configuration allows a stationary edge flame to be established, and by positioning the flame
front in regions of differing flow direction, the advancing and retreating flame branches may
be accessed continuously.
We find in the discretized system that the natural boundary conditions at the outlet
where the diffusion flame is present must be modified to account for density variation along
the boundary, and flow displacement caused by thermal expansion of the edge flame. A
consistent method to adjust the natural boundary stress is developed, which simultaneously
corrects for both effects of thermal expansion, and allows for direct comparisons of thermod-
iffusive and hydrodynamically-coupled edge flame solutions. The edge flame solutions are
continued by varying the anchoring position of the edge flame tip, instead of the strain. This
is computationally more convenient and allows positioning the edge flame in both advancing
and retreating (high strain) conditions. Using a global one-step chemistry model and Fickian
transport, we analyze the response of the edge flame to changes in the flame scale, the mass
diffusivity, and the alignment angle of the inlets.
The flame propagation speed is of primary interest, and we define a speed-strain re-
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lationship to compare the behavior of flames with differing parameters and compositions.
We introduce a speed-strain relationship that is independent of the Reynolds number and
opening angle α for sufficiently large values of both, at about Re = 100 and α = 9◦. In
the thermodiffusive limit, we confirm that the edge flame speed in the limit of zero strain
approaches that of a corresponding planar premixed flame, and we demonstrate that, at
high strain rates, the non-uniformly strained edge flame does not uniformly extinguish.
We then consider hydrodynamically-coupled edge flames using a homotopy transforma-
tion over the equation of state. Here, heat release from the flame couples to density through
the state equation, which in turn drives the flow via dilatation effects. We observe the ex-
pected speedup of the hydrodynamically-coupled edge flame over its corresponding planar
premixed flame speed at low strain rates. We further verify the magnitude of the speedup
against a well known approximation for weak hydrodynamic coupling, and show that this
approximation (as the square root of the density variation across the flame) is quite accurate
for practical levels of heat release. Non-linearity induced deviations from this approximation
are clearly visible for flames with large density variations across the flame.
We also develop a speed-strain curve, applicable in the high-strain regime, which relates
the flame speed to the strain rate and spatial variation of the strain rate. We apply this re-
lationship for a range of fuel Lewis numbers for both thermodiffusive and hydrodynamically-
coupled edge flames, and provide the parameters obtained from this curve fit. This analysis
provides additional insight into the dependence of retreating flame speed on the strain rate
profile local to the flame tip, which is quantified by the fit.
A detailed transport model is introduced using mixture-averaged diffusivity and a de-
tailed chemistry model using the USC Mech II skeletal reduction for ethylene-air combustion.
Using the same numerical framework and computational configuration used for simple chem-
istry, we consider an edge flame with C2H4 fuel and oxidizer composed of O2, both diluted
with N2. We consider three flames, corresponding to stoichiometric, fuel-lean, and fuel-rich
compositions. We discuss details of the flame solutions, and the steps for calculating the
edge flame speed and the non-dimensional strain rate. We extend the high-strain flame speed
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relationship for the detailed chemistry flame, and show that the fitting parameters compare
well against the simple chemistry case.
We then analyze the flame solutions in more detail by first evaluating the strain rate
along the stoichiometric surface. Here, we demonstrate that our choice of flame anchoring
condition is well chosen to align with regions of peak dilatation of the flow. We evaluate the
mixture fraction Hessian tensor along the stoichiometric surface, and propose an alternative
flame anchoring condition based on the profile of the tensor invariants. Finally, we consider
the vorticity near the edge flame front, and characterize the total circulation produced near
the flame tip, and the position and shape of the resulting vortex regions. This is novel
and necessary data for constructing potential flow approximations of edge flames, where the
hydrodynamic coupling can be approximated with mass sources and vortex dipoles informed
by the dilatation and vorticity measurements.
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APPENDIX A
OTHER FLAME STRUCTURES
The edge flame structures considered in the present work have a trailing diffusion flame in
the direction of decreasing strain rate, towards the right-hand side of the domain. This
establishes a diffusion flame with semi-infinite extent, which is truncated by the computa-
tional domain. However, one could similarly establish a flame in the opposing direction to
the left of the stagnation point, with a trailing diffusion flame in the direction of increasing
strain. This flame propagates to the right, and its flame front nearer the stagnation point
may appear as a triple flame, but its trailing diffusion flame is also extinguished at some
distance by the rise in transverse strain rate. We refer to this case as a flame island, shown
in Fig. A.1a, in the thermodiffusive limit. This flame island is related to flame tubes studied
experimentally [66] and single flame-strings studied numerically [67], both of which exist in
non-premixed, uniformly strained counterflows.
The eigenvalue problem anchoring the flame at a particular position in the domain
admits an additional choice in the context of the flame island. One may anchor the flame at
opposing flame front, nearer the stagnation point, or anchor the flame in the region of high
strain where the flame is extinguished. Both choices may satisfy the anchoring equation on
temperature, as both directions admit a flame front. We find that the choosing the high-
strain flame front is most useful, as it allows direction comparisons with the previous flame
solutions, where the flames are anchored at a front oriented in the same direction. We find
that the relationship between the eigenvalue Da as a function of the anchoring point collapse
for both typical edge flames and flame islands, as shown in Fig. A.2.
When considering a flame island, the truncated diffusion flame in the high-strain region
acts very similarly to the typical edge flame, as both cases are simply regions of reacting flow
being stretched by the extensive strain towards the sink. As the flame island is anchored
towards the stagnation point, the it collapses to a point-like flame, and the reaction rate
Da must increase to support the continued existence of the small flame. This is indicated
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(a) Thermodiffusive island flame.
(b) Hydrodynamically-coupled island flame,
Rec = 104.
(c) Thermodiffusive flame with separated island
and edge flame.
(d) Thermodiffusive island and edge flame at an
increased reaction rate.
Figure A.1: Temperature field for LeF = LeO = 1, φ = 1, α = 9
◦, and Re = 100. Reaction
rate is shown as black iso-contours at 20% increments of peak reaction rate, stoichiometric
surface as a dashed line, and the separatrix as a white broken line.
in Fig. A.2 by the asymptote at the stagnation point r0 where the eigenvalue sees a sharp
increase. This point-like flame structure is apparent in Fig. A.1c, although this point-flame
can exist in the absence of the secondary edge flame shown here.
It is possible to establish a superposition of flame structures of this nature, including
both a typical edge flame and a flame island. This case is shown in Fig. A.1c, where the edge
flame is placed in a region of low strain, and an island is established near the stagnation
point. This structure may also develop naturally as a bifurcation of the edge flame solution
during continuation. The flames shown in Fig. A.1 were constructed by first continuing the
flame with fuel Lewis number LeF = 0.375, at which point a bifurcation developed which
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Figure A.2: Pre-exponential factor Da vs. anchoring position for other flame structures.
Thermodiffusive with α = 9◦ and Re = 100.
produced the diffusion flame and a stationary flame island. This solution was continued to
unity Lewis number, which had not exhibited the bifurcation during solution continuation,
to confirm that a stable island solution exists regardless of the presence of such a bifurcation.
This solution may be continued as usual by adjusting the anchor point of the edge flame tip,
in which case the reaction rate increases to support the edge flame in the low-strain region,
while the island flame converges to a smaller point. If the left edge of the flame island is
continued towards regions of higher strain, then the solution may act as a typical edge flame
with a “broken” diffusion flame near the stagnation point, as shown in Fig. A.1d.
These variations of the edge flame and flame island also exist in the hydrodynamically-
coupled system. In this case, a difficulty arises in the definition of the boundary conditions,
particularly as the island flame approaches the left boundary. We define a boundary stress
adjustment in Section 2.4 which assumes a diffusion flame on the right boundary, and cold
flow near the left boundary. An island flame may exist with a trailing diffusion flame on the
left boundary and cold flow on the right boundary, or the superposed edge flame and island
may have a diffusion flame on both outlets. This results in a failure of the boundary condition
adjustment, and these solutions were not pursued. However, a homotopy transformation over
the island flame was performed with unmodified boundary conditions, as shown in Fig. A.1b
to confirm the existence of stationary, hydrodynamically-coupled flame island solutions.
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APPENDIX B
ETHYLENE–AIR CHEMISTRY DETAILS
The chemistry model describes the rate of species consumption/production, given in Eqs. (2.3)-
(2.4) by the chemical source term ω˙. Cantera is used to calculate ω˙ by evaluating a set of
individual chemical reactions at a given gas state to assemble the net production rates for
each species. The USC Mech II reduced chemistry model provides 206 reactions describing
ethylene–air chemistry [9], used to calculate these net production rates.
USC Mech II contains three types of chemical reaction: an elementary Arrhenius reac-
tion, a three-body reaction, and a falloff reaction. The Arrhenius reaction models a forward
rate constant, given by
kf = AT
b exp
(
Ea
RT
)
, (B.1)
where kf is the reaction rate, T is the temperature, A is the pre-exponential factor, b is the
temperature exponent, Ea is the activation energy in cal/mol, and R is the gas constant [60].
The three-body reaction type modifies the Arrhenius reaction by specifying kinetic collision
efficiencies for particular reactants, providing a coefficient which multiplies the rate constant
given by
[M ] =
∑
k
kCk, (B.2)
where k is the collision efficiency of species k with the default efficiency being unity, and
Ck is the concentration of species k. The falloff reaction is an additional modification which
models the pressure dependence of the reaction using two Arrhenius reactions, corresponding
to low- and high-pressures, given by the forward rates k0 and k∞, respectively. There are
two falloff functions used by USC Mech II, the first is the Lindemann form [68], where the
modified rate coefficient is given by
kf =
k0
1 + k0
k∞
. (B.3)
The second is the Troe falloff function [69], which includes a function to map the low- and
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high-pressure models, given by
F (T ) = (1−B) exp(−T/T3) +B exp(−T/T1) + exp(−T2/T ), (B.4)
where B, T1, T2, and T3 are parameters provided by USC Mech II. Further details of the
Troe falloff function are not discussed, but the general form of the function F is shown to
provide context for the parameters.
Each chemical equation and its corresponding Arrhenius coefficients A, b, and Ea are
specified from USC Mech II, as shown in Tables B.1-B.6. The Troe falloff parameters in
shown in Table B.7. The Lindemann form of the falloff function is used only for reaction
114, with all other falloff reactions using the Troe function. The collision efficiencies [M]
used for the three-body and falloff reactions are:
[M1] = 0 [CO2] + 0 [H2] + 0 [H2O] + 2 [CH4] + 3 [C2H6] + 3 [C2H4] + 3 [C2H2] + 1 [other],
[M2] = 0.73 [H2] + 3.65 [H2O] + 2 [CH4] + 3 [C2H6] + 3 [C2H4] + 3 [C2H2] + 1 [other],
[M3] = 2 [CO2] + 1.5 [CO] + 2 [H2] + 6 [H2O] + 2 [CH4] + 3 [C2H6] + 3 [C2H4] + 3 [C2H2] + 1 [other],
[M4] = 3.6 [CO2] + 1.75 [CO] + 2.4 [H2] + 15.4 [H2O] + 2 [CH4] + 3 [C2H6] + 3 [C2H4] + 3 [C2H2] + 1 [other],
[M5] = 1.5 [CO2] + 0.75 [CO] + 0 [O2] + 0 [H2O] + 1.5 [C2H6] + 0 [N2] + 3 [C2H4] + 3 [C2H2] + 1 [other],
[M6] = 3.5 [CO2] + 1.5 [CO] + 2 [H2] + 6 [O2] + 6 [H2O] + 2 [CH4] + 3 [C2H6] + 3 [C2H4] + 3 [C2H2] + 1 [other],
[M7] = 2.0 [CO2] + 1.5 [CO] + 2 [H2] + 6 [H2O] + 2 [CH4] + 3 [C2H6] + 2.5 [C2H4] + 3 [C2H2] + 1 [other],
[M8] = 1 [other],
[M9] = 2.0 [CO2] + 1.5 [CO] + 2 [H2] + 6 [H2O] + 2 [CH4] + 3 [C2H6] + 1 [other].
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# Reaction A b Ea
1 H + O2  O + OH 8.3× 1013 0.0 14413.0
2 O + H2  H + OH 5.0× 104 2.67 6290.0
3 OH + H2  H + H2O 2.16× 108 1.51 3430.0
4 OH + OH O + H2O 3.57× 104 2.4 -2110.0
5 H + H + M1  H2 + M1 1.0× 1018 -1.0 0.0
6 H + H + H2  H2 + H2 9.0× 1016 -0.6 0.0
7 H + H + H2O H2 + H2O 6.0× 1019 -1.25 0.0
8 H + H + CO2  H2 + CO2 5.5× 1020 -2.0 0.0
9 H + OH + M2  H2O + M2 2.2× 1022 -2.0 0.0
10 O + H + M3  OH + M3 5.0× 1017 -1.0 0.0
11 O + O + M4  O2 + M4 1.2× 1017 -1.0 0.0
12 H + O2 + M5  HO2 + M5 2.8× 1018 -0.86 0.0
13 H + O2 + O2  HO2 + O2 3.0× 1020 -1.72 0.0
14 H + O2 + H2O HO2 + H2O 1.652× 1019 -0.76 0.0
15 H + O2 + N2  HO2 + N2 2.6× 1019 -1.24 0.0
16 OH + OH (+M3) H2O2 (+M3) k∞ 7.4× 1013 -0.37 0.0
k0 2.3× 1018 -0.9 -1700.0
17 HO2 + H O + H2O 3.97× 1012 0.0 671.0
18 HO2 + H O2 + H2 1.66× 1013 0.0 820.0
19 HO2 + H OH + OH 7.08× 1013 0.0 300.0
20 HO2 + O OH + O2 2.0× 1013 0.0 0.0
21 HO2 + OH O2 + H2O 4.64× 1013 0.0 -500.0
22 HO2 + HO2  O2 + H2O2 1.3× 1011 0.0 -1630.0
23 HO2 + HO2  O2 + H2O2 4.2× 1014 0.0 12.0
24 H2O2 + H HO2 + H2 1.21× 107 2.0 5200.0
25 H2O2 + H OH + H2O 1.0× 1013 0.0 3600.0
26 H2O2 + O OH + HO2 9.63× 106 2.0 4.0
27 H2O2 + OH HO2 + H2O 1.75× 1012 0.0 320.0
28 H2O2 + OH HO2 + H2O 5.8× 1014 0.0 9560.0
29 CO + O + M6  CO2 + M6 6.02× 1014 0.0 3.0
30 CO + OH CO2 + H 4.76× 107 1.228 70.0
31 CO + H2 (+M3) CH2O (+M3) k∞ 4.3× 107 1.5 79600.0
k0 5.07× 1027 -3.42 84350.0
32 CO + O2  CO2 + O 2.5× 1012 0.0 47800.0
33 CO + HO2  CO2 + OH 1.5× 1014 0.0 23600.0
34 CH + O CO + H 5.7× 1013 0.0 0.0
35 CH + OH HCO + H 3.0× 1013 0.0 0.0
36 CH + H2  CH2 + H 1.107× 108 1.79 1670.0
37 CH + H2O CH2O + H 5.71× 1012 0.0 -755.0
Table B.1: USC Mech II chemical reactions
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38 CH + O2  HCO + O 3.3× 1013 0.0 0.0
39 CH + CO (+M3) HCCO (+M3) k∞ 5.0× 1013 0.0 0.0
k0 2.69× 1028 -3.74 1936.0
40 CH + CO2  HCO + CO 3.4× 1012 0.0 690.0
41 HCO + H (+M3) CH2O (+M3) k∞ 1.09× 1012 0.48 -260.0
k0 1.35× 1024 -2.57 1425.0
42 HCO + H CO + H2 7.34× 1013 0.0 0.0
43 HCO + O CO + OH 3.0× 1013 0.0 0.0
44 HCO + O CO2 + H 3.0× 1013 0.0 0.0
45 HCO + OH CO + H2O 5.0× 1013 0.0 0.0
46 HCO + M3  CO + H + M3 1.87× 1017 -1.0 17.0
47 HCO + O2  CO + HO2 7.6× 1012 0.0 400.0
48 CH2 + H (+M3) CH3 (+M3) k∞ 2.5× 1016 -0.8 0.0
k0 3.2× 1027 -3.14 1230.0
49 CH2 + H2  H + CH3 5.0× 105 2.0 7230.0
50 CH2 + O HCO + H 8.0× 1013 0.0 0.0
51 CH2 + O2  HCO + OH 1.056× 1013 0.0 1500.0
52 CH2 + O2  CO2 + H + H 2.64× 1012 0.0 1500.0
53 CH2 + OH CH2O + H 2.0× 1013 0.0 0.0
54 CH2 + OH CH + H2O 1.13× 107 2.0 3.0
55 CH2 + HO2  CH2O + OH 2.0× 1013 0.0 0.0
56 CH2 + CO (+M3) CH2CO (+M3) k∞ 8.1× 1011 0.5 4510.0
k0 2.69× 1033 -5.11 7095.0
57 CH2 + CH C2H2 + H 4.0× 1013 0.0 0.0
58 CH2 + CH2  C2H2 + H2 3.2× 1013 0.0 0.0
59 CH∗2 + N2  CH2 + N2 1.5× 1013 0.0 600.0
60 CH∗2 + H CH + H2 3.0× 1013 0.0 0.0
61 CH∗2 + O CO + H2 1.5× 1013 0.0 0.0
62 CH∗2 + O HCO + H 1.5× 1013 0.0 0.0
63 CH∗2 + OH CH2O + H 3.0× 1013 0.0 0.0
64 CH∗2 + H2  CH3 + H 7.0× 1013 0.0 0.0
65 CH∗2 + O2  H + OH + CO 2.8× 1013 0.0 0.0
66 CH∗2 + O2  CO + H2O 1.2× 1013 0.0 0.0
67 CH∗2 + H2O CH2 + H2O 3.0× 1013 0.0 0.0
68 CH∗2 + CO CH2 + CO 9.0× 1012 0.0 0.0
69 CH∗2 + CO2  CH2 + CO2 7.0× 1012 0.0 0.0
70 CH∗2 + CO2  CH2O + CO 1.4× 1013 0.0 0.0
71 CH2O + H (+M3) CH3O (+M3) k∞ 5.4× 1011 0.454 2600.0
k0 2.2× 1030 -4.8 5560.0
Table B.2: USC Mech II chemical reactions
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72 CH2O + H HCO + H2 2.3× 1010 1.05 3275.0
73 CH2O + O HCO + OH 3.9× 1013 0.0 3540.0
74 CH2O + OH HCO + H2O 3.43× 109 1.18 -447.0
75 CH2O + O2  HCO + HO2 1.0× 1014 0.0 4.0
76 CH2O + HO2  HCO + H2O2 1.0× 1012 0.0 8.0
77 CH2O + CH CH2CO + H 9.46× 1013 0.0 -515.0
78 CH3 + H (+M3) CH4 (+M3) k∞ 1.27× 1016 -0.63 383.0
k0 2.477× 1033 -4.76 2440.0
79 CH3 + O CH2O + H 8.43× 1013 0.0 0.0
80 CH3 + OH CH2 + H2O 5.6× 107 1.6 5420.0
81 CH3 + OH CH∗2 + H2O 2.501× 1013 0.0 0.0
82 CH3 + O2  O + CH3O 3.083× 1013 0.0 28800.0
83 CH3 + O2  OH + CH2O 3.6× 1010 0.0 8940.0
84 CH3 + HO2  CH4 + O2 1.0× 1012 0.0 0.0
85 CH3 + HO2  CH3O + OH 1.34× 1013 0.0 0.0
86 CH3 + H2O2  CH4 + HO2 2.45× 104 2.47 5180.0
87 CH3 + CH C2H3 + H 3.0× 1013 0.0 0.0
88 CH3 + HCO CH4 + CO 8.48× 1012 0.0 0.0
89 CH3 + HCO (+M3) CH3CHO (+M3) k∞ 1.8× 1013 0.0 0.0
k0 2.2× 1048 -9.588 5100.0
90 CH3 + CH2O CH4 + HCO 3.32× 103 2.81 5860.0
91 CH3 + CH2  C2H4 + H 4.0× 1013 0.0 0.0
92 CH3 + CH
∗
2  C2H4 + H 1.2× 1013 0.0 -570.0
93 CH3 + CH3 (+M3) C2H6 (+M3) k∞ 2.12× 1016 -0.97 620.0
k0 1.77× 1050 -9.67 6220.0
94 CH3 + CH3  H + C2H5 4.99× 1012 0.1 10600.0
95 CH3 + HCCO C2H4 + CO 5.0× 1013 0.0 0.0
96 CH3O + H CH2O + H2 2.0× 1013 0.0 0.0
97 CH3O + H CH3 + OH 3.2× 1013 0.0 0.0
98 CH3O + H CH∗2 + H2O 1.6× 1013 0.0 0.0
99 CH3O + O CH2O + OH 1.0× 1013 0.0 0.0
100 CH3O + OH CH2O + H2O 5.0× 1012 0.0 0.0
101 CH3O + O2  CH2O + HO2 4.28× 10−13 7.6 -3530.0
102 CH4 + H CH3 + H2 6.6× 108 1.62 10840.0
103 CH4 + O CH3 + OH 1.02× 109 1.5 8600.0
104 CH4 + OH CH3 + H2O 1.0× 108 1.6 3120.0
105 CH4 + CH C2H4 + H 6.0× 1013 0.0 0.0
106 CH4 + CH2  CH3 + CH3 2.46× 106 2.0 8270.0
Table B.3: USC Mech II chemical reactions
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107 CH4 + CH
∗
2  CH3 + CH3 1.6× 1013 0.0 -570.0
108 HCCO + H CH∗2 + CO 1.0× 1014 0.0 0.0
109 HCCO + O H + CO + CO 1.0× 1014 0.0 0.0
110 HCCO + O2  OH +2 CO 1.6× 1012 0.0 854.0
111 HCCO + CH C2H2 + CO 5.0× 1013 0.0 0.0
112 HCCO + CH2  C2H3 + CO 3.0× 1013 0.0 0.0
113 HCCO + HCCO C2H2 + CO + CO 1.0× 1013 0.0 0.0
114 C2H2 (+M7) H2CC (+M7) k∞ 8.0× 1014 -0.52 50750.0
k0 2.45× 1015 -0.64 49700.0
115 C2H3 (+M3) C2H2 + H (+M3) k∞ 3.86× 108 1.62 37048.22
k0 2.565× 1027 -3.4 35798.72
116 C2H2 + O HCCO + H 1.632× 107 2.0 1900.0
117 C2H2 + O CH2 + CO 4.08× 106 2.0 1900.0
118 C2H2 + OH CH2CO + H 2.18× 10−04 4.5 -1.0
119 C2H2 + OH CH3 + CO 4.83× 10−04 4.0 -2.0
120 C2H2 + HCO C2H3 + CO 1.0× 107 2.0 6.0
121 C2H2 + CH3 + M8  C3H5 + M8 2.2× 1055 -11.82 35730.0
122 H2CC + H C2H2 + H 1.0× 1014 0.0 0.0
123 H2CC + O CH2 + CO 1.0× 1014 0.0 0.0
124 H2CC + OH CH2CO + H 2.0× 1013 0.0 0.0
125 H2CC + O2  CO2 + CH2 1.0× 1013 0.0 0.0
126 CH2CO + H (+M3) CH2CHO (+M3) k∞ 3.3× 1014 -0.06 8500.0
k0 3.8× 1041 -7.64 11900.0
127 CH2CO + H HCCO + H2 5.0× 1013 0.0 8.0
128 CH2CO + H CH3 + CO 1.5× 109 1.43 2690.0
129 CH2CO + O HCCO + OH 1.0× 1013 0.0 8.0
130 CH2CO + O CH2 + CO2 1.75× 1012 0.0 1350.0
131 CH2CO + OH HCCO + H2O 7.5× 1012 0.0 2.0
132 C2H3 + H (+M3) C2H4 (+M3) k∞ 6.08× 1012 0.27 280.0
k0 1.4× 1030 -3.86 3320.0
133 C2H3 + H C2H2 + H2 3.0× 1013 0.0 0.0
134 C2H3 + H H2CC + H2 6.0× 1013 0.0 0.0
135 C2H3 + O CH2CO + H 4.8× 1013 0.0 0.0
136 C2H3 + O CH3 + CO 4.8× 1013 0.0 0.0
137 C2H3 + OH C2H2 + H2O 3.011× 1013 0.0 0.0
138 C2H3 + O2  C2H2 + HO2 1.34× 106 1.61 -383.4
139 C2H3 + O2  CH2CHO + O 3.0× 1011 0.29 11.0
Table B.4: USC Mech II chemical reactions
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140 C2H3 + O2  HCO + CH2O 4.6× 1016 -1.39 1010.0
141 C2H3 + HO2  CH2CHO + OH 1.0× 1013 0.0 0.0
142 C2H3 + H2O2  C2H4 + HO2 1.21× 1010 0.0 -596.0
143 C2H3 + HCO C2H4 + CO 9.033× 1013 0.0 0.0
144 C2H3 + CH3  C2H2 + CH4 3.92× 1011 0.0 0.0
145 C2H3 + CH3 (+M3) C3H6 (+M3) k∞ 2.5× 1013 0.0 0.0
k0 4.27× 1058 -11.94 9769.8
146 C2H3 + CH3  C3H5 + H 1.5× 1024 -2.83 18618.0
147 CH2CHO CH3 + CO 7.8× 1041 -9.147 46900.0
148 CH2CHO + H (+M3) CH3CHO (+M3) k∞ 1.0× 1014 0.0 0.0
k0 5.2× 1039 -7.297 4700.0
149 CH2CHO + H CH3 + HCO 9.0× 1013 0.0 0.0
150 CH2CHO + H CH2CO + H2 2.0× 1013 0.0 4.0
151 CH2CHO + O CH2CO + OH 2.0× 1013 0.0 4.0
152 CH2CHO + OH CH2CO + H2O 1.0× 1013 0.0 2.0
153 CH2CHO + O2  CH2CO + HO2 1.4× 1011 0.0 0.0
154 CH2CHO + O2  CH2O + CO + OH 1.8× 1010 0.0 0.0
155 C2H4 (+M3) H2 + H2CC (+M3) k∞ 8.0× 1012 0.44 88770.0
k0 7.0× 1050 -9.31 99860.0
156 C2H4 + H (+M3) C2H5 (+M3) k∞ 1.08× 1012 0.454 1820.0
k0 1.2× 1042 -7.62 6970.0
157 C2H4 + H C2H3 + H2 5.07× 107 1.93 12950.0
158 C2H4 + O OH + C2H3 1.51× 107 1.91 3740.0
159 C2H4 + O CH3 + HCO 1.92× 107 1.83 220.0
160 C2H4 + O CH2 + CH2O 3.84× 105 1.83 220.0
161 C2H4 + OH C2H3 + H2O 3.6× 106 2.0 2500.0
162 C2H4 + O2  C2H3 + HO2 4.22× 1013 0.0 60800.0
163 C2H4 + HO2  CH3CHO + OH 2.0× 1012 0.0 14.0
164 C2H4 + HCO C2H5 + CO 1.0× 107 2.0 8.0
165 C2H4 + CH2  C3H5 + H 2.0× 1013 0.0 6.0
166 C2H4 + CH
∗
2  H2CC + CH4 5.0× 1013 0.0 0.0
167 C2H4 + CH
∗
2  C3H5 + H 5.0× 1013 0.0 0.0
168 C2H4 + CH3  C2H3 + CH4 2.27× 105 2.0 9200.0
169 C2H4 + CH3  C3H7 3.3× 1011 0.0 7700.0
170 C2H5 + H (+M3) C2H6 (+M3) k∞ 5.21× 1017 -0.99 1580.0
k0 1.99× 1041 -7.08 6685.0
171 C2H5 + H C2H4 + H2 2.0× 1012 0.0 0.0
172 C2H5 + O CH3 + CH2O 1.604× 1013 0.0 0.0
Table B.5: USC Mech II chemical reactions
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173 C2H5 + O CH3CHO + H 8.02× 1013 0.0 0.0
174 C2H5 + O2  C2H4 + HO2 2.0× 1010 0.0 0.0
175 C2H5 + HO2  C2H6 + O2 3.0× 1011 0.0 0.0
176 C2H5 + HO2  C2H4 + H2O2 3.0× 1011 0.0 0.0
177 C2H5 + HO2  CH3 + CH2O + OH 2.4× 1013 0.0 0.0
178 C2H5 + H2O2  C2H6 + HO2 8.7× 109 0.0 974.0
179 C2H5 + HCO C2H6 + CO 1.2× 1014 0.0 0.0
180 C2H6 + H C2H5 + H2 1.15× 108 1.9 7530.0
181 C2H6 + O C2H5 + OH 8.98× 107 1.92 5690.0
182 C2H6 + OH C2H5 + H2O 3.54× 106 2.12 870.0
183 C2H6 + CH
∗
2  C2H5 + CH3 4.0× 1013 0.0 -550.0
184 C2H6 + CH3  C2H5 + CH4 6.14× 106 1.74 10450.0
185 C3H5 + H (+M3) C3H6 (+M3) k∞ 2.0× 1014 0.0 0.0
k0 1.33× 1060 -12.0 5967.8
186 C3H5 + H H2CC + CH4 2.0× 1013 0.0 2.0
187 C3H5 + HO2  C3H6 + O2 2.66× 1012 0.0 0.0
188 C3H5 + HO2  OH + C2H3 + CH2O 6.6× 1012 0.0 0.0
189 C3H5 + HCO C3H6 + CO 6.0× 1013 0.0 0.0
190 C3H6 + H (+M9) C3H7 (+M9) k∞ 1.33× 1013 0.0 3260.7
k0 6.26× 1038 -6.66 7.0
191 C3H6 + H C2H4 + CH3 1.6× 1022 -2.39 11180.0
192 C3H6 + H C3H5 + H2 1.7× 105 2.5 2490.0
193 C3H6 + O CH2CO + CH3 + H 1.2× 108 1.65 327.0
194 C3H6 + O C2H5 + HCO 3.5× 107 1.65 -972.0
195 C3H6 + O C3H5 + OH 1.8× 1011 0.7 5880.0
196 C3H6 + OH C3H5 + H2O 3.1× 106 2.0 -298.0
197 C3H6 + HO2  C3H5 + H2O2 9.6× 103 2.6 13910.0
198 C3H6 + CH3  C3H5 + CH4 2.2× 100 3.5 5675.0
199 C3H7 + H C2H5 + CH3 3.7× 1024 -2.92 12505.0
200 C3H7 + H C3H6 + H2 1.8× 1012 0.0 0.0
201 C3H7 + O C2H5 + CH2O 9.6× 1013 0.0 0.0
202 C3H7 + OH C3H6 + H2O 2.4× 1013 0.0 0.0
203 C3H7 + O2  C3H6 + HO2 9.0× 1010 0.0 0.0
204 C3H7 + HO2  C2H5 + OH + CH2O 2.4× 1013 0.0 0.0
205 C3H7 + CH3  CH4 + C3H6 1.1× 1013 0.0 0.0
206 C2H3 + C2H5  C3H5 + CH3 3.9× 1032 -5.22 19747.0
Table B.6: USC Mech II chemical reactions
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# B T1 T2 T3
16 0.7346 1756.0 5182.0 94.0
31 0.932 1540.0 10300.0 197.0
39 0.5757 1652.0 5069.0 237.0
41 0.7824 2755.0 6570.0 271.0
48 0.68 1995.0 5590.0 78.0
56 0.5907 1226.0 5185.0 275.0
71 0.758 1555.0 4200.0 94.0
78 0.783 2941.0 6964.0 74.0
89 0.6173 2078.0 5093.0 13.076
93 0.5325 1038.0 4970.0 151.0
115 1.9816 4.2932 -0.0795 5383.7
126 0.337 3200.0 4131.0 1707.0
132 0.782 2663.0 6095.0 207.5
145 0.175 60000.0 10139.8 1340.6
148 0.55 4350.0 7244.0 8900.0
155 0.7345 1035.0 5417.0 180.0
156 0.9753 984.0 4374.0 210.0
170 0.8422 2219.0 6882.0 125.0
185 0.02 1096.6 6859.5 1096.6
190 1.0 1310.0 48097.0 1000.0
Table B.7: Troe falloff function coefficients.
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