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Abstract - We present an automated mechanism that can
detect and characterize the building changes by analyzing
airborne or satellite imagery. The proposed framework can be
categorized into three stages: building detection, boundary
extraction and change identification. To detect the buildings, we
utilize local phase and local amplitude from monogenic signal to
extract building features for addressing issues of varying
illumination. Then a support vector machine with Radial basis
kernel is used for classification. In the boundary extraction stage,
a level-set function with self-organizing map based segmentation
method is used to find the building boundary and compute
physical area of the building segments. In the last stage, the
change of the detected building is identified by computing the
area differences of the same building that captured at different
times. The experiments are conducted on a set of real-life aerial
imagery to show the effectiveness of the proposed method.
Keywords - Building detection; change detection, level set
function; self-organizing map; active contour models;

to detect buildings in complex appearances and shapes. In [6],
a morphological filtering with clustering-based approach was
presented for detecting building from Quickbird VHR-image.
Recently, a color invariant scheme with entropy filtering
process is introduced in [7]. Neural network based building
detection algorithms are also gaining a lot of popularity. In [8],
support vector machine (SVM) was employed for rooftop
detection, whereas Senaras et al. [9] proposed to use a twolayer hierarchical classification method to detect buildings in
satellite images.
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I. INTRODUCTION
Automatic building change detection has been an attractive
research field over decades. Accurately detecting buildings and
identifying changes have potential applications in wide area
surveillance applications such as territorial planning and
pipeline infrastructure monitoring. To identify changes in the
buildings from an aerial or a satellite imagery is a challenging
task due to low spatial resolution, different illumination
conditions and most importantly buildings that may have large
intra-class variation because of their diverse and complicated
shapes and structure. They can also be occluded by other
objects such as overhanging vegetation. Therefore, a more
sophisticated method is required to tackle this challenging
problem.
For building change detection, building detection is an
important first step. Many building detection algorithms have
been proposed in the literatures. Huertas et al. [1] utilized the
shapes of the structures with cast shadows to identify
buildings. They assume that the visible building surface
contains smooth regions and sides of the building consist
vertical structures. In [2-3], the relationship between shadow
and building was analyzed to aid in extracting building
structures. Kim et al. [4] proposed a four stage building
detection algorithm based on a graphical model. Akcay and
Aksoy [5] introduced a minimum spanning tree based method
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Fig. 1. Feature extraction.

In this paper, we present a new method for building
detection and change identification from aerial or satellite
imagery. The proposed framework consists the following three
stages: 1) building detection, 2) building boundary extraction,
and 3) change identification. In the first stage of the proposed
scheme, we utilize monogenic signal [10] with machine
learning technique for the robust building detection and
classification. This method is able to address the issues of
varying illumination, varying shapes, sizes, orientation and
occlusion in the buildings of interest. The generation of local
characteristic features is important to distinguish the buildings
from the background images. To detect the regions that contain
buildings in a scene, we define a histogram of illumination
invariant features based on monogenic signal analysis to
represent the segmented region that belongs to the building as
one class and the other regions as another class. A SVM with
Radial basis kernel was used for training segments from both
classes. In the second stage of the algorithm, we employ a
level-set prior-based segmentation approach. One of the merits

in this method is that small seed patches representing the
objects of interest and other small seed patches representing the
background region from one single reference image is enough
to complete the training process. The outcome of the algorithm
includes the detection of the objects of interest and extraction
of the boundaries. Finally, for the building change
identification, we compute the area (number of pixels)
differences of the same building that captured at different
times. The actual ground area of the buildings can be
calculated based on the GSD (Ground Sample Distance)
information from the sensors.
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Fig. 3. Refining building detection. (a) Original image, (b) initial
detected building area (white regions), (c) refined mask using
morphological operations, and (d) final detection output.
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Fig. 2. A sample building detection result. (a) Original image, and
(b) detection output (yellow bounding box showing locations of
detected buildings)

II. TECHNICAL APPROACH
A. Building Detection
To detect regions that contain buildings in a scene, we
define a histogram of illumination invariant features to
represent segments that belong to buildings as one class and
other regions as another class. A SVM was trained using
training segments from both classes. A test image was divided
into various segments and passed through the trained model to
detect whether it constitutes a building or not. The feature
extraction is based on the monogenic signal representation.
Computing monogenic signal enables us to split the local phase
information from the local amplitude thereby achieving desired
local information which is invariant to illumination. This
feature extraction step is depicted in Fig. 1. The detection of
construction equipment in the pipeline right of way using the
local phase from the monogenic signal has been shown in our
previous works [11-13]. A sample building detection result is
shown in Fig. 2.
Initial detection from the aforementioned method may
produces false positives. To achieve a better result,
morphological operations such as image erosion followed by
dilation are employed. The result of this step is illustrated in
Fig. 3.
B. Boundary Extraction
The purpose of the boundary extraction is to compute the
area of the detected buildings and identify changes. To achieve
this, we propose to use a neural network based segmentation
algorithm as described below.
Classical segmentation techniques usually perform the
segmentation process to cluster and classify pixels in the whole
image. In applications that require particular object
segmentation, prior information of the objects of interest has to

be incorporated in the segmentation algorithm. Our primary
objective is to obtain an accurate region segmentation and
boundary extraction of objects in cluttered environments. The
active contour model (ACM) [14] method has achieved success
in image segmentation due to its capability to extract
boundaries of objects with complex shapes and it can also
handle topological changes. One limitation of this approach is
that it may stop at a local minima which causes oversegmentation and leads to poor boundary output. Motivated by
the specific ability of Self-organizing Maps (SOMs) [15] to
learn information about the objects of interest, SOM based
ACMs have been proposed with the aim of modeling and
controlling the evolution of the active contour [16-18].
1) The Self-organizing Maps: SOM or self-organizing
feature map (SOFM) is an artificial neural network (ANN)
which provides unsupervised representations of high
dimensional feature spaces, in significantly lower dimensional
output grid of nodes known as best matching units (BMUs).
The BMU is determined by calculating the minimum
Euclidean distance between each node’s weight vector and the
current input vector as
min

,

,

,

(1)

is the current input pattern and
is the node’s
where
weight vector. Every node within the BMU’s neighborhood
(including BMU) has its weight vector adjusted as follows:
1

Θ

(2)

where is the time step,
is the learning rate, and Θ
is
the amount of influence that a node’s distance has on its
learning.
2) SOM based ACM: Learning based ACM is based on a
modified level-set prior-based segmentation approach that
integrates SOM with the level-set active contour models for
boundary extraction of objects in cluttered environment. The
first step in our method includes clustering the intensity
information of both the building (obtained from our
aforementioned building detection algorithm) and its
background (randomly selected from the regions that are not

the building) through the unsupervised SOM technique to
produce two SOM maps; one SOM network to represent the
building and another SOM network representing the
background region. The trained networks are employed into
the second stage of our segmentation process to map the
intensity levels of an input testing image. The mapped testing
neurons are then utilized into the evolving curve energy
functional of a level set protocol in the third stage of our
proposed approach. A flow diagram of this process is shown
in Fig. 4.

and 2014. And one of the noticeable changes happened for the
building 16 where there is area extension about 700 pixels as
indicated in Figs. 6(b) and 6(d).
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Fig. 5. Building area computation: (a) Building boundary, (b) Computed
area of each building in terms of total number of pixels. and indicate
the pixel location of the building centroid (‘*’) in the image.

IV. CONCLUSION

Fig. 4. A flow diagram for the building boundary extraction.

Once the building boundary is extracted, we can easily
compute the actual number of the pixels within the boundary.
Then according to the GSD information of the imagery, the
actual area of a segmented building can be computed. A
sample result of building segmentation and area (number of
pixels) computation is shown in Fig. 5.
III. EXPERIMENTS
One of the efficient ways to identify the changes of the
building in 2D imagery is to compute the building area from
different times. This can be achieved through our
abovementioned building area computation method. The only
condition here is to have same image scene taken in different
time. To show the effectiveness of our algorithm, we use two
real-life imagery taken in different time obtained from Google
Earth as shown in Fig. 6. Then we compute the area of each
building in the images and compare their differences to find
changes. The estimated building area is shown in Figs. 6(c)
and 6(d). Comparing Figs. 6(a) to 6(d), it is clear that many
changes happened for the same set of buildings between 2012

In this paper, we presented a building change detection
scheme, where it integrates monogenic signal based feature
extraction and SOM-based ACM for building change
detection. Experimental results show that the proposed method
is robust to image background complexity and building
variations. However, we observed that when textural
information of the building and background (non-building) are
similar, the false positive rate goes higher. One of the reasons
is that texture information extracted from local phase or local
amplitude produces ambiguity for separating a building from
the background, thus it also affects the segmentation results. In
future, fusing with other advanced features will be investigated
for improving the detection accuracy.
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Fig. 6. The same scene from Google Earth imagery taken in different time: (a) May 2012, (b) June 2014, (c) segmentation
result for (a), and (d) result for (b).

