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Abstract
We describe the component sizes in critical independent p-bond
percolation on a random d-regular graph on n vertices, where d ≥ 3 is
fixed and n grows. We prove mean-field behavior around the critical
probability pc =
1
d−1 .
In particular, we show that there is a scaling window of width n−1/3
around pc in which the sizes of the largest components are roughly n
2/3
and we describe their limiting joint distribution. We also show that
for the subcritical regime, i.e. p = (1 − ε(n))pc where ε(n) = o(1) but
ε(n)n1/3 → ∞, the sizes of the largest components are concentrated
around an explicit function of n and ε(n) which is of order o(n2/3).
In the supercritical regime, i.e. p = (1 + ε(n))pc where ε(n) = o(1)
but ε(n)n1/3 → ∞, the size of the largest component is concentrated
around the value 2dd−2ε(n)n and a duality principle holds: other com-
ponent sizes are distributed as in the subcritical regime.
1 Introduction
Let d ≥ 3 be a fixed integer, n > 0 an integer such that dn is even, and
p ∈ (0, 1). Let G(n, d, p) be a random graph on n vertices obtained by
drawing uniformly a random d-regular graph on n vertices and then per-
forming independent p-bond percolation on it, i.e., we independently retain
each edge with probability p and delete it with probability 1 − p. Alon,
Benjamini and Stacey proved in [2] that the model G(n, d, cd−1) exhibits a
phase transition as c grows: the cardinality of the largest component C1 is
of order log n for c < 1 and of order n for c > 1.
Recall that similar behavior is exhibited in the random graph G(n, p),
introduced by Erdo˝s and Re´nyi [13]. They discovered that as c grows,
∗U.C. Berkeley. Research of both authors supported in part by NSF grants #DMS-
0244479 and #DMS-0104073.
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G(n, c/n) exhibits a double jump: the cardinality of the largest component
C1 is of order log n for c < 1, of order n2/3 for c = 1 and linear in n for c > 1.
In fact, for the critical case c = 1 the argument in [13] only established the
lower bound; the upper bound was proved much later in [7], [17] and [18];
see also [21] for a simple proof of this upper bound. These works estab-
lished the existence of a “scaling-window” of width n−1/3 around the point
1
n , i.e., for all p of the form
1
n(1 + O(n
−1/3)) the random variable |C1|/n2/3
converges in distribution to a non-trivial random variable, and in particular,
is not concentrated. Furthermore, outside of this scaling window, i.e. for p
of the form 1n(1 + ε(n)) where ε(n) = o(1) but ε(n)n
1/3 → ∞, the random
variable |C1| is concentrated around some known value. This is often called
“mean-field” behavior around the critical probability pc(n) =
1
n .
Itai Benjamini (personal communication) asked whether percolation on
a random d-regular graph has mean-field behavior. In this paper we answer
his question affirmatively for d fixed and n growing, and give a complete
description of the component sizes at criticality. We establish the exis-
tence of a scaling window of width n−1/3 around the critical probability
1
d−1 (in which component sizes have a non-trivial limiting distribution) and
show that outside the window the largest component (and the ℓ-th largest
component as well) is concentrated. Boris Pittel (personal communication)
informed us that he had obtained similar (but somewhat less precise) results.
Recall (see [8] and [15]) that in the Erdo˝s-Re´nyi random graphG(n, 1−ε(n)n ),
where ε(n) > 0 satisfies ε(n) → 0 and ε(n)n1/3 → ∞, for any fixed integer
ℓ > 0 we have
|Cℓ|
ψn(ε(n))
P−→ 1 as n→∞ , (1)
where
ψn(ε) = 2ε
−2 log(nε−3) . (2)
The following proposition provides general upper bounds on the size of
the largest component which are valid for all d-regular graphs. In particular,
part 1 provides an upper bound on |C1| in the subcritical regime, similar to
the one implied in (1), and part 2 and 3 provide upper bounds for other
regimes of p.
Proposition 1 [General upper bounds] Let G be a d-regular graph for
d ≥ 3 and denote by C1(Gp) the largest connected component of the random
graph obtained by bond percolation on G with probability p. We have
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1. If p = 1−ε(n)d−1 where ε(n) ≥ 0 is a sequence such that ε(n) → 0 and
ε(n)n1/3 →∞, then for any η > 0
P
(
|C1(Gp)| > (1 + η)d− 2
d− 1ψn(ε(n))
)
→ 0 ,
as n→∞.
2. If p ≤ 1d−1 where λ ≤ 0 then for any A > 1
P
(
|C1(Gp)| > An2/3
)
≤ 8
A3/2
.
3. There exists a constant C > 0 such that if p = 1+ε(n)d−1 where ε(n) > 0
then
E |C1(Gp)| ≤ C(n2/3 + ε(n)n) .
For a random regular graph, we can sharpen these upper bounds and
prove corresponding lower bounds. In the following we denote by {Cj}j≥1 the
connected components ofG(n, d, p) ordered in decreasing size. We emphasize
that all the theorems apply for d fixed and n growing. See Section 9 for
further discussion on the case where d grows with n.
Theorem 2 [Critical window bounds] Consider G(n, d, p) with p =
1+λn−1/3
d−1 for some λ ∈ R where d ≥ 3 is fixed. Then there there exist
constants c(λ, d) > 0 and C(λ, d) <∞ such that for any A > 0 and all n,
P(|C1| ≥ An2/3) ≤ C(λ, d)e
−c(λ,d)A3
A
. (3)
Furthermore, there exists a constant D = D(λ, d) such that for δ > 0 small
enough and all n,
P
(
|C1| < ⌈δn2/3⌉
)
≤ D(λ, d)δ1/2 . (4)
The next two theorems describe the largest component behavior outside
of the scaling window. In particular, outside the scaling window, the largest
component is concentrated; however, the structure of the graphs is quite
different depending on whether we are above or below the scaling window.
Above the window the largest component is of order ε(n)n and it is the
unique component of this size. Below the window, the largest component is
of order ε−2(n) log(nε3), but so is the ℓ-th largest component, for any fixed
ℓ > 1. The following theorem provides the analogous statement to (1) for
G(n, d, p).
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Theorem 3 [Below the critical window] Recall the definition of ψn from
(2) and let ε(n) > 0 be a sequence such that ε(n) → 0 and ε(n)n1/3 → ∞.
Consider G(n, d, p) with p = 1−ε(n)d−1 where d ≥ 3 is fixed, then for any fixed
integer ℓ > 0 we have
|Cℓ|
ψn(ε(n))
P−→ d− 2
d− 1 as n→∞ , (5)
We now turn to the supercritical case. In the Erdo˝s-Re´nyi random graph
G(n, 1+ε(n)n ), where ε(n) > 0 satisfies ε(n) → 0 and ε(n)n1/3 →∞ we have
(see [7], [17] and also [22])
|C1|
2nε(n)
P−→ 1 as n→∞ ,
and (1) holds for any fixed integer ℓ > 1, controlling the size of the smaller
components. The following theorem provides the analogous statement for
G(n, d, p).
Theorem 4 [Above the critical window] Let ε(n) > 0 be a sequence
such that ε(n)→ 0 and ε(n)n1/3 →∞. Consider G(n, d, p) with p = 1+ε(n)d−1 ,
where d ≥ 3 is fixed, then
|C1|
2nε(n)
P−→ d
d− 2 as n→∞ .
Furthermore, for any fixed integer ℓ > 1 we have that (5) holds, controlling
the size of Cℓ.
Next we turn to describe the limiting distribution of the component
sizes inside the scaling window p = 1+λn
−1/3
d−1 , in an analogous way to [1].
Let {B(s) : s ∈ [0,∞)} be standard Brownian motion and for λ ∈ R define
the process
Bλ(s) = B
((d− 2)
(d− 1)s
)
+ λs− (d− 2)
2d
s2 , s ∈ [0,∞) . (6)
Also, consider the reflected process
W λ(s) = Bλ(s)− min
0≤s′≤s
Bλ(s′) . (7)
An excursion γ of W λ is a time interval [l(γ), r(γ)] in which W λ(l(γ)) =
W λ(r(γ)) = 0, and W λ(s) > 0 for all l(γ) < s < r(γ). The excursion has
length |γ| = r(γ) − l(γ). The sequence (|γj |)j≥1 of excursion lengths, in
decreasing order, is a random variable in ℓ2 almost surely (see [1]).
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Theorem 5 [Limiting distribution] Fix λ ∈ R and let p = 1+λn−1/3d−1 ,
where d ≥ 3 is fixed, then
n−2/3 · (|C1|, |C2|, . . .) d=⇒ (|γj |)j≥1 ,
where convergence holds with respect to the ℓ2 norm.
In [23], the authors prove that in bond percolation on any d-regular
graph on n vertices with p ≤ 1+λn−1/3d−1 , if the resulting graph typically has
components of size n2/3 then their diameter is of order n1/3 and the mixing
time of the lazy simple random walk on these components is of order n. See
[23] for more details and definitions. The following is an immediate corollary
of Theorem 5 above and Theorem 1.2 of [23].
Corollary 6 Consider G(n, d, p) with p = 1+λn
−1/3
d−1 for some λ ∈ R, where
d ≥ 3 is fixed. Denote by diam(Cℓ) the diameter of Cℓ and let Tmix(Cℓ) be
the mixing time of the lazy simple random walk on Cℓ. Then for any fixed
integer ℓ > 0 and any ε > 0 there exists A = A(ε, λ, ℓ) < ∞ such that for
all large n,
• P
(
diam(Cℓ) 6∈ [A−1n1/3, An1/3]
)
< ε ,
• P
(
Tmix(Cℓ) 6∈ [A−1n,An]
)
< ε .
A major challenge is to give criteria for specific d-regular graphs to ex-
hibit mean-field behavior (the theorems of this paper establish that this
occurs for most d-regular graphs). Substantial progress in this direction was
made in [9] and [10].
The rest of the paper is organized as follows. As the proof of Proposi-
tion 1 is simple and instructive, we provide it in Section 2. In Section 3 we
describe a discrete exploration process which generates a random sample of
G(n, d, p). The analysis of this process is crucial for proving the results of
this paper and is presented in Section 4. From there we proceed to prove
Theorem 2 in Section 5. Theorems 3 and 4, describing the behavior above
and below the scaling window, are proved in Section 6 and 7 respectively.
Theorem 5 is proved in Section 8 and we end with some concluding remarks
in Section 9.
We use the standard asymptotic notation. For two functions f(n) and
g(n), we write f = o(g) if limn→∞ f/g = 0. Also, f = O(g) if there exists
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an absolute constant C > 0 such that f(n) < Cg(n) for all large enough n
and f = Θ(g) if both f = O(g) and g = O(f) hold.
2 Proof of the general upper bounds (Prop. 1)
For the proofs in this section and in sections to follow we present some
standard facts about processes with independent increments.
Lemma 7 Let β be a random variable supported on the integers with P(β <
−1) = 0. Let {βi} be i.i.d. random variables distributed as β and let Wt =
W0+
∑t
i=1 βi, where W0 > 0 is some integer. For an integer h > W0 define
the stopping time
γh = min
t
{Wt = 0 or Wt ≥ h} .
We have
(i) If c > 0 is such that E e−cβ ≥ 1 then
P(Wγh > 0) ≤
1− e−cW0
1− e−ch .
(ii) If c > 0 is such that E ecβ ≤ 1 then
P(Wγh > 0) ≤
ecW0 − 1
ech − 1 .
Proof. This is a standard application of the optional stopping theorem (see
[12]). The assumption E e−cβ ≥ 1 implies that {e−cWt} is a submartingale.
Optional stopping gives
e−cW0 ≤ 1−P(Wγh > 0) + e−chP(Wγh > 0) ,
which yields assertion (i) of the lemma. The assumption E ecβ ≤ 1 implies
that {ecWt} is a supermartingale, and similarly we get assertion (ii) of the
lemma. ✷
The following lemma is a variant of a lemma due to Bahadur and Rao [11].
Lemma 8 Let β be a non-lattice, integer valued random variable with Eβ2 <
∞. Let {βi} be i.i.d. random variables distributed as β and let Wt =
W0 +
∑t
i=1 βi. Let τ be the hitting time of 0, i.e.
τ = min
t
{Wt = 0} .
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If θ0 > 0 satisfies
E [βeθ0β] = 0 , (8)
then for any integer ℓ > 0 we have
P(τ = ℓ) = Θ
(
ℓ−3/2ϕ(θ0)ℓ
)
,
where ϕ(θ) = E eθβ , and the constants in the Θ depend only on β and W0
but not on ℓ.
For the proof of Lemma 8 we require the following variant of a lemma
due to Spitzer [25]. For completeness, we include its proof here.
Lemma 9 Let a0, . . . , ak−1 ∈ Z be such that
∑k−1
i=0 ai = −d. Then there
are at least one and at most d numbers j ∈ {0, . . . , k − 1} such that for all
ℓ ∈ {0, . . . , k − 2}
ℓ∑
i=0
a(j+i) mod k > −d .
Proof. Continue the sequence periodically such that ak+s = as for any
integer s > 0. Let j be the first global minimum of the function f(j) =∑j
i=0 ai on the domain {0, . . . , k − 1}. It is easy to see that for that j, and
any ℓ ∈ {0, . . . , k − 2}
ℓ∑
i=0
a(j+i) > −d .
Assume now that there were j1 < . . . < jd+1 all in {0, . . . , k − 1} satisfying
that for all ℓ ∈ {0, . . . , k − 2}
ℓ∑
i=0
a(jr+i) > −d ,
for all r ∈ {1, . . . , d+ 1}. Define a function g(r) on {1, . . . , d+ 1} by
g(1) =
k−1+j1−1∑
i=jd+1
ai ,
g(r) =
jr−1∑
i=jr−1
ai , r ∈ {2, . . . , d+ 1} .
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As
∑k−1+jr−1
i=jr−1
ai = −d and
∑k−1+jr−1
i=jr
ai > −d we find that g(r) ≤ −1
for all r ∈ {1, . . . , d + 1}. The assumption ∑k−1i=0 ai = −d implies that
g(1) + . . .+ g(d + 1) = −d and we have arrived at a contradiction. ✷
Proof of Lemma 8. Let βθ be a random variable distributed as
P(βθ = t) = ϕ(θ)
−1eθtP(β = t) .
Let {βθ(i)} be a sequence of i.i.d. random variables distributed as βθ and
let Wθ(t) =W0 +
∑t
i=1 βθ(i). Let I = {(t1, . . . , tℓ) :W0 + t1 + . . .+ tℓ = 0}
and observe that
P(Wℓ = 0)
P(Wθ(ℓ) = 0)
=
∑
(t1,...,tℓ)∈I
∏ℓ
i=1 P(βi = ti)
ϕ(θ)−ℓ
∑
(t1,...,tℓ)∈I e
θ(t1+...+tℓ)
∏ℓ
i=1 P(βi = ti)
= eθW0ϕ(θ)ℓ.
We now take θ = θ0. By (8) we have that Eβθ0 = 0, thus by the local central
limit theorem (see [12], Section 2.5) we have that P(Wθ0(ℓ) = 0) = Θ(ℓ
−1/2).
Thus,
P(Wℓ = 0) = Θ(ℓ
−1/2ϕ(θ0)ℓ) ,
and by Lemma 9 we learn that P(τ = ℓ) = Θ(ℓ−1)P(Wℓ = 0), concluding
our proof. ✷
Proof of Proposition 1. For a graph G, denote by Gp the random graph
obtained by bond percolation on G with probability p. For a vertex v and let
C(v) denote the connected component that contains v in Gp. We recall an
exploration process, developed independently by Martin-Lo¨f [19] and Karp
[16]. In this process, vertices will be either active, explored or neutral. At
each time t, the number of active vertices will be denoted Yt and the number
of explored vertices will be t. Fix an ordering of the vertices, with v first.
As an upper bound, assume some edge (v, u) adjacent to v is open. At time
t = 0, the vertices v and u are active and all other vertices are neutral, so
Y0 = 2. In step t > 0 let wt be the first active vertex. Denote by ηt the
number of neutral neighbors of wt in Gp and change the status of these ver-
tices to active. Then, set wt itself explored. The process stops when Yt hits
0, and observe that since at each step we set precisely one vertex explored
we have |C(v)| ≤ min{t : Yt = 0}. Let {w1, w2, . . .} be independent random
variables distributed as Bin(d − 1, p) − 1. Let Wt = 2 +
∑t
i=1 wi. As G is
d-regular, it is clear that we can couple the process {Yt} and {Wt} such that
Yt ≤Wt for all t ≤ |C(v)|.
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We begin with the proof of part 1 of the Theorem. We will use Lemma
8 with β = w − 1, where w is distributed as Bin(d − 1, p) and p = 1−εd−1 . If
we write w =
∑d−1
j=1 Ij where Ij are i.i.d. Bernoulli(p) random variables, we
get that for any θ > 0
Eweθw = (d− 1)E
[ d−1∏
j=2
eθIj
]
E I1e
θI1 = (d− 1)peθ(1− p+ eθp)d−2 .
As E eθw = (1− p+ peθ)d−1 we have
Eβeθβ = e−θ(1− p+ eθp)d−2[p(d− 1)eθ − (1− p+ peθ)] .
Let θ0 > 0 be a number such that Eβe
θ0β = 0, then by estimating ex =
1 + x+O(x2) in the last equation we find that
p(d− 2)(1 + θ0) + p+O(θ20) = 1 ,
thus
θ0 =
(d− 1)ε
d− 2 +O(ε
2) .
For any θ > 0 by estimating ex = 1 + x+ x2/2 +O(x3) we get
ϕ(θ) = E eθβ = e−θ(1 + p(eθ − 1))d−1
=
(
1− θ + θ2/2
)(
1 + (d− 1)p(θ + θ2/2) + (d− 1)(d − 2)p
2θ2
2
)
+O(θ3) .
By simplifying and plugging in the value of θ0 we find that
ϕ(θ0) = 1− (d− 1)ε
2
2(d− 2) +O(ε
3) .
Let τ = min{t : Wt = 0} then Lemma 8 implies that
P(τ > T ) ≤
∞∑
ℓ=T+1
O
(
ℓ−3/2
(
1− (d− 1)ε
2
2(d− 2) +O(ε
3)
)ℓ)
.
We take
T = (1 + η)
2(d − 2)
d− 1 ε
−2 log(nε3) ,
and a straightforward computation using 1 − x ≤ e−x yields that for some
fixed c > 0
P(τ > T ) ≤ O
(
ε(nε3)−(1+η)(1−cε) log(nε3)−3/2
)
.
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As Yt ≤ Wt for all t ≤ |C(v)| we have P(|C(v)| > T ) ≤ P(τ > T ). Denote
by X the number of vertices v of G such that |C(v)| > T . If |C1| > T then
X > T . We conclude that for some c1 > 0
P(|C1| > T ) ≤ P(X > T ) ≤ EX
T
≤ nP(|C(v1)| > T )
T
≤ Cnε(nε
3)−(1+η)(1−cε)
ε−2 log5/2(nε3)
≤ (nε3)−η(1−c1ε)+c1ε → 0 ,
which concludes part 1 of the proposition.
We now prove part 2 of the Proposition, following the strategy laid out
in [21]. By monotonicity we may assume that p = 1d−1 . In that case {Wt}
is a martingale with EW0 ≤ 2. Define γh as in Lemma 7, so by optional
stopping we get that EW0 = EWγh ≥ hP(Wγh > 0), whence
P(Wγh > 0) ≤
2
h
. (9)
By Corollary 6 in [21] (see also inequality (3) of [21]) we also have
E [W 2γh | Wγh > 0] ≤ h2 + 3h . (10)
It is immediate to verify thatW 2t − (1− 1d−1)t is also a martingale. Optional
stopping, (9) and (10) gives that
(1− 1
d− 1)E γh ≤ EW
2
γh
= P(Wγh > 0)E [W
2
γh
| Wγh > 0] ≤ 2h+ 6 .
As d > 2 we get
E γh ≤ 4h+ 12 . (11)
Hence as long as h > 12
P(γh ≥ h2) ≤ 5
h
.
Denote γ∗h = γh ∧ h2. By the previous inequality and (9), we have
P(Wγ∗h > 0) ≤ P(Wγh > 0) +P(γh ≥ h2) ≤
7
h
.
Let T = h2 and observe that if |C(v)| > h2 we must have Wγ∗h > 0, thus
P(|C(v)| > T ) ≤ 7√
T
. Again denote by X the number of vertices v of G such
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that |C(v)| > T . If |C1| > T then X > T . We put T =
(
⌊
√
An2/3⌋
)2
and
conclude that
P(|C1| > T ) ≤ EX
T
≤ 7n
T 3/2
≤ 8
A3/2
,
for large enough n, as required.
We now prove part 3 of the Theorem. For an integer k > 0 denote by
Xk the number of vertices v of G such that |C(v)| > k. It is clear that if
|C1| > k then |C1| ≤ Xk, thus
E |C1(Gp)| ≤ k +EXk . (12)
We estimate the last term of the previous display in a similar way to the
proof of part 1 of the proposition. Put p = 1+εd−1 , let w be distributed as
Bin(d − 1, p) and β = w − 1. By an almost identical calculation to the one
done in part 1 we get that in the notation of Lemma 8
θ0 = −(d− 1)ε
d− 2 +O(ε
2) ,
and
ϕ(θ0) = 1− (d− 1)ε
2
2(d− 2) +O(ε
3) .
Lemma 8 and our usual coupling gives that for some C > 0,
P(|C(v)| > k) ≤ P(τ > k) ≤
∑
ℓ>k
Cℓ−3/2(1−Θ(ε2))ℓ .
A straightforward calculation with the sum in the previous display shows
we can bound it from above by C(k−1/2 + ε) for some fixed C > 0. We find
that EXk = nP(|C(v)| > k) ≤ Cεn + Cnk−1/2. Choosing k = n2/3 and
plugging into (12) concludes the proof. ✷
3 The random regular graph and the exploration
process
The following model, known as the configuration model, was introduced by
Bolloba´s in [6] (see also [4] and [26]) and was used to construct a uniform
random d-regular graph on n vertices, assuming dn is even. Consider the ver-
tex set {1, . . . , dn} as n distinct d-tuples. Draw a uniform perfect matching
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on the set {1, . . . , dn}, and then contract every d-tuple into a single vertex.
It was shown in [6] and [4] that with probability tending to exp(1−d
2
4 ) as
n→∞ this process yields a simple d-regular graph. Moreover, conditioning
on this event, the graph obtained is uniformly distributed among all simple
d-regular graphs on n vertices.
A uniform perfect matching on a set can be obtained by drawing the
edges of the matching sequentially: for each edge choose the first vertex
according to any rule (deterministic or random) and then choose the second
vertex uniformly at random among the unmatched vertices. This moti-
vates exploring the connected components (in the spirit of [16] and [19]) by
drawing a uniform matching on {1, . . . , dn} sequentially, and independently
percolating each edge of the matching; we call this process the exploration
process. In this process, vertices will be either active, explored or neutral
and each d-tuple may contain vertices with different status. Choose an or-
dering of the vertices {vi,k : 1 ≤ i ≤ n , 1 ≤ k ≤ d} where {vi,1, . . . , vi,d}
is the i-th d-tuple, for 0 ≤ k ≤ n − 1. Initially, the first d-tuple, vertices
{v1,1, . . . , v1,d}, are active and all other vertices are neutral. At each time
t > 0, if there are active vertices, let wt be the first active vertex; if there are
no active vertices, let wt be the next neutral vertex and change the status
of the neutral vertices in wt’s d-tuple to active (including the status of wt
itself). Now match wt with a uniformly drawn unmatched vertex ηt. If ηt is
neutral and the edge (wt, ηt) is retained in the percolation then we change
the status of the neutral vertices in ηt’s d-tuple to active, and we also set
wt and ηt explored. If ηt is neutral and the edge (wt, ηt) is not retained in
the percolation or if ηt is active, just set wt and ηt explored without chang-
ing the status of any other vertex. This gives a graph on {v1, . . . , vdn}; we
obtain the multi-graph G∗(n, d, p) on n vertices by contracting each d-tuple
to a single vertex. Denote by Simple the event that the perfect matching
constructed by the exploration process yields a simple d-regular graph. By
[6] and our previous discussion we have
P(Simple) = exp
(1− d2
4
)
+ o(1) , (13)
and by our previous discussion, if we condition on this event, then G∗(n, d, p)
is distributed as G(n, d, p).
In order to analyze the exploration process we introduce the following
random variables. For 0 ≤ k ≤ d and t ≤ dn/2 denote by N(k)t the set of d-
tuples which have precisely k neutral vertices after ηt was drawn and before
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wt+1 is chosen, and by N˜
(k)
t the set of d-tuples which have precisely k neutral
vertices after wt+1 was chosen and before ηt+1 is drawn. Let N
(k)
t and N˜
(k)
t
denote the cardinality of these sets, respectively. For a vertex v, denote by
[v] the tuple containing v. Hence, the notation [wt+1] ∈ N(k)t implies that
the d-tuple of wt+1, after wt+1 was chosen, has precisely k neutral vertices,
and therefore wt+1 was chosen neutral (i.e., there were no active vertices
remaining). Similarly, [ηt] ∈ N˜(k)t−1 is the event that the d-tuple of ηt has k
neutral vertices after ηt was drawn, and that ηt was drawn neutral. For an
edge e we write e ∈ Gp to denote that e was retained in the percolation.
The exploration process dictates the recursive dynamics of these random
variables. The number of d-tuples which have d neutral vertices after w1 is
chosen is n − 1; at each time t > 0 we have N (d)t = N˜ (d)t−1 − 1 if [ηt] ∈ N˜(d)t−1
and N˜
(d)
t = N
(d)
t − 1 if [wt+1] ∈ N(d)t . Hence,
N˜
(d)
0 = n− 1 ,
N
(d)
t = N˜
(d)
t−1 − 1{[ηt]∈eN(d)t−1} , N˜
(d)
t = N
(d)
t − 1{[wt+1]∈N(d)t } . (14)
For 0 < k < d, at time t = 0 there are no d-tuples with k neutral
vertices. At each time t > 0 we have N
(k)
t = N˜
(k)
t−1 − 1 if [ηt] ∈ N˜(k)t−1 and
N
(k)
t = N˜
(k)
t−1 + 1 if [ηt] ∈ N˜(k+1)t−1 and the edge (wt, ηt) is not retained in the
percolation. We also have N˜
(k)
t = N
(k)
t − 1 if [wt+1] ∈ N(k)t . Hence,
N˜
(k)
0 = 0 ,
N
(k)
t = N˜
(k)
t−1 − 1{[ηt]∈ eN(k)t−1} + 1{(wt,ηt)6∈Gp}1{[ηt]∈ eN(k+1)t−1 } . (15)
N˜
(k)
t = N
(k)
t − 1{[wt+1]∈N(k)t } , (16)
Finally we have N˜
(0)
0 = 1 (as the d-tuple of w1 has no neutral vertices)
and at each time t > 0 we have N
(0)
t = N˜
(0)
t−1+1 if ηt is drawn neutral and the
edge (wt, ηt) was retained in the percolation, or if [ηt] ∈ N˜(1)t−1 and the edge
(wt, ηt) was not retained in the percolation. We also have N˜
(0)
t = N
(0)
t + 1
if wt+1 is chosen neutral, i.e., in the case where no more active vertices are
left. Hence,
N˜
(0)
0 = 1 ,
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N
(0)
t = N˜
(0)
t−1 + 1{(wt,ηt)∈Gp}1{ηt drawn neutral}
+ 1{(wt,ηt)6∈Gp}1{[ηt]∈ eN(1)t−1}
, (17)
N˜
(0)
t = N
(0)
t + 1{wt+1 chosen neutral} . (18)
Denote by At the set of active vertices after ηt was drawn and before
wt+1 is chosen and by A˜t the set of active vertices after wt+1 was chosen
and before ηt+1 is drawn. Let At and A˜t denote the cardinality of these sets,
respectively. Let {ξt} be random variables defined by
ξt = 1{(wt,ηt)∈Gp}
d∑
k=2
(k − 1)1{[ηt ]∈eN(k)t−1} − 1{ηt∈eAt−1} − 1 . (19)
For the vertex wt denote by N(wt) the number of neutral vertices in [wt]
after wt was chosen and before ηt was drawn, including wt itself. Note that if
wt is active then N(wt) = 0, so this number is non-zero only if wt is neutral,
i.e., when At−1 = 0.
We now describe the recursive dynamics of these random variables. After
choosing w1 and before choosing η1 we have precisely d active vertices hence
A˜0 = d. If [ηt] ∈ N˜(k)t−1 and the edge (wt, ηt) was retained in the percolation
then we mark k− 1 neutral vertices as active vertices, and one active vertex
as explored, so At = A˜t−1 + (k − 1) − 1. Also, if [ηt] ∈ N˜(k)t−1 but the edge
(wt, ηt) was not retained in the percolation then At = A˜t−1−1. If ηt ∈ A˜t−1
then we mark two active vertices as explored and hence At = A˜t−1 − 2.
Together this gives
At = A˜t−1 + 1{(wt,ηt)∈Gp}
d∑
k=2
(k − 1)1{[ηt]∈ eN(k)t−1} − 1{ηt∈eAt−1} − 1 .
If At > 0 then wt+1 will be chosen active and so A˜t = At. On the other
hand, if At = 0 then we mark the neutral vertices in [wt+1] (including wt+1
itself) as active, and hence A˜t = N(wt+1). This together with the previous
display and (19) gives
A0 = 0 , A˜0 = d ,
At = At−1 + ξt +N(wt) . (20)
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Let 0 = t0 < t1 < t2 < . . . be the times at which Atj = 0. At time tj we
completely explored the j-th component (which we have started exploring in
time tj−1+1) and all the d-tuples that became completely explored between
times tj−1+1 and tj are the vertices of this component. Define the random
variables
Sj =
∣∣∣{t ∈ (tj−1, tj ] : (wt, ηt) ∈ Gp and ηt is drawn neutral}∣∣∣ ,
Uj =
∣∣∣{t ∈ (tj−1, tj ] : ηt ∈ A˜t−1}∣∣∣ ,
Vj =
∣∣∣{t ∈ (tj−1, tj ] : [ηt] ∈ ∪d−1i=1 N˜(i)t }∣∣∣ .
The following lemma relates all the above to component sizes of the
graph G∗(n, d, p).
Lemma 10 The size of the j-th completely explored component is Sj + 1.
Furthermore, we have
0 ≤ Sj + 1− tj − tj−1
d− 1 ≤
Uj
d− 1 + Vj + 1 .
Proof. At each time where ηt is neutral and (wt, ηt) ∈ Gp we add a new
d-tuple to our currently explored component, increasing its size by 1. Thus,
the size of the j-th completely explored component is simply Sj +1. To get
the second part of the lemma denote by Tj the random variable
Tj =
∣∣∣{t ∈ (tj−1, tj ] : (wt, ηt) 6∈ Gp and ηt is drawn neutral}∣∣∣ .
Observe that since ηt is drawn among the neutral and active vertices re-
maining we have
tj − tj−1 = Sj + Tj + Uj . (21)
Consider now the dynamics described in the two paragraphs preceding (20).
By the previous display, and since Atj−1 = Atj = 0 we have
0 = N(wtj−1+1)−1−2Uj−Tj+
d∑
k=1
(k−2)·
∣∣∣{t ∈ (tj−1, tj ] : (wt, ηt) ∈ Gp and [ηt] ∈ N˜(k)t }∣∣∣ .
The last sum in the equation can be bounded above by (d− 2)Sj and below
by (d − 2)Sj − (d − 1)Vj . This together with (21) and the fact that 1 ≤
N(wtj−1+1) ≤ d gives that
0 ≤ Sj + 1− tj − tj−1
d− 1 ≤
Uj
d− 1 + Vj + 1 .
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✷It will be more convenient to work with the process {Yt} defined by
Y0 = d , Yt = Yt−1 + ξt .
There is an evident connection between the process {Yt} and {At}. By (20)
we have
Yt = At − Zt ,
where
Zt =
t∑
i=1
N(wi) .
Observe that Zt is an increasing process and Zt = Ztj+1 for all t ∈ {tj +
1, . . . , tj+1}. As Atj = 0 we have that Ytj = −Ztj for all j. Thus, for any
t ∈ {tj + 1, . . . , tj+1 − 1} we have
Ytj+1 = −Ztj+1 = −Zt < Yt ,
as At > 0 for such t’s. By induction we learn that Ytj+1 < Yt for all t < tj+1.
Hence, the tj ’s are record minima for the process {Yt}. Since N(wtj+1) ≤ d
we have that Ztj+1 ≤ −Ytj+1+d. Thus, by our previous discussion we learn
that Zt ≤ −mins≤t Ys + d. We conclude that
At ≤ Yt −min{Ys : s ≤ t}+ d . (22)
4 Exploration Process Analysis
For the following, we assume that ε = ε(n) is a sequence such that ε(n)→ 0
and we write p = p(n) = 1+ε(n)d−1 . Let Ft be the σ-algebra
Ft = σ
{
N
(k)
j , N˜
(k)
j : 0 ≤ j ≤ t , 0 ≤ k ≤ d
}
.
At each time t we have that ηt is chosen uniformly among the dn − 2t + 1
neutral and active vertices remaining (which are not wt). Thus for any
0 ≤ k ≤ d we have
E
[
1{[ηt]∈ eN(k)t−1}
| Ft−1
]
=
kN˜
(k)
t−1
dn− 2t+ 1 , (23)
and
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E
[
1{ηt∈eAt−1} | Ft−1
]
=
A˜t−1
dn− 2t+ 1 , (24)
hence
P
(
[ηt] ∈ N˜(k)t−1
)
=
kE N˜
(k)
t−1
dn− 2t+ 1 , P
(
ηt ∈ A˜t−1
)
=
E A˜t−1
dn− 2t+ 1 . (25)
In the conditions of Lemmas 11 - 13 below and Corollary 14 appears a
constant C and the constants implicit in the O-notation depend on C.
Lemma 11 For any C > 0 we have that for all t < Cε(n)n
EAt = O(εt+
√
t) , (26)
and
EZt = O(εt+
√
t) . (27)
Lemma 12 For any C > 0 we have that for all t < Cε(n)n
E N˜
(d)
t = n− t+O(εt+
√
t) , (28)
E N˜
(d−1)
t = (1− p)t+O(εt+
√
t) , (29)
E N˜
(k)
t = O(εt) , 0 < k < d− 1, (30)
Lemma 13 For any C > 0 we have that for all t < Cε(n)n
E |N˜ (k)t −E N˜ (k)t | ≤ O(εt+
√
t) , 0 ≤ k ≤ d . (31)
Corollary 14 For any C > 0 we have that for all t < Cε(n)n
(i) E ξt − ε+ d−2d(d−1) · tn = O
(
ε2 +
√
t
n
)
,
(ii) E
∣∣∣E [ξt | Ft−1]−E ξt∣∣∣ = O(εt+√tn ) ,
(iii) E [ξ2t | Ft−1]− (d− 2) = O(ε) .
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Lemma 15 For any small δ > 0 there exists some constant c = c(δ) > 0
such that if t ≤ δn then
P
(
N˜
(d)
t > n− (1− 3δ)t
)
≤ e−ct , (32)
and
P
(
N˜
(0)
t < pt(1− 3δ)
)
≤ e−ct . (33)
In order to bound the terms Uj and Vj in Lemma 10 we have the following
lemma.
Lemma 16 For an integer 0 < T < n/4 define
UT =
{
t ≤ T : ηt ∈ A˜t−1 or ηt ∈ ∪d−1i=1 N˜(i)t−1
}
.
Then there exists some constant c > 0 such that if 4
√
n < T < n/4
P
(
|UT | > 4T
2
n
)
≤ e−cT 2/n .
Proof of Lemma 11. We rely on the inequality (22). It is clear that
d∑
k=2
(k − 1)1{[ηt]∈ eN(k)t−1} ≤ d− 1 , (34)
hence (19) implies that E [ξt | Ft−1] ≤ ε and so EYt = O(εt) and the process
{εj − Yj}j≥0 is a submartingale. Doob’s maximal L2 inequality (see [12])
gives
E [max
j≤t
(εj − Yj)2] ≤ 4E [(εt− Yt)2] . (35)
By (19) and (23) we have
E [ξj | Fj−1] ≥ (1 + ε)
d− 1 ·
d(d− 1)N˜ (d)j−1 − A˜j−1
dn− 2j + 1 − 1 .
By (14) for all j we have N˜
(d)
j−1 ≥ n − 2j and by (20) we have A˜j−1 ≤
d + (d − 2)j. We deduce by the previous display that E [ξj | Fj−1] ≥ −Dε
for some fixed D > 0 and all j < Cεn. We learn that for any k < j < Cεn
|E [ξj −Dε|Fk]| = O(ε) .
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It follows that for any k < j
E [(ξj −Dε)(ξk −Dε)] = O(ε2) .
We deduce from the above that for t < Cεn
E [(εt− Yt)2] = 2
t∑
j<k
E [(ξj − ε)(ξk − ε)] +
∑
j≤t
E [(ξj − ε)2] = O(ε2t2 + t) .
By Jensen inequality and (35) we get that
E [min
j≤t
(Yj − εj)] = O(εt+
√
t) ,
and inequality (22) concludes the proof of (26). As Zt = At − Yt, and
EYt = O(εt) this also concludes the proof of (27). ✷
Proof of Lemma 12. As [wt] ∈ N(d)t−1 implies that At−1 = 0 we have by
(14) that
N˜
(d)
t ≥ N˜ (d)t−1 − 1{[ηt]∈ eN(d)t−1} − 1{At−1=0} .
As N˜
(d)
0 = n − 1 we learn that N˜ (d)t ≥ n − t−
∑t−1
i=1 1{Ai=0} and so by the
definition of Zt we have that N˜
(d)
t ≥ n − t − Zt. Thus (27) of Lemma 11
gives that
E N˜
(d)
t ≥ n− t−O(εt+
√
t) .
Also, by (14) we have that
N˜
(d)
t ≤ N˜ (d)t−1 − 1{[ηt]∈eN(d)t−1} .
Hence, (23) and 1− x ≤ e−x give that
E
[
N˜
(d)
t | Ft−1
]
≤ N˜ (d)t−1
(
1− d
dn− 2t+ 1
)
≤ N˜ (d)t−1e−
d
dn−2t+1 .
By iterating this we get that
E N˜
(d)
t ≤ ne−d
Pt
i=0
1
dn−2i+1 ≤ ne− tn ≤ n− t+ t
2
2n
,
where the last inequality is due to e−x ≤ 1 − x + x2/2 for all x > 0. This
concludes the proof of (28) as t
2
n = O(εt) for t < Cεn.
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Observe that (15) and (16) implies that
E
[
N˜
(d−1)
t | Ft−1
]
≤ N˜ (d−1)t−1 + (1− p) ,
which by iterating yields EN
(d−1)
t ≤ (1 − p)t. To complement this with a
lower bound we use (15) and (23) to get
E
[
N˜
(d−1)
t | Ft−1
]
≥ N˜ (d−1)t−1 +(1−p)
dN˜
(d)
t−1
dn− 2t+ 1−
(d− 1)N˜ (d−1)t−1
dn− 2t+ 1 −1{At−1=0} .
We now take expectation and bound the second term of the right hand side
using (28) and the third term by N˜
(d−1)
t−1 ≤ t for all t. This yields
E N˜
(d−1)
t ≥ E N˜ (d−1)t−1 +(1−p)
d(n− t−O(εt+√t))
dn− 2t+ 1 −O(t/n)−P(At−1 = 0) .
By iterating and using (27) we get
E
[
N
(d−1)
t
]
≥ (1−p)
t∑
i=1
(
1−(d− 2)i+ 1 +O(εi+
√
i)
dn− 2i+ 1
)
−O(t2/n)−O(εt+
√
t) .
The sum can be bounded below by t − O(t2/n) and as t2/n = O(εt) for
t ≤ Cεn we conclude the proof of (29).
To prove the bound (30) note that by (15) we have
E [N˜
(k)
t | Ft−1] ≤ N˜ (k)t−1 +P
(
[ηt] ∈ N˜(k+1)t−1
)
.
As N˜
(k+1)
t ≤ t for k < d− 1, using (25) and iterating gives (30). ✷
Proof of Lemma 13. By Lemma 12 and the triangle inequality, the asser-
tion of the lemma is trivial for k ∈ {1, . . . , d− 2} as t2n = O(εt) for t < Cεn.
We first prove the assertion for k = 0. By iterating (17) and (18) we get
that
N˜
(0)
t = 1 +
t∑
i=1
1{(wi,ηi)∈Gp}1{ηi is neutral}
+
t∑
i=1
1{(wi,ηi)6∈Gp}1{[ηi]∈eN(1)i−1}
+
t∑
i=1
1{wi+1 is neutral}.
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Write
X1(t) =
t∑
i=1
1{(wi,ηi)∈Gp}1{ηi is neutral} ,
X2(t) =
t∑
i=1
1{(wi,ηi)6∈Gp}1{[ηi]∈ eN(1)i−1}
,
X3(t) =
t∑
i=1
1{wi+1 is neutral} .
By definition X3(t) ≤ Zt+1, hence the triangle inequality implies
E
∣∣∣X3(t)−EX3(t)∣∣∣ ≤ 2EZt+1 = O(εt+√t) , (36)
where the last inequality is due to (27). By (25) and (30) we have for
i < Cεn
E
∣∣∣1{[ηi]∈N(1)i−1} −E1{[ηi]∈N(1)i−1}
∣∣∣ ≤ εi
n
,
and hence the triangle inequality gives that
E
∣∣∣X2(t)−EX2(t)∣∣∣ ≤ O(εt2
n
)
= O(εt) . (37)
By writing 1{ηi is neutral} = 1−1{ηi∈ eAi−1} we get by the triangle inequality
E
∣∣∣X1(t)−EX1(t)∣∣∣ ≤ E ∣∣∣ t∑
i=1
1{(wi,ηi)∈Gp} − pt
∣∣∣ (38)
+ E
∣∣∣ t∑
i=1
1{(wi,ηi)∈Gp}1{ηi∈ eAi−1} − p
t∑
i=1
P(ηi ∈ A˜i−1)
∣∣∣ .
Since
∑t
i=1 1{(wi,ηi)∈Gp} is distributed as Bin(t, p), the first expectation on
the right hand side of (38) is O(
√
t). By (25) and (26) of Lemma 11 we get
for each i ≤ t < Cεn,
P
(
ηi ∈ A˜i−1
)
=
E A˜i−1
dn− 2i+ 1 ≤ O
(εt+√t
n
)
.
Therefore,
E
∣∣∣X1(t)−EX1(t)∣∣∣ ≤ O(εt+√t) .
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This together with (36) and (37) implies that
E |N˜ (0)t −E N˜ (0)t | = O(εt+
√
t) .
We now prove the assertion of the lemma for k = d− 1. After choosing
wt+1 and before choosing ηt+1 we have 2t explored vertices and A˜t active
vertices which belong only to d-tuples with at most d− 1 neutral vertices in
them. Therefore,
A˜t + 2t =
d−1∑
k=0
(d− k)N˜ (k)t ,
and thus
N˜
(d−1)
t = A˜t + 2t−
d−2∑
k=0
(d− k)N˜ (k)t .
Hence the triangle inequality implies that,
E |N˜ (d−1)t −E N˜ (d−1)t | ≤ E |A˜t −E A˜t|+ d
d−2∑
k=0
E |N˜ (k)t −E N˜ (k)t | .
As we verified the assertion of the lemma for k ≤ d−2, by (26) of Lemma 11
we get the lemma for k = d−1. The assertion for k = d follows immediately
by the triangle inequality and the fact that
N˜
(d)
t = n−
d−1∑
k=0
N˜
(k)
t .
✷
Proof of Corollary 14. We simply use (25) to plug into (19) the bounds
obtained in Lemma 12. We get
E ξt ≤ 1 + ε
d− 1
[(d− 1)d(n − t)
dn− 2t+ 1 +
(d− 1)(d − 2)(1− p)t
dn− 2t+ 1
]
−O
(εt+√t
n
)
− 1 .
Writing 1− p = d−2−εd−1 and expanding the right hand side gives that
E ξt − ε+ d− 2
d(d− 1) ·
t
n
= O
(εt+√t
n
)
= O
(
ε2 +
√
t
n
)
,
as t ≤ Cεn. This proves part (i) of the corollary. Part (ii) follows im-
mediately from (23), Lemma 11 and Lemma 13. To prove part (iii), the
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bound on E [ξ2t | Ft−1], we square (19) and estimate it using Lemma 12 and
Lemma 11. For any i 6= j we have 1{[ηt]∈ eN(i)t−1}1{[ηt]∈ eN(j)t−1} = 0, and also
1{[ηt]∈ eN(i)t−1}
1{[ηt]∈eAt−1} = 0. So by (19) we have
E [(ξt+1)
2 | Ft−1] = P((wt, ηt) ∈ Gp)
d∑
k=2
(k−1)2P([ηt] ∈ N˜(i)t−1)−P(ηt ∈ A˜t−1) .
For any k < d, as N˜
(k)
t ≤ t, by (25) we have P
(
[ηt] ∈ N˜(k)t−1
)
= O(t/n)
and as A˜t ≤ d+(d−2)t we have P
(
ηt ∈ A˜t−1}
)
= O(t/n). As N˜
(d)
t−1 ≥ n−2t
by (23) we have that P
(
[ηt] ∈ N˜(d)t−1 | Ft−1
)
= 1 − O(t/n). All this gives
that
E [(ξt + 1)
2 | Ft−1] = p(d− 1)2(1−O(t/n))−O(t/n) = d− 1 +O(ε) ,
and as E [ξt | Ft−1] = O(ε) for t < Cεn we deduce that E [ξ2t | Ft−1] =
d− 2 +O(ε). ✷
Proof of Lemma 15. Note that for any t < δn we have N˜
(d)
t−1 ≥ n(1 −
2δ). Thus, for such times N˜
(d)
t can be stochastically bounded above by
n −∑tj=1 Ij where {Ij} are i.i.d. Bernoulli random variables receiving 1
with probability 1− 2δ and 0 with probability 2δ. By Large Deviation (see
[3] section A.14) we get (32).
By the same reasoning, for all times t < δn the random variable can be
stochastically bounded below by
∑t
i=1 Ji where {Ji} are i.i.d Bernoulli ran-
dom variables receiving 1 with probability p(1− 2δ) and 0 with probability
1− p(1− 2δ), which by Large Deviation yields (33). ✷
Proof of Lemma 16. We know that N˜
(k)
t−1 ≤ 2t for all 1 ≤ k ≤ d− 1 and
that At ≤ d+ (d− 2)t for all t. Thus by (23) for all t < T < n/4 we have
P(ηt ∈ ∪d−1k=1N˜(k)t−1 ∪ A˜t−1 | Ft−1) ≤
(3d − 4)t+ d
dn− 2t+ 1 ≤
4T
n
.
Thus we can stochastically bound |UT | from above by a random variable
distributed as Bin(T, q), where q = 4Tn . Thus, standard large deviations
bounds, see Corollary A.1.10 of [3], conclude the proof. ✷
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5 Inside the scaling window
In this Section we prove Theorem 2. We follow the strategy laid out in [21].
Proof of Theorem 2, (3). Let ε(n) = λn−1/3 and p = 1+ε(n)d−1 . Let α
be a random variable which receives d − 2 with probability p and −1 with
probability 1− p. Let {αi} be i.i.d. random variables distributed as α and
let {Wt} be the process defined by Wt = d +
∑t
i=1 αi. By (19), we can
couple {Yt} and {Wt} such that Yt ≤ Wt for all t. Let h = n1/3 and define
γ = γh by
γ = min{t : Wt = 0 or Wt ≥ h} .
For any c > 0 we have
E e−cα = ec
(
1 + p(e−c(d−1) − 1)
)
,
and by expanding both exponentials we get
E e−cα = (1 + c+ c2/2 + . . .)
[
1 + p(−c(d− 1) + c2(d− 1)2/2− . . .)
]
.
It is straight forward to check if we set c = 4ε, as long as ε > 0 is small
enough, we have E e−cα ≥ 1. Similarly, if ε < 0 with |ε| small enough we
have that E ecα ≤ 1 for c = 4ε. Thus, if λ > 0, part (i) of Lemma 7 and
1− e−x ≤ x for x > 0 implies that
P(Wγ > 0) ≤ 4dλ
1− e−4λn
−1/3 . (39)
A similar computation and an application of part (ii) of Lemma 7 shows
that for λ < 0 and n large enough we have
P(Wγ > 0) ≤ −5dλ
e−4λ − 1n
−1/3 . (40)
Also, when λ = 0 the process {Wt} is a martingale and we deduce by
optional stopping that P(Wγ > 0) ≤ dn−1/3. We now estimate E γ for all
λ. Assume first λ > 1/4; as {Wt − tλn−1/3} is a martingale, the optional
stopping theorem gives
d = P(Wγ > 0)E [Wγ |Wγ > 0]− λn−1/3E γ .
We use 1− e−4λ > 1/2 for λ > 1/4 in (39) and the fact that E [Wγ | Wγ >
0] ≤ n1/3+ d to rearrange the last display. This gives that E γ ≤ 8dn1/3, for
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λ > 1/4. It is straight forward to check that {W 2t − 12t} is a submartingale
for any λ > 0, hence by optional stopping,
1 ≤ P(Wγ > 0)E [W 2γ |Wγ > 0]−
1
2
E γ .
We use 4λ
1−e−4λ ≤ 2 for λ ∈ (0, 1/4] in (39) and the obvious estimate E [W 2γ |
Wγ > 0] ≤ (n1/3 + d)2 to rearrange the last display. This gives that E γ ≤
8dn1/3, for λ ∈ (0, 1/4]. An almost identical computation for the case λ ≤ 0
yields that for all λ ∈ R we have
E γ ≤ 8dn1/3 .
Define γ∗ = γ ∧ n2/3; by the last display, inequalities (39) and (40) we
deduce that there exists C = C(λ) such that
P(W ∗γ > 0) ≤ P(Wγ ≥ n1/3) +P(γ ≥ n2/3) ≤ Cn−1/3 . (41)
Taking an exponential in (19) gives
E [ecξt | Ft−1] = e−cE
[
e
c1{(wt,ηt)∈Gp}
(Pd
k=2(k−1)1{[ηt]∈ eN(k)t−1}
−1
{ηt∈
eAt−1}
)
| Ft−1
]
.
The conditional expectation on the right hand side of the last display is
ec(k−1) with probability pk
eN(k)t−1
dn−2t+1 for any 2 ≤ k ≤ d by (23) and at most 1
with probability 1− p+ p eAt−1dn−2t+1 by 24. Thus,
E [ecξt | Ft−1] ≤ e−c
[
1 + p
(
− 1 +
d∑
k=1
ec(k−1)
kN˜
(k)
t−1
dn− 2t+ 1 +
A˜t−1
dn− 2t+ 1
)]
.
Using ex ≤ 1 + x+ x2 for x ∈ [0, 1] we have that for c < 1d−1
E [ecξt | Ft−1] ≤ e−c
[
1 + p
(
− 1 +
d∑
k=1
(
1 + c(k − 1) + c2(k − 1)2
) kN˜ (k)t−1
dn− 2t+ 1
+
A˜t−1
dn− 2t+ 1
)]
.
We expand the right hand side of the last display using the fact that
eAt−1+
Pd
k=1 k
eN(k)t−1
dn−2t+1 =
1 and that
∑d−1
k=1 kN˜
(k)
t−1 ≤ (d− 1)(n − N˜ (d)t−1 − N˜ (0)t−1). This gives,
E [ecξt | Ft−1] ≤ e−c
[
1 + p
( c(d− 1)dN (d)t−1 + c(d − 2)(d− 1)(n −N (d)t−1 −N (0)t−1)
dn− 2t+ 1
+c2(d− 1)2
)]
. (42)
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For some small δ > 0 denote by A the event
A = {N (d)t ≤ n− (1− δ)t , N (0)t > (1− δ)pt , ∀n1/3 < t < δn/3} .
We now condition on A and put p = 1+εd−1 in (42). A straightforward com-
putation yields that for c < 1d−1 and n
1/3 < t < δn/3 we have
E [ecξt | Ft−1,A] ≤ e−c
[
1 + (1 + ε)
(
c− (d− 2 +O(δ))ct
d(d− 1)n + c
2(d− 1)
)]
.
As d ≥ 3 we can choose δ small enough such that (d−2+O(δ))d > 14 ; we also
use 1 + x ≤ ex for all x > 0 in the last display. This gives that for such t’s,
E [ecξt | Ft−1,A] ≤ ecε−
ct
4(d−1)n
+2(d−1)c2
. (43)
By estimating ecξj ≤ ec(d−2) for all j ≤ n1/3, as γ∗ ≤ n2/3 we get from the
last display that for any t < δn/3 − n2/3
E
[
ec
Pt
j=1 ξγ∗+j | γ∗, A
]
≤ ecεt− ct
2
8(d−1)n
+2(d−1)c2t+c(d−2)n1/3
. (44)
Define the process {Rt} by
Rt = Yγ∗+t − Yγ∗ =
t∑
j=1
ξγ∗+j .
As the estimate (44) is uniform in Wγ∗ and γ
∗ we get that
E [ecRt |Wγ∗ ,A] ≤ ecεt−
ct2
8(d−1)n
+2(d−1)c2t+c(d−2)n1/3
.
Write PW for the conditional probability measure given Wγ∗ and A. Then
by previous equation, for any c < 1d−1 and t < δn/3− n2/3 we have
PW
(
Rt ≥ −Wγ∗
)
≤ PW
(
ecRt ≥ e−cWγ∗
)
≤ ecεt− ct
2
8(d−1)n
+2(d−1)c2t+c(d−2)n1/3
ecWγ∗ .
By (32) and (33) of Lemma 15 it follows that P(Ac) ≤ ne−an1/3 for some
fixed a > 0. As Yγ∗ ≤ Wγ∗ it follows by the definition of Rt and by condi-
tioning on A that
P
(
Yγ∗+t > 0 |Wγ∗ > 0
)
≤ E
[
PW (Rt ≥ −Wγ∗) | Wγ∗ > 0
]
+P(Ac)
≤ ecεt− ct
2
8(d−1)n
+2(d−1)c2t+c(d−2)n1/3
E
[
ecWγ∗ | Wγ∗ > 0
]
+ ne−an
1/3
.
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SinceWγ∗ ≤ n1/3+d we can bound the conditional expectation on the right
hand side. This yields,
P
(
Yγ∗+t > 0 |Wγ∗ > 0
)
≤ ecεt− ct
2
8(d−1)n
+2(d−1)c2t+c(d−1)n1/3+cd
+ ne−an
1/3
.
Now recall that ε = λn−1/3 and take c =
t2
8(d−1)n
−εt−(d−1)n1/3
4t(d−1) and t = Bn
2/3
for some B > 0 large enough so that c > 0. Note that c is of order n−1/3 so
clearly c < 1d−1 . Putting all this together gives that
P
(
Yγ∗+Bn2/3 > 0 | Wγ∗ > 0
)
≤ e−
(
B2
8(d−1)
−λB−(d−1)
)2
8B(d−1)
+O(n−1/3)
+ ne−αn
2/3
≤ e−rB3 ,
for some r = r(λ) > 0 and n large enough. Recall that t1 is the first time
the process Yt hits 0 and that Lemma 10 implies that |C(v)| ≤ t1. Thus, by
our coupling, if |C(v)| > An2/3 then Wγ∗ > 0 and Yγ∗+(A−1)n2/3 > 0. Thus
by the previous inequality and (41), for A > 1 we have
P(|C(v)| ≥ An2/3) ≤ Cn−1/3e−r(A−1)3 .
Denote by NT the number of vertices contained in components larger than
T . Observe that |C1| ≥ T implies NT ≥ T . So taking T = An2/3 gives
P
(
|C1| ≥ T
)
≤ P
(
NT ≥ T
)
≤ ENT
T
≤ nP(|C(v)| ≥ T )
T
≤ C
A
e−r(A−1)
3
,
concluding the proof. ✷
Proof of Theorem 2, (4). Let δ ∈ (0, 1) be small and let γ = γ(δ, λ) > 0
be determined later. Put h = γn1/3, T1 = n
2/3 and T2 = δn
2/3. As in
[21] we ensure that with high probability the process {Yt} gets to height h
before time T1, and then stays positive for at least T2 steps. This ensures
by Lemma 10 that |C1| > δn2/3d−1 with high probability. Indeed, let us define
the stopping time
τh = min{t ≤ T1 : Yt ≥ h}
if this set is nonempty, and τh = T1 otherwise. Observe that Y
2
t − Y 2t−1 =
ξ2t + 2ξtYt−1. By Corollary 14, we have E [ξ2t | Ft−1] = d − 2 + O(n−1/3)
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and E [ξt | Ft−1] ≥ Ω(n−1/3) for t ≤ T1. Thus, if Yt−1 ≤ h and γ is small
enough, we have that for all t ≤ T1,
E
[
Y 2t − Y 2t−1
∣∣∣Yt−1] ≥ 1
2
.
Hence Y 2t∧τh − (t ∧ τh)/2 is a submartingale. As Yτh ≤ h + d we have that
EY 2τh ≤ (h+ d)2 ≤ 2h2, so by optional stopping we get
2h2 ≥ EY 2τh ≥
1
2
E τh ≥ T1
2
P
(
τh = T1
)
,
hence
P
(
τh = T1
)
≤ 4h
2
T1
. (45)
Write Ph for conditional probability given the event {τh < T1} and E h
for conditional expectation given that event and define
τ0 = min{t ≤ T2 : Yτh+t = 0} .
We wish to bound from above the probability that τ0 ≤ T2 given that
τh < T1. As before there exists a constant C = C(λ) such that E [ξt |
Ft−1] ≥ −Cn−1/3 for all t ≤ T1 + T2. Thus the process
St = Yτh+t − Yτh + tCn−1/3
is a submartingale and hence so is S2t . We conclude that as long as h >
T2Cn
−1/3
Ph
(
min
t≤T2
Yτh+t ≤ 0
)
≤ Ph
(
min
t≤T2
St ≤ −h+ T2Cn−1/3
)
≤ Ph
(
max
t≤T2
S2t > (h− T2Cn−1/3)2
)
≤ 4E hS
2
T2
(h− T2Cn−1/3)2
, (46)
where the last inequality is Doob’s Maximal inequality (see [12]). As usual,
for any k < j < T1 + T2 we can bound
E [ξj − Cn−1/3|Fk−1] = O(n−1/3) ,
and so
E [(ξj −Cn−1/3)(ξk − Cn−1/3)] = O(n−2/3) .
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This together with the fact that ξτh+j −Cn−1/3 is bounded by d− 2 shows
that
E h[S
2
T2 | τh] =
T2∑
j 6=k
E h[(ξτh+j − Cn−1/3)(ξτh+k −Cn−1/3) | τh]
+
T2∑
j=1
E h[(ξτh+j − Cn−1/3)2 | τh] = O(n−2/3T 22 + T2) = O(δn2/3).
Hence (46) implies that
Ph(τ0 ≤ T2) ≤ O(δn
2/3)
(h− δCn1/3)2 ,
as long as γ > δC, so the denominator is positive. Combining this with (45)
gives
P(τ0 ≤ T2) ≤ P(τh = T1) +Ph(τ0 ≤ T2) ≤ 4h
2
T1
+
O(δn2/3)
(h− δCn1/3)2
= 4γ2 +
O(δ)
(γ − δC)2 ,
and by choosing γ = δC + δ1/4 we deduce that
P(τ0 ≤ T2) ≤ Dδ1/2 ,
for some constant D = D(λ) > 0. By Lemma 10, |C1| ≤ T2d−1 implies τ0 ≤ T2,
which concludes the proof. ✷
6 Below the scaling window
We use Lemma 8 on another specific case. Fix some small ε > 0 and set
p = 1−εd−1 . Let β be a random variable receiving d− 2 with probability p and
−1 with probability 1− p. Let {Wt} and τ be defined as in Lemma 8 with
W0 = d.
Lemma 17 There exists constant c1, c2 > 0 such that for all T > ε
−2 we
have
P(τ ≥ T ) ≥ c1
(
ε−2T−3/2e−
(ε2+c2ε
3)T
2(d−2)
)
.
Furthermore,
E τ2 = O(ε−3) .
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Proof. We estimate θ0 defined in Lemma 8. By (8) we have
ϕ(θ0)
−1
[eθ0(d−2)(d− 2)(1 − ε)
d− 1 −
e−θ0(d− 2 + ε)
d− 1
]
= 0 .
By estimating ex = 1 + x+O(x2) we get
θ0 =
ε
d− 2 +O(ε
2) .
We have
ϕ(θ) =
1− ε
d− 1e
θ(d−2) +
d− 2 + ε
d− 1 e
−θ .
Plugging in the value of θ0 and writing e
x = 1 + x+ x
2
2 +O(x
3) gives that
ϕ(θ0) = 1− ε
2
2(d− 2) +O(ε
3) .
Thus by Lemma 8 we have
P(τ ≥ T ) =
∑
ℓ≥T
Θ
(
ℓ−3/2ϕ(θ0)ℓ
)
.
Using our estimate on ϕ(θ0) and the assumption that T > ε
−2 an immediate
computation yields the first assertion of the lemma. The second assertion
follows from the following computation. By Lemma 8 we have
E τ2 =
∑
ℓ≥1
ℓ2P(τ = ℓ) =≤ C
∑
ℓ≥1
√
ℓϕ(θ0)
ℓ .
Thus, by direct computation (or by [14], section XIII.5, Theorem 5)
E τ2 ≤ O
( 1
1− ϕ(θ0)
)3/2
= O(ε−3) .
✷
Proof of Theorem 3. Note that Proposition 1 proves the upper bound on
|Cℓ| implied in Theorem 3, so we only need to prove the lower bound. Write
T = 2(1− η)(d − 2)ε−2 log(nε3) .
For each integer j ≥ 0 let {W (j)t } be independent processes defined by
W
(j)
0 = Ytj and W
(j)
t −W (j)t−1 receives d − 2 with probability
1−(1+ η
4
)ε
d−1 and
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−1 otherwise. Note that for each j, the process {W (j)t } is just the process
defined in Lemma 17 with p =
1−(1+ η
4
)ε
d−1 . By (19) and (23), the variable ξt can
always be stochastically bounded below by a variable taking the value d− 2
with probability 1−εd−1 ·
d eN(d)t−1
dn and −1 otherwise. Since N˜
(d)
t ≥ n−2t for all t, as
long as t < η8εn we can stochastically bound ξt below byW
(j)
t −W (j)t−1. Thus,
as long as tj+1 <
η
8εn, we can couple {Yt} and W
(j)
t such that Ytj+t ≥W (j)t
for all t ∈ [0, tj+1 − tj ]. Define the stopping times {τj} by
τj = min{t : W (j)t =W (j)0 − 1} .
By our coupling, it is clear that if τj > T then tj+1 − tj > T . Take
N =
⌊
ε−1(nε3)(1−
η
8
)
⌋
.
We will prove that with high probability tN <
η
8εn and that there exists
k1 < k2 < . . . < kℓ < N such that τki > T . Since E [ξt | Ft−1] ≤ −ε,
we have by optional stopping that E [tj+1 − tj ] ≤ dε−1, and hence E tN ≤
dε−2(nε3)(1−
η
8
) which implies that
P
(
tN >
η
8
εn
)
≤ 8(nε
3)−
η
8
η
→ 0 . (47)
Also, by Lemma 17 we have for some c > 0
P(τj > T ) ≥ cε(nε3)−(1+
η
4
)2(1−η)(1−c2ε) log(nε3)−3/2 ≥ ε(nε3)−(1− η4 ) ,
as long as η < 4 and ε is small enough. Let X be the number of j ≤ N such
that τj > T . Then we have
EX ≥ Nε(nε3)−(1− η4 ) ≥ C(nε3) η8 →∞ ,
hence by Large Deviations (see [3], section A.14) for any fixed integer ℓ > 0
we have for some c > 0
P
(
X < ℓ
)
≤ e−c(nε3)
η
8 → 0 . (48)
Our coupling and Lemma 10 imply that{
|Cℓ| < T
d− 1
}
⊂
{
X < ℓ
}
∪
{
tN >
η
8
εn
}
,
and hence by (47) and (48) we have
P
(
|Cℓ| < T
d− 1
)
→ 0 .
✷
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7 Above the scaling window
We split the proof of Theorem 4 into two steps. In the first step we show
there is a unique component of order 2dd−2εn which has about 2dεn closed
edges separating it from its boundary. In the second step we condition
on this event and restart the exploration process on the graph remaining
after removing this partial matching to get the estimates on the ℓ-th largest
component for ℓ ≥ 2. The first step follows the strategy laid out in [22].
We require some definitions. Consider p-bond percolation on the config-
uration model, i.e., we draw a perfect matching on the vertex set { vi,k : 1 ≤
i ≤ n , 1 ≤ k ≤ d} and then retain each edge with probability p and delete
it with probability 1 − p independently of all other edges. Denote the re-
sulting graph by M(n, d, p) and recall that G∗(n, d, p) is the graph obtained
from M(n, d, p) by contracting every tuple to a vertex. A set of d-tuples S
in M(n, d, p) is called a component if the vertex set corresponding to S in
G∗(n, d, p) is a connected component. We say that a d-tuple v is k-damaged,
with 0 ≤ k ≤ d, by a component S if v 6∈ S and there are precisely k closed
edges (i.e., edges not retained in percolation) between a vertex in v and a
vertex in a tuple belonging to S. Let Mk(S) be the set of all k-damaged
tuples of a component S. Let p = 1+ε(n)d−1 . We say a component S is δ-giant
for some δ > 0 if the following properties hold:
(i) (1− δ) 2dd−2εn ≤ |S| ≤ (1 + δ) 2dd−2εn ,
(ii) (1− δ)2dεn ≤ |M1(S)| ≤ (1 + δ)2dεn .
For δ > 0 let G(δ) denote the event that there exists a unique δ-giant
component in M(n, d, p). The following Theorems imply Theorem 4.
Theorem 18 Let ε(n) > 0 be a sequence such that ε(n)→ 0 and ε(n)n1/3 →
∞. Let p = 1+ε(n)d−1 and consider M(n, d, p). Then for any δ > 0 we have
P(G(δ)) → 1 , as n→∞. (49)
Theorem 19 Condition on G(δ) and denote by S1 the δ-giant component.
Let {Sℓ}ℓ≥2 denote the components of M(n, d, p) after removing S1, ordered
by size. Then under the conditions of the previous theorem, for any η > 0
there is δ > 0 small enough such that
P
(
|S2| ≥ (1 + η)2(d − 2)
d− 1 ε
−2(n) log(nε3(n))
∣∣∣G(δ))→ 0 , (50)
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and for any fixed integer ℓ ≥ 2 we have
P
(
|Sℓ| ≤ (1− η)2(d − 2)
d− 1 ε
−2(n) log(nε3(n))
∣∣∣ G(δ))→ 0 . (51)
Proof of Theorem 4. Fix some η > 0 and take δ > 0 small enough guar-
anteed by Theorem 19. Theorem 18 guarantees that the event G(δ) holds
with high probability. Hence with that probability and hence there exists
a component of size between (1 − δ) 2dd−2εn and (1 + δ) 2dd−2εn. We condi-
tion on G(δ) and remove this component; Theorem 19 then implies that
with high probability the graph remaining has no components of size big-
ger than (1 + η)2(d−2)d−1 ε
−2(n) log(nε3(n)) and the ℓ-th component is bigger
than (1−η)2(d−2)d−1 ε−2(n) log(nε3(n)). As these probabilities tend to 0 in the
space G∗(n, d, p), as the event Simple has positive probability, we conclude
the same for the space G(n, d, p). ✷
Proof of Theorem 18. Write T = (1+δ)2d(d−1)d−2 εn and ξ
∗
j = E [ξt | Ft−1].
The process
Mt = Yt −
t∑
j=1
ξ∗j ,
is a martingale. By Doob’s maximal L2 inequality (see [12]) we have
E (max
t≤T
Mt)
2 ≤ 4EM2T .
As Mt has orthogonal bounded increments we conclude EM
2
T = O(T ). By
Jensen inequality
E
[
max
t≤T
(
Yt −
t∑
j=1
ξ∗j
)]
≤ O(
√
T ) = O(
√
εn) . (52)
By (19) and (23) for any j ≤ T we have
ξ∗j −E ξj =
1 + ε
d− 1
d∑
k=2
(i− 1)
[kN˜ (k)j−1 − iE N˜ (k)j−1
dn− 2j + 1
]
− A˜j−1 −E A˜j−1
dn − 2j + 1 .
Applying the triangle inequality to the last display, together with (26) of
Lemma 11 and Lemma 13 gives that E |ξ∗j −E ξj| ≤ O
(
εj+
√
j
n
)
. So for any
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t ≤ T we have
E
[ t∑
j=1
|ξ∗j −E ξj|
]
= O(ε3n) .
By the triangle inequality we get
E
[
max
t≤T
∣∣∣ t∑
j=1
(ξ∗j −E ξj)
∣∣∣] ≤ O(ε3n) . (53)
Using the triangle inequality together with (52), (53) and Markov’s inequal-
ity gives
P
(
max
t≤T
∣∣∣Yt − t∑
j=1
E ξj
∣∣∣ ≥ δε2n) ≤ δ−1(O(ε) +O((ε3n)−1/2)) −→ 0 . (54)
By Corollary 14 we have that for any b > 0
bεn∑
t=1
E ξt =
(
b− (d− 2)b
2
2d(d− 1)
)
ε2n+O(ε3n) . (55)
Write
t′ =
2d(d − 1)
(d− 2) εn .
Inequalities (54) and (55) imply that for small δ > 0 with probability tend-
ing to 1, we have that Yt is positive at times [δt
′/2, t′(1−δ/2)]. This together
with Lemma 10 implies that with high probability we have explored a com-
ponent containing at least (1 − δ) 2dd−2εn tuples. Furthermore, by (54) and
(55) we infer that
P
(
Yt′(1+δ) ≤ −
2d(d − 1)
d− 2 δ(1 + δ)ε
2n+O(ε3n)
)
→ 1 ,
and
P
(
∀ t ≤ δt′/2 Yt > O(−ε3n)
)
→ 1 .
Thus, with high probability, by time t′(1+ δ) we have completely explored a
component of size at least (1− δ) 2dd−2 εn. On the other hand, Lemma 16 and
Lemma 10 show that with high probability the size of this component is at
most (1+ δ) 2dd−2εn. Denote this component by S. By (29) of Lemma 12 and
Lemma 13 we have that with high probability |N˜ (d−1)t′ − 2dεn| ≤ δεn. This
implies that |M1(S)− 2dεn| ≤ δεn with high probability and concludes our
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proof. ✷
To prove Theorem 19 we need the following lemma, which is just another
application of Lemma 8 to a specific case. Fix some small ε > 0 and let β
be a random variable taking the value d− 2 with probability 1−(2d−3)εd−1 , the
value d − 3 with probability 2ε and the value −1 with probability d−2−εd−1 .
Let {Wt} and τ be defined as in Lemma 8 with W0 = d.
Lemma 20 There exists constant C1, C2, c1, c2 > 0 such that for all T >
ε−2 we have
P(τ ≥ T ) ≤ C1
(
ε−2T−3/2e−
(ε2−c1ε
3)T
2(d−2)
)
,
and
P(τ ≥ T ) ≥ c1
(
ε−2T−3/2e−
(ε2+c2ε
3)T
2(d−2)
)
.
Furthermore,
E τ2 = O(ε−3) .
Proof. We estimate θ0 of Lemma 8. By (8) we have
ϕ(θ0)
−1
[eθ(d−2)(d− 2)(1 − (2d− 3)ε)
d− 1 +e
θ0(d−3)(d−3)2ε−e
−θ0(d− 2− ε)
d− 1
]
= 0 .
By estimating ex = 1 + x+O(x2) we get
θ0 =
ε
d− 2 +O(ε
2) .
We have
ϕ(θ) =
1− (2d− 3)ε
d− 1 e
θ(d−2) + 2εeθ0(d−3) +
d− 2− ε
d− 1 e
−θ .
By estimating ex = 1 + x + x2/2 + O(x3) and plugging in the value of θ0,
we obtain that
ϕ(θ0) = 1− ε
2
2(d− 2) +O(ε
3) .
The rest of the proof is identical to the proof of Lemma 17. ✷
Proof of Theorem 19. Let S be the component specified in the event
G(δ). Condition on G(δ) and consider the graph remaining after removing
S. Denote byPS denote the distribution of this remaining graph conditioned
on S and on the edges in the matching adjacent to vertices in the tuples
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of S. Denote by PM the distribution of p-bond percolation on a uniform
matching on a set of
∑d
k=1Mk(S) tuples of which precisely Mk(S) tuples
are of size d − k. Observe that PS is just PM conditioned on the event
that the resulting graph has no δ-giant component. Theorem 18 guarantees
that with high probability there is a unique δ-giant component. We learn
that for any set of graphs B which do not contain an δ-giant component we
have PS(B) = (1 + o(1))PM (B). Thus it suffices to prove the required tail
bounds on the components in PM . We do this in a similar manner to the
proof Theorem 3.
Given S, the exploration process on the remaining graph, starting from
a tuple v has the same dynamics described in Section 3. As S is a δ-giant
component, we start this exploration process with n−(1+O(δ)) 2dd−2εn tuples
of which n−(1+O(δ))2d(d−1)d−2 εn are d-tuples and (1+O(δ))2dεn are (d−1)-
tuples. The number of vertices is therefore dn− (1+O(δ))4d(d−1)d−2 εn. In the
notation of Section 3 we have∣∣∣N˜ (d)0 − (n − 2d(d − 1)d− 2 εn)
∣∣∣ ≤ δεn , |N˜ (d−1)0 − 2dεn| ≤ δεn .
Fix
T = (1 + η)2(d − 2)ε−2 log(ε3n) .
As |N˜ (k)t − N˜ (k)t−1| ≤ 2 for every t and k, and T ≤ δεn we learn from (23)
that for all t ≤ T we have
PM
(
ηt ∈ N˜(d)t−1 | Ft−1
)
≤ d(n − (1 +O(δ))
2d(d−1)
d−2 εn)
dn− (1 +O(δ))4d(d−1)d−2 εn
≤ 1− (1 +O(δ))2(d − 1)ε , (56)
PM
(
ηt ∈ N˜(d−1)t−1 | Ft−1
)
≤ (d− 1)(1 +O(δ))2dεn
dn− (1 +O(δ))4d(d−1)d−2 εn
≤ (1 +O(δ))2(d − 1)ε . (57)
By (19) we can bound PM (ξt = d−2 | Ft−1) above by multiplying the right
hand side of (56) times p. Similarly, we can bound PM (ξt = d − 3 | Ft−1)
above by multiplying the right hand side of (57) times p. Therefore, we can
stochastically bound from above ξt by a random variable β taking the value
d − 2 with probability 1−(1+O(δ))(2d−3)εd−1 , the value d − 3 with probability
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(1 + O(δ))2ε and otherwise the value −1. Recall that t1 denotes the first
hitting time of 0 by the process {Yt}. Lemma 20 then gives
PM
(
t1 > T
)
≤ ε(nε3)−(1+η)(1−O(δ))(1−O(ε)) ≤ ε(nε3)−(1+η/2) ,
as long as δ is small enough. Applying Lemma 16 and Lemma 10 gives that
PM
(
|C(v)| > (1 + η)2(d − 2)
d− 1 ε
−2 log(ε3n)
)
≤ ε(nε3)−(1+η/2) ,
and as in the proof of Proposition 1 this yields that
PM
(
|S2| > (1 + η)2(d − 2)
d− 1 ε
−2 log(ε3n)
)
≤ (ε3n)−η/2 → 0 .
The proof that for every fixed ℓ ≥ 2
PM
(
|Sℓ| < (1− η)2(d − 2)
d− 1 ε
−2 log(ε3n)
)
→ 0 ,
goes by bounding the process Yt from below by a process with independent
increments. This is carried out almost identically to the proof of Theorem
3 and we omit the details. ✷
8 The limiting distribution
Recall the definitions of the processes Bλ(·) and W λ(·) in (6) and (7).
Throughout this section for a process {St} indexed by positive integers we
write St for t ∈ R to denote the continuous linear interpolation of St.
Recall that 0 = t0 < t1 < t2 < . . . are the times at which Atj = 0.
Using the process Yt we define the process Ŷt by Ŷ0 = Y0 = d and for any
t ∈ [tj , tj+1)
Ŷt =
{
Yt, if Yt ≥ Ytj ,
Ytj otherwise ,
(58)
and Ŷt = Ŷdn/2 for any t ≥ dn/2. In this manner, the times {tj} are all the
record minima of the process {Ŷt}. The main theorem of this Section is the
following:
Theorem 21 Fix λ ∈ R and let p = 1+λn−1/3d−1 . Then as n → ∞ we have
that
n−1/3Ŷ((d−1)n2/3·)
d
=⇒ (d− 1)Bλ(·) ,
where this convergence is on finite intervals.
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Theorem 21 states that n−1/3Ŷ((d−1)n2/3·) converges to the process (d −
1)Bλ. It is thus natural to expect that ordered excursions lengths of Ŷ((d−1)n2/3·)
above past minima, will converge to excursions lengths of Bλ above its past
minima. Theorem 5 essentially follows from this assertion, but proving it
requires some technical work and we provide the details below. We postpone
the proof Theorem 21 to the end of this section.
Fix some s > 0 and let C[0, s] be the space of continuous real functions
on [0, s]. Let f ∈ C[0, s] and consider the set
E = {(r, ℓ) ⊂ [0, s] : f(r) = f(ℓ) = min
u≤ℓ
f(u) and f(x) > f(r) ∀r < x < ℓ} .
This set defines excursions of f above its past minima. To each excursion
(r, ℓ) we associate the length ℓ − r. Since the sum of excursion lengths is
at most s, it is possible to order them in a decreasing order (L1,L2, . . .).
We call a point ℓ, such that (r, ℓ) ∈ E , an excursion ending point. We say
a function f ∈ C[0, s] good if none of its excursion ending points are local
minima and if almost every point in [0, s] is contained in some excursion,
i.e. for almost every x ∈ [0, s] there exists (r, ℓ) ∈ E such that r < x < ℓ.
Given an integer m, consider the function φm : C[0, s]→ Rm defined by
φm(f) = (L1, . . . ,Lm) .
Proposition 22 If f ∈ C[0, s] is good, then φ is continuous at f with re-
spect to the || · ||∞ norm.
Proof. We prove for the case m = 1. The proof for m > 1 is similar and
we omit it. Let fn ∈ C[0, s] be a sequence of functions such that fn → f .
Consider the longest excursion (r, ℓ) such that ℓ − r = L1 = φ1(f). As
for any ε > 0 small enough there exists δ > 0 such that f(x) > f(r) + δ
for x ∈ (r + ε, ℓ − ε) we conclude that lim infn→∞ φ1(fn) ≥ φ1(f). On the
other hand, as almost every point in [0, s] is inside some excursion of f ,
for any ε > 0 we can find excursions ending points ℓ1, . . . ℓk of f such that
ℓ1 ≤ L1+ ε, s− ℓk < L1+ ε and ℓi − ℓi−1 < L1 + ε for 1 < i ≤ k. Since f is
good, for any ε > 0 small enough we can find δ > 0 such that there exists
xi ∈ (ℓi, ℓi + ε) such that f(ℓi) − f(xi) > δ for all i ≤ k. It follows that for
large enough n, the function fn has excursion ending points in the intervals
(ℓi, ℓi + ε). We conclude that lim supn→∞ φ1(fn) ≤ φ1(f). ✷
Proof of Theorem 5. See [20] or [24] for general background on Brownian
Motion and for the proofs of the theorems we use in the following. Fix
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some s > 0. It is a classic fact that the zero set of Brownian motion has no
isolated points and is of 0 measure with probability 1. Also, by a Theorem
of Levy we know that {B(t) − miny≤tB(y)}t is distributed as {|B(t)|}t,
so we deduce that with probability 1, a Brownian motion sample path is
good. By the Cameron-Martin Theorem, with probability 1 the process
Bλ(·) is good. As φm is continuous on almost every sample point of Bλ,
and φm((d−1)Bλ) = φm(Bλ) we deduce by Theorem 21 and Theorem 2.2.3
from [12] that for any integer m > 0
((d− 1)n2/3)−1φm(Ŷu) d=⇒ φm(Bλ) .
In Section 3 we showed that the times tj are record minima of Yt. Hence,
by (58), the lengths {tj+1 − tj} are excursions lengths of Ŷu above its past
minima. Lemma 16 allows us to deduce immediately that for any s > 0,
n−2/3
∣∣∣{t ≤ sn2/3 : ηt ∈ A˜t−1 or [ηt] ∈ ∪d−2i=0 N˜(i)t−1}∣∣∣ d=⇒ 0 . (59)
Thus, if tj+1 − tj is the ℓ-th largest excursion ending before time sn2/3,
if n−2/3(tj+1 − tj) converges in distribution to some random variable χ,
then Lemma 10 and (59) imply that the ℓ-th largest component completely
explored before time sn2/3, normalized by n−2/3, converges in distribution
to χd−1 . As excursion lengths of Ŷ(n2/3·) are excursion lengths of Ŷ((d−1)n2/3·)
times (d − 1) we learn that the sizes of components discovered before time
sn2/3 in the exploration process, normalized by n−2/3 and ordered, converge
in distribution to the ordered excursion sizes of W λ[0, s].
We also need to handle the issue of the simplicity of the resulting graph.
The following lemma will be useful and is an immediate consequence of
Theorem 1 and 2 of [4].
Lemma 23 Let d ≥ 3 and let d¯1, d¯2 ∈ {1, . . . , d}m be degree sequences of
length m such that each sequence sum to an even number. Let P1 be the
distribution of a uniform perfect matching on
∑m
i=1 d¯1(i) vertices, divided to
m tuples such that the i-th tuple has d¯1(i) vertices in it. Similarly define P2
using degree sequence d¯2. Let Simple be the event that contracting each tuple
into a single vertex yields a simple graph. Assume d is fixed and m → ∞.
If d¯1 = (d, . . . , d) and d¯2 has (1− o(1))m entries with the value d then
P2(Simple) = (1 + o(1))P1(Simple) .
Fix a real number s > 0 and consider a fixed interval I ⊂ [0, s]. Let AI
denote the event
AI =
{
n−2/3Φm(Ŷ(n2/3·)) ∈ I
}
.
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For times t < t′ denote by S[t, t′] the event that no loops or parallel edges
(either closed or open) were found between times t and t′ by the explo-
ration process. The closed and open edges inspected by the exploration pro-
cess are a uniform random matching, hence we have that P(S[0, dn/2]) =
P(Simple). After t steps of the exploration process the number of d-tuples
with d neutral vertices is at least n − 2t. Hence, Lemma 23 shows that if
t = o(n) then P(S[t, dn/2] | Ft) = (1 + o(1))P(Simple). Thus, by condi-
tioning on Fsn2/3 we find that
P
(
AI ∩ Simple
)
= (1 + o(1))P(AI)P(Simple) .
Hence, when we condition on Simple, component sizes discovered up to time
sn2/3, normalized, also converge to excursions of W λ[0, s].
Since we handled only components discovered before time sn2/3 for some
arbitrary large s > 0, our final task for completing the proof is to show that
large components are typically found in the beginning of the process, rather
the end of it. The next lemma completes the proof of the theorem. ✷
Lemma 24 Let C(sn2/3)1 be the largest component which we started exploring
after time sn2/3. Then for any α > 0 we have
lim
s→∞ lim supn→∞
P
(
|C(sn2/3)1 | ≥ αn2/3
)
= 0 . (60)
Proof of Lemma 24. Let tˆ0 > sn
2/3 be the first time larger than sn2/3 at
which Atˆ0 = 0 and let m =
∑d
k=1 N˜
(k)
tˆ0
. We continue the exploration process
on a graph that has m tuples, of varying sizes between 1 and d, in which
the number of k-tuples is N˜
(k)
tˆ0
. After finishing the exploration process we
again contract each tuple to a vertex to form the graph G∗m on the vertex
set U of cardinality m . The components discovered before tˆ0 together with
G∗m form G∗(n, d, p). Our analysis will show that from any starting vertex
u ∈ U , the drift of the process {Yt} is too small to have components of size
αn2/3.
Fix some small δ > 0 and denote by A the event
A =
{
N˜
(d)
t ≤ n− (1− 3δ)t , N˜ (0)t ≥ (1− 3δ)pt ∀t ∈ [sn2/3, δn]
}
.
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By (19) and (23) we have that for all t
E [ξt | Ft−1] ≤ p
∑d
k=2 k(k − 1)N˜ (d)t−1
dn− 2t+ 1 − 1
≤ p
[d(d− 1)N˜ (d)t−1 + (d− 1)(d − 2)(n − N˜ (d)t−1 − N˜ (0)t−1)
dn− 2t+ 1
]
− 1 ,
where the last inequality is due to the fact that
∑d−1
k=2 N˜
(k)
t−1 ≤ (n − N˜ (d)t−1 −
N˜
(0)
t−1). We now substitute p =
1+λn−1/3
d−1 and condition on A. A straightfor-
ward calculation gives that for t ∈ (sn2/3, δn], we have
E [ξt | Ft−1,A] ≤
(
1 + λn−1/3
)(
1− [(d− 2) +O(δ)]t
d(d− 1)n
)
− 1 .
We deduce that if s = s(δ, λ) > 0 is large enough, then for all t ∈ (sn2/3, δn],
E [ξt | Ft−1,A] ≤ −δ−1n−1/3 . (61)
Assume we start exploring at time tˆ0 + 1 the tuple of a vertex u ∈ U
(i.e., wtˆ0+1 is in the tuple corresponding to u). Denote by C(u) the connected
component of u and by γ the stopping time
γ = min{t > 0 : Ytˆ0+t = Ytˆ0 −N(wtˆ0+1)} .
By bounding Uj ≤ tj − tj−1 and Vj ≤ tj − tj−1 in Lemma 10 we get
|C(u)| ≤
( 2
d− 1 + 1
)
γ + 1 .
By optional stopping and (61), since N(wtˆ0+1) ≤ d, we have that E [γ ∧ δn |
A] ≤ δdn1/3 as long as s is large enough. By (32) and (33) of Lemma 15
we have that for n large enough P(Ac) ≤ n−1. Also, part 1 of Theorem 2
implies that P(γ > δn) ≤ n−1 for large enough n. Hence,
E γ ≤ dnP(γ > δn) +E [γ1{γ<δn}] ≤ d+E [γ ∧ δn]
≤ d+E [γ ∧ δn | A] + δnP(Ac) ≤ (d+ 1)δn1/3 ,
for large enough s > 0. The same analysis works for any u ∈ U and so we
learn that that E |C(u)| ≤ O(δ)n1/3 for all u ∈ U . Thus for any fixed α > 0
we have
P(|C(u)| > αn2/3) ≤ O(δ)n−1/3 ,
where the constants in the O-notation depend on α and d.
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Let X be the random variable counting the number of u ∈ U such that
|C(u)| > αn2/3. As m ≤ n we have proved that EX ≤ O(δ)n2/3. Observe
that |C(sn2/3)1 | > αn2/3 implies that X > αn2/3. Hence
P
(
|C(sn2/3)1 | > αn2/3
)
≤ O(δ) .
Since δ > 0 was arbitrary and s was large enough depending only on δ and
λ, this concludes our proof. ✷
We now turn to the proof of Theorem 21. For the proof we use a standard
functional central limit theorem for martingales (see [12], Theorem 7.2):
Theorem 25 Let
{Xm,k,Fm,k : 1 ≤ k ≤ m} ,
be a martingale difference array. For any ℓ ≤ m let
Vm,ℓ =
ℓ∑
k=1
E [X2m,k | Fm,k−1]
be the quadratic variation process, and
Zm,ℓ =
ℓ∑
k=1
Xm,k .
If
1. |Xm,k| ≤ δm with δm → 0, and
2. for each t ∈ [0, 1] we have Vm,⌊mt⌋ → t in probability as m→∞,
then Zm,(mt)
d
=⇒ B(t), where B(·) is standard Brownian motion, and Zm,(·)
is the continuous linear interpolation of Zm,k.
Proof of Theorem 21. Since |n−1/3Yu−n−1/3Ŷu| ≤ dn−1/3 for all u ≥ 0, it
suffices to prove the convergence for the process {Yu}. Fix some s > 0, take
m = mn = ⌊sn2/3⌋ and denote ξ∗k = E [ξk | Fk−1]. Consider the martingale
difference array,
Xm,k = m
−1/2(ξk − ξ∗k), k ≤ m.
We have that for any ℓ ≤ m,
Zm,ℓ =
ℓ∑
k=1
Xm,k = m
−1/2Yℓ −m−1/2
ℓ∑
k=1
ξ∗k . (62)
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As |Xm,k| = O(n−1/3), condition 1 of Theorem 25 is satisfied. Putting
ε = λn−1/3 in (i) and (ii) of Corollary 14 gives that
sup
k≤mn
|ξ∗k| → 0 in L1 and in probability.
Hence by (iii) of Corollary 14 we get
sup
k≤mn
E [(ξk − ξ∗k)2 | Fk−1]→ (d− 2) in probability,
as n→∞. Thus for any t ∈ [0, 1] we have
m−1
⌊mt⌋∑
k=1
E [(ξk − ξ∗k])2 | Fk−1]→ (d− 2)t in probability. .
In the notation of Theorem 25, it follows that Vm,⌊mt⌋ → (d− 2)t in proba-
bility. We conclude by Theorem 25 that
Zm,(mt)
d
=⇒ B((d− 2)t) .
An immediate computation with Part (ii) of Corollary 14 shows that
E
m∑
k=1
|ξ∗k −E ξk| = O(1) ,
which by the triangle inequality gives that
m−1/2E max
k0≤m
∣∣∣ k0∑
k=1
ξ∗k −
k0∑
k=1
E ξk
∣∣∣ = O(n−1/3) . (63)
Part (i) of Corollary 14 with ε = λn−1/3 implies that for any t ∈ [0, 1],
m−1/2
tm∑
i=0
E ξi −→ λt
√
s− (d− 2)t
2s3/2
2d(d − 1) .
We conclude by (63) that
P
(
sup
t∈[0,1]
∣∣∣m−1/2 ⌊tm⌋∑
k=1
ξ∗k − λ
√
st+
(d− 2)s3/2t2
2d(d − 1)
∣∣∣ > n−1/6) −→ 0 . (64)
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Rearranging (62) using (64) gives that for any fixed s > 0
n−1/3√
s
Y(n2/3ts)
d
=⇒ B((d− 2)t) + λt√s− (d− 2)t
2s3/2
2d(d − 1) .
Multiplying by
√
s and using Brownian scaling gives
n−1/3Y(n2/3ts)
d
=⇒ B((d− 2)ts) + λts− (d− 2)(ts)
2
2d(d − 1) .
By Brownian scaling and the definition of Bλ we deduce that
n−1/3Y((d−1)n2/3·)
d
=⇒ (d− 1)Bλ(·) ,
which concludes our proof. ✷
9 Concluding Remarks
• It is natural to ask whether the bounds in Proposition 1 are tight.
In light of Theorem 2 we would expect that for λ ∈ R there exists a
constant c = c(λ) such that for any d-regular graph G and A > 0 we
have
P
(
|C1(Gp)| > An2/3
)
≤ e−cA3 .
The authors currently know how to prove this for some particular
cases, for instance, expander graphs.
• It is an interesting topic for further research to find a quenched ver-
sion of Theorem 5. Recall that |γ1| is the longest excursion above past
minima of the process Bλ defined in (6). Let D(n, d) denote the num-
ber of simple d-regular graphs on n vertices and set p = 1+λn
−1/3
d−1 . We
expect that for small ε1 > 0, ε2 > 0 and any s > 0 and n large enough
at least (1− ε1)D(n, d) of the d-regular graphs G on n vertices satisfy∣∣∣P(|C1(Gp)| < sn2/3)−P(|γ1| ≤ s)∣∣∣ ≤ ε2 .
• Assume now d = d(n) grows with n. We proved that when d(n) is
a fixed constant, then G(n, d(n), p) is mean field around 1d(n)−1 . The
same result holds for d(n) = n− 1 since this is just the usual G(n, p)
model. It seems plausible that for all such sequences (assuming nd(n)
is even) the same conclusion still holds.
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