Statistical calibration using linear regression is a useful statistical tool having 
Introduction
Statistical calibration using linear regression has a rich history going back to Eisenhart (1939) . The problem involves a quantity of interest x which is expensive or difficult to measure, a surrogate quantity y which is cheaper or easy to measure, and the assumption that y and x are related by a linear regression model. For example, x is the true concentration of radon, 222 R n , while y is the concentration reading on an alpha track detector (ATD), at a place, or x is the true alcohol level in blood stream while y is the reading on a breathalyzer, of a driver. In order to use an observed y to infer the corresponding but unobserved
x, a calibration experiment is carried out to measure y 0i corresponding to a known x 0i for i = 1, · · · , n. A regression model of y on x is then fitted by using the training data E = {(x 0i , y 0i ), i = 1, · · · , n} and used to infer the xvalues corresponding to infinitely many y-values to be observed in future. The inference for the x-value corresponding to one single future y-value is considered by Eisenhart (1939) , Brown (1982) and Smith and Corbett (1987) among others, and the relevant literature is reviewed in Osborne (1991) and Brown (1993) .
This paper focuses on inference for infinitely many future y-values. Specifically, a confidence set C(y x ) for the unknown x corresponding to each observed future y x is constructed and the infinite sequence of confidence sets C(y x ) corresponding to an infinite sequence of observed future y x -values has the property:
with confidence level γ, with respect to the randomness in the training data E, that the proportion of confidence sets C(y x ) containing the corresponding true
x-values is at least β, where 0 < γ, β < 1 are pre-specified constants. This property can be expressed as
where I A denotes the indicator function of the set A and hence (1998) and Krishnamoorthy and Mathew (2009, Chapter 3) among others that this property is highly desirable in many applications, and overwhelming majority publications on infinite many calibrations aim to guarantee this property.
Other properties that may have useful applications are discussed in Mee and Eberhardt (1996) .
One standard way to construct the confidence sets C(y x ) having this property is to use the (β, γ)-simultaneous tolerance intervals (STI's). Assume a priori that the unknown x-values corresponding to all the future y x 's are in a given interval [a, b] . For example, the true blood alcohol level of any driver cannot be lower than a = 0 or higher than some upper threshold b.
where y x denotes a future y-value corresponding to x and is independent of the training data E, the probability P yx is with respect to y x and conditional on E, and the probability P E is with respect to E. Then for each future y x the confidence set C(y x ) for the corresponding x is defined as
It is shown in Scheffé (1973, Appendix B) that these confidence sets C(y x ) have the property in (1).
Numerical results in Mee and and Eberhardt (1996) and Lee (1999) 
Exact one-sided STI's for polynomial regression
Assume that y and the only covariate x are related by a polynomial regression model of order p − 1 (≥ 1):
T is the vector of unknown regression coefficients, and the 's are independent N (0, σ 2 ) errors with unknown variance σ 2 > 0. The observed training data E can be represented in the usual matrix form y = Xα + , where the n × p design matrix X is assumed to be of full column-rank without loss of generality. The usual estimators of α and σ are denoted asα andσ.
Note that the upper (β, γ)-STI's are just a γ level upper simultaneous confidence band (SCB) for the β-quantile line of y x , x T α+z β σ, where z β denotes the β-quantile of the standard normal distribution N (0, 1). Specifically, by setting
Similarly, the lower (
If 
Exact STI's
Exact upper STI's of the form
will be constructed, where λ > 0 is a critical constant chosen so that
for given 0 < β, γ < 1. This form is taken from Odeh and Mee (1990) and similar to what is used in Scheffé (1973) and Mee et al. (1991) for the case of two-sided STI's. It warrants further research to try other forms in the hope of finding smaller upper limits.
To find the critical constant λ, the probability in (7) is written as
where
ν /ν with ν = n − p, and Z and u are independent. It is clear from the expression of Q in (9) that the probability in (8) has nothing to do with the unknown parameters α and σ. In each simulation of Q, independent Z ∼ N (0, (X T X) −1 ) and u ∼ χ 2 ν /ν are simulated first and Q is then computed using the expression in (9) . Note that Q is equal to the maximum of K(x) over the finite set F of x-values that contains only a, b and all the stationary points of K(x) in the interval x ∈ [a, b].
All the stationary points of K(x) can be solved from K (x) = 0, where f (x) denotes the derivative of f (x) with respect to x. Now a few lines of calculus show that K (x) = 0 is equivalent to
where Each λ in Examples 3.1-3.2 of Section 3 is computed using R = 1, 000, 000
simulations and took about 500 seconds on an ordinary Window's PC (Core(TM2)
Due CPU P8400@2.26GHz). These critical constants are accurate to at least two decimal places from our experiments with different random seeds. For example, when β = 0.95, γ = 0.99, p = 2, τ = 2 and n = 40, the critical value 1.2675 given in Odeh and Mee (1990, Table 1. 3) is computed to be 1.2671 by our Matlab program. It is worth emphasizing that the λ, computed accurately once, will be used for calculating all future C(y x )'s.
The STI's of Odeh and Mee (1990)
To be specific, assumed that y and the (p−1) covariates
T are related by a multiple linear regression model:
T , and the 's are independent N (0, σ 2 ) errors with unknown variance σ 2 > 0. As in Section 2.1, the observed training data E can be represented in matrix notation y = Xα + , where the n × p design matrix X is assumed to be of full column-rank without loss of generality.
Odeh and Mee (1990) consider exact upper (β, γ)-STI's
, where 0 ≤ τ 1 < τ 2 are given constants and
withx ( while the λ of our exact method is the γ-quantile of max x (0) ∈D * K(x), where
is given in (9) but with x = (1, Table 1 .3, with τ = 2 and n = 40) and the lower STI's are given by
Note that these STI's are actually on the covariate intervalx ± τ S x /n = [−1708, 3074], which is the smallest D τ for p = 2 that contains the interval when used for a quadratic polynomial can be more pronounced, however, as 
