This paper presents a multi-sensor ensemble classifier (MSEC) for physical activity (PA) pattern recognition of human subjects. The MSEC, developed for a wearable multi-sensor integrate measurement system (IMS),combines multiple classifiers based on different sensor feature sets to improve the accuracy of PA type identification.Experimental evaluation of 56 subjects has shown that the MSECis more effectivein assessing activities of varying intensitiesthan the traditional homogeneous classifiers. It is able to correctly recognize 6 PA types with an accuracy of 93.50%, which is 7% higher than the non-ensemble support vector machine method. Furthermore, the MSECis effective in reducing the subject-to-subject variabilityin activity recognition.
Introduction
Physical activity (PA), defined as bodily movement generated by skeletal muscles [1] such as walking, joggingor sport activities, is important for maintaining health and preventing cardiovascular diseases, diabetes, and obesity. Accurate monitoring and assessment of PA under freeliving conditions provides information on the type and intensity of activities that the person has been engaged in, thus is of significant interest to the research community [1] and commercial companies.
The goal of PA assessment is to recognize the type, duration, and intensity of a broad range of physical activities and quantify the energy expenditureof the test subjectduring his/her daily life, as illustrated in Figure 1 . In recent years, multi-sensor systems have been increasingly investigated for PA assessment. For example, multiple accelerometers have been placed at different locations on the bodyof test subjects [3] or combined with other types of sensors, such as respiratory sensor or GPS [4] for PA measurement. Combining advanced computational techniques such as machine learning and sensor fusion [3, 4] , differentiation of various activities has shown to be improved. For example, a multi-sensor integrate measurement system (IMS) was developed with two accelerometers and one ventilation sensor to measure and assess the physical activity [5] .
Recently, ensemble learning has been increasingly investtigated for pattern recognition [6] . An ensemble learning method combines multiple individual classifiers to obtain better predictive performance than that obtained by any of the constituent classifiers [7] . This is a technique that usually combines a number of weak classifiers together to produce a strong classifiers. Through combination of decisions from multiple classifiers or multiple sensors, recognition accuracy has shown to be improved effecttively [6] . For example, Ravi et al. combined multiple different classifiers to identify eight common activities of two subjects with a single tri-axial accelerometer [8] . These classifiers used the same four-feature (Mean, Standard Deviation, Energy and Correlation) datasets, and had obtained good recognition accuracies, especially by means ofMajority Voting. Lester et al. used AdaBoost [9] to select features and combined multiple weak classifiers, each of which accepting only a single feature as input, and obtained good classification result from a weighted combination of the weak classifiers [10] . The eight sensors,inlcuding accelerometer, audio sensor, IR/ visible light, high frequency light, barometric pressure, humidity, temperature and compass, were integrated in a unit attached on the shoulder of the test subject, and tested by two subjects. For multi-sensor measurement system, combining different sensors at different body locations would reveal different characteristics of body movement and have different statistical distribution. Therefore, combining different classifiers based on the datasets of different sensors would have better identification results than a homogeneous classifier.
In this paper, a multi-sensor ensemble classifier (MSEC) for PA type identification is presentedfor a multi-sensor integrated measurement system (IMS) [5] . It combines multiple classifiers of SVM, based on different sensor datasets of the IMS. Due to different PA type identification accuracies of the different classifiers, an instance specific weight majority voting is proposed for the classifier combination. The performance of the MSECis experimentally evaluated by 56 human subjects performing free-living activities.
Ensemble Learning

System Design
The architecture of the multi-sensor ensemble classifieris shown in Figure 2 . The sensor sets for ensemble are generated by choosing different sensors of the multi-sensor measurement system. Features corresponding to these sensor datasets are then extracted and selected. Multiple classifiers with different feature selection can be derived from each sensor set, and the diversity of the classifiers can be achieved by choosing the sensor set and feature combinations. For each classifier, a learning model is first selected and trained, with a part of the sensor data as testing dataset to evaluate the classifier. Each classifier has a decision result, and the final decision is thus obtained by combining the classification results from all the classifiers by the weight majority voting.
Individual Classifiers
Seven classifiers with different sensor datasets were devised for the ensemble system based on the three sensors in the IMS. Each sensor dataset consists of a cluster of classifiers, including 1) C1 (classifier cluster from the wrist accelerometer dataset), 2) C2 (classifier cluster from the hip accelerometer dataset), 3) C3 (classifier cluster from the abdominal ventilation sensor dataset), 4) C4 (classifier cluster from the hip accelerometer and the wrist accelerometer datasets), 5) C5 (classifier cluster from the hip accelerometer and the abdominal ventilation sensor datasets), 6) C6 (classifier cluster from the wrist accelerometer and the abdominal ventilation sensor datasets), and 7) C7 (classifier cluster from the hip and wrist accelerometer and the abdominal ventilation sensor datasets). Each classifier cluster consists of multiple (n) classifiers by different feature selection (random selection). As a result, a total of 7 × n classifiers and 7 × n testing results can be obtained. The final ensemble decision is obtained based on these 7 × n classifiers by instance specific weighted majority voting. 
Activity Recognition
For each single sensor, 7 time-domain features, namely the 10th, 25th, 50th (median), 75th, and 90th percentiles, the mean value, and the standard deviation, were extracted. In addition, a correlation feature between the hip accelerometer and the wrist accelerometer was also extracted, providing a measure for the coordination or variation between the upper limb and the body during an activity. For each accelerometer, two frequency domain features, energy and entropy were extracted. For the ventilation sensor, the dominant frequency of the respiratory signal obtained from a spectral analysis was extracted as the breathing frequency. These features were computed for every 30-second data segment, and linear scaling was then applied to the extracted features in the range of [0, 1], to avoid that features of greater numeric values would overwhelm those in the smaller numeric ranges.As a result, a total of 63 features (50 time-domain and 13 frequency-domain features) were extracted. To achieve the diversity of the input of each classifier, 70% of the features were selected randomly from the overall feature sets for training classifiers.
The SVM algorithm was chosen as the base classifier of the ensemble system, and the selected features were used as inputs to the SVM classifier. A two-step procedure was taken for predicting the types of physical activity. First, a training data set that consists of the selected features from all the 56 subjects but one was constructed for building the SVM model and selecting the penalty parameter and Gaussian kernel parameter. The model parameters were selected through a "grid-search" with 5-fold cross validation. The parameters that yielded the highest recognition rate were chosen during the process. Second, upon completion of the training, the SVM model was applied to the feature set of the subject that was left out in the training process, to predict the activity type reflected in the 30-second data segments. Such a twostep procedure constitutes a "leave-one-subject-out" cross validation, and was executed on each subject data.
Experimental Evaluation
Design of Experiments
A total of 56 subjects (26 male and 30 female) were recruited forphysical activity assessment, with the following characteristics, expressed in terms of the mean ± standard deviation: 1) age = 38.7±11.6 years, 2) mass = 71.1±14.5 kg, 3) height = 169.3±9.1 cm and 4) body mass index = 24.7±4.2 kg/m 2 . Each subject performed 6 types of activities of varying intensities, which are commonly seen in daily lives as illustratedin Table 1 . For each subject, the actual PA types and times performed by the subjects were recorded, and sensor data whendifferent PA types were performed were collected by the IMS (as shown in Figure 2 ) correspondingly [7] . Each PA type was performed for 7 minutes, followed by a 2-minute rest period.
Individual Classifier Results
In order to ensemble different classifiers by the instance specific weight majority voting method,it is necessary to first investigatethe accuracies of the different classifier clusters. Furthermore, since these classifiers use features from different sensor datasets, they yield different accuracies and confidences on identifying the PA types. The average accuracies of the classifiers on the different PA types are first calculated, as shown in Table 2 . It is seen that these classifiers have yielded different accuracies on PA type identifications, which is due to the fact that different sensor combinations are sensitive to different PA types.
Ensemble Results
The performance of the ensemble system is based on the number and accuracies of the classifiers integrated for the ensemble learning. Various ensemble classifiers had been evaluated. The definitions of the different ensemble classifiers are: E1-E7 integrate the classifiers within each sensor cluster C1-C7, respectively, E8 integrates classifiers of C1, C2 and C3, E9 integrates classifiers of C4, C5, and C6, and E10 integrates classifiers C1-C7. Figure 3 illustrates the PA classification results of the various ensemble classifiers E1-E10. It is seen that in general, the more classifiers and sensor datasets are included in the ensemble classifier, the better the result has been. For example, classifier E10 integrates all the classifiers (total 21), and hasyielded the best classification mean accuracy of 93.5% with the smallest standard deviation of 11.6%.
Conclusions
In this study, a multi-sensor ensemble classifier is designed for physical activity recognition, as a critical component of a multi-sensor integrated measurement system. Specifically, MSEC integrates data measured by three sensors, and fuses the multiple classifiers by performing instance specific weight majority voting. Compared with non-ensemble classifier, the MSECmethod has shown higher mean accuracies and lower standard deviations, thus demonstrateing better generalization capability.
Although promising, the MSEC is generally computationally intensive, requiring more computational resources than non-ensemble single classifier to achieve good performance. Furthermore, there are still questions that remained unanswered, e.g., 1) how many sensors and what type of sensors (including the locations where the sensors are attached) are required for PA assessment, and 2) what type of features and classifiers are suitable and optimal for the ensemble system. Research is being continued to systematically investigate the developed MSEC algorithm in terms of effectiveness and computational efficiency for improved PA classification.
