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Abstract. In this paper, we explore the interplay of four different conjectures on certain 
zero-sum problems in Zp ~ Zp. This study of the inter-relations between these conjectures 
leads to the conclusion that determining the structure of minimal zero sequences (see 
below for the precise definition) is crucial. Also, we study the analogous situation in Zn. 
1. INTRODUCTION AND NOTATIONS 
Additive number theory, factorization theory and graph theory provide a good source 
for combinatorial problems in finite abelian groups (for instance, see [17], [18], [7], 
[19] and [2]). Among them, zero sum problems have been of growing interest. The 
cornerstone of almost all recent combinatorial research on zero-sum problems is a 
40-years old theorem of Erd6s-Ginzburg-Ziv and a question of H. Davenport on an 
invariant of finite abelian groups. 
Let G be a finite abelian group. We denote the cyclic group with n elements by Z,. 
Then G = Z, 1 (9 . . .  ~ Z,~r with nt > 1 and ni dividing ni+l for 1 < i < r, where 
n~ = exp(G) is the exponent of G (exponent of G is the least common multiple of 
the orders of all the elements of G) and r is the rank of G. Most of our discussion 
will be centered around the group G = Z,  @ Z,. Clearly, in this case, exp(G) = n 
and r(G) = 2. We denote an arbitrary prime number by p and an arbitrary natural 
number by n. 
In general, our notations and terminology will be the same as the one in factorial 
theory (cf. survey articles by Chapman, Halter-Koch and Geroldinger in [2] and the 
paper of Gao and Geroldinger [14]). Let 9r(G) denote the free abelian monoid with 
basis G. The elements of ~'(G) will be called sequences. The monoid homomorphism 
t t 
V=I Y=I 
maps a sequence to the sum of its elements. Let S = t I-I~=i 9~ E ~(G) be a sequence. 
Then S has a unique representation f the form 
s = II e 
gEG 
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where v,(S) is the number of times g appears in S and ISj = ~geG vg(S) = g 6 N 
is called the length of S. We say that T 6 bY(G) is a subsequence of S and we write 
TIS , if vg(T) < vg(S) for every g 6 G. As usual, we say that T,T '  6 9V(G) are 
disjoint subsequences of S if their product TT' is a subsequence of S. The identity 
element 1 6 ~'(G) will be called the empty sequence, and we have Ill = 0. Whenever 
TIS, by the element R = ST  -1 6 9V(G) we mean the sequence with T deleted from 
S. Clearly, RT = S. We say that the sequence S is 
a zero sequence, if a(S) = ~=1 gk = O, 
a zero-free sequence, if S does not have any zero subsequences, 
a minimal zero sequence, if it is a zero sequence and each proper subsequence is 
zero-free, 
a short zero sequence, if it is a zero sequence with 1 _< ISI _< exp(G). 
In factorization theory, the set of all zero-sequences is a submonoid of Y=(G). Its 
irreducible lements are the minimal zero sequences. For further reading, one may 
refer to [5], [2] and [6]. 
We denote ~/(G) the least positive integer such that whenever S 6 ~(G)  with ISI > 
~/(G) is given, then there exists a short zero subsequence T of S. Also, with these 
notations, the Davenport constant D(G) is defined to be the maximum length of 
the minimal zero sequence in G. It is easy to see that D(Z,)  = ~/(Z,) = n. 
2. FOUR CONJECTURES AND THEIR  INTERPLAY 
2.1 Conjectures and Their Status 
In 1969, Olson [211 proved that D(Zp a) = d(p -  1)+ 1 where Z~ :-- Zp (9 Zp (9 ...Zp. 
d t~mes 
Using this, he proved the following theorem. 
Theorem 2.1.1 (Olson, 1969, [21]) ~/(Zp (9 Zp) = 3p - 2. 
This theorem was extended to every natural number by van Erode Boas [28], who 
made the following conjecture. 
Conjecture 1. (van Erode Boas, 1969, [28]) Let S E ~'(Za (9 Zn) with iSI = 3n - 3. 
If S does not contain any short zero subsequences, then S = an-lb~-lc ~-1, where 
a, b, c E Zn (9 Zn are distinct elements. 
van Erode Boas [28] verified Conjecture 1 for primes p = 2,,3, 5, 7 using a computer. 
Recently, W. D. Gao [11] proved that if Conjecture 1 is true for n = k and n -- m, 
then it is true for n = kin. Thus, it follows that if Conjecture 1 is true for all primes, 
then it is true for all natural numbers n. 
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By Theorem 2.1.1, we know that there exists a short zero subsequence. In 1973, 
Harborth [15] considered the existence problem of a zero subsequence of prescribed 
length p. More precisely, f(p) is the least positive integer such that, given any 
arbitrary element S E ~'(Zp (9 Zp), with [S] _> f(p), S contains a zero subsequence 
of length p. He proved that f(2) = 5 and f(3) = 9. Later, Kemnitz [16] proved that 
f(5) = 17 and f(7) = 25. Also, he conjectured the following. 
Conjecture 2. (Kemnitz, 1983, [16]) For every prime p, we have f(p) = 4p - 3. 
This conjecture was first made by Kemnitz and was suggested, independently, by 
N. Zimmerman and Y. Peres. It is trivial to see that if the conjecture holds for two 
integers m and n, it is also true 
holds for all natural numbers. 
In 1996, W. D. Gao [9] proved 
for ran. So, if one proves it for all primes, then it 
that if S e Y(Z~ (9 Z~) with IS[ -- 4n - 3 and 
T = a ~-1 as its subsequence for some a E Z~ (9 Z~, then S satisfies Conjecture 2. 
Moreover, he proved that if f(n) = 4n-3  and n > ( (3m-  4 ) (m-  1)m ~ +3)/4m with 
m _> 2, then f (nm) = 4nm - 3. These results were improved upon by the author in 
[26] where it has, in fact, been proved that if S E Jc(Zn (9 Zn) with IS I = 4n-  3 and 
T = a 8 as its subsequence with s _> L~J, then S satisfies Conjecture 2 and that if 
f (n) = 4n - 3 and n > (2m a - 3m 2 + 3)/4m, with m :> 2, then f (nm) = 4urn - 3. 
In another direction, in 1995, Alon and Dubiner [1] gave the upper bound f (n) < 
6n - 5 for all n C N. Later, this was improved to f(p) _< 5p - 1 for all prime p by 
W. D. Gao [10]. In 2000, L. R6nyai [20] proved that f(p) < 4p - 2 for all primes 
p. From this bound, he concluded that f (n)  <_ (41/10)n. Recently, W. D. Gao [12] 
proved that f(pk) < 4pk _ 2 for all primes p and k _> 1. 
Clearly, f (n)  > 4n - 3, as the example S = (0, 0)n-l(0, 1)n-l(1, 0)n-l(1, 1) n-1 in 
~:(Zn (9 Zn) shows. W. D. Gao,[ll] conjectured the following. 
Conjecture 3 (W. D. 
S does not contain 
where a, b, c, d E Zp 
Gao, 2000, [11]) I fS  e ~'(Zp(gZp) with IsI = 4p-4  is such that 
any zero subsequences of length p, then S = ap-lbp-lcX-ld p-l, 
(9 Zp are all distinct elements. 
In the same paper, Gao proved that if Conjecture 3 is true for all primes, then it 
is true for all natural numbers. He also verified this conjecture for p = 2, 3 and 5. 
Recently, it has been proved in [25] that Conjecture 3 is true for p = 7. 
In 1998, Gao and Geroldinger [14] studied the structure of long minimal zero se- 
quences in G. There they conjectured the following. 
Conjecture 4. (Gao and Geroldinger, 1998, [14]) I fS  E ~(Zp (gZp) with [S[ = 2p-1  
is a minimal zero sequence, then there exists a subsequence T -- a p-I of S for some 
a e Zp(gZp. 
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They verified Conjecture 4 for primes p = 2, 3, 5 and 7. 
2.2 Inter-Relationships 
In this subsection, we shall explore the inter-relations between these four conjectures. 
Theorem 2.2.1 (W. D. Gao, 2000, [11]) Conjecture 3 implies Conjecture 2. 
Proof .  Suppose not. Let 8 E ~'(Zn (9 Zn) with IS[ = 4n - 3, which admits no zero 
subsequence of length n. Then no subsequence can admit a zero sum of length n. 
Fix x E S and T = Sx -1. Then by Conjecture 3, T is of the form an-lbn-lcn-ld '~-1. 
Let TI = Sa -1 = xan-2bn-lda-ld n-1. Once again by Conjecture 3, x = a. Then a n 
is a subsequence of S of length n having zero sum. This contradiction proves the 
Theorem. [] 
Theorem 2.2.2 Conjecture 3 implies Conjecture i. 
Proof .  Let S E Y(Zn (9 Zn) with ISI = 3n - 3 such that S does not have any short 
zero subsequences. Therefore, every element appearing in S is non-zero in Zn (9 Zn. 
Consider S1 := (0,0)n-18 E ~'(Zn (9 Zn) with ISll = 4n - 4. Note that S cannot 
have a zero subsequence of length n. Hence S1 does not have a zero subsequence of
length n. By Conjecture 3, $I = (0, o)n-lan-lbn-lc n-l, where a, b, c E Zn (9 Zn are 
distinct elements. That is, Conjecture 1 is true. [] 
Remark .  Assume Conjecture 1. If S = a n-1 xli=ll"I3n-3 bi E ~(Zn(gZn) with 181 = 4n-4  
such that S doesn't have any zero subsequences of length n. Let Sx = 8 - a be the 
translation of S by a. Then $1 does not have a zero subsequence of length n. Hence by 
Conjecture 1, 81 = (0, 0)~-1b~-1c~-1~-1. Therefore S = an-lbn-lcn-ldn-1, where 
b = bl + a, c = cl + a and d = dl + a. We improve this observation further in the 
following theorem. 
Theorem 2.2.3 Assume Conjecture 1. Let S = aS I-lj aj E 9r(Z, @ Z,) with s > 
[ -~]  and IS[ = 4n - 4. Suppose S does not contain a zero subsequence of length n. 
Then S is of the form an-lbn-lcn-ld n-1 for some a, b, c, d E Zn (9 Zn. 
Proof .  Let 8 _s rr4n-4-s Zn) with 4 and s = ~ t t , : l  a, e Y(Z .  (9 ]SI = 4n-  > [~] .  
Translate the given 4n - 4 elements by a. We get S - a =. (0, a~8 rT4~-4-~ bi, where v /  1 l i= l  
bi = a~ a ¢ (0, 0) E Zn (9 Z,. Let 8" r~4~-4-8 b - -  = 11 i=1 i -  
In order to prove this theorem, we shall prove that when s = n - 1, the sequence 
S-a  will be of the form (0, O)n-lxn-ly"-lz "-1 E ~'(Z.(gZ.) ,  where x, y, z E Z~(gZ. 
are distinct elements. When s < n - 1, we produce a zero subsequence of S - a of 
length n so that we get a contradiction and hence the case s < n -  1 cannot happen. 
Case (i) (s = n - 1) 
This is same as the above remark. 
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Case (ii) ([~-~] < s < n -  2) 
In th is  case, IS*[ = 4n - 4 - s :> 3n - 2. Therefore, S* contains a short zero 
subsequence T, by Theorem 2.1.1 In fact, IT[ < n - s. That is, 
]T[ + s < n - 1. (1) 
Otherwise, T together with n - [T I zeros will produce a zero subsequence of length 
n, which is a contradiction of the assumption. 
Since ]S*] > 3n - 2, while choosing the above T, we may choose maximal T with 
respect o its length. In case if we have many maximal short zero sequences, we 
choose one among them and fix as T. Now, the deleted sequence S*T -1 has length 
4n-  4 -  (s + t) > 3n-  3. Since there is no subsequence R = a n-1 of S*T -1 for every 
a E Zn (9 Zm by Conjecture 1, there exists a short zero subsequence D of S*T -1 (in 
fact, if IS*T-11 > 3n - 2, we can use Theorem 2.1.1). Because of maximality of IT[, 
we have 
[D] <_ ITI. (2)  
Also, if IT[ + ]D[ < n, then TD is a short zero subsequence of S* with ]T] < ]TDh 
contradicting to the choice of T. Thus 
n + 1 < IT[ + [D]. (3) 
Now, multiplying the equation (1) by 2, we get 2s < 2n - 2 - 2]T[. If we add the 
equations (2) and (3), we get, 2}T] > n + 1. Combaining these two informations, we 
get 2s < 2n - 2 - 2IT I < n - 3, which is a contradiction. Hence the theorem. [] 
Theorem 2.2.4 (Gao and Geroldniger, 1998, [14]) Conjecture 4 implies Conjecture 
i for all primes. 
Coro l lary  2.2.5 Assume Conjecture 4. Let S E ~r(Zp (9 Zp) with ISI = 4p - 4 
such that S does not have a zero subsequence of length p. Also assume that S has a 
minimal zero subsequenee of length 2p - 1. Then S is of the form ap-lbp-l@-ld p-1 
for some a, b, e, d E Zp (9 Zp. 
Proof .  Let S E Jr(Zp (9 Zp) with ISI = 4p - 4 such that S doesn't have a zero 
sequence of length p. Also we have by assumption S has a minimal zero subsequence 
VI3P -3  ~.  of length 2p - 1. By Conjecture 4, we have S = a p-1 ~i=1 ~2 E ~'(Zp (9 Zp). Since 
by Theorem 2.2.4, Conjecture 1 is true and va(S) = p - 1, by Theorem 2.2.3, we get 
the required structure of the sequence S. [] 
Theorem 2.2.6 Assume Conjecture 2. Let S e ~r(Zp @ Zp) with IS[ = 4p - 4. 
Suppose S does not have a zero-sum of length p. Then S does have a zero-sum of 
length p - 1 and a zero-sum of length 3p - 3. 
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Proof .  Let the sequences $1 and $2 be such that $1 := S(0, 0) and $2 := Sx4p_~, 
~--,4p-4 X" where Xap-3 -- - z-,i=1 ~. Since ISll = IS21 -- 4p - 3, by the Conjecture 2, $1, $2 
have zero subsequences, say T1 and T2 of length p, respectively. Clearly, by the 
assumption, either T1 nor T2 can be subsequence of S. Therefore (0, 0) is in Tx and 
xap-3 is in T2. Hence there exist a common subsequences I of T1 and S and J of 
~--,4p -4  X T~ and S of length p - 1 such that ~ I  x = (0, 0) and ~ j  x = -x4p-3 = ~i=1 ~. 
Then taking Jo after omitting J from x l , ' " ,x4p-a  will produce a zero sequence 
with IJol = 3p - 3. [] 
Remark .  The sequence S = (1, 0)P-l(0, 1)P-l(1, 1) p-1 e ~T(Zp ~ Zp) has no short 
zero subsequence in it. But S has minimal zero subsequence of length t for every t
in the range p + 1 < t < 2p - 1. For, Ti = (1, 1)i(0, 1)P-i(1, 0) p-~ is a minimal zero 
subsequence of S with IT~I = 2p - i for all i in the range 1 _< i <__ p - 1. 
We shall prove the above remark in generality as follows. 
Theorem 2.2.7 Let S = aP-XbP-l@ -1 be a sequence in Jc(Zp~Zp) with ISI = 3p-3.  
Assume that S does not have any short zero subsequences in it. Then, S has minimal 
zero subsequence T of length r for every p + 1 < r < 2p - 1. 
To prove the above theorem, we first prove a sequence of lemmas as follows. 
Lemma 2.2.8 Let S = 1-Ii xi E ~(Zp ~ Zp) be a sequence of length 3p - 3. Assume 
that S does not have any short zero subsequences. Then, S does not have any zero 
subsequenee of length at least 2p. 
Proof .  First we shall prove that S does not have any zero subsequence of length at 
least 2p + 1. Suppose not. That is, there exists a zero subsequence T -- 1-IieK xi E 
9v(Zp @ Zp)of  S of length g _> 2p + 1 where K is a subset of {1, 2 , . . . ,  3/9 - 3} and 
IKI = g. Consider the 3p elements y~; 1 < i < 3p where 
{ x~, if i E K Y~ = (0, 0), otherwise 
It is clear that ~i=laP y~ = ~ieK x~ = (0, 0). We invoke a theorem of Alon and Du- 
biner [1] which says that if a sequence al, as , . . . ,  a3~ where ai E Zp ~ Zp such that 
ap ~]i=1 ai = (0, 0), then there exists a zero subsequenee of length p in the given se- 
quence. Therefore, there is a zero subsequence 7" with IT'I = p and the index set 
I of T' is a subset of {1, 2 , . . . ,  3p}. As g >_ 2p + 1, we have 3p - g <_ p - 1. Then, 
J -- I n K has cardinality between 1 and p. Thus ~e J  Yi = ~~ieJ xi -- (0, 0) which 
contradicts the hypothesis. Hence there is no zero subsequence of length at least 
2p+ 1. 
Now we assume that there is a zero subsequence T" of S of length 2p. Since the 
Davenport constant D(Zp ~ Zp) = 2./9- 1, it is clear that T" has a zero subsequence, 
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say Tm. This means, the length of T "t or the length of the complement subsequence 
T ~" of T" is less than or equal to p which contradicts the hypothesis. Thus S does 
not have any zero subsequence of length at least 2p. Hence the lemma. [] 
Lemma 2.2.9 Let S = (1,0)P-l(0, 1)P-l(e,f) p-1 in ~'(Zp (9 Zp) be a sequence of 
length 3p-3. Assume that S does not have any short zero subsequences in it. Then, S 
has minimal zero subsequenee T of length r .for every r in the range p÷ 1 < r < 2p- 1. 
Proof.  Given that S = (1, 0)p-l(0, 1)P-l(e, f)p-1 in Y(Zp (9 Zp) with IS 1 = 3/9 - 3 
such that S does not have any short zero subsequences in it. We shall produce 
minimal zero subsequence T of S of length r for every r in the range p + 1 < r < 
2p-1 .  
First note that any zero subsequence T = (1, 0)k(0, 1)t(e, f)m of S of length r will be 
k(1, 0) ÷ ~(0, 1) + re(e, f )  = (0, 0) in Zp (9 Zp for some k, l, m e Zp and k + ~ + m = r. 
Thus, we get the following equations over Zp as follows; 
k +me=O 
£+mf  =0 
k+e+m=r (4) 
Therefore if we treat k, g, m are unknown variables, then to prove the theorem it is 
enough to prove that for every p + 1 < r < 2p - 1, there is a simultaneous solution 
for the system of equations (4) over Zp. This system of equations has solution over 
Zp if and only if the determinant of the following matrix (10 ) 
01/  
111 
is non-zero ver Zp. So, whenever the determinant ofthis matrix is non-zero, for any 
given r modulo p, there exists k, f and m such that k(1, O) + ~(0, 1) + re(e, f )  = 0 
in Zp ~ Zp with k + ~ + m = r. Clearly, by the assumption that S does not have 
any short zero subsequence, r cannot be less than or equal to p. Therefore, r is 
either p + r ~ or 2p + r ~ where 1 < r t < p - 1. Lemma 2.2.8 assures that r ~ 2p + r ~. 
Therefore, r = p + r ~ where 1 < r ~ < p - 1. 
Now, to end the proof of the lemma, it is enough to check the case when the 
determinant of the matrix vanishes modulo p. The determinant of this matrix is 
zero if and only if e + f - 1 (mod p). But if we consider the sequence S* = 
(1, 0)p-l(0, 1)P-X(e, 1 - e) p-1 in .~(Zp @ Zp), then we see that the subsequence 
T = (1, 0)P-e(0, 1)e-l(e, 1 - e) 
of S* is a zero subsequence of length p. Since, by assumption, S does not have short 
zero subsequence, this case never arises. D 
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P roo f  of Theorem 2.2.7 Given that S = aP-lbp-lc p-1 is a sequence in Y(Zp @ Zp) 
with [SI = 3p - 3 such that S doesn't have any short zero subsequences in it. It 
is clear that any two elements among a, b, c E Zp ~ Zp is linearly independent over 
Zp. That is, there does not exist A, #, 7 E Zp such that either a = Ab or b = #c 
or c = 7a. If not, then we can produce a short zero subsequence in S which would 
contradict to the assumption. Without loss of generality, we can assume that a and 
b constiute a basis for Zp ~ Zp over Zp. Therefore c = Aa + #b for some A, # E Zp. 
To end the proof of Theorem 2.2.7, we shall prove that it is enough to assume 
a = (1, 0) and b = (0, 1). Then by Lemma 2.2.9, the proof of the theorem follows 
immediately. 
Claim. If the sequence S* = (1, 0)P-l(0, 1)P-I(A, #)p-1 has a zero subsequence of
length r, then the sequence S also has a zero subsequence of length r. 
For, if S* has a zero subsequence of length r, then there exist integers 0 _< k, g, m < 
p - 1 such that k + g + m = r and k(1, 0) + g(0, 1) + re(A, #) = (0, 0) in Zp ~ Zp. 
That is, 
k+mA = 0 and g+ m# = 0 (5) 
in Zp. Consider the following subsequence T' of S where T' = akbtc m, where a = 
(al,a2),b = (bl,b2),c = (ca, c2) e Zp~Zp. Since c = Aa+#b = (Aal+#bl, Aa2+#b2), 
we get cl = Aal + #bl and c2 = Aa2 + #b~. With these in hand, we see that 
ka + mb + lc = k(al, a2) + re(b1, +  (Cl, c2) 
= (kal + gbl + mcl, ka2 + gb2 + mc2) 
= ((k + mA)al + (£ + rap)b1, (k + mA)a2 + (g + m#)b2) 
= (0,0) 
(using the equation (5)) in Zp ¢ Zp. 
Now, it is clear from the above claim that S* does not have any short zero subse- 
quence in it. Therefore by Lemma 2.2.8, S* contains a minimal zero subsequence 
T* of length r for every p + 1 < r < 2p - 1. Once again appealing to the above 
observation, we conclude that S does have minimal zero sul?sequence of length r for 
every p + 1 < r < 2p - 1 (the minimality follows because S does not have any short 
zero subsequences). Hence the theroem. [] 
Corol lary 2.2.10. Assume Conjecture 1. Let S e Yr(Zp ¢ Zp) be a sequence of 
length 3p-3. Also, assume that S does not have any short zero subsequences. Then S 
has minimal zero subsequence T of length r for every r in the range p+ l < r < 2p-1. 
Proof.  Since, by assumption, Conjecture 1 is true, S is of the form as in Theorem 
2.2.7. Hence the conclusion of Theorem 2.2.7 holds. [] 
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Coro l la ry  2.2.11. Assume Conjecture 1. Let S E ~'(Zp @ Zp) be a sequence of 
length 3p - 3. Also, assume that S does not have any short zero subsequences. Then 
any minimal  zero subsequence of S of length 2p - 1 has an element a E Zp @ Zp 
which is repeated at least (2p-  1)/3 times. 
3. ANALOGOUS PROBLEMS IN Zn 
Since D(Zn) -- ~?(Zn) = n, the analogue to Conjecture 1 will be: If S E ~(Zn) with 
IS] = n - 1 and S is zero-free, then S = a ~-1 for some a E Zn. Indeed, this is known 
in great generality as follows. 
Theorem 3.1 (Bovey, ErdSs and Niven, 1975, [4]) Let n, k E N with n - 2k > 1. 
Let S = Hi ai E ~'(Zn) be a zero-free sequence with ISI = n - k. Then there exists 
a E Zn such that va(S) > n - 2k + 1. 
Coro l la ry  3.2 Let k be an integer such that 1 <_ k < (n ~- 2)/4. Let S = l-li ai E 
~'(Zn) with IS I = n - k be a zero-free element. Then S is of the following form: 
k-l-I 
S = a n-2k+l+l H bi where bi = eia, 0 < g < k - 1, 
i=1  
and 2 < el <_ e2 <_ . . .  < ek - t - t  with el + e2 + . . . + ek- l -e  <_ 2k - 1 -  g. 
Proof .  By Theorem 3.1, there is an element a E Zn which is repeated in S at least 
n -2k+l  times. Since 1 _ k < (n+2)/4,  it is clear that v , (S )  >_ n/2+l .  Therefore, 
the order of a in Z~ is n. Then any element b E Z.  is b = ea with 1 < e < n - 1. 
If va(S) = n - 2k + 1 + g < n - k, then there exist bl, b2 , . . . ,  bk- l -e not necessarily 
distinct, but not equal to a in Z,  such that % (S) > 0. Clearly, since S is zero-free 
and bi = eia, we have el -{- e2 -}- • * • -~- ek- l -t  < 2k - 1 - g. [] 
Coro l la ry  3.3 Let S ~ ~'(Zn) be a zero-free element of length n - 1. Then there 
exists a E Zn such that v , (S )  = n - 1. 
Proof .  Put k = 1 in Theorem 3.1, to get the result. [] 
Coro l la ry  3.4 Let S E ~'(Zn) be a zero-free lement of length n -  2. Then S consists 
of either only one element a such that v~(S) = n - 2 or two distinct elements a and 
b such that va(S) = n - 3 and b = 2a with v2a(S) = 1. 
Proof .  Put k = 2 in Theorem 3.1, we get S contains an element a which is repeated 
at least n - 3 times. If v , (S )  = n - 2, then there is nothing to prove. If not, then 
v , (S )  -- n - 3. Therefore the cyclic subgroup generated by a in Zn is the whole 
group, since S is zero-free. In other words, the order of a is n. Since IS I = n - 2, S 
has to have another element b E Zn such that vb(S) = 1. Clearly b = ae for some 
2 < g < n - 1. As b is different from a, it is clear that g ¢ 1. If g > 2, then we have 
a zero subsequence b, a, a , . . . ,  a of S, which is impossible. Therefore g = 2. [] 
Y 
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The following theorem is a generalisation of the analogue of Conjecture 4 in Z~. 
Theorem 3.5 Let n, k E N with n - 2k > 1. Let S = Hi ai E 5r(Zn) be a minimal 
zero sequence with ISI = n - k + 1. Then 
(i) whenever 1 < k < (n+2)/3 ,  there exists a E Zn such that va(S) >_ n-2k+2.  
• 5i)  whenever (n + 2)/3 < k < (n - 1)/2, there exists a E Zn such that va(S) > 
n-2k+l .  
In particular, in both the cases, we have va(S) > n - 2k + 1. 
Proof .  Let S be a minimal zero sequence with ISI = n - k + 1. Let a E Zn be 
appearing in S a maximum number of times. Since S is a minimal zero sequence, 
the subsequence R = Sa -1 is zero-free and IRI = n - k. Therefore by Theorem 3.1, 
there exists an element b E Zn such that vb(R) >_ n - 2k + 1. 
(i) Let 1 _< k < (n + 2)/3. Suppose b # a. Since v~(S) >_ vb(R) >_ n - 2k + 1, 
[SI >_ 2n-4k+2.  Since IS[ = n-k ,  it is clear that 2n-4k+2 < n-k ,  which implies 
k > (n + 2)/3. But this not true. Therefore a = b and hence va(S) >_ n - 2k + 2. 
(ii) Let (n + 2)/3 < k < (n - 1)/2. In this case, b can be different from a and 
also, va(S) >__ vb(S) > n - 2k + 1. Therefore, va(S) > n - 2k + 1. [] 
Coro l la ry  3.6 Let S = Hi ai E 9r(Zn) be a minimal  zero sequence with ISI = n. 
Then S = a n for  some a E Zn with order n. 
Proof .  Put k = 1 in Theorem 3.5 to get S = a n for some a E Zn. [] 
Coro l la ry  3.7 Let S = Hi a ie  ~r(Zn) be a minimal zero sequence with IS I = n - 1. 
Then S = an-2b for  some a E Zn whose order is n, and b = 2a. 
Proof .  Put k = 2 in Theorem 3.5. We get that there is an element a E Z= which 
is repeated at least n - 2 times. The sequence S cannot be of the form S = a n-l, 
since it is not even a zero sequence. Therefore, S = an-2b where b # a e Zn. Since 
S is a zero sequence, it is clear that b = 2a. [] 
Coro l la ry  3.8 Let k be an integer such that 1 < k < (n + 2)/4. Let S = I [ i  ai E 
5r(Zn) with IS] = n - k -4- 1 be a minimal zero sequence. Then S is of the following 
form: 
k- l -g  
S=ca "-2k+x+~ I I  bl whereb i=e la ,  O<g<k-1 ,  
i= l  
and 2 < el < e2 <_ . . .  < ek - l - i  with el + e2 + " "  + ek - l - t  < 2k - 1 - g and 
~-~k-l- I  h. c = -ha  + z-,i=x v, 
Proof .  Let S be a given minimal zero sequence with ISI = n - k + 1. Let c E Zn 
such that vc(S) > O. Let R = c - iS  be a subsequence of length n - k. Since S is 
minimal zero sequence, R is a zero-free subsequence of length n - k. Therefore by 
Corollary 3.2, the result follows. [] 
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We move on to a 40 year old classical theorem, known as the EGZ theorem, which 
is analogous to Conjecture 2 in Zn and is stated as follows.' 
Theorem 3.9 (ErdSs, Ginzburg and Ziv, 1961, [8]) I I S  e ~'(Zn) with ISI = 2n - 1, 
then there exists a zero subsequence T of S with ITI = n. 
It is easy to see that if S = 0~-11 ~-1 E Jc(Z~), then there doesn't exist a zero 
subsequence of length n in S. 
Recently, the author [27] proved the following theorem, which is a generalization 
analogue of Conjecture 3 in Zn. 
Theorem 3.10 Let n, k be positive integers such that n - 2k >_ 1. Let S E ~'(Z~) 
with IS] = 2n - k - 1. Suppose S does not have a zero subsequence of length n. Then 
there exist a ~ b E Zn such that va(S) >_ vb(S) >_ n - 2k + 1. 
Corol lary 3.11/1 S e ~'(Zn) with IS[ = 2n - 2 is such that S does not contain 
any zero subsequence of length n, then S = a'~-lb n-l, where a ~ b ~ Zn. 
Proof.  Put k = 1 in Theorem 3.10 to get the result. [] 
Remark .  The result in Corollary 3.11 is analogous to Conjecture 3. This was 
proved by Peterson and Yuster [23] and Bialostocki and Dierker [3]. 
It has been observed in [27] that Theorem 3.10 can be easily deduced from Theorem 
3.1, and conversely, Theorem 3.1 also can be proved as a consequence of Theorem 
3.10. 
We shall give a different proof of Theorem 3.9, starting from Corollary 3.11 as 
follows. 
A l ternat ive proof  of Theorem 3.9. Let S E Jr(Zn) with IS[ = 2n - 1. Suppose 
T = a - IS  is a subsequence of S with ITI = 2n - 2 such that T does not have any 
zero subsequences of length n. By Corollary 3.11, we know, T = xn- ly  ~-1 E ~'(Z~). 
Now, consider T1 = x - iS .  Clearly, ITll = 2n - 2. If T1 has a zero subsequence of
length n, then there is nothing to prove. If not, again by Corollary 3.11, we get 
a = x or a = y. In any case, we have an element of Zn which is repeated n times. 
Thus Theorem 3.9 is true. [] 
Theorem 3.12. Let k be an integer such that 1 <_ k < n/4. Then Theorem 3.1 
implies and is implied by Theorem 3.5 
Proof.  Theorem 3.1 ~ Theorem 3.5 is clear from the proof of Theorem 3.5. Now 
we shall prove the converse implication. 
Let S =I] i  ai E ~'(Zn) with IS I = n - k and S be a zero-free lement of ~'(Zn). 
n-k  Let a = ~i=x ai ~ 0 in Z~, by assumption. Consider S1 = ( -a )S  E ~'(Zn). Clearly 
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1Sl1 = n - k + 1 and $1 is a minimal zero sequence, as S is zero-free. Therefore, 
there is an element b E Zn such that Vb(S1) > n - 2k + 1. If b ¢ -a ,  then we 
are done. Suppose b = -a  and -a  is repeated exactly n - 2k times in S. Let us 
rename the indices of the elements ai's and assume that al, as , " ' ,  ak are different 
from b. Then none of the ai is equal to any of the elements from the subset A C_ Zn 
where A := {a, 2a , . . . ,  (n - 2k)a}. This is because if ai = £a for some l e A, then 
a~ + b + b +. . .  + b = 0 E Z,~ which is a contradiction. Also note that 2n - 4k _> n, 
v 
l t imes  
we conclude that ai = b£i for all i = 1, 2 , . . . ,  k and since ai ¢ a, li > 2 for every i. 
Hence k ~=1 ei >_ 2k. Therefore, we can find (by renaming the indices) ~1, g2 , " ' ,  lr 
where 1 < r < k such that 2k < r ~i=1 £i _< n. Writting Ei=l ei = 2k + m with 
0 _< m _< n - 2k, then we have the following zero subsequence T = brn lli=lrTr a'i of S 
which is a contradiction. Therefore vb(S) _> n - 2k + 1. Thus Theorem 3.1 is true. 
[] 
Remark .  (i) If 1 < k < n/4, then we have the following implications: 
Theorem 3.5 ¢=~ Theorem 3.1 ~ Theorem 3.10 ==~ Theorem 3.9. 
(ii) In the range 1 < k <_ n/4, the desired sequence has one element which is 
repeated at least n/2 times. 
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