Abstract -The present paper presents an optimal capacitor placement (OCP) algorithm for voltagestability enhancement. The OCP issue is represented using a mixed-integer problem and a highly nonlinear problem. The hybrid particle swarm optimization (HPSO) algorithm is proposed to solve the OCP problem. The HPSO algorithm combines the optimal power flow (OPF) with the primal-dual interior-point method (PDIPM) and ordinary PSO. It takes advantage of the global search ability of PSO and the very fast simulation running time of the OPF algorithm with PDIPM. In addition, OPF gives intelligence to PSO through the information provided by the dual variable of the OPF. Numerical results illustrate that the HPSO algorithm can improve the accuracy and reduce the simulation running time. Test results evaluated with the three-bus, New England 39-bus, and Korea Electric Power Corporation systems show the applicability of the proposed algorithm.
Introduction
In modern power system operation and planning, voltage stability is one of the main concerns in the maintenance of system security [10, 17] . The Var planning or capacitor placement problem is one of the major issues for power system planning [12] [13] . To achieve system security, many types of equipment have to be constructed; however, for reasons of economic efficiency, equipment construction has been limited. Therefore, finding the optimal location and amount of equipment that should be provided is crucial, which is a very difficult problem.
Optimal capacitor placement (OCP) problems contain integer variables because each capacitor bank has an integer value. Therefore, the problem being considered is a mixed-integer problem (MIP), as well as a highly nonlinear problem, because power systems are highly nonlinear. In the literature [2] [3] [4] [5] , several optimal power flow (OPF) algorithms using the interior point method (IPM) have been proposed. These algorithms can be adjusted to deal with the OCP problem. For the OCP problem, the bender's decomposition method [6] and the heuristic algorithm [1] can be applied for the consideration of contingencies. However, these algorithms present difficulties both in finding a solution to the MIP and in finding a global solution. In the literature [7] , the tabu search algorithm, a local search algorithm, is applied for optimal Var planning. This algorithm deals well with the MIP; however, it does not always guarantee the discovery of the global optimal solution in a finite time. Generally, MIP provides a fast and reasonable solution that is suboptimal but nearly global optimal. In [18] and [19] , artificial intelligence techniques such as simulated annealing, evolutionary algorithms, and artificial neural networks were used to overcome the difficulties of conventional OPFs. The particle swarm optimization (PSO) is a modern heuristic algorithm developed by Kennedy and Eberhart [8] [9] . The advantages of PSO are its ease of implementation and adjustment of only few parameters. This method can easily identify a global solution and deal with integer variables [11] [12] [14] [15] [16] . Therefore, this method is suitable for OCP. However, PSO has also some disadvantages: it is too slow for application to a large system and does not always converge to a single solution. The modified PSO (MPSO) is applied to overcome the defect of PSO. MPSO is a hybrid algorithm that combines PSO with local search techniques. It improves the probability of finding a global solution (i.e., the probability of convergence to one solution consistently). However, this approach requires more search time because the local search is too slow.
The present paper presents OCP considering the voltage stability enhancement. For MIP and highly nonlinear system, the hybrid PSO (HPSO) algorithm is adopted. The main algorithm is composed of IPM [10] and PSO [20] . To calculate the voltage stability margin (VSM), IPM is applied. Using the IPM results, the dual variable is applied to the velocity of PSO. At this point, the objective function of the IPM is the maximum loadability. To determine the optimal location and amount, PSO is applied. The dual variables perform the function of local search. This algorithm has a very fast simulation running time because IPM is very fast compared to a local search. At this point, the objective function of PSO is the minimum capacitor placement.
The remaining sections of this paper are organized as follows. Section 2 discusses the fundamental algorithm for the OCP problem by considering VSM when dealing with the introduced HPSO. Section 3 presents the numerical results and discussions. Finally, Section 4 provides conclusions.
Formulation and Solution Procedure of the OCP Problem
The objective function of OCP is a minimum capacitor placement cost and a guaranteed VSM. The voltage stability assessment may be calculated by means of a continuation power flow method or the OPF method. In the current paper, the voltage stability assessment is performed by OPF based on IPM. Through the OPF result acquisition, the dual variable information is adjusted to the velocity of PSO.
Formulation of the OPF Problem
The OPF module performs the maximum loadability. It searches the maximum transfer limit (PV margin) including the shunt amount offered by PSO. The objective function is given by the following equation:
where α corresponds to a scaling factor of the loads.
The constraints of OPF include the network equation and inequality constraints that contain operational, physical, and old/new Shunt Capacitor/Reactor limits. The limits of the inequality constraints are as follows:
Upper/lower limits of bus voltage; Upper/lower limits of reactive power generation; Upper/lower limits of old/new SC/SR capacity; and Upper/lower limits of active power generation (only with the slack bus).
Except for SC/SR, all constraints are normally used in optimal reactive power flow problems. The shunt capacitor constraints include the new shunt capacitor amount, which is offered by PSO.
The equality constraints can be expressed in the following form:
where the subscripts G, L, and T indicate generation, load, and injection, respectively, and i V and i B are the voltage and old/new shunt of bus i, respectively. The initial value of α is 1. The objective function (1) minimizes (-α ) such that α is maximized.
The IPM algorithm is applied to the search solution. For IPM, the Lagrange function is given by the following:
where f, h, and g are objective function (1), equality
constraints (2), and inequality constraints, respectively; λ, z, and w are dual variables; l and u are slack variables; and g min and g max are the upper/lower limits of the inequality constraints, respectively.
In (3), dual variables ( λ ) denote incremental cost, which is the incremental value of the objective function when the load is increased. The following equation
If the capacitor is allocated at bus i, the reactive load at bus i is decreased. Because the objective function is maximum loadability, (-Q λ ) represents the amount of increased loadability according to the allocated capacitor. If the maximum loadability is less than the desired margin, the capacitor is allocated at the bus that presents the largest (-Q λ ). Similarly, if the maximum loadability is greater than the desired margin and too many capacitors are allocated, the capacitor is removed at the bus that presents the lowest (-Q λ ). Therefore, Q λ can be applied to a direction vector for capacitor allocation studies. However, the IPM algorithm searches for the local optimal solution; thus, Q λ must be applied for the local optimal solution. If OPF is used to calculate the maximum loadability, information regarding Q λ can be obtained. Here, Q λ represents how many capacitor banks are needed at any bus for a desired margin. This information can be applied to search for the local optimal solution in the form of a direction vector, and this algorithm is very fast.
Formulation of the PSO Problem
PSO is a modern heuristic algorithm. It can search for a global solution and handles integer variables easily. Therefore, PSO is useful for the application of the OCP problem. However, it does not converge to a unique solution (i.e., the answer varies with each performance). Therefore, to obtain a reasonable solution, the local optimal solution must be determined. In this section, the traditional PSO is introduced, and the HPSO algorithm is suggested.
The procedure for PSO is very simple.
Step 1: Generate the particle. Each particle is generated by the random variables.
Step 2: Calculate the objective function.
Decide the global best and each individual local best.
Step 3: Calculate the velocity of each particle.
Step 4: Update solution of each particle.
Step 5: Return to Step 2 until all particles converge to one solution.
The procedure for operation of the suggested algorithm is the same as with an ordinary PSO algorithm. Only the velocity calculation method is different. For OCP, each particle contains information regarding the capacitor and the amount in each location. This amount is generated by the random variables. The objective function for OCP is given by the following:
, , 1 ( ) cos is the allocated capacitor amount at bus i, α is VSM (PV margin), and w is the weighting factor. OCP, considering VSM, has to satisfy the desired margin. Therefore, if VSM does not satisfy the desired margin or OPF does not converge because of the lack of the allocated capacitor, the weighting factor ( w ) has a very high cost.
After the calculation of the objective function, each particle updates each local best; the global solution is updated also. The velocity is then calculated to update each particle. The equation of the velocity is as follows:
where w is the inertia weight; r 1 , r 2 , and r 3 are random numbers between 0 and 1; P best and G best are the local best and global best, respectively; C P is the current location of each particle; and C 1 , C 2 , and C 3 are positive constants known as the cognitive and social parameters (acceleration parameters). These acceleration factors pull the solution toward the best P and best G positions. Here, Q λ and average Q λ are the dual variables from the OPF and the average value of the dual variables, respectively; des α and C α are the desired VSM and the VSM of each particle, respectively; size B is the shunt capacitor amount per one bank; and s is the total number of the candidate location.
The suggested algorithm uses the dual variables from the OPF result. Using (4), it can be rewritten in the following forms:
In (8), In (6), w is the inertia weight, which helps in the search for the local optimal solution. If the inertia weight is high, obtaining convergence to one solution is difficult. Therefore, the inertia weight has to be high at the first iteration and low at the nearby optimal solution. The inertia weight is given by the following relations: P are the location of the particle at each iteration and first iteration, respectively. Here, 1 w is decreased at each iteration; however, if the global best is updated, " iter " is reset to zero. In contrast, 2 w is decreased as each particle is moved to the global best. Therefore, w is changed from 1.5 to nearly 0.
From (6), the position of the particle is updated:
Solution Procedure of OCP
OCP must consider the contingency. First, each particle is generated randomly. Then, the voltage stability assessment is performed by OPF. The single particle is performed according to the number of contingencies. The objective function is calculated through OPF and the allocated capacitor banks. The objective function of each particle has to be updated by the greatest value of all contingencies (i.e., the most severe contingency). After all contingencies are performed, each particle is updated according to the velocity of PSO. Fig. 1 shows the flowchart for overall procedure.
Fig. 1. Flowchart of the OCP procedure

Simulation Results
This section provides an example of an application of the proposed method, OCP, into the three-bus test system, the New England 39-bus test system, and Korea Electric Power Corporation (KEPCO) system, for verification. First, the three-bus test system is applied to show the principle of the suggested algorithm. Next, the New England 39-bus test and KEPCO systems are adopted to prove the superiority of the suggested algorithm. In the three-bus test system, the particle number is 3, the candidate location is all the load buses (two buses), and six banks (2 MVar per bank) can be allocated at every load bus. In the New England 39-bus test system, the particle number is 50, the candidate location is all the load buses, and five banks (10 MVar per bank) can be allocated at every load bus. In the KEPCO system, the particle number is 50, the candidate location is all the 154 kV load buses, and six banks (5 MVar per bank) can be allocated at every candidate bus.
The desired VSM ( α ) is 1.1 in the case of the three-bus test system, 1.8 in the case of the New England 39-bus test system, and 1.05 in the case of the KEPCO system. The contingency is not considered to reduce the progress time. Each C 1 , C 2 , and C 3 is 1. FORTRAN is used as a front-end language, and the simulations are carried out on an Intel Core 2 CPU, 2.4 GHz, 2 GB RAM processor. All the suggested algorithms (OPF, PSO, and HPSO) were programmed by the authors. PSO is useful to solve the problem including integer variables and to search for a global solution. However, the algorithm is difficult to converge at the unique solution always; thus, improving the probability is crucial in order to search for a global solution. HPSO is suggested for accuracy. The proposed method offers a better direction vector using the dual variables of PSO based on experience. The two-bus test system shows searching process of the proposed method. The topology and complete data of the three-bus test system are given in Table 1. Table 2 shows one result from among many simulation cases. The four capacitor banks are allocated at Bus 2, and the six capacitor banks are allocated at Bus 3 denoted by 4, 6. The generated random numbers r 1 , r 2 , and r 3 are 0.091, 0.970, and 0.452, respectively. Currently, the global best is 2, 6. The values of Therefore, in (6), the next location of the particle is 1, 6. If ordinary PSO, is applied the next location of the particle is 2, 6. In this case, the global solution is 0, 6. Therefore, the faster and more accurate solution can be obtained from the proposed method. Next, the effectiveness of the proposed method is verified. Case 1 is the ordinary PSO method and Case 2 is the proposed method (HPSO). Table 3 and Figs. 2-4 show the objective function results in Cases 1 and 2. For an accurate result, 50 simulations per case for the three-bus test system, 20 simulations per case for the New England 39-bus test system, and 10 simulations per case for the KEPCO system were performed. In Figs. 2-4 , the two results are compared. The horizontal axis is the number of times the simulation was performed, and the vertical axis is the objective function value. The result of Case 1 is not uniform, that is, the possibility of finding the optimal solution is very low. The other side, Case 2, has higher possibility of finding the optimal solution. The standard deviation, average, and worst and best values of the final solutions of the different algorithms for Cases 1 and 2 are shown in Table 3 . HPSO, combined with PSO and OPF based on IPM, obtains higher-quality solutions compared to the ordinary PSO algorithm. For all categories, including standard deviation, averages, and worst and best values, HPSO achieves lower values. Table 4 and Figs. 5 and 6 show the CPU times for Cases 1 and 2. The two results can be compared using Figs. 5 and 6. The horizontal axis is the number of times the simulation was performed, whereas the vertical axis is the CPU time (s). The result shows that CPU time for Case 2 is less than that for Case 1. The suggested algorithm reduces the CPU time by three times on average. In Table 4 , for all categories, HPSO achieves faster simulation times. 
Conclusion
The present paper proposes OCP that considers VSM based on HPSO algorithm, which is useful for Var planning in the power systems. The power system planning must also consider VSM. The suggested algorithm is able to find the appropriate solution to ensure VSM. To solve the OCP problem, the PSO algorithm is applied because it is able to find a global solution and can easily handle the integer variables. The PSO algorithm has limitations in solving the optimal solution; thus, the suggested algorithm complements a weak point of PSO.
The present paper demonstrates the quality of the suggested algorithm through the test and KEPCO systems. The improved PSO shows good characteristics in terms of accuracy and simulation running time. However, it is too slow to apply to a large system. Studies for an algorithm with greater accuracy and faster running time have to be advanced.
