














































100万語であったBrown Corpus（1964）からThe Lancaster-Oslo/Bergen Corpus of British 
English［LOB］（1978）を経てBritish National Corpus（1994）には1億語を突破した。そ
して現在ではBrigham Young UniversityのMark Daviesらによるコーパス群の中には、進



























（4t）She_PPHS1 was_VBDZ walking_VVG ._.
（5t）I_PPIS1 like_VV0 walking_NN1 ._.
walkingに付加されたTag Setは次のようになっている。
 NN1: singular common noun



































































































































































































の音の影響を必ず受けるからだ。よって一定の条件である/h/ と /d/ の子音で挟んだ母音
を抽出。無声音から始まり、/d/の前で音量が下がるので母音の抽出はしやすいためだ。




二つのフォルマントは口の開け方と舌の位置を表している。表を見れば、/iː/ は /ɪ/ を単に
音を伸ばしているだけではなく、二つの要素がそもそも異なっていることに気付く。/ɪ/ は 
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In late years, it is sure that linguistics is getting into our life. Vacuum cleaners and 
microwave ovens talks. Smart phones tell people how to reach the destination by sound. 
"Smart speakers" can understand speech, process it and react by speech. Speech 
understanding means the technology of speech-to-text. Processing the text data needs 
morphological analysis. Speaking of the text data after processing needs voice synthesis. 
These consist of phonetics, grammar, corpus linguistics and so on.
As long as AI（artificial intelligence）uses texts as a medium between machines and 
us, linguistic knowledge is indispensable to AI development. On the other hand, linguists 
are not interested in AI so much, I think. So, I wanted to write an outline about the AI for 
linguists. I'm not a specialist of AI. I can't argue about machine science or mathematics. But 
I can tell it from a linguists' point of view.
In this article, first, I investigated auto-tagger as AI. Next, I wrote up the history of AI 
and thought of discourse. Last, I wrote "Alexa" and voice-to-text.
