Artificial Neural Networks are universal and highly flexible function approximators first used in the fields of cognitive science and engineering. In recent years, Neural Networks have become increasingly popular in finance for tasks such as pattern recognition, classification and time series forecasting. The ability to predict cash requirement within reasonable accuracy of actual demand provides target for supply optimization well in time. Every financial institution (large or small) faces the same daily challenge. While it would be devastating to run out of cash, it is important to keep cash at the right levels to meet customer demand. In such case, it becomes very necessary to have a forecasting system in order to get a clear picture of demand well in advance. This paper presents two neural network models for cash forecasting for a bank branch. One is daily model -taking the parameter values for a day as input to forecast cash requirement for the next day and the other is weekly model, which takes the withdrawal affecting input patterns of a week to predict cash requirement for the next week. The system performs better than other cash forecasting systems. This system can be scaled for all branches of a bank in an area by incorporating historical data from these branches.
Introduction
Estimating and fo recasting future conditions govern many critical business activities, such as inventory control, procurement of supplies, labour cost estimation, prediction of product demand, and prediction of cash requirement of a bank branch or ATM. Such predictions have been difficult, if not impossible. Incomplete understanding leads us to develop models that have uncertainties. In such cases, we resort to system identification models based on historical data. Input/Output data relevant to the application at hand must be collected over a period of time and analyzed by automated model fitting procedures. The key to all these forecasting applications is to capture and process the historical data such that it provides insight into the future. The ability to predict the future demand estimate of currency within a reasonable accuracy is called cash forecasting. Cash forecasting is integral to the effective operation of an ATM/branch network. The primary objective of cash forecasting is to ensure that cash is used efficiently and effectively throughout the branch network. In this work, the problem of cash forecast has been studied in respect of a cash-balance branch and attempt has been made to:-Ø Adapt this forecasting model to the specific conditions in the various regions. Ø Carry out short-term forecasts on the basis of alternative scenarios of the economic development. Ø Include a comprehensive environmental impact analysis for forecast. Ø Ensure implementation of forecasting tool.
Existing Approaches to Cash Forecasting
Techniques used for cash forecasting can be broadly classified into three groups.
a) Time -series Method b)
Factor analysis Method c)
Expert system approach
Time Series Method
This method predicts future cash requirement based on the past values of variable and/or past errors. The objective here is to discover the pattern in the historical data series & extrapolate that pattern into the future. The assumption in this method is that a cash requirement pattern is nothing more than a time series signal with known hourly, daily and seasonal periodicities. The difference between the prediction and the actual can be considered stochastic. By the analysis of the random signals, a more accurate prediction can be obtained. Problems inherent with the time series approach include the inaccuracy of prediction and numerical instability. Generally, techniques in time series approach work well unless there is an abrupt change in the environment or sociological variables that are believed to affect the cash pattern.
Factor Analysis Method
This method is based on the determination of various factors that influence the cash requirement pattern, and calculating their correlation with cash. The purpose is to determine the functional form of this influence (independent variables) and to use this to forecast future values of the dependent variables. The general approach consists of identifying the independent variables and then assuming a basic functional relationship between the dependent and independent variables, and finally determining the coefficients of the assumed functional relationship. The main problem lies in the selection of the functional relationship, this usually has to be an iterative process, i.e. one assumes a certain form to the data, tests its validity, then assumes another form and tests its validity, and continues until a close fitting valid functional form is obtained. Estimating the functional form between the dependent and independent variables is more difficult when they have a non-linear relationship.
Expert Systems Approach
Expert systems are heuristic models which are usually able to take both quantitative and qualitative factors into account. Many models of this type have been proposed. A typical approach is to try to imitate the reasoning of a human operator. The idea is then to reduce the analogical thinking behind the intuitive forecasting to formal steps of logic. Efforts to make expert systems general have run into a number of problems. As the complexity of the system increases, the system simply demands too much computing resources and becomes too slow. Expert systems have been found to be feasible only when narrowly confined.
Neural Networks Approach
Artificial neural networks offer a completely different approach to problem solving and they are sometimes called the sixth generation of computing. They try to provide a tool that programs itself and learns on its own. Neural networks are structured to provide the capability to solve problems without the benefits of an expert and without the need of programming. They are capable of seeking patterns in data. Artificial neural networks (ANN) as they are often called refer to a class of models inspired by biological nervous systems. Neural networks forecasting has recently enjoyed considerable success in pattern recognition and prediction and as such has gained considerable research attention resulting in a plethora of articles on this subject. The concept is based on computing systems that are able to learn through experience by recognizing patterns existing within a data set. Neural systems require their implementer to meet a number of conditions. These conditions include:
Ø A data set which includes the information which can characterize the problem. Ø An adequately sized data set to both train and test the network. Ø An understanding of the basic nature of the problem to be solved so that basic first-cut decision on creating the network can be made. Ø These decisions include the activation and transfer functions, and the learning methods. Ø An understanding of the development tools.
Ø Adequate processing power (some applications demand real-time processing that exceeds what is available in the standard, sequential processing hardware. The development of hardware is the key to the future of neural networks). Once the necessary inputs (factors) are identified, it is relatively simple to train neural network to form a non-linear model of the underlying system and then use this model to generalize to new cases that are not part of the training data.
Artificial Neural Network Model for Cash Forecasting
The general idea behind use of ANN in cash forecasting is that of allowing the network to map the relationships between various factors affecting the cash withdrawal and the actual cash withdrawal. Once this relationship between inputs and outputs is mapped, it gives the cash forecast after accepting the parameter values for various factors affecting the cash withdrawal as input.
The evaluation of these cash forecasts systems has been done on the basis of standard statistical measures like percentage errors. The forecast error for each pair of actual and forecasted cash withdrawal can be given by
where N is the number of testing data points. After calculating the forecast error, forecasting accuracy can be calculated as:
Forecasting Accuracy = 100 -%age of error in forecasting
Another most important criterion used for the evaluation of the systems is generalization. A network is said to be generalized, when the output is correct (or close enough) for an input which has not been included in the training set.
Implementation
This cash forecasting method has been implemented using MATLAB, on a Pentium IV machine under Windows XP Professional platform.
Data Collection
One of the most important components in the success of neural network solution is the data collection. The quality, availability, reliability and relevance of the data used to develop and run the system are critical to its success.
For the implementation of Cash Forecasting for a bank branch, real data for three months regarding the cash withdrawal was collected from a Chandigarh (India) based branch of State Bank of India. The reason for selecting this particular branch for data collection was to gather data from such a branch which has accounts of different kinds, particularly -salary accounts in order to have more data patterns. The data collection period was from 2 nd April 2004 to 30 th June 2004. The values for other factor viz. holidays, Sundays, salary days etc were also included. This whole data set was then divided into two sets:-
Training Set
From 2 Some of the test sets were taken initially from the training data itself to set all the parameters and finally these estimated parameters were validated with non-training data. Two models have been developed and tested viz.
1. Daily Model 2.
Weekly Model
Architecture of the Model
Design of right architecture involves several important steps:
a. Selecting the number of layers b. Basic decision about the amount of neurons to be used in each layer c. Choosing the appropriate neurons' transfer functions
If there are not enough neurons in each layer, the outputs will not be able to fit all the data points (underfitting). On the other hand, if there are too many neurons in each layer, oscillations may occur between data points (over-fitting). Therefore, a topology study was conducted in order to find the most appropriate architecture neural network to fit Cash forecasting parameters. There are several combinations of neurons and layers but for practical purposes we tested the following:
Number of Layers
The model is a three layer feed-forward neural network and was trained using fast back propagation algorithm because it was found to be the most efficient and reliable means to be used for this study. Table 2 shows a comparison of the two algorithms. 
Output Layer Size
In this model only one output unit is needed for indicating the value of forecasted cash.
Optimal Hidden Layer Size
There is no easy way to determine the optimal number of hidden units without training using number of hidden units and estimating the error of each. The best approach to find the optimal number of hidden units is trial and error. In practice, we can use either the forward selection or backward selection to determine the hidden layer size.
• Forward selection: Starts with choosing an appropriate criterion for evaluating the performance of the network. Then we select a small number of hidden neurons; record its performance i.e forecast accuracy. Next we slightly increase the hidden neurons, train and test until the error is acceptably small or no significant improvement is noted.
• Backward selection: Starts with a large number of hidden neurons and the decreases the number gradually.
For this study, the forward selection approach was used to select the size of hidden layer and best result was with 9 neurons in hidden layer, as evident from the following table 3.
No. of Neurons in Hidden Layer
Mean 
Results
The neural network forecasters can give slightly different results with training sessions, the training and forecasting was therefore performed multiple times with each model.
Weekly Model
The percentage forecasting errors in tabular form and in the form of graphs for the test data are shown in 
Conclusion and Future Scope
Neural Network can learn to approximate any function just by using example data that is representative of the desired task. They are model free estimators, which are capable of solving complex problem based on the presentation of a large number of training data. Neural Networks estimate a function without mathematical description of how the outputs functionally depend on the inputs. They represent a good approach that is potentially robust and fault tolerant. In this work a cash forecasting system for a bank branch was implemented in MATLAB. The system performs better than other systems based on time series. Its performance was also better than one of the available Excel Add-in for forecasting "Alyuda Forecaster XL 2.3". This system can be scaled for all branches of a bank in an area by incorporating historical data from these branches. Such a system will help the bank for proper and efficient cash management.
Only those effects that can be quantified and hence are possible candidates to be used as inputs for neural net training and forecasting have been incorporated as influencing variables. However, there are other factors like 'Event in City', weather effects, festival season and market behaviour -that definitely influence cash demand and if these are quantified and included as influencing variables, the result will improve with lesser error.
Further, since the Neural Networks simply interpolate among the training data, it will give high errors with the test data that is not close enough to any one of the training data. This accuracy can further be improved if we take more qualitative data as input, which is large enough to incorporate all the effects which can be quantified.
As cash withdrawal from a bank branch has not been dependent only on withdrawal on counter because of other delivery channels like ATMs, Internet Banking, Debit cards etc., the forecasting of cash will need to adapt to handle the new behaviour patterns. With latest concepts like Fuzzy systems and Genetic algorithms, the forecasting will become more accurate and reliable.
