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Abstract
Streamflow, as a natural phenomenon, is continuous in time and so are the meteorological variables which influence
its variability. In practice, it can be of interest to forecast the whole flow curve instead of points (daily or hourly).
To this end, this paper introduces the functional linear models and adapts it to hydrological forecasting. More
precisely, functional linear models are regression models based on curves instead of single values. They allow to
consider the whole process instead of a limited number of time points or features. We apply these models to
analyse the flow volume and the whole streamflow curve during a given period by using precipitations curves. The
functional model is shown to lead to encouraging results. The potential of functional linear models to detect special
features that would have been hard to see otherwise is pointed out. The functional model is also compared to the
artificial neural network approach and the advantages and disadvantages of both models are discussed. Finally,
future research directions involving the functional model in hydrology are presented.
Keywords: Functional data, Streamflow hydrograph, Functional linear models, Regression
1. Introduction
Streamflow forecasting is an important topic in hydrology. Being able to precisely forecast streamflows is crucial
for the adequate management of water resources systems. Therefore, there is a wide body of literature concerning
streamflow forecasting, developing and applying a wide range of forecasting methods. For such a purpose, two
types of models can be identified (Fortin et al., 1997): a) physical models which apply deterministic equations to
a set of input variables (such as physiographic features or rainfall) to obtain the desired streamflow values, and b)
statistical models which model streamflows in a probabilistic way and which take into account the uncertainty in
observed data. The latter are often cheaper to perform. The focus of this paper is on statistical models.
A large number of statistical models have been proposed for streamflow forecasting. Two major classes of such
models can be distinguished: time series and regression models. The former is mainly based on the modelling of
the streamflow autocorrelation structure while the latter focuses on the correlation between a response (streamflow)
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and explanatory variables (or covariates) regardless of the time structure. Hence, the forecasts of such explanatory
variables are used to forecast future streamflows. Typical explanatory variables are precipitations and temperatures
(Sene, 2009). Some models are typically used to long term forecast such as linear regression (e.g. Vogel et al., 1999),
principal component regression (e.g. Garen, 1992; Eldaw et al., 2003), partial least square regression (e.g. Tootle
et al., 2007) and wavelet regression (e.g. Kisi, 2009). However, these models only forecast the streamflow volume at
large time scales (usually seasonal or annual). This does not provide information about the shape of the hydrograph
within these long periods, lacking accuracy about the moment when flows will be peaking.
There are also a number of models used to forecast short-term streamflows. The main models are artificial
neural networks (e.g. Zealand et al., 1999; Kisi, 2007; Chokmani et al., 2008; Makkeasorn et al., 2008), wavelet
regression (e.g. Kisi, 2009; Sahay & Sehgal, 2013) and support vector regression (e.g. Yu et al., 2006). However,
these models can only model and predict few days (or few data points) at a time which is useful for detecting future
extrema but not for forecasting overall trends in the streamflow process, such as the whole spring flood hydrograph
for instance (such as illustrated in Figure 1).
In order to combine both short-term and long-term forecasting benefits, it is proposed to forecast streamflows
using the whole streamflow process instead of single characteristics. This approach consists in considering the
hydrograph as a continuous curve, i.e. a functional data, as proposed by Chebana et al. (2012). The statistical
framework dealing with functional data is called functional data analysis (FDA). It was introduced by Ramsay
(1982) and widely popularized by Ramsay & Silverman (2005). Such an approach became possible because a
number of natural phenomena, such as streamflows, are now measured at a very fine scale or on a real time basis.
This paradigm shift caused by FDA implies that the basic datum is now a curve instead of a scalar value.
FDA has recently been introduced in hydrology by Chebana et al. (2012) including the description and analysis
framework of functional hydrographs and Ternynck et al. (2016) used FDA to classify hydrographs. The present
paper aims to introduce functional linear models (FLM) to hydrograph forecasting. A complete overview of FLM
models is available in Ramsay & Silverman (2005) as well as Ferraty & Vieu (2006). Among these models, two
are particularly applicable for streamflow forecasting purposes: i) the scalar response FLM (FLM-S) expressing a
traditional scalar variable according to functional variables and ii) the fully FLM (FLM-F) which aims at explaining
a functional variable according to other functional variables. Table 1 provides an overview of existing FLM models
with references.
The FLM-S, which models a scalar response according to functional predictors, is perhaps the most studied
model among FLM. It originated from Hastie & Mallows (1993) and has known several theoretical developments
since, e.g., Cardot et al. (1999, 2003b). The FLM-S is interesting because of its potential applications for long-term
flood forecasting. This model is indeed well suited for modelling a hydrologic feature (such as a flood duration or
volume) based on the complete history of the predictors (e.g. temperatures or precipitations). This allows the use
of more information than, for instance, classical linear regression. When using non functional predictors, a classical
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model with such fine information would be difficult to calibrate because it requires a number of lagged variables,
resulting in a large number of coefficients to estimate, as well as a high collinearity between predictors. Thus, the
uncertainty associated to such a classical model would be dramatically high. Since instead of simple scalar values
the covariates of the FLM-S are curves, there is no need for many lagged variables and collinearity is no longer a
problem (Cuevas et al., 2002).
The other model used in the present paper is the FLM-F introduced by Ramsay & Dalzell (1991) and studied
theoretically by, e.g., Yao et al. (2005). An advantage of this model is its natural applicability to time series. Indeed,
time series often contain features such as autocorrelation, trend or seasonality, creating spurious relationship and
inducing wrong conclusions in classical linear models (e.g. Granger & Newbold, 1974; Hoover, 2003). Even though
several statistical methods have been developed to overcome this major drawback (e.g. Phillips, 1987), linear models
applied to time series always need a careful exploration of the considered time series. The FLM-F does not suffer
from this drawback since a long sequence of data points can be considered as a single curve (such as a whole
hydrograph). Moreover, its results are easier to interpret than many of the classical models used for day to day
forecasting (e.g., ANN or support vector regression). The FLM-F model provides a way to forecast the overall trend
of the hydrograph without a complex parametrization (illustrated by Figure 1). Finally, FLM-F allows changing
the relationship between the predictor and the response over time, while classical models implicitly assume that
the relationship does not change over time. Although it could be possible to fit a regression model without this
assumption, this would result in a complicated model while it is a natural characteristic of FLM-F.
Globally, FDA is a topic receiving increasing attention in the theoretical and applied statistics literature. A
number of reference textbooks dealing with functional data analysis already exist, such as Bosq (2000), Ramsay
& Silverman (2005), Bosq & Blanke (2008), Dabo-Niang & Ferraty (2008), Ramsay et al. (2011) and Horva´th &
Kokoszka (2012). A large number of fields have already seen successful FDA applications, such as image processing
(Cardot et al., 2003a), medicine (Ratcliffe et al., 2002a,b), genetics (Mu¨ller et al., 2008), ecology (Bel et al., 2011),
marketing (Sood et al., 2009), economy (Goia et al., 2010) and transportation systems (Chiou, 2012). All these
applications show the increasing interest in applying FLMs for practical purposes.
It is important to note that the expected improvements from using the functional framework may be mostly in
terms of interpretation and statistical justification rather than raw performances. This includes more informations
concerning the phenomena and conceptually more relevant results. We insist that functional regression methods
are relevant since they are intuitively well suited and theoretically justified for time-related data. Indeed, these
models represent a simple and clever way to exhibit many features of a phenomenon or a relationship between
several variables.
The paper is organized as follows. After recalling the basics of data smoothing, functional linear models are
introduced in section 2. Then, a case study on streamflow forecasting is presented in section 3. Section 4 concludes
the study.
3
2. Functional linear models
This section introduces FLMs starting with the necessary step of data smoothing. Then, the FLM-S and FLM-F
are introduced and the procedure for their fitting by using empirical data is presented.
2.1. Data smoothing
The main characteristic of a function x(.) is its infinite dimensionality, meaning that there exists a value of x(t)
for each possible value of t ∈ R (Ramsay & Silverman, 2005; Ferraty & Vieu, 2006). Discrete measurements are thus
not sufficient to represent such a datum, since they do not provide values between x(tj) and x(tj+1). The usual way
to represent an a priori unknown function, is to express it as a sum of analytically known basis functions. This is
actually the same thing as data smoothing, as it can be seen in other frameworks such as generalized additive models
(Hastie & Tibshirani, 1986; Chebana et al., 2014). However, in FDA it is a preliminary step aiming to prepare
data to be functions while it is an aim itself in classical modelling. To obtain a set of n functions xi(.), i = 1, ..., n
with the same distribution (such as a collection of n annual streamflow curves), the same basis functions must be
employed for each curve. Hence, a functional datum xi(.) can be expressed as:
xi(t) =
Kx∑
k=1
cikφk(t) ; t ∈ Ω (1)
where φ1(.), ..., φKx(.) is a set of known basis functions. In practice the basis functions used are either Fourier basis
when data are periodic, or B-spline when data are not periodic. However, other basis functions are possible such
as wavelets which perform well when there are more local features. The relevance of the basis expansion approach
lies in the fact that the problem of estimating a function is reduced to the estimation of a set of scalar coefficients
cik. These coefficients are estimated by minimizing the penalized sum of square criterion:
PSSE =
T∑
j=1
(zj − xi(tj))2 + λ
∫
D2xi(t) dt (2)
where D2x(t) represents the second derivative of x(t), zij , j = 1, ..., T are the measurements used to fit the function
xi(.) and the tjs are the corresponding measurement times. For instance, zij could be the measured streamflow of
a river on day j of the year i and T = 365, meaning that xi(t) seeks to represent the flow over the i
th year. Since
observed data are usually noisy, in practice, the penalty term λ
∫
D2x(t) dt is added to the sum of square criterion
(2) in order to penalize the rough xi(t). The parameter λ controls the severity of the penalization, which means that
the larger λ is, the lesser the resulting number of basis K will be. λ is estimated by minimizing a cross-validation
(CV) score which is an estimation of the prediction error, i.e. the error we make when trying to predict new data
(Stone, 1974). These approaches are extensively explained and discussed in chapters 3 to 5 of Ramsay & Silverman
(2005).
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Finally, note that the formulation of curves as in (1) allows the user to adapt the smoothing to catch special
features of the curve. For instance, when special features of the curves need to be correctly estimated (such as peaks
in frequency analysis), the use of B-spline basis functions with more breakpoints at locations where these features
happen more often can prove to be useful. At these locations, the curve can thus adapt more easily to the targeted
features.
2.2. Functional linear models
Now that the definition and construction of a functional data has been presented, this section introduces func-
tional linear models, i.e. how to model either a scalar or a functional response using functional predictors.
2.2.1. Functional linear models for scalar response
The functional linear model for scalar response seeks to explore the influence of a set of curves X(j)(t),
(j = 1, ..., q), at each time t ∈ Ω on a scalar response Y . To give an example, Y can be the flow volume dur-
ing a given period and the FLM-S gives the evolution of the influence of variables such as precipitations on the final
flow volume. For simplicity and clarity purposes, the model with a single covariate X(t) is presented. Nevertheless,
we indicate at the end of the section how to generalize the model with several covariates.
The functional linear model for scalar response is, in the case of a single covariate, given by:
yi = α+
∫
Ω
β(t)xi(t) dt+ i i = 1, . . . , n (3)
where (xi(.), yi) are observed data from (X(.), Y ), α is the intercept term, β(.) is the coefficient function, i is
the error term for observation i and n is the number of observations. Here the traditional regression coefficient is
replaced by the coefficient function β(t) which gives the influence of xi(t) on yi at each time t. For instance, in the
ninth chapter of Ramsay et al. (2009), the model (3) is used to fit the logarithm of total annual precipitation (yi)
according to temperature curves (xi(.)) over a year (meaning that Ω = [0; 365]). This model can also be seen as a
generalization of any linear model for which the curve xi(.) represents an infinity of scalar covariates.
Since the coefficient β(.) is a function, it is infinite dimensional. The functional model in (3) has thus an infinity
of degrees of freedom, which means that there is an infinity of solutions. Therefore, in order to reduce the degrees of
freedom to a finite value, the coefficient β(.) has to be expanded using a set of basis functions θk(t), k = 1, . . . ,Kβ ,
in the same manner as equation (1), i.e. β(t) =
∑Kβ
k=1 bkθk(t). The fitting of the FLM-S is then reduced to estimate
a finite number of coefficients bk.
Let φk(t), k = 1, . . . ,Kx be the set of basis functions used to represent the functional covariate X(.). An
observed curve from X(.) is thus expressed as xi(t) =
∑Kx
k=1 cikφk(t) similarly to equation (1). Note that, since the
curves xi(.) are observed, the coefficients cik are estimated before fitting the FLM-S.
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To explain how the coefficients bk are estimated, it is convenient to use the matrix notation of the basis expansion
(1) for both β(.) and the set of observed curves x(.) = (x1(.), . . . , xn(.)). They are thus expressed as:
β(t) = Θ′(t)B and x(t) = CΦ(t) (4)
where Θ(t) =
(
θ1(t), ..., θKβ (t)
)′
and Φ(t) = (φ1(t), ..., φKx(t))
′
are the vectors containing the basis functions
evaluated at time t. B is the vector containing the Kβ coefficients bk to estimate, and since x(t) is a set of n curves,
C is a n×Kx matrix containing the coefficient cik at line i and column k.
The matrix form in (4) is convenient because it allows expressing the functional linear model in (3), in the
matrix form:
y = α+
∫
Ω
CΦ(t)Θ′(t)B dt+  (5)
for the vector y containing all observed scalar responses. Since C and B do not depend on t, it is possible to
evaluate the Kx×Kβ matrix JΦΘ =
∫
Ω
Φ(t)Θ′(t) dt, and thus rewrite (5) as y = α+CJΦΘB+ . Finally, by setting
χ =
[
1 CJΦΘ
]
and B = (α,B′)′, the functional linear model (3) is written as :
y = χB +  (6)
which is similar to a traditional linear model with design matrix χ and coefficient vector B. This model is fit by
ordinary least squares.
The shape of the functional coefficient β(.), and therefore the accuracy of the response forecasts depends on
the value Kβ which controls the smoothness of the estimation. Thus, as for the smoothing of data curves, the
smoothness of β(.) can be controlled by directly choosing a small Kβ or by adding a roughness penalty to the SSE
criterion. The latter allows to define a basis with a large number of functions, for which several coefficients are
shrunk to zero. The criterion to be minimized is thus the penalized SSE:
PENSSEλ(α, β) =
n∑
i=1
[
yi − α−
∫
Ω
β(t)xi(t) dt
]2
+ λ
∫
Ω
[Lβ(t)]
2
dt
= ‖y − χB‖2 + λB′RB (7)
where L is a linear differential operator applied to β(t) and
R =
1 . . .... ∫
Ω
[LΘ(t)] [LΘ(t)]
′
dt

is a (Kβ + 1) × (Kβ + 1) penalization matrix. The first row and column of 1’s are here to take into account the
intercept α. The model is now similar to a Ridge regression and thus has the same solution (Hoerl & Kennard, 1970).
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Traditionally, L is defined as the second derivative (or acceleration) of β(.) in order to penalize rough functions,
but other differential operators are also possible, such as the harmonic acceleration (Ramsay & Silverman, 2005, p.
93). The coefficient λ controls the severity of the penalization, and thus the smoothness of β(.). In practice, λ is
chosen by minimizing the CV criterion (Stone, 1974).
The FLM-S is not tied to only one predictor and is generalized for several functional predictors and optional
scalar predictors. There is also the possibility of using different time intervals for the covariates if the covariates
have different time lags. In hydrology, this allows to consider variables such as snow height only during the months
when they are not null (November to April in Canada). This generalization and more topics are covered in a number
of reference textbooks (e.g. Ramsay & Silverman, 2005; Horva´th & Kokoszka, 2012).
2.2.2. Fully functional linear model
This section presents the fully functional linear model (FLM-F) which links the whole response curve to the
whole covariate curve. This is a more general model than the “concurrent” model (also known as “point-wise FLM”
or “varying coefficient model”) developed for the case when response and covariate are both functional (e.g. Hastie
& Tibshirani, 1993; Ramsay & Silverman, 2005, chapter 14) but which links only time t of the covariate to the
same time t of the response. Although an estimation method allowing the use of multiple functional covariates in
the FLM-F is currently appearing (see the working paper Ivanescu et al., 2014), we present here the basic method
with only one covariate of Ramsay & Silverman (2005), for simplicity purposes.
The FLM-F is expressed as:
yi(t) = α(t) +
∫
Ω1
β(s, t)xi(s) ds+ i(t) ; t ∈ Ω2 (8)
where β(s, t) is now a function of both s and t, which means that it is a surface. Indeed, β(s, t) gives the influence
of xi(.) at time s on yi(.) at time t, allowing also Ω1 and Ω2 to be different. This flexibility generalizes the use of
lags in a linear model since it allows the significant lags to change over time. For instance, this model is able to
take into account the fact that the lag between rainfall and the resulting streamflow can change over time.
Note that the FLM-F includes the time domain s > t. When data are time series this means that there is an
effect of the predictor on the response backwards in time. Attempts have been made at developing a “historical
FLM” (HFLM) taking account only of the times s < t, (Malfait & Ramsay, 2003; Kim et al., 2011). However
these models result in less smooth β(., .) surfaces. Moreover, in practice the surface is very close to zero where
s > t (means no backward influence). Thus the present paper introduces the general case for clarity and simplicity
purposes.
For the reason of infinite degrees of freedom exposed in section 2.2, the surface β(., .) has to be expressed using
basis functions. Since β(., .) is bi-dimensional, it is expanded using a tensor product expansion (also called outer
product) which is a multi-dimensional version of (1). The coefficient surface is thus expressed in terms of K1
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functions ηk(s) and K2 function θl(t), i.e.:
β(s, t) =
K1∑
k=1
K2∑
l=1
bklηk(s)θl(t) = H(s)BΘ(t) (9)
where H(s) and Θ(t) are respectively the vectors containing the K1 functions ηk(s) and K2 function θl(t). The
coefficients to estimate are stored in the K1 ×K2 matrix B.
As in the case of FLM-S, the FLM-F is fit through the minimization of a penalized sum of square criterion.
Since the response is a function, the sum of squares is integrated, i.e. the criterion to minimize is:
ISSE(α, β) =
∫ n∑
i=1
[
yi(t)− α(t)−
∫
Ω1
β(s, t)xi(s) ds
]2
dt+ PEN0(α) + PEN1(β) + PEN2(β) (10)
where PEN0(α) = λ0
∫
Ω1
[L0α(t)]
2
dt is a penalization on α while PEN1(β) = λ1
∫
Ω1
∫
Ω2
[L1β(s, t)]
2
ds dt and
PEN2(β) = λ2
∫
Ω1
∫
Ω2
[L2β(s, t)]
2
ds dt are both penalizations on β. L0, L1 and L2 are differential linear operators.
Two distinct penalisation terms are used for β(., .) because of the tensor product which makes independent the
two dimensions of the surface. This allows the complexity of the surface to be controlled independently on each
dimension. As in the case of data smoothing and FLM-S, the parameters λ0, λ1 and λ2 are chosen by minimizing
a cross-validation criterion.
The fully functional linear model in (8) is fitted using the same heuristic as the FLM-S of section 2.2. The
ISSE criterion (10) can be expressed in a matrix form and then be derived to obtain an equation to resolve (called
the normal equation). Here, the quantity to estimate is a matrix instead of a vector in the FLM-S. The normal
equations have to be rearranged using the Kronecker product in order to estimate the vector vec(B) which is the
matrix B rearranged column-wise. The computational details are not shown here. They can be found in chapter
16 of Ramsay & Silverman (2005).
An alternative way to provide an estimate for β(., .) in (8) was developed by Yao et al. (2005). This estimate
uses the functional principal components (FPC, Ramsay, 1982) as basis functions. More precisely, the FPCs of
X(s) are used to expand β(s, t) on the s dimension and the FPCs of Y (t) on the t dimension. The associated
coefficients are proportional to the covariance between the FPC scores of X(s) and Y (t). Details of the procedure
can be found in chapter 8 of Horva´th & Kokoszka (2012). Although this latter estimation procedure has good
theoretical convergence properties, it does not allow to control the smoothness of the estimation better than the
procedure explained above. Moreover, the choice of the FPCs to consider is difficult (e.g. Goldsmith et al., 2011).
This is why the application presented here favors the approach of Ramsay & Silverman (2005).
Finally, as for the FLM-S, one can wonder if there are identifiability constraints on the number of basis for
β(s, t). In the present case, the inverted matrix is a Kronecker product of two matrices. This means that this
matrix can be inverted if and only if the two matrices constituting the Kronecker product are not singular. It can
be shown that this is the case, similarly to section 2.2.1, only if K1 is lower than both n and K2.
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3. Application to streamflow
Following the work of Chebana et al. (2012) which described how to explore functional hydrographs, this section
applies FLMs introduced in section 2 to forecast streamflows according to precipitation curves. In this application
we focus on summer/autumn floods (floods caused by liquid precipitations) i.e. streamflow data from July to
October are considered for each year. To illustrate the FLM-S of section 2.2.1, the flow volume during the four
mentioned months is modelled with the curves of precipitation as covariates. Then, the FLM-F of section 2.2.2 is
used to predict the whole streamflow curve between July and October using the precipitation curve. Precipitations
are considered from June to October in order to have past values for the first days of the streamflows time span.
However, the model is applicable to the whole year. In fact, many possibilities exist with the functional linear
model (e.g. only spring floods, only a month, etc. . . ).
3.1. Data description
The present application considers the Dartmouth station with federal reference number 01BH005. It is located
on the Dartmouth river, 1.6 km upstream from the Ruisseau du Pas de Dame in the Gaspe´sie region of the province
of Quebec, Canada. The drainage basin area is 626 km2 and the flow regime of the river is natural. The geographical
location of the station is shown in Figure 2. The data consists in a daily streamflow series (m3/s) from 1970 to
2012 as well as daily total precipitation series available from 1981 to 2012. The common years between the series
are thus 1981 to 2012. This means that, in the following, the sample size is n = 32. The streamflow curves domain
is the continuous interval Ω = [30; 153] and the precipitation time domain is Ωp = [0; 153].
Chebana et al. (2012) smoothed daily streamflows using 53 Fourier basis functions to obtain annual streamflow
curves, which corresponds to a basis per week. Since the present application considers only the period July-October,
the curves do not cover an entire year and Fourier basis appears less suited to smooth functional data. All the
data used in this application (including precipitation data) are thus smoothed using B-spline basis which are more
suited than Fourier basis for non periodic data.
Note that streamflow and precipitation data cannot physically have negative values, which means that there is
an extra constraint in the smoothing of this data. Although it is possible to smooth under constraint (see Ramsay
& Silverman, 2005, chapter 6), we choose here to smooth the logarithm of both streamflow and precipitation series.
This has also the advantage of adding some symmetry around the mean curve for these series. In order to apply
the logarithm for days with no precipitations, the values are set to 0.05 mm since the minimum value recorded is
0.2 mm. Note that the results are robust to the value attributed to the days without precipitation. Streamflow and
precipitation curves are displayed in their original scale, i.e. the inverse transformation is applied.
Figure 3 shows the leave-one-out cross-validation (LOOCV) curve for choosing the parameter λ in the smoothing
of streamflows (for the FLM-F only) and precipitation curves (for both FLM-S and FLM-F). The smoothing of
streamflow values is straightforward since a clear minimum appears for λ = 10−1.25. This corresponds to 81 B-spline
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basis functions. The process is less straightforward for precipitations since the minimum is for a very high value of
λ which corresponds to only 2 basis functions. This translates the difficulty of predicting precipitation processes
(Suhaila et al., 2011). Since this would result in straight lines for precipitations, the λ value chosen is the lowest
with a CV value inside the standard error of the minimum (in other words, below the horizontal shaded line in
Figure 3b). This results in λ = 104.25 and 7 basis functions.
Figure 4 shows two examples of the resulting smoothed streamflows (with λ = 10−1.25). Because of the high
number of basis functions, the peaks are well reached by this smoothing. Peaks are probably the most important
feature of streamflows and it is important that they are well represented. One look at the mean curve allows a
characterisation of streamflows on this period. Indeed, it shows that streamflows are generally low during the middle
of summer and begin to increase when the fall season begins.
The same examples for precipitation curves are shown in Figure 5. It is the opposite of streamflows here since
the curves are extremely smooth and only show periods when precipitations are more likely to happen. Indeed, a
smoothing with more basis functions would have a prediction error that is too high. This means that precipitations
are a phenomenon that is extremely difficult to predict. All the curves shown here are then used in the FLM
applications of the next section.
3.2. Forecasting of streamflow volume
For water resources management, it is important to know the amount of incoming water. Thus, it is of interest
to estimate and forecast the total streamflow during a given period. This is often achieved through the use of
regression models using the mean or total of some covariates (e.g. Garen, 1992; Eldaw et al., 2003) or through
regional frequency analysis (Ouarda et al., 2000). We illustrate in this section how to use the FLM-S for such a
purpose.
Using the data described in section 3.1, the method applied is the FLM-S (3) described in section 2.2.1, with
the variables
• yi: the response as the logarithm of the sum of daily streamflow values from the 1st of July to the 31st of
October for year i (i = 1, ..., n = 31). The logarithm is used because total streamflows are strongly lognormal
(Vogel & Wilson, 1996);
• xi(.): the explanatory variable is represented by precipitation curves form the 1st of June to the 31st of
October for year i (i = 1, ..., 31).
Precipitations are considered up to one month earlier than streamflows in order to consider all precipitations that
could influence the streamflow volume.
To fit the FLM-S, the parameter λ controlling the smoothness of the β(.) coefficient curve must be chosen by
minimizing the PENSSE criterion. Figure 6 shows the LOOCV scores for different values of λ. There is an obvious
minimum for λ = 10−2, which corresponds to 22 basis functions on the B-spline basis and a rough βˆ(.) curve.
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The βˆ(.) curve obtained by fitting the FLM-S with λ = 10−2 is shown in Figure 7. The 95% confidence interval
is obtained by estimating a standard error curve and multiplying it by the quantiles of the standard gaussian
distribution (Ramsay et al., 2011, p.141). The low amplitude of the βˆ(.) curve is due to the spreading of the
influence of precipitation over the entire time span. Moreover, recall that the response of this model is the log
volume. The βˆ(.) curve shown in Figure 7 is not smooth and looks like an oscillation. This is because the data
number (n = 32) is small and the βˆ(.) curve is sensitive to the small features in precipitation data. However, it
shows two periods where the oscillations have a larger amplitude : the second half of July and the beginning of the
fall, indicating two periods where streamflows are more influenced by precipitations. At the end of July, streamflows
can be low because the snow melt is over and the river has almost dried out. Therefore, any rainfall has a large
influence on streamflows. Moreover, the large amplitude period towards the end of July also quickly follows the
rainy period which occurs at the beginning of the summer, as indicated by Figure 5c. The same reason can be
evoked for the fall period of the βˆ(.) curve which aligns with the beginning of autumn rainfalls (Figure 5c).
In order to assess the performances of the FLM-S, the fit with βˆ(.) is compared to a traditional linear model
with the same response variable (denoted “LM” in the following). The explanatory variable of LM is the sum of
daily precipitations between the the 1st of June to the 31st of October. This model results in a coefficient that is
equal to 0.004 which is significantly different from 0 (p− value = 5e−6). This coefficient is a kind of integration of
the βˆ(.) curve, the latter can be seen as the detail of the LM coefficient.
The scatterplot of Figure 8 compares the fitted values yˆi of the FLM-S and the LM. The fit is visually better
for the FLM-S since the points are closer to the y = x line (which represents a perfect fit). Table 2 illustrates the
scores for different performance indicators (RMSE, R2, LOOCV and bias). It also shows better performances for
the FLM-S. Indeed, the FLM-S displays a higher R2 and a lower RMSE than the LM. Note that the R2 is close
to one for the FLM-S (equal to 94%), indicating an excellent fit. Note also that the difference between the two
models is smaller with the LOOCV criterion. The complexity of the FLM-S seems somehow to balance its better
performances. However, this should vanish with longer data records. Finally, note that the bias of the FLM-S is
not null because of the regularization used for the fit. It is however close to zero and very small compared to the
scale of the response (it accounts for less than 0.01% of the mean of the response).
3.3. Hydrograph forecasting
3.3.1. FLM-F fitting
In this application, we are not interested in a single feature of the streamflow process but rather in the whole
hydrograph. The objective is to forecast the hydrograph using the FLM-F given by (8). Although recent develop-
ments of the FLM-F allow its use with several covariates (Ivanescu et al., 2014), only precipitations are used here
for simplicity purposes.
A proper estimation of the FLM-F needs the choice of three regularization parameters, i.e. one for the intercept
curve α(.) (λ0), and two for the coefficient surface β(., .) (λ1 for the s dimension and λ2 for the t dimension). The
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resulting 3-dimensional plot is not shown here but the LOOCV (which, in this case, is a ”leave-one-year-out” CV)
is minimized when the three parameters are λ0 = λ1 = λ2 = 10
5.
The estimated coefficients α(.) and β(., .) are shown in Figure 9. The α(.) curve illustrates the shape of the
hydrograph without the influence of precipitations. The curve reaches its minimum during the middle of the summer
(the beginning of august) and rises afterwards when the fall season starts. The β(., .) surface is a bump on the
diagonal which indicates the positive influence of precipitation on the hydrograph, with a slight translation to the
left to show delay between rainfall and the increase of streamflow. This influence is stronger during autumn season
when more floods occur. This can be explained by the fact that there is less evaporation during this period of the
year when temperature is not high. There is also a little extension of the bump to the top of the surface during
July which could mean that, since the ground is dry at this time, infiltration is larger which leads to a significant
contribution to surface flows two months later.
3.3.2. Comparison with the artificial neural network approach
To understand the strengths and weaknesses of the FLM-F, it has to be compared to other commonly used
forecasting methods using exogeneous covariates in hydrology. Among these methods (reviewed in the introduction),
ANN models are the most widely used because of their ability to simulate complex relationship. Thus, for comparison
purposes, ANN models are considered to forecast the log streamflow as well. Following number of previous references
(e.g. Anctil & Lauzon, 2004; Chau et al., 2005; Yonaba et al., 2010; Govindaraju & Rao, 2010, chapters 1 and 2),
ANN models are used with the 3 previous days of precipitations as covariates. For more generality, the covariate
lag could have been selected using a cross validation procedure (e.g. Haddad et al., 2013). However, for comparison
purposes, the model design is based on what is found in the literature. The ANN estimation is made with one
hidden layer containing 5 nodes (the number of nodes is chosen using the leave-one-out cross-validation such as in
Wu & Chau, 2010, for instance).
Figure 10 shows the mean prediction error estimated by CV for each year. Performances of ANN models and
FLM-F depend on the year, and it is hard to discriminate the two methods using only this figure. Three particular
examples of predicted hydrographs yˆi(.) using the FLM-F and the ANN models are shown in Figure 11 to help
understand when the FLM-F performs better than ANN models. It is immediately visible that the FLM-F and the
ANN approaches have very different behaviours. The FLM-F actually predicts the global shape of the hydrograph,
while the ANN model predicts only the short term patterns such as the peaks, but does not forecast well the
streamflow accumulations. Hence, it appears clear that the FLM-F model is suited to match the trend and hence
will perform better for years with few peaks. Moreover, FLM-F seems able to match some behaviours such as July
droughts (e.g. Figure 11b). However, when there are more short-term features such as peaks, the ANN performs
better than the FLM-F (e.g Figure 11c). The FLM-F forecast smoothness is mainly due to the smoothness of the
β(., .) surface. The consideration of less smooth precipitation curves and β(., .) surface increases the prediction error
since precipitations are extremely difficult to predict with precision. Note that the small number of years of record
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(32 years) does not allow for a rough β(., .) surface and the FLM-F should improve with more data years.
Table 3 shows the global fitting criteria and indicates that the ANN model leads globally to better performances.
Indeed, its RMSE value is lower and its R2 value is higher than those of the FLM-F. However, the difference
between the FLM-F and the ANN model is smaller for the CV score which is the only criterion that considers
their performance on new data not used for the calibration of the models. This means that the FLM-F performs
almost as well as ANN models for long time forecasting. Figure 12 provides an explanation for this by showing the
distribution of the CV along the time domain, for the mean over all years. The CV of ANN models is shown to be
increasing with the horizon, meaning that the accuracy of the forecasting decreases with the forecasting horizon.
This is due to the fact that it is not able to predict whole events. Conversely, the CV does not increase for the
FLM-F and is even smaller during the fall season. Figure 12 also shows the main drawback of the FLM-F which
is that it does not predict well the short-term variations. Indeed, during July streamflows are often low and thus
are very dependant on day-to-day rainfall. This is when the mean error of the FLM-F is the highest. Summer
streamflows are more difficult to forecast than fall streamflows using only precipitations. This is in agreement with
the shape of the βˆ(., .) surface which has less amplitude for summer streamflows.
4. Conclusions
The purpose of the present work is to introduce and adapt functional linear models to the hydrological framework.
This work follows the paper of Chebana et al. (2012) which shows the relevancy of using the functional framework in
hydrology. After an introduction to FLM models, they are applied to streamflow forecasting based on precipitation
curves. Conceptually, FLM are perfectly suited for time series regression since they provide a solution to the
problems caused by autocorrelation and non stationarity in time series. Moreover, section 2 shows that elegant
estimation methods have been developed to manage infinite dimensional data.
The application of the FLM-S to forecast streamflow volumes provides interesting insights for the interpretation
of the results. Indeed, results suggest that precipitations influence streamflow especially in the middle of summer
and at the beginning of the fall season. Moreover, this model outperforms the somewhat simple linear regression,
in terms of volume forecasting accuracy. The shape of the influence of precipitations on streamflows is refined
with the application of the FLM-F. This model highlights the large influence of July precipitations on streamflows
two-months later. The importance of summer precipitations on the beginning of the fall season streamflows is
also obvious. If ANN models show slightly better performances than the FLM-F, the latter show an ability to
forecast the global shape of the hydrograph. Moreover, FLM-F performances do not decrease with the increase of
the horizon like ANN models. Moreover, the better performances of the ANN model are due to the fact that we
have used the observed precipitation data. However, in practice, precipitation forecasts are not as accurate and the
long term forecasts of ANN models would be less accurate than in this application.
The application presented in this paper is relatively simple and deals with a single case study. The present work
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focuses mainly on the method itself, and illustrates it on a single application. However, a large number of other
hydrological applications can be considered. For instance, one could orient the application to other hydrologic events
such as spring floods or droughts. In such cases, the curves can be streamflows, snowfalls and temperatures during
different seasons. Similar applications can also be performed for different regions representing different climates.
Setting a FDA application requires a proper definition of the targeted event and time intervals. FDA can also be
used for other purposes such as regional estimation at ungauged sites or estimation of missing data (for instance a
continuous part of a hydrograph). A large number of applications need to be investigated in the field of hydrology.
There are a few limitations to the application of FLMs. One of the particularities of the hydrological framework
is the importance of peak streamflow values. For functional data, reaching the peaks necessitates an important
amount of basis functions. Similarly to the multiple regression framework, FLMs are based on the modelling of
mean curves which do not always reach the desired peaks. Doing so necessitates models that use complex curves
which could decrease the performances of the model. Furthermore, the complexity allowed by FLMs also depends
on the number of available curves. When using long curves such as in the present work, fitting complex models
requires a large number of data years which are not always available.
The discussion presented above leads to a number of perspectives. First, it can be of interest to apply the
historical FLM either from Malfait & Ramsay (2003) or from Kim et al. (2011) and compare the results with the
FLM-F. Second, Following the recent development of the R package refund, a wide body of literature on FLMs is
emerging. Notably, we can cite a new estimation method based on mixed models which allows the use of several
functional covariates in the FLM-F (Ivanescu et al., 2014). This method expresses the FLM-F as an additive
model in order to be fit efficiently (such as in Wood, 2006, for instance). Such an estimation method also has
the advantage of providing well justified confidence intervals (Goldsmith et al., 2011). Also part of refund is the
recent development of functional generalized additive models (McLean et al., 2014). Third, an important feature
of functions as mathematical objects is the possibility to derive them. This can lead to insights on the variation of
streamflow processes and can also be a path for the study of curve peaks. A fourth perspective lies in the use of
functional autoregressive models (e.g. Damon & Guillas, 2002) in order to forecast future streamflow phenomena
using past streamflow curves. Finally, it appears important in the future to take advantage of the emerging body
of literature on functional geostatistics (e.g. Delicado et al., 2010; Caballero et al., 2013; Ignaccolo et al., 2014) to
model the spatial dependence between hydrological sites.
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Name Response Y Covariates X(j) Reference
Classical regression Scalar Scalar (Vogel et al., 1999)
FANOVA Functional Scalar (Brumback & Rice, 1998)
FLM for scalar response Scalar Functional (Stewart-Koster et al., 2014)
Concurrent Functional Functional (Hastie & Tibshirani, 1993)
Fully functional Functional Functional (Ramsay & Silverman, 2005, chapter 16)
Table 1: Types of functional linear models.
Criterion FLM-S LM
Bias 0.001 0.000
RMSE 0.808 2.327
LOOCV 0.183 0.192
R2 0.940 0.506
Table 2: Values of several criteria in order to compare the FLM-S to the LM. For the bias, RMSE and LOOCV,
the lower the criterion, the better the model is, and inversely for the R2.
Criterion FLM-F ANN
Bias 0.000 0.000
RMSE 0.671 0.211
LOOCV 0.795 0.610
R2 0.452 1.000
Table 3: Values of several criteria in order to compare the FLM-F to the ANN. For the bias, RMSE and LOOCV,
the lower the criterion, the better the model is, and inversely for the R2.
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Figure 1: Illustration of the difference between pointwise classical methods such as ANN models or wavelet regression
and functional regression for forecasting purposes. The dashed area indicates the shape of expected confidence
intervals for forecasts.
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Figure 2: Geographical location of the Dartmouth station.
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Figure 3: 10-fold CV curves for different values of λ in the smoothing of streamflows and precipitation curves. The
bars at each point represent the standard errors of the CV values. The vertical dashed line aims at spotting the
minimum CV value and the horizontal dashed line is the minimum CV value plus its standard error.
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Figure 4: Examples of observed and smoothed streamflows for the years 1989, 1991 and the mean curve for the
period 1981-2012. The black lines are observed streamflows and blue lines are the smoothed ones.
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Figure 5: Examples of observed and smoothed precipitations for the years 1989, 1991 and the mean curve for the
period 1981-2012. The black lines are observed precipitations and blue lines are the smoothed ones.
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Figure 7: Estimated βˆ(.) function for precipitations in the FLM-S. The blue area corresponds to the pointwise 95%
confidence interval.
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Figure 9: Estimated functional coefficients of the FLM-F. The αˆ(.) curve shows the expected shape of the hydrograph
without any influence of precipitations and the β(s, t) surface shows the influence of precipitations on the hydrograph.
For the latter, the dimension s is in the abscissa and the dimension t in the ordinate. The thick black line indicates
the times s = t
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Figure 10: Mean prediction error over all data points for each year.
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Figure 11: Predicted hydrograph with the estimated FLMF and the estimated ANN model. For each year, the
model is fitted on every other years and the remaining year is predicted.
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Figure 12: Mean prediction error curve estimated by CV over all years.
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