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Reading this Report 
This report is the result of an ongoing process of improving reporting on the progress in 
delivering on our mission and realizing our goals and thus communicating the value XSEDE 
brings towards enhancing the productivity of a growing community of scholars, researchers, and 
engineers. For a large, complex, highly-distributed project such as XSEDE, this is a considerable 
undertaking. This process has helped XSEDE improve as an organization and as a provider and 
broker of services to the compute- and data-enabled science and engineering research and 
education community. 
XSEDE reports on its activities and progress by using a metrics-based approach. Based on 
feedback from our review panels, advisory bodies, the NSF, and other stakeholders, we have 
defined KPIs (Key Performance Indicators) that measure progress toward our high-level 
strategic goals. 
The key concept is not that the metrics [KPIs] themselves have a direct causal effect on eventual 
outcomes, but rather that the metrics are chosen so that actions and decisions which move the 
metrics in the desired direction also move the organization in the direction of the desired outcomes 
and goals. 
KPIs at the project and Work Breakdown Structure Level 2 areas are intended to focus the 
attention of external stakeholders on what we believe to be the best (key) indicators of progress 
toward our long-term strategic goals. 
The Executive Summary (§1) is intended to effectively and concisely communicate the status of 
the project toward delivery of the mission and realization of the vision by reaching three 
strategic goals. Stoplight indicators (§1.1) are used to visually provide a quick understanding of 
our assessment of overall project progress with respect to the strategic goals in light of our KPIs. 
The Science, Engineering, & Program Highlights (§2) provide a small selection in a series of 
scientific and engineering research and education successes XSEDE has enabled. These 
successes are an ongoing testament to the importance of our services to the research 
community.  
The Discussion of Strategic Goals and Key Performance Indicators (§3) provides the next level of 
detail in understanding project progress. It decomposes the strategic goals into subgoals and 
discusses progress toward each of the sub-goals using KPIs that, where possible, represent 
measures of impact to the communities XSEDE supports.  
These first three sections take a project-wide view. A more detailed analysis of progress from 
the view of the areas responsible for supporting each of the sub-goals—and contributing toward 
the KPIs associated with those sub-goals—is provided by looking at each of the areas of the 
project in the remaining sections (§4, §5, §6, §7, §8, §9). These sections also contain area 
highlights and Key Performance Indicators (KPIs) that are deemed important, along with links to 
corresponding sections of the XSEDE KPIs & Metrics wiki page. The metric tables on the wiki 
page contain definitions, descriptions, and collection methodology information about each 
metric in the tables. When a new metric is added, table cells from previous reporting periods 
will contain an asterisk (*) to designate that data for that metric was not being collected or 
reported at that time. Prior to the RY2 Annual Report we have reported on metrics at the Work 
Breakdown Structure Level 3. Based on feedback from reviewers and discussion with the 
Cognizant Program Officer, we have discontinued this to reduce duplication and improve 
readability of the document. 
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Note that XSEDE Project Years (PY) run September-August and Report Years (RY) run May-April. 
The table below lists the schedule for Reporting Periods (RP) within each RY, including RY1 and 
RY6 which are slightly altered due to a shorter RY1 and a longer RY6.  
 
 RP1 RP2 RP3 RP4 (Included in Annual Report) 
Typical Schedule 
 




Period doesn’t exist 
due to shortened 
first year. 
Sept. 1- Oct. 31, 
2016 (Abbreviated 
due to shortened 
year)  
 
Nov. 1, 2016- Jan. 
31, 2017  
Feb. 1- Apr. 30, 2017 





May 1- July 31, 2017 Aug. 1- Oct. 31, 2017 Nov. 1, 2017- Jan. 
31, 2018 
Feb. 1- Apr. 30, 2018 






May 1- July 31, 2018 Aug. 1- Oct. 31, 2018 Nov. 1, 2018- Jan. 
31, 2019 
Feb. 1- Apr. 30, 2019 






May 1- July 31, 2019 Aug. 1- Oct. 31, 2019 Nov. 1, 2019- Jan. 
31, 2020 
Feb. 1- Apr. 30, 2020 






May 1- July 31, 2020 Aug. 1- Oct. 31, 2020 Nov. 1, 2020- Jan. 
31, 2021 
Feb. 1- Apr. 30, 2021 






May 1- July 31, 2021 Aug. 1- Oct. 31, 2021 Nov. 1, 2021- Jan. 
31, 2022 
Feb. 1- Aug. 31, 
2022 (Longer 
period included in 
Final Report) 
 
It is anticipated that this report is read in electronic form (PDF) using Adobe Reader®. There is 
extensive cross-linking to facilitate referencing content across the document. In general, all text 
that has blue underlining (e.g., §2) is clickable. Clicking on the underlined text will take you to 
the referenced section. These are set up to facilitate moving back and forth between the high 
level discussions in §1 and §3, to more detailed discussions regarding specific project areas and 
financial information in §4, §5, §6, §7, §8, §9.  
As noted, this represents an ongoing effort at improvement, and we welcome comments on how 
to improve any and all aspects of our reporting process. 
At the beginning of the XSEDE project, a Project Execution Plan (PEP) was submitted to and 
approved by NSF. Content in this and all preceding Interim Project and Annual Reports 
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supersede information submitted in the original PEP. The most recent version of the PEP can be 
viewed in Appendix 18 of this report and on the wiki.1  
 
1 https://confluence.xsede.org/display/XT/XSEDE+Project+Execution+Plan  
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1. Executive Summary 
Computing across all fields of scholarship is becoming ubiquitous. Digital technologies underpin, 
accelerate, and enable new, even transformational, research in all domains. Researchers continue to 
integrate an increasingly diverse set of distributed resources and instruments directly into their 
research and educational pursuits. Access to an array of integrated and well-supported high-end digital 
services is critical for the advancement of knowledge. XSEDE (Extreme Science and Engineering 
Discovery Environment) is a socio-technical platform that integrates and coordinates advanced digital 
services within the national ecosystem to support contemporary science. This ecosystem involves a 
highly distributed, yet integrated and coordinated, assemblage of software, supercomputers, 
visualization systems, storage systems, networks, portals, gateways, collections of data, instruments, 
and personnel with specific expertise. XSEDE supports the need for an advanced digital services 
ecosystem distributed beyond the scope of a single institution and provides a long-term platform to 
empower modern science and engineering research and education. As a significant contributor to this 
ecosystem, driven by the needs of the open research community, XSEDE substantially enhances the 
productivity of a growing community of scholars, researchers, and engineers. XSEDE federates with 
other high-end facilities and campus-based resources, serving as the foundation for a national e-science 
infrastructure with tremendous potential for enabling new advancements in research and education. 
Our vision is a world of digitally-enabled scholars, researchers, and engineers participating in 
multidisciplinary collaborations while seamlessly accessing computing resources and sharing data to 
tackle society’s grand challenges. 
Researchers use advanced digital resources and services every day to expand their understanding of 
our world. More pointedly, research now requires more than just supercomputers, and XSEDE 
represents a step toward a more comprehensive and cohesive set of advanced digital services through 
our mission: to substantially enhance the productivity of a growing community of scholars, researchers, 
and engineers through access to advanced digital services that support open research; and to coordinate 
and add significant value to the leading cyberinfrastructure resources funded by the NSF and other 
agencies. XSEDE has developed its strategic goals in a manner consistent with NSF’s strategic plan, 
Building the Future: Investing in Discovery and Innovation - NSF Strategic Plan for Fiscal Years (FY) 2018 
- 20222, NSF’s strategies stated broadly in the Cyberinfrastructure Framework for 21st Century Science 
and Engineering3 vision document, and the more specifically relevant Advanced Computing 
Infrastructure: Vision and Strategic Plan4 document. Though the latter two documents are now out of 
date for the NSF, in the absence of documents that supplant them, XSEDE continues to use them for 
general guidance until such time as successor documents are released. It should be noted here that 
three draft documents under the collective heading of Transforming Science Through 
Cyberinfrastructure: NSF’s Blueprint for a National Cyberinfrastructure Ecosystem for Science and 
Engineering in the 21st Century, distributed by NSF’s Office Director for the Office of Advanced 
Cyberinfrastructure, are currently available for public comment.5 
 Strategic Goals 
To support our mission and to guide the project’s activities toward the realization of our vision, three 
strategic goals are defined: 
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Deepen and Extend Use: XSEDE will deepen the use—make more effective use—of the advanced 
digital services ecosystem by existing scholars, researchers, and engineers, and extend the use 
to new communities. We will contribute to preparation—workforce development—of the 
current and next generation of scholars, researchers, and engineers in the use of advanced 
digital services via training, education, and outreach; and we will raise the general awareness of 
the value of advanced digital services. 
Advance the Ecosystem: Exploiting its internal efforts and drawing on those of others, XSEDE will 
advance the broader ecosystem of advanced digital services by creating an open and evolving e-
infrastructure, and by enhancing the array of technical expertise and support services offered. 
Sustain the Ecosystem: XSEDE will sustain the advanced digital services ecosystem by ensuring 
and maintaining a reliable, efficient, and secure infrastructure, and providing excellent user 
support services. XSEDE will further operate an effective, productive, and innovative virtual 
organization. 
The strategic goals of XSEDE cover a considerable scope. To ensure XSEDE is delivering on its mission 
and to assess progress toward its vision, XSEDE has identified key metrics to measure its progress 
toward meeting sub-goals of each of the strategic goals. These Key Performance Indicators (KPIs) are a 
high-level encapsulation of XSEDE’s project metrics that measure how well each sub-goal is met. 
Planning is driven by XSEDE’s vision, mission, goals, and these metrics—which are in turn rooted in the 
needs and requirements of the communities served. 
The key concept is not that the KPIs themselves must have a direct causal effect on eventual 
outcomes, or measure eventual outcomes or long-term impacts, but rather that the KPIs are 
chosen so that actions and decisions which move the metrics in the desired direction also move the 
organization in the direction of the desired outcomes and goals. 
Table 1-1 below shows the project’s progress toward the three strategic goals and associated sub-goals 
in RY4. Status icons are used in the table as follows: 
 
A green status is defined as a strategic goal for which at least 90% of the targets 
for all KPIs are met. 
 
A yellow status is defined as a strategic goal within which at least 60% of the 
targets for all KPIs are met.  
 
A red status is a strategic goal with less than 60% of the KPI targets met.  
 
A white status indicates there are currently no metrics tracked for this sub-goal or 
there is not complete data for any of the metrics tracked. 
Multiple indicators represent a strategic goal that has sub-goals for which there is incomplete data or 
that have metrics not currently tracked. In these cases, the second indicator is a qualitative assessment 
of the status provided in lieu of sufficient data or a formal metric being in place. 
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Table 1-1: Summary of Key Performance Indicators (KPIs) for XSEDE. 
Status  Sub-goals KPIs 
Strategic Goal: Deepen and Extend Use (§3.1) 
 
Deepen use (existing 
communities) (§3.1.1) 
● Number of sustained users of XSEDE resources and services via the 
portal 
● Number of sustained underrepresented individuals using XSEDE 
resources and services via the portal 
● Percentage of sustained allocation users from non-traditional 
disciplines of XSEDE resources and service 
 
Extend use (new 
communities) (§3.1.2) 
● Number of new users of XSEDE resources and services via the portal 
● Number of new underrepresented individuals using XSEDE resources 
and services via the portal 
● Percentage of new allocation users from non-traditional disciplines of 
XSEDE resources and services 
 
Prepare the current and 
next generation (§3.1.3) 
● Number of participant hours of live training delivered by XSEDE 
 
Raise awareness of the 
value of advanced digital 
services (§3.1.4) 
● Grand (aggregate) mean rating of XSEDE User Survey user awareness 
items regarding XSEDE resources and services 
● Number of social media impressions over time 
Strategic Goal: Advance the Ecosystem (§3.2) 
 
Create an open and 
evolving e-infrastructure 
(§3.2.1) 
● Total number of capabilities in production 
 
Enhance the array of 
technical expertise and 
support services (§3.2.2) 
● Grand (aggregate) mean rating of XSEDE User Survey satisfaction 
items regarding XSEDE technical support services 
Strategic Goal: Sustain the Ecosystem (§3.3) 
 
Provide reliable, efficient, 
and secure infrastructure 
(§3.3.1) 
● Mean composite availability of core services (%) 
 
Provide excellent user 
support (§3.3.2) 
● Mean time to ticket resolution (hours) 
● Mean rating of user satisfaction with allocations process and support 
services 
● Percentage of research requests successful (not rejected) 
 
Operate an effective and 
productive virtual 
organization (§3.3.3) 
● Mean rating of importance of XSEDE resources and services to 
researcher productivity 
● Percentage of users who indicate the use of XSEDE-managed and/or 
XSEDE-associated resources in the creation of their work product 
 
Operate an innovative 
virtual organization 
(§3.3.4) 
● Percentage of Project Improvement Fund funded projects resulting in 
innovations in the XSEDE organization 
● Mean rating of innovation within the organization by XSEDE staff 
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In grasping the scope of XSEDE’s activities, it is perhaps useful to liken XSEDE’s integrated set of efforts 
to that of a physical center supporting advanced digital services and research computing. In this case, 
research computing resources are operated and funded by separate NSF awards to Service Providers 
(SPs). XSEDE provides central services to complement and integrate those SP awards and resources 
into a common ecosystem and provides these services more efficiently and cost-effectively for NSF and 
the user community. XSEDE coordinates and supports education and outreach (CEE), front-line and 
advanced user support (CEE and ECSS), allocations review and processing (RAS), operation of shared 
enterprise services (Operations), and well-designed strategies for resource integration (XCI), all guided 
by common practices, communication, and administration (Program Office). XSEDE activities are 
logically organized across L2 (Work Breakdown Structure Level 2) areas to eliminate duplication of 
effort and allow effective management and focus; however, as with a physical center, each area depends 
on and supports the others in successfully completing XSEDE's mission and goals. And like a physical 
center, all parts of XSEDE are bound into a coherent and more effective whole by a shared set of values 
of the XSEDE project that bring synergy to the project: 
• A focus on people: people are the most valuable resource in the pursuit of knowledge. XSEDE 
creates a strong sense of coherent community, connecting the research community and the 
technical expertise they partner with from XSEDE to harness a set of coherent services and 
infrastructure. 
• Raising awareness of the value of advanced digital services: given that effective integration and 
coordination of advanced digital services within the national ecosystem to support 
contemporary science by nature makes that integration and coordination less visible, it is 
precisely the rich set of less visible cross-connections among the activities of XSEDE that make it 
much more than the sum of its parts and much more effective in the support of science and 
education. 
• Integrating and helping expand effective use of the national cyberinfrastructure across 
disciplines and across campuses: XSEDE is driven to bring the capabilities of the advanced 
digital services ecosystem to scholars, researchers, and engineers across all domains. XSEDE 
aids academic institutions across the US by providing resources and enabling more effective use 
and integration of local resources as part of the national cyberinfrastructure, better leveraging 
local investments in CI. 
• A significant, persistent, secure, and reliable environment for conduct of research: the highly 
integrated nature of XSEDE enables a coherent approach to creating a trusted and protected 
environment that provides a long-term platform to empower modern science and engineering 
research and education. The long-term lifespan of XSEDE means that researchers can plan 
activities and count on years of use of resources and support from XSEDE. 
• Accountability and transparency: while XSEDE has organized in alignment with its strategic 
goals that provide primary focus for each of the organizational units of the project, it is only 
through the unified management of the project that full accountability and transparency can be 
realized given the underlying cross-dependencies and synergies of the organizational units. 
Shared values are a social construct that XSEDE has developed over many years working with all its 
stakeholders. These values, in conjunction with the effective cross-organizational management 
techniques developed by XSEDE, enable XSEDE not only to articulate a vision of the future, but to 
demonstrate the trusted and dependable leadership necessary to make that vision a reality for the 
community. 
 Summary & Project Highlights 
The XSEDE project continues to provide significant value to the national research community by 
enabling high-impact scientific advances across a broad range of disciplines. In XSEDE’s continuing 
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documentation of science success, a few key examples of efforts that have been enabled by XSEDE in 
conjunction with our Service Provider (SP) partners have been selected. These are highlighted in §2 of 
this report addressing research problems from a range of domains including: brain studies, 
understanding the solar system, storing telescope data, HIV replication, material properties, hearing 
and balance loss, cancer growth, computational chemistry, anti-COVID-19 agents, and improved battery 
life. A continually updated collection of these successes is documented on the XSEDE website.6 
Adding value and expanding the value of NSF’s investment in advanced computing for the research 
community, nationally and internationally, is the focus of the portion of the XSEDE mission statement 
which reads, “coordinate and add significant value to the leading cyberinfrastructure resources funded 
by the NSF and other agencies.” RY5 was filled with significant contributions to the research community 
by every area of the project. 
CEE continued to expand and enhance the Advanced Computing for Social Change (ACSC) program, 
which started in 2016.  As a result, there are now multiple informal learning opportunities that have 
adopted the ACSC approach: 1) Computing4Change, funded by the Association for Computing 
Machinery (ACM) Special Interest Group for High Performance Computing (SIGHPC) and XSEDE and co-
located with the annual International Conference for High Performance Computing, Networking, 
Storage, and Analysis, known as SC, 2) ACSC, co-located with the annual Practice and Experience in 
Advanced Research Computing (PEARC) conference, 3) Supporting Pacific Indigenous Computing 
Excellence (SPICE), a month-long immersive informal learning experience held at Chaminade 
University of Honolulu, initially funded by co-PI Gaither’s and Gomez’s NSF Includes grant and 
subsidized by XSEDE, 4) ACSC training for faculty, funded by Cahill’s and Akli’s NSF CyberTraining 
grant, and 5) CyberInfrastructure Research for Change, a 10-week research experience for 
undergraduates funded by Gomez’s and co-PI Gaither’s NSF REU Site proposal. This year’s ACSC faculty 
workshop was co-located with PEARC20 and had excellent participation and representation. The 
details of the event can be found in §4.  
New from CEE this year, Words matter!, XSEDE's commitment to fostering and promoting an inclusive 
environment for all users, staff, and the wider community extends to all language and terminology in all 
XSEDE materials. As a result of this commitment, XSEDE's Terminology Task Force was formed to 
review, address, and define processes to eliminate offensive terms in our materials. The task force 
compiled a living list of terms deemed inappropriate for use in our organizational areas. For each term 
the task force describes why it may be offensive, cites source materials in support, categorizes the term 
by type of bias, and provides suggested alternative language.  
XCI completed many outreach efforts in RY5 including presenting three posters and poster papers, 
leading a tutorial for use of containerized applications and virtual cluster systems on the Jetstream 
resource, and leading a panel session discussing campus integration to the national cyberinfrastructure 
environment at PEARC20. In addition, XCI embarked on a number of engagements with campuses in a 
remote, COVID-safe process, including working with multiple universities in the state of Oklahoma, an 
extended discussion with Arizona State University, and collaborations with Langston University and 
University of Central Oklahoma which extended the clustering toolkit and OpenOnDemand efforts. 
In addition to outreach activities, XCI increased and improved the XSEDE landscape by leading the 
onboarding of five Level 1 Service Provider (SP) resources and six Level 2 SP resources to XSEDE, and 
added a new comprehensive XSEDE Software Discovery service integrated into the Research Software 
Portal which significantly enhances the ability to discover and use: software and applications on XSEDE 
resources supported by HPC operators or by the community, hosted services provided by XSEDE or 
other members of the community, cloud images on Jetstream, cluster toolkits for campuses, packaged 
 
6 https://www.xsede.org/science-successes 
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software provided by XSEDE, and public container registries. Details on all XCI’s highlights can be found 
in §6.  
In Operations, the Data Transfer Services (DTS) team participated in PEARC20 by organizing a Birds of 
a Feather (BOF) session. Titled “Bridging the Data Transfer Gap,” this BOF was an open discussion 
between researchers, administrators, and network engineers. It focused on tools and services available 
to the community, as well as performance issues and how to address them. Much of what was shared 
are tools and techniques the DTS group relies on heavily. This BOF also shared some of the collective 
experience of the institutionally-diverse DTS team and was well attended with nearly 80 participants. 
Details on all Operation’s highlights can be found in §7.  
The RAS group continues to help the community increase the success rate for requests reviewed by 
XRAC. The success rate for the March 2021 XRAC reached a new high of 91% and raised the overall RY5 
success rate to 84.75% , just shy of the 85% target. In contribution to the COVID-19 efforts, RAS also 
supported the submission, review, and awarding of 123 COVID-19 HPC Consortium requests during 
RY5.  
RAS also completed a major XSEDE Accounting Service (XACCT) development effort with the 
deployment of the new API (application programming interface) version of the Account Management 
Information Exchange (AMIE) protocol. The legacy AMIE packet-exchange system was converted to a 
modern JSON (JavaScript Object Notation) and RESTful (REpresentational State Transfer) system. The 
resulting change is already making onboarding easier for the new Service Providers joining XSEDE 
during RY5 and will simplify support of the AMIE protocol in the future. Alongside this deployment, the 
team released a Python-based client library for the new API to further simplify implementation efforts 
by SPs. The team also provided workshops, tutorials, documentation, and other assistance to help SPs 
integrate with this new system. Details on all RAS highlights can be found in §8.  
In the Program Office, the Project Management & Reporting team presented a paper at PEARC20 on 
best practices in project management based on lessons learned from XSEDE project management, and 
the Evaluation team provided their services to many programs and events within the research 
community including PEARC20, the SPICE program, and a 5-day virtual residency workshop at 
University of Oklahoma. In addition, in the continued evaluation of XSEDE’s return on investment (ROI), 
a paper analyzing the ROI of project years 6-9 has been submitted to the journal Scientometrics. Details 
on all Program Office highlights can be found in §9. 
PY11 Program Plan Highlights 
As PY11 is the final year for the XSEDE project, there are three main priorities for all functional areas: 
1) Continue to provide high-quality services to the research community, 2) prepare for and complete 
the transition of appropriate services to the ACCESS awardees, and 3) gracefully shut down services 
that will not continue as part of the ACCESS project. It is the intent of the XSEDE team to continue full 
operations as close to the award end date as possible and to facilitate a seamless transition of services 
to ACCESS awardees up to the very end of the award. 
CEE priorities include facilitating training for new resources and expanding YouTube offerings; 
adopting more remote, asynchronous, and virtual delivery models; community building for broadening 
participation, campus engagement, education, and training; and programs using lessons learned from 
the COVID-19 pandemic. 
ECSS priorities include informing ECSS recipients of the end of the program and working with them so 
that they can continue to build on what they have learned from XSEDE. 
XCI priorities include working with the XSEDE ROI group to identify low user impact services that can 
be retired before the end of XSEDE; fix, enhance, and maintain deployed software and service 
components; and focus on virtual visits and engagements with campuses to facilitate application 
deployment and SP coordination activities. 
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Operations priorities include maintaining current services and transitioning those services to ACCESS 
awardees as appropriate. 
RAS priorities include continued support of the ongoing allocation process including XSEDE Resource 
Allocation Committee (XRAC) meetings and recruiting XRAC members, as needed. The RAS team will 
also solidify the production deployment of the modernized XACCT accounting service and continue to 
improve the XSEDE Resource Allocation Service (XRAS) by refining an updated meeting interface for 
XRAS Review, as guided by clients and users.  
Program Office priorities include continued focus on effective and efficient governance and 
management for the project, raising awareness of the impact of XSEDE, and the continuation of multiple 
evaluation activities XSEDE has led for years. In addition, emphasis will be placed on working with all 
WBS areas and subawards to ensure the project ends the year at “net zero” with all budgeted funds 
expended as anticipated. 
Details of each of the functional area priorities can be found in §4-9 of this report. In addition, details 
pertaining to the transition of services to ACCESS awardees can be found in the same section. 
 COVID-19 Contributions 
XSEDE continues to play a key role in the nation’s (and the world’s) response to the COVID-19 
pandemic. 
COVID-19 HPC Consortium:7 The Consortium continues to provide support to research addressing the 
COVID-19 pandemic. PI John Towns and RAS Allocations Process & Policies (APP) L3 Manager Ken 
Hackworth continue in their respective roles as previously described in the XSEDE RY4 Annual Report 
and Program Plan with updates in Interim Project Reports (IPRs) provided subsequently. During the 
just concluded Reporting Period the number of allocations made via the Consortium has continued at a 
rate of 0-2 proposals per week. As previously expected, as allocations made early in the process expire, 
new/supplemental requests are being submitted by the PIs. Also, as noted in previous reports, the 
Consortium has transitioned to “Phase II” which reflects guidance from the COVID-19 HPC Consortium 
Executive Board to more actively manage the portfolio of projects accepted by the Consortium. The 
Consortium is particularly, though not exclusively, interested in projects focused on: 
• Understanding and modeling patient response to the virus using large clinical datasets 
• Learning and validating vaccine response models from multiple clinical trials 
• Evaluating combination therapies using repurposed molecules 
• Epidemiological models driven by large multi-modal datasets 
Details are provided in a series of weekly reports submitted by Towns to NSF aggregating much of the 
information regarding not only efforts related to the Consortium, but also allocations made by other 
means. These should all be available in the record of the project at NSF and will not be repeated here.  
In total, as of April 30, 2021, the Consortium has received 196 requests through the XSEDE Resource 
Allocations System (XRAS) (9 new since the XSEDE IPR14). Of these, 101 (four new since IPR14) 
projects were provided access to resources with 45 (one new since IPR14) of these being allocated on 
NSF resources. A complete list of active projects provided access via the Consortium is available on the 
Consortium’s Active Projects page.8 All projects allocated via the Consortium on resources typically 




7 https://covid19-hpc-consortium.org/  
8 https://covid19-hpc-consortium.org/projects 
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2. Science, Engineering, & Program Highlights 
This section provides a select set of science and engineering highlights as well as program highlights 
from the community of researchers with whom we collaborate. These are drawn from the most recent 
reporting period (RP4 of RY5). A complete collection of highlights can be found on the XSEDE website.9  
  Virtual Brain Injury Study Identifies Key Factors in Nerve-Fiber Damage 
Whether from auto collisions, sports impacts, battlefield injuries, or other causes, traumatic brain injury 
(TBI) is a major cause of disability and death. More than 150 people in the U.S. die each day from 
injuries that include TBI, according to the Centers for Disease Control and Prevention. Engineers could 
design better ways of protecting us from TBI if we understood better how sudden shocks to the head 
translate to damage to nerve fibers in the brain.  
A team led by Rika Carlsen at Robert Morris University used the XSEDE-allocated Bridges platform at 
the Pittsburgh Supercomputing Center (PSC) to simulate head injuries at a higher level of detail and 
under more conditions than before, identifying key factors in causing strain to brain tissues (see Figure 
1).  
Despite a lot of research to understand TBI, we are still in the early days of unraveling its mysteries. 
Previous methods for estimating damage to the brain are not detailed or comprehensive enough.  
That's why Carlsen and colleagues at Brown University and the University of Wisconsin-Madison 
performed one of the most detailed and thorough series of computational simulations of brain injury to 
date to identify the type of head motions that are the most injurious. To run the massive, repeated 
simulations needed to tease out important factors for brain injury, they turned to the XSEDE-allocated 
Bridges platform at PSC. 
Carlsen's team used finite element analysis (FEA) to simulate the brain being stressed by a number of 
movements. This method splits the brain into pieces, so that the computer can do the math on 
individual pieces and then assemble these pieces into the whole brain. FEA is a way of approximating 
the entire brain. It's not an 
exact solution, but reduces the 
size of the computation so it's 
possible with modern 
supercomputers. 
While previous FEA 
simulations of brain injuries 
were in three dimensions, 
computing limitations forced 
them to split the brain into a 
small number of relatively 
large pieces. By splitting the 
brain into two-dimensional 
slices with 10,000 pieces, 
Carlsen's team was able to 
incorporate a high level of 
anatomical detail into their 
models without a significant 
increase in the computational 





Figure 1: The scientists' simulation of damage-causing strain to brain tissues for 
sudden movements in the coronal direction (swaying the head from shoulder to 
shoulder). When using a measure that captured strain in any direction (MPS, in 
figure a), the estimated damage (red) was more extensive than a measure that took 
into account the direction of nerve fibers (MAS, b). 
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simulation to look at how abrupt angular motions of the head—sagittal, as if nodding "yes"; axial, or 
shaking the head "no"; or coronal, swaying the head from shoulder to shoulder—affected the strain on 
nerve fibers. This allowed a finer resolution. They also repeated these simulations about 600 times, 
changing a number of factors to see how the virtual brain's tissues were stressed in each "injury."  
Bridges offered the power and speed that they needed for these repeated large simulations. The system 
also provided access to the commercial engineering software Abaqus, which meant that the researchers 
would not have to reprogram the FEA algorithms. 
The simulations identified both angular velocity (how fast the head is moving at an angle) and angular 
acceleration (the rate at which that velocity is increasing) as being important for predicting strain on 
brain tissues.  
Mapping their predictions to clinical measurements in papers by other researchers, Carlsen and her 
collaborators found that concussive sports injuries generally have higher predicted strain and strain 
rate in the brain than sports impacts that didn't cause concussion. This was an important real-life test 
that their simulations are on the right track. But the scientists will have to carry out more work to 
predict the extent of brain injury accurately. There may be other important factors or combinations of 
factors the scientists were not simulating, which will be the focus of future work. 
Different parts of the brain may be affected differently by the same movements. The nerve fibers in the 
white matter of the brain are more or less aligned in parallel but the gray matter does not contain 
aligned fibers. A measure of strain that takes these directions into account—called maximal axonal 
strain, or MAS—may be a better gauge of brain damage for the white matter. On the other hand, a 
simpler measure that takes into account the maximum strain in any direction—maximum principal 
strain, MPS—may capture damage to the gray matter adequately. In the Bridges simulations, using MAS 
versus MPS predicted different extents of damage from the same head movements. Future investigation 
will determine when each measure is appropriate. 
The team reported their results in the journal Brain Multiphysics in March 202110. Their initial findings 
encourage Carlsen and her colleagues that rapid prediction of brain injury with computational head 
models will be possible, offering engineers critical data on what kinds of shocks to the head their 
protective measures need to guard against. Upcoming work will include taking their detailed model to 
three dimensions, possibly simplifying the calculations using artificial intelligence on a more advanced 
computer such as PSC's new Bridges-2 platform, which just entered XSEDE-allocated production 
operations. 
Resources for this research were allocated via XSEDE allocation MSS150020 
 XSEDE Resources Lead to Better Understanding of Jupiter and Saturn 
The solar system's two largest planets, Jupiter and Saturn, received worldwide publicity on December 
21, 2020, as they glided closer than they've been since 1623. Visible around the globe, "The Great 
Conjunction" placed the two planets only 0.1 degree apart from one another. 
Typically, however, Jupiter and Saturn have been known to "keep their distance" from one another. 
And, understanding why these two planets have so much space between them was the focus of an 
Icarus journal article earlier this month. Born Eccentric: Constraints on Jupiter and Saturn's Pre-
Instability Orbits11 encompassed the analysis of supercomputer simulations by an international team of 
researchers – thanks to allocations from the National Science Foundation's (NSF) Extreme Science and 
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Comet at the San Diego Supercomputer 
Center at UC San Diego and Bridges at the 
Pittsburgh Supercomputing Center were 
used to run more than 6000 simulations 
(see Figure 2) to better understand the 
space between Jupiter and Saturn. The 
simulations' development and analyses was 
led by Carnegie Institution of Washington 
Postdoctoral Fellow Matthew Clement, who 
teamed with astronomer Sean Raymond of 
the Laboratoire d'Astrophysique de 
Bordeaux and several researchers from the 
University of Oklahoma, Rice University, 
and the Southwest Research Institute. 
"We are fairly certain that the giant planets, 
including Jupiter and Saturn, were born 
closer together than they are today and one 
challenge to determine how and why they 
are now so far apart is to better understand 
how Jupiter's orbit became so eccentric and elliptical (non-circular)," said Clement. "Historically, 
simulations that reproduce Jupiter's orbital shape tend to push Saturn too far out into the outer solar 
system, beyond where Uranus is today, so with our study, we used initial conditions consistent with 
hydrodynamical models of the giant planets forming in gaseous proto-planetary disks to more 
consistently generate Jupiter and Saturn-like orbits." 
While previous studies have assumed that Jupiter and Saturn were born in what is known as a 3:2 mean 
motion resonance (Jupiter went around the Sun three times for every two Saturn cycles), Clement's 
research considered an initial 2:1 resonance (two Jupiter orbits for every one of Saturn's). Thus, the 
planets formed further apart. 
Understanding how Jupiter and Saturn acquired their orbital shapes and mutual spacing may not seem 
like that big of a deal, but it turns out that the interplay of these two gas giants' orbits drive a good 
amount of the solar system's evolution as a whole. Jupiter itself makes up about two-thirds of all the 
total mass in planets, asteroids, and comets in the solar system. Meanwhile, Saturn comprises the 
majority of the rest of the material. 
"The orbital dance that Jupiter and Saturn perform today drive a myriad of dynamical effects in the 
solar system, and likely affected the Earth's growth in the past," explained Clement. "This helps us 
understand why Earth is a nice temperate and water-rich place where we can live, while Mars and 
Venus are quite inhospitable to life as we know it." 
Understanding Jupiter and Saturn in this manner also helps us compare our own system of planets to 
the large contingent of discovered exoplanets. Clement said that if we were observing our own solar 
system from afar, with current techniques, we would only be able to detect Jupiter and Saturn – not any 
of the other planets. However, when we look at the population of planets detected so far with masses 
similar to that of Jupiter and Saturn, their orbits look nothing like those in the solar system. 
Some systems host Jupiter-like planets on very short orbits, closer to the Sun than Mercury (the so-
called hot Jupiters). Others host Jupiter and Saturn-like planets on more distant orbits (like those of the 
actual Jupiter and Saturn), however their orbital eccentricities are extremely high (only comets have 
orbits this extreme in our solar system). The solar system exists in the curious "middle ground" 
between those last two types of systems.  
 
Figure 2: Comet provided researchers with a large number of 
cores so that they could run more than 6000 simulations related 
to the spacing of Jupiter and Saturn. They found that Jupiter and 
Saturn most likely formed with Jupiter making two orbits for 
every one of Saturn's, rather than a resonance of three Jupiter 
orbits for every two of Saturns, which most previous studies had 
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"Our work essentially tries to understand why we appear to be the ‘missing link' between these two 
types of systems, and our results indicate that this is because of Jupiter and Saturn formed in the 2:1 
resonance rather than a more compact chain like the 3:2," said Clement. "Because this is such a highly 
chaotic process, we would not have been able to take our project to this scale of thousands of 
simulations without Comet and Bridges." 
"The computational resources available to us through XSEDE were key to the success of our project, 
which I learned about through our campus champion Floyd Fayton," concluded Clement. "XSEDE really 
opens up all kinds of possibilities in terms of being able to investigate complex problems and new ideas 
– these resources provide an invaluable contribution to my field of science." 
Key funding for this research was provided by the National Science Foundation grant AST-1615975, 
NSF CAREER award 1846388, the NASA Astrobiology Institute solicitation NNH12ZDA002C and 
cooperative agreement number NNA13AA93A, and NASA grant 80NSSC18K0828. Time on Comet and 
Bridges were awarded via XSEDE allocation TG-AST200004. 
 Continuing Arecibo’s Legacy 
Millions of people have seen footage of the famed Arecibo radio telescope's collapse in December 2020. 
What they would not have seen from those videos was Arecibo's data center, located outside the danger 
zone. It stores the ‘golden copy' of the telescope's data — the original tapes, hard drives, and disk drives 
of sky scans since the 1960s. 
Now, a new partnership will make sure that about three petabytes, or 3,000 terabytes, of telescope data 
is securely backed up off-site and made accessible to astronomers around the world, who will be able to 
use it to continue Arecibo Observatory's legacy of discovery and innovation.  
Within weeks of Arecibo's collapse, the Texas Advanced Computing Center (TACC) entered into an 
agreement with the University of Central Florida (UCF), the Engagement and Performance Operations 
Center (EPOC), the Arecibo Observatory, the 
Cyberinfrastructure Center of Excellence 
Pilot (CICoE Pilot), and Globus at the 
University of Chicago. Together, they're 
moving the Arecibo radio telescope data to 
TACC's Ranch, a long-term data mass storage 
system. Plans include expanding access to 
over 50 years of astronomy data from the 
Arecibo Observatory, which up until 2016 
had been the world's largest radio telescope 
(see Figure 3). 
Ranch is an allocated resource of the 
Extreme Science and Engineering Discovery 
Environment (XSEDE) funded by the 
National Science Foundation (NSF). 
Researchers that are awarded an allocation 
on one of TACC's computational resources, 
such as Frontera, Stampede2, or Maverick2 
are also awarded a companion storage 
allocation on Ranch. 
"Arecibo data has led to hundreds of 
discoveries over the last 50 years," said 
Francisco Cordova, Director of the Arecibo 
Observatory. "Preserving it, and most 
 
Figure 3: Data from the collapsed Arecibo radio telescope are 
being safely moved and preserved to the Texas Advanced 
Computing Center of UT Austin. A multi-institutional 
partnership formed to safely transfer over three petabytes of 
data from 50 years of Arecibo sky scans. The data have helped 
scientists make Nobel-prize-winning discoveries about the 
heavens. This data move will ensure future generations of 
astronomers an opportunity to make new discoveries from 
Arecibo's data.  
(Credit: Arecibo Observatory). 
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importantly, making it available to researchers and students worldwide will undoubtedly help continue 
the legacy of the facility for decades to come." 
Since 2018, UCF has led the consortium that manages the Arecibo Observatory, which is owned and 
funded by the National Science Foundation (NSF). EPOC, a collaboration between Indiana University 
and the Energy Sciences Network (ESnet) funded by the U.S. Department of Energy's Office of Science 
(SC) and managed by Lawrence Berkeley National Laboratory, had itself partnered with UCF in 
profiling their scientific data movement activities a year prior to the collapse. 
"The collapse of the Arecibo Observatory platform certainly raised a sense of urgency within our team," 
said Julio Alvarado, Big Data Program Manager at Arecibo. The Big Data team was already working on a 
strategic plan for their Data Management and Cloud programs. Those plans had to be prioritized and 
executed with unprecedented urgency and importance. The legacy of the observatory relied on the data 
stored for the over 1,700 projects dating back to the 1960s. 
Alvarado's team reached out to UCF's Office of Research for help, which connected Arecibo to two NSF-
funded cyberinfrastructure projects, EPOC led by Principal Investigators Jennifer Schopf and Dave Jent 
from Indiana University, and Jason Zurawski from ESnet; and the Cyberinfrastructure Center of 
Excellence Pilot (CICoE Pilot) led by Ewa Deelman of the University of Southern California. 
"Migrating the entire Arecibo data set, well over a petabyte in size, would take many months or even 
years if done inefficiently, but could take only weeks with proper hardware, software, and 
configurations," said Hans Addleman, the Principal Network Systems Engineer for EPOC. The EPOC 
team provided the infrastructure skills and resources that helped Arecibo design their data transfer 
framework using the latest research tools and expertise. The CICoE Pilot team is helping Arecibo 
evaluate their data storage solutions and design their future data management and stewardship 
experience in order to make Arecibo's data easily accessible to the scientific community. 
As a result of Arecibo's limited Internet connectivity, the University of Puerto Rico and Engine-4, a non-
profit Coworking space and laboratory, are contributing to the data transfer process by allowing 
Arecibo to share their Internet infrastructure. Further, the irreplaceable nature of the data required a 
solution that would guarantee data integrity while maximizing transfer speed. This motivated the use of 
Globus, a platform for research data management developed and operated by the University of Chicago. 
The data transfer process started mid-January 2021. Currently, data is being transferred from Arecibo 
hard drives to TACC's Ranch system, recently upgraded to expand its storage capabilities to an exabyte, 
or 1,000 petabytes. 
Given time constraints and limitations in the networking infrastructure connecting the observatory, 
speed, security, and reliability were key to effectively moving the data. 
The Globus service addressed these needs, while also providing a means to monitor the transfers and 
automatically recover from any transient errors. This was necessary to minimize the chance of losing or 
corrupting the valuable data collected by the telescope in its 50+ years of service. 
The Globus service enabled the UCF and ESNet teams to securely and reliably move 12 terabytes of data 
per day. "Seeing the impact that our services can have on preserving the legacy of a storied observatory 
such as Arecibo is truly gratifying", said Rachana Ananthakrishnan, Globus executive director at the 
University of Chicago. 
The data travel over the AMPATH Internet exchange point that connects the University of Puerto Rico 
to Miami. It then uses Internet2 and the LEARN network in Texas to get to TACC in Austin. 
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 Getting to the Core of HIV Replication  
Viruses lurk in the grey area between the living and the nonliving, according12 to scientists. Like living 
things, they replicate but they don't do it on their own. The HIV-1 virus, like all viruses, needs to hijack a 
host cell through infection in order to make copies of itself.  
Supercomputer simulations supported by the National Science Foundation-funded XSEDE project have 
helped uncover the mechanism for how the HIV-1 virus imports into its core the nucleotides it needs to 
fuel DNA synthesis, a key step in its replication. It is the first example found where a virus performs an 
activity such as recruiting small molecules from a cellular environment into its core to conduct a 
process beneficial for its life cycle (see Figure 4). 
The computational biophysics research, published13 December 2020 in PLOS Biology, challenges the 
prevailing view of the viral capsid, long considered to be just a static envelope housing the genetic 
material of the HIV-1 virus. 
"To my knowledge, it's the first piece of work that comprehensively shows an active role of the capsids 
in regulating a very specific lifecycle of the virus, not only computationally, but also in in vitro assays 
and ultimately in the cells," said study co-author Juan R. Perilla, a biophysical chemist at the University 
of Delaware. 
The research team collaborated with several research groups, including experimental groups at the 
University of Pittsburgh School of Medicine and the Harvard Medical School. These groups validated the 
predictions from molecular dynamics (MD) simulations by using atomic force microscopy and 
transmission electron microscopy. 
"For our part, we used MD simulations," said lead author Chaoyi Xu, a graduate student in the Perilla 
Lab. "We studied how the HIV capsid allows permeability to small molecules, including nucleotides, IP6, 
and others." IP614 is a metabolite that helps stabilize the HIV-1 capsid. 
"Without supercomputers, the computational part of the study would have been impossible," added Xu. 
The challenge was that the biological problem of nucleotide translocation would require a longer 
timescale than would be possible to 
sample using atomistic molecular 
dynamics simulations. 
Instead, the researchers used a 
technique called umbrella sampling, 
coupled with Hamiltonian replica 
exchange. "The advantage of using this 
technique is that we can separate the 
whole translocation process into small 
windows," Xu said. In each small 
window, they ran individual small MD 
simulations in parallel on 
supercomputers. 
XSEDE awarded Perilla and his lab 
access to two supercomputing systems 






Figure 4: The HIV-1 virus has evolved a way to import into its core 
the nucleotides it needs to fuel DNA synthesis, according to research 
led by Juan R. Perilla at the University of Delaware. Using the TACC 
Stampede2 and PSC Bridges supercomputers, Perilla's team has 
shown for the first time that a virus performs an activity such as 
recruiting small molecules from a cellular environment into its core 
to conduct a process beneficial for its life cycle. Credit: Xu, et al. 
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Stampede2 at the Texas Advanced Computing Center (TACC); and Bridges at the Pittsburgh 
Supercomputing Center (PSC). 
"TACC and PSC have been extremely generous to us and very supportive," Perilla said. 
"When I transferred from Stampede1 to Stampede2, the hardware was a big improvement. At the time, 
we were fascinated with the Intel Xeon Skylake nodes. They were fantastic," Perilla said. 
"On Bridges, we took advantage of the high memory nodes. They have these massive memory machines 
with 3 and 12 terabytes of inline memory. They're really good for analysis. Bridges provides a very 
unique service to the community," he continued. 
Perilla related that the XSEDE Campus Champion program has also helped in his mission for training 
the next generation of computational scientists. The program enlists 600+ faculty and staff at more than 
300 universities to help students, faculty, and postdocs take full advantage of XSEDE's 
cyberinfrastructure resources. 
"We received an immense amount of help from our XSEDE Campus Champion, Anita Schwartz." Perilla 
said. "She helped us with everything that is related to XSEDE. We also took advantage of the training 
programs. The younger members of our lab took advantage of the training opportunities offered by 
XSEDE." 
The study, "Permeability of the HIV-1 capsid to metabolites modulates viral DNA synthesis," was 
published December 17, 2020 in the journal PLOS Biology. The authors are Chaoyi Xu, Brent Runge, 
Roman Zadorozhnyi, Tatyana Polenova, and Juan R. Perilla of the University of Delaware; Douglas K. 
Fischer, Jinwoo Ahn, and Zandrea Ambrose of the University of Pittsburgh School of Medicine; Wen Li 
and Alan N. Engelman of Harvard Medical School; Sanela Rankovic and Itay Rousso of the Ben-Gurion 
University of Negev; Robert A. Dick of Cornell University; Christopher Aiken of the Vanderbilt 
University Medical Center. This work was supported by the US National Institutes of Health grants 
P50AI1504817, P20GM104316, R01AI147890, R01AI070042, and R01AI107013. 
 MuST Program Implifies Predictions of Material Properties 
Materials science gives us substances with novel properties that enable new technologies. But 
engineering these materials can take tremendous computing power. 
An international collaboration in which a scientist in XSEDE's Extended Collaborative Support Service 
(ECSS) played a leading role has developed MuST (see Figure 5), a new, open-source supercomputing 
code that radically reduces the complexity of the calculations. MuST—named for the "multiple 
scattering theory" on which it's based—makes it possible to simulate samples of material large enough 
for real-world relevance in much less time. 
Materials science is important for making our 
world run better, and at less expense. Doping a 
silicon wafer with a small quantity of impurity 
atoms can change it from being an electrical 
conductor to an insulator to a semiconductor—
one of those miracle substances we take for 
granted but which make our computer-aided 
modern lives possible. Altering the ratio of 
atoms in a glass mixture can produce a nearly 
unbreakable smartphone screen. Changing the 
composition of a metal can make it stronger, 
lighter, or easier to manufacture and form to shape.  
The problem is, materials science is complicated. Particularly when a material has many different 
elements in it, understanding its properties—and how it can be engineered to do what we want—
 
Figure 5: Using the KKR-SPA method, the MuST software 
converts the complex surroundings of an atom in a random 
alloy (brass, an alloy of copper and zinc, in this case) to an 
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involves taking into consideration the interactions between each atom, its neighbors, their neighbors, 
and so on. This many-body problem, which is impossible to solve exactly, can be approximated to a high 
level of confidence with computers. But with the complicated rules of quantum chemistry that govern 
materials at the atomic scale, the complexity ramps up when you try to simulate more than a few atoms 
of a material. This is a problem, as small numbers of atoms may have different properties than the same 
material in real-world bulk. Particularly for disordered materials—some of the most promising and 
interesting materials for development—this complexity quickly pushes the problem beyond the point 
at which even the world's largest supercomputers can crunch it. 
Enter Yang Wang, senior computational scientist at PSC and ECSS consultant, and an international 
collaboration with the Oak Ridge National Laboratory, Universität Augsburg, University of the Chinese 
Academy of Sciences, Louisiana State University, and Middle Tennessee State University. They 
developed MuST, a software package that uses density functional theory (DFT) for ab initio 
investigation of disordered materials—that is, predicting materials' properties from first principles. 
Ab initio quantum chemistry methodology is a time-tested way to accurately predict the properties of a 
substance. It also helps lab scientists focus expensive real-world experiments on the most promising 
candidates, speeding development. But the computational cost of DFT calculations typically scales with 
the third power of the number of electrons—in other words, if computing the behavior of a given 
number of electrons in a material takes a certain amount of time and power to calculate, twice as many 
will take eight times as much, three will take 27 times as much and four times as many 64 times as 
much. This puts a tight limit on how many atoms can be simulated, since more atoms means more 
electrons. 
MuST takes advantage of locally self-consistent multiple scattering theory (LSMS) to simplify the 
problem. Instead of, say, calculating the interactions of an aluminum atom in an Al-Cr-Fe-Co-Ni alloy 
with each aluminum, chromium, iron, cobalt, and nickel atom nearby, it calculates those other atoms as 
a kind of average "soup" in which the aluminum atom sits. 
MuST's simplification, using a combination of the Korringa-Kohn-Rostoker and coherent potential 
approximation methods (KKR-CPA), reduces the complexity of the computation enormously. Instead of 
scaling to the third power, it scales with the number of electrons. Instead of 64 times the computing 
power enabling you to calculate four times as many electrons, it enables you to simulate 64 times as 
many.  
Initial work with MuST, which has been available to the general scientific community since December 
2019, has produced results as good as or better than those of gold-standard methods such as the 
coupled cluster single-double and triple or quantum monte carlo techniques, which require much more 
computing power. It also goes beyond the reach of those methods when large numbers of atoms 
(thousands or more) are involved. 
Goals for the future include incorporating the LSMS method with typical medium embedding, a 
different type of "soup" than used in the CPA method and which is designed to include physics that are 
not addressed by CPA. This would allow scientists to capture the metal-insulator transition phenomena 
driven by disorder in quantum materials, and integrate the Kubo-Greenwood formula into the package. 
This will, in turn, enable the investigation of electronic transport in disordered structures. The 
movement of electrons through a material underlies the phenomenon of electrical flow in pure metals 
but isn't nearly as well understood in materials with disorder caused by impurities or by alloying 
different metals. 
Scientists can download the program—and join the team to develop MuST—here15. 
Resources for this research were provided via XSEDE allocation DMR170016 
 
15 https://github.com/mstsuite/MuST 
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 Comet, Stampede2 Supercomputers Assist Study of Nearly 50,000 Brain 
Scans  
Since 2009, Daniel Tward and his collaborators at University of California Los Angeles and Johns 
Hopkins University have analyzed more than 47,000 images of human brains via MRI Cloud16—a 
gateway created to collect and share quantitative information from human brain images, including 
subtle changes in shape and cortical thickness. The latter was the topic of a recently published study in 
the journal Neuroimage: Clinical17 by Tward and his team.  
Entitled “Cortical Thickness Atrophy in the Transentorhinal Cortex in Mild Cognitive Impairment,” the 
study detailed new findings related to this particular area of the brain's thinning during the early stages 
of Alzheimer's disease and how it impacts mild cognitive impairment. 
"Until now, we haven't been able to measure these changes in living people," said Tward, assistant 
professor of computational medicine and neurology at the University of California Los Angeles. "By 
using supercomputers like Comet at the San Diego Supercomputer Center at UC San Diego and 
Stampede2 at Texas Advanced Supercomputing Center, we were able to study a large cohort of patient 
images over time." 
Specifically, Tward said he and his team used allocations from the National Science Foundation (NSF) 
Extreme Science and Engineering Discovery Environment (XSEDE) to access supercomputers that 
allowed for observation and quantification of thinning in the transentorhinal cortex (see Figure 6) in a 
pattern that agrees with autopsy results. Located in the temporal lobe of the brain, the transentorhinal 
cortex has been believed to be the first area impacted by Alzheimer's disease; however, until now, this 
was only able to be shown in autopsy results. 
He said that being able to confirm that this 
thinning of the transentorhinal cortex is 
caused by Alzheimer's could help clinicians 
provide patients with an earlier diagnosis, 
which is currently not diagnosed until 
autopsy. Additionally, the newfound discovery 
could result in shorter and less expensive 
clinical trials, which again allows for faster 
discovery and potential treatment for those 
suffering from Alzheimer's disease. 
Tward and his colleagues used XSEDE 
allocations on Comet and Stampede2 in 
conjunction with MRI Cloud, to analyze 
hundreds of large imaging volumes of human 
brains—with a focus on the transentorhinal 
cortex. "Reducing computation time from 
months to days allowed this complex 
neuroimaging project to be feasible," said 
Tward. "XSEDE provided us with a platform to 
exceed our expectations as we conducted a study with significant results for both academic researchers 





Figure 6: The transentorhinal cortex is shown as a pair of 
triangulated surfaces; the curved white lines represent 
cortical columns, which are used to accurately estimate 
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This work relied on allocations from XSEDE (ASC140026), which is supported by the NSF (ACI-1548562). 
The research was supported by the National Institutes of Health (P41-EB015909, R01-AG048349, RO1-
DC016784, and R01-EB020062). 
 Supercomputing the Secrets of the Inner Ear 
Marcos Sotomayor, a researcher in chemistry and biochemistry at The Ohio State University, and his 
colleagues are studying cadherin-23 (CDH23) and protocadherin-15 (PCDH15), two large proteins 
involved in hearing loss and balance disorders, using supercomputing resources allocated through the 
National Science Foundation-funded XSEDE Project.  
If a person lacks these proteins they cannot hear. And they won't have a sense of balance either because 
there won't be electrical signals coming from the inner ear for the brain to process," Sotomayor said. 
When sound vibrations reach the inner ear, fine protein filaments called tip links stretch and open 
cochlear hair-cell channels that trigger the electrical signals that mediate sensory perception. Similarly, 
vestibular hair cells use tip links to sense mechanical stimuli produced by head motions.  
Hearing turns physical movement into the electrical signals that make up the language of the brain. 
These signals translate vibrations into what we experience as sound," Sotomayor said. "The main 
prediction in this research is related to how you can transform sound into an electrical signal that your 
brain can understand. We're studying this at a molecular level. 
In a paper published in PNAS in October 202018, Sotomayor and team present multiple structures, 
models, and supercomputer simulations that depict the lower end of the tip link. Their work includes 
the complete PCDH15 ectodomain, which opens cochlear and vestibular channels to initiate signal 
transduction.  
These models show an essential connection between CDH23 and PCDH15 and various sites that are 
mutated in inherited deafness. The supercomputer simulations reveal how the tip link responds to the 
force from vibrations to mediate hearing and balance sensing. 
The inner ear (see Figure 7) is made up of the cochlea and the vestibular system. The cochlea is for your 
sense of hearing. The vestibular system 
is in charge of maintaining balance. In 
both cases, there is a mechanical 
stimulus, a pressure wave or motion 
that needs to be transformed into an 
electric signal. This happens within the 
sensory cells of the cochlea and the 
vestibular system, called hair cells 
because of hair-like structures that sit 
atop of the cells and form a bundle 
essential for hearing and balance. 
When the hair-cell bundle moves, the tip 
links stretch and open a channel. 
Charged ions rush in. That is the first 
electrical signal that the inner ear starts 
to process.  
The researchers expressed the proteins, 
crystallized them, and then sent these 





Figure 7: A diagram of the human inner ear. Credit: Marcos Sotomayor, 
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diffraction patterns and structures. Using these structures they built models with more than one million 
atoms to simulate using supercomputers. 
Sotomayor and team used the XSEDE environment, which organizes, integrates, and coordinates the 
sharing of advanced digital services, including supercomputers and high-end visualization and data 
analysis resources, to support science across the nation.  
The researchers relied upon the XSEDE-allocated Stampede2 system at the Texas Advanced Computing 
Center (TACC) and the Bridges system at the Pittsburgh Supercomputing Center to start to understand 
the dynamics of the tip-link proteins. 
We needed supercomputing resources to make a physics-based molecular simulation of the effect of 
sound on tip links," Sotomayor said. "In this paper, we were able to build a structural model of the 
entire PCDH15 ectodomain using simulations to test its strength and elasticity. 
The simulations are costly in terms of computing time. For instance, in some cases, the researchers ran 
the simulations for two to three months on the supercomputing resources. 
"Without these systems we wouldn't have been able to look at the dynamics of this filament. And we 
wouldn't have been able to build the model of the entire PCDH15 ectodomain," Sotomayor said.  
Sotomayor and his team are looking forward to the opportunity to scaling up their simulations to 
larger, more capable systems. "TACC now has the Frontera supercomputer, which can be applied for 
independently. Frontera is a system we'll definitely use in the future." 
This work was supported by the Ohio State University; the National Institutes of Health–National 
Institute on Deafness and Other Communication Disorders (R01 DC015271); and NSF’s XSEDE via 
allocation award MCB140226. The Ohio State researchers who worked on this study are Deepanshu 
Choudhary, Yoshie Narui, Brandon L. Neel, Lahiru N. Wimalasena, Carissa F. Klanseck, Pedro De-la-
Torre, Conghui Chen, Raul Araya-Secchi, Elakkiya Tamilselvan, and Marcos Sotomayor. 
 Comet Illustrates Mechanical Process of Cancer Growth 
According to the World Health Organization, one in six worldwide deaths have been attributed to 
cancer. However, these fatalities 
were not due to initial malignant 
tumors – the deaths were caused 
by the spread of cancer cells to 
surrounding tissues and 
subsequent tumor growth. 
These tissues, which consist 
largely of collagen, have been the 
focus of a recent collaborative 
study by a team from Stanford 
University and Purdue University. 
To accomplish their work, the 
researchers utilized National 
Science Foundation-funded 
XSEDE allocations on the Comet 
supercomputer at the San Diego 
Supercomputer Center, which is 
located on the UC San Diego 
campus. 
"Our code used for this study is 
computationally expensive, which 
 
Figure 8: Schematic of model system (left) and results of simulations 
showing deformation of collagen matrix (center and right) as cell 
undergoes division. Fcyto is constant inward force applied to the cell 
membrane near the cell equator to simulate cytokinetic ring contraction 
and Fls is force generated by cell during mitosis. Credit: T. Kim (Purdue), O. 
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means it takes lots of time to run one single simulation, and thanks to XSEDE and Comet we could run a 
large number of simulations simultaneously to explore a wide parametric space," said Taeyoon Kim, an 
associate professor at Weldon School of Biomedical Engineering at Purdue. 
"Nowadays, it is very challenging to find grants or funds that can be used for buying nodes or time on 
supercomputers although such computing power is essential for performing this research."  
The study (see Figure 8) describes the mechanical process of cell division beginning when a mother cell 
undergoes substantial changes in shape to segregate its chromosomes and other materials before 
cleaving itself into two daughter cells. Many studies by multiple scholars have focused on the biological 
aspects of cell division, but this research outlines the process from a mechanical standpoint in a recent 
Advanced Science19 journal paper entitled "Cellular Pushing Forces during Mitosis Drive Mitotic 
Elongation in Collagen Gels."20  
"Our study focused on cancer cell division as that is what drives the growth of primary and metastatic 
tumors," said Ovijit Chaudhuri, an associate professor of mechanical engineering at Stanford. "While the 
biology of cancer cell division has been studied in great detail, the mechanical aspects of how cells 
physically divide in tumors is less clear, and advancing understanding of this could lead to new 
therapies to treat tumors." 
Prior to this research, there had been no study of how cells physically divide in collagen gels. The 
researchers explored three mechanisms as possible ways for cells to generate the space they need to 
divide: mitotic elongation, external force generation (pushing), or matrix degradation. This study's 
findings singled out the pushing mechanism as the key factor in allowing mitosis to occur. 
"While this process has been studied extensively on petri dishes—or sheets of plastic—cells in our 
tissues have to do this while being surrounded by cells and a surrounding scaffold known as the 
extracellular matrix," explained Chaudhuri. "In our recent study, we report how the mother cell pushes 
on its surroundings during division in order to make space for the daughter cells." 
Chaudhuri and Kim worked with Sungmin Nam, who is currently a postdoctoral fellow of cell and tissue 
engineering at Harvard, and Yung-Hao Lin, a doctoral student in chemical engineering at Stanford, on 
this project. Kim was responsible for computational investigation of mechanical interactions between 
dividing cells and their surrounding environment. To obtain computational data, he required many 
simulations of model cells dividing in the collagen matrix and Comet provided a good option for their 
work. 
"XSEDE enables researchers like us to focus on interesting and impactful scientific problems by 
providing sufficient computational resources," Kim concluded. 
This work was supported by a Samsung scholarship to Nam, by a National Institutes of Health National 
Institute of General Medical Sciences R01 (1R01GM126256) to Kim, and by a National Institutes of 
Health National Cancer Institute award (R37CA214136) to Chaudhuri. This work used XSEDE allocation 
number ACI-1548562. The computations were conducted on the Comet supercomputer, which is 
supported by NSF award number ACI‐1341698, at SDSC. 
 MIT Researchers Use Machine Learning to Advance Computational 
Chemistry 
Even though computational chemistry represents a challenging arena for machine learning, a team of 
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Thanks to allocations from the National Science Foundation's (NSF) Extreme Science and Engineering 
Discovery Environment (XSEDE), they succeeded in developing an artificial intelligence (AI) approach 
to detect electron correlation—the interaction between a system's electrons—which is vital but 
expensive to calculate in quantum chemistry.  
AI-based methods, however, show promise in making electron correlation detection much more 
tractable while improving the throughput, or number of materials that can be analyzed, of such 
computations. 
Using Comet at the San Diego Supercomputer Center at UC San Diego and Bridges at the Pittsburgh 
Supercomputing Center, Professor Heather Kulik and her MIT colleagues developed several unique 
artificial neural network models, which are published in the Journal of Chemical Theory and 
Computation21 and the Journal of Physical Chemistry Letters22. These simulations could help advance 
an array of new materials with predictive modeling (see Figure 9). 
"In these two papers, we first 
developed supervised models to 
predict high-quality, high-cost 
diagnostics of strong correlation at low 
computational cost," said Kulik, a 
computational chemist and chemical 
engineering professor at MIT. "We 
overcame the fact that diagnostics 
seldom agree to build a consensus-
based classifier model, so we used 
various low- and predicted high-cost as 
inputs to the virtual adversarial 
training of an artificial neural network 
model in what we believe to be the first 
semi-supervised learning model 
applied to computational chemistry."  
The simulations showed how certain 
strong correlations could be present in 
some, but not other, molecules typically 
explored during high-throughput 
screening of materials. This allowed the 
researchers to identify when more 
affordable computational models 
would be predictive. 
Using machine learning, the models were able to make the predictions for strong correlation in the 
materials at a much lower computational cost than conventional methods, potentially accelerating the 
search for materials in a range of applications, such as finding drug-like compounds for treating 
diseases or new materials for improving batteries. 
"This type of machine learning model is uniquely suited to this multi-stage approach because it is 
robust and stands up to noisy/erroneous inputs," further explained Fang Liu, an NSF Molecular 






Figure 9: Multi-reference character of 3,165 structures as evaluated by 
two of the 15 diagnostics used by experts in the field, nHOMO[MP2] (top 
left) and C02 (top right). Bottom panels show all 15 diagnostics displayed 
using the uniform manifold approximation and projection (UMAP), with 
the bottom/top 10% for the two metrics shown as solid blue/red circles. 
This machine learning approach makes it possible to predict multi-
reference character and determine whether computationally inexpensive 
techniques such as density functional theory (DFT) are sufficient. Credit: 
Kulik et al, MIT. 
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theoretical chemistry codes to conduct our studies and that would not have been possible without 
Comet and Bridges." 
The team's workflow, MultirefPredict24, interfaced with at least three electronic structure codes and 
used both central processing units (CPUs) and graphics processing units (GPUs) on Comet and Bridges. 
"Due to our complex requirements, having resources where we could set up workflows to run in an 
interoperable manner with different codes was very helpful for us," said Kulik, who also teaches a 
course on XSEDE resources. "Using XSEDE supercomputers firsthand allowed me to think about ways I 
can teach students who may just be learning computational chemistry to complement their 
experimental research for ways that they can use not only now but in the future."  
This research was primarily supported by the U.S. Department of Energy (DE-SC0018096). Access to 
Comet and Bridges was provided by XSEDE (CHE140073). 
 Rapid ID of Potential Anti-COVID-19 Agents Powered by XSEDE 
A team from Carnegie Mellon University has developed a new computational pipeline for greatly 
speeding up identification of possible anti-COVID candidates using artificial intelligence (AI) on the 
XSEDE-allocated Bridges-AI system at the Pittsburgh Supercomputing Center (PSC). They used this tool 
to screen about five billion chemical compounds to select a small number of candidates for combating 
the disease, thousands of times faster than possible with previous methods.  
The success, so far, of the rapid COVID-19 immunization effort serves to hammer home a lesson we had 
all already learned. Namely, in some medical research scenarios, speed is every bit as important as 
accuracy. 
To help people who are infected before they can get vaccinated, those who medically can't be 
vaccinated and as a backstop for the vaccine, scientists are also still searching for medications that can 
disrupt the SARS-CoV-2 virus's life cycle. That effort, too, needs to be fast as well as good. One method 
for finding new COVID-19 drugs is to simulate the interactions of candidate molecules with the target 
proteins that the virus needs to infect people. This saves the prohibitive time and expense of lab-testing 
every candidate by allowing scientists to test only the most promising. But the standard method of 
simulating large proteins with candidate 
drugs depends on the complex rules of 
quantum chemistry. This takes enormous 
computing power. It typically requires 
weeks to test a library of molecules. 
Olexandr Isayev of Carnegie Mellon 
University wondered whether it would be 
possible to use the power of AI to 
supercharge that search. Working with 
colleagues at the University of North 
Carolina Chapel Hill, where he began the 
effort, and the University of Florida, he 
turned to XSEDE to make it work (see 
Figure 10). 
A flavor of AI called deep neural networks (DNN) has been incredibly successful in many applications. 
DNNs running on graphics processing units, or GPUs, have fueled a revolution in the ability of AI to 
recognize objects in images, read texts, etc. But the quantum chemistry of large molecules relies on a lot 




Figure 10: Covid protease with an inhibitor molecule (light blue) in 
the active site. 
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Work by other scientists has created quantum-based neural network potentials (NNPs) that can make 
accurate predictions for specific combinations of molecules. These tools are tens of thousands of times 
faster than classical quantum computations. But they have no ability to generalize. Present them with 
another set of molecules, and they'd be nearly useless. 
Isayev and his colleagues had an idea to simulate the molecules in a way that avoided the massive 
quantum computations. Their plan would speed the computation by offloading the complexity onto a 
large database of molecular characteristics. It would require both the speed of GPUs and massive data 
handling capability. The Bridges-AI system at PSC was perfect for the work. It was designed from the 
outset for leading-edge speed in GPU-based AI training. It also offers Big Data capabilities through its 
confederation with the larger Bridges platform. The scientists gained access to Bridges-AI through an 
allocation from XSEDE via the COVID-19 HPC Consortium.25 
The scientists used Bridges-AI to train and test their tool, called ANI (short for ANAKIN-ME, Accurate 
NurAl networK engINe for Molecular Energies). First, a large library of molecules will be parameterized 
using AI-accelerated quantum mechanical methods to prepare it for subsequent structure-based 
automated virtual screening. Then the second AI model is trained how to predict interactions between 
drugs known to be effective against SARS-CoV-2 with three target proteins—two from the virus, one 
from human cells. By trial and error, this pipeline pruned connections between "layers" of neurons 
inside the neural networks reacting to specific characteristics of the molecules until it reproduces the 
known interactions. Then the team tested the model against another set of known drugs, this time 
without the model "knowing" the answers ahead of time. Going back and forth between training and 
testing, the scientists honed the program's ability to predict interactions accurately. 
In a final computational step, the team used their AI on several databases containing about five billion 
chemical compounds, including antiviral compounds and FDA-approved or investigational drugs. In just 
a day, ANI narrowed the field by predicting which were most likely to interfere with the target proteins 
in a way that would block infection. Top hits from the screening will be used for experimental 
validation in the partner labs.  
Isayev and his colleagues made datasets of structures and properties of the most promising anti-COVID 
agents—20,000 antiviral compounds and FDA approved drugs—freely available to the research 
community.26 They also entered in the European Union's COVID Challenge project.27 In the next step of 
that competition, several groups of lab scientists are working on synthesizing and testing the 
compounds in virus-related tests. The work was also recognized by an Editors' Choice Award from 
HPCWire, a leading publication in the high-performance computing field, for "Best Use of High-
Performance Data Analytics & Artificial Intelligence" during the virtual 2020 International Conference 
for High Performance Computing, Networking, Storage and Analysis (SC20). 
Isayev's team is also preparing a paper on the work for submission to a peer-reviewed journal. You can 
read an earlier paper on their development of ANI.28 29 
Computational resources were provided via XSEDE allocation CHE200122 with additional support via 
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 XSEDE-Allocated Supercomputers Advance Longer-Lasting, Faster-Charging 
Batteries 
In an effort to curb the rise in overall carbon vehicle emissions, the state of California recently 
announced a plan to ban new sales of gasoline-powered vehicles in less than 15 years—if the current 
governor's order30 holds strong.  
Now, thanks to supercomputers funded by the National Science Foundation such as Comet at the San 
Diego Supercomputer Center (SDSC) at UC San Diego and Stampede2 at the Texas Advanced Computing 
Center (TACC), the research community has been making progress on developing more reliable and 
efficient electric cars, by focusing on the batteries that power them. 
Three such university teams that recently utilized allocations from the Extreme Science and 
Engineering Discovery Environment (XSEDE) initiative include researchers from UC San Diego, 
Washington University in Saint Louis, and Washington State University. 
This new Li3V2O5 anode (see Figure 11), which is a safer alternative to the typical graphite anode 
found in today's lithium-ion batteries, 
was the focus of Ong's recent 
publication in the journal Nature31. 
The study was co-authored by UC San 
Diego's Sustainable Power and Energy 
Director Ping Liu, who explained that 
this new anode approach can be 
cycled for more than 6,000 times with 
negligible capacity decay, and can 
charge and discharge energy rapidly, 
delivering over 40 percent of its 
capacity in 20 seconds. 
This means that future lithium-ion 
batteries could provide greater than 
70 percent more energy than current 
ones.  
"This Comet-enabled computational 
discovery points the way to other 
anode materials operating under the same mechanism," said Shyue Ping Ong, associate professor of 
nanoengineering at UC San Diego. "Access to high-performance computing resources obviates the need 
for my group to buy and maintain our own supercomputers so that we can focus on the science." 
Another possibility for more efficient electric car power is the lithium-air battery (Li-air), which would 
be an attractive alternative as it converts oxygen in the air to electricity. While it is not on the market, it 
could be more popular by offering some of the highest specific energies—energy per kilogram of 
battery—and therefore can increase a vehicle's range per charge. 
Researchers such as Rohan Mishra at Washington University in Saint Louis, along with collaborators at 
University of Illinois Chicago, have recently made great strides with their work by creating new two-
dimensional alloys that enable highly energy-efficient Li-air batteries with excellent stability over 






Figure 11: Li migration mechanisms with low energy barriers 
(computed using Comet supercomputer). These low barrier 
pathways result in high-rate capability (power) in the disordered 
rock salt Li3V2O5 anode. The abbreviations t-t and t-o-t refer to 
pathways involving tetrahedral (t) and octahedral (o) symmetry 
sites. Left figure illustrates unit cell (red spheres indicate O, blue 
sphere tetrahedrally coordinated Li and green sphere octahedrally 
coordinated Li/V). Bar charts show energy barriers for cooperative 
mechanisms involving hopping of multiple Li ions (x~0) and non-
cooperative mechanisms involving hopping of a single Li ion (x~2). 
Credit: Shyue Ping Ong and Ping Liu, UC San Diego. 
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"Lithium-air batteries can provide high-energy density that makes them excellent for electric cars," said 
Rohan, a computational materials scientist and assistant professor of mechanical engineering and 
materials science. "We have just synthesized several alloys that would allow for great progression in 
the development of these batteries to be feasible for manufacturing. These alloys were synthesized with 
guidance from intensive calculations completed on Stampede2 at TACC and Comet at SDSC." 
Now that Mishra and his colleagues have a better grasp on how these alloys react with one another, 
they will focus on further improving the energy efficiency of these batteries. 
Mishra and his colleagues published their latest findings in the Advanced Materials32 journal. 
More recently, thanks to XSEDE allocations on Stampede2 and Comet, Mishra's team identified a family 
of rare compounds called electrides that can enable stable and rechargeable fluoride ion batteries. 
These findings were published in the Journal of Materials Chemistry A33 and more information can be 
found in the article from Washington University.34 
Although lithium-sulfur batteries have been available for many years, they are slow to charge and must 
be frequently replaced. The high theoretical capacity, energy density, and low cost of sulfur has drawn 
more attention to this battery type as a potential "answer" to the future of electric-powered vehicles. 
"Lithium-sulfur batteries hold great promise to meet the ever-increasing demands for high energy 
density power supplies," said Jin Liu, associate professor of mechanical and materials engineering at 
Washington State University. "Our recent study demonstrated how slight molecular changes to current 
designs can greatly improve battery performance.” 
Liu's study, published in Advanced Energy Materials,35 included experiments that were first simulated 
using XSEDE allocations on Comet and Stampede2. The molecular-scale detailed simulations and follow-
up experiments showed that short-branched proteins (proteins composed from short-length amino 
acid residues) were much more effective in absorption of polysulfides compared with long-branched 
proteins, suppressing shuttling of polysulfides and resulting in increased battery performance. 
"The proteins, in general, contain a large number of atoms and the protein structures are extremely 
complex," said Liu. "The molecular simulations of such systems are computationally extensive and only 
possible using supercomputers such as Comet and Stampede2." 
Computational resources were provided by XSEDE allocation DMR150014. 
 PSC’s Bridges-2 and SDSC’s Expanse Now Allocable by XSEDE 
Bridges-2 is an NSF Category I (Award #1928147) 
supercomputing platform designed to provide 
researchers with massive computational capacity 
and the flexibility to adapt to the rapidly evolving 
field of data- and computation-intensive research, 
particularly in the confluence of Big Data and 
artificial intelligence. Bridges-2 will create 
opportunities for collaboration and convergence 
research. It supports both traditional and rapidly 
evolving research communities and applications. 
Bridges-2 will continue to integrate new 
technologies for converged, scalable HPC, artificial 
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researcher productivity and ease of use, providing an extensible architecture for interoperation with 
complementary data-intensive projects, campus resources, and clouds. Bridges-2 comes as a 
replacement for PSC's former Bridges machine, which was officially retired on February 15, 2021. Users 
who wish to gain access to Bridges-2 should make a request in the upcoming March 15-April 15 XSEDE 
Research Allocation request period.  
SDSC's Expanse 
Expanse, also an NSF Category I Award (NSF 1928224), is a new supercomputer designed to advance 
research that is increasingly dependent upon heterogeneous and distributed resources. Expanse 
entered production on December 7, 2020. With a peak speed of 5 Petaflop/s, Expanse nearly doubles 
the performance of its SDSC forerunner, Comet (slated for retirement in July 2021), with next-
generation processors and NVIDIA's GPUs. Expanse increases throughput of real-world workloads by a 
factor of at least 1.3 for both CPU and GPU applications relative to Comet, while supporting an even 
larger and more diverse research community. Expanse's GPU-accelerated nodes provide a much-needed 
GPU capability to the user community, serving both well-established applications in areas such as 
molecular dynamics as well as rapidly growing demand for resources to support machine learning and 
artificial intelligence. Expanse also offers two innovative capabilities: support for direct integration with 
public cloud; and composable systems. Users interested in these should contact XSEDE for additional 
information. Users who wish to try Expanse can request allocations through normal XSEDE allocation 
channels, including the upcoming March 15 - April 15 allocation cycle. Users transitioning from Comet 
should consult the Expanse documentation36 as the system is the first XSEDE system to offer the new 
AMD EPYC 7742 (Rome) processors. More information is also available in the Comet to Expanse 
Transition Tutorial,37 and in the upcoming Comet to Expanse Transition Tutorial38 on March 4, 2021. 
 
 NCSA’s Delta Supercomputer to be Allocable by XSEDE this Summer 
The new system, geared towards GPU computing, will be open for nationwide XSEDE allocations 
starting in June for projects beginning in fall 2021.  
Delta, a $10 million National Science Foundation-funded advanced computing system housed at the 
National Center for Supercomputing Applications at the University of Illinois, will soon be accessible to 
researchers across the country via XSEDE allocation. 
Using a design that leverages graphics 
processing units (GPUs) in combination with 
CPU architectures well-suited for scientific 
computing, Delta will be particularly suited to 
evolving research needs that heavily rely on 
GPU-intensive activities. Delta will be the most 
performant GPU-based NSF resource at its 
launch, unlocking cutting-edge capabilities for 
researchers nationwide, regardless of location, 
via XSEDE. 
"Everyone at NCSA is excited to get Delta up and 
operational for the NSF community," said Tim 
Boerner, Deputy Project Director for both the 
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looking system in a number of different ways, such as the focus on science gateways support, improved 
accessibility, the relaxed-POSIX file system we have planned, and of course the massive amount of GPU 
computing performance this system will add to the XSEDE allocations pool." 
Delta's first allocations are expected to be made during the June XSEDE Resource Allocation Committee 
(XRAC)39 meeting, with jobs scheduled to go into production in fall of this year. Delta was one of five 
NSF-funded systems awarded last summer, all of which will be partially allocated by XSEDE.40 
Read more about Delta below, and dive into the system's specifications here.41 
NCSA will integrate Delta into the national cyberinfrastructure ecosystem through the Extreme 
Science and Engineering Discovery Environment and partner with the Science Gateways 
Community Institute42 to provide platform access serving a broad range of needs. Boasting a non-
POSIX file system with a POSIX-like interface, Delta allows applications to reap the benefits of 
modern file systems without rewriting code. And the Delta team will advance accessibility, 
providing greater usability of the interfaces by the widest possible audience, and in helping 
emerging research areas, such as computational archaeology and digital agriculture, take 
advantage of new computing methods. 
Delta will provide ample professional development opportunities to adapt research applications to 
more optimally use its key features. Researchers who currently have GPU projects or are 
considering migrating to GPU architectures will find ready assistance in migrating the work to 
Delta. 
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3. Discussion of Strategic Goals and Key Performance Indicators 
The strategic goals of XSEDE (§1.1) cover a considerable scope. Additionally, the specific activities 
within XSEDE’s scope are often very detailed; therefore, to ensure that this significant and detailed 
scope will ultimately deliver and realize the project’s mission and vision, the three strategic goals are 
decomposed into components or sub-goals to be considered individually.  
In determining the best measures of progress toward each of the sub-goals, KPIs that correlate to 
impact on the scientific community are used. These often pair measurements of outcome with an 
assessment of quality or impact to provide both a sense of scope and significance of the supporting 
activities. 
 Deepen and Extend Use 
XSEDE will 1) deepen the use—make more effective use—of the advanced digital services ecosystem by 
existing scholars, researchers, and engineers and 2) extend the use to new communities. XSEDE will 3) 
contribute to preparation—workforce development—of scholars, researchers, and engineers in the use 
of advanced digital technologies via training, education, and outreach; and XSEDE will 4) raise the 
general awareness of the value of advanced digital research services.  
3.1.1. Deepening Use to Existing Communities 
XSEDE engages in a range of activities that serve to deepen use including identifying new technologies 
and new service providers, evolving the e-infrastructure, and enhancing the research prowess of 
current and future researchers. However, the ongoing use of resources and services available via XSEDE 
is the key indicator of this deepening use. As a result, the project has chosen three KPIs (Table 3-1) that 
together measure the ongoing engagement with the community with an emphasis on exposing the 
diversity of those consuming these services: 1) number of sustained users of XSEDE resources and 
services via the portal, 2) number of sustained underrepresented individuals using XSEDE resources 
and services via the portal, and 3) percentage of sustained allocation users from non-traditional 
disciplines of XSEDE resources and services.  
Table 3-1: KPIs for the sub-goal of deepen use (existing communities). 





services via the 
portal1 
RY6 4,500/ qtr      
CEE (§4) 
RY5 4,500/ qtr 4,644 4,489 4,494 5,280 7,014 
RY4 3,500/ qtr 4,137 4,728 4,070 4,615 6,578 
RY3 3,500/ qtr 4,196 4,089 3,099 4,864 6,851 
RY2 3,000/ qtr 3,962 3,754 2,488 3,020 4,527 





RY6 1,000/yr      CEE (§4) 
RY5 1,750/ yr 831 805 763 1,013 1,266 
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services via the 
portal1 
RY4 1,750/ yr 625 809 564 705 1,014 
RY3 1,500/ yr 529 509
1 343 636 1,818 
RY2 1,500/ yr 490 408 296 402 1,053
1 
















RY5 33%/yr 23.2 23.8 24.9 26.0 33.3 
RY4 22%/yr 21.1 22.7 23.0 23.5 30.4 
RY3 20%/qtr 22.1 20.7 25.8 22.7 22.8 
RY2 * 21.5 20.4 21.1 21.0 21.0 
RY1 * * 18.2 19.9 18.6 18.9 
1 The totals of these KPIs do not equal the sum of the data from each reporting period because one person could be counted as 
a sustained user/individual in more than one reporting period if they continue to log in for multiple reporting periods; 
however, they will only be counted once in the total. 
Users with pre-existing awareness and prior experience with XSEDE continue to leverage XSEDE 
services and resources to support their research and teaching. The target for the number of sustained 
users of XSEDE resources and services via the portal was increased from the RY4 target of 3,500 per 
quarter to an RY5 target of 4,500 per quarter. In RY5, sustained usage continued to be robust, exceeding 
the target in RP1, slightly missing the target in RP2 and RP3, and significantly exceeding the target in 
RP4. This year, XSEDE supported its highest number of sustained users. Despite lower than anticipated 
results in RY4 for sustained usage by URM users, the annual target was maintained for RY5 at 1,750. 
The annual number of sustained URM users did increase from the previous year, and there was a 
substantial increase in the last reporting period of RY5. However, the growth of sustained usage by 
researchers from URM groups is fragile and more easily disrupted. Many of the URM researchers are 
the newest users and are located at teaching-intensive institutions where the teaching mission is the 
priority and research is conducted as time permits. 
The percentage of sustained users from non-traditional disciplines hit the annual target of 33%. This is 
based on a 12 month measurement; the 3-month reporting period measurements shown in the above 
table are orientative only, since allocated grants (projects) can meet the sustainability criteria in 
multiple reporting periods, and the number of users on a given project will vary over time.  
PY11 Activities 
As this is the last year of XSEDE, some uncertainty exists in the XSEDE user community. Historically, 
usage declines during the transition from one project to another, as some portion of the research 
community waits to see what the new award will offer and support. To account for this, the target for 
the KPI “Number of sustained users of XSEDE resources and services via the portal” will not be 
increased, and the target for the KPI “Number of sustained underrepresented individuals using XSEDE 
resources and services via the portal” is being reduced. The lingering effects of the pandemic and the 
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uncertainties associated with the transition to the new award are anticipated to have a greater impact 
on the researchers from historically underrepresented communities. 
For the KPI “Percentage of sustained allocation users from non-traditional disciplines of XSEDE 
resources and services,” the target will remain the same in RY6 as in RY5. 
3.1.2. Extending Use to New Communities 
New communities are defined as fields of science, industry, and underrepresented communities that 
represent less than one percent of XSEDE Resource Allocation Committee (XRAC) allocations. The Novel 
& Innovative Projects (NIP) team and the Broadening Participation team both work to bring advanced 
digital services to new communities. XSEDE measures both the number of new users and the number of 
new users on research projects from underrepresented communities and non-traditional disciplines of 
XSEDE resources and services as the indicators of progress (Table 3–2) 
Table 3-2: KPIs for the sub-goal of extend use (new communities). 
KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
Number of new 
users of XSEDE 
resources and 
services via the 
portal 
 
RY6 2,500/qtr      CEE (§4) 
RY5 2,500/qtr 2,157 2,612 1,972 2,211 9,050 
RY4 3,000/qtr 2,415 3,209 2,365 3,089 11,078 
RY3 3,000/qtr 1,905 2,763 2,5271 2,757 9,952 
RY2 2,000/qtr 2,305 2,813 2,346 2,917 10,381 
RY1 >1,000/qtr * 1,973 1,849 2,359 6,181 




and services via the 
portal 
RY6 200/qtr      CEE (§4) 
RY5 250/qtr 301 159 188 219 998 
RY4 175/qtr 380 332 214 400 1,326 
RY3 200/qtr 134 155 129 238 656 
RY2 150/qtr 251 175 222 234 882 
RY1 100/qtr * 150 135 240 525 




disciplines of XSEDE 
resources and 
services 
RY6 35%/yr      ECSS (§5) 
 
RY5 35%/yr 30.1 35.0 39.7 35.4 40.0 
RY4 35%/yr 26.4 37.1 33.4 38.4 34.8 
RY3 30%/yr 33.1 26.0 38.7 32.5 32.8 
RY2 * 24.8 26.0 26.6 33.9 27.8 
RY1 * * 21.8 24.9 31.0 25.7 
In RY5, both the number of new users and new URM users declined. Both KPIs only met their target in 
one reporting period this year. The most successful mechanisms for recruiting new users are through 
in-person conference exhibiting, campus visits, and in-person training events offered by XSEDE and 
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Campus Champions, all of which were significantly impacted due to COVID-19 shutdowns and 
subsequent travel restrictions. Hence, the low numbers of new users and new URM users is a direct 
reflection of the lack of in-person opportunities for recruitment due to conferences being virtual and 
campuses going online. Though the Broadening Participation team exhibited at the virtual Association 
for Computing Machinery (ACM) Tapia Celebration of Diversity in Computing and the Society for 
Advancement of Chicanos/Hispanics and Native Americans in Science (SACNAS) National Conference, 
the level of interaction was poor in comparison to in-person exhibiting. The Emerging Researchers 
National Conference was cancelled. These three conferences historically have resulted in excellent 
contacts that led to in-person campus visits and training events. Though the virtual training events 
were well received, new user recruitment is most successful when in-person.  
The percentage of new users from non-traditional disciplines exceeded the annual goal of 35%. This is 
based on a 12 month measurement; the 3-month reporting period measurements shown in the above 
table are orientative only, since the number of users on a given project will vary over time. This strong 
result reflects the growth in non-traditional and multidisciplinary projects that require the advanced 
computing and data resources that XSEDE allocates, as well as the cumulative effect of NaIP efforts over 
previous years. While this trend is expected to continue in PY11, the lagging effects of the pandemic 
may dampen it, so the plan is to keep the PY11 target at 35%.  
PY11 Activities 
The target for the KPI “Number of new users of XSEDE resources and services via the portal” will not be 
increased. The target for new users from historically under-represented groups will be reduced. Past 
success in the recruitment of new users from underrepresented communities was a direct result of in-
person conference exhibiting, workshops, and campus visits. The reduction is based on the limited 
amount of in-person contact opportunities in the first half of PY11 as the conferences where 
broadening participation exhibits will be virtual and access to campuses will still be limited.  
For the KPI “Percentage of new allocation users from non-traditional disciplines of XSEDE resources 
and services,” the target will remain the same in RY6 as in RY5. 
3.1.3. Prepare the Current and Next Generation 
Part of XSEDE’s mission is to provide a broad community of existing and future researchers with access 
and training to use advanced digital services via the sub-goal of preparing the current and next 
generation of computationally-savvy researchers. While many activities support this sub-goal, such as 
the various Champion (§4.6), Student Engagement (§4.4), and Education (§4.2) programs, the training 
offered through Community Engagement & Enrichment (CEE) impacts the most people directly. 
Therefore, the key indicator (Table 3-3) of performance toward this goal, which is reflective of industry 
standards, is the number of participant hours of live training delivered by XSEDE.  
Table 3-3: KPI for the sub-goal of preparing the current and next generation. 
KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
Number of 
participant 




RY6 45,000 hrs/yr      
CEE (§4) 
RY5 40,000 hrs/yr 19,751 16,111 5,689 15,515 57,066 
RY4 40,000 hrs/yr 15,461 16,135 6,380 12,667 50,643 
RY3 40,000 hrs/yr 14,140 8,274 7,259 12,352 42,025 
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KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
RY2 NA 12,787 8,876 6,004 14,753 42,421 
RY1 NA 5,994 3,770 5,180 9,199 24,143 
1This was a new KPI in RY3. Data provided for RY1 and RY2 was reported retroactively.  
The number of participant hours of live training increased for the year with the cyclical low occurring 
during the reporting period that includes the academic winter break. There were more trainings 
offered during RY5 than in prior years due to new resources coming online and an increased use of the 
XSEDE training event registration system by Service Providers. It is relevant to note the observation 
that training was one area in the project that pivoted seamlessly to all virtual events, without a 
disruption in both content provision and attendance. However, the impact of moving content provision 
to all virtual is evidenced more closely in the number of new and sustained users of XSEDE resources 
and services which are shown in the metrics presented previously. 
PY11 Activities 
The target for the number of participant hours of training per year will be increased based on the 
performance of prior years. Though the basic XSEDE training offerings are constant, this number 
fluctuates periodically due to Service Providers offering training for new services and resources 
requiring registration through the XSEDE Portal. CEE will continue to provide high quality training to as 
many participants as time and resources allow. 
3.1.4. Raising Awareness 
While many activities led by teams throughout the XSEDE organization, such as Workforce 
Development (§4.2), User Engagement (§4.3), Broadening Participation (§4.4), and Campus 
Engagement (§4.6) contribute to the ability to raise the general awareness of the value of advanced 
digital research services, the project has chosen to focus on measures in two areas (Table 3-4): user 
input and social media. Desirable trends in these key outcomes can be correlated to success for this 
sub-goal.  
Table 3-4: KPIs for the sub-goal of raise awareness of the value of advanced digital research. 
KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
Grand (aggregate) 
mean rating of 







RY6 3.7 of 5/yr      PgO (§9) 
RY5 3.7 of 5/ yr 3.8 - - - 3.8 
RY4 3.7 of 5/ yr 3.8 - - - 3.8 
RY3 3.5 of 5/ yr 3.7 - - - 3.7 
RY2 * 3.6 - - - 3.6 
RY1 * * - - - NA 
RY6 424,000/yr      
PgO (§9) 
RY5 Annual Report & PY11 Program Plan Page 32 
KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
Number of social 
media impressions 
over time1 
RY5 430,000/yr 86,046 101,394 106,263 109,800 403,503 
RY4 426,198/yr 87,482 75,164 84,185 110,904 357,735  
RY3 359,714/yr 112,806 63,269 93,803 85,287 355,165  
RY2 NA 69,607 55,506 59,490 128,180 312,783  
RY1 NA * 52,200 128,675 88,332 269,207 
- Data reported annually 
1 This was the new KPI in RY3. Data provided for RY1 and RY2 was reported retroactively. Beginning in RY5, this KPI is 
calculated as the number of social media impressions with the annual target calculated based on a 20% increase over the 
previous year.  
The KPI “Grand (aggregate) mean of XSEDE User Survey awareness items regarding XSEDE resources 
and services” exceeded its RY5 target, indicating a high level of awareness of XSEDE resources and 
services among users.  
Social media impressions did not reach the target goal in RY5, but increased substantially over RY4. 
Over RY5, social media impressions trended increasingly upward entirely organically over the year. 
This is due to a consistent voice and communications structure as more and more social media users 
are turning to XSEDE for both science stories and hands-on educational opportunities. The External 
Relations team seeks to continue this trend as XSEDE’s follower base grows, capitalizing on an 
increasingly engaged readership. ER staffing, which has increased in the latter half of RY5, should also 
allow for more original content creation moving forward into RY6, which will help boost the numbers of 
impressions.  
PY11 Activities 
The RY6 target for the KPI “Grand (aggregate) mean rating of XSEDE User Survey user awareness items 
regarding XSEDE resources and services” will remain the same based on historical performance of this 
measure on the Annual XSEDE User Survey.  
External Relations is adjusting the target for the KPI “Number of social media impressions over time” to 
a level that the team believes is more realistic. While COVID-19 news has boosted the number of 
impressions in PY10, it is expected that the number will start to decline. 
  Advance the Ecosystem 
Exploiting its internal efforts and drawing on those of others, XSEDE will advance the broader 
ecosystem of advanced digital services by 1) creating an open and evolving e-infrastructure, and by 2) 
enhancing the array of technical expertise and support services offered. 
3.2.1. Create an Open and Evolving e-Infrastructure 
There are a variety of factors that affect the evolution of the e-infrastructure. These range from external 
factors, such as the number of XSEDE Federation members and the variety of services they provide, to 
internal factors, like Operations (§7) of critical infrastructure and services and the evaluation and 
integration of new capabilities. While XSEDE actively seeks new Federation members and Service 
Providers, as well as partnerships with national and international cyberinfrastructure projects, the 
group views their role as connectors of these elements to have the most impact. Thus, XSEDE focuses on 
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the number of new capabilities in production as an indicator of performance with respect to this sub-
goal (Table 3-5).  
Table 3-5: KPI for the sub-goal of create an open and evolving e-infrastructure. 
KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
Total number of 
capabilities in 
production1 
RY6 123 by end of RY6      
XCI (§6) 
RY5 110 by end of RY5 102 104 109 118 118 
RY4 100 by end of RY4 88 88 91 102 102 
RY3 81 by end of RY3 76 85 87 87 87 
RY2 NA 72 74 74 75 75 
RY1 NA * 63 63 69 69 
1 This was a new KPI in RY3. Data provided for RY1 and RY2 was reported retroactively. 
This KPI exceeded its annual target.  
PY11 Activities 
XCI’s delivery of new capabilities will decrease in RY6 in an effort to focus on retiring low user impact 
capabilities and end-of-project transition efforts. The team also wants to avoid delivering brand new 
capabilities late in the program that would have a short deployment and support window. This will 
result in a net increase of capabilities in production of 5. 
3.2.2. Enhance the Array of Technical Expertise and Support Services 
To enhance the technical expertise of XSEDE’s staff to offer an evolving set of support services, the 
project will continue many activities including workshops, symposia, and training events hosted by 
Extended Collaborative Support Services (ECSS) and Service Providers (§5.6). The KPI for this is 
feedback provided from the XSEDE user-base through the annual user survey (Table 3-6). 
Table 3-6: KPI for the sub-goal of enhance the array of technical expertise and support services. 
KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
Grand 
(aggregate) 









RY6 3.8 of 5/yr      PgO (§9) 
RY5 3.5 of 5/ yr 4.4 - - - 4.4 
RY4 3.5 of 5/ yr 3.9 - - - 3.9 
RY3 3.5 of 5/ yr 3.6 - - - 3.6 
RY2 NA 3.4 - - - 3.4 
RY1 * * * * * * 
- Data reported annually.  
1 This is a new KPI in RY3. Data provided for RY2 was reported retroactively. 
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The KPI “Grand (aggregate) mean of XSEDE User Survey satisfaction items regarding XSEDE technical 
support services” exceeded its RY5 target, indicating a very high satisfaction among users with XSEDE 
technical expertise and support services.  
PY11 Activities 
The RY6 target for the KPI “Grand (aggregate) mean of XSEDE User Survey satisfaction items regarding 
XSEDE technical support services” is being increased. While this aggregate score jumped significantly in 
RY5, the evaluation team feels that number is likely anomalous, and given that they are using a new 
data collection method with more items comprising the aggregate score, they feel that 3.8 of 5 is a 
realistic target that will still drive excellence in XSEDE. 
 Sustain the Ecosystem 
XSEDE will sustain the advanced digital services ecosystem by 1) ensuring and maintaining a reliable, 
efficient, and secure infrastructure, and 2) providing excellent user support services. Furthermore, XSEDE 
will operate an 3) effective, 4) productive, and 5) innovative virtual organization. 
3.3.1. Provide Reliable, Efficient, and Secure Infrastructure 
Many activities support the provisioning and support of reliable, efficient and secure infrastructure—
such as User Interfaces & Online Information (§4.5), Security (§7.2), Data Transfer Services (§7.3), 
Systems Operations and Support (§7.5), support for Allocations (§8.2), and Allocations, Accounting & 
Account Management (§8.3)—but perhaps the truest measure of an infrastructure’s reliability is its 
robustness as reflected by sustained availability. Thus, the KPI for this sub-goal is the mean composite 
availability of core services, shown as a percentage (Table 3-7), measured as a geometric mean. This is a 
composite measure of the availability of critical enterprise services and the XRAS allocations request 
management service. 
Table 3-7: KPI for the sub-goal of provide reliable, efficient, and secure infrastructure. 






RY6 99.9%/qtr      Ops (§7) 
RY5 99.9%/qtr 99.9 99.9 99.9 99.9 99.9 
RY4 99.9%/qtr 99.9 99.9 99.9 99.9 99.9 
RY3 99.9%/qtr 99.9 99.9 99.9 99.9 99.9 
RY2 99.9%/qtr 99.8 99.9 99.9 99.9 99.9 
RY1 99.0%/qtr * 99.9 99.9 99.9 99.9 
“Mean composite availability of core services” was once again very high and on target this reporting 
period. The result for the year was also 99.9%, marking five consecutive years of consistent availability.  
PY11 Activities 
Since the beginning of the project, the availability of enterprise services, especially critical or core 
resources that comprise the project’s infrastructure, has been high. The KPI, which is a geometric mean 
measurement of the availability of critical enterprise services and the XRAS allocations request 
management service, already has an intentionally high target. Therefore, for the final year RY6, the 
target will remain 99.9 percent. 
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3.3.2. Provide Excellent User Support 
Although nearly every group in the organization has some support function, XSEDE has chosen to focus 
on metrics with respect to two primary support interfaces to the community: the XSEDE Operations 
Center (XOC) and the Resource Allocation Services (RAS) team. The XOC is the frontline centralized 
support group that either resolves or escalates tickets to the appropriate resolution center depending 
on the request. RAS is responsible for the allocations process and the allocation request system. These 
two support interfaces are the focus for gauging the progress towards achieving the sub-goal of 
providing excellent user support, specifically: 1) the mean time to resolution on support tickets that are 
resolved by the XOC or routed to, and resolved by, other XSEDE areas, 2) the aggregate mean rating of 
user satisfaction with allocations process and support services measured via a quarterly survey of users 
who have interacted with the allocations request system and the allocations process more generally, 
and 3) the percentage of research requests successful (not rejected) determined following the quarterly 
allocations session (Table 3-8). 
Table 3-8: KPIs for the sub-goal of provide excellent user support. 
KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
Mean time to ticket 
resolution (hours) 
 
RY6 <16  hrs/qtr      
Ops (§7)  
 
RY5 < 16 hrs/qtr 15.3 23.2 18.8 12.2 17.4 
RY4 < 16 hrs/qtr 14.0 14.6 21.0 14.3 16.0 
RY3 < 16 hrs/qtr 12.3 18.5 23.2 17.5 17.9 
RY2 < 24 hrs/qtr 26.0 20.1 22.8 15.0 21.0 
RY1 < 24 hrs/qtr * 24.0 28.2 23.1 25.1 




services1 (1-5 Likert 
scale) 
RY6 4 of 5/yr      RAS (§8) 
RY5 4 of 5/yr 4.4 4.3 4.3 4.3 4.3 
RY4 4 of 5/yr 4.2 4.3 4.4 4.2 4.3 
RY3 4 of 5/yr 4.1 4.2 4.1 4.4 4.2 
RY2 4 of 5/yr 4.1 4.0 4.1 3.9 4.0 





RY6 85.0%/qtr      RAS (§8) 
RY5 85.0%/qtr 80.0 84.0 84.0 91.0 84.8 
RY4 85.0%/qtr 81.0 80.0 78.0 87.0 82.0 
RY3 85.0%/qtr 65.0 70.0 72.0 75.0 70.5 
RY2 85.0%/qtr 70.0 69.0 72.0 68.0 69.8 
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KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
RY1 85.0%/qtr * 76.0 75.0 74.0 75.0 
1 KPI name updated in RY4. 
Ticket response time for the current reporting period was well below the target, marking consecutive 
reporting periods of improvement. However, the annual average was just slightly above the quarterly 
target of < 16 hours, which is still quite good.  
XSEDE continued to meet its targets for user satisfaction with the allocations process, with a 4.3 rating 
for RP4 and a 4.3 average rating for RY5. A detailed look at the RP4 survey of users in the allocations 
process shows that more than half of respondents received Research allocations, indicating that the 
rating reflects strong satisfaction with the proposal and merit-review facets of the RAS-managed 
processes. For the success rate metric, the target was exceeded with the March 2021 XRAC meeting and 
combined with 84% success in the prior two periods, an annual average of 84.7% was achieved, just 
shy of the 85% target. RAS continues to work with users, Service Providers, ECSS staff, and the XRAC to 
ensure that all meritorious requests are able to successfully navigate the allocations process. 
PY11 Activities 
XSEDE Operations has made progress improving results for the KPI, “Mean time to ticket resolution” 
(MTTR), since the beginning of the project. This is a measurement of tickets resolved by the XOC and 
each WBS queue, not tickets passed to SPs or tickets submitted by staff (internal users). Since RY3, 
MTTR across the project has remained less than a full day (< 24 hours) and has incrementally achieved 
the target of less than 16 hours, which is quite good. For the final project year, Operations does not 
intend to change this target, keeping it at less than 16 hours.  
Although RAS has met or exceeded its satisfaction objectives for the KPI “Mean rating of user 
satisfaction with allocations process and support services” (with the exception of one quarter) the 
target of 4.0 will remain given the uncertain and qualitative nature of this metric, as well as the 
continued reductions to recommended amounts for Research allocations.  
The target for the KPI “Percentage of research requests successful (not rejected)” will remain at 85% 
for PY11. While the project was very close to the target for the RY5 average (84.8%), it has always 
expected to see diminishing returns above the 85% threshold due to the many complex human factors 
in the allocations process. As part of addressing the success rate KPI, the team will continue to 
collaborate with the ECSS Extended Support for Training, Education & Outreach (ESTEO) team to 
enhance the user-oriented training related to Code Performance and Scaling. The RAS team will also 
continue to provide information on rejected requests to the CEE User Support team, who is following up 
with those submitters to help improve their future submissions. 
3.3.3. Effective and Productive Virtual Organization 
During the first five years of XSEDE, in conjunction with developing a methodology for driving and 
assessing performance excellence, XSEDE adopted the Baldrige Criteria43 and has assessed and applied 
criteria from all seven criteria by that methodology. These include annual reviews of the vision, 
mission, strategic goals, project-wide processes and standards (KPIs); user and staff surveys (§4.3, 
§9.5); stakeholder communications (§9.2); advisory boards (§9.1); community engagement (§4); 
workforce development (§4.2); and the analysis of organizational data that leads to organizational 
learning, strategic improvement, and innovation. With this foundation, it is now appropriate to look to 
 
43 https://www.nist.gov/baldrige/  
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the XSEDE users to give an indication of the project’s effectiveness by rating the importance of the 
resources and services provided by XSEDE (Table 3-9).  
Table 3-9: KPIs for the sub-goal of operate an effective and productive virtual organization. 
KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
Mean rating of 
importance of 
XSEDE resources 
and services to 
researcher 
productivity  
RY6 4.4 of 5/yr      PgO (§9) 
RY5 4.4 of 5/yr 4.2 - - - 4.2 
RY4 4.4 of 5/yr 4.2 - - - 4.2 
RY3 4.2 of 5/yr 4.4 - - - 4.4 
RY2 NA 4.42 - - - 4.4 
RY1 NA 4.32 - - - 4.3 
Percentage of users 




resources in the 
creation of their 
work product1 
RY6 80%/yr      PgO (§9) 
RY5 80%/yr 83 - - - 83 
RY4 80%/yr 79 - - - 79 
RY3 79%/yr 79 - - - 79 
RY2 * * * * * * 
RY1 * * * * * * 
1 New KPI added in RY3 RP2. 
2 These historical numbers are based on other survey data that was vaguely related to this KPI. We created a new survey item 
in RY3 to address it directly. 
- Data reported annually.  
The KPI “Mean rating of importance of XSEDE resources and services to researcher productivity” fell 
slightly short of its RY5 target. This rating is still very high and indicates that users are finding XSEDE 
resources and services important to their productivity. The Evaluation team believes the slight 
decrease from earlier years is due, in part, to oversubscription of XSEDE-allocated resources, as well as 
the age of the project. As any project reaches its capacity or end of its life cycle, users look to 
incorporate newer, less-utilized resources into their workflows as a way of mitigating the risks of 
relying too heavily on oversubscribed or retiring resources, thus reducing the importance of any single 
resource. The project is working to improve on this metric, but this is working against the Evaluation 
team’s expectation that this trend will continue. 
The KPI “Percentage of users who indicate the use of XSEDE-managed and/or XSEDE-associated 
resources in the creation of their work product” exceeded the RY5 target.  
PY11 Activities 
Based on historical performance of these measures on the Annual XSEDE User Survey, the targets for 
these KPIs will remain unchanged. 
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3.3.4. Innovative Virtual Organization 
Measuring innovation for an organization like XSEDE (or for organizations in general) is difficult and 
represents an area of open research. After much thought and discussion both internally and with 
external stakeholders and advisors, XSEDE has identified two indicators that correlate to innovation 
within the project: 1) percentage of Project Improvement Fund proposals resulting in innovations in 
the XSEDE organization and 2) mean rating of innovation within the organization by XSEDE staff (Table 
3-10). The first indicator is a measurement of XSEDE’s ability to fund smaller innovative improvements 
within the project; the second measures how staff rate the level of innovation within the project. These 
KPIs will continue to be the subject of an open conversation within the organization and with 
stakeholders and advisors as XSEDE assesses these measurements and how to best quantify innovation.  
Table 3-10: KPIs for the sub-goal of operate an innovative virtual organization. 






innovations in the 
XSEDE organization 
 
RY6 70%/yr      PgO (§9) 
RY5 70%/yr - - - 66.7 66.7 
RY4 70%/yr - - - 66.7 66.7 
RY3 60%/yr - - - 71.4 71.4 
RY2 * * * * * * 
RY1 * * * * * * 
Mean rating of 
innovation within 
the organization by 




RY6 4 of 5/yr      PgO (§9) 
RY5 4 of 5/yr - 4.2 - - 4.2 
RY4 4 of 5/yr - 4.0 - - 4.0 
RY3 3.5 of 5/yr - 4.0 - - 4.0 
RY2 * * * * * * 
RY1 * * * * * * 
- Data reported annually.  
There were no new Project Improvement Fund funded projects in RY5, so the percentage of Project 
Improvement Fund funded projects resulting in innovations remains the same as the previous year, 
which is slightly below the target. Of the 15 projects funded via PIF funds (see §11 for more details), 
project leadership rated ten of these projects at an innovation level of at least three on a five-point 
scale. While the remaining five projects were rated lower on the innovation scale, project leadership 
found them important enough to fund given project and community needs. These include Jira training 
for the PM&R team, Duo licenses (PY7), Duo license (PY9), external market analysis to identify market 
viability of XSEDE developed tools, and updating the Applications of Parallel Computing online course, 
which is offered by several institutions and uses XSEDE resources. At this time the project has utilized 
all available PIF funds, but should additional funds become available due to underspending in other 
areas of the budget, project leadership will continue to consider innovation level carefully when 
determining any new projects to fund.  
The KPI “Mean rating of innovation within the organization by XSEDE staff” exceeded its RY5 target.  
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PY11 Activities 
All Project Improvement Funds have been allocated to proposed projects. While there are no funds 
budgeted for PY11 to support new projects, several PIF projects that are expected to result in 
innovations will continue into PY11 and the target remains the same. Based on historical performance 
on the Staff Climate Study, the target for the KPI “Mean rating of innovation within the organization by 
XSEDE staff” will remain unchanged.  
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4. Community Engagement & Enrichment (WBS 2.1) 
Community Engagement & Enrichment (CEE) sits at the front lines of XSEDE and is tasked with 
balancing support for a large and diverse portfolio of existing users and the broader population of 
potential users and future leaders in cyberinfrastructure. While maintaining high quality support for 
existing users engaged in science at all levels, CEE is concerned with training and educating future 
generations and trying to creatively address what has been widely accepted as a leaky pipeline of 
potential users, leaders, practitioners, and researchers. 
At the core of Community Engagement & Enrichment (CEE) is the researcher, broadly defined to 
include anyone who uses or may potentially use the array of resources and services offered by XSEDE. 
The CEE team is dedicated to actively engaging a broad and diverse cross-section of the open science 
community, bringing together those interested in using, integrating with, enabling, and enhancing the 
national cyberinfrastructure. Vital to the CEE mission is the persistent relationship with existing and 
future users, including allocated users, training participants, XSEDE collaborators, and campus 
personnel. CEE will unify public offerings to provide a more consistent, clear, and concise message 
about XSEDE resources and services, and bring together those aspects of XSEDE that have as their 
mission teaching, informing, and engaging those interested in advanced cyberinfrastructure.  
The five components of CEE are Workforce Development (§4.2), which includes Training, Education 
and Student Preparation, User Engagement (§4.3), Broadening Participation (§4.4), User Interfaces & 
Online Information (§4.5), and Campus Engagement (§4.6). These five teams ensure routine collection 
and reporting of XSEDE’s actions to address user requirements. They provide a consistent suite of web-
based information and documentation and engage with a broad range of campus personnel to ensure 
that XSEDE’s resources and services complement those offered by campuses. Additionally, CEE teams 
expand workforce development efforts to enable many more researchers, faculty, staff, and students to 
make effective use of local, regional, and national advanced digital resources. CEE expands efforts to 
broaden the diversity of the community utilizing advanced digital resources.  
The success of the CEE team depends on effective collaboration across all L2 areas of the project. 
Specifically, User Engagement works closely with RAS and ECSS to establish a dialogue with XSEDE’s 
User Community in order to better understand their needs and desires. Workforce Development and 
Broadening Participation partner with ECSS to develop impactful training and education opportunities 
for the community, especially underrepresented students, researchers, and faculty. The User Interfaces 
& Online Information team relies heavily on all areas of the project to ensure that the website remains 
accurate and informative. The Campus Engagement team likewise depends on all parts of the project to 
facilitate the effective participation of a diverse national community of campuses in the application of 
advanced digital resources and services to accelerate discovery, enhance education, and foster scholarly 
achievement. 
CEE is focused on personal interactions, ensuring that existing users, potential users, and the general 
public have sufficient access to materials and have a positive and effective experience with XSEDE 
public offerings and frontline user support. As such, the CEE Key Performance Indicators are designed 
to broadly assess this performance. CEE focuses on metrics that quantify how many users in aggregate 
are benefiting from XSEDE resources and services. Additionally, CEE focuses on how well the user base 
is sustained over time and how well training offerings evolve with changing user community needs. 
Key Performance Indicators for CEE are listed in the table below. Additional information about these 
KPIs can be found on the XSEDE KPIs & Metrics wiki page.  
For other metrics with respect to this WBS, see Appendix §12.2.2.1.  
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Table 4-1: KPIs for Community Engagement & Enrichment. 























RY5 2,000/ qtr 2,277   2,043 1,944  2,509  5,761 




1,613  1,666  1,145  2,104  2,323 
RY2 950/qtr 1,722 1,478 1,170 1,522 1,802 





















RY5 650/qtr 741  632  616  792  1,970 
RY4 500/qtr 674  7941   492 753  2,072  
RY3 625/qtr 449 438 307 436 1,630 
RY2 475/qtr 488 399 347 423 1,104 
RY1 50 / qtr * 34  33 19 28 
Grand 
(aggregate) 


















RY5 4.4 of 5 /qtr 4.6   4.5 4.4  4.6  4.5 
RY4 4.4 of 5 /qtr 4.5  4.3  4.3  4.6  4.4 
RY3 4.4 of 5 /qtr 4.5   4.4 4.5   4.3 4.4 
RY2 4 of 5 /qtr 4.3 4.3 4.6 4.5 4.4 





RY6 345      Deepen/ 
Extend — 




RY5 340 327  332  333  337  337 
RY4 300 304  305  315  325  325 
RY3 250 259   266 277  284  284 
RY2 240 218 238 239 246  246 
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Area Metric Report Year Target RP1 RP2 RP3 RP4 Total 
Sub-goal 
Supported 





within 30 days 
























































1 This number was previously mis-reported due to a transcription error. 
The number of students benefiting from XSEDE services decreased slightly this year, and the number of 
Underrepresented Minorities (URM) students dipped slightly as well. The California State University, 
Los Angeles (CSULA) NASA Direct STEM program, which accounted for one hundred students 
participating in XSEDE training, completed its final year in spring 2020 and was not renewed by NASA. 
Zoom fatigue is likely a contributing factor, as many institutions continued online delivery for the fall 
2020 and spring 2021 semesters. Informational webinars to promote student programs were used to 
mitigate the lack of in-person recruitment opportunities. Despite being offered virtually, Advanced 
Computing for Social Change, Computing4Change, and EMPOWER internship program student 
experiences were positive and the participation rates for the programs remained high with many 
students being referred to the programs from previous participants and their mentors. 
The aggregate mean rating for training impact is consistent with prior reporting periods. This number 
traditionally fluctuates, as it is dependent on users completing the post-event survey. The training 
impact is a direct reflection of the perceived quality of content and the presentation, both transitioning 
successfully to facilitate virtual presence needed by COVID-19 shutdowns and travel restrictions. 
For the first time, the number of Campus Champions institutions came in under the target for the year. 
In previous years, many of the new champions were recruited from events with representation from 
Campus Champions leadership or community members. When travel resumes, more effective outreach 
to new potential champions and new institutions is expected.  
User Engagement’s target percentage of user requirements addressed within 30 days was met this 
reporting period.  
CEE Highlights 
CEE has a rich history of developing and facilitating informal educational programs, leveraging existing 
activities and integrating new and novel approaches. In 2016, XSEDE introduced Advanced Computing 
for Social Change (ACSC), a week-long immersive informal learning experience for undergraduate 
students aimed at teaching them computational science skills in the context of problems and 
applications that are socially and culturally relevant to the students. This one event gave rise to: 1) 
twice yearly events for undergraduate students, Computing4Change co-located with SC and ACSC co-
located with PEARC, 2) the annual Supporting Pacific Indigenous Computing Excellence (SPICE) month-
long immersive informal learning experience held at Chaminade University of Honolulu, initially funded 
by Gaither and Gomez’s NSF INCLUDES grant and XSEDE student programs, 3) the ACSC training for 
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faculty, funded by Cahill and Akli’s NSF CyberTraining grant, and 4) the annual Research Experiences 
for Undergraduates (REU) Site, CyberInfrastructure Research for Change, Gomez and Gaither’s NSF 
funded 10-week research experience for undergraduates.  
The ACSC faculty workshop co-located with PEARC20 was a one-week boot camp with a mixed 
schedule of training, small group working sessions, and hands-on practice using tools on the desktop 
and in the Jetstream Cloud environment. Twice the number of faculty registered as could be 
accommodated. Twenty faculty participated with more than 50% representing humanities and social 
sciences. Seventy percent of the attendees were from the Atlanta University Center Data Science 
Initiative. In collaboration with Broadening Participation, curriculum materials based on ACSC were 
developed and packaged as Module-in-a-Box. The first module completed included college classroom 
teaching materials for integrating data science and data ethics and was piloted by Ana Carmen Gonzalez 
at the Department of Mathematical Sciences, University of Puerto Rico, Mayaguez Campus. Professor 
Gonzalez taught an independent study course utilizing the Module-in-a-Box 1 materials based on the 
first topic taught in the student version—data science in the context of Black Lives Matter. The second 
Module-in-a-Box, using the theme of immigration to introduce data science concepts, was presented to 
a group of faculty partners, who provided positive feedback and indicated interest in using these 
materials in fall 2021 courses. Inspired by and modeled on ACSC, the inaugural HPC-in-the-City 
hackathon took place November 5-9 virtually as a part of the SC20 conference. There were a total of 63 
participants that included seven faculty mentors sponsored by XSEDE. Additionally, XSEDE provided a 
team prize of SC21 full registration of six members (four students and two mentors). Three XSEDE staff 
members also participated as co-mentors, and one was on the organizing committee and acted as the 
host.  
New this year, Words matter! is XSEDE's commitment to fostering and promoting an inclusive 
environment for all users, staff, and the wider community, which extends to all language and 
terminology in all XSEDE materials. As a result of this commitment, XSEDE's Terminology Task Force 
(TTF) was formed to review, address, and define processes to eliminate offensive terms in XSEDE 
materials. The TTF compiled a living list of terms deemed inappropriate for use in XSEDE 
organizational areas. For each term, TTF describes why it may be offensive, cites source materials in 
support, categorizes the term by type of bias, and provides replacement suggestions.  
PY11 Activities 
Student participation during prior years was robust despite the potential for Zoom fatigue and 
managing the shifts that occurred due to the pandemic. The targets for the KPIs for number of students 
and number of underrepresented students benefiting from XSEDE resources and services will remain 
the same as the prior year.  
The target for the KPI for mean rating of training events will remain the same as the prior year. Though 
there are periodically minor fluctuations in the mean ratings of training events, there is no evidence of 
changes or concerns that would cause any major increase or decrease.  
The number of institutions with a Campus Champion continues to grow and is expected to continue to 
increase as the need for research computing professionals continues to expand. Therefore the target for 
this KPI will be increased modestly for RY6 to 345, as research-intensive institutions that have central, 
on-premise cyberinfrastructure, currently only 15 (12%) of 130 such R1 institutions (out of 131 R1 
institutions total) do not have Campus Champions, and only 15 (18%) of 84 such R2 institutions (out of 
135 R2 institutions total) do not have Campus Champions. Thus, future growth can be expected to be 
dominated by (i) non-research-intensive academic institutions and (ii) non-academic institutions (e.g., 
government labs, non-profit research institutes). 
To ensure XSEDE continues to provide high quality, high impact services, User Engagement will contact 
PIs quarterly to identify, track, and address user issues. User Engagement also will continue identifying 
requirements and improvements through annual user survey, micro-surveys, and monitoring user 
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forums and feedback in tickets. As such, the target for the KPI “Percentage of user requirements 
addressed within 30 days” will remain the same. 
PY11 priorities for all areas of CEE include: facilitating training for new resources and expanding 
YouTube offerings; adopting more remote, asynchronous, and virtual delivery models; community 
building for broadening participation, campus engagement, education, and training; and programs 
using lessons learned from the COVID-19 pandemic.  
In addition to contacting PIs quarterly to identify, track, and address user issues as mentioned above, 
User Engagement also will continue identifying requirements and improvements through the annual 
user survey, micro-surveys, and monitoring user forums and feedback in Tickets. Additionally, User 
Engagement will monitor other forms of feedback to solicit any needs or gaps that may need to be 
addressed.  
In Workforce Development, the Education program will increase support for data science initiatives, 
particularly through the Faculty Computational Data Science Curriculum Development Institutes to 
expand formats and refresh and update content. Additionally, the Education program will expand the 
number and diversity of participating institutions in the collaborative course management activities. 
The EMPOWER program will focus on improving the diversity of its applicant pool and increase 
recruitment at smaller non-doctoral institutions. In response to changing user training requirements 
and the shift to new delivery models, Training will expand YouTube offerings, facilitate training for new 
resources, and add new badges and training roadmaps.  
Broadening Participation will continue its frontline promotion through virtual or hybrid conference 
exhibiting, Birds of a Feather, panels, paper presentations, and co-located ACSC and Computing4Change 
student and faculty curriculum development workshops. Additionally, Broadening Participation will 
support project-wide DEI (Diversity, Equity, and Inclusion) initiatives where appropriate.  
User Interfaces and Online Information will continue to maintain documentation and new user guides 
for existing and new services, update and maintain the XSEDE website, support XRAS user interface 
improvements, deploy new features in the XSEDE User Portal (XUP), and continue ORCID integration 
into the XUP. 
Campus Engagement will continue sustainability efforts to ensure an effective virtual Champions 
organization through partnerships with other organizations for CI practitioners. They will also continue 
efforts for the Champion Fellows program, working closely with ECSS and Extended Support for 
Training, Education & Outreach (ESTEO).  
CEE has no plans to discontinue activities. CEE is working on a publication that will be submitted to a 
journal which details Broadening Participation activities, specifically those over the last six years for 
ACSC and Computing4Change. CEE was mentioned in two recommendations from RY4’s annual review 
and they focused on CEE’s success with student programs and increasing diversity and retention within 
the Broadening Participation and Student Programs. The recommendations were directed at expanding 
those activities to extend to a broader workforce. The publication mentioned previously will include 
next steps for expanding beyond single, small-group, informal activities to more persistent, longer-term 
educational opportunities that have a greater chance of long term sustainability, and thus a greater 
chance of long-term success. 
 CEE Director’s Office (WBS 2.1.1) 
The CEE Director’s Office has been established to provide the necessary oversight to ensure the greatest 
efficiency and effectiveness of the CEE area. This oversight includes providing direction to the L3 
management team, coordination of, and participation in, CEE planning activities and reports through 
the area’s Project Manager, and monitoring compliance with budgets, and retarget effort if necessary. 
The Director’s Office also attends and supports the preparation of project level reviews and activities. 
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The CEE Director’s Office will continue to manage and set the direction for CEE activities and 
responsibilities. They will contribute to and attend bi-weekly Senior Management Team calls; 
contribute to the project level plan, schedule, and budget; contribute to XSEDE quarterly, annual, and 
other reports as required by the NSF; and attend XSEDE quarterly and annual meetings. Lastly, the 
Director’s Office will advise the XSEDE PI on many issues, especially those relevant to this WBS area. 
 Workforce Development (WBS 2.1.2) 
The Workforce Development mission is to provide a continuum of learning resources and services 
designed to address the needs and requirements of researchers, educators, developers, integrators, and 
students utilizing advanced digital resources. This includes providing professional development for 
XSEDE team members. 
Workforce Development fulfills its mission through an integrated suite of training, education, and 
student preparation activities to address formal and informal learning about advanced digital 
resources. Workforce Development provides business and industry with access to XSEDE’s workforce 
development efforts including training services and student internships that have historically proven 
beneficial to industry. 
Workforce Development is comprised of three areas: Training, Education, and Student Preparation. The 
Training team develops and delivers training programs to enhance the skills of the national open 
science community and ensure productive use of XSEDE’s cyberinfrastructure. The Education team 
works closely with Training and Student Preparation to support faculty in all fields of study with their 
incorporation of advanced digital technology capabilities within the undergraduate and graduate 
curriculum. The Student Preparation program actively recruits students to use the aforementioned 
training and education offerings to enable the use of XSEDE resources by undergraduate and graduate 
students to motivate and prepare them to pursue advanced studies and careers to advance discovery 
and scholarly studies.  
RY5 Annual Highlights 
The XSEDE Education Program continued its focus on the development of curriculum materials, 
delivering faculty Computational and Data Science (CDS) curriculum training, and curation of HPC 
University resources. In collaboration with broadening participation, curriculum materials based on the 
Advanced Computing for Social Change (ACSC) student program, were developed and packaged as 
Module-in-a-Box. The first module completed included college classroom teaching materials for 
integrating data science and data ethics and was piloted by Ana Carmen Gonzalez at the Department of 
Mathematical Sciences, University of Puerto Rico, Mayaguez Campus. Professor Gonzalez taught an 
independent study course utilizing the Module-in-a-Box 1 materials. The second Module-in-a-Box, using 
the theme of immigration to introduce data science concepts, was presented to a group of faculty 
partners, who provided positive feedback and indicated interest in using these materials in fall 2021 
courses.  
In summer 2020, XSEDE Education offered a virtual version of Computational Chemistry for Educators 
which had 45 participants. In the spring 2021 semester, XSEDE Education successfully completed 
another offering of the collaborative course, Applications of Parallel Computing in partnership with the 
University of California, Berkeley Computer Science Faculty. Thirteen institutions participated with a 
total of 148 students enrolled. One first time instructor was Professor Alfred Watkins of Morehouse 
College. 
Training continued its stewardship of synchronous and asynchronous training offerings, badges, and 
roadmaps. Live training included the multicast workshops, which moved to Zoom due to lack of access 
at most sites during the pandemic and included XSEDE high-performance computing (HPC) Workshops 
on Message Passing Interface (MPI), Big Data, OpenMP, Big Data and Machine Learning, Graphics 
Processing Unit (GPU) Programming Using OpenACC, and the weeklong summer boot camp. Webinars 
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offered quarterly included Writing a Successful XSEDE Allocation Proposal and New User Training; 
other webinars were offered by XSEDE and Service Providers. 
• XSEDE Webinar: Python and Performance 
• Carnegie Mellon University (CMU) Deep Learning for Physicists Workshop 
• XSEDE Webinar: Running Jupyter Notebooks on Comet 
• XSEDE Webinar: Introduction to Expanse 
• XSEDE Webinar: Indispensable Security: Tips to Use SDSC's HPC Resources Securely 
• Comet to Expanse Transition Tutorial 
• XSEDE Code Performance and Scaling Training  
• Expanse 101: Accessing and Running Jobs on Expanse  
• XSEDE Webinar: An Introduction to Singularity: Containers for Scientific and High-Performance 
Computing 
• XSEDE Webinar: Running Jupyter Notebooks on Expanse 
• Technical Overview of the Cerebras CS-1, the Artificial Intelligence (AI) Compute Engine for 
Neocortex 
• XSEDE Webinar - Composable Systems in Expanse 
• XSEDE Webinar: Profiling Tools 
• Comet to Expanse Transition Tutorial 2021 
• XSEDE Webinar: Performance Tuning and Single Processor Optimization 
• Rich data sharing for HPC Users 
• XSEDE Webinar: AMD EPYC Advanced User Training on Expanse 
• An Introduction to Anvil at Purdue (presented by Purdue) 
• Introduction to Bridges-2 
• Webinar - Introduction to Neocortex  
Asynchronous content was curated including decommissioning out-of-date content, refresh of existing 
content, and creation of new content in response to expressed user needs. New content included: Using 
the Jetstream Application Programming Interfaces (APIs), Python for Data Science Part 2, and 
Introduction to Advanced Cluster Architectures.  
The XSEDE Badges program recognizes the HPC community's professional development achievements 
by offering digital badges on popular HPC topics. Badges are earned by completing assessments 
designed to evaluate knowledge and application of the topics. XSEDE Badges follow the Open Badges 
Specification and can be shared with others via email, websites, and social media (e.g., LinkedIn). This 
year, sixty-two badges were awarded, and five new badges were developed: 
• XSEDE Data Science with Python Beginner Badge 
• Lustre I/O Beginner 
• Matlab for HPC Beginner 
• XSEDE MPI Intermediate 
• Performance Tools Beginner 
Training roadmaps help users find and navigate materials to reach a specific learning goal. This year, 
five new training roadmaps were published: 
• July 2020: Roadmap on “How to run a containerized application” 
• July 2020: Roadmap on “How can I run an MPI-based parallel program?” 
• October 2020: Roadmap on “Science Gateways: How-tos” 
• January 2021: Roadmap on “Getting Started as a Campus Champion” 
• March 2021: Roadmap on “How can I analyze scientific data?” 
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Fifty-one undergraduate students participated in the EMPOWER program this year, contributing to 
projects in a variety of computational science research and HPC systems support areas, supported by 
mentors from the XSEDE community of users and staff. The Campus Champions community, External 
Relations team, and Broadening Participation team remained instrumental in helping recruit well-
qualified students and mentors as well as assisting with the application review process. At least fifteen 
EMPOWER students this year presented their work at conferences or were co-authors on journal 
publications. Christopher Sherald from University of Kansas won the Best Poster award at the National 
Society of Black Physicists 2020 Conference. Aaron Weeden, EMPOWER coordinator, presented about 
the program at the SC20 workshop on Best Practices for HPC Training and Education. Various students 
credited EMPOWER with helping them: develop a passion for computational research, data science, 
and/or machine learning; learn skills in research, collaboration, and documentation; be accepted to 
Research Experiences for Undergraduates (REU) programs; achieve employment; and stay in school 
during the challenging COVID-19 pandemic. 
“Participating in the EMPOWER program has not only helped me learn tons about machine learning, but 
also has given me a passion for data science and machine learning. I am now seriously considering a 
career in this field. I started this semester not knowing how to code in python and having very limited 
exposure to machine learning concepts to being fairly fluent in python and using tons of open source 
libraries for our project. I am also learning how to be a good team member as I work with a group of two 
other students on the same project. [...] My school does not even offer a machine learning class, so the 
EMPOWER program alone opened my eyes to this amazing field of study and work.” 
PY11 Activities 
The Education Program activities offered in prior years will continue in PY11. Campus visits will be 
conducted as virtual, and in-person visits will resume when travel restrictions and campus policies 
permit. The Education staff will present at conferences and through online webinars to promote the 
integration of computational science into the curriculum through formal programs. HPCUniversity 
maintenance will continue with the curation of education content and site maintenance. In PY11, faculty 
development workshops in the areas of computational chemistry, computational thinking, and parallel 
programming and computing will be offered. During spring semester 2022, the distributed UC Berkeley 
course CS267, Applications of Parallel Computers, will be offered and expects participation between 15 
to 20 campuses. Two to three more cohorts of undergraduate students will be engaged in the work of 
XSEDE through the EMPOWER program (Expert Mentoring Producing Opportunities for Work, 
Education, and Research) with a continued emphasis on increasing the diversity of student participants, 
projects, and project mentors. 
The XSEDE Training team remains committed to providing training materials on timely topics and 
current resources in a variety of formats to continue to meet the community’s requirements. The 
Training team will continue to offer and improve the popular HPC Monthly workshop series, which was 
offered through Zoom during the pandemic, and will revert to multicast when conditions permit. For 
those not able to attend these moderated sessions, the full set of lectures is also available on the XSEDE 
Training YouTube channel.44 In PY11, additional reviewed materials will be added to the YouTube 
channel, which now has over 1,180 subscribers. Webinars on specific topics and resources will be 
offered as well as regularly scheduled webinars for new users and those submitting allocation requests. 
Expansion and updates to the online tutorials and training courses (CI-Tutor and Cornell Virtual 
Workshop) will continue and the training team will continue to support workshops run by other 
branches of XSEDE such as the International HPC Summer School (IHPCSS). Maintenance and expansion 
of training roadmaps, badges, and materials will continue in PY11 with special attention to the 
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For other metrics with respect to this WBS, see Appendix §12.2.2.1.1 
 User Engagement (WBS 2.1.3) 
The mission of the User Engagement (UE) team is to capture community needs, requirements, and 
recommendations for improvements to XSEDE’s resources and services, and to report to the national 
community how their feedback is being addressed. XSEDE places an emphasis on maintaining 
consistent user contact, traceability in tracking user issues, and closing the feedback loop.  
RY5 Annual Highlights 
CEE-UE continues to connect with all active PIs quarterly to ensure their projects are progressing and 
any issues their teams may be encountering are identified and addressed. Over the past year, enquiries 
were sent to 4,470 unique PIs: 315 responses were received, 90 issues were identified, and 90 (100%) 
of these issues were addressed within 30 days. The goal is to completely address all issues within the 
reporting period, but UE relies on Service Providers (SPs) and other areas within XSEDE to engage most 
issues. Despite this dependency, UE consistently meets or exceeds the Key Performance Indicator (KPI) 
of addressing 98% of user requirements within 30 days. 
CEE-UE continues to contact PIs whose allocation requests were rejected by the review committee to 
determine their next steps and to provide assistance with resubmission; this task has become a 
quarterly activity. 
PY11 Activities 
For PY11, CEE-UE will continue to maintain quarterly contact with every active PI, and log and track-to-
resolution (i.e., the end user has a solution) all user issues resulting from this regular contact. Issues 
resulting from user responses that require follow up are entered into Jira, the issue tracking system that 
is used internally by XSEDE staff. When a Service Provider or an XSEDE group other than UE is required 
to solve the problem, UE submits a ticket on the user’s behalf via the XSEDE ticket system (Request 
Tracker or RT), assigns the ticket to the appropriate service provider or XSEDE group, and enters the 
issue in Jira. When the XSEDE RT ticket is closed (indicating that the user’s issue has been resolved), the 
internal Jira issue will be marked as CLOSED. These responses will also be mined for user and 
community needs such as desired software. 
CEE-UE will assist the Strategy, Planning, Policy, Evaluation & Organization Improvement team with the 
development of the annual user survey by reviewing the survey and making suggestions for changes 
and/or additional questions. Following the survey, UE will review user comments and 1) follow up with 
users that need assistance, 2) generate Use Cases when user community needs are identified, 3) pass 
comments on to other XSEDE area leads where appropriate, and 4) record user compliments for use in 
future IPRs and annual reports. 
CEE-UE will continue to be available to XSEDE staff to solicit requests for new micro surveys for PY11. 
Again, these will be coordinated with Strategy, Planning, Policy, Evaluation & Organizational 
Improvement to facilitate the survey and User Interfaces and Online Information to deploy the survey. 
UE will also assist with any follow-up activities when requested by the group initiating the survey. 
CEE-UE will continue to monitor the XSEDE User Forums and XUP Feedback for issues that need to be 
addressed by XSEDE staff. These issues will be entered into Jira to track their progress. UE will also 
continue to assist efforts that require direct user communication. 
For other metrics with respect to this WBS, see Appendix §12.2.2.1.2.  
 Broadening Participation (WBS 2.1.4) 
Broadening Participation’s mission is to engage underrepresented minority researchers from domains 
that are not traditional users of HPC and from Minority Serving Institutions. This target audience ranges 
from potential users with no computational experience to computationally savvy researchers, 
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educators, Champions, and administrators who will promote change at their institutions for increased 
use of advanced digital services for research and teaching.  
Broadening Participation will continue the most effective recruitment activities - conference exhibiting, 
campus visits, and regional workshops - while increasing national impact through new partnerships 
and the utilization of lower cost awareness strategies to continue the growth in new users from 
underrepresented communities. The Diversity Forum and the Minority Research Community listservs 
and community calls focus on user persistence in their use of XSEDE services and their deepening 
engagement through participation in committees such as the User Advisory Committee (UAC) and 
XSEDE Resource Allocations Committee (XRAC), and participation in Champions, Campus Bridging, and 
other programs. Persistent institutional engagement is enabled by curriculum reform and larger 
numbers of researchers adopting the use of advanced digital resources as a standard research method. 
RY5 Annual Highlights 
The Broadening Participation program continued its outreach efforts by exhibiting at the ACM Tapia 
Celebration of Diversity in Computing and the Society for Advancement of Chicanos/Hispanics and 
Native Americans in Science (SACNAS) National Conference, both held virtually. Since conferences 
pivoted quickly to virtual or remote engagement, there were many technical issues and difficulties 
attracting conference attendees to the virtual exhibit floors resulting in limited interactions with 
conference attendees. No campus visits were conducted this year, as campuses were primarily online 
and accessible only to essential employees, and travel restrictions were in effect for XSEDE and XSEDE 
partners. Training webinars and virtual visits were offered, but attendance was lower than past in-
person events most likely due to Zoom fatigue and the need for faculty to cope with the changes 
imposed by the pandemic. The Advanced Computing for Social Change (ACSC) faculty workshop was a 
one-week boot camp with a mixed schedule of training, small group working sessions, and hands-on 
practice using tools on the desktop and in the Jetstream Cloud environment. Twice the number of 
faculty registered as could be accommodated. Twenty faculty participated with more than 50% 
representing humanities and social sciences. Seventy percent of the attendees were from the Atlanta 
University Center Data Science Initiative.  
Broadening Participation student programs were virtual and contributed to an increase in the number 
of XSEDE users from underrepresented communities. ACSC, co-located with PEARC20 (July 2020), and 
Computing4Change, co-located with SC20 (Nov 2020), engaged a total of 37 undergraduates from 
diverse backgrounds and disciplines. The collaboration with Chaminade University of Honolulu 
Supporting Pacific Indigenous Computing Excellence (SPICE) Data Science Summer Immersive 
Experience served an additional 27 students from the Pacific region, including two attendees from 
American Samoa Department of Health, and has already recruited 25 students for summer 2021. The 
majority of student program participants attend Minority-Serving and teaching intensive institutions, 
and data from 2020 shows majority of the participants (62%) identified as women or non-binary, and 
as Black/African American, Hispanic/Latinx, or Native American or Pacific Islander. Evaluation data 
also shows student programs are effective in engaging students from non-STEM disciplines. 
This year, the Broadening Participation program expanded student offerings to include Hackathons. 
Participation in the inaugural HPC-in-the-City hackathon took place November 5-9, 2020 virtually as a 
part of the SC20 conference. There were a total of 63 participants that included seven faculty mentors 
sponsored by XSEDE. Additionally, XSEDE provided a team prize of SC21 full registration of six 
members (four students and two mentors). Three XSEDE staff members also participated as co-
mentors, and one was on the organizing committee and acted as the host. XSEDE was a sponsor for the 
annual Symposium on Computing at Minority Institutions organized March 17-27, and Je’aime Powell 
presented a faculty workshop on the topic “How to Host a Hackathon.” The workshop had seventeen 
faculty attendees from Minority Serving colleges and universities. 
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Broadening Participation continued to support project-wide diversity, equity, and inclusion initiatives 
(DEI). Words matter!, XSEDE's commitment to fostering and promoting an inclusive environment for all 
users, staff, and the wider community, extends to all language and terminology in all XSEDE materials. 
As a result of this commitment, XSEDE's Terminology Task Force (TTF) was formed to review, address, 
and define processes to eliminate offensive terms in XSEDE materials. The TTF compiled a living list of 
terms deemed inappropriate for use in XSEDE organizational areas. For each term, TTF describes why it 
may be offensive, cites supporting source materials, categorizes the term by type of bias, and provides 
suggested alternative language. The task force developed a web page and form for reporting terms, 
established a process to accept and review new terms, and launched training for XSEDE leadership. All 
areas of XSEDE participated in the task force. To address a recommendation to increase the diversity in 
hiring XSEDE staff, Broadening Participation created a page with best practices, links for advertising 
employment opportunities to a more diverse pool of potential applicants, and ways the Broadening 
Participation activities can be leveraged along with the local resources and DEI activities. This past 
year, NCSA, PSC, SURA, and TACC promoted employment opportunities at the ACM Tapia Celebration of 
Diversity in Computing virtual exhibit hall and the Broadening Participation staff were consulted by 
Service Providers required by NSF to address DEI plans.  
PY11 Activities 
The Broadening Participation program is continuing the successful strategies and activities from prior 
years and expanding practices that promote inclusion project-wide with an emphasis on sustaining and 
deepening the engagement of faculty and students historically underrepresented in High Performance 
Computing (HPC) and, more generally, in research computing. These practices and strategies include 
participation at select conferences such as the Association for Computing Machinery (ACM) Tapia 
Celebration of Diversity in Computing, the SACNAS National Conference, and the American Association 
for the Advancement of Science (AAAS)-NSF Emerging Researchers National Conference. To have a 
presence at smaller, domain-specific conferences, the Broadening Participation program will support 
faculty and student participation in conferences where they are presenting research enabled by XSEDE 
resources and services. 
As travel restrictions and campus policies permit, in-person campus visits will resume to institutions 
that serve large populations of URM and female students to help promote computational and data 
science curriculum, the use of advanced computing resources, and student engagement opportunities 
that enable the development of persistent relationships between the institutions and XSEDE. Training 
offered both in-person and via webinars will provide entry-level and intermediate skills development 
for faculty and research teams. 
Student programs targeted at broadening participation will continue in PY11 and include the ACSC and 
Computing4Change programs. Computing4Change is co-sponsored by Association for Computing 
Machinery's Special Interest Group on High Performance Computing (ACM SIGHPC) and TACC. ACSC 
will continue to offer abridged and online versions as well as the five-day experiences co-located with 
major conferences. ACSC and Computing4Change are designed to introduce students from a variety of 
disciplines and institutions to advanced computing and data analytics through social change challenges. 
The ACSC faculty curriculum development will continue in collaboration with the Education program 
with additional module-in-a-box implementation and faculty workshops. The Broadening Participation 
program will sustain engagement with existing partners including California State University at Los 
Angeles (CSULA), the Atlanta University Center Data Science Initiative, and Chaminda University of 
Honolulu. 
For other metrics with respect to this WBS, see Appendix §12.2.2.1.3.  
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 User Interfaces & Online Information (WBS 2.1.5) 
User Interfaces & Online Information (UII) is committed to enabling the discovery, understanding, and 
effective utilization of XSEDE’s powerful capabilities and services. Through UII’s ongoing effort to 
improve and engage a variety of audiences via the XSEDE website and User Portal, UII has an immediate 
impact on a variety of stakeholders including the general public, potential and current users, educators, 
service providers, campus affiliates, and funding agencies. These stakeholders will gain valuable 
information about XSEDE through an information-rich website, the XSEDE User Portal, and a uniform 
set of user documentation.  
RY5 Annual Highlights 
The UII team continued its focus on meeting the needs of new and existing XSEDE users this past year. 
Throughout the year, new features and improvements to existing functionality were rolled out. The 
XSEDE website released new features such as XSEDE’s code of conduct and reporting mechanism and is 
in progress to roll out a terminology document. These efforts are to stay in touch with the needs of our 
community to understand that XSEDE is an institution that cares about the inclusion of our community. 
Furthermore, the XSEDE User Portal released a new account creation feature to securely streamline 
account creation access and make the process easier for both administrators and users creating 
accounts. The team has released new Open Researcher and Contributor ID (ORCID) integration 
capabilities and published a paper at PEARC20 sharing those experiences with the wider CI community. 
The UII team continually looks at requirements both internally and from users to better meet the needs 
of the CI community and continues to strive to be a critical resource in the XSEDE ecosystem. 
PY11 Activities 
For PY11, the UII team plans to continue sustaining efforts in documentation for user guides and new 
services that become available via XSEDE. The UII team coordinates with other XSEDE groups to keep 
website content up to date and continually maintain the website and XSEDE User Portal. The team will 
work closely with RAS to ensure interface improvements are being made and stakeholder feedback is 
continually integrated into the allocation interface. User and stakeholder feedback will be used to 
continually improve new features in the XSEDE User Portal. Additionally, UII will work tightly with XCI 
to continue to coordinate and release new features such as displaying new software services, 
community interfaces, updated single sign on and more. Finally, the team will continue to implement 
various touchpoints of ORCID integration throughout the portal. 
For other metrics with respect to this WBS, see Appendix §12.2.2.1.4.  
 Campus Engagement (WBS 2.1.6) 
The Campus Engagement program promotes and facilitates the effective participation of a diverse 
national community of campuses in the application of advanced digital resources and services to 
accelerate discovery, enhance education, and foster scholarly achievement. 
Campus Engagement, via the Campus Champions, works directly with institutions across the U.S. both 
to facilitate computing and data-intensive research and education, nationally and with collaborators 
worldwide, and to expand the scale, scope, ambition, and impact of these endeavors. This is done by 
increasing scalable, sustainable institutional uptake of advanced digital services from providers at all 
levels (workgroup, institutional, regional, national, and international), fostering a broader, deeper, 
more agile, more sustainable and more diverse nationwide cyberinfrastructure ecosystem across all 
levels, and cultivating inter-institutional interchange of resources, expertise, and support. Campus 
Engagement also aims to assist with the establishment and expansion of consortia (e.g., intra-state, 
regional, domain-specific) that collaborate to better serve the needs of their advanced computing 
stakeholders. 
RY5 Annual Highlights 
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The Campus Champions program began in 2008, under TeraGrid, as a way to connect researchers on 
campuses with the resources and services provided by TeraGrid and then continued to be supported by 
XSEDE. The Campus Champions Community has been the primary, largest, and oldest community of 
practice for Cyberinfrastructure (CI) and Research Computing and Data (RCD) professionals. The group 
benefits both from its strong ties to XSEDE and to each other. They support, enable, and collaborate 
with researchers on their campuses and in their regions, directly and by connecting them to national 
resources—whichever best helps the researcher accomplish their goals.  
“Without Campus Champions, supported by XSEDE, our HPC staff would not have time to learn about 
different options—we would not even hear about them in the first place, and certainly we would not 
have access to training.”  
— Lisa Lowe, Campus Champion, North Carolina State University at Raleigh  
The Campus Champions program has grown and evolved over the past 13 years, thanks to support from 
NSF via the XSEDE program. It has become a very successful workforce development program for the 
CI/RCD workforce through this sustained support. The XSEDE Campus Engagement staff, the volunteer 
elected leadership team, and the Campus Champions Community believe that sustaining the community 
is vital to advancing both the CI/RCD workforce and the research that relies on cyberinfrastructure 
resources, services, and expertise.  
With the release of the ACCESS solicitation, the Campus Champions leadership team realized that new 
funding support will be needed. While many of the Campus Champions’ roles in community support 
(e.g., planning community calls and supporting the mailing list) can be handled with volunteer efforts to 
some minimal degree, activities that involve close integration with XSEDE (and eventually ACCESS) 
require significant time and effort to coordinate (e.g., Champions allocations, the Champions Fellows 
program, close ties with training, Broadening Participation, and overall coordination and liaising, 
among others). The Virtual Residency Program also is a significant effort that is highly valued by the 
CI/RCD community and those they serve. Additionally, PEARC has served as the de facto annual (mostly 
in-person) meeting for the Campus Champions Community, and support from NSF has been critical to 
allow many Champions to attend.  
This year, the Campus Champions Community has grown to 720 members from 337 institutions, 
covering every U.S. state, including 80 in EPSCoR (Established Program to Stimulate Competitive 
Research ) jurisdictions, 57 minority-serving institutions, and 36 non-academic, not-for-profit 
organizations. In addition to the monthly virtual Community Chat and the All-Champions Calls, 
members actively discuss relevant topics on Slack and the email list. Over the past year, the mailing list 
has had 247 distinct contributors covering over 480 topics. The most active discussions of the year 
were: 
• Cloud Platform Provider Comparisons? 
• Requiring Virtual Private Network (VPN) Access For HPC Clusters 
• Netflow Workflow Manager 
• Best Practices for building Python on HPC? 
• Vienna Ab-Initio Simulation Package (VASP) on 32fp GPU 
• Securing HPC Secure Shell (SSH) access 
• Gaussian and GPUs 
• OpenMPI problem 
• HPC and Graphical Information Systems (GIS) 
• Need help with a Python Parallel Programming problem 
While the Community Chat calls are geared to enable open discussion, the All-Champions Calls 
introduce new champions and have presentations. Selected presentations include: “CaRCC Job 
Hierarchy and Professionalization working group”; “A Day in the Life of a Champion”; “Open Storage 
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Network”; “Research Software Engineers Community Update”; and presentations from each of the 
Campus Champions Fellows.  
The Campus Champions Onboarding working group also held a very successful workshop at PEARC20 
and will have another at PEARC21 on “What it Means to be a Campus Champion,” covering both XSEDE 
topics as well as other resources and how to engage with researchers.  
The Virtual Residency Program (VRP) annual workshop is scheduled for June 7-11, 2021, and, as of this 
writing, more than a month before the event, already has 341 pre-registrants from 185 institutions (the 
most recent mass mailing, on May 4, elicited 87 new pre-registrants in its first 24 hours), including 17 
Minority Serving Institutions, 35 non-PhD-granting institutions, and 47 institutions in 24 of 28 EPSCoR 
jurisdictions. The VRP’s Paper Writing Apprenticeship’s PEARC21 paper submission, with 15 authors, 
was accepted for publication. The VRP’s Grant Proposal Writing Apprenticeship submitted an NSF 
CyberTraining proposal on January 21, 2021 that is pending. To date, the VRP’s activities have served 
948 people, mostly CI professionals, so that number is expected to exceed 1,000 as of the end of the 
June VRP workshop. 
PY11 Activities 
The key aspect of the Campus Engagement program will be contributing to convergence among the 
several organizations that are focused on Cyberinfrastructure Professionals, including Campus 
Champions, the Virtual Residency Program, the Campus Research Computing Consortium and others.  
Student and Domain Champions programs will continue as well as collaboration with ECSS for the 
Champions Fellows program. Monthly All-Champions calls, Community Chats, tech talks and face-to-
face meetings at PEARC21, SC21, and regional events will continue where possible. Additionally, 
Champions leadership and staff along with the working groups continue to refine processes and 
documentation for continuity of the program beyond the XSEDE grant. Campus Engagement staff and 
Champions leadership will also continue coordinating collaborations between Champions and XSEDE 
staff. The Virtual Residency workshops and calls, and the Grant Proposal Writing and Paper Writing 
Apprenticeships, will likewise continue into PY11. 
For other metrics with respect to this WBS, see Appendix §12.2.2.1.5.  
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5. Extended Collaborative Support Service (WBS 2.2) 
The Extended Collaborative Support Service (ECSS) improves the productivity of the XSEDE user 
community through meaningful collaborations and well-planned training activities. The objective is to 
optimize applications, improve work and data flows, increase effective use of the XSEDE digital 
infrastructure, and broadly expand the XSEDE user base by engaging members of underrepresented 
communities and domain areas. The ECSS program provides professionals who can be part of a 
collaborative team—dedicated staff who develop deep, collaborative relationships with XSEDE users—
helping them make the best use of XSEDE resources to advance their work. These professionals possess 
combined expertise in many fields of computational science and engineering. They have a deep 
knowledge of underlying computer systems and of the design and implementation principles for 
optimally mapping scientific problems, codes, and middleware to these resources. ECSS includes 
experts in not just the traditional use of advanced computing systems but also in data-intensive work, 
workflow engineering, and the enhancement of scientific gateways.  
ECSS projects fall into five categories: Extended Support for Research Teams (ESRT), Novel and 
Innovative Projects (NaIP), Extended Support for Community Codes (ESCC), Extended Support for 
Science Gateways (ESSGW), and Extended Support for Training, Education and Outreach (ESTEO). 
Project-based ECSS support is requested by researchers via the XSEDE peer-review allocation process, 
or, in some cases, suggested by reviewers as something that would benefit the researchers. If reviewers 
recommend support and if staff resources are available, projects progress through three activities. First, 
the project is assigned to an ECSS expert. Second, the project is quantified with the formation of a work 
plan through collaboration with the research group. The work plan includes concrete quarterly goals 
and staffing commitments from both the PI team and ECSS. Third, when the project is completed, the 
ECSS expert produces a final report with input from the research group. A successful project is the 
completion of all three phases. Each state of the progression is measured to provide an assessment of 
progress. Submission of work plans within 45 days of initial contact, 90% of projects with work plans 
completed, and 85% of completed projects with final reports within three months are additional 
criteria for success. The ECSS managers review work plans and also track progress via Interim Project 
Reports.  
The success of the ECSS team depends on effective collaboration across all L2 areas of the project. 
Specifically, ECSS works closely with XCI to expand software capabilities; External Relations within PgO 
to communicate the science successes enabled by ECSS assistance; RAS to review allocations requests; 
and CEE to develop and deliver training in HPC, data intensive computing, effective use of XSEDE 
resources and other topics. In addition, ECSS partners with CEE to manage the Campus Champions 
Fellows program, which can involve mentors from any L2 area.  
Key Performance Indicators for Extended Collaborative Support Service are listed in the table below. 
Additional information about these KPIs can be found on the XSEDE KPIs & Metrics wiki page.  
For other metrics with respect to this WBS, see Appendix §12.2.2.2. 
Table 5-1: KPIs for Extended Collaborative Support Service. 





RY6 40/yr      Deepen/Extend 




RY5 45/yr 17 10 18 10 55 
RY4 45/yr 15 11 16 10 52 
RY3 45/yr 17   10 12  8  47 
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KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
RY2 50/yr 16 9 10 12 47 
RY1 50/yr * 10 13 25 48 
Grand 
(aggregate) 
mean rating of 
ECSS impact by 
PIs measured by 
ECSS Project Exit 
Survey items (1-
5 Likert scale) 
RY6 4 of 5/yr      Deepen/Extend 




RY5 4 of 5/yr 4.1  4.2  4.5   4.8 4.3 
RY4 4 of 5/yr  3.0 4.7  4.3  4.7  4.5 
RY3 4 of 5/yr  NA  3.9 4.4  4.3  4.2 
RY2 4 of 5/yr 4.1  4.0 3.8   4.3 4.0 
RY1 4 of 5 /qtr * 4.6  4.6 3.3 4.1 
Grand 
(aggregate) 




ECSS Project Exit 
Survey items (1-
5 Likert scale) 
RY6 4.5 of 5/ yr      
Deepen/Extend 




RY5 4.5 of 5/ yr  4.8 4.9  3.8  5.0  4.8 
RY4 4.5 of 5/ yr 3.0  5.0  5.0  4.7  4.8 
RY3 4.5 of 5/ yr  NA 4.3  4.8  4.5 4.6 
RY2 4.5 of 5/ yr 4.7 4.6 4.2  4.8 4.5  
RY1 4.5 of 5/ qtr * 4.9 4.7  4.6 4.5 
NA – Interviews were not conducted during this reporting period so no Impact and Satisfaction ratings were collected. 
ECSS exceeded its target of 45 projects completed in RY5 with 55 completed projects. This is due to a 
continuing trend of increased project numbers in ESSGW. ECSS PI impact and satisfaction ratings are 
comfortably over the goals of 4.0/5.0 and 4.5/5.0, respectively. These numbers appear to be trending 
upwards over the last couple of years. ECSS will continue efforts to improve the performance of ECSS in 
serving the research community. ECSS management may need to reallocate additional staff to ESSGW if 
the number of project requests continues to rise. 
ECSS Highlights 
Applications of Computer Vision and Machine Learning to Historical Documents: PI Raja Adal 
(University of Pittsburgh), ECSS team members Paola Buitrago and Rajanie Prabha (PSC). Initiated in 
2018 under the auspices of the NaIP area, this ECSS project on the Bridges-AI resource has now enabled 
the first publication of an expertly curated dataset of historical Japanese stamps. In East Asia, stamps 
often take the place of signatures. Mining these stamps on a large number of documents allows 
researchers to search for documents that were stamped by any particular individual and enables data 
visualizations of the document paths in modern offices. The ability to recognize stamps can transform a 
catalogue of stamped documents into a rich dataset that can reveal individual names, information flows, 
and human networks. The Mitsui Corporation’s Mi’ike Mine archive (see Figure 12) is probably the 
most complete business archive for the study of modern Japan available today. Its uniqueness lies in its 
size, more than 30,000 pages, and its span, half a century ranging from 1889 to 1940. Without the aid of 
machine learning, mining the tens of thousands of stamps in this archive would require a team of 










are often used 
in East Asian 
stamps. AI can 
be used to 
enable and speed up labeling and mining of large and specialized datasets via a human-in-the-loop 
approach, a form of active learning (AL). AL methods, although helpful in certain scenarios, present 
limitations when the task at hand exhibits the following characteristics: the set of classes is not known 
before labeling, and the distribution of objects across classes is highly unbalanced (i.e. a long-tail 
distribution). To address these limitations in object detection scenarios, the team developed a multi-
step approach consisting of: 1) object detection of a generic "object" class, and 2) image classification 
with the open class set and a long tail distribution. As discussed in a paper accepted for publication at 
16th International Conference on Document Analysis and Recognition, ICDAR 2021,45 they apply their 
approach to recognizing stamps in the Mitsui Mi'ike Mine collection, creating and publishing a curated 
edition of this unique dataset, which consists of 5,100 images of 417 different Japanese stamps. They 
hope that the Mi’ike Mine Stamps dataset will become a useful tool to further explore AI methods in the 
study of Japanese historical documents, as well as serve as a benchmark for image classification 
algorithms with a highly unbalanced class set. 
DISSCO, a Digital Instrument for Sound Synthesis and Composition: PI Sever Tipei (University of 
Illinois), ECSS team members Paul Rodriguez (SDSC) and Alan Craig (Shodor). Initiated in 2015 under 
the auspices of the Novel and Innovative Projects area, this ECSS project has now developed a platform 
to enable collaborative and interactive 
composition. Composers do not usually 
collaborate with other composers but, 
for the last half century, open works 
were created that invite performers to 
implement details left undetermined or 
even decide the order in which various 
sections of the composition are to be 
played. Chance operations were also 
used in the writing of musical pieces 
and, in music generated with the 
assistance of computers, controlled 
randomness found its place. DISSCO 
incorporates random procedures as 
well as deterministic means of defining 
the components of a piece (see Figure 





Figure 12: Long tail distribution of stamps in the Mi’ike Mine collection, and stamp samples from 
several selected classes. The labeling was performed in cycles corresponding to documents from 






Figure 13: With the DISSCO Platform, sounds are synthesized as “slices” 
of the entire score and played in near-real time for multiple users on 
their personal workstations. All users can also modify the sounds 
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like SDSC Comet and uses the Jupyter notebook environment to integrate the end-to-end processes with 
a user interface. In a forthcoming paper by Tipei, Craig and Rodriguez, the implementation platform and 
the collaboration management are discussed in detail. Comments regarding aesthetic implications of 
the partnership between one or more humans and the computer—considered a bona fide 
collaborator—are also discussed, as are possible future directions. 
The High Resolution Spatial Temporal Analysis of Whole-Head 306-Channel 
Magnetoencephalography and 66-Channel Electroencephalography Brain Imaging in Humans 
During Sleep Gateway Project 
Research led by PI Dr. David Shannahoff-Khalsa of the University of California, San Diego investigates 
sleep rhythms that manifest with the two cerebral hemispheres alternating in dominance with an 
“hourly-like” ultradian rhythm that is tightly coupled to the REM-NREM sleep cycle. This cerebral 
rhythm of alternating dominance has also been demonstrated in waking normals using EEG and 
cognitive testing. Previously, the team also showed how the cerebral rhythm was tightly coupled to the 
nasal cycle, an endogenous rhythm of the autonomic nervous system, where airflow alternates between 
the right and left nostril. Cognitive testing and EEG showed that the left hemisphere dominates when 
airflow dominates through the right nostril, and vice versa. In Phase 1 of this project, with XSEDE ECSS 
support from consultants Jeff Sale and Mona Wong of SDSC, the team analyzed and visualized sleep data 
that has high temporal (603 Hz) and spatial resolution from 4 healthy subjects. Data was recorded 
using the Elekta Neuromag instrument with whole-head 306-channel magnetoencephalography (MEG) 
and 66-channel EEG. The team 
compared the rhythms of 6 
frequency bands (low-delta, delta, 
theta, alpha, beta, and gamma), 
and while the rhythms of the 6 
bands (see Figure 14) all had 
significant ultradian profiles, the 
low-delta, delta, and theta bands 
showed the strongest coupling to 
the REM-NREM sleep cycle. These 
three bands, which dominate 
during the deepest stages of sleep, 
showed greater power in the right 
hemisphere during stages 3 & 4, 
while REM sleep showed greater 
power in the left hemisphere. 
Stages 3 & 4 are known to be the 
polar opposite of REM sleep. 
Further highlights can be found in the sections for each of the ECSS L3 areas.  
PY11 Activities 
The target for the number of projects completed per year is being reduced from 45 to 40. This reflects 
the reality that the June 2021 XRAC meeting will be the last one where ECSS can be awarded for a full 
year and that proposals reviewed at the following two XRAC meetings will have to be of reduced 
duration. This will be somewhat offset by the fact that ECSS-like activities are not anticipated to be part 
of the ACCESS awards, thereby encouraging ECSS staff and recipients to wrap up projects in a timely 
manner. 
Targets for ECSS PI impact and satisfaction will remain unchanged for PY11. ECSS is already meeting 
these very ambitious goals and there are no long term trends to suggest any changes in the coming year. 
The main concern is that there may be impacts due to ECSS staff leaving XSEDE to work on other 
 
Figure 14: An isosurface plot with the six frequency and how they are 
coupled to the sleep hypnogram.  
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projects with longer term funding or from having to limit the duration of projects. Leaving these high 
goals in place will help ECSS to remain focused and provide the very best level of support through the 
end of XSEDE. 
Priorities for PY11 include informing ECSS recipients of the end of the program so that they can plan 
accordingly. This will be especially important for ECSS PIs who have received multiple years of support 
and come to rely on ECSS staff as integral members of their team. These PIs will be encouraged to hire 
their own technical staff, including possibly writing ECSS staff into their grants. There will also be a 
strong emphasis on knowledge transfer to the ECSS PIs so that they can continue to build on what they 
learn from our staff. Transition activities will include handing off training materials and ECSS 
Symposium materials (documentation, email templates, pointers to YouTube channel and slide decks) 
to recipients of the ACCESS award. 
 ECSS Director’s Office (WBS 2.2.1) 
The ECSS Director’s Office has been established to provide the necessary oversight to ensure the 
greatest efficiency and effectiveness of the ECSS area. This oversight includes providing direction to the 
L3 management team, coordination of and participation in ECSS planning activities and reports through 
the area’s Project Manager, monitoring compliance with budgets, and retargeting effort, if necessary. 
The Director’s Office also attends and supports the preparation of project-level reviews and activities. 
The ECSS Director’s Office will continue to manage and set direction for ECSS activities and 
responsibilities. They will contribute to and attend bi-weekly Senior Management Team calls; 
contribute to the project level plan, schedule, and budget; contribute to XSEDE quarterly, annual, and 
other reports as required by the NSF; and attend XSEDE quarterly and annual meetings. The Director’s 
Office will advise the XSEDE PI on many issues, especially those relevant to this WBS area. The office 
consists of two Level 2 Co-Directors, Philip Blood, who manages ESRT and NIP activities, and Bob 
Sinkovits, who manages ESCC, ESSGW, and ESTEO activities. The office also has three project managers 
(Marques Bland, Sonia Nayak, and Leslie Morsek).  
Blood and Sinkovits carry out the post-project interviews with all project PIs who have received ECSS 
support, both to get their assessment of how the project went, and to hear and act on any concerns they 
may express. Sinkovits also organizes the monthly symposium series, serves as one of the contributors 
to staff training, and runs the Campus Champions Fellows program (§4.6). Blood convenes User 
Advisory Committee meetings and supports the User Advisory Committee Chair. 
The project managers aid in the management of the day-to-day activities of ECSS, which includes the 
management of project requests (XRAC and startups), active projects, project assignments, and staffing. 
They continuously refine the ECSS project lifecycle, further defining processes to aid in the management 
of over 100 active projects. They also administer Jira for the management and tracking of projects, both 
for the managers and directors of ECSS and for ECSS staff. 
 Extended Support for Research Teams (WBS 2.2.2) 
Extended Support for Research Teams (ESRT) accelerates scientific discovery by collaborating with 
researchers, engineers, and scholars to optimize their application codes, improve their work and data 
flows, and increase the effectiveness of their use of XSEDE digital infrastructure. 
ESRT projects are initiated as a result of support requests or recommendations obtained during the 
allocation process. Most projects focus on research codes associated with specific research teams, as 
community codes fall under ESCC (§5.4), but are not exclusively restricted to this classification. The 
primary mandate of ESRT is the support of individual research teams within the context of their 
research goals. 
RY5 Annual Highlights 
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ESRT has met its targets for the average impact rating of 4 of 5 and average satisfaction of 4.5 of 5, with 
a 4.4 and 4.6, respectively, for this reporting year. However, metrics for the number of completed 
projects (23 - target 27) and average estimated months saved per project (9.3 - target 12) were lower 
this year. ESRT currently has sufficient active projects (27) to meet the number of completed projects 
over the next year. Discontinued or extended projects (i.e. projects that do not complete) can cause this 
discrepancy; although extended projects complete at a later date. An average of 12 months saved per 
ECSS project is a high goal, which ESRT has consistently met and will continue to strive to attain each 
year. 
ESRT Highlight:  
A Performant Matrix of Pearson's Correlation Coefficient (MPCC) Calculations with Support for 
Missing Data on Emerging HPC Architectures: 
A service for web-based genetics, GeneNetwork, routinely performs Pearson Correlation Coefficient 
(PCC) calculations to find relationships between and among genotypes and phenotypes (see Figure 15). 
With the rapidly growing amount of 
data acquired from sequencing, 
combined with a growing body of 
phenotype data from medical and 
experimental biology, computing 
correlations is a recurring bottleneck, 
particularly in the presence of 
incomplete data. A team led by Dr. 
Pjotr Prins at the University of 
Tennessee Health Science Center is 
developing a high-performance Matrix 
Pearson Correlation Coefficient 
(MPCC) algorithm to reduce these 
performance bottlenecks. 
The algorithmic redesign focused on 
bundling vectors into matrices and 
computing dot-products in bulk as 
general matrix-matrix multiplications 
(GEMMs). The incomplete data 
handling replaces an O(n3) conditional 
statement with an O(n2) conditional and a GEMM. These GEMM’s are handled by importing highly 
efficient architecturally optimized libraries (MKL, cuBLAS) to get cross platform performance. While 
both algorithms have O(n3) complexity, performance comparisons between original and improved 
algorithm shows gains due to increased arithmetic intensity (7x increase) and efficient use of memory. 
ECSS ESRT consultants Dr. Chad Burdyshaw and Dr. Glenn Brook have optimized this MPCC algorithm 
on Intel Xeon Gold 6148 (Skylake) processors to achieve 4.3 TFlop/s in single precision (77% of 
theoretical peak). For large square matrices MPCC outperforms the existing PCC calculation utilizing the 
R cor function by 200-fold. This algorithm was originally targeted for the Stampede2 Skylake nodes, but 
cross compilation for GPU’s, and their smaller local memory, has shifted focus to streaming segments of 
matrices too large to be held in memory. 
PY11 Activities 
ESRT KPIs for RY6 including the average impact rating, average satisfaction, number of completed ESRT 
projects, and average months saved due to ESRT support will not change from RY5 levels. 
 
Figure 15: Genotype to genotype correlation between genetic markers on 
chromosome 1 of the BxD family. Pairwise correlation between all 7,321 
markers was ~6 times faster using MPCC. Computation was performed 
on an Intel(R) Xeon(R) CPU E5-2680 v4@ 2.40GHz. 
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The L3 manager will continue to manage ESRT projects via staff assignment, progress tracking, and 
reporting. ESRT staff will execute and generate new or renewal projects, provide project work plans, 
and prepare project final reports. ESRT staff will be involved in general training activities including the 
Jira/Confluence project management system and training for new staff members. ESRT staff will also 
share knowledge via participation in ECSS staff symposia, publications, and provide service to XSEDE 
allocations by reviewing XRAC proposals. 
For other metrics with respect to this WBS, see Appendix §12.2.2.2.1. 
 Novel & Innovative Projects (WBS 2.2.3) 
Novel and Innovative Projects (NaIP) accelerates research, scholarship, and education provided by new 
communities that can strongly benefit from the use of XSEDE’s ecosystem of advanced digital services. 
Working closely with the XSEDE Outreach team, the NaIP team identifies a subset of scientists, scholars, 
and educators from new communities, i.e., from disciplines or demographics that have not yet made 
significant use of advanced computing infrastructure, who are now committed to projects that appear 
to require XSEDE services, and are in a good position to use them efficiently. NaIP staff then provide 
personal mentoring to these projects, helping them to obtain XSEDE allocations and use them 
successfully. 
XSEDE projects generated by, and mentored by, the personal efforts of the NaIP experts should 
stimulate additional practitioners in their field to become interested in XSEDE. Strategies used include 
building and promoting science gateways serving communities of end-users and the enhancement of 
the Domain Champions program by which successful practitioners spread the word about the benefits 
of XSEDE to their colleagues.  
RY5 Annual Highlights 
The L3 metric targets for NaIP have been met, except for “Number of new XSEDE projects from target 
communities generated by NaIP,” which has fallen slightly short (average of 28 per RP against the 
target of 30). This can be attributed to the difficulty our team members have reaching out to 
prospective new users in the absence of in-person interactions, due to the pandemic.  
NaIP Highlight: 
One highlight illustrating the activities of the NaIP team is the contribution of team member Davide Del 
Vento (NCAR) to the project GISandbox: A Science Gateway for Geospatial Computing led by PI Eric 
Shook (University of Minnesota). When using JupyterHub for large groups such as the students and 
researchers who utilize this gateway, the administrators need to create a large number of accounts. The 
typical workflow requires manually creating each user and communicating their password. This is very 
tedious, error prone, and insecure. Alternatively, there is an option, called nativeauthenticator46 
allowing anybody to create their account on their own but, even so, the administrators need to either 
manually approve each request or allow anybody who creates their account to automatically have shell 
access on the server—an open invitation to hackers and spammers. The NaIP ECSS consultant 
augmented nativeauthenticator to allow administrators to pre-approve only users registering with an 
email address matching a regular expression. Users can still create their own account, but they can self-
authorize by navigating to a (cryptographic) URL which is emailed to them only if the provided email 
address matches the specified pattern.  
PY11 Activities 
In PY11, NaIP will continue to focus on generating and mentoring projects that have a strong data 
analytics component. NaIP team members will identify potential projects by collaborating with CEE, the 
Champions program, Campus Research Computing Consortium (CaRCC), and the Xpert Network, and by 
 
46 https://github.com/jupyterhub/nativeauthenticatorhttps://github.com/jupyterhub/nativeauthenticator  
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providing light-weight consultations to orient new XSEDE users. The KPI “Percentage of new allocation 
users from non-traditional disciplines of XSEDE resources and services” will measure the success of this 
activity. This KPI target remains unchanged from PY10 to PY11. NaIP experts will mentor non-
traditional projects to successfully use their XSEDE grants and other services, including ESRT, ESCC, or 
ESSGW projects as appropriate. The KPI “Percentage of sustained allocation users from non-traditional 
disciplines of XSEDE resources and services” will measure the success of this activity. This KPI target 
remains unchanged from PY10 to PY11. The focus on data analytics requires a sustained and effective 
retraining and professional development effort for NaIP team members. To achieve this, and to foster 
team members’ morale and job satisfaction, NaIP will encourage, identify, and facilitate opportunities 
for staff to develop new skills and publish work. For transition planning, NaIP will advise mentored 
projects on continuing opportunities past the end of the program, and prepare relevant documents for 
archival publication. 
For other metrics with respect to this WBS, see Appendix §12.2.2.2.2 
 Extended Support for Community Codes (WBS 2.2.4) 
Extended Support for Community Codes (ESCC) extends the use of XSEDE resources by collaborating 
with researchers and community code developers to deploy, harden, and optimize software systems 
necessary for research communities to create new knowledge. 
ESCC supports users via requested projects and XSEDE-initiated projects. ESCC projects may be created 
in two different ways. Most ESCC projects are initiated as a result of requests for assistance during the 
allocation process. These projects are similar in nature to ESRT projects but involve community codes 
rather than codes developed for and by individual research groups. ESCC projects may also be initiated 
by staff to support a community’s needs. 
RY5 Annual Highlights 
ESCC has met its goal for the number of completed projects. Only one PI interview was conducted with 
PIs completing ESCC projects this year. The project earned a satisfaction score of 5.0 which contributes 
positively to the overall ECSS KPI. However, the impact score was only 2.0, which falls short of the goal. 
This disparity reflects the fact that while the collaboration was successful, there was room for 
improvement. 
ESCC Highlight: 
Towards a multiscale theory of molecular solvation: Development, testing, and application of 
3D-RISM: Work on this project has been completed by the PI and his collaborator, Dr. Tyler Luchko, of 
California State University, Northridge; Dr. Leighton Wilson, of the University of Michigan; and the ECSS 
consultant Dr. Albert Lu (TACC). The focal point was to improve the parallel efficiency of the 3D-RISM 
code. This code is part of the Amber toolkit. Amber is a suite of biomolecular simulation programs that 
is widely used in the community and the successful work described here has a broader impact. At the 
beginning the code was MPI parallel only, and MPI scalability and overall parallel efficiency was 
constrained. To use all available compute power and to gain access to all available memory bandwidth a 
maximum number of MPI tasks was employed (which can be a large number per node on today’s multi 
and many core architectures). This necessitated thin slices that create large communication overhead. 
To overcome this limitation OpenMP thread-parallelism was introduced to the code. OpenMP adds very 
little memory overhead, however, when reasonable scaling is achieved it allows one to reduce the 
number of MPI tasks per node while still employing all cores (see Figure 16). For this project the ECSS 
consultant profiled the code and fixed some bugs that affected memory scalability and numerical 
accuracy. Then OpenMP threads were added while simultaneous changes were made to use the FFTW 
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and MKL-BLAS libraries. Good parallel 
efficiency with OpenMP was achieved and for 
the test case an overall speedup of 71% was 
achieved, when the original setup on a node 
was compared with 12 tasks and 4 OpenMP 
threads per task. As it is often the case, a 
small number of OpenMP threads, i.e. in a 
regime where good scalability can be easily 
achieved, already makes a large difference in 
overall performance and MPI communication 
efficiency. The figure shows the scaling 
efficiency of the pure MPI version against 
several MPI-OpenMP setups. While the MPI-
only implementation scales better, the 
OpenMP parallel version provides better 
overall execution speed. Note that the overall parallel performance seems low (about 50% at 32 
threads when comparing MPI with MPI+OpenMP), but that the best speedup was achieved with a more 
modest number of 4 OpenMP threads. At this thread count the OpenMP efficiency is higher than 80%. 
The relatively poor parallel efficiency originates from the fact that only the 2 most time consuming 
routines were parallelised with threads. Narrow changes are often indicated when OpenMP is added to 
existing complex code. If the code had been properly designed for threads from the beginning then a 
higher efficiency likely could be reached. However, rewriting the whole code for small additional 
performance gains would be ill-advised.  
PY11 Activities 
In PY11, ESCC will maintain its target of nine completed projects per year and allow time for 
professional development of staff to acquire and document new skills in emerging technologies 
important to ESCC and XSEDE as a whole. In PY11, ESCC will continue to focus on identifying strategic 
codes that may benefit from ESCC, for example, by drawing on the domain knowledge of ECSS staff, 
reaching out to application developers, and mining code performance data collected on XSEDE systems. 
In PY11, ESCC management and staff will be involved in needed training for upcoming XSEDE systems 
including Bridges-2, Expanse, and Ookami, and XSEDE transition planning. 
ESCC will continue to support XSEDE researchers using community codes via projects. Ongoing 
activities for ESCC staff include the development of work plans, collaboration with researchers to attain 
project goals, creation of final reports, participation in ECSS symposia, completion of adaptive reviews, 
and participation in ECSS-wide staff training. This effort will be managed by the ESCC lead. 
For other metrics with respect to this WBS, see Appendix §12.2.2.2.3. 
 Extended Support for Science Gateways (WBS 2.2.5) 
Extended Support for Science Gateways (ESSGW) broadens science impact and accelerates scientific 
discovery by collaborating in the development and enhancement of science-centric gateway interfaces 
and by fostering a science gateway community ecosystem. 
RY5 Annual Highlights 
The ESSGW team completed a total of 22 projects in RY5 more than doubling the target KPI of 9. At the 
same time, this additional project load did not impact satisfaction rating which remained above the 
targeted goal.  
The diversity in both gateway technologies and scientific discipline during the year was remarkable. 
This included implementation of Science Gateways that addressed genetics, medicinal chemistry and 
drug discovery, water conservation and earth sciences, food and energy planning, historical film 
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analysis, COVID-19 education, material sciences, agriculture and crop health, dark matter analysis, and 
many others.  
ESSGW Highlight: 
Alzheimer’s Disease Drug Discovery Center (AD3C). The ESSGW team of Eroma Abeysinghe, Suresh 
Marru, and Rob Quick began working with AD3C researchers and administrators to create a Science 
Gateway that will allow Alzheimer’s researchers to create an environment that allows them to do both 
common and custom drug discovery tasks. This portal will combine traditional computational gateway 
components with additional open data sharing capabilities. Early activities in this project have included 
help with creation of a Data Management Plan, instantiation of Apache Airavata gateways for mass 
spectrometry data analysis and network analysis, and a security review for commercial software 
purchase. Now that several of the core components have been implemented, the design and deployment 
of an Open Access Data Sharing (OADS) portal is underway. This component will publish the results in 
the form of Target Enablement Packages (TEP) to other AD repositories including Sage Bionetworks 
and the AMP-AD portal as well as having a direct public interface for researchers to access the TEPs. 
PY11 Activities 
ESSGW will continue to target nine completed projects during PY11 while maintaining its high level of 
customer satisfaction and impact. ESSGW will continue to expand the skills and knowledge of its staff 
utilizing ESTEO training opportunities and seeking additional external knowledge-building activities. 
Knowledge gained by individuals during these training exercises will be shared with the ESSGW groups 
during monthly meetings.  
ESSGW will continue to work with the Science Gateway Community Institute (SGCI) to identify 
collaborative projects that can effectively use the expertise found in each group. This will combine the 
ESSGW knowledge of gateway technologies and XSEDE environments with the additional SGCI 
experience with the gateways community, including security consulting, user interface design, and 
business planning. 
ESSGW will prioritize knowledge transfer during the work planning stage of new projects to 
accommodate the ramp down and end of ECSS supported activities by the end of PY11.  
For other metrics with respect to this WBS, see Appendix §12.2.2.2.4. 
 Extended Support for Training, Education, & Outreach (WBS 2.2.6) 
Extended Support for Training, Education & Outreach (ESTEO) prepares the current and next 
generation of researchers, engineers, and scholars in the use of advanced digital technologies by 
providing the technical support for Training, Education, and Outreach planned activities. 
Typical events include train-the-trainers events, on-site classes requested by Campus Champions, 
regional workshops, conferences, and summer schools (including the International HPC Summer 
School). Staff also create and review online documentation and training modules. This on-demand 
training is increasingly popular with the user community when both time and travel budgets are 
limited. 
RY5 Annual Highlights 
ESTEO team members concluded another impactful year, despite the challenges of the global pandemic. 
Some highlights included an innovative tutorial given online by Amit Chourasia, “Rich Data Sharing for 
HPC Users,” a talk given by ECSS consultants Alan Craig and Paul Rodriguez along with PI Sever Tipei to 
the University of Illinois School of Music regarding the ECSS project “DISSCO, a Digital Instrument for 
Sound Synthesis and Composition,” focusing on the recent enhancements of the real-time and 
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collaborative capabilities of DISSCO. This project also resulted in a recently published paper.47 Finally, 
ESTEO members John Cazes and Jay Alameda have been engaged with the International High 
Performance Computing Summer School (IHPCSS) planning committee, planning a best-practice-based 
virtual summer school for graduate students in the United States, Canada, Europe, and Japan to be held 
in July 2021. 
PY11 Activities 
ESTEO has ongoing activities that support the sub-goal “Preparing the current and next generation,” 
namely delivering live training, reviewing education proposals, mentoring Campus Champion Fellows 
and students, and producing, reviewing, and retiring training modules. These directly deliver on 
training and education goals encompassed in this sub-goal. ESTEO also provides services to support the 
sub-goal “Raising awareness of the value of advanced digital services” by responding to requests for 
service, supporting meetings and BoFs, supporting Campus Champions, and producing and delivering 
talks and presentations. Additionally, ESTEO supports the sub-goal, “Enhance the array of technical 
expertise and support services,” by providing ECSS internal training activities. This particular activity is 
focused on developing staff capabilities to support science on new SP resources that are coming online 
and are aimed at innovative capabilities rather than traditional supercomputing capabilities. Continuing 
for PY11 is working with staff to support skills development and training, both for supporting external 
opportunities and internal activities, as well as the management of the U.S. participation in the 
International High Performance Computing Summer School (IHPCSS). ESTEO will also continue to 
deliver training and advice to XSEDE users on writing effective benchmarking and scaling documents. 
For other metrics with respect to this WBS, see Appendix §12.2.2.2.5. 
  
 
47 Tipei S, Craig AB, Rodriguez PF. Using High-Performance Computers to Enable Collaborative and Interactive Composition 
with DISSCO. Multimodal Technologies and Interaction. 2021; 5(5):24. https://doi.org/10.3390/mti5050024. 
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6. XSEDE Cyberinfrastructure Integration (WBS 2.3) 
The mission of XSEDE Cyberinfrastructure Integration (XCI) is to facilitate interaction, sharing, 
interoperability, and compatibility of all relevant software and related services across the national CI 
community, building and improving upon the foundational efforts of XSEDE.  
XCI envisions a national cyberinfrastructure that is consistent, straightforward to understand, and 
practical for use by researchers and students. Service to XSEDE Service Providers (SPs) is a particularly 
important aspect of XCI’s activities. XCI strives to make it possible for researchers and students to 
effortlessly use computational and data analysis resources ranging from those allocated by XSEDE to 
campus-based CI facilities, an individual’s workstation, and commercial cloud providers, and to interact 
with these resources via CI software services such as science gateways and Globus Online. XCI provides 
two essential integrating services: XCI provides the software glue that ties XSEDE together; particularly, 
it enables the interoperability of advanced computing resources supported by XSEDE with each other 
and with the XSEDE portal and other underlying infrastructure (e.g., accounting information), and XCI 
also improves the capabilities of campus cyberinfrastructure administrators anywhere in the US to 
manage local facilities in ways that are easily interoperable with the evolving national CI fabric while 
simultaneously leveraging training and educational materials created and disseminated by XSEDE. 
The success of the XCI team depends on effective collaboration across all L2 areas of the project. 
Specifically, the Requirements Analysis & Capability Delivery (RACD) team relies on Ops to integrate 
new capabilities as well as CEE, RAS, and the PgO’s External Relations (ER) team to help improve XSEDE 
services and inform the user community of their existence. The Cyberinfrastructure Resource 
Integration (CRI) team also collaborates with ER to communicate the tools and services which XSEDE 
makes available to the national CI community. 
Key Performance Indicators for XSEDE Cyberinfrastructure Integration are listed in the table below. 
Additional information about these KPIs can be found on the XSEDE KPIs & Metrics wiki page.  
For other metrics with respect to this WBS, see Appendix §12.2.2.3. 
Table 6-1: KPIs for XSEDE Cyberinfrastructure Integration (XCI). 
KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
Grand (aggregate) 
mean rating of XSEDE 
User Survey user 
satisfaction items 
regarding XCI software 
and technical services, 
capabilities, and 
resources  
RY6 4 of 5/yr      Advance — 




RY5 4 of 5/yr 4.4 - - - 4.4 
RY4 * * * * * * 
RY3 * * * * * * 
RY2 * * * * * * 
RY1 * * * * * * 
Grand (aggregate) 
mean rating of XSEDE 
User Survey Service 
Provider satisfaction 
items regarding XCI 
software and technical 
RY6 4 of 5/yr      Advance — 




RY5 4 of 5/yr 4.5 - - - 4.5 
RY4 * * * * * * 
RY3 * * * * * * 
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KPI Report Year Target RP1 RP2 RP3 RP4 Total Owner 
services, capabilities, 
and resources  
 
RY2 * * * * * * 
RY1 * * * * * * 
Number of non-XSEDE 
partnerships with XCI2 
RY6 14/yr      Advance — 




RY5 18/yr 14 113 16 15 211 
RY4 12/yr 9 10 11 21 21 
RY3 8/yr 13 12 11 12 201 
RY2 NA - - - - 8 
RY1 NA * - - - 8 
Mean time to issue 
resolution (days) RY6 
<10 




(§3.3.2) RY5 <10 days/qtr 4.2  6.0  10.1  2.4  5.3 
RY4 <10 days/qtr 5.4  4.5  8.8  35.8  13.7 
RY3 <14 days/qtr 22.3   7.3 2.9  2.9  8.8 
RY2 <30 days 4.0 7.0 8.0 5.0 6.1  
RY1 <45 days * 7.0 4.0 16.0 9.0 
- Data reported annually. 
1 Engagements often continue over multiple reporting periods and get counted in each period they are active. The annual total 
is calculated by the number of unique engagements across all reporting periods.  
2 Number of non-XSEDE partnerships with XCI was a new KPI in RY3 so there were no targets set for RY1 or RY2. Annual totals 
were calculated retroactively.  
3 Previously mis-reported number is now corrected in RY4 RP3 report.  
 
All XCI KPIs exceeded their annual targets this year. 
XCI Highlights 
XCI highlights for the year include the following: 
• With Craig Stewart retiring from IU in October 2020, and therefore his position as deputy director 
of XCI, the XSEDE Senior Management Team selected two members of XCI staff, Shava Smallen and 
Tabitha Samuel, to be the new co-deputy directors of XCI. 
• XCI presented three posters and poster papers at PEARC20 on: Use Case Methodology in XSEDE 
System Integration, Secure XSEDE Information APIs, and SciTokens SSH: Token-based 
Authentication for Remote Login to Scientific Computing Environments. In addition, XCI 
contributed to leading a PEARC20 tutorial for use of containerized applications and virtual cluster 
systems on the Jetstream resource, and led a PEARC20 panel session discussing campus 
integration to the national cyberinfrastructure environment.  
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• Beginning with the 2020 XSEDE Annual Satisfaction Survey, XCI started collecting user and 
service providers satisfaction ratings for XCI’s software, technical services, capabilities and 
resources. The group met the goal of four out of five for both KPIs. 
• New Comprehensive XSEDE Software Discovery service at https://software.xsede.org/xsede-
software-discovery was integrated into the Research Software Portal which significantly 
enhances the ability to discover and use: software and applications on XSEDE resources 
supported by HPC operators or by the community, hosted services provided by XSEDE or other 
members of the community, cloud images on Jetstream, cluster toolkits for campuses, 
packaged software provided by XSEDE, and public container registries. 
• New identity and access management federation based on group membership using the 
COmanage Registry (COmanage) hosted service from CILogon. The initial deliverable manages 
XSEDE staff (WBS) groups that support staff onboarding/ offboarding and manages access to 
XSEDE Jira and Confluence. By delivering this service, seven new capabilities have been 
delivered to XSEDE. In RY6, staff WBS groups will drive WBS email list membership and 
control staff access to the AWS console. 
• CRI embarked on a number of engagements with campuses in a remote, COVID-safe process, 
including working with multiple universities in the state of Oklahoma, an extended discussion 
with Arizona State University, and collaborations with Langston University and University of 
Central Oklahoma which extended the clustering toolkit and OpenOnDemand efforts. 
• The SP coordinator from the CRI group helped with onboarding activities for five Level 1 
resources, and six Level 2 resources to XSEDE. Of these resources, two Level 1 resources and 
two Level 2 resources are currently being allocated through XRAC, while the rest will be going 
into production in PY11. 
PY11 Activities 
XCI will continue to use agile methods in all its software and digital service integration efforts to deliver 
robust and trustworthy capabilities using the latest security, design, and testing best practices. XCI 
involves software partners, operations, service providers, and other campuses to identify sustainable 
solutions, deliver them to production, and provide ongoing support. 
XCI plans to maintain its satisfaction ratings and support metric goals through PY11. However, the team 
expects to decrease the “Number of non-XSEDE partnerships with XCI” KPI target to 14 this year since it 
needs to complete any partnership activities before the end of the XSEDE2 award.  
XCI’s planned activities in PY11 focus on the following: 
• RACD and CRI will continue to work with the XSEDE ROI group to quantify the national 
community’s return on investment in XCI activities. This assessment will then be used to 
identify low user impact services that can be retired before the end of XSEDE. 
• RACD will continue to fix, enhance, and maintain deployed software and service components 
and prepare for the end of XSEDE by retiring or preparing them for transition to ACCESS.  
• CRI will focus on virtual visits and engagements with campuses (transitioning to in-person) to 
help local campus CI administrators install software, facilitate application deployment, and 
coordinate SP activities.  
XCI will participate in end-of-project and transition activities as directed by XSEDE leadership and the 
NSF.  
Planned publications for PY11 include: 
• The Research Software Community Portal: Tools for sharing, integrating, and discovering 
software for research (PEARC22) 
• Containerized applications and GPU acceleration (eScience) 
• Application Container Tutorial (SC21) 
• Automatic capture and recognition of frog calls (PLoS) 
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  XCI Director’s Office (WBS 2.3.1) 
The XCI Director’s Office has been established to provide necessary oversight to ensure the greatest 
efficiency and effectiveness of the XCI area. This oversight includes providing direction to the L3 
management team, coordination of and participation in XCI planning activities and reports through the 
area’s project manager, and monitoring compliance with budgets, retargeting effort, if necessary. The 
Director’s Office also attends and supports the preparation of project-level reviews and activities. 
The XCI Director’s Office will continue to manage and set direction for XCI activities and 
responsibilities. They will contribute to and attend bi-weekly Senior Management Team calls; 
contribute to the project level plan, schedule, and budget; contribute to XSEDE IPRs, annual reports, and 
other reports as required by the NSF; and attend XSEDE quarterly and annual meetings. Lastly, the 
Director’s Office will advise the XSEDE PI on many issues, especially those relevant to this WBS area. 
 Requirements Analysis & Capability Delivery (WBS 2.3.2) 
The Requirements Analysis & Capability Delivery (RACD) team facilitates the integration, maintenance, 
and support of cyberinfrastructure capabilities addressing user technical requirements. The process 
begins by preparing Capability Delivery Plans (CDPs) that describe the technical gaps in XSEDE’s 
prioritized Use Cases. To fill the gaps, RACD evaluates and/or tests existing software solutions, engages 
with software providers, and facilitates software and service integration. To ensure software and 
service adoption and ROI, RACD involves users, Service Providers (SPs), and operators in an integration 
process that uses engineering best practices and instruments components to measure usage. Once 
components are integrated, RACD facilitates software maintenance and enhancements in response to 
evolving user needs and an evolving infrastructure environment. 
RY5 Annual Highlights 
In RY5, RACD continued to advance its understanding of the research community’s needs by actively 
engaging with key stakeholders (researchers, service providers, software partners, and XSEDE 
leadership) to identify, document, and prioritize new e-infrastructure Use Cases. This year the team 
documented 18 new Use Cases, with an emphasis on building and extending the research community 
served by XSEDE. The Research Software Portal (RSP) Use Case Catalog 
(https://software.xsede.org/use-cases/) now contains 180 Use Cases that will focus the XSEDE 
organization and software partners on specific stakeholder needs. The team presented nine novel Use 
Cases and proposed delivery plans to the User Requirements Evaluation and Prioritization (UREP) team 
to prioritize the greatest benefit for the research community. 
RACD’s Expanding XSEDE Software Capabilities through Community Collaboration initiative and other 
mechanisms resulted in three new community software integration engagements (Open OnDemand, 
SGCI resource descriptions registry, and security token assurance and interoperability) for a total of 10 
unique engagements through the year and seven engagements at the end of the year, which meets the 
goal.  
In RY5, RACD instrumented one new component, Globus Auth, to track and report usage to XCI’s usage 
collection service giving the team a total of 15 usage instrumented components. RACD also shared 2.5 
years of usage data from XSEDE’s SSO Hub with XSEDE’s ROI team. This ROI analysis will help guide 
retirement or handoff decisions when the XSEDE program ends next year. 
At PEARC20, RACD presented the following three posters and associated poster papers: Use Case 
Methodology in XSEDE System Integration, Secure XSEDE Information APIs, and SciTokens SSH: Token-
based Authentication for Remote Login to Scientific Computing Environments. 
In RY5, RACD responded to 128 defect and support requests from users, Service Providers, and other 
XSEDE areas with an average turnaround of 5.2 days, which is under the team’s goal of 14 days or less. 
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Working with all XSEDE areas and external software partners, RACD increased the Use Cases supported 
in production by 16 in RY5, from 102 to 118, and delivered many other significant fixes and 
enhancements to production components. Some highlights include:  
• New documentation on how to use containers on XSEDE and enabling discovery of containers 
available in public registries. 
• Enhanced community software area capability that enables community software projects to 
deploy software on XSEDE resources for sharing with other XSEDE users and the ability to register 
a specific application or service in the Research Software Portal.  
• Enabled the broader research software community to publish applications and online services 
they are making available to the XSEDE community. 
• New Comprehensive XSEDE Software Discovery service (https://software.xsede.org/xsede-
software-discovery) was integrated into the Research Software Portal which enhances the ability 
to find and use: software and applications on XSEDE resources supported by HPC operators or by 
the community, hosted services provided by XSEDE or other members of the community, cloud 
images on Jetstream, cluster toolkits for campuses, packaged software provided by XSEDE, and 
public container registries. This new service was made possible by a major upgrade to the 
Information Services Cross-Institutional Resource Catalog design to be more flexible, 
accommodate more types of resources (HPC compute/storage/visualization), provide easier and 
more advanced elastic search capabilities, maintain links to original sources, and track 
relationships between resources.  
• New identity and access management federation based on group membership using the 
COmanage Registry (COmanage) hosted service from CILogon. The initial deliverable manages 
XSEDE staff (WBS) groups that support staff onboarding/ offboarding and manages access to 
XSEDE Jira and Confluence. By delivering this service, seven new capabilities have been delivered 
to XSEDE. In RY6, staff WBS group will drive WBS email list membership and control staff access 
to the AWS console.  
• New Grid Community Toolkit (GCT) versions of GridFTP, GSI OpenSSH, and GCT client tools for 
XSEDE service providers 
• With the migration of XSEDE Web SSO from Globus to CILogon, XSEDE now requires more secure 
two-factor authentication for all Web SSO logins. 
RACD continued to operate and maintain the Information Service, Jira, Usage metric service, Resource 
Description Repository (RDR), Research Software Portal (RSP) services.  
RACD also facilitated discussions on emergency account suspension.  
PY11 Activities 
RACD will continue to fix, enhance, and maintain the software and service components that enable 
XSEDE’s 110+ supported Use Cases through PY11, and to prepare for the end of XSEDE by retiring low 
user impact software components and transitioning the rest to ACCESS as appropriate. The team will 
continue and ramp down as it approaches the end of XSEDE: 1) gathering requirements, documenting 
Use Cases, and preparing capability delivery plans; 2) engaging the XSEDE community to prioritize new 
capabilities through the UREP; 3) evaluating potential new components and perform quality assurance 
testing of all components before deploying in production; 4) fixing and maintaining components 
delivered to Service Providers and central services; 5) operating Information Service, Jira, Usage metric 
service, and the Research Software Portal (RSP); and 6) tracking customer support efforts by aiming for 
a four or better out of five customer satisfaction rating, and a 10-day or less average turnaround to 
address customer requests. 
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The team plans to decrease its CI integration assistance engagements from six in PY10 to four in PY11 
as it completes collaborations that cannot be guaranteed ongoing support and collaboration after the 
XSEDE award expires. RACD will prepare its instrumentation tools, usage data, and XCI usage collection 
service for handoff to the ACCESS program. RACD will continue to assist other XSEDE program areas in 
requirements gathering and analysis, design reviews, and integrated testing as they ramp down their 
activities. 
Ongoing collaborative PY10 activities that will continue in PY11 include: working with the XSEDE ROI 
team to quantify value of RACD delivered software and services; participating in security 
interoperability and federation collaborations (e.g., SciTokens); and working with SGCI on resource 
description publishing and science gateways catalog discovery. 
PY10 integration activities that will be completed in PY11 and involve services that have a high 
probability of being continued into ACCESS include: deliver the next phase of group management 
services using COmanage; transition XSEDE services to new web user identities (X.509 to OAuth user 
identities with Globus and SciTokens); improvements to streamline the Resource Description 
Repository (RDR) for Service Providers; and improvements to Research Software Portal (RSP) 
registration, Use Case search and discovery, and container discovery. 
The following PY10 pilot activities will be completed in PY11 and transitioned to production and then 
ACCESS, if successful and appropriate: workflow support pilot with Pegasus, web browser resource 
access pilot using Open OnDemand, and software and small data sharing pilot using CVMFS. 
New PY11 activities include finding partner organizations that can provide system vulnerability 
automated testing services and resolution support, and retiring low user impact software components 
like Kepler, Karnak, and the Gateway submit attributes SP tool. 
For other metrics with respect to this WBS, see Appendix §12.2.2.3.1. 
 Cyberinfrastructure Resource Integration (WBS 2.3.3) 
The mission of the Cyberinfrastructure Resource Integration (CRI) team is to work with SPs, CI 
providers, and campuses to maximize the aggregate utility of national cyberinfrastructure. CRI 
facilitates the incorporation of XSEDE software at SPs and encourages SPs to publish their information 
in the RDR. CRI’s activities are reflected in the uptake of CRI-integrated toolkits, such as the XSEDE 
Campus Bridging Cluster toolkit and XSEDE National Integration Toolkit, but also Globus Transfer 
clients and other toolkits as developed. Through XCI, XSEDE serves an aligning function within the 
nation by assembling a technical infrastructure that facilitates interaction and interoperability across 
the national CI ecosystem. In turn, this infrastructure is adopted by campus, regional, and national CI 
providers because it makes their task of delivering services easier and the delivered services better. 
The suite of interoperable and compatible software tools that XSEDE makes available to the CI 
community is based on those already in use, and services are added that address emerging needs 
including data and computational services. Because the XSEDE Cyberinfrastructure Resource 
Integration team (CRI) deals primarily with Level 1, 2, and 3 SPs, along with campus 
cyberinfrastructure administrators and support experts, the SP Forum and Campus Champions are 
XCI’s primary sources of direction regarding prioritization of efforts. 
RY5 Annual Highlights 
CRI work supported new development at Franklin University (a Historically Black College and 
University (HBCU) in Oklahoma) and at Cornell University which circulated changes back into the 
XSEDE Compatible Basic Cluster (XCBC) and Virtual Cluster toolkits. These improvements allow a 
broader range of adopters to use multiple configuration management tools (XCAT and Ansible) to 
facilitate the implementation and management of cluster systems. CRI continues to work with 
universities to adopt and extend the set of cluster tools for campus implementation, including 
OpenOnDemand. 
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CRI also engaged with the National Center for Genome Analysis Support (NCGAS) in order to create 
application containers that make use of NCGAS pipelines easier, more portable, and reproducible. This 
partnership leverages the Container Template Library developed by CRI staff. 
CRI worked with multiple institutions over the year in order to support implementation, transitioning 
from a site-visit model to an online-engagement model via Zoom in order to ensure safety of 
participants. Additionally, CRI conducted a long-running engagement over six meetings with Arizona 
State University as a general infrastructure consultation, including bringing in other experts from the 
XSEDE Federation for specific subject matter elements. Similar discussions have been conducted with 
UT Dallas and other institutions. 
Several new Service Providers and resources were onboarded to XSEDE this year as Level 1 and Level 2 
Service Providers. The Expanse, Bridges2, Anvil, Delta and Jetstream2 resources were accepted as Level 
1 resources, while Darwin, Faster, KyRIC, Rockfish and Ookami were accepted as Level 2 SPs in XSEDE. 
Expanse, Bridges-2, and KyRIC have already started participating in the XSEDE Resource Allocation 
Committee (XRAC), while the rest of the resources are slated to join in PY11. Ookami will be the 
exception, as it is slated to begin XSEDE/ACCESS allocations in late 2023. 
PY11 Activities 
CRI will continue to engage with campus cyberinfrastructure activities in a virtual format and transition 
to more in-person activities as conditions permit. Scheduling these activities will be tempered with the 
ramp down towards the end of PY11, so that no campus interactions are scheduled that may run past 
the life of XSEDE. The team will also work to foster a community-based support model for adopters of 
the XCBC cluster distribution and OpenStack virtual cluster toolkit in order.  
In order to further leverage the impacts of CRI work, the team plans to continue collaborating with the 
NCGAS, implementing analysis pipelines in container software for NCGAS workshop participants. The 
team plans multiple papers in PY11 which will detail the work supported by application 
containerization efforts, and leveraging advanced capabilities such as GPUs in these efforts. 
Service Provider (SP) Coordination activities will continue with focus on integrating the new group of 
NSF-funded systems to be allocated through the XSEDE allocations system, XRAC. At the same time, the 
SP Coordinator will work closely with the different groups within XSEDE and the SPs to plan for ramp 
down activities, ensuring smooth transition for SPs as the project comes to a close.  
For other metrics with respect to this WBS, see Appendix §12.2.2.3.2. 
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7. XSEDE Operations (WBS 2.4) 
The mission of XSEDE Operations is to install, connect, maintain, secure, and evolve an integrated 
cyberinfrastructure that incorporates a wide range of digital capabilities to support national scientific, 
engineering, and scholarly research efforts. 
In addition to the Operations Director’s Office (§7.1), Operations staff is subdivided into four teams 
based on the work breakdown structure: Cybersecurity (SecOps) (§7.2), Data Transfer Services (DTS) 
(§7.3), XSEDE Operations Center (XOC) (§7.4), and Systems Operational Support (SysOps) (§7.5). The 
Operations management team meets weekly and individual Operations groups meet approximately bi-
weekly with all meeting minutes posted to the XSEDE wiki. 
The success of the Operations (Ops) team depends on effective collaboration across all L2 areas of the 
project. In particular, Ops relies on XCI to support new capabilities and services (e.g., security or 
networking technologies) and RAS to create and deploy solutions to improve help ticket response or 
the central database. In addition, Ops relies on all WBS teams and the Service Providers to respond to 
help tickets for their areas that are submitted by users.  
Key Performance Indicators for Operations are listed in the table below. Additional information about 
these KPIs can be found on the XSEDE KPIs & Metrics wiki page.  
For other metrics with respect to this WBS, see Appendix §12.2.2.4. 
Table 7-1: KPIs for Operations. 
Area Metric Report Year Target RP1 RP2 RP3 RP4 Total 
Sub-goal 
Supported 




closed by the 
XOC 




support (§3.3.2) RY5 4.5 of 5/ qtr 4.7 4.7 4.7 4.7 4.7 
RY4 4.5 of 5/ qtr 4.8 4.7 4.7 4.7 4.7 
RY3 4.5 of 5 / qtr 4.5  4.9 4.6  4.7  4.7 
RY2 4.5 of 5 / qtr 4.5 4.8 4.8 4.4 4.6 














RY5 0 hrs/qtr 0  0  0   0 0 
RY4 0 hrs/qtr 0  0   22 0  22 
RY3 0 hrs/qtr 0  0   0 0  0 
RY2 0 hrs/qtr 0 0 0 0 0 
RY1 < 24 hrs/qtr * 0 146 0 146 
The XOC again maintained outstanding user satisfaction with tickets closed this reporting period, with 
the mean rating slightly beating the target of 4.5 (out of 5.0). This trend continues with an average 4.7 
for the entire year.  
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There was no downtime this reporting from a security incident nor was there any downtime in all of 
RY5. 
Operations Highlights 
In RY5, XSEDE SecOps staff participated in the 2020 NSF Cybersecurity Summit. NCSA and TrustedCI 
held a webinar to assist public educators in securing and managing online learning in the era of COVID-
19. This webinar focused on novel techniques for analyzing remote access security logs. Two security 
students at NCSA presented the results of this analysis and highlighted the increased threat to research 
computing environments due to the COVID-19 lockdown.  
Also in RY5, the SecOps group drafted a new Identity and Access Management Policy. Development of 
the policy included several rounds of comments and feedback from various XSEDE stakeholders. The 
new policy was presented to the XSEDE Senior Management Team (SMT) and approved for the project.  
SecOps continued to work closely with XSEDE Systems Operations (SysOps) in monitoring and securing 
enterprise services. The two groups coordinate weekly, and have since the beginning of RY4, to ensure 
that services are managed properly with respect to vulnerabilities and secure configuration and 
deployment. This model has demonstrated a real need for systems operations personnel to embed and 
collaborate closely with security operations. This has been an important lesson learned for the project. 
Outreach and community engagement has been a priority to the DTS team in order to address research 
data transfer challenges and share knowledge that will assist researchers and operators in improving 
their data transfer experience. For RY5, DTS participated in PEARC20 by organizing a Birds of a Feather 
(BOF) session. Titled “Bridging the Data Transfer Gap,” this BOF was an open discussion between 
researchers, administrators, and network engineers. It focused on tools and services available to the 
community, as well as performance issues and how to address them. Much of what was shared are tools 
and techniques the DTS group relies on heavily. This BOF also shared some of the collective experience 
of the institutionally diverse DTS team and was well attended with nearly 80 participants. 
SysOps migrated services to the XSEDE Duo platform for staff-level MFA in RY5. This reduces the 
number of tokens (both hardware and software) that XSEDE staff need to maintain in order to access 
privileged services and hosts.  
PY11 Activities 
Operations has two KPIs for RY6 as listed above in Table 7-1. They and their targets are unchanged 
from RY5. High user satisfaction with XSEDE support processes is a key priority and demonstrates the 
project’s commitment to the users. The target for this KPI was raised in a previous reporting year and, 
with its already high bar, there is no compelling reason to raise it again. Maintaining XSEDE user 
resource availability by mitigating any potential security incidents is also one of the highest priorities 
for the project, thus zero hours is the target. 
Ongoing or continuing Operations activities are discussed in each respective WBS section that follows. 
In addition to these, each Operations group will be maintaining and solidifying existing plans, 
procedures, and documentation while also making preliminary transition plans for the project’s as-yet-
unknown successor(s). New or other noteworthy activities for Operations in PY11 are briefly 
summarized below.  
The Operations Director’s Office will be coordinating all transition efforts for Ops, and each WBS will 
focus more heavily on transition items and effort. Cybersecurity (SecOps) will be allocating time and 
effort documenting and assessing security controls for XES systems and services running in AWS. 
SecOps will also reboot the Federated Intelligence Sharing effort. DTS will be engaging the numerous 
new SPs and working to summarize data transfer best practices by leveraging Birds of a Feather (BOF) 
material from the PEARC conference. SysOps will be identifying and planning processes for archiving 
data (e.g., logs, configuration mgmt, repositories). Also, the SysOps group has no plans to launch any 
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new services since it will be the final project year. It will focus more on maintenance and transition 
activities rather than development. 
Potential publications for PY11 include: 
• PEARC22 paper on lessons learned in Operations 
• PEARC22 paper tentatively titled “Increased Attacks on Remote Access Vectors for Scientific 
Computing”  
• PEARC22 paper on SciTokens integration into XSEDE’s ssh oauth 
• Internet2 Technology Exchange paper on risk assessment of enterprise computing resource 
deployment in AWS 
 Operations Director’s Office (WBS 2.4.1) 
The Operations Director’s Office has been established to provide the necessary oversight to ensure the 
greatest efficiency and effectiveness of the Operations area. This oversight includes providing direction 
to the L3 management team, coordination of and participation in Operations planning activities and 
reports through the area’s Project Manager, and monitoring compliance with budgets, retargeting effort 
if necessary. The Director’s Office also attends and supports the preparation of project-level reviews 
and activities. 
The Operations Director’s Office will continue to manage and set direction for Operations activities and 
responsibilities. The Office will contribute to and attend bi-weekly Senior Management Team calls; 
contribute to the project-level plan, schedule, and budget; contribute to XSEDE IPR, annual, and other 
reports as required by the NSF; and attend XSEDE quarterly and annual meetings. Lastly, the Director’s 
Office will advise the XSEDE PI on many issues, especially those relevant to this WBS area. 
 Cybersecurity (WBS 2.4.2) 
The Cybersecurity Security (SecOps) group protects the confidentiality, integrity and availability of 
XSEDE resources and services. Users expect XSEDE resources to be reliable and secure, thus the 
security team’s goal is to minimize any interruption of services related to a security event. 
RY5 Annual Highlights 
The Cybersecurity Security (SecOps) group protects the confidentiality, integrity and availability of 
XSEDE resources and services. Users expect XSEDE resources to be reliable and secure, thus the 
security team’s goal is to minimize any interruption of services related to a security event. Furthermore, 
SecOps continued its mission to secure and raise awareness of threats to XSEDE’s cyberinfrastructure.  
Enforcement and auditing have been brought into sharp relief as XSEDE continues to migrate its 
enterprise infrastructure and services into cloud environments. SecOps reviewed and recommended 
AWS Identity and Access Management (IAM) security controls for XSEDE Enterprise Services (XES). The 
SecOps group continues to audit and develop additional baseline security controls for XSEDE’s AWS 
enterprise deployment.  
As XSEDE continues to leverage AWS for infrastructure, SecOps continues efforts to better audit and 
secure this environment. Furthermore, as XSEDE's critical Hardware Service Module (HSM) 
infrastructure is aging, the SecOps group began investigating modernizing its HSMs by possibly 
refreshing hardware or deploying within AWS. 
SecOps also continues to prepare for transition efforts, including applicable information, 
documentation, and resources to be handed over from SecOps to the XSEDE successor(s). 
Outreach and community engagement continued to be a core part of SecOps activities for RY5. The 
Trust Security Group is an XSEDE-run effort to keep the group in weekly contact with other NSF- and 
DOE-funded projects as well as educational and research institutions for threat awareness and incident 
response. This group has been expanded to include representatives from Service Providers (SPs) new 
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to XSEDE, who were funded by NSF in the last year. SecOps outreach and engagement activities also 
include participation in regional meetings of the Interoperable Global Trust Federation.48 
Also in RY5, SecOps continued to involve students in its security operations work. NCSA currently has 
one full time undergraduate student working on XSEDE’s vulnerability management program. This 
gives the student real world enterprise experience in cybersecurity.  
In April 2021, NCSA hired cybersecurity researcher Phuong Cao. Phuong Cao is currently performing 
analysis of security logs to better determine return on investment in cybersecurity operations. 
Additionally, Phuong Cao is developing and applying research for novel anticipatory intrusion detection 
techniques that are particularly relevant in the heterogeneous and distributed environment of XSEDE. 
PY11 Activities 
SecOps will continue to coordinate the response to cross-site security incidents and compromises of 
XSEDE Enterprise Services (XES). SecOps’ effectiveness has been proven via the coordination, 
information sharing, planning for a response, and the analysis of critical new vulnerabilities with 
participation among peers. These include the Partnership for Advanced Computing in Europe (PRACE), 
TrustedCI, the Open Science Grid (OSG), and the XSEDE Trust Group. The Trust Group is made up of 
representatives of the XSEDE partners, other XD Service Providers, and other NSF CI partners and key 
collaborators, as necessary, who meet regularly to discuss incidents and emerging threats. 
The group will continue to operate and maintain XSEDE’s Certificate Authorities (CA), Kerberos realm, 
and CILogon services. The team will also maintain, approve, and securely distribute the list of trusted 
CA root certificates that XSEDE accepts. Maintaining the integrity of this list is key to XSEDE’s trust 
fabric. 
It is important that Service Providers (SPs) identify and remediate any threats that occur from system 
vulnerabilities in order to provide a reliable and secure infrastructure. Thus the group will continue to 
perform vulnerability scanning and mitigation. A vulnerability that is exploited at one SP can have a 
direct impact on other SPs. The security team will continue weekly scanning and coordinate ticket 
resolution with the Systems Operational Support (SysOps) team for all critical enterprise services, and 
provide those reports and capabilities to SPs for their allocated resources. 
Auditing activities ensure that the project’s baseline security requirements are met and identify 
operational issues requiring attention. Therefore, the group will continue auditing critical enterprise 
services (e.g., the SSO Hub, ticket system, and User Portal). As findings are addressed and risks 
acknowledged, additional services will be audited. Furthering these auditing efforts, SecOps has already 
begun steps to assess the security of XES deployed on Amazon Web Services. As more critical services 
continue to be deployed on AWS, it is important to ensure that these services are compliant with 
XSEDE's security policies and controls to ensure they support XSEDE's mission without disruption or 
loss of integrity or confidentiality. This work will continue in earnest in PY11. 
The development and maintenance of policies, standards, guidelines, and updates to security training 
will be finalized as part of the transition activities. This includes the continued documentation of all 
SecOps practices and procedures to ensure a well-planned, smooth, and complete transition to the 
XSEDE project’s as-yet-unknown successor(s). 
A new activity in PY11 will be restarting the effort to establish a threat intelligence sharing network 
amongst the various XSEDE sites and Service Providers. This effort will focus on providing quality 
annotated threat data collected from network monitoring, system, and honeypot logs. SecOps intends to 
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Finally, the group will continue to engage in high-impact venues such as the annual NSF Cybersecurity 
Summit. Such venues provide an excellent opportunity to train SecOps staff on the latest threats and 
security techniques. Meeting and interfacing with other security personnel working on NSF- and DOE-
funded projects are additional tools SecOps utilizes in its cybersecurity protection portfolio. The XSEDE 
Security team and the NSF’s Cybersecurity Center of Excellence: Trusted CI share security personnel, 
and the group will continue to leverage this to facilitate information sharing and best practices between 
the two organizations. 
For other metrics with respect to this WBS, see Appendix §12.2.2.4.1. 
 Data Transfer Services (WBS 2.4.3) 
The Data Transfer Services (DTS) group facilitates data movement and management for the community 
by maintaining and continuously evolving XSEDE data services and resources.  
RY5 Annual Highlights 
The DTS group continues its mission to provide and advocate for reliable data transfer services by 
facilitating data movement and management for the community and by maintaining and continuously 
evolving XSEDE data services and resources. This serves user needs by helping ensure network 
connectivity is responsive and dependable. 
There were many more SPs in RY5 than previous years. This provided the DTS group with many new 
opportunities to engage. After initial outreach by XSEDE’s SP Coordinator, DTS engaged as needed in 
order to offer assistance and support in connecting to XSEDEnet, if desired by the individual SP. 
Ongoing transition efforts were also a focus in RY5. Following the announcement of the XSEDE 
successor(s), the DTS team will continue to identify and evaluate information and resources in order to 
successfully transition and maintain service for the NSF research community. 
In this current reporting period, the DTS group continued to successfully maintain the server hardware 
and software tools that monitor and measure XSEDE data transfer services. This effort included the 
perfSONAR network analysis nodes at the following XSEDE Service Providers (SPs): PSC, TACC, IU, 
SDSC, and NCSA in light of specific software vulnerabilities that became apparent in various Linux 
platforms. This platform is instrumental in monitoring the health of XSEDEnet and SP connectivity.  
Additionally, DTS continued to provide superior service value in the support of DNS, GridFTP logging, 
and maddash. The group also maintained the monitoring and measuring resources (e.g., Internet2 
connectivity) and services (e.g. Globus Online), critical to the XSEDE community. 
PY11 Activities 
The Data Transfer Services group will continue to maintain excellent quality of service of the hardware 
and software components that they operate. These services include but are not limited to DNS, GridFTP 
logging, perfSONAR, maddash, and others that are critical to both the staff and XSEDE researcher 
communities. DTS will also continue to evaluate new and upcoming services and protocols that show 
promise as alternatives to current methods. 
The group will also be engaging the many new Service Providers (SPs) this final year, since there is a 
substantial increase in NSF-supported SPs, more than previous years. These engagements will facilitate 
new SP access to the many DTS services and allow the SPs to leverage those that are best and 
appropriate for their individual needs. 
As in previous years, the DTS group plans to engage the XSEDE SP Forum. Here, DTS will describe the 
group’s ongoing efforts to provide collaborative, multi-month assistance to sites with data transfer 
issues. A DTS representative will provide background information on DTS’s role and how the SP Forum 
community could engage its services. The larger SPs have internal experience and expertise in data 
transfer performance, whereas the new SPs or the smaller entities may not have the experience or 
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resources and should thus benefit from these engagements. This outreach provides significant help and 
can improve the research time to discovery for smaller resources. 
With Internet2 L3VPN services in place for XSEDEnet, the team will continue to work with Internet2 on 
adapting the metrics collection and reporting requirements of the project. This activity includes 
reviewing current metrics and identifying new ones that might be useful to the continued, successful 
operations of the project. Additionally, work will continue on an SP draft document for SPs to consent to 
sharing Internet2 metrics related to connections to XSEDEnet to be sent to DTS. 
DTS will also continue its focus of community engagement and support, both from an SP and a 
researcher perspective. To pursue this goal, the group will offer hands-on, time-limited engagements 
with XSEDE SP sites and other sites critical to XSEDE researchers’ science workflows. DTS staff will 
assist local CI teams to improve their file system, network, and DTN infrastructures’ ability to support 
science workflows. The team will also engage directly and indirectly with the XSEDE user community to 
better understand the data transfer elements of the science workflow requirements and help optimize 
user data transfer experiences. 
To further community engagement, the DTS group will also develop and share best practices for data 
transfers with the science and engineering (S&E) community on an ongoing basis. In conjunction with 
this, the group will also create corresponding documentation that captures best practices focused on 
standardizing recommendations for the design and implementation of file systems, data transfer nodes, 
and networking infrastructure to simplify and advance common elements, and facilitate community 
engagement with advancing the state-of-the-practice in data management and movement.  
Finally, the group will begin coordination of transition activities where appropriate to the successor 
project(s) in order to maintain continuous service for the NSF research community. 
For other metrics with respect to this WBS, see Appendix §12.2.2.4.2. 
 XSEDE Operations Center (WBS 2.4.4) 
The XSEDE Operations Center (XOC) staff serve as user advocates, providing timely and accurate 
assistance to the XSEDE community, while simultaneously monitoring and troubleshooting user-facing 
systems and services. 
RY5 Annual Highlights 
XOC staff continue to develop, follow, and maintain procedures to handle both planned/unplanned 
XSEDE resource outages and user-reported issues, including XOC-specific documentation. Efforts are 
underway to evaluate and aggregate this information as the project prepares for the transition to the 
XSEDE successor project(s). 
For RY5, the XOC also demonstrated high competence in their ability to address tickets in a timely 
manner. For the year they had an average initial response time to tickets of half an hour and a mean 
time to resolution of just less than one hour. This is impressive in that the XOC WBS alone resolves 
more than 50% of the total end user tickets submitted to XSEDE. 
For this current reporting period, the XOC again received a 4.7 rating, surpassing the target of 4.5 and 
maintaining a 4.7 average for all of RY5. This demonstrates that XSEDE users are very highly satisfied 
with tickets closed by the Operations Center.  
PY11 Activities 
The XOC is available to assist users as well as staff members 24 hours a day, seven days a week. As the 
front line user support, XOC will continue to rely upon the RT XSEDE ticket system and the call center to 
field user reported issues. If XOC is unable to provide a resolution, the issue will be forwarded to service 
providers or other groups within XSEDE. XOC will also continue to monitor central XSEDE resources to 
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report incidents. All incidents will be investigated and documented, while forwarding the details to the 
necessary support group or systems resource. 
XOC Staff will continue to develop, follow, and maintain procedures to handle both planned/unplanned 
XSEDE resources outages as well as user reported issues. XOC-specific documentation will be created 
and maintained by the staff. This will include necessary documentation on the XSEDE wiki. 
The L3 manager will attend quarterly meetings, and other relevant meetings, in support of the XOC. The 
manager will also prepare XSEDE reports and other relevant documents as directed by the XSEDE 
schedule.  
Finally, in preparation for follow-on award transition, such items as the XOC playbook, ticket routing 
guide, XOC contact lists, and procedures for the monitoring of XSEDE systems and services will be 
collated for distribution. 
For other metrics with respect to this WBS, see Appendix §12.2.2.4.3. 
 System Operations Support (WBS 2.4.5) 
Systems Operational Support (SysOps) provides enterprise-level support and system administration for 
all XSEDE central services.  
RY5 Annual Highlights 
For RY5, SysOps maintenance efforts included overhauling XSEDE’s Nagios service, which is used by 
both SysOps and the XSEDE Operations Center (XOC) to alert of any failed services or servers, as well as 
run reports on service availability. These updates included checks to verify certain security standards 
were met on XSEDE enterprise services, part of XSEDE’s overall effort to maintain a strong security 
posture.  
SysOps also performed enterprise failover testing and began an upgrade to the XES Index. The index 
upgrade checks and updates the underlying schema, as well as updates the User Interface and usability 
for reporting purposes.  
The group migrated the Identity Provider (IdP) service from on-premise hardware to AWS to help with 
maintainability of the service moving forward. The new deployment will now use a container to provide 
the service within AWS. This container image is provided and maintained by Internet2.  
SysOps continued working closely with the Security Operations group (SecOps) on security patches and 
audits, including audits within AWS services and offerings. This collaboration has benefitted XSEDE’s 
security posture for XSEDE’s hybrid cloud implementation. 
Finally, a large number of the enterprise services that were running on CentOS 6 were migrated to 
CentOS 7 in RY5 in order to provide secure compute platforms, as CentOS 6 support ended in 2020. This 
migration between the two operating systems was fairly tedious due to the underlying structure 
changes within CentOS 7 moving to systemd. The SysOps group was forced to rewrite large portions of 
the configuration management files in order to facilitate the migration to systemd, while successfully 
maintaining the current production services. 
SysOps met the target of 99.9% availability of critical enterprise services KPI once again this reporting 
period. As part of maintaining high availability of enterprise services, SysOps continues to investigate 
new technologies to run services and methods to deploy them.  
PY11 Activities 
SysOps will continue maintaining, deploying, and documenting the XSEDE enterprise services (XES) 
following our hybrid cloud plan for XES. Regular preventative maintenance of enterprise resources is 
critical to providing a reliable and secure infrastructure by upgrading OS and system level software. 
Security of XSEDE systems remains a top priority and, to this end, SysOps will continue working with 
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SecOps to identify and patch systems in a timely manner as well as operate multi-factor authentication 
(MFA) services. MFA is required for all staff accessing central services, including those services running 
in AWS. MFA is optional for XSEDE researchers wishing to employ extra protections on their accounts.  
In collaboration with the XSEDE Operations Center (XOC), SysOps will continue providing real-time 
solutions to monitor the health and availability of XSEDE central services using Nagios and other 
software. Such software is used to automate, as much as possible, on-demand and quarterly data for 
XSEDE reports.  
SysOps will continue to deploy new software and services that pass the XSEDE software testing process. 
New software deployments are in response to software needs by the XSEDE user community and 
strengthen the underlying infrastructure.  
SysOps will continue to identify potential cloud migrations only in the first half of PY11. After this time 
period, SysOps will freeze any migrations to the cloud, and focus on XES stability for the remainder of 
the project year. SysOps will continue to support Service Provider (SP) sites in the existing hybrid cloud 
instance, enabling the migration of services between sites and providing the capability to burst into the 
cloud as necessary. In addition, the team will explore new technologies that automatically migrate, 
scale, and failover services to available hardware.  
SysOps will continue operating and improving the Inca enterprise service monitoring framework. Inca 
is an existing system that needs to be maintained and further developed to ensure that it keeps pace 
with the changing XSEDE landscape, including but not limited to new SPs.  
Finally, SysOps will work on transitioning enterprise servers and services to the XSEDE project 
successor(s). This will include any physical hardware that might need to be migrated, VMware images, 
AWS instances, etc. SysOps will provide documentation to the successor(s) on how to operate these 
servers and services. 
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8. Resource Allocation Service (WBS 2.5) 
The Resource Allocation Service (RAS) is building on XSEDE’s current allocation processes and evolving 
to meet the challenges presented by new types of resources to be allocated via XSEDE, new computing 
and data modalities to support increasingly diverse research needs, and large-scale demands from the 
user community for limited XSEDE-allocated resources. RAS is pursuing these objectives through three 
activities: managing the XSEDE allocations process in coordination with the XD Service Providers 
(§8.2), enhancing and maintaining the RAS infrastructure and services (§8.3), and anticipating changing 
community needs.  
The success of the RAS team depends on effective collaboration across all L2 areas of the project. 
Specifically, RAS collaborates closely with Ops to ensure capabilities are available, secure, and up-to-
date; with External Relations (ER) within the Program Office to promote allocations periods and 
services; with XCI for continual product improvement and optimization; with CEE’s User Interfaces and 
Online Information (UII) for user optimization of services and processes; and with ECSS for efficient 
review of quarterly allocation requests. 
Key Performance Indicators for the Resource Allocation Service are listed in the table below. Additional 
information about these KPIs can be found on the XSEDE KPIs & Metrics wiki page.  
For other metrics with respect to this WBS, see Appendix §12.2.2.5. 
Table 8-1: KPIs for Resource Allocation Service. 
Area Metric Report Year Target RP1 RP2 RP3 RP4 Total 
Sub-goal 
Supported 










RY5 4 of 5/ qtr 4.4 4.3 4.4 4.3  4.3 
RY4 4 of 5/ qtr 4.2 4.3 4.3 4.3 4.3 
RY3 4 of 5/ qtr  4.1  4.1 4.2   4.4 4.2 
RY2 4 of 5/ qtr 4.1 4.0 4.1 3.9 4.0 
RY1 4 of 5/ qtr * 4.0 4.0 4.0 4.0 
Mean rating of 
user satisfaction 
with XRAS  








RY5 4 of 5/ qtr 4.3  4.3  4.3  4.2  4.3 
RY4 4 of 5/ qtr 4.3  4.3   4.4 4.2  4.3 
RY3 4 of 5/ qtr 4.0  4.2  4.1 4.3  4.2 
RY2 4 of 5/ qtr 4.0  4.0 4.1   3.9 4.0  
RY1 4 of 5/ qtr * 4.0 4.0 4.0  4.0 
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RAS continues to exceed its user satisfaction targets, achieving an average RY5 rating of 4.3 for both its 
handling of the allocations process as well as the XRAS system. 
RAS Highlights 
RAS made strong progress on the success rate for requests reviewed by XRAC, averaging 84.75% for the 
year (just shy of the 85% target), thanks to 84% success at the August and December 2020 meetings 
and 91% success in March 2021. During RY5, 834 Research proposals were submitted for XSEDE-
allocated resources, of which 705 were recommended for award. Requests for compute resources were 
2.0 times the amounts available; approximately 703B NUs were requested with 349B NUs 
recommended and 328B NUs awarded. The Allocations Process & Policies (APP) team also processed 
712 Startup and 174 Educational New or Renewal continuous allocation requests as well as 2,392 
supplements, transfers, extensions, and so on in the course of the year. The RAS APP team also 
supported the submission, review, and awarding of 123 COVID-19 HPC Consortium requests during 
RY5. 
During RY5, both the APP and A3M teams worked with new Service Providers to integrate them with 
the RAS infrastructure. NCSA’s Delta system and Johns Hopkins University’s Rockfish system were 
available for submissions to the June 2021 XRAC meeting. Those systems joined the PSC’s Bridges2, 
SDSC’s Expanse, University of Kentucky’s KyRIC, and the Open Storage Network as new resources and 
Service Providers on-boarded during RY5. Purdue’s Anvil system and University of Delaware’s Darwin 
cluster are expected to join the portfolio of resources in time for submissions to the August 2021 XRAC 
meeting. The A3M team implemented an Early User Period action in XRAS to support Service Providers 
in making allocation awards during this key pre-production phase of deployment. 
In RY5 , the A3M team continued work on the new XACCT system and supported new Service Providers 
in connecting to infrastructure. With XRAS, the team deployed a new Meeting App for XRAS Review, 
designed to make the meeting process more efficient for Allocation Coordinators and easier to follow 
for reviewers while reducing, if not eliminating, the need for printed meeting booklets. The team also 
completed most of the work needed to have XRAS declared an ORCID-Certified Service Provider;51 a 
demo for the ORCID team identified some minor omissions and the team expects XRAS to be fully 
certified in May. 
The A3M team completed a redesign of the primary interface for managing individual submissions in 
XRAS Admin, with the goal of improving the experience and efficiency of Allocation Coordinators. The 
XRAS Admin UI for creating and managing email notifications was also completely rewritten based on 
user feedback. Finally, for XRAS, RAS published the first version of the XRAS Client Administrator’s 
Guide. The guide documents a snapshot of the many features in XRAS and helps clients take advantage 
of the full power of XRAS.  
A major highlight for the XACCT accounting effort was the deployment of the new API (application 
programming interface) version of the Account Management Information Exchange (AMIE) protocol. 
The A3M group converted the legacy AMIE packet-exchange system to a modern JSON (JavaScript 
Object Notation) and RESTful (REpresentational State Transfer) system. The resulting change is already 
making onboarding easier for the new Service Providers joining XSEDE during RY5 and will simplify 
support of the AMIE protocol in the future. Alongside this deployment, the team released a Python-
based client library for the new API to further simplify implementation efforts by Service Providers. The 
team also provided workshops, tutorials, documentation, and other assistance to help Service Providers 
integrate with this new system. 
Finally, alongside the new AMIE API, A3M developed a new usage reporting API, taking advantage of 
AWS Lambda technology. (Usage reporting is technically also part of the AMIE protocol, but has been 
 
51 https://info.orcid.org/orcid-certified-service-providers-list/ 
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implemented via a separate API.) The new system is more than 10 times as efficient as the legacy 
implementation and able to ingest 40 jobs per second.  
PY11 Activities 
The RAS area KPIs and their targets are unchanged from the previous year. RAS will work to maintain 
high user satisfaction with the RAS systems and services. For user satisfaction, a target of four out of 
five sets a reasonable standard in both areas given the uncertain and qualitative nature of this metric. 
The need to reduce the recommended amounts in making Research allocation awards also affects 
overall user satisfaction; however, fewer changes to recommendations have been necessary in the past 
year.  
In PY11, the RAS team will continue to support an ongoing allocations process, holding four XRAC 
meetings (the last of which will likely happen days before the end of the XSEDE program year), 
continuing to recruit and train new XRAC members as needed, and processing Startup, Educational, and 
allocation management actions throughout the year. These efforts will include working with the Service 
Providers and ACCESS Track 1 awardee to ensure a smooth transition beyond the end of XSEDE. 
The RAS team will also solidify the production deployment of the modernized XACCT accounting 
service and improve the reporting capabilities for XACCT. The RAS team will also continue to improve 
XRAS, including refining an updated meeting interface for XRAS Review, as guided by clients and users. 
In PY11, these efforts will include preparing the code base and operational documentation for possible 
transition. 
Also in PY11, all of RAS will continue collaborating with new and returning Service Providers to 
integrate them and their resources into the XSEDE allocations infrastructure. Possible publications for 
PY11 include updated versions of the XSEDE allocation procedures and practices, the XRAC reviewer 
manual, a technical report describing the XRAS system, a paper on XACCT to PEARC22 and an update to 
the XRAC Administrators Guide reflecting changes through the end of XSEDE. 
  RAS Director’s Office (WBS 2.5.1) 
The RAS Director’s Office has been established to provide the necessary oversight to ensure the greatest 
efficiency and effectiveness of the RAS area. This oversight includes providing direction to the L3 
management team, coordination of and participation in RAS planning activities and reports through the 
area’s Project Manager, monitoring compliance with budgets, and retargeting effort if necessary. The 
Director’s Office also attends and supports the preparation of project-level reviews and activities. The 
RAS Director's Office also contributes to an analytics effort to support NSF, Service Providers, and 
XSEDE in understanding and projecting the stewardship of, demand for, and impact of CI resources and 
services.  
The RAS Director’s Office will continue to manage and set direction for RAS activities and 
responsibilities. They will contribute to and attend bi-weekly Senior Management Team calls; 
contribute to the project-level plan, schedule, and budget; contribute to XSEDE IPR, annual, and other 
reports as required by the NSF; and attend XSEDE quarterly and annual meetings. Lastly, the Director’s 
Office will advise the XSEDE PI on many issues, especially those relevant to this WBS area. 
 XSEDE Allocations Process & Policies (WBS 2.5.2) 
Allocations enable the national open science community to easily gain access to XSEDE’s advanced 
digital resources, allowing them to achieve their research and education goals.  
RY5 Annual Highlights 
The Allocations Process & Policies (APP) L3 manager provides area oversight, including 
implementation of policy and practices, reporting, participating in quarterly meetings, planning, and 
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preparation for the NSF review. The APP team regularly reviews and updates allocations 
documentation, resource information, and user "on-boarding" processes. 
The APP team also sets the review and schedule for four quarterly XSEDE Resource Allocations 
Committee (XRAC) meetings, recruits reviewers, gathers Service Provider (SP) allocation commitments, 
hosts two request-writing training webcasts per reporting period, plans meeting logistics (location, 
venue, reimbursement of reviewers, etc.), conducts allocations meetings, and processes requests and 
awards. They also field user tickets, process new/renewal Startup and Educational requests, and handle 
allocation management requests (e.g. advances, supplements, transfers, extensions). Additionally, they 
support XSEDE-wide reporting, decision-support and analysis capabilities, and ad-hoc query/reporting 
for allocations data (allocation request info, etc.). 
During this reporting year, 834 Research proposals were submitted for XSEDE resources, of which 705 
were recommended for award—a success rate of 84.75%. Requests for compute resources were 2.0 
times the amounts available; approximately 703B NUs were requested with 349B NUs recommended 
and 328B NUs awarded. In terms of agency support, 433 requests (52%) were either entirely or 
partially supported by NSF awards; 238 requests (29%) had support only from non-NSF sources, and 
161 (19%) listed no supporting grants. Some notable facts about the Research opportunity for this 
report year were that a total 236 different PI institutions were represented, including 39 MSIs and 58 
from EPSCoR states. A total of 1,911 reviews were contributed by 159 individuals from both the XRAC 
panel and the scientific specialists from the XSEDE ECSS area. The APP team also processed 712 Startup 
and 174 Educational New or Renewal continuous allocation requests as well as 2,392 supplements, 
transfers, extensions, and so on in the course of the year. 
The annual success rate of more than 84.75% for Research requests represents a more than 3% 
increase over the average success rate from RY4. And while the average remains below the target of 
85%, a success rate of 91% was achieved for the final reporting period of the year. Among the RAS 
efforts to help users be successful, APP has continued to collaborate with ECSS to present a training 
session each reporting period on preparing the Code Performance and Scaling documents that 
accompany Research requests. These documents are among the top reasons for requests being reduced 
or rejected. These training sessions, which incorporated feedback from APP and XRAC members, were 
first presented on April 1, 2020, and continue to attract a large number of attendees. The recorded 
sessions have been made available in the allocations documentation and will be repeated in future 
reporting periods. APP also presents two webinars each reporting period on how to Write, Submit, and 
Review Research requests. 
COVID-19 HPC Consortium. In March 2020, at the request of NSF, XSEDE’s Allocation Coordinator 
began providing administrative support to the submission, review, and awarding of requests submitted 
for use of resources in the COVID-19 HPC Consortium. Daily tasks included preliminary evaluation of 
requests for completeness and screening out non-serious requests; making review assignments to 
members of the review committee; participating in weekly review committee and matching committee 
meetings; preparing and sending notification emails to awarded and declined research teams; and 
providing additional support to the committee chairs. Since May 1, 2020, more than 123 requests have 
been submitted to the consortium and managed by XSEDE. 
APP also worked with many new SP’s to on-board their resources into the Allocations process, 
including XSEDE Resource Allocation System (XRAS), Resource Description Repository (RDR), and 
documentation. This will be an ongoing function for the next several months as more SPs integrate with 
XSEDE. 
For the March 2021 XRAC meeting, 188 proposals were submitted for XSEDE resources, of which 171 
were recommended for award—a success rate of 91%, the highest success rate since the XSEDE 
program started. For the meeting, requests for compute resources were 1.4 times the amounts 
available; approximately 129.7B NUs were requested with 95.4B NUs recommended and 88.7B NUs 
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awarded. This uptick in approved requests is more in line with what RAS expects based on historical 
data and aligned with progress toward the goal of 85% successful requests. In terms of agency support, 
105 requests (56%) were either entirely or partially supported by NSF awards; 41 requests (22%) had 
support only from non-NSF sources, and 42 (22%) listed no supporting grants. 
During the March Research opportunity, 105 different PI institutions were represented, including six 
MSIs and 15 from EPSCoR states. A total of 421 reviews were contributed by 96 individuals from both 
the XRAC panel and the scientific specialists from the XSEDE ECSS area. Materials Research led all fields 
of sciences with 23% of the approved SUs, with Astronomy and Planetary Sciences, Biophysics, and 
Condensed Matter Physics each receiving 10% of approved SUs. 
Along with the New and Renewal submissions for the March Research opportunity, the RAS APP team 
managed the usual steady stream of requests for other allocation types and management actions for 
active projects in the February–April reporting period. The team processed 158 Startup New and 
Renewal requests, 31 Educational New and Renewal requests, 36 Campus Champions New and 
Renewal requests, two XSEDE Staff project renewals, and three Discretionary project new/renewal 
requests. For management actions across all allocation types, the team also processed 288 Extensions, 
125 Supplements, 189 Transfers, 28 Advances and three Appeals. 
On a day-to-day basis, the RAS APP group fields user tickets and inquiries, processes Startup and 
Educational Requests within 11.4 days on average (exceeding the 14-day goal), and handles allocation 
management requests (e.g., advances, transfers, supplements, and extensions). The team hosted two 
training webcasts each reporting period to assist with request writing. Throughout the year, the APP 
team supported the XSEDE-wide reporting effort and ad hoc queries related to allocations information 
and other data in the XSEDE Central Database (XDCDB). The APP group also worked closely with the 
RAS A3M team of developers to test and recommend updates to the XRAS system. 
PY11 Activities 
The Allocations Process & Policies (APP) L3 manager will provide area oversight; coordinate the overall 
allocations processes; review and update allocations documentation, resource information, and user 
on-boarding processes as needed; and work with Service Providers to integrate them and their 
resources into the allocations process. 
The APP team will set the XRAC review schedule, recruit reviewers, gather SP allocation commitments, 
host two request-writing training webcasts and one code performance/scaling webinars per quarter, 
plan XRAC meeting logistics (city, hotel, reimbursement of reviewers, etc.), conduct meetings, and 
process requests and awards. RAS plans to go back to in-person XRAC meetings for PY11, but the team 
can revert to virtual XRAC meetings as have been held over the past year if necessary. Because the final 
XRAC meeting will take place in August 2022, transition plans will need to be in place far before that 
date so that APP activities can be handed off smoothly to the incoming ACCESS Track 1 awardee. 
The APP team will also field user tickets, process Startup and Educational requests, handle allocation 
management requests (e.g., advances and supplements, transfers, and extensions). APP expects newer 
SPs to require additional support for onboarding into the XSEDE procedures, due to the time and effort 
involved in training SP staff new to the XSEDE processes. The APP team will also continue to support 
XSEDE-wide reporting, decision-support, and analysis capabilities; and ad-hoc query/reporting support 
for allocations data (allocation request info, etc.). 
For other metrics with respect to this WBS, see Appendix §12.2.2.5.1. 
 Allocations, Accounting, & Account Management CI (WBS 2.5.3) 
The Allocations, Accounting and Account Management CI (A3M) group maintains and improves the 
interfaces, databases, and data transfer mechanisms for XSEDE-wide resource allocations, accounting of 
resource usage, and user account management.  
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RY5 Annual Highlights 
During RY5, the A3M team delivered several new features to the XRAS suite of applications, redesigned 
significant portions of the XSEDE allocations and accounting services, and supported XSEDE Service 
Providers as they prepared to bring new HPC resources online this year. 
In the core XRAS applications, a major feature of RY5 was a new interface for managing panel review 
meetings, such as the XSEDE Resource Allocation Committee (XRAC) meetings. This interface was 
designed to enable XRAS administrators to manage the flow of the meeting and record discussion 
results, while also providing an interface for the other panel reviewers to follow along within the 
application on their own computer. This new feature will significantly reduce the workload required to 
manage and process the approved allocations after review meetings such as the XRAC. 
Other significant improvements to the XRAS applications this year included a completely reworked UI 
for managing notifications, a function for setting default reviewers (allowing for the automatic 
assignment of reviewers based on various request criteria), updated Fields of Science based on the 
OECD standard, and the remaining enhancements needed to qualify XRAS as an ORCID Certified Service 
Provider. 
In this year, much of the A3M effort was in improving the XSEDE allocations and accounting database 
and services. A new REST API was released to replace the legacy Account Management Information 
Exchange (AMIE) service, which communicates allocations data to and from Service Providers (SPs). By 
replacing the more complex AMIE system with this new API, new SPs were able to more quickly 
integrate their resources into the XSEDE ecosystem. Alongside this, a new usage reporting API was 
developed to allow SPs to post usage data back to A3M without long delays. The team has also created a 
new database design and schema to provide the foundation for a new modernized XSEDE Accounting 
Service (XACCT). 
As this year saw numerous SPs making new computing resources available for XSEDE allocations, one 
of the major A3M efforts this year was coordinating with them as they integrated their systems with 
XSEDE's allocations services, using the new AMIE API. The A3M team provided a tutorial webinar, and 
provided consulting with these SPs as they implemented AMIE client services in their institutions, so 
that they will be ready to receive allocations from XSEDE. 
XRAS now supports eight clients: XSEDE; NCAR’s Computational and Information System Laboratory 
(CISL); NCAR’s Earth Observing Laboratory (EOL); the Pittsburgh Supercomputing Center; the PRACE-
RIST-XSEDE partnership; Texas Advanced Computing Center (supporting the NSF-Funded Frontera 
system), and NCSA. XSEDE also supported the COVID-19 HPC Consortium, leveraging XSEDE's 
allocation process and XRAS instance. A3M continued to provide support and improvements to all XRAS 
clients during this reporting year. 
PY11 Activities 
In PY11, a major focus of the A3M team will be to augment the new XACCT accounting system. With the 
core functionality of the new redesigned accounting system in place, new APIs, tooling, and 
management interfaces will be added to improve the various interactions between XACCT and parties 
such as database administrators, Service Providers, reporting systems, and XSEDE management.  
A3M will also focus on streamlining the XRAS interfaces, for both administrators and reviewers, to 
automate and improve common tasks in the allocations workflow. As part of this process, A3M will 
continue to host meetings with both XSEDE and non-XSEDE client users to gather feedback about how 
to improve the usability of the applications. Potential but non-exhaustive examples for PY11 include 
additional interfaces for hosting allocation review meetings, improved reporting tools, and enhanced 
dashboard features. 
During PY11, A3M will continue its ongoing operational and maintenance activities. The A3M team will 
continue to maintain and administer the existing RAS systems and databases that reside in Amazon 
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Web Services—including databases to support XRAS, the AMIE system, XACCT, the Resource 
Description Repository (RDR), XSEDE Account Management components, and elements of the XSEDE 
User Portal. 
Alongside the aforementioned activities, A3M will develop a transition plan for the end of the XSEDE 
project. This will include plans for packaging the XRAS application suite for portability, preparing 
accounting and allocations data to be transitioned to the ACCESS awardee, and documenting the 
software, tools, and processes that have been used by A3M to support XSEDE. A3M will also develop a 
plan to support non-XSEDE clients to avoid disruption of their services during the transition. 
For other metrics with respect to this WBS, see Appendix §12.2.2.5.2. 
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9. Program Office (WBS 2.6) 
The purpose of the Program Office (PgO) is to ensure critical project level functions are in place and 
operating effectively and efficiently. The oversight provided via the Project Office is necessary to 
provide consistent guidance and leadership to the L3 managers across the project. A common and 
consistent approach to managing projects and risks is provided by the Project Management, Reporting, 
and Risk Management (PM&R) team (§9.3), while Business Operations (§9.4) manages all financial 
functions and sub-awards. The crucial aspect of communications to all stakeholders is the focus of the 
External Relations team (§9.2). Finally, Strategy, Planning, Policy, Evaluation & Organizational 
Improvement (SP&E) (§9.5) focuses attention in precisely those areas to ensure the best possible 
structure continues to exist within XSEDE to allow the support of all significant project activities and 
enable efficient and effective performance of all project responsibilities. 
The success of the PgO depends on effective collaboration across all L2 areas of the project. The PgO 
conducts all administrative work for XSEDE, ensuring each project area is able to stay in operation and 
focused on the user-base. In addition, External Relations works with all L2 areas of the project to ensure 
that the user community is aware of the services offered by each area and to highlight project successes. 
Key Performance Indicators for the Program Office are listed in the table below. Additional information 
about these KPIs can be found on the XSEDE KPIs & Metrics wiki page.  
For other metrics with respect to this WBS, see Appendix §12.2.2.6. 
Table 9-1: KPIs for Program Office. 





submission and due 
date (days)  







RY5 0 0  0  0  0  0  
RY4 0 0  0  0 -14  -1 
RY3 0 0  0 0  0  0 
RY2 0 0 0 0 0 0 












RY5 90%/qtr 92.6  90.25   91.3 96.2  92.6 
RY4 95%/qtr 95.0  100.0  79.5  90.9  91.3 
RY3 95%/qtr 82.4   77.8 94.4  92.9  86.9 
RY2 95%/qtr  100.0 90.9 87.7 67.4 86.6 





areas within 90 days 





RY5 90%/yr 100  90  100  NA3 97 
RY4 90%/yr 47  48 0.1  0  24 
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Area Metric Report Year Target RP1 RP2 RP3 RP4 Total 
Sub-goal 
Supported 
 RY3 90%/yr 46 74 0   62 45.5 
organization 
(§3.3.3) 
RY2 90%/qtr 23 15 37  49 31 
RY1 90%/qtr * NA3 100 57 78.5 
Grand (aggregate) 




and accessibility of 
the XSEDE Staff Wiki  








RY5 3.9 of 5/ yr  -  3.9  - -  3.9 
RY4 3.9 of 5/ yr -  3.8 -   - 3.8 
RY3 3.5 of 5/ yr -  3.9 -   - 3.9 
RY2  * * *  * *  
RY1  * * * * * 
Number of staff 
publications 






RY5 50/yr 2  16  11  16  45 
RY4 32/yr 11 44 7  18  80 
RY3 20/yr 19  16 7  6  48 
RY2 20/yr 2 6 0 1 9 
RY1 70/yr * 5 0 13 18 
Grand (aggregate) 




in XSEDE  







RY5 4.1/yr - 4.3 - - 4.3 
RY4 4.1/yr - 4.2 - - 4.2 





* 4.3 * * 4.3 
RY1 * * * * * * 
Grand (aggregate) 
mean of Staff 
Climate Study 
awareness 
regarding equity in 
XSEDE  
 







RY5 4.0/yr - 4.4 - - 4.4 
RY4 4.0/yr - 4.2 - - 4.2 
RY3 4.0/yr - 4.1 - - 4.1 
RY2 * * * * * * 
RY1 * * * * * * 
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related media hits 










RY5 325/yr 624 467 326 121 1,538 
RY4 165/yr 66 92 101 237 496 
RY3 169/yr 23 29 54 60 166 
RY2 169/yr 42 30 44  29 145 
RY1 147/yr * 32 30 18 80 
- Data reported annually. 
1 Subaward institutions did not have XSEDE2 contracts in place yet, so no invoices had been issued. 
2 No subaward invoices received during this reporting period. 
3 No recommendations received during this reporting period. 
4 -1 indicates that the report was submitted one day early in this reporting period. 
5 Updated as the value was previously miscalculated. 
The project submitted all RY5 reports on time, thus meeting the goal for the KPI “Variance between 
relevant report submission and due date.” 
Business Operations processed an average of 96.2% invoices within the target duration of less than 45 
days, thus exceeding the RY5 target for the KPI “Percentage of subaward invoices processed within 
target duration.” 
No recommendations were received by the project during RP4. Overall, the project resolved an average 
of 97% of recommendations received during RY5 within 90 days, thus exceeding the target for the KPI 
“Percentage of recommendations addressed by relevant project areas within 90 days.” 
The KPI “Grand (aggregate) mean of Staff Climate Study satisfaction items regarding content and 
accessibility of the XSEDE Staff Wiki” met its RY5 target. The PM&R team continues to work to ensure 
that staff can easily navigate and find important information across the wiki. 
The KPI “Number of staff publications” fell slightly short of its annual target. Reminders to upload staff 
publications were sent to staff on a quarterly basis to ensure the drop in number from last year is not a 
result of staff forgetting to upload their publications. The team believes the high number of staff 
publications in RY4 was an anomaly and has adjusted the target for RY6 accordingly.  
The KPIs measuring staff awareness of inclusion and equity within the project both exceeded their RY5 
targets, indicating a high level of positive staff perception and experience related to diversity, equity, 
and inclusion in the project.  
External Relations far-exceeded its goal for the number of media hits in RY5. This is due largely to 
XSEDE’s participation in the COVID-19 HPC Consortium and mentions in many press materials 
surrounding it. As that collaboration has continued, ER has noticed a diminishing amount of media-hits-
per-reporting-period over RY5, but still far above the previous annual goal. As a result, ER has adjusted 
the RY6 target to a number based on organic growth from RY4 that also accounts for any continued 
bump in coverage from the Consortium. 
PgO Highlights 
External Relations capitalized on XSEDE’s contributions to the COVID-19 HPC Consortium to increase 
the awareness of the volume of advanced computing’s role in scientific research. This resulted in 
greatly exceeding the RY5 target for media hits. 
The Project Management & Reporting team led the project’s NSF delivery of an updated transition plan 
as well as presenting a paper about best practices in project management at PEARC20. 
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Business Operations completed the initial XSEDE spend plan in December 2020, providing the project 
with a detailed plan of how each partner will spend project funds through the end of the project. 
Beginning May 2021, a quarterly update to the spend plan will be provided to the project leadership 
team for review. Also, during RP4 Business Operations provided the sub-award partners with a detailed 
timeline of requested deliverables for the remainder of the project, with the intent of providing 
information to the sub-awards to help them better prepare for upcoming deliverables. 
In addition to conducting the annual studies (e.g. User Survey, Staff Climate Study), the evaluation team 
helped the project leaders identify changes that can be made to improve staff satisfaction. Again this 
year the evaluation team provided their services to many programs and events within the research 
community. In the continued evaluation of XSEDE’s return on investment (ROI), a paper analyzing the 
ROI of project year 6 through 9 has been submitted to the journal Scientometrics. Lastly, the University 
of Michigan’s IRIS team completed its economic impact pilot of XSEDE presenting its findings to the 
project. Based on the work done, XSEDE will be funding an expanded evaluation of the economic impact 
of XSEDE across the country. 
PY11 Activities 
The project will continue to deliver reports to NSF on time, so the RY6 target for the KPI “Variance 
between relevant report submission and due date” will remain at 0. Business Operations will continue 
to strive to process at least 90% of subaward invoices within 45 days, so the RY6 target remains the 
same. The project made great strides in improving its response time to recommendations, so the RY6 
target for this KPI will remain at 90%. Satisfaction with the staff wiki climbed a bit in RY5, and the 
PM&R team continues to make improvements and build awareness about the usefulness of the wiki and 
thus feels confident that staff will rate it similarly in RY6. As a result the RY6 target will remain the 
same. Despite a jump in number of staff publications in RY4, project leadership believes this was an 
anomaly after seeing RY5 numbers. As a result, together with an expected drop in staff publications as 
the project nears its end, the RY6 target is being decreased to 40. XSEDE staff continues to rate equity 
and inclusion within the project very high, so the RY6 targets will remain the same. The target for 
“Number of XSEDE-related media hits” is being increased to nearly double the RY5 target. COVID-19 
news had a significant positive impact on the number of hits in RY5 and, while the team expects COVID-
19 to continue to have some impact on this number, it is expected that the number of hits will start to 
decline as the virus—and work around it—decreases.  
PY11 priorities for the Program Office include continued focus on effective and efficient governance and 
management for the project. With PY11 being the final year of the award, the Program Office will also 
prepare for project close-out and work with all WBS areas and subawards to ensure the project ends 
the year at “net zero” with all budgeted funds being expended as anticipated. In External Relations, the 
main focus will be to continue to raise awareness of the impact of XSEDE and its offerings through the 
Discover More campaign narrative. PM&R will focus on coordinating transition planning efforts, 
providing timely delivery of high quality project-level deliverables, and migrating 
onboarding/offboarding to Jira. SP&E will continue their focus on the Staff Climate Study, User Survey, 
XSEDE Return on Investment efforts, multiple longitudinal studies, and collaboration with IRIS.  
The Program Office is planning the following publications during PY11: 
• SC21 Computing4Change Evaluation Report 
• 2021 XSEDE Staff Climate Study Report  
• PEARC21 Evaluation Report  
• 2021 XSEDE User Survey Evaluation Report 
• 2021 Campus Champions Climate Study Report  
• ROI papers  
• IHPCSS Evaluation Report 
• IRIS Partnership report 
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• XSEDE Highlights book 
In addition, External Relations produces multiple science and program highlights stories each month 
that are published on the website, social media, and in the Interim Project and Annual Reports, but 
these are not counted within the staff publication initiative.  
 Project Office (WBS 2.6.1) 
The Project Office has been established to provide the necessary oversight to ensure the greatest 
efficiency and effectiveness of the Program Office area and to establish responsibility for assuring 
advisory activities of the project occur. This oversight includes providing direction to the L3 
management team and coordination of and participation in Program Office planning activities and 
reports through the area’s Project Manager. The Project Office also attends and supports the 
preparation of project-level reviews and activities. Importantly, the Project Office is responsible for 
ensuring that the XSEDE Advisory Board, the User Advisory Committee, and the SP Forum are 
functioning. The Project Office is responsible for coordination of project-level meetings such as the bi-
weekly Senior Management Team (SMT) teleconference calls and the project quarterly meetings. Lastly, 
the Project Office will advise the XSEDE PI on many issues, especially those relevant to this WBS area. 
 External Relations (WBS 2.6.2) 
External Relations’ (ER) mission is to communicate the value and importance of XSEDE to all 
stakeholders (including the internal audience) through creative and strategic communications. 
RY5 Annual Highlights 
XSEDE’s participation this year in the COVID-19 HPC Consortium led to an extremely large increase in 
media coverage for the project, which increased awareness for the project very quickly and across 
many non-traditional mediums and mainstream news coverage. This, in turn, led to an increase in 
media hits that greatly exceeded the KPI goal. This increase has required a bit of guesswork to 
formulate next year’s KPI target, but the team believes it has created realistic and attainable targets. 
On the other hand, also due to the pandemic, the project did not participate physically in any of the live 
events that provide natural social media opportunities. The two main conferences where XSEDE has a 
presence, PEARC and SC, were both held virtually in RY5, which left a hole in social engagement when 
ER normally would have been promoting the project’s presence at both events. Even so, the ER team 
filled this gap with science stories and virtual event promotion. The ER team also re-evaluated the 
target for its social media impressions KPI for RY6, resulting in a more attainable target while also 
accounting for an organic increase. 
Staffing on the ER team has increased to full levels. As a result, ER has begun planning and 
implementing new processes to make communication throughout the project, and to the public, more 
effective and efficient. ER is addressing and tightening its science story rubric, which writers use to 
guide their storytelling to meet project goals. ER is also re-evaluating and re-publicizing the project’s 
Science Nugget submission form, which researchers can use to submit their research for consideration 
by XSEDE’s science writers. 
With a full staff, a potential return of in-person events, and more well-tuned KPIs, ER is optimistic that 
it will continue to effectively raise awareness for the XSEDE project in RY6. 
PY11 Activities 
In PY11, ER will continue leveraging the extraordinary stories of how XSEDE-supported research 
advances society’s understanding of the world, and the impact this work is having today and for the 
future. As part of this effort, the team plans to continue producing the following: 
• Science stories featured on xsede.org  
• News releases to targeted media and key stakeholders 
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• Social media content on platforms including Facebook, Twitter, and LinkedIn  
• Participation in SC and PEARC conferences 
• XSEDE Impact and Inside XSEDE monthly newsletters 
• Communications consulting around XSEDE programs or stakeholders  
• Promoting XSEDE services, including webinars 
Additionally, ER will explore how the following processes and tools might maximize project 
communications: 
• Establishing a plan for follow-ups on each story published 
• Improved media relationships 
• Additional social media possibilities 
• Creation of an editorial calendar 
• More regular oversight and maintenance of digital assets such the XSEDE website, User Portal, 
and staff wiki 
• Finding ways to incorporate the “Discover More” brand into marketing and communications 
• More video production and animation that can be shared with NSF and other stakeholder outlets 
ER will continue to use a variety of tools to measure the success of XSEDE communications. These 
include Meltwater, a media placement and monitoring tool that will improve the project’s social media 
listening as well as ability to gain more comprehensive insights into our reach; Constant Contact, an 
email tool that helps deploy news efficiently and measure the effectiveness of email campaigns; and 
Agorapulse, a social media planning, monitoring and reporting platform. 
For other metrics with respect to this WBS, see Appendix §12.2.2.6.1. 
 Project Management, Reporting, & Risk Management (WBS 2.6.3) 
The Project Management, Reporting & Risk Management (PM&R) team enables an effective virtual 
organization through the application of project management principles; provides visibility to project 
progress, successes, and challenges; brings new ideas and management practices into the project; and 
disseminates lessons learned in XSEDE to other virtual organizations. Communication is critical to 
success in this highly distributed virtual organization.  
RY5 Annual Highlights 
During RY5 the PM&R team worked with project leadership to ensure the on-time submission of all 
project reports, review of 100% of all projects risks each quarter, and timely review of all project 
recommendations received during the year. The L2 project managers supported their area leaders in 
preparing for and presenting their area’s highlights during the project’s annual NSF panel review in 
June and updating their area’s portion of the Preliminary Transition Plan in January. Three members of 
the team presented a paper on best practices in project management based on lessons learned from 
XSEDE project management during the PEARC20 conference. The team made improvements to the 
navigation and content available on the staff wiki and provided training for staff to ensure awareness of 
how the wiki can best meet staff needs. The team continued work to migrate the staff 
onboarding/offboarding process to Jira. This migration is in its final testing phase and will be 
implemented early in RY6. During RP4 the team worked with XCI to begin integrating the project’s 
COmanage software into the staff onboarding process to allow for a more streamlined, less manual 
process. Testing on this will continue into RY6.  
PY11 Activities 
PM&R’s PY11 efforts will include the following: developing and coordinating reporting documents and 
procedures; reporting on KPI performance via the metrics dashboard; planning, executing, and 
continually refining project processes; assessing and managing risks at each WBS level; facilitating the 
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changing, tracking, and reporting of Key Performance Indicators (KPIs); processing and tracking project 
change requests; and providing coordination and oversight for transition planning effort. 
For other metrics with respect to this WBS, see Appendix §12.2.2.6.2. 
 Business Operations (WBS 2.6.4) 
The Business Operations (BusOps) group, working closely with staff at the University of Illinois’s Grants 
and Contracts Office (GCO) and National Center for Supercomputing Applications’ (NCSA) Business 
Office, manages budgetary issues and sub-awards, and ensures timely processing of sub-award 
amendments and invoices.  
RY5 Annual Highlights 
During RY5 Business Operations conducted its ongoing work of collecting and processing budget 
documents, actual costs, invoices, and funding amendments. In addition, the team began collecting 
updated spend plans from all subaward institutions and beginning in April 2021 will collect updated 
plans on a quarterly basis through the end of the project to ensure that project funds are being used in 
the best way possible to benefit the XSEDE community. Business Operations completed a detailed 
analysis of the project’s invoice processing throughout the year to understand the source(s) of a delay 
in processing and identified corrective actions to ensure that the percentage reported will not include 
delays resulting in subawards failing to submit supporting documentation. Finally, during RP4 Business 
Operations finalized a detailed timeline of required deliverables that was shared with all subaward 
partner institutions to ensure their understanding of what documents are needed throughout the 
project year and when those documents will be requested. 
PY11 Activities 
In addition to its ongoing work of collecting and processing actual costs, invoices, and funding 
amendments from subaward partners, Business Operations will work in PY11 to more closely monitor 
expenditures, forecasts, and trends in an effort to ensure the project ends PY11 at “net zero.” 
For other metrics with respect to this WBS, see Appendix §12.2.2.6.3. 
 Strategy, Planning, Policy, Evaluation & Organizational Improvement (WBS 
2.6.5) 
XSEDE dedicates effort to project-wide strategic planning, policy development, evaluation and 
assessment, and organizational improvement in support of sustaining an effective and productive 
virtual organization.  
XSEDE has engaged an independent Evaluation Team designed to provide XSEDE with information to 
guide program improvement and assess the impact of XSEDE services. Evaluations are based on five 
primary data sources: (1) an Annual User Survey that is part of the XSEDE annual report and program 
plan; (2) an Enhanced Longitudinal Study, encompassing additional target groups (e.g., faculty, 
institutions, disciplines, etc.) and additional measures (e.g., publications, citations, research funding, 
promotion and tenure, etc.); (3) an Annual XSEDE Staff Climate Study; (4) XSEDE KPIs, Area Metrics, 
and Organizational Improvement efforts, including ensuring that procedures are in place to assess 
these data; and (5) Specialized Studies as contracted by Level 2 directors and the Program Office.  
RY5 Annual Highlights 
During RY5 the SP&E team conducted the Annual User Survey and the Staff Climate Study and 
presented findings to project leadership. They also supported requests from across the project to better 
understand Staff Climate Study data and changes that can be made to improve staff satisfaction, 
including working with the Broadening Participation team to begin planning equity and diversity 
training for staff that will be delivered in RY6. In addition, they evaluated the 5-day virtual residency 
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workshop at University of Oklahoma, conducted an evaluation of the PEARC20 conference, conducted 
an evaluation of the SPICE program, conducted an internal staff survey regarding impacts of COVID-19, 
continued efforts on the XSEDE longitudinal studies, and continued compiling data and publishing 
reports related to the XSEDE Return on Investment (ROI) study. A paper analyzing ROI for federal 
investment in XSEDE for PY6-9 has been submitted to the journal Scientometrics. XSEDE is the national 
leader in production of peer-reviewed publications related to ROI and cyberinfrastructure with a total 
of six publications in this area to date. With the possibility of new funding becoming available via the 
XSEDE PIF process, the ROI group is exploring expanding its analysis of ROI on XSEDE to include more 
services and factors than it was possible to consider previously. During RY5, the team reviewed 
concerns about several KPIs and recommended a number of changes to provide clarification and better 
understanding of what is actually being reported with each KPI. It also continued work with the 
Institute for Research on Innovation and Science (IRIS) to understand the economic impact of XSEDE 
across the country. IRIS submitted a report with preliminary findings, and the team plans to continue 
this work into RY6.  
PY11 Activities 
The XSEDE User Survey, XSEDE Staff Climate Study, and XSEDE Longitudinal Studies will continue to be 
prioritized and conducted as in previous years. Likewise, evaluation efforts will be provided to the 
PEARC conference and International HPC Summer School (IHPCSS). Evaluation efforts at these events 
have been seen as extremely valuable by the event committees and represent contributions XSEDE is 
making to develop the broader community. To the extent to which aforementioned in-person events are 
postponed or switched to an online format due to COVID-19, the Evaluation team will work with each 
program committee to adjust its evaluation activities accordingly.  
The team will also continue to assess the project’s Return on Investment (ROI) measure to more 
accurately and inclusively reflect the ROI that NSF receives for the benefit of the community by funding 
the XSEDE project. In PY11, the team will move to evaluating the ROI for PY10 with outcomes published 
as they become available. The staff involved in the XSEDE ROI analysis have contributed significantly to 
this area of research through papers submitted to journals as well as the PEARC conference.  
In PY11, XSEDE will continue its partnership with the Institute for Research on Innovation and Science 
(IRIS) to measure and examine the national economic impact of XSEDE spending across the country. 
For other metrics with respect to this WBS, see Appendix §12.2.2.6.4. 
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10. Financial Information 
The XSEDE Business Operations team (§9.4) tracks and manages the financial aspect of the XSEDE 
project. This section conveys the financial status at a project level. The focus is on spending against the 
approved budget.  
Note that closing out any given reporting period could take up to nine months after the reporting 
period ends. The actual duration is dependent on the timeliness of invoice submissions by the partner 
institutions, plus the University of Illinois invoice processing, typically 30-45 days. The table below 
shows the status of reported and paid costs during the defined reporting period. The understood delay 
in receipt and processing of invoices results in the need to update data associated with prior reporting 
periods, upon the release of each IPR.  
The tables below show the financial summary, at a project level and a partner institution level, as of the 
submission of this report. 
Table 10-1: Project Level Financial Summary. 
Reporting Period Invoices (Paid/Expected) Budgeted Spent Projected 
RY1 RP2: Sept '16 – Oct '16 38 of 38 $3,504,153 $2,094,031 N/A 
RY1 RP3: Nov '16 – Jan '17 57 of 57 $5,256,230 $3,656,383 N/A 
RY1 RP4: Feb '17 – Apr '17 57 of 57 $5,256,230 $4,527,552 N/A 
RY1 Total: Sept ’16 – Apr ‘17 152 of 152 $14,016,613 $10,277,966 N/A 
RY2 RP1: May '17 – Jul '17 57 of 57 $5,256,230 $5,475,155 N/A 
RY2 RP2: Aug '17 – Oct '17 57 of 57 $5,325,759 $5,012,569 N/A 
RY2 RP3: Nov '17 – Jan '18 57 of 57 $5,423,416 $4,928,182 N/A 
RY2 RP4: Feb '18 – April '18 57 of 57 $5,423,416 $4,850,097 N/A 
RY2 Total: Sept '17 – April '18 228 of 228 $21,428,820 $20,266,003 N/A 
RY3 RP1: May '18 – Jul '18 56 of 56 $5,332,257 $5,918,791 N/A 
RY3 RP2: Aug '18 – Oct '18* 57 of 57 $5,485,889 $5,204,824 N/A 
RY3 RP3: Nov '18 – Jan '19* 57 of 57 $5,560,866 $5,012,275 N/A 
RY3 RP4: Feb '19 – Apr '19* 58 of 58 $5,628,783 $5,343,120 N/A 
RY3 Total: Sept '18 – April '19* 228 of 228 $22,007,794 $21,479,009 N/A 
RY4 RP1: May '19 – Jul '19* 57 of 57 $5,662,741 $5,340,260 N/A 
RY4 RP2: Aug '19 – Oct '19 53 of 53 $5,726,607 $5,338,504 N/A 
RY4 RP3: Nov '19 – Jan '20 51 of 51 $5,750,235 $5,443,052 N/A 
RY4 RP4: Feb '20 – Apr '20 51 of 51 $5,750,235 $5,146,415 N/A 
RY4 Total: Sept '19 – April '20 212 of 212 $22,889,818 $21,268,232 N/A 
RY5 RP1: May '20 – Jul '20 51 of 51* $5,750,235 $6,063,749 N/A 
RY5 RP2: Aug '20 – Oct '20 51 of 51 $5,773,499 $4,982,788 N/A 
RY5 RP3: Nov '20 – Jan '21 50 of 51* $5,785,131 $5,377,667 $11,536 
RY5 RP4: Feb '21 – Apr '21 27 of 51* $5,785,131 $2,922,547 $2,745,400 
 
RY5 Total: Sept '20 – Apr '21 179 of 204* $23,093,995 $19,346,750 $2,756,936 
RY6 RP1: May ‘21 - Jul ‘21     
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RY6 RP2: Aug ‘21 - Oct ‘21     
RY6 RP3: Nov ‘21 - Jan ‘22     
RY6 RP4: Feb ‘22 - Apr ‘22     
Extended RY6: May ‘22 - Aug ‘22     
* Partial information available; will be updated in future IPRs. 
The following tables reflect received invoices and the breakdown distribution within the XSEDE Invoice 
Portal. The expenses reported may reflect back transfers, and we are reporting based on the month the 
expense posted to the grant/subaward account. 
Table 10-2: Partner Institution Level Financial Summary. 











NCSA 2 $733,278 $179,527 3 $1,099,917 $623,728 
TACC 2 $550,304 $31,027 3 $825,457 $55,141 
PSC/MPC 2 $532,169 $487,486 3 $789,253 $738,316 
SDSC/UCSD 2 $463,680 $471,304 3 $695,520  $681,232 
NICS/UTK 2 $286,575 $263,222 3 $429,862 $397,643 
U Chicago/ANL 2 $226,231 $188,387 3 $339,346 $221,649 
Indiana 
University 2 $189,172 $122,602 3 $283,758 $293,470 
Shodor 2 $107,262 $109,862  3 $160,893 $137,963 
Cornell 
University 2 $105,112 $89,470 3 $157,668 $124,968 
NCAR/UCAR 2 $66,215 $0 3 $99,323 $69,224 
Purdue 
University 2 $52,897 $54,084 3 $79,345 $111,537 
Georgia Tech 2 $55,357 $4,320 3 $83,035 $6,480 
SURA 2 $38,333 $31,027 3 $57,500 $55,141 
OK State (OSU) 2 $33,573 $8,574 3 $50,361 $16,321 
Ohio State (OSC) 2 $18,367 $0  3 $27,550 $32,197 
USC-ISI 2 $13,333 $31,027  3 $20,000 $55,141 
U Oklahoma 
(OU) 2 $11,261 $10,578 3 $16,892 $15,866 
U Georgia 2 $10,567 $2,788 3 $15,850 $4,182 
U Arkansas 2 $10,467 $8,749 3 $15,700 $16,184 
Project Level 38 of 38 $3,504,153 $2,094,031 57/57 $5,256,230 $3,656,383 
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NCSA 3 $1,099,917 $1,207,527 8 $2,933,112 $2,010,781 
TACC 3 $825,457 $63,772 8 $2,201,218 $149,940 
PSC/MPC 3 $798,253 $801,638 8 $2,128,675 $2,027,439 
SDSC/UCSD 3 $695,520 $711,326 8 $1,854,720 $1,863,862 
NICS/UTK 3 $429,862 $406,402 8 $1,146,299 $1,067,266 
U Chicago/ANL 3 $339,346 $491,477 8 $904,923 $901,513 
Indiana 
University 3 $283,758 $256,475 8 $756,688 $672,547 
Shodor 3 $160,893 $117,830 8 $429,048 $365,655 
Cornell 
University 3 $157,668 $107,949 8 $420,448 $322,387 
NCAR/UCAR 3 $99,323 $90,254 8 $264,861 $159,478 
Purdue 
University 3 $79,345 $58,688 8 $211,587 $224,308 
Georgia Tech 3 $83,035 $6,480 8 $221,427 $17,281 
SURA 3 $57,500 $63,772 8 $153,333 $149,940 
OK State (OSU) 3 $50,361 $14,547 8 $134,295 $39,442 
Ohio State 
(OSC) 3 $27,550 $32,471 8 $73,467 $64,667 
USC-ISI 3 $20,000 $63,772 8 $53,333 $149,940 
U Oklahoma 
(OU) 3 $16,892 $15,867 8 $45,045 $42,310 
U Georgia 3 $15,850 $4,182 8 $42,267 $11,151 
U Arkansas 3 $15,700 $13,123 8 $41,867 $38,056 
Project Level 57 of 57 $5,256,230 $4,527,552 152 of 152 $14,016,613 $10,277,966 
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NCSA 3 $1,099,917 $1,147,967 3 $1,098,678 $974,612 
TACC 3 $825,457 $916,498 3 $816,652 $847,586 
PSC/MPC 3 $798,253 $830,786 3 $807,749 $828,314 
SDSC/UCSD 3 $695,520 $722,633 3 $705,544 $723,763 
NICS/UTK 3 $429,862 $496,015 3 $459,812 $404,335 
U Chicago/ANL 3 $339,346 $336,242 3 $350,002 $147,712 
Indiana 
University 3 $283,758 $263,689 3 $277,231 $275,840 
Shodor 3 $160,893 $164,529 3 $162,986 $134,506 
Cornell 
University 3 $157,668 $152,928 3 $178,616 $125,746 
NCAR/UCAR 3 $99,323 $83,082 3 $107,430 $98,807 
Purdue 
University 3 $79,345 $68,088 3 $72,795 $70,039 
Georgia Tech 3 $83,035 $62,090 3 $75,542 $107,992 
SURA 3 $57,500 $59,371 3 $58,229 $62,519 
OK State (OSU) 3 $50,361 $38,016 3 $54,250 $125,817 
Ohio State (OSC) 3 $27,550 $33,963 3 $27,830 $25,220 
USC-ISI 3 $20,000 $33,955 3 $20,300 $13,152 
U Oklahoma 
(OU) 3 $16,892 $15,404 3 $20,455 $14,054 
U Georgia 3 $15,850 $31,924 3 $15,888 $16,871 
U Arkansas 3 $15,700 $17,975 3 $15,772 $15,682 
Project Level 57 of 57 $5,256,230 $5,475,155 57 of 57 $5,325,759 $5,012,569 
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NCSA 3 $1,154,307 $1,016,137 3 $1,154,307 $935,931 
TACC 3 $812,249 $869,772 3 $812,249 $303,524 
PSC/MPC 3 $812,496 $851,171 3 $812,496 $809,751 
SDSC/UCSD 3 $710,556 $716,848 3 $710,556 $727,397 
NICS/UTK 3 $474,787 $395,172 3 $474,787 $413,610 
U Chicago/ANL 3 $355,330 $148,934 3 $355,330 $730,303 
Indiana 
University 3 $273,968 $272,403 3 $273,968 $258,732 
Shodor 3 $164,032 $127,160 3 $164,032 $128,962 
Cornell 
University 3 $189,090 $144,466 3 $189,090 $141,914 
NCAR/UCAR 3 $111,483 $101,823 3 $111,483 $136,090 
Purdue 
University 3 $69,520 $74,499 3 $69,520 $66,940 
Georgia Tech 3 $78,439 $42,557 3 $78,439 $24,414 
SURA 3 $58,594 $42,633 3 $58,594 $55,266 
OK State (OSU) 3 $56,195 $37,584 3 $56,195 $30,217 
Ohio State (OSC) 3 $27,970 $22,023 3 $27,970 $22,727 
USC-ISI 3 $20,450 $16,735 3 $20,450 $19,177 
U Oklahoma 
(OU) 3 $22,237 $13,229 3 $22,237 $13,228 
U Georgia 3 $15,907 $18,633 3 $15,907 $18,633 
U Arkansas 3 $15,808 $16,404 3 $15,808 $13,283 
Project Level 57 of 57 $5,423,416 $4,928,182 57 of 57 $5,423,416 $4,850,097 
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RY2 Total: May ’17 – Apr ‘18 
Partner Institution Invoices Paid  (of 12) Budgeted Spent 
NCSA 12 $4,507,209 $4,074,646 
TACC 12 $3,266,607 $2,937,380 
PSC/MPC 12 $3,230,994 $3,320,022 
SDSC/UCSD 12 $2,822,175 $2,890,641 
NICS/UTK 12 $1,839,249 $1,709,132 
U Chicago/ANL 12 $1,400,007 $1,363,192 
Indiana University 12 $1,108,925 $1,070,664 
Shodor 12 $651,942 $555,158 
Cornell University 12 $714,463 $565,054 
NCAR/UCAR 12 $429,719 $419,801 
Purdue University 12 $291,179 $279,566 
Georgia Tech 12 $315,454 $237,053 
SURA 12 $232,917 $219,789 
OK State (OSU) 12 $217,001 $231,634 
Ohio State (OSC) 12 $111,320 $103,934 
USC-ISI 12 $81,200 $83,018 
U Oklahoma (OU) 12 $81,822 $55,914 
U Georgia 12 $63,553 $86,060 
U Arkansas 12 $63,087 $63,345 
Project Level 228 of 228 $21,428,820 $20,266,003 
† Subawardee transitioned institutions during this period, thus, there was only one invoice from each of those institutions 
during this period.  
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† Subawardee transitioned institutions during this period, thus, there was only one invoice from each of those institutions 
during this period.  
 











NCSA 3 $1,079,267 $1,061,000 3 $1,196,029 $1,134,369 
TACC 3 $799,010 $1,371,895 3 $793,074 $839,725 
PSC/MPC 3 $813,725 $822,138 3 $841,714 $825,881 
SDSC/UCSD 3 $710,556 $709,180 3 $721,408 $696,515 
NICS/UTK 3 $474,787 $543,968 3 $461,707 $410,580 
U Chicago/ANL 3 $355,446 $278,271 3 $353,810 $282,262 
Indiana 
University 3 $273,968 $280,742 3 $269,780 $251,812 
Shodor 3 $164,132 $187,195 3 $173,967 $128,270 
Cornell 
University 3 $189,090 $156,765 3 $191,982 $171,593 
NCAR/UCAR 3 $111,483 $107,236 3 $106,323 $77,394 
Purdue 
University 3 $69,520 $64,669 3 $70,595 $72,138 
Georgia Tech 3 $78,439 $146,226 3 $86,559 $65,189 
SURA 3 $58,594 $70,674 3 $64,542 $62,935 
OK State (OSU) 3 $56,195 $34,666 3 $24,427 $102,256 
Ohio State (OSC) 3 $27,970 $21,567 3 $33,257 $26,865 
USC-ISI 3 $20,450 $27,463 3 $20,757 $29,259 
U Oklahoma 
(OU) 3 $22,238 $14,601 3 $22,563 $14,276 
U Georgia 1† $6,363 $6,211 0 $0 $0 
Notre Dame 1† $5,219 $0 3 $15,656 $0 
U Arkansas 3 $15,808 $14,326 3 $15,940 $13,506 
Project Level 56 of 56 $5,332,257 $5,918,791 57 of 57 $5,485,889 $5,204,824 
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† Subawardee transitioned between institutions during this period resulting in net one additional invoice due to transition 


















NCSA 3 $1,254,410 $1,029,286 3 $1,254,410 $1,067,177 
TACC 3 $790,106 $678,184 3 $790,106 $961,363 
PSC/MPC 3 $855,709 $883,438 3 $855,709 $826,496 
SDSC/UCSD 3 $726,834 $682,790 3 $726,834 $685,154 
NICS/UTK 3 $455,168 $345,594 3 $455,168 $427,196 
U Chicago/ANL 3 $352,992 $423,139 3 $352,992 $317,198 
Indiana 
University 3 $300,386 $261,815 3 $300,386 $280,099 
Shodor 3 $178,884 $144,815 3 $178,884 $153,524 
Cornell 
University 3 $193,428 $198,933 3 $193,428 $266,505 
NCAR/UCAR 3 $103,743 $97,268 3 $103,743 $103,775 
Purdue 
University 3 $71,133 $72,890 3 $71,133 $47,359 
Georgia Tech 3 $90,619 $49,657 3 $90,619 $46,103 
SURA 3 $67,517 $46,680 3 $67,517 $86,153 
OK State (OSU) 3 $8,543 $26,391 1† $2,848 $8,878 
Internet2    3† $73,612 $0 
Ohio State (OSC) 3 $35,901 $22,952 3 $35,901 $27,291 
USC-ISI 3 $20,910 $7,402 3 $20,910 $7,837 
U Oklahoma 
(OU) 3 $22,726 $27,441 3 $22,726 $17,411 
U Georgia 0 $0 $0 0 $0 $0 
Notre Dame 3 $15,656 $0 3 $15,656 $0 
U Arkansas 3 $16,204 $13,601 3 $16,204 $13,601 
Project Level 57 of 57 $5,560,866 $5,012,275 58 of 58 $5,628,783 $5,343,120 
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Budgeted Spent Projected 
NCSA 12 $4,784,116 $4,291,832 $0 
TACC 12 $3,172,295 $3,851,167 $0 
PSC/MPC 12 $3,366,857 $3,357,953 $0 
SDSC/UCSD 12 $2,885,632 $2,773,638 $0 
NICS/UTK 12 $1,846,830 $1,727,338 $0 
U Chicago/ANL 12 $1,415,239 $1,300,869 $0 
Indiana University 12 $1,166,320 $1,074,468 $0 
Shodor 12 $695,866 $613,804 $0 
Cornell University 12 $767,927 $793,797 $0 
NCAR/UCAR 12 $425,293 $385,673 $0 
Purdue University 12 $282,381 $257,055 $0 
Georgia Tech 12 $346,235 $307,175 $0 
SURA 12 $258,170 $266,441 $0 
OK State (OSU) 10 $92,012 $172,191 $0 
Internet2 3 $73,612 $0 $0 
Ohio State (OSC) 12 $133,028 $98,674 $0 
USC-ISI 12 $83,027 $71,960 $0 
U Oklahoma (OU) 12 $90,253 $73,728 $0 
U Georgia 1 $6,363 $6,211 $0 
Notre Dame 10 $52,185 $0 $0 
U Arkansas 12 $64,154 $55,034 $0 
Project Level 228 of 228 $22,007,794 $21,479,009 $0 
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NCSA 3 $1,254,410 $987,332 3 $1,221,496 $1,040,514 
TACC 3 $790,106 $776,066 3 $809,638 $549,787 
PSC/MPC 3 $855,709 $835,783 3 $857,989 $894,619 
SDSC/UCSD 3 $726,834 $711,843 3 $788,548 $692,240 
NICS/UTK 3 $455,168 $452,047 3 $469,599 $422,264 
U 
Chicago/ANL 3 $352,992 $347,184 3 $364,621 $353,438 
Indiana 
University 3 $300,386 $247,478 3 $331,570 $390,765 
Shodor 3 $178,884 $188,947 3 $160,243 $213,694 
Cornell 
University 3 $193,428 $213,863 3 $195,934 $206,135 
NCAR/UCAR 3 $103,743 $161,398 3 $105,301 $141,144 
Purdue 
University 3 $71,133 $84,844 3 $72,163 $74,618 
Georgia Tech 3 $90,619 $98,865 3 $88,560 $73,146 
SURA 3 $67,517 $48,937 3 $87,176 $72,419 
OK State 
(OSU) 0 $0 $0 0 $0 $0 
Internet2 3 $110,418 $53,879 3 $77,222 $133,036 
Ohio State 
(OSC) 3 $35,901 $27,115 3 $36,174 $30,494 
USC-ISI 3 $20,910 $7,297 3 $21,224 $18,376 
U Oklahoma 
(OU) 3 $22,726 $18,357 3 $22,991 $18,137 
U Georgia 0 $0 $0 0 $0 $0 
Notre Dame 3 $15,656 $63,645 1 $5,219 $7,317 
U Arkansas 3 $16,204 $15,382 1 $10,938 $6,361 
Project Level 57 of 57 $5,662,741 $5,340,260 53 $5,726,607 $5,338,504 
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NCSA 3 $1,205,039 $1,091,031 3 $1,205,039 $1,055,366 
TACC 3 $819,405 $966,294 3 $819,405 $730,304 
PSC/MPC 3 $859,130 $837,147 3 $859,130 $857,841 
SDSC/UCSD 3 $819,405 $730,210 3 $819,405 $712,713 
NICS/UTK 3 $476,815 $473,779 3 $476,815 $500,998 
U 
Chicago/ANL 3 $370,436 $357,562 3 $370,436 $179,802 
Indiana 
University 3 $347,163 $316,887 3 $347,163 $410,438 
Shodor 3 $150,923 $94,127 3 $150,923 $124,724 
Cornell 
University 3 $197,188 $143,999 3 $197,188 $137,333 
NCAR/UCAR 3 $106,080 $114,560 3 $106,080 $127,488 
Purdue 
University 3 $72,678 $78,428 3 $72,678 $45,525 
Georgia Tech 3 $87,531 $58,608 3 $87,531 $48,373 
SURA 3 $97,006 $77,099 3 $97,006 $97,126 
OK State 
(OSU) 0 $0 $0 0 $0 $0 
Internet2 3 $60,624 $42,958 3 $60,624 $40,031 
Ohio State 
(OSC) 3 $36,311 $31,142 3 $36,311 $32,066 
USC-ISI 3 $21,381 $19,135 3 $21,381 $31,160 
U Oklahoma 
(OU) 3 $23,123 $10,086 3 $23,123 $15,129 
U Georgia 0 $0 $0 0 $0 $0 
Notre Dame 0 $0 $0 0 $0 $0 
U Arkansas 0 $0 $0 0 $0 $0 
Project Level 51 $5,750,235 $5,443,052 51 $5,750,235 $5,146,415 
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Budgeted Spent Projected 
NCSA 12 $4,885,984 $4,174,243 12 
TACC 12 $3,238,553 $3,022,452 12 
PSC/MPC 12 $3,431,957 $3,425,390 12 
SDSC/UCSD 12 $3,154,191 $2,847,006 12 
NICS/UTK 12 $1,878,397 $1,849,088 12 
U Chicago/ANL 12 $1,458,484 $1,237,987 12 
Indiana University 12 $1,326,282 $1,365,567 12 
Shodor 12 $640,973 $621,492 12 
Cornell University 12 $783,737 $701,329 12 
NCAR/UCAR 12 $421,204 $544,589 12 
Purdue University 12 $288,653 $283,415 12 
Georgia Tech 12 $354,242 $278,992 12 
SURA 12 $348,706 $295,581 12 
OK State (OSU) 0 $0 $0 0 
Internet2 12 $308,887 $269,904 12 
Ohio State (OSC) 12 $144,697 $120,816 12 
USC-ISI 12 $84,895 $75,967 12 
U Oklahoma (OU) 12 $91,963 $61,708 12 
U Georgia 0 $0 $0 0 
Notre Dame 4 $20,874 $70,962 4 
U Arkansas 4 $27,142 $21,743 4 
Project Level 212 $22,889,818 $21,268,232 212 
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Budgeted Spent Projected 
NCSA 3 $1,205,039 $1,060,364 $0 
TACC 3 $819,405 $983,225 $0 
PSC/MPC 3 $859,130 $810,950 $0 
SDSC/UCSD 3 $819,405 $737,176 $0 
NICS/UTK 3 $476,815 $586,305 $0 
U Chicago/ANL 3 $370,436 $534,409 $0 
Indiana University 3 $347,163 $370,990 $0 
Shodor 3 $150,923 $220,991 $0 
Cornell University 3 $197,188 $205,975 $0 
NCAR/UCAR 3 $106,080 $90,259 $0 
Purdue University 3 $72,678 $45,531 $0 
Georgia Tech 3 $87,531 $97,821 $0 
SURA 3 $97,006 $131,719 $0 
OK State (OSU) 0 0 0 0 
Internet2 3 $60,624 $42,050 $0 
Ohio State (OSC) 3 $36,311 $71,917 $0 
USC-ISI 3 $21,381 $47,115 $0 
U Oklahoma (OU) 3 $23,123 $26,952 $0 
U Georgia 0 0 0 0 
Notre Dame 0 0 0 0 
U Arkansas 0 0 0 0 
Project Level 51 $5,750,235 $6,063,749 $0 
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Budgeted Spent Projected 
NCSA 3 $1,226,682 $777,042 3 
TACC 3 $835,704 $726,978 3 
PSC/MPC 3 $869,377 $768,675 3 
SDSC/UCSD 3 $779,726 $732,889 3 
NICS/UTK 3 $468,032 $518,303 3 
U Chicago/ANL 3 $372,110 $344,253 3 
Indiana University 3 $349,102 $364,114 3 
Shodor 3 $153,001 $157,448 3 
Cornell University 3 $202,079 $194,500 3 
NCAR/UCAR 3 $107,672 $69,546 3 
Purdue University 3 $73,731 $41,732 3 
Georgia Tech 3 $88,620 $44,111 3 
SURA 3 $98,588 $83,417 3 
OK State (OSU) 0 0 0 0 
Internet2 3 $71,873 $73,354 3 
Ohio State (OSC) 3 $32,107 $35,252 3 
USC-ISI 3 $21,701 $30,606 3 
U Oklahoma (OU) 3 $23,394 $20,568 3 
U Georgia 0 0 0 0 
Notre Dame 0 0 0 0 
U Arkansas 0 0 0 0 
Project Level 51 $5,773,499 $4,982,788 0 
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Budgeted Spent Projected 
NCSA 3 $1,237,504 $1,171,921 $0 
TACC 3 $843,854 $726,978 $0 
PSC/MPC 3 $874,500 $768,675 $0 
SDSC/UCSD 3 $759,887 $732,889 $0 
NICS/UTK 3 $463,640 $518,303 $0 
U Chicago/ANL 3 $372,948 $344,253 $0 
Indiana University 3 $350,072 $364,114 $0 
Shodor 3 $154,040 $157,448 $0 
Cornell University 3 $204,524 $194,500 $0 
NCAR/UCAR 3 $108,469 $69,546 $0 
Purdue University 3 $74,257 $41,732 $0 
Georgia Tech 3 $89,164 $44,111 $0 
SURA 3 $99,380 $83,417 $0 
OK State (OSU) 0 0 0 0 
Internet2 3 $77,497 $73,354 $0 
Ohio State (OSC) 2 $30,005 $35,252 $11,536 
USC-ISI 3 $21,862 $30,606 $0 
U Oklahoma (OU) 3 $23,530 $20,568 $0 
U Georgia 0 0 0 0 
Notre Dame 0 0 0 0 
U Arkansas 0 0 0 0 
Project Level 50 $5,785,131 $5,377,667 $11,536 
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Budgeted Spent Projected 
NCSA 2 $1,237,504 $932,707 $430,251 
TACC 2 $843,854 $497,125 $323,932 
PSC/MPC 1 $874,500 $243,975 $651,222 
SDSC/UCSD 1 $759,887 $249,951 $543,044 
NICS/UTK 2 $463,640 $245,895 $179,718 
U Chicago/ANL 2 $372,948 $191,347 $129,215 
Indiana University 2 $350,072 $233,473 $126,965 
Shodor 2 $154,040 $84,366 $44,303 
Cornell University 1 $204,524 $39,687 $105,246 
NCAR/UCAR 2 $108,469 $53,623 $45,585 
Purdue University 2 $74,257 $30,028 $25,104 
Georgia Tech 1 $89,164 $14,467 $31,375 
SURA 2 $99,380 $65,145 $32,743 
OK State (OSU) 0 0 0 0 
Internet2 1 $77,497 $17,076 $23,037 
Ohio State (OSC) 0 $30,005 $0 $34,609 
USC-ISI 2 $21,862 $11,939 $13,926 
U Oklahoma (OU) 2 $23,530 $11,743 $5,125 
U Georgia 0 0 0 0 
Notre Dame 0 0 0 0 
U Arkansas 0 0 0 0 
Project Level 27 $5,785,131 $2,922,547 $2,745,400 
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Budgeted Spent Projected 
NCSA 11 $4,906,728 $3,942,034 $430,251 
TACC 11 $3,342,817 $2,934,306 $323,932 
PSC/MPC 10 $3,477,507 $2,592,275 $651,222 
SDSC/UCSD 10 $3,118,903 $2,452,904 $543,044 
NICS/UTK 11 $1,872,126 $1,868,806 $179,718 
U Chicago/ANL 11 $1,488,441 $1,414,263 $129,215 
Indiana University 11 $1,396,409 $1,332,692 $126,965 
Shodor 11 $612,003 $620,251 $44,303 
Cornell University 10 $808,314 $634,661 $105,246 
NCAR/UCAR 11 $430,690 $282,976 $45,585 
Purdue University 11 $294,924 $159,023 $25,104 
Georgia Tech 10 $354,480 $200,510 $31,375 
SURA 11 $394,354 $363,698 $32,743 
OK State (OSU) 0 0 0 0 
Internet2 10 $287,490 $205,834 $23,037 
Ohio State (OSC) 8 $128,427 $142,421 $46,145 
USC-ISI 11 $86,805 $120,266 $13,926 
U Oklahoma (OU) 0 0 0 0 
U Georgia 0 $0 $0 0 
Notre Dame 0 0 0 0 
U Arkansas 0 0 0 0 
Project Level 179 $23,093,995 $19,346,750 $2,756,936 
RY5 Annual Report & PY11 Program Plan Page 112 
11. Project Improvement Fund 
The XSEDE Project Improvement Fund (PIF) is an extension of the XSEDE PY7-PY9 annual planning and 
budget review process to strategically invest approximately 2% of the annual budget ($465k annually) 
towards short-term project improvements specific to the XSEDE project. A lightweight Phase-Gate 
process is used to facilitate the review and prioritization of proposed project improvements by the 
XSEDE Senior Management Team (SMT). Funding is allocated based on this prioritization. The details of 
the process can be found on the XSEDE wiki PIF page. It is important to note that the annual budget for 
project improvement funds, while expected to be used during a specific project year, are not intended 
to be fully allocated during the project year planning period. The funds are allocated prior to and 
throughout the first half of the project year via a review process for the project to fund important ideas 
that bring value to the project and, in particular, to the community we support.  
There have been a wide range of PIFs approved, including: updates and improvements to tools, staff 
training, new offerings to the community, and analysis efforts of the project’s tools and services. 
To date, 25 idea submissions have been received and reviewed. The following is a summary of the 
current status:  
PY7 Project Improvement Fund Status 
Total PIF funds allocated: $389K of $389K 
 
State/Phase Submissions Comments 
Complete 6 Projects officially closed 
ECSS cloud support specialist 
• XDCDB improvements 
• Jira bootcamp 
• ECSS: Ease transition to Stampede2 
• 2K Duo licenses 
• 2017 IHPCSS 
 
Not Funded 4 Other recent efforts were similar or the submission 
requested annually recurring funding 
 




PY7 PIF funds have been reduced by $76K, as per PCR #14, to fund the 2018 International HPC Summer School. The NSF 
proposal to cover the funding of the summer school was not approved by NSF, resulting in PCR #14 being triggered to 
ensure sufficient funding for the summer school. 
PY8 Project Improvement Fund Status 
Total PIF funds allocated: $356K of $356K 
 
State/Phase Submissions Comments 
Complete 3 Activity was completed during PY8: 
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• ER Market Analysis 
• ORCID Membership Fee 
• 2019 IHPCSS 
Funded/Execute 4 No PY8 PIFs moved to Funded this reporting period. PY8 
PIF proposals that were funded and continue to be 
executed: 
• Update Applications of Parallel Computing online 
course (PY8 & PY9) 
• ROI analysis of CI systems (PY8-10) 
• Longitudinal studies (PY8-10) 
• Equity & Belonging (PY8-10)  
In Process/Planning 2 Proposals received in PY8 that are still in review: 
• OpenStack Toolkit 
• ECSS staff training 
Withdrawn 2 Two proposals withdrawn due to lack of available funds 
Notes:  
The PY8 PIF funds have been reduced by approximately $108K to fund the 2019 International HPC Summer School. This is 
due to the lack of NSF funding for the Summer School event. 
Two PIF submissions that were received during PY8 continue to be reviewed by the SMT. Although all 
budgeted PIF funds have been fully allocated, the PIF submission window will remain open to collect 
and prioritize valuable ideas to prepare for possible future unspent funds being reallocated for high 
impact ideas. 
PY9 Project Improvement Fund Status 
Total PIF funds allocated: $465K of $465K 
 
State/Phase Submissions Comments 
Complete 2 Funded activities completed during PY9 
• Duo licenses 
Update Applications of Parallel Computing online course (PY8 
& PY9) 
Funded/Execute 3 No PIFs moved to Funded this reporting period. Three PIF 
activities continued from PY8: 
• ROI analysis of CI systems (PY8-10) 
• Longitudinal studies (PY8-10) 
• Equity & Belonging (PY8-10) 
In Process/Planning 1 Proposal received in PY9 that is still in review: 
• Integrate online textbook exercises with CCRS 
toolkit 
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Withdrawn 2 One proposal withdrawn due to lack of available funds. 
One proposal was withdrawn because funds were 
allocated from another area of the project to cover the 
cost. 
 
One PIF submission that was received during PY9 continues to be reviewed by the SMT. Although all 
budgeted PIF funds have been fully allocated, the PIF submission window will remain open to collect 
and prioritize valuable ideas to prepare for possible future unspent funds being reallocated for high 
impact ideas.  
PY10 Project Improvement Fund Status 
While there are no PIF funds budgeted for PY10, there are multi-year PIF funded activities that were 
funded in PY8 and 9 and will be continued in PY10 using unspent non-PIF project funds from PY6-8. 
 
State/Phase Submissions Comments 
Complete 0  
Funded/Execute 3 Three activities continue from previous year: 
• ROI analysis of CI systems (PY8-10) 
• Longitudinal studies (PY8-10) 
• Equity & Belonging (PY8-10) 
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12. Appendices 
 Glossary and List of Acronyms 
ACRONYM DESCRIPTION Notes 
A3M Allocations, Accounting & Account Management  
A&AM Accounting & Account Management   
A&D Architecture & Design   
ADR Architecture Design Review   
AL2S Advanced Layer 2 Service Enables Internet2 users to create point-
to-point VLANs 
AMIE Account Management Information Exchange   
API Application Programming Interface   
Area Metric A quantifiable measure that is used to track and 
assess the status of a specific process. Area Metrics 
can measure performance or operational status. Area 
Metrics relating to performance can be used alone or 
in combinations as a key performance indicator (KPI) 
for the project. 
 
AWS Amazon Web Services  
BoF Birds of a Feather Group of community members who 
informally gather to discuss best 
practices and/or plans 
C4C Computing4Change  
CaRCC Campus Research Computing Consortium  
CB Campus Bridging Infrastructure to make XSEDE resources 
appear to be proximal to the 
researcher’s desktop 
CC Campus Champion   
CDPs Capability Delivery Plans  
CEE Community Enhancement & Engagement  
CERN Organisation Européenne pour la Recherche 
Nucléaire 
 
co-Pi Co-Principal Investigator   
CRI Cyberinfrastructure Resource Integration  
CRM Customer Relationship Management   
CS&E Computational Science & Engineering   
CSR Community Software Repository  
CTSC Center for Trustworthy Scientific Infrastructure  
DNS Domain Name Service   
DNSKEY Domain Name Service Key   
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DNSSEC DNS Security   
DTS Data Transfer Services  
E&O Education and Outreach   
ECSS Extended Collaborative Service   
e-infrastructure The integration of networks, grids, data centers and 
collaborative environments, and are intended to 
include supporting operation centers, service 
registries, and credential delegation services. 
  
ER External Relations   
ESRT Extended Support for Research Teams   
ESSGW Extended Collaborative Support for Science Gateways   
ESTEO Extended Support for Training, Education, & Outreach   
FTE Full Technical Equivalent   
GAAMP General Automated Atomic Model Parameterization   
GFFS Globus Federated File System   
GridFTP Grid File Transfer Protocol   
HBCUs Historically Black Colleges and Universities  
HPC High Performance Computing   
HPCU HPC University  
HSI Hispanic Service Institution  
HSM Hardware Security Models   
I2 Internet2   
IC  Industry Challenge   
IdM Identity Management   
IGTF Interoperable Global Trust Federation  
INCA/Nagios A service monitoring tool   
IPR Interim Project Report  
IR Incident Reports   
JIRA an activity tracking tool   
KB KB documents   
KPI Key Performance Indicators - A metric or combination 
of metrics meant to measure performance in key 
areas of the program so that actions and decisions 
which move the metrics in the desired direction also 
move the program in the direction of the desired 
outcomes and goals.  
  
L2 WBS Level 2   
L3 WBS Level 3   
MFC Minority Faculty Council   
MS Microsoft   
MSI Minority Serving Institution   
MTTR Mean Time To Resolution  
NCAR National Center for Atmospheric Research   
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NCSA National Center for Supercomputing Applications   
NICS National Institute of Computational Science   
NaIP Novel & Innovative Projects   
OSG Open Science Grid   
OTP One Time Password   
PEARC Practice & Experience in Advanced Research 
Computing Conference Series (www.pearc.org)  
 
PEP Program Execution Plan   
perfSONAR PERFormance Service Oriented Network monitoring 
Architecture 
  
PI Principal Investigator   
PM Project Management/Project Manager   
PM&R Project Management, Reporting & Risk Management  
POPS PACI Online Proposal System this is no longer an acronym and POPS is 
just the name for the allocation 
submission system; being supplanted by 
XRAS 
PRACE Partnership for Advanced Computing in Europe  
PSC Pittsburgh Supercomputing Center   
PY Program Year   
RAS Resource Allocations Service   
RACD Requirements Analysis & Capability Delivery  
RDR Resource Description Repository  
RESTful Representational state transfer    
rocks roll An open source cluster distribution solution that 
simplifies the processes of deploying, managing, 
upgrading, and scaling high-performance parallel 
computing clusters.  
  
RT Request Tracker Ticketing System   
SACNAS Society for Advancement of Chicanos and Native 
Americans 
  
SCxy Supercomputing Conference (e.g. SC16)   
SD&I Software Development & Integration   
SDIACT Software Development & Integration Activity   
SDSC San Diego Supercomputer Center   
SecOps Operations - Cybersecurity  
SH2 SH2 Security   
Shodor A National Resource for Computational Science 
Education 
  
SP Service Provider  
SP&E Strategy, Planning, Policy, Evaluation & 
Organizational Improvement 
 
STEM Science Technology Engineering Mathematics   
SURA Southeastern Universities Research Association  
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SysOps Systems Operations   
TACC Texas Advanced Computing Center   
TAGPMA The Americas Grid Policy Management Authority  
TEOS Training, Education and Outreach Service   
TAS Technology Audit Service  
TeraGrid An e-Science grid computing infrastructure combining 
resources at eleven partner sites. 
  
TTX Table Top Exercise  
UCCAN Canonical Use Case   
UCCB Campus Bridging Use Case   
UCDA Data Analytics Use Case   
UCDM Data Management Use Case   
UCF Federation & Interoperation Use Case   
UCFC First Connecting Instrumentation Use Case   
UCHPC High Performance Computing Use Case   
UCHTC High Throughput Computing Use Case   
UCSGW Science Gateway Use Case   
UCSW Scientific Workflow Use Case   
UCVIS Visualization Use Case   
UE User Engagement   
UII User Interfaces & Information   
URC Under-represented communities   
URCE Under-Represented Community Engagement   
UREP User Requirement Evaluation & Prioritization   
URM Under-Represented Minority   
US United States   
WBS Work Breakdown Structure Numerical code for each group within 
XSEDE 
WISE Wise Information Security for E-infrastructure  
WLCG Worldwide LHC Computing Grid  
XCBC XSEDE Compatible Basic Cluster Enables campus resource 
administrators to build a local cluster 
operating on open source software and 
compatible with XSEDE supported 
resources from scratch. 
XCI XSEDE Cyberinfrastructure Integration  
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XDCDB XSEDE Central Database The XDCDB contains 24 schemas, 
notably the accounting, resource 
repository, portal, and AMIE databases. 
XDMoD XSEDE Metrics on Demand Comprehensive HPC system 
management tool 
XES XSEDE Enterprise Services  
XMS XD Net Metrics Services  
XNIT XSEDE National Integration Toolkit A suite of software modules intended for 
extant clusters so they are easily 
interoperable with XSEDE-supported 
resources.  
XOC XSEDE Operation Center   
XRAC XSEDE Resource Allocation Committee   
XRAS XSEDE Resource Allocations System   
XSEDE eXtreme Science and Engineering Discovery 
Environment 
  
XSEDE CA XSEDE Certificate Authorities Entity responsible for certifying 
encryption keys for identity 
management 
XSEDE KDC XSEDE Kerberos   
XSEDE14 XSEDE Conference in 2014   
XSEDEnet an XSEDE-only network   
XSO XSEDE Security Officer  
XSP XSEDE Scholars Program   
XSWoG XSEDE Working Group  
XTED XSEDE Technology Evaluation Database   
XUP XSEDE User Portal The XSEDE web pages at 
http://xsede.org 
XWFS XSEDE Wide File System   
 
 Metrics 
12.2.1. SP Resource and Service Usage Metrics 
To demonstrate its success and help focus management attention on areas in need of improvement, 
XSEDE monitors a wide range of metrics in support of different aspects of “success” for the program. 
The metrics presented in this section provides a view into XSEDE’s user community, including XSEDE’s 
success at expanding that community, the projects and allocations through which XSEDE manages 
access to resources, and the subsequent use of the resources by the community.  
Table 12-1 summarizes a few key measures of the user community, the projects and allocations, and 
resource utilization. Expanded information and five-year historical trends are shown in three 
corresponding subsections.  
In Q1 2021, XSEDE user community metrics were mixed. For traditional users, the number of open HPC 
user accounts remained over 11,000, while the number of active users held relatively steady at just 
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over 4,400, and the number of institutions represented among the users running jobs remained over 
500. The number of gateway users, however, dropped to about 14,000. More details are in §12.2.1.1. 
Project and allocation activity held strong, with resource requests about 1.4 times what was available; 
and the XRAC recommended support for approximately the amount that was available. More details are 
in §12.2.1.2. 
Total XSEDE-allocated resource capacity climbed to 28.6 Pflops (peak) with PSC’s Bridges-2 system 
entering production in Q1 2021. The central accounting system showed 15 compute resources 
reporting activity, with overlapping Expanse and Comet systems at SDSC and Bridges and Bridges-2 
resources at PSC. Altogether, SP resources reported almost 69 billion NUs of computing delivered. More 
details are in §12.2.1.3. 
Table 12-1: Quarterly activity summary. 
User Community Q2 2020 Q3 2020 Q4 2020 Q1 2021 
Open user accounts 10,975 11,178 11,090 11,691 
Active individuals 4,646 4,229 4,421 4,425 
Gateway users 21,941 12,148 17,730 13,900 
New user accounts 1,914 1,779 1,586 2,142 
Active fields of science 40 67 73 76 
Active institutions 515 532 528 511 
Projects and Allocations     
NUs available at XRAC 79.8B 100.8B 100.9B 91.3B 
NUs requested at XRAC 197.9B 189.0B 200.6B 129.7B 
NUs recommended by XRAC 84.5B 96.2B 92.8B 95.4B 
NUs awarded at XRAC 77.8B 94.9B 92.8B 88.7B 
Open projects 2,305 2,443 2,464 2,428 
Active projects 1,343 1,492 1,491 1,505 
Active gateways 16 22 27 24 
New projects 326 269 235 218 
Closed projects 265 233 313 371 
Resources and Usage     
Resources open (all types) 23 30 31 36 
Total peak petaflops 18.4 18.4 23.5 28.6 
Resources reporting use 9 9 11 15 
Jobs reported 3.36M 3.11M 4.40M 3.40M 
NUs delivered 52.3B 52.0B 55.9B 69.0B 
 
12.2.1.1. User community metrics 
Figure 12-1 shows the five-year trend in the XSEDE user community, including open user accounts, 
total active XSEDE users, active individual accounts, active gateway users, the number of new HPC user 
accounts, and the total number of new XUP accounts at the end of each quarter. The quarter had 11,691 
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open accounts and saw 4,425 traditional users charging jobs. The number of active gateway users 
declined to 13,900. 
Figure 12-2 shows the activity on XSEDE resources according to field of science across program years, 
including the relative fraction of PIs, open accounts, active users, allocations, and NUs used according to 
discipline. The figure shows the fields of science that consume ~2% or more of delivered NUs per 
quarter. PIs and users are counted more than once if they are associated with projects in different fields 
of science. The quarterly data show that the percentages of PIs and accounts associated with the “other” 
disciplines represent almost 35% of all PIs, 40% of direct-access user accounts, and 35% of active 
users. Collectively the “other” fields of science represented 7..6% of total quarterly usage.  
Note that XSEDE introduced an updated set of fields of science in Q3 2020, and this report continues to 
use XSEDE’s new fields of science list. We have developed a mapping from the prior fields of science to 
the new ones so that we can report usage across the cutover date. This mapping likely explains the 
current prominence of “Other Physical Sciences” and “Other Chemical Sciences.” As projects are 
renewed and have the chance to select a new field of science, we expect to see more projects get 
categorized in the more specific field options.  
 
Figure 12-1: XSEDE user census, excluding XSEDE staff. The dramatic increases in gateway users starting in Q4 2016 are due 
to the I-TASSER gateway beginning to use XSEDE-allocated resources. 
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Figure 12-2: Quarterly XSEDE user, allocation, and usage summary by field of science, in order by usage, excluding staff projects. 
Note: PIs and users may appear under more than one field of science. 
Table 12-2 and Table 12-3 highlight aspects of the broader impact of XSEDE. The former shows that 
graduate students, postdoctoral researchers, and undergraduates consistently make up two-thirds of 
the XSEDE user base. The latter table shows XSEDE’s reach into targeted institutional communities, 
including a substantial increase in representation from MSIs and from EPSCoR state institutions. 
Institutions with Campus Champions represent a large portion of usage because this table shows all 
users at Campus Champion institutions, not just those on the champion’s project. The table also shows 
XSEDE’s reach into EPSCoR states, the MSI community, and countries outside the U.S. 
Table 12-2: End of quarter XSEDE open user accounts by type, excluding XSEDE staff. 
Category Q2 2020 Q3 2020 Q4 2020 Q1 2021 
Graduate Student 4,380 4,436 4,332 4,753 
Faculty 2,056 2,091 2,089 2,109 
Postdoctoral 1,182 1,208 1,779 1,861 
Undergraduate Student 1,745 1,761 1,218 1,228 
University Research Staff (excluding postdocs) 580 602 603 620 
High school 82 95 83 84 
Others 950 985 986 1,036 
TOTALS 10,975 11,178 11,090 11,691 
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Table 12-3: Active institutions in selected categories. Institutions may be in more than one category. 
Category  Q2 2020 Q3 2020 Q4 2020 Q1 2021 
Campus  
Champions 
Sites 106 124 128 127 
Users 2,671 2,131 2,110 2,181 
% total NUs 60% 54% 52% 54% 
EPSCoR  
states 
Sites 89 90 93 90 
Users 663 542 586 582 
% total NUs 11% 13% 12% 17% 
MSIs Sites 45 53 50 51 
Users 397 355 376 336 
% total NUs 3.1% 3.4% 3.4% 4.3% 
International Sites 97 80 81 70 
Users 73 117 114 109 
% total NUs 3% 4% 4% 3% 
Total Sites 515 532 528 511 
Users 4,646 4,214 4,415 4,403 
 
12.2.1.2. Project and allocation metrics 
 
 Figure 12-3: Five-year allocation history, showing NUs requested, awarded, available, and recommended. 
Figure 12-3 shows the five-year trend for requests and awards at XSEDE quarterly allocation meetings. 
NUs requested were 1.4x greater than NUs available, and the XRAC recommendations were 
approximately the same as the NUs available. 
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Table 12-4 presents a summary of overall project activity, and Table 12–5 shows projects and activity 
in key project categories as reflected in allocation board type. Note that Science Gateways may appear 
under any board. The Rapid Response project type identifies the projects awarded through the COVID-
19 HPC Consortium. As a special class of projects, science gateway activity is detailed in Figure 12-4 
showing continued high levels of usage and users from these projects. 
Table 12-4: Project summary metrics. 
Project metric Q2 2020 Q3 2020 Q4 2020 Q1 2021 
XRAC requests 197 226 223 188 
XRAC request success 80% 84% 84% 91% 
XRAC new awards 50 57 57 36 
Startups requested 198 186 175 163 
Startups approved 178 183 170 171 
Projects new 326 269 235 218 
Projects closed 265 233 313 371 
 
Table 12-5: Project activity by allocation board type. 




















projects % NUs 
Campus 
Champions 
154 70 0.2% 150 154 70 0.2% 150 154 70 56 0.2% 
Discretionary 10 4 0.1% 11 10 4 0.1% 11 10 4 7 0.2% 
Educational 181 101 1.0% 205 181 101 1.0% 205 181 101 110 0.8% 
Staff 13 12 0.1% 12 13 12 0.1% 12 13 12 10 1.0% 
Startup 1070 512 3.2% 1,077 1070 512 3.2% 1,077 1070 512 474 2.8% 
XRAC 877 783 90.9% 894 877 783 90.9% 894 877 783 814 92.7% 
Rapid Response 78 4 4% 93 78 4 4% 93 78 4 20 2.2% 
Totals 2,305 1,482 100% 2,442 2,305 1,482 100% 2,442 2,305 1,482 1,491 100% 
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Figure 12-4: Quarterly gateway usage (NUs), jobs submitted, users (reported by ECSS), registered gateways, and active 
gateways. 
12.2.1.3. Resource and usage metrics 
SP systems delivered 69 billion NUs in Q1 2021, up from the previous quarter. Table 12–6 breaks out 
the resource activity according to different resource types. Figure 12-5 shows the total NUs delivered 
by XSEDE-allocated SP computing systems, as reported to the central accounting system over the past 
five years.  
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Table 12-6: Resource activity, by type of resource, excluding staff projects. Note: A user will be counted for each type 
of resource used.  
    Q2 2020 Q3 2020 Q4 2020 Q1 2021 
High-performance 
computing 
Resources 6 6 8 12 
Jobs 3,294,211 2,594,153 2,781,507 2682889 
Users 4,166 3,774 3,938 4,049 
Nus 49,504,998,604 49,898,177,007 52,276,172,232 67,712,655,420 
Data-intensive 
computing 
Resources 1 1 1 1 
Jobs 58,661 51,958 111,390 7,229 
Users 129 146 168 102 
Nus 306,401,481 355,199,316 347,788,398 184,974,361 
High-throughput 
computing 
Resources 1 1 1 n/a 
Jobs 8,252 20,338 19,486 n/a 
Users 4 5 5 n/a 
Nus 402,999,559 843,067,586 971,375,559 n/a 
Cloud system Resources 1 1 1 1 
Jobs 1,330,618 1,059,330 1,456,354 681,207 
Users 471 512 451 383 
Nus 2,113,752,137 1,645,083,453 1,773,740,857 1,066,466,592 
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Figure 12-5: Total XSEDE resource usage in NUs. 
12.2.1.4. Data Services 
XSEDE supports monitoring for the Globus data transfer service for connecting XSEDE service 
providers and external sites. Table 12–7 shows summary metrics and increasing Globus adoption over 
the past five years. Figure 12-6 shows the trends in Globus data transfer activity and user adoption over 
five years. 
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Table 12-7: Globus data transfer activity to and from XSEDE endpoints, excluding XSEDE speed page user. 




Files to XSEDE (millions) 61 69 70 79 
TB to XSEDE 2,640 2,161 2,977 2,990 
Files from XSEDE (millions) 31 44 59 89 
TB from XSEDE 2,761 2,850 3,057 3,700 





Files to XSEDE (millions) 10 3 9 1 
TB to XSEDE 45 148 50 22 
Files from XSEDE (millions) 7 15 5 6 
TB from XSEDE 164 157 145 157 





TB to XSEDE 751 473 894 1,330 
TB from XSEDE 935 1,248 1,275 1,534 
Campuses 57 60 51 54 
Campus endpoints 89 97 80 85 
To/from 
Campus 
TB to Campuses 25,565 23,410 28,286 35,903 
TB from Campuses 25,235 26,462 29,656 35,207 
Campuses 135 133 132 125 
Campus endpoints 427 415 401 378 
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Figure 12-6: Top: Aggregate Globus file and data transfer activity to and from XSEDE endpoints. Bottom: Numbers of active 
Globus users and campuses moving data to and from XSEDE endpoints. 
12.2.2. Other Metrics 
For previous year’s metrics, please refer to the XSEDE Project-wide KPIs & Metrics wiki page.  
12.2.2.1. Community Engagement & Enrichment (WBS 2.1) (Gaither) 
RY5 Metrics 
 
RP1 RP2 RP3 RP4 Total 
Number of sustained users of XSEDE resources 
and services via the portal (Project KPI) 4,500/qtr 4,644 4,489 4,494 5,280 7,014 
Number of sustained underrepresented 
individuals using XSEDE resources and 
services via the portal (Project KPI) 
1,750/yr 831 805 763 1,013 1,266 
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Number of new users of XSEDE resources and 
services via the portal (Project KPI) 2,500/qtr 2,157 2,612 1,972 2,211 9,050 
Number of new underrepresented individuals 
using XSEDE resources and services via the 
portal (Project KPI) 
250/qtr 301 159 188 219 998 
Number of participant hours of live training 
delivered by XSEDE (Project KPI) 40,000/yr 19,751 16.111 5,689 15,515 57,066 
Number of students benefiting from XSEDE 
resources and services through training, 
XSEDE projects, or conference attendance 
(Area KPI) 
2,000/qtr 2,277 2,043 1,944 2,509 5,761 
Number of underrepresented students 
benefiting from XSEDE resources and services 
through training, XSEDE projects, or 
conference attendance (Area KPI)1 
650/qtr 741 632 616 792 1,970 
Grand (aggregate) mean rating of Post Training 
Event Survey items related to training impact 
for attendees registered through the portal (1-
5 Likert scale) (Area KPI) 
4.4 of 5/qtr 4.6 4.5 4.4 4.6 4.5 
Number of institutions with a Champion (Area 
KPI) 340 327 332 333 337 337 
Percentage of user requirements addressed 
within 30 days (Area KPI) 98%/qtr 
100 
(16/16) 
100 (20/20) 100 (28/28) 100 (26/26) 
100 
(90/90) 
1 The reporting of underrepresented students is no longer being reported as a percentage, but instead as a number as of RP4. 
The use of percentages does not provide the appropriate lens for understanding our progress in engaging underrepresented 
students. 
 
12.2.2.1.1. Workforce Development (WBS 2.1.2) (Akli) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of unique attendees, synchronous 
training 1,200/yr 1,010 791 441 914 2,594 
Number of total attendees, synchronous 
training  
(One person can take several classes) 
1,400/yr 1,270 939 515 1,154 3,881 
Number of unique attendees, asynchronous 
training 1,200/yr 144 112 115 110 453 
Number of total attendees, asynchronous 
training (One person can take several 
classes) 
4,000/yr 403 261 248 202 1,114 
Grand (aggregate) mean rating of Post 
Training Event Survey items related to 
training impact for attendees registered 
through the portal (1-5 Likert scale) (Area 
KPI) 
4.4 of 5 4.6 4.5 4.4 4.6 4.5 
Number of formal degree, minor, and 
certificate programs added to the curricula 3/yr 0 1 0 0 1 
Number of materials contributed to public 
repository 50/yr 5 0 22 20 47 
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RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of materials downloaded from the 
repository 
62,000/ 
yr 16,895 17,992 14,470 16,880 66,237 
Number of students benefiting from XSEDE 
resources and services through training, 
XSEDE projects, or conference attendance 
(Area KPI) 
1,500/ 
qtr 2,277 2,043 1,944 2,509 5,761 
Number of underrepresented students 
benefiting from XSEDE resources and 
services through training, XSEDE projects, or 
conference attendance (Area KPI)1 
500/qtr 741 632 616 792 1,970 
1 The reporting of underrepresented students is no longer being reported as a percentage, but instead as a number as of RP4. 
The use of percentages does not provide the appropriate lens for understanding our progress in engaging underrepresented 
students. 
 
12.2.2.1.2. User Engagement (WBS 2.1.3) (Snead) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 










Percentage of user requirements addressed 











Number of responses to PI emails each 
quarter  62 88 83 
82 315 
Number of responses to each microsurvey  NA1 NA1 NA1 NA1 NA 
Number of annual user satisfaction survey 
respondents interviewed  NA
2 NA2 NA2 NA
2 NA 
Number of XSEDE-wide tickets  28 11 20 20 79 
Number of XSEDE-wide tickets addressed  28 11 18 18 75 
1 No microsurveys this reporting period.  
2 Survey report not yet available. 
 
12.2.2.1.3. Broadening Participation (WBS 2.1.4) (Akli) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of new underrepresented 
individuals using XSEDE resources and 
services via the portal (Project KPI) 
250/qtr 301 159 188 219 998 
Number of sustained underrepresented 
individuals using XSEDE resources and 
services via the portal (Project KPI)1 
1,750/yr 831 805 763 1,013 1,266 
1The total for this KPI does not equal the sum of the data from each reporting period because one person could be counted as a 
sustained individual in more than one reporting period if they continue to log in for multiple reporting periods; however, they 
will only be counted once in the total. 
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12.2.2.1.4. User Interfaces & Online Information (WBS 2.1.5) (Dahan) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of new users of XSEDE resources 
and services via the portal (Project KPI) 
2,500/ 
qtr 2,157 2,612 1,972 
2,211 9,050 
Number of sustained users of XSEDE 
resources and services via the portal 
(Project KPI)1 
4,500/ 
qtr 4,644 4,489 4,494 
5,280 7,014 
Number of pageviews to the XSEDE website  80,000/ qtr 42,166 40,313 33,897 
38,242 154,618 
Number of pageviews to the XSEDE User 
Portal  
250,000/
qtr 255,184 246,124 225,711 
260,949 987,968 
User satisfaction with website (1-5 Likert 
scale) 4 of 5 4.3 - - - 4.3 
User satisfaction with User Portal (1-5 
Likert scale) 4 of 5 4.3 - - - 
4.3 
User satisfaction with user documentation 
(1-5 Likert scale) 4 of 5 4.2 - - - 
4.2 
1 The total for this KPI does not equal the sum of the data from each reporting period because one person could be counted as a 
sustained user in more than one reporting period if they continue to log in for multiple reporting periods; however, they will 
only be counted once in the total. 
-No data this reporting period 
12.2.2.1.5. Campus Engagement (WBS 2.1.6) (Neeman, Brunson) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of Institutions with a Champion 
(Area KPI) 340 327 332 333 337 337 
Number of unique contributors to the 
Champion email list 
(campuschampions@xsede.org) 
125/yr 110 130 83 104 247 
Number of activities that (i) expand the 
emerging CI workforce and/or (ii) improve 
the extant CI workforce, participated in by 
members of the Campus Engagement team 
40/yr 64 90 56 106 305 
12.2.2.2. Extended Collaborative Support Services (WBS 2.2) (Blood, Sinkovits) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Percentage of sustained allocation users 
from non-traditional disciplines of XSEDE 
resources and services (Project KPI) 
33%/yr 23.2 23.8 24.9 26.0 33.3 
Percentage of new allocation users from 
non-traditional disciplines of XSEDE 
resources and services (Project KPI) 
35%/yr 30.1 35.0 39.7 35.4 40.0 
Number of completed ECSS projects 
(ESRT + ESCC + ESSGW) (Area KPI) 
45/yr 17 10 18 10 55 
Grand (aggregate) mean rating of ECSS 
impact by PIs measured by ECSS Project Exit 
Survey items (1-5 Likert scale)(Area KPI) 
4 of 5/yr 4.1 4.2 4.5 4.7 4.3 
Grand (aggregate) mean rating of PI 
satisfaction with ECSS support measured by 4.5 of 5/yr 4.8 4.9 3.8 5.0 4.8 
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RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
ECSS Project Exit Survey items (1-5 Likert 
scale) (Area KPI) 
Average estimated months saved due to 
ECSS support 
12 mo/ 
project 11 13.5 12.5 13.3 12.9 
 
12.2.2.2.1. Extended Support for Research Teams (WBS 2.2.2) (Crosby) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of completed ESRT projects 27/yr 5 6 7 5 23 
Average ESRT impact rating (1-5 Likert 
scale) 4 of 5/yr 5.0 4.0 
4.5 4.7 4.4 
Average satisfaction with ESRT support (1-5 
Likert scale) 4.5 of 5/yr 4.5 4.8 
3.8 5.0 4.6 
Number of projects initiated  10 5 1 4 20 
Number of projects discontinued  2 0 2 1 5 
Number of PI interviews  2 5 2 2 11 
Number of active projects  28 25 26 27 27 
Average estimated months saved due to ESRT 
support 
12 mo/ 
project 12 6.0 12.5 10.7 9.3 
 
12.2.2.2.2. Novel & Innovative Projects (WBS 2.2.3) (Sanielevici) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of new users from non-traditional 
disciplines of XSEDE resources and services 500/yr 154 173 215 138 680 
Number of sustained users from non-
traditional disciplines of XSEDE resources 
and services 
1900/qtr 1,833 1,960 2,088 2,116 1,999 
Number of new XSEDE projects from target 
communities generated by NaIP 30/qtr 31 25 26 31 28 
Number of successful XSEDE projects from 
target communities mentored by NaIP 25/qtr 41 29 39 24 33 
 
12.2.2.2.3. Extended Support for Community Codes (WBS 2.2.4) (Koesterke) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of completed ESCC projects 9/yr 2 3 5  0 10 
Average ESCC impact rating (1-5 Likert 
scale) 4 of 5/yr 2.0 - - - 2.0 
Average satisfaction with ESCC support (1-5 
Likert scale) 4.5 of 5/yr 5.0 - - - 5.0 
Number of projects initiated  0 1 0 0 1 
Number of projects discontinued  0 0 0 0 0 
Number of active projects  10 6 1 3 5 
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RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of PI interviews  1 0 0 0 1 
Average estimated months saved due to ESCC 
support 
12 mo/ 
project 0 - - - 0 
-There were no ESCC PI interviews conducted this reporting period to generate impact and satisfaction scores and an estimate 
of months saved.  
 
12.2.2.2.4. Extended Support for Science Gateways (WBS 2.2.5) (Quick) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of completed ESSGW projects 9/yr 10 1 6 5 22 
Average ESSGW impact rating (1-5 Likert 
scale) 4 of 5/yr 4.5 4.5 * 5.0 4.6 
Average satisfaction with ESSGW support (1-
5 Likert scale) 4.5 of 5/yr 5.0 5.0 * 5.0 5.0 
Number of projects initiated  0 5 5 3 13 
Number of projects discontinued  0 0 04 0 0 
Number of active projects  17 22 23 26 22 
Number of PI interviews  1 4 0 1 6 
Currently Registered Production Gateways  - 49 54 55 55 
Average estimated months saved due to 
ESSGW support 
12 mo/ 
project 21 21 * 21 21 
-New metric for RP2 
* There were no ESCC PI interviews conducted this reporting period to generate impact and satisfaction scores and an 
estimate of months saved. 
 
12.2.2.2.5. Extended Support for Education Outreach, & Training (WBS 2.2.6) (Alameda) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of Campus Champions fellows 4/yr - 6 - 
 
- 6 
Average score of fellows assessment (1-5 
Likert scale) 4.5 of 5/yr - - 
- - - 
Number of live training events staffed 20/yr 12 4 2 3 21 
Number of staff training events 2/yr 0 0 2 0 2 
Attendees at staff training events 40/yr 0 0 34 0 34 
Staff training contact hours  0 0 5 0 5 
Staff training attendee hours  0 0 80 0 80 
Attendees at ECSS Symposia 300/yr 143 143 91 156 533 
Live training event contact hours  26.5 7 2.5 6 42 
Live training event attendees  185 194 62 100 541 
Live training even attendee hours  676 424 70 118 1,288 
Requests for service  15 10 10 13 48 
Training modules reviewed  0 0 1 1 2 
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RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Training modules produced  2 2 1 4 9 
Meetings and BoFs  8 10 2 4 24 
Mentoring  9 12 11 10 42 
Talks and presentations  10 4 3 4 21 
Education proposals reviewed  38 60 50 48 196 
- Data reported annually.  
 
12.2.2.3. XSEDE Cyberinfrastructure Integration (WBS 2.3) (Lifka) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Total number of capabilities in production 
(Project KPI) 
110/by end of 
RY5 102 104 109 118 118 
Grand (aggregate) mean rating of XSEDE 
User Survey user satisfaction items 
regarding XCI software and technical 
services, capabilities, and resources (1-5 
Likert scale)8 
4/5 4.4 - - - 4.4 
Grand (aggregate) mean rating of XSEDE 
User Survey Service Provider satisfaction 
items regarding XCI software and technical 
services, capabilities, and resources (1-5 
Likert scale)8 
4/5 4.5 - - - 4.5 
Number of non-XSEDE partnerships with 
XCI (Area KPI) 14/yr 14 11 15 15 21
6 
Mean time to issue resolution (Area KPI) <10 days 4.2 6.0 9.8 2.4 5.3 
Number of new capabilities made available 
for production deployment <7/yr 0
5 2 5 9 16 
Total number of systems that use one or 
more CRI provided toolkit 
1,500 by the 
end of RY5 
 
2,196 2,373 2,540 2,693 2,693 
Percentage of Level 1 SPs that fully 
incorporate all of the recommended tools 
from the XSEDE Community Repository  
100% 1001 1001 62.51 1001 90.62 
Percentage of Level 2 SPs that allocate 
resources through XSEDE that fully 
incorporate all of the recommended tools 
from the XSEDE Community Repository  
100% 332 662 37.52 752 52.8 
Percentage of Level 2 SPs that do not 
allocate resources through XSEDE that fully 
incorporate all of the recommended tools 
from the XSEDE Community Repository  
100% 803 753 100 753 82.5 
Percentage of Level 3 SPs that fully 
incorporate all of the recommended tools 
from the XSEDE Community Repository 
100% 734 734 77 774 75 
-Data reported annually. 
1 Bridges-2 in early user period. Anvil and Expanse not in production. 
2 Open Storage Network not integrated yet, Darwin, Faster, Kyric, Disco not in production.  
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3 Four of five have all the required tools installed: RDR entry and information publishing framework.  
4 19 out of 26 have the required RDR entry. 
5 Correcting last reporting period’s number from total to number that reporting period. 
 
12.2.2.3.1. Requirements Analysis & Capability Delivery (WBS 2.3.2) (Navarro) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Number of capability delivery plans (CDPs) 
prepared for UREP prioritization 8/yr 0 0 
9 0 9 
Number of CI integration assistance 
engagements 6/qtr
1 7 7 9 7 102 
Average time from support request to 
solution 












Number of new components instrumented 
and tracked for usage and ROI analysis 4/yr 0 1 0 0 1 
Number of significant fixes and 
enhancements to production components 40/yr
1 12 16 20 14 62 
Number of maintenance releases and 
upgrades delivered of service provider 
software 
4/yr 2 3 2 0 7 
Number of fixes and enhancements to 
centrally operated services 40/yr
1 10 13 18 14 55 
- No components were delivered this period. 
1 Changes based on PY1-PY8 observed rates. 
 
12.2.2.3.2. Cyberinfrastructure Resource Integration (WBS 2.3.3) (Knepper) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Total number of systems that use one or 
more CRI provided toolkits 
1500 by 
end of RY5 2,196 2,373 2,540 2,693 2,693 
User satisfaction with CRI services1 (1-5 
Likert scale) 4 of 5/yr 4.5 n/a NA
 NA 4.5 
Total number of repository subscribers to 
CRI cluster and laptop toolkits 
150 by end 
of RY5 114 117 123 123 123 
Aggregate number of TeraFLOPS of cluster 
systems using CRI toolkits 
1,000 by 
end of RY5 1,020 1,091 1,121 1,121 1,121 
Total number of partnership interactions 
between CRI and SPs, national CI 
organizations, and campus CI providers 
12/yr 7 4 6 8 112 
Toolkit updates 4/yr 3 3 4 3 13 
New Toolkits released 2/yr 1 0 0 0 1 
Average time from support request to 











1This KPI was retired after RP1. Going forward satisfaction with XCI services will be measured at the L2 level only.  
2 Unique engagements throughout the year 
12.2.2.4. XSEDE Operations (WBS 2.4) (Peterson) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
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Average composite availability of core 
services (geometric mean of critical 
services and XRAS) (Project KPI) 
99.9%/qtr 99.9 99.9 99.9 99.9 99.9 
Hours of downtime with direct user 
impacts from an XSEDE security incident 
(Area KPI) 
0 hrs/qtr 0 0 0 0 0 
Mean time to ticket resolution by XOC and 
WBS ticket queues (hrs) (Project KPI) <16 hrs/qtr 15.3 23.2 18.8 12.2 17.4 
Mean rating of user satisfaction with 
tickets closed by the XOC (1-5 Likert 
scale) (Area KPI) 
4.5 of 5/qtr 4.7 4.7 4.7 4.7 4.7 
 
12.2.2.4.1. Cybersecurity (WBS 2.4.2) (Withers, Simmel)  
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Hours of downtime with direct user 





0 0 0 0 0 
Hours of downtime WITHOUT direct user 
impacts from an XSEDE (affects central 
service or multiple SPs) security incident 
< 24 hrs 0 0 0 0 0 
XSEDE account exposures < 10 4 0 0 0 4 
Time, beyond 24 hours, to disable XSEDE 
accounts 0 hrs 0 0 0 0 0 
 
12.2.2.4.2. Data Transfer Services (WBS 2.4.3) (Wheeler) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Performance (Gbps) of instrumented, 
intra-XSEDE transfers > 1GB >3.0 Gbps 3.17 3.12 3.08 
3.05 3.11 
New services added  0 0 0 0 0 
Services retired  0 0 0 0 0 
Total Globus Online users  658 639 642 653 2,592 
Total new Globus Online users  197 177 167 153 694 
Total transfers (Million) inbound  61 69 70 79 279 
Total transfers (Million) outbound  31 44 59 89 223 
Size of transfers (TBs) inbound  2,640 2,161 2,977 2,990 10,768 
Size of transfers (TBs) outbound  2,761 2,850 3,057 3,700 12,368 
Total number of days in which any 
Network Interface error occurred  0 0 0 0 0 
XSEDEnet maximum bandwidth used 
(Gbps)  146.5 60 129.2 111.9 146.5 
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12.2.2.4.3. XSEDE Operations Center (WBS 2.4.4) (Hendricks) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Mean time to resolution in XOC queue 
(hrs) < 1 hr 0.46 0.28 0.16 1.0 0.48 
Mean time to ticket resolution by XOC and 
WBS ticket queues (hrs) (Project KPI) < 16 hrs 15.3 23.2 18.8 12.2 17.4 
User satisfaction with tickets closed by 
the XOC (1-5 Likert scale) (Area KPI) 4.5 of 5 4.7 4.7 4.7 4.7 4.7 
Mean time to resolution in WBS queue   36.6 55.6 44.6 31.2 42.0 
Number of Support tickets opened for 
WBS queues  304 333 334 341 1,312 
Number of Support tickets closed by WBS 
queues  265 302 281 281 1,129 
Number of Support tickets opened for 
XOC  381 426 390 478 1,675 
Number of Support tickets closed by XOC  381 426 390 478 1,675 
Mean time to first response by XOC (hrs)  0.44 0.27 .23 0.34 0.32 
 
12.2.2.4.4. System Operations Support (WBS 2.4.5) (Rogers) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Average availability of critical enterprise 
services (%) [geometric mean] (Project 
KPI) 
99.9% 99.9 99.9 99.9 99.9 99.9 
Average availability of core enterprise 
services (%) 99.9% 99.9 99.9 99.9 99.9 99.9 
Total enterprise services  47 47 47 47 47 
Core enterprise services  8 8 8 8 8 
Services added/subtracted  0 0 0 0 0 
 
12.2.2.5. Resource Allocation Service (WBS 2.5) (Hart) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Mean rating of user satisfaction with 
allocations process (1-5 Likert scale) (Area 
KPI) 
4 of 5/qtr 4.4 4.3 4.4 4.3 4.3 
Mean rating of user satisfaction with XRAS 
(1-5 Likert scale)(Area KPI)1 4 of 5/qtr 4.3 4.3 4.3 4.2 4.3 
Mean rating of user satisfaction with 
allocations process and support services (1-
5 Likert scale)(Project KPI)1 
4 of 5/yr 4.4 4.3 4.3 4.3 4.3 
Percentage of research requests successful 
(not rejected) (Project KPI) 85%/qtr 80.0 84.0 84.0 91.0 84.75 
 
12.2.2.5.1. XSEDE Allocations Process & Policies (WBS 2.5.2.) (Hackworth) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
RY5 Annual Report & PY11 Program Plan Page 139 
User satisfaction with allocations process (1-
5 Likert scale) (Area KPI) 4 of 5 4.4 4.3 4.4 4.3 4.3 
Average time to process Startup requests  14 calendar 
days or 
less/qtr 
8.5 11.4 10.7 11.4 10.5 
Percentage of XRAC-recommended NUs 
allocated  100% 92
 99 100 100 97.75 
Percentage of research requests successful 
(not rejected) (Project KPI) 85%/qtr 80.0 84.0 84.0 91.0 84.75 
Continuous allocation requests processed  780 912 818 871 3381 
Research allocation requests processed  197 226 223 188 834 
12.2.2.5.2. Allocations, Accounting, & Account Management CI (WBS 2.5.3) (Tolbert) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
User satisfaction with XRAS system (1-5 
Likert scale) (Area KPI) 4 of 5 4.3 4.3 4.3 4.2 4.3 
Availability of the XRAS systems 99.9% 99.9 100 100 100 99.9 
Number of XRAC client organizations  8 8 7 7 7 
12.2.2.6. Program Office (WBS 2.6) (Payne)  
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Grand (aggregate) mean rating of XSEDE User 
Survey awareness items regarding XSEDE 
resources and services (1-5 Likert scale) 
(Project KPI) 
3.7 of 5 / yr 3.8 - - - 3.8 
Number of social media impressions over 






101,394 106,263 109,800 403,503 
Grand (aggregate) mean of XSEDE User 
Survey satisfaction items regarding XSEDE 
technical support services (1-5 Likert scale) 
(Project KPI) 
3.5 of 5/yr 4.4 - - - 4.4 
Percentage of users who indicate the use of 
XSEDE-managed and/or XSEDE-associated 
resources in the creation of their work 
product (Project KPI) 
80/yr 83 - - - 83 
Mean rating of importance of XSEDE 
resources and services to researcher 
productivity (1-5 Likert scale) (Project KPI) 
4.4 of 5/yr 4.2 - - - 4.2 
Percentage of Project Improvement Fund 
funded projects resulting in innovations in 
the XSEDE organization (Project KPI) 
70%/yr - - - 66.7 66.7 
Mean rating of innovation within the 
organization by XSEDE staff (1-5 Likert scale) 
(Project KPI) 
4 of 5/yr - 4.2 - - 4.2 
Variance between relevant report submission 
and due date (days) (Area KPI) 0 days 0 0 0 0 0 
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RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Percentage of sub-award invoices processed 
within target duration (Area KPI) 90%/qtr 92.6 90.2
1 91.3 96.2 92.6 
Percentage of recommendations addressed 
by relevant project areas within 90 days 
(Area KPI) 
90% 100 90 100 NA2 97 
Grand (aggregate) mean of Staff Climate 
Study satisfaction items regarding content 
and accessibility of the XSEDE Staff Wiki (1-5 
Likert scale) (Area KPI) 
3.9 of 5/yr - 3.9 - - 3.9 
Number of staff publications (Area KPI) 50/yr 2 16 11 16 45 
Grand (aggregate) mean of Staff Climate 
Study awareness items regarding inclusion in 
XSEDE (1-5 Likert scale) (Area KPI) 
4.1/yr - 4.3 - - 4.3 
Grand (aggregate) mean of Staff Climate 
Study awareness items regarding equity in 
XSEDE (1-5 Likert scale) (Area KPI) 
4.0/yr - 4.4 - - 4.4 
Number of XSEDE-related media hits (Area 
KPI) 325/yr 624 467 326 121 1,538 
- Data reported annually. 
1 Updated as the value was previously miscalculated. 
2 No recommendations received during this reporting period. 
 
12.2.2.6.1. External Relations (WBS 2.6.2) (Meek) 
RY5 Metrics  RP1 RP2 RP3 RP4 Total 
Number of social media impressions over time 
(Project KPI) 429,282/yr 86,046  101,394 106,236 109,800 403,503 
Number of XSEDE-related media hits (Area KPI) 325/yr 718 467 326 121 1,538 
Monthly open rate of XSEDE’s newsletter 32.0% 35% 24.3% 24.7% 24.7% 27.2% 
Monthly click-through rate of XSEDE’s newsletter 3% 1.3% 2% 2% 7% 3.1% 
 
12.2.2.6.2. Project Management, Reporting, & Risk Management (WBS 2.6.3) (Froeschl) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Variance, in days, between relevant report 
submission and due date (Area KPI) 
0 
days/report 0 0 0 0 0 
Grand (aggregate) mean rating of Staff 
Climate Study satisfaction items regarding 
content and accessibility of the XSEDE Staff 
Wiki (1-5 Likert scale) (Area KPI) 
3.9 of 5/yr - 3.9 - - 3.9 
 Percentage of risks reviewed  100% 100 100 100 100 100 
 Number of total risks  174 174 174 177 177 
 Number of active risks  140 142 142 147 147 
 Number of new risks  1 0 0 3 4 
 Number of risks triggered  4 5 4 4 4.25 
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RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
 Number of risks retired  1 0 0 0 1 
 Number of PCRs submitted  4 5 2 2 13 
 …KPI/Metrics  3 3 0 0 6 
 …Technical  0 0 0 0 0 
 …Scope  0 0 0 0 0 
 …Budget  0 1 1 1 3 
 …Staff  1 1 1 1 4 
 …Other  0 0 0 0 0 
- Data reported annually. 
12.2.2.6.3. Business Operations (WBS 2.6.4) (Payne) 
RY5 Metrics Target RP1 RP2 RP3 RP4 Total 
Percentage of subaward invoices processed 
within target duration (Area KPI) 90%/qtr 92.6 90.2
1 91.3 96.2 92.6 
1 Updated as the value was previously miscalculated 
12.2.2.6.4. Strategic Planning, Policy, Evaluation & Organizational Improvement (WBS 2.6.5) (Payne) 
 
RY5Metrics Target RP1 RP2 RP3 RP4 Total 
Grand (aggregate) mean rating of XSEDE 
User Survey awareness items regarding 
XSEDE resources and services (1-5 Likert 
scale) (Project KPI) 
3.7 of 5 / yr 3.8 - - - 3.8 
Grand (aggregate) mean rating of XSEDE 
User Survey satisfaction items regarding 
XSEDE technical support services (1-5 Likert 
scale) (Project KPI) 
3.5 of 5/yr 4.4 - - - 4.4 
Percentage of users who indicate the use of 
XSEDE-managed and/or XSEDE-associated 
resources in the creation of their work 
product1 (Project KPI) 
80%/yr 83 - - - 83 
Mean rating of importance of XSEDE 
resources and services to researcher 
productivity (1-5 Likert scale) (Project KPI) 
4.4 of 5/yr 4.2 - - - 4.2 
Percentage of Project Improvement Fund 
proposals resulting in innovations in the 
XSEDE organization (Project KPI) 
70%/yr - - - 66.7 66.7 
Mean rating of innovation within the 
organization by XSEDE staff (1-5 Likert 
scale) (Project KPI) 
4 of 5/yr - 4.2 - - 4.2 
Percentage of recommendations addressed 
by relevant project areas within 90 days 
(Area KPI) 
90% 100 90 100 NA1 97 
Number of staff publications (Area KPI) 50/yr 2 16 11 16 45 
Grand (aggregate) mean of Staff Climate 
Study awareness items regarding inclusion 
in XSEDE (1-5 Likert scale) (Area KPI) 
4.1/yr - 4.3 - - 4.3 
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RY5Metrics Target RP1 RP2 RP3 RP4 Total 
Grand (aggregate) mean of Staff Climate 
Study awareness items regarding equity in 
XSEDE (1-5 Likert scale) (Area KPI) 
4.0/yr - 4.4 - - 4.4 
- Data reported annually. 
1 No recommendations received during this reporting period. 
 
 Scientific Impact Metrics (SIM) and Publications Listing 
This appendix presents the current Scientific Impact Metrics data as of April 30 of year 2021 as well 
as updated analysis based on a new data set. This is part of the XD Metrics Service (XMS) (formerly 
NSF Technology Audit Service (TAS)) effort. 
12.3.1. Summary Impact Metrics  
Table SIM-1 shows the essential scientific summary impact metrics as of April 30 of year 2021. The 
increasing values for each metric are listed in the table indicating the changes during the last 
quarter. By calculating such metrics periodically we can show the trends, as depicted in Figure SIM-
2 and Figure SIM-3. Both show steadily increasing trends. 
 















(TG+XD) 19,939 11,756 745,107 281 508 
Since 2011 
(XD) 17,375 9,699 531,764 233 405 
Change since 
last quarter 
(TG+XD) +499 +422 +35,766 +6 +12 
Change since 
last quarter 
(XD) +2,098 +1,703 +139,172 +26 +48 
* Data updated as of April 30th, 2021 
Note: The quarterly comparison was against Jan 31, 2021. The yearly comparison was against 
April 30, 2020. 
 
12.3.2. Historical Trend 
Figure SIM-2 and SIM-3 show the increasing quarterly trend regarding publications, citations, and 
other impact metrics such as H-Index and G-Index. Both suggest the increasing impact of XSEDE 
during the past years, based on verified unique publication count; citation count; H-index and G-
index. 
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Figure SIM-2. Counts of all externally verified publications for TG/XD (since 2005) and XD (since 2011) 




Figure SIM-3. Accumulated citation count (line, left axis) as well as h-index and g-index metrics (bar, 
right axis) for TG/XD (since 2005) and XD (since 2011). 
 
12.3.3. Top FOS Trend Analysis Based on Historical Data 
We have conducted some new historical trend analysis based on the data we have been collecting. 
Figure SIM-4 and SIM-5 show the Top 20 Field of Study by number of publications and citation count for 
the past 5 years. The data point for each year was the snapshot at end of that year. 
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Figure SIM-4. Top 20 Field of Study with the greatest number of publications by year 
 
 
Figure SIM-5. Top 20 Field of Study with most citations received by year 
Figure SIM-4 shows the new publication increasing trend for different FOS. E.g., We see consistent 
increasing for the top 3 FOS, Biophysics, Material Science, and Chemistry, while the Molecular 
Bioscience almost stayed flat. In Figure SIM-5 we see that the Material Science has gained significantly 
on the citations, which seems reflecting well that that has been a hot research field recently. 
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12.3.4. Updated Analysis with the New Semantic Scholar Dataset 
We have been exploring other data sources to be integrated into our data integration and analytical 
framework. Recently we have assessed the use of Semantic Scholar, a public publication dataset, in the 
use of our analysis. This dataset has over 186 million publication records (as of end of February 2021) 
which was published as a series of compressed text files. We have developed the data injection and 
integration workflow (Figure SIM-6) and was able to use this dataset to carry on updated analysis of 
peers comparison and Field Weighted Citation Index (FWCI) analysis. We are showing the results in the 
following subsections. 
 
Figure SIM-6. Semantic Scholar dataset integration and analysis workflow 
12.3.5. Peers Comparison Results 
We had introduced the peers comparison as a way to evaluate the scientific impact of a group of 
publications for a virtual organization and have published some analysis results for XSEDE before. With 
the access to the new dataset we were able to conduct an updated peers comparison analysis. In this 
updated study we have compared 12461 XSEDE publications from 231 publication venues against their 
peers. Each publication venue has at least 10 XSEDE publications published on them to avoid the 
possible statistically insignificant results if too few publications appear in a publication. Figure SIM-7 
shows the average percentile ranking score for each publication venue, sorted in descending order. The 
horizontal red line is the baseline of score 50. It clearly shows that for the majority of the 231 
publication venues the XSEDE publications had received more citations compared to an average peer. 
Figure SIM-8 shows the histogram of the averaged percentile ranking score for each publication venue. 
The distribution skews towards the right side suggesting that the XSEDE publications, in general, 
received more citations than the average peers. 
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Figure SIM-7. Average percentile ranking score of XSEDE publications by journal 
 
 
Figure SIM-8. Distribution of the percentile ranking scores of XSEDE publications 
When grouping the percentile ranking scores by the publication’s identified field of study, we obtain the 
result as shown in Figure SIM-9. Here we also discarded the data points for a few fields of study due to 
the limited number (less than 10) of XSEDE publications. The results show that the average percentile 
ranking score is above 50 for most FOS. 
In one of our previous studies we have conducted the peers comparison analysis based on the data of 
more than 5000 publications from about 120 publication venues. Now with more data available over a 
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longer period of time we could verify the trend due to its similar results. Hence, we assess that the 
studies’ results validate each other and show the consistent performance of XSEDE publications. 
 
Figure SIM-9. Average percentile ranking score of XSEDE publications by Field of Study 
12.3.6. Field Weighted Citation Impact Analysis 
We also repeated the FWCI analysis based on the new dataset to obtain updated results as depicted in 
Figure SIM-10. It lists the FWCI values for each field of study. The horizontal red line shows the baseline 
at 1. It shows that for all the FOS the FWCI values are at least around 2, which indicates that the XSEDE 
publications in each FOS received far more citations than expected. For the Geography, Computer 
Science, and Engineering the publications received about 8 times more citations than expected from the 
field average. 
 
Figure SIM-10. Field Weighted Citation Index for XSEDE publications 
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12.3.7. Highly Cited Papers 
With access to the much larger publication dataset, we can also identify for each field of study the highly 
cited papers. We consider the top 5% and top 1% most cited papers for the results reported here. 
Hence, we can find out what portion of XSEDE publications fall into those groups. Again, we excluded 
the few fields of study that had a very small number of publications identified as belonging to them 
(less than 10) due to the same reason as mentioned in the previous sections. Figure SIM-11 shows the 
actual numbers, percentages for each field of study that fall into the top 5% and top 1% categories, as 
well as the number of XSEDE publications belonging to that field of study. The blue and yellow lines 
indicate the 5% and 1% baseline, respectively. All fields of study show a disproportionately higher 
percentage of XSEDE publications fall into the highly cited papers categories. As an example, we find 
specifically that 38.4% of geography related papers were in the top 5% highly cited papers, and 13.7% 
were in the top 1% most cited papers. Table SIM-12 summarizes the data for all the fields of study. 
 
Figure SIM-11. Percentage of XSEDE publications falling into the top 5% and top 1% for each field of 
study 
Table SIM-12. Highly Cited Papers Statistics (in top 5% and 1%) 
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12.3.8. Publications Listing 
Figure 12-7 shows the number of publications, conference papers, and presentations reported by 
XSEDE users each quarter, including the 467 reported by 179 projects in Q1 2021; these publications 
are listed below according to allocated project. Starting with the December 2017 XRAC meeting, all 
submitters must add publications to their user profiles in the XSEDE User Portal, which may have 
contributed to the decline beginning at the end of 2017. 
 
Figure 12-7: Publications, conference papers, and presentations reported by XSEDE users. 
12.3.8.1. XSEDE Staff Publications 
XSEDE staff reported 16 publications from February to April 2021. 14 publications were reported via 
staff members’ XSEDE User Portal user profiles, and two were published by staff in the XSEDE Digital 
Object Repository (XDOR). 
1. Basney, J., Hom, B., Liming, L., Simmel, D. 2020. XSEDE's Perspective on Token Assurance for Authentication and 
Authorization. Panel Presentation at the Workshop on Token-Based Authentication and Authorization (WoTBAN&AZ 
2020).. The Americas Grid Policy Management Authority (TAGPMA) Workshop on Token-Based Authentication and 
Authorization (WoTBAN&AZ 2020).. 
https://indico.rnp.br/event/33/sessions/60/attachments/138/222/20201201-XSEDE-Tokens.pdf. (published) 
2. Brayford, D., Schultz, K., Simmel, D., Simmons, C., Sundararajan, N. 2020. Practical OpenHPC: Cluster Management, 
HPC Applications, Containers and Cloud. Online tutorial presented at Supercomputing 2020.. OpenHPC. 
https://openhpc.github.io/cloudwg/tutorials/sc20/. (published) 
3. Boyle, J., Burgess, H. 2017. The Routledge Research Companion to Digital Medieval Literature. Taylor & Francis. ISBN: 
9781317444763. https://books.google.com/books?id=_DBEDwAAQBAJ. (published) 
4. Chalker, A., C. W. Hillegas, A. Sill, S. Broude Geva, and C. A. Stewart (2020), Cloud and on-premises data center usage, 
expenditures, and approaches to return on investment: A survey of academic research computing organizations, 
Practice and Experience in Advanced Research Computing, doi:10.1145/3311790.3396642. (published) 
5. Collins, M., and A. B. Craig (2017), VisMo: Augmented Reality Visualization of Scientific Data and Molecular 
Structures, The Journal of Computational Science Education, 8(1), 12–15, doi:10.22369/issn.2153-4136/8/1/3. 
(published) 
6. Jin, Y., X. Huang, R. L. Papke, E. M. Jutkiewicz, H. D. Showalter, and C.-G. Zhan (2017), Design, synthesis, and biological 
activity of 5′-phenyl-1,2,5,6-tetrahydro-3,3′-bipyridine analogues as potential antagonists of nicotinic acetylcholine 
receptors, Bioorganic & Medicinal Chemistry Letters, 27(18), 4350–4353, doi:10.1016/j.bmcl.2017.08.025. 
(published) 
RY5 Annual Report & PY11 Program Plan Page 150 
7. Kibbee, D. A., and A. Craig (2019), Understanding prescription in language. A corpus-based approach, Histoire 
Epistémologie Langage, 41(2), 67–81, doi:10.1051/hel/2019017. (published) 
8. Neeman, H., Rivera, L., DeStefano, L., Al-Azzawi, H., Brunson, D., et al. 2021. An Evaluation of Cyberinfrastructure 
Facilitators Skills Training in the Virtual Residency Program. PEARC'21 (Virtual). (accepted) 
9. Shackelford, L., W. David Huang, A. Craig, C. Merrill, and D. Chen (2019), Relationships between motivational support 
and game features in a game-based virtual reality learning environment for teaching introductory archaeology, 
Educational Media International, 56(3), 183–200, doi:10.1080/09523987.2019.1669946. (published) 
10. Sherman, W., Craig, A. 2018. Understanding Virtual Reality: Interface, Application, and Design. Elsevier Science. ISBN: 
9780128010389. https://books.google.com/books?id=D-OcBAAAQBAJ. (published) 
11. Soto, C., J. A. Finn, J. R. Willis, S. B. Day, R. S. Sinkovits, T. Jones, S. Schmitz, J. Meiler, A. Branchizio, and J. E. Crowe 
(2020), PyIR: a scalable wrapper for processing billions of immunoglobulin and T cell receptor sequences using 
IgBLAST, BMC Bioinformatics, 21(1), doi:10.1186/s12859-020-03649-5. (published) [Comet, SDSC] 
12. S. Sinkovits, R., and O. D. Soto (2020), Introducing Computing and Technology through Problem-Solving in Discrete 
Mathematics, Practice and Experience in Advanced Research Computing, doi:10.1145/3311790.3396620. 
(published) [Comet, SDSC] 
13. Weeden, A. (2021), XSEDE EMPOWER: Engaging Undergraduates in the Work of Advanced Digital Services and 
Resources, The Journal of Computational Science Education, 12(2), 22–24, doi:10.22369/issn.2153-4136/12/2/5. 
(published) 
14. Zonca, A., and R. S. Sinkovits (2018), Deploying Jupyter Notebooks at scale on XSEDE resources for Science Gateways 
and workshops, Proceedings of the Practice and Experience on Advanced Research Computing, 
doi:10.1145/3219104.3219122. (published) [IU, Jetstream] 
15. XSEDE (2021), XSEDE Allocation Policies Version 2021.v1. http://hdl.handle.net/2142/109826.  
16. Rivera, Lorna; DeStefano, Lizanne; Wernert, Julie; Miles, Tonya (2021), 2020 XSEDE Staff Climate Study Executive 
Summary , http://hdl.handle.net/2142/109645. 
12.3.3.2. Publications from XSEDE Users 
The following publications were submitted by users to their XSEDE User Portal profiles in Q1 2021. Most 
publications are associated with submissions to the March 2021 XRAC meeting, while some may be from 
Startup or other projects. The publications are organized by the proposal with which they were 
associated.  
This quarter, 179 projects identified 467 publications and other products that were published, in press, 
accepted, submitted, or in preparation. Because these publications are submitted by users and not 
manually verified by XSEDE staff, there is a small chance of data entry error.. 
1. TG-ASC090076 
1. Haley, C., Zhong, X. 2021. Supersonic Mode in Low-Enthalpy Hypersonic Flow Over a Cone and Wave Packet 
Interference. (submitted) [Comet, ECSS, SDSC, Stampede2, TACC] 
2. He, S., and X. Zhong (2020), Numerical Study of Hypersonic Boundary Layer Receptivity over a Blunt Cone to 
Freestream Pulse Disturbances, AIAA AVIATION 2020 FORUM, doi:10.2514/6.2020-2996. (published) [Comet, ECSS, 
SDSC, Stampede2, TACC] 
3. He, S., and X. Zhong (2021), Numerical Study of the Receptivity of a Blunt Cone to Hypersonic Freestream Pulse 
Disturbances, AIAA Scitech 2021 Forum, doi:10.2514/6.2021-0742. (published) [Comet, ECSS, SDSC, Stampede2, 
TACC] 
4. He, S., Zhong, X. 2021. Hypersonic Boundary-Layer Receptivity over a Blunt Cone to Freestream Pulse Disturbances. 
(accepted) [Comet, ECSS, SDSC, Stampede2, TACC] 
5. Varma, A., and X. Zhong (2020), Hypersonic Boundary-Layer Receptivity to a Freestream Entropy Pulse with Real-Gas 
and Nose Bluntness Effects, AIAA AVIATION 2020 FORUM, doi:10.2514/6.2020-2994. (published) [Comet, ECSS, 
SDSC, Stampede2, TACC] 
2. TG-ASC130023 
6. Abousamra, S., Fassler, D., Hou, L., Zhang, Y., Gupta, R., et al. 2020. Weakly-Supervised Deep Stain Decomposition for 
Multiplex IHC Images. 2020 IEEE 17th International Symposium on Biomedical Imaging (ISBI). 481--485. (published) 
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7. Fassler, D., Abousamra, S., Gupta, R., Chen, C., Zhao, M., et al. 2020. Deep learning-based image analysis methods for 
brightfield-acquired multiplex immunohistochemistry images. (published) 
8. Hou, L., R. Gupta, J. S. Van Arnam, Y. Zhang, K. Sivalenka, D. Samaras, T. M. Kurc, and J. H. Saltz (2020), Dataset of 
segmented nuclei in hematoxylin and eosin stained histopathology images of ten cancer types, Scientific Data, 7(1), 
doi:10.1038/s41597-020-0528-1. (published) 
9. Le, H., Gupta, R., Hou, L., Abousamra, S., Fassler, D., et al. 2020. Utilizing automated breast cancer detection to identify 
spatial distributions of tumor infiltrating lymphocytes in invasive breast cancer. (published) 
3. TG-ASC150046 
10. Balaban, M., and S. Mirarab (2020), Phylogenetic double placement of mixed samples, Bioinformatics, 
36(Supplement_1), i335–i343, doi:10.1093/bioinformatics/btaa489. (published) [Comet, SDSC] 
11. Balaban, M., D. Roush, Q. Zhu, and S. Mirarab (2021), APPLES-2: Faster and More Accurate Distance-based 
Phylogenetic Placement using Divide and Conquer, , doi:10.1101/2021.02.14.431150. (published) [Comet, SDSC] 
12. Jiang, Y., M. Balaban, Q. Zhu, and S. Mirarab (2021), DEPP: Deep Learning Enables Extending Species Trees using 
Single Genes, , doi:10.1101/2021.01.22.427808. (published) [Comet, SDSC] 
13. Mai, U., and S. Mirarab (2020), Log Transformation Improves Dating of Phylogenies, edited by X. Xia, Molecular 
Biology and Evolution, 38(3), 1151–1167, doi:10.1093/molbev/msaa222. (published) [Comet, SDSC] 
14. Rabiee, M., and S. Mirarab (2020), Forcing external constraints on tree inference using ASTRAL, BMC Genomics, 
21(S2), doi:10.1186/s12864-020-6607-z. (published) [Comet, SDSC] 
15. Rabiee, M., and S. Mirarab (2020), SODA: multi-locus species delimitation using quartet frequencies, edited by Y. 
Ponty, Bioinformatics, 36(24), 5623–5631, doi:10.1093/bioinformatics/btaa1010. (published) [Comet, SDSC] 
16. Rachtman, E., V. Bafna, and S. Mirarab (2021), CONSULT: Accurate contamination removal using locality-sensitive 
hashing, , doi:10.1101/2021.03.18.436035. (published) [Comet, SDSC] 
17. Rachtman, E., M. Balaban, V. Bafna, and S. Mirarab (2020), The impact of contaminants on the accuracy of genome 
skimming and the effectiveness of exclusion read filters, Molecular Ecology Resources, 20(3), 649–661, 
doi:10.1111/1755-0998.13135. (published) [Comet, SDSC] 
18. Zhang, C., A. V. Bzikadze, Y. Safonova, and S. Mirarab (2020), Scalable Models of Antibody Evolution and 
Benchmarking of Clonal Tree Reconstruction Methods, , doi:10.1101/2020.09.17.302505. (published) [Comet, SDSC] 
19. Zhang, C., C. Scornavacca, E. K. Molloy, and S. Mirarab (2020), ASTRAL-Pro: Quartet-Based Species-Tree Inference 
despite Paralogy, edited by J. Thorne, Molecular Biology and Evolution, 37(11), 3292–3307, 
doi:10.1093/molbev/msaa139. (published) [Comet, SDSC] 
4. TG-ASC160018, TG-MCB140110 
20. Ingber, L. (2021), Forecasting COVID-19 with Importance-Sampling and Path-Integrals, , 
doi:10.20944/preprints202012.0712.v2. (published) [Comet, Data Oasis, Science Gateways, SDSC] 
21. Ingber, L. 2021. Hybrid classical-quantum fitting attention states to statistical mechanics of neocortical interactions. 
Hybrid Classical-Quantum computing. Physical Studies Institute. https://www.ingber.com/smni21_hybrid.pdf. 
(submitted) [Comet, SDSC] 
5. TG-ASC160018, TG-TRA170010, TG-TRA170012, TG-TRA170013, TG-TRA170025, TG-
TRA180001, TG-TRA180003, TG-TRA180005, TG-TRA180008, TG-TRA180009 
22. Peng, R.-C., L.-Q. Chen, Z. Zhou, M. Liu, and C.-W. Nan (2020), Electric-field-driven Deterministic and Robust 120° 
Magnetic Rotation in a Concave Triangular Nanomagnet, Physical Review Applied, 13(6), 
doi:10.1103/physrevapplied.13.064018. (published) [Bridges Regular, PSC] 
6. TG-ASC170023 
23. Acharya, S., W. Kou, S. Halder, D. A. Carlson, P. J. Kahrilas, J. E. Pandolfino, and N. A. Patankar (2021), Pumping 
Patterns and Work Done During Peristalsis in Finite-Length Elastic Tubes, Journal of Biomechanical Engineering, 
143(7), doi:10.1115/1.4050284. (published) [Bridges Regular, Comet, PSC, SDSC] 
24. Halder, S., S. Acharya, W. Kou, P. J. Kahrilas, J. E. Pandolfino, and N. A. Patankar (2021), Mechanics informed 
fluoroscopy of esophageal transport, Biomechanics and Modeling in Mechanobiology, doi:10.1007/s10237-021-
01420-0. (published) [Comet, SDSC] 
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7. TG-ASC190062, TG-DMS200004, TG-MCB170153, TG-MCB190048 
25. Wilson, L. 2021. Development and Application of Numerical Methods in Biomolecular Solvation. PhD Thesis. 
University of Michigan. (accepted) [Bridges GPU, Comet, PSC, SDSC, Stampede, Stampede2, TACC] 
8. TG-ASC190071, TG-ASC200042 
26. Volvach, I., E. E. Fullerton, and V. Lomakin (2021), Thermal stability and magnetization switching of composite free 
layer with perpendicular magnetic anisotropy, AIP Advances, 11(1), 015132, doi:10.1063/9.0000211. (published) 
[Bridges GPU, Comet, PSC, Science Gateways, SDSC, Training] 
9. TG-ASC200045 
27. Deng, Y., Kamani, M., Mahdavi, M. 2020. Distributionally Robust Federated Averaging. Advances in Neural 
Information Processing Systems (Online). 33. 
https://proceedings.neurips.cc/paper/2020/hash/ac450d10e166657ec8f93a1b65ca1b14-Abstract.html. 
(published) [Bridges GPU, Pylon, Training] 
28. Deng, Y., Mahdavi, M. 2021. Local Stochastic Gradient Descent Ascent: Convergence Analysis and Communication 
Efficiency. Artificial Intelligence and Statistics 2021 (A Virtual Conference). https://arxiv.org/abs/2102.13152. 
(accepted) [Bridges GPU, PSC, Training] 
29. Haddadpour, F., Kamani, M., Mokhtari, A., Mahdavi, M. 2021. Federated learning with compression: Unified analysis 
and sharp guarantee. Artificial Intelligence and Statistics 2021 (A Virtual Conference). 
https://arxiv.org/abs/2007.01154. (accepted) [Bridges GPU, PSC, Training] 
10. TG-AST080026N, TG-AST080028 
30. Guo, J., Joshi, P., Narayan, R., Zhang, L. 2020. Accretion disks around naked singularities. (published) [Stampede2, 
TACC] 
31. Wielgus, M., Akiyama, K., Blackburn, L., Chan, C., Dexter, J., et al. 2020. Monitoring the Morphology of M87* in 2009-
2017 with the Event Horizon Telescope. DOI:10.3847/1538-4357/abac0d. (published) [Stampede2, TACC] 
11. TG-AST080028 
32. Broderick, A., Gold, R., Karami, M., Preciado-López, J., Tiede, P., et al. 2020. THEMIS: A Parameter Estimation 
Framework for the Event Horizon Telescope. DOI:10.3847/1538-4357/ab91a4. (published) [Stampede2, TACC] 
33. Gold, R., Broderick, A., Younsi, Z., Fromm, C., Gammie, C., et al. 2020. Verification of Radiative Transfer Schemes for the 
EHT. DOI:10.3847/1538-4357/ab96c6. (published) [Stampede2, TACC] 
34. Johnson, M. D. et al. (2020), Universal interferometric signatures of a black hole’s photon ring, Science Advances, 
6(12), eaaz1310, doi:10.1126/sciadv.aaz1310. (published) [Stampede2, TACC] 
35. Lančová, D., D. Abarca, W. Kluźniak, M. Wielgus, A. Sa̧dowski, R. Narayan, J. Schee, G. Török, and M. Abramowicz 
(2019), Puffy Accretion Disks: Sub-Eddington, Optically Thick, and Stable, The Astrophysical Journal, 884(2), L37, 
doi:10.3847/2041-8213/ab48f5. (published) [Stampede2, TACC] 
36. Narayan, R., M. D. Johnson, and C. F. Gammie (2019), The Shadow of a Spherically Accreting Black Hole, The 
Astrophysical Journal, 885(2), L33, doi:10.3847/2041-8213/ab518c. (published) [Stampede2, TACC] 
12. TG-AST080028, TG-AST170012 
37. Bollimpalli, D. A., R. Mahmoud, C. Done, P. C. Fragile, W. Kluźniak, R. Narayan, and C. J. White (2020), Looking for the 
underlying cause of black hole X-ray variability in GRMHD simulations, Monthly Notices of the Royal Astronomical 
Society, 496(3), 3808–3828, doi:10.1093/mnras/staa1808. (published) [Ranch, Stampede, Stampede2, TACC] 
13. TG-AST090005 
38. Ahn, K., Shapiro, P. 2020. Cosmic Reionization May Still Have Started Early and Ended Late: Confronting Early Onset 
with CMB Anisotropy and 21 cm Global Signals. (published) 
39. Bianco, M., Iliev, I., Ahn, K., Giri, S., Mao, Y., et al. 2021. The impact of inhomogeneous subgrid clumping on cosmic 
reionization II: modelling stochasticity. (published) 
40. Gronke, M., Ocvirk, P., Mason, C., Matthee, J., Bosman, S., et al. 2020. Lyman-alpha transmission properties of the 
intergalactic medium in the CoDaII simulation. (published) 
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41. Lewis, J. S. W. et al. (2020), Galactic ionizing photon budget during the epoch of reionization in the Cosmic Dawn II 
simulation, Monthly Notices of the Royal Astronomical Society, 496(4), 4342–4357, doi:10.1093/mnras/staa1748. 
(published) 
42. Ocvirk, P., Aubert, D., Sorce, J., Shapiro, P., Deparis, N., et al. 2020. VizieR Online Data Catalog: Galaxies in the Cosmic 
Dawn II simulation (Ocvirk+, 2020). (published) 
43. Padilla, L., Rindler-Daller, T., Shapiro, P., Matos, T., Vázquez, J. 2020. On the Core-Halo Mass Relation in Scalar Field 
Dark Matter Models and its Consequences for the Formation of Supermassive Black Holes. (published) 
44. Park, H., K. Ahn, N. Yoshida, and S. Hirano (2020), First Structure Formation under the Influence of Gas–Dark Matter 
Streaming Velocity and Density: Impact of the “Baryons Trace Dark Matter” Approximation, The Astrophysical 
Journal, 900(1), 30, doi:10.3847/1538-4357/aba26e. (published) 
45. Park, H., Shapiro, P., Ahn, K., Yoshida, N., Hirano, S. 2020. Large-scale variation in reionization history caused by 
Baryon-dark matter streaming velocity. (published) 
46. Ross, H., Giri, S., Dixon, K., Ghara, R., Iliev, I., et al. 2020. Redshift-space distortions in simulations of the 21-cm signal 
from the cosmic dawn. (published) 
14. TG-AST120060 
47. Debrecht, A., J. Carroll-Nellenback, A. Frank, E. G. Blackman, L. Fossati, J. McCann, and R. Murray-Clay (2020), Effects 
of radiation pressure on the evaporative wind of HD 209458b, Monthly Notices of the Royal Astronomical Society, 
493(1), 1292–1305, doi:10.1093/mnras/staa351. (published) 
48. Zou, Y. et al. (2020), Bipolar planetary nebulae from outflow collimation by common envelope evolution, Monthly 
Notices of the Royal Astronomical Society, 497(3), 2855–2869, doi:10.1093/mnras/staa2145. (published) 
15. TG-AST170012 
49. Ressler, S. M., C. J. White, E. Quataert, and J. M. Stone (2020), Ab Initio Horizon-scale Simulations of Magnetically 
Arrested Accretion in Sagittarius A* Fed by Stellar Winds, The Astrophysical Journal, 896(1), L6, doi:10.3847/2041-
8213/ab9532. (published) [Comet, Data Oasis, Ranch, SDSC, Stampede2, TACC] 
50. White, C. J., and F. Chrystal (2020), The effects of resolution on black hole accretion simulations of jets, Monthly 
Notices of the Royal Astronomical Society, 498(2), 2428–2439, doi:10.1093/mnras/staa2423. (published) [Ranch, 
Stampede2, TACC] 
16. TG-AST180007 
51. Mirocha, J., La Plante, P., Liu, A. 2020. The importance of galaxy formation histories in models of reionization. 
(submitted) [Bridges Large, PSC, Pylon] 
17. TG-AST180013 
52. Prem, P., Hurley, D. 2019. Modeling the Response of the Lunar Exosphere to the Release of Spacecraft Exhaust 
Volatiles. NASA Exploration Science Forum (Virtual). 6. 
https://nesf2019.arc.nasa.gov/sites/default/files/webform/abstracts/abstracts-1/Parvathy_Prem_abstract1.pdf. 
(published) [Ranch, Stampede2, TACC] 
53. Prem, P., Hurley, D., Goldstein, D., Varghese, P. 2018. Modeling the Propagation of Spacecraft Exhaust Plume Volatiles 
on the Moon. NASA Exploration Science Forum (Virtual). 5. NESF2018-100. 
https://nesf2018.arc.nasa.gov/sites/default/files/webform/abstracts/abstracts-1/Parvathy_Prem_abstract1.pdf. 
(published) [Ranch, Stampede2, TACC] 
54. Prem, P., Hurley, D., Goldstein, D., Varghese, P., Grava, C., et al. 2018. Water Vapor, Where Goest Thou?. Amercian 
Geophysical Union Fall Meeting (San Francisco, CA). 2018. P12A-01. 
https://ui.adsabs.harvard.edu/abs/2018AGUFM.P12A..01P/abstract. (published) [Ranch, Stampede2, TACC] 
55. Prem, P., Hurley, D., Patterson, G. 2018. Perspectives on Modeling the Transport of Volatiles and Their Distribution at 
the Lunar Poles. Lunar Polar Volatiles (Laurel, MD). 2018. 5022. 
https://www.hou.usra.edu/meetings/lunarvolatiles2018/pdf/5022.pdf. (published) [Ranch, Stampede2, TACC] 
18. TG-AST190001 
56. Barrow, K. S. S., B. E. Robertson, R. S. Ellis, K. Nakajima, A. Saxena, D. P. Stark, and M. Tang (2020), The Lyman 
Continuum Escape Survey: Connecting Time-dependent [O iii] and [O ii] Line Emission with Lyman Continuum 
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Escape Fraction in Simulations of Galaxy Formation, The Astrophysical Journal, 902(2), L39, doi:10.3847/2041-
8213/abbd8e. (published) [Stampede2, TACC] 
19. TG-AST190019 
57. Bustard, C., Zweibel, E. 2020. Cosmic Ray Transport, Energy Loss, and Influence in the Multiphase Interstellar 
Medium. (published) [Ranch, Stampede2, TACC] 
20. TG-AST190027 
58. Ho, M., A. Farahi, M. M. Rau, and H. Trac (2021), Approximate Bayesian Uncertainties on Deep Learning Dynamical 
Mass Estimates of Galaxy Clusters, The Astrophysical Journal, 908(2), 204, doi:10.3847/1538-4357/abd101. 
(published) 
21. TG-AST190035 
59. Prem, P., Hurley, D., Benna, M., Orlando, T. 2020. Lunar Volatiles Science at the Lander Scale. NASA Exploration 
Science Forum (Virtual). 7. 
https://dl.airtable.com/.attachments/a727779faef0fde5ad908b735d719b2a/00db149e/nesf2020_abstract_pp.pdf. 
(published) [Ranch, Stampede2, TACC] 
60. Prem, P., Hurley, D., Goldstein, D., Varghese, P., Hibbitts, C. 2020. Towards Understanding the Impact of Exploration 
on the Lunar Environment. Lunar Surface Science Workshop (Virtual). 4. 7010. 
https://www.hou.usra.edu/meetings/lunarsurface2020/pdf/7010.pdf. (published) [Ranch, Stampede2, TACC] 
61. Prem, P., Hurley, D., McFarland, E., Chabot, N., Ernst, C., et al. 2019. Modeling the Transport, Loss and Deposition of 
Water on Mercury. Amercian Geophysical Union Fall Meeting (San Francisco, CA). 2019. P11B-04. 
https://ui.adsabs.harvard.edu/abs/2019AGUFM.P11B..04P/abstract. (published) [Ranch, Stampede2, TACC] 
22. TG-AST200002 
62. Gagné, M., ud-Doula, A. 2020. Magnetically Confined Wind Shocks: modeling the X-rays from theta1 Ori C. Orion Very 
Large Program Team Meeting: Summer 2020 (MIT, Cambridge, MA - virtual). 20. 
https://space.mit.edu/home/nss/orion/orion_vlp_meet1.html. (published) [Stampede2, TACC] 
63. Gagné, M., ud-Doula, A., Balsara, D. 2020. 3D MHD simulations of the magnetized O star wind of theta1 Orionis C. 
MOBSTER-1 virtual conference: Stellar variability as a probe of magnetic fields in massive stars (University of 
Delaware - virtual). 1 page poster. https://drive.google.com/file/d/1KxYnVsVGuZ_5bTQRgU07DAzzoRMn6v-S/view. 
(published) [Stampede2, TACC] 
64. Gagné, M., ud-Doula, A., Balsara, D. 2020. Magnetically Confined Wind Shocks on theta1Ori C: modeling time variable 
EM distributions, wind absorption, line profiles, and He-like line ratios. Orion Very Large Program Team Meeting: 
December 2020 (MIT, Cambridge, MA - virtual). 16. https://space.mit.edu/home/nss/orion/Gagne_meet2.pdf. 
(published) [Stampede2, TACC] 
23. TG-AST200005 
65. Ressler, S., Quataert, E., White, C., Blaes, O. 2021. Magnetically Modified Spherical Accretion in GRMHD: Reconnection-
Driven Convection and Jet Propagation. (submitted) [Stampede2, TACC] 
24. TG-ATM140019 
66. He, P., R. Halder, K. Fidkowski, K. Maki, and J. R. R. A. Martins (2021), An efficient nonlinear reduced-order modeling 
approach for rapid aerodynamic analysis with OpenFOAM, AIAA Scitech 2021 Forum, doi:10.2514/6.2021-1476. 
(published) [Stampede2, TACC] 
67. He, P., A. Luder, C. Mader, J. R. R. A. Martins, and K. Maki (2020), A Time-Spectral Adjoint Approach for Aerodynamic 
Shape Optimization Under Periodic Wakes, AIAA Scitech 2020 Forum, doi:10.2514/6.2020-2114. (published) 
[Stampede2, TACC] 
68. He, P., and J. R. R. A. Martins (2021), A hybrid time-spectral approach for aerodynamic shape optimization with 
unsteady flow, AIAA Scitech 2021 Forum, doi:10.2514/6.2021-0278. (published) [Stampede2, TACC] 
25. TG-ATM170024 
69. Aird, J. A., R. J. Barthelmie, T. J. Shepherd, and S. C. Pryor (2020), WRF-Simulated Springtime Low-Level Jets over 
Iowa: Implications for Wind Energy, Journal of Physics: Conference Series, 1618, 062020, doi:10.1088/1742-
6596/1618/6/062020. (published) [IU, Jetstream, TACC, Wrangler] 
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70. Barthelmie, R. J., K. E. Dantuono, E. J. Renner, F. L. Letson, and S. C. Pryor (2021), Extreme Wind and Waves in U.S. East 
Coast Offshore Wind Energy Lease Areas, Energies, 14(4), 1053, doi:10.3390/en14041053. (published) [IU, 
Jetstream, TACC] 
71. Barthelmie, R. J., T. J. Shepherd, and S. C. Pryor (2020), Increasing turbine dimensions: impact on shear and power, 
Journal of Physics: Conference Series, 1618, 062024, doi:10.1088/1742-6596/1618/6/062024. (published) [IU, 
Jetstream, TACC, Wrangler] 
72. Letson, F., R. J. Barthelmie, and S. C. Pryor (2020), Sub-Regional Variability in Wind Turbine Blade Leading-Edge 
Erosion Potential, Journal of Physics: Conference Series, 1618, 032046, doi:10.1088/1742-6596/1618/3/032046. 
(published) [IU, Jetstream, TACC, Wrangler] 
73. Letson, F., T. J. Shepherd, R. J. Barthelmie, and S. C. Pryor (2020), Modelling Hail and Convective storms with WRF for 
Wind Energy Applications, Journal of Physics: Conference Series, 1452, 012051, doi:10.1088/1742-
6596/1452/1/012051. (published) [IU, Jetstream, TACC, Wrangler] 
74. Pryor, S. C., and R. J. Barthelmie (2021), A global assessment of extreme wind speeds for wind energy applications, 
Nature Energy, 6(3), 268–276, doi:10.1038/s41560-020-00773-7. (published) [IU, Jetstream, TACC] 
75. Pryor, S. C., T. J. Shepherd, P. J. H. Volker, A. N. Hahmann, and R. J. Barthelmie (2020), Diagnosing systematic 
differences in predicted wind turbine array-array interactions, Journal of Physics: Conference Series, 1618, 062023, 
doi:10.1088/1742-6596/1618/6/062023. (published) [IU, Jetstream, TACC, Wrangler] 
26. TG-ATM170028 
76. Howland, M., Dabiri, J. 2021. Influence of Wake Model Superposition and Secondary Steering on Model-Based Wake 
Steering Control with SCADA Data Assimilation . (published) [Stampede2, TACC] 
27. TG-ATM170030 
77. Eiras‐Barca, J., F. Dominguez, Z. Yang, D. Chug, R. Nieto, L. Gimeno, and G. Miguez‐Macho (2020), Changes in South 
American hydroclimate under projected Amazonian deforestation, Annals of the New York Academy of Sciences, 
1472(1), 104–122, doi:10.1111/nyas.14364. (published) [ECSS, Stampede, TACC] 
28. TG-ATM200014 
78. Wang, F., Tian, D., Lowe, L., Kalin, L., Lehrter, J. 2020. Deep Learning for Daily Precipitation and Temperature 
Downscaling. AGU Fall Meeting 2020 (Online). (published) 
79. Wang, F., Tian, D., Lowe, L., Kalin, L., Lehrter, J. 2021. Paper title: Deep Learning for Daily Precipitation and 
Temperature Downscaling. (submitted) 
29. TG-ATM200014, TG-TRA190028 
80. Liu, Z., Dzwonkowski, B., Lehrter, J., Ralston, D., Lowe, L., et al. 2020. Physical-biogeochemical response to climate 
change in Mobile Bay, Alabama. Poster at AGU fall meeting 2020. (published) [Comet, Globus Online, SDSC, 
Stampede2, TACC] 
30. TG-BCS180018 
81. Sasaki, K. et al. (2020), The LEukemia Artificial Intelligence Program (LEAP) in chronic myeloid leukemia in chronic 
phase: A model to improve patient outcomes, American Journal of Hematology, 96(2), 241–250, 
doi:10.1002/ajh.26047. (published)] 
31. TG-BCS190002 
82. Cui, F., H. Behzad, X. Geng, L. Zhao, K. Lee, and M. C. Boufadel (2021), Dispersion of Oil Droplets in Rivers, Journal of 
Hydraulic Engineering, 147(3), 04021004, doi:10.1061/(asce)hy.1943-7900.0001858. (published) [Bridges Regular, 
PSC] 
83. Cui, F., Daskiran, C., Lee, K., Boufadel, M. 2021. On the transport and formation of OPAs in rivers. (accepted) [Comet, 
SDSC] 
84. Cui, F., Geng, X., Zervaki, O., Dionysios, D., Katz, J., et al. 2021. Transport and Fate of Virus-Laden Particles in a 
Supermarket: Recommendations for Risk Reduction of COVID-19 Spreading. (accepted) [Comet, SDSC] 
85. Daskiran, C., Cui, F., Boufadel, M., Liu, R., Zhao, L., et al. 2021. Computational and experimental study of an oil jet in 
crossflow: Coupling population balance model with multiphase large eddy simulation. (submitted) [Bridges Regular, 
Comet, PSC, SDSC] 
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86. Daskiran, C., F. Cui, M. C. Boufadel, S. A. Socolofsky, J. Katz, L. Zhao, T. Ozgokmen, B. Robinson, and T. King (2021), 
Transport of oil droplets from a jet in crossflow: Dispersion coefficients and Vortex trapping, Ocean Modelling, 158, 
101736, doi:10.1016/j.ocemod.2020.101736. (published) [Comet, SDSC] 
87. Daskiran, C., F. Cui, M. C. Boufadel, L. Zhao, S. A. Socolofsky, T. Ozgokmen, B. Robinson, and T. King (2020), 
Hydrodynamics and dilution of an oil jet in crossflow: The role of small-scale motions from laboratory experiment 
and large eddy simulations, International Journal of Heat and Fluid Flow, 85, 108634, 
doi:10.1016/j.ijheatfluidflow.2020.108634. (published) [Comet, SDSC] 
88. Daskiran, C., Xue, X., Cui, F., Katz, J., Boufadel, M. 2021. Impact of the orifice of a jet on the hydrodynamics and the oil 
droplet size distribution. (in preparation) [Bridges Regular, Comet, PSC, SDSC] 
32. TG-BCS190011 
89. Guidio, B. P., and C. Jeong (2021), Full-Waveform Inversion of Incoherent Dynamic Traction in a Bounded 2D Domain 
of Scalar Wave Motions, Journal of Engineering Mechanics, 147(4), 04021010, doi:10.1061/(asce)em.1943-
7889.0001909. (published) [IU, Jetstream] 
90. Guidio, B., B. Jeremic, L. P. Guidio, and C. Jeong (2021), Passive-seismic Inversion of SH-Wave Input Motions in a 
Domain Truncated by Wave Absorbing Boundary Condition, , doi:10.31224/osf.io/vdcbh. (published) [IU, Jetstream, 
Stampede, TACC] 
33. TG-BCS200011 
91. Ghotbi, A. R., and E. Taciroglu (2020), Effects of conditioning criteria for ground motion selection on the probabilistic 
seismic responses of reinforced concrete buildings, Earthquake Engineering & Structural Dynamics, 50(5), 1414–
1428, doi:10.1002/eqe.3380. (published) [ECSS, Stampede, TACC] 
92. Ghotbi, A. R., and E. Taciroglu (2021), Structural seismic damage and loss assessments using a multi-conditioning 
ground motion selection approach based on an efficient sampling technique, Bulletin of Earthquake Engineering, 
19(3), 1271–1287, doi:10.1007/s10518-020-01016-6. (published) [ECSS, Stampede, TACC] 
34. TG-BIO160088 
93. Bonelli, W., Cotter, C., Flory, M., Pedrosa, M., Bucksch, A. 2020. PlantIT: Workflows on the Web, No Code Necessary. 
Poster and Abstract at "Unlocking the Agricultural Data Revolution". 
https://www.researchgate.net/publication/344722081_PlantIT_Workflows_on_the_Web_No_Code_Necessary. 
(published) [Science Gateways, Stampede2, TACC] 
35. TG-BIO170082 
94. Peng, X., Wilken, S., Lankiewicz, T., Gilmore, S., Brown, J., et al. 2021. Genomic and functional analyses of fungal and 
bacterial consortia that enable lignocellulose breakdown in goat gut microbiomes. (accepted) [Bridges Large, 
Bridges Regular, PSC, Pylon] 
36. TG-CCR130058 
95. Sun, J., Wang, C., Huang, J., Snir, M. 2020. Understanding and Finding Crash-Consistency Bugs in Parallel File Systems. 
12th USENIX Workshop on Hot Topics in Storage and File Systems (HotStorage 20). (published) 
96. Sun, J., Wang, C., Huang, J., Snir, M. 2020. Understanding and Finding Crash-Consistency Bugs in Parallel File Systems. 
12th USENIX Workshop on Hot Topics in Storage and File Systems (HotStorage 20). (published) 
97. Wang, C., Mohror, K., Snir, M. 2020. I/O Traces of HPC Applications. Fifth International Parallel Data Systems 
Workshop (PDSW). (published) 
98. Wang, C., Sun, J., Snir, M., Mohror, K., Gonsiorowski, E. 2020. Recorder 2.0: Efficient parallel I/O tracing and analysis. 
2020 IEEE International Parallel and Distributed Processing Symposium Workshops (IPDPSW). 1--8. (published) 
37. TG-CCR180053 
99. Engholdt, K., Mathias, H. 2021. A Biologically-inspired Model of Mass Extinction in Genetic Algorithms. IEEE Congress 
on Evolutionary Computation (London (virtual)). (submitted) [Comet, SDSC] 
38. TG-CCR190022 
100. Zhuo, Y., J. Chen, Q. Luo, Y. Wang, H. Yang, D. Qian, and X. Qian (2020), SympleGraph: distributed graph processing 
with precise loop-carried dependency guarantee, Proceedings of the 41st ACM SIGPLAN Conference on Programming 
Language Design and Implementation, doi:10.1145/3385412.3385961. (published) 
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39. TG-CCR190044 
101. Huang, Leiand Clee, Edwardand Ranasinghe, Nishath, . 2020. Improving Seismic Wave Simulation and Inversion Using 
Deep Learning. Driving Scientific and Engineering Discoveries Through the Convergence of HPC, Big Data and AI. 3--
19. (published) [Bridges GPU, PSC] 
40. TG-CCR200042, TG-ECS190004 
102. Lahijani, M., Naser, A., Wu, C., Gavahi, M., Hoang, V., et al. 2021. Efficient Algorithms for Encrypted All-gather 
Operation. the 35th IEEE International Parallel & Distributed Processing Symposium (IPDPS) (Portland, Oregon). 
(accepted) [Bridges Regular, PSC] 
103. Naser, A., Wu, C., Lahijani, M., Gavahi, M., Hoang, V., et al. 2020. CryptMPI: A Fast Encrypted MPI Library. Waiting for 
peer review. Arvix.org. https://arxiv.org/abs/2010.06471. (submitted) [Bridges Regular, PSC] 
41. TG-CCR200043 
104. Wang, Z., Y. Wu, Z. Jia, Y. Shi, and J. Hu (2021), Lightweight Run-Time Working Memory Compression for Deployment 
of Deep Neural Networks on Resource-Constrained MCUs, Proceedings of the 26th Asia and South Pacific Design 
Automation Conference, doi:10.1145/3394885.3439194. (published) [Bridges GPU, PSC] 
42. TG-CDA170003 
105. Nurhayati, M., H. A. Aziz, and M. A. Martoprawiro (2021), Susceptibility of Sesbagrandiflorain B against Chlorination: 
A DFT Study, IOP Conference Series: Materials Science and Engineering, 1062(1), 012018, doi:10.1088/1757-
899x/1062/1/012018. (published) [Bridges Regular, Comet, IU, Jetstream, PSC, Science Gateways, SDSC] 
43. TG-CHE100082 
106. Beyerle, E. R., M. Dinpajooh, H. Ji, P. H. von Hippel, A. H. Marcus, and M. G. Guenza (2021), Dinucleotides as simple 
models of the base stacking-unstacking component of DNA “breathing” mechanisms, Nucleic Acids Research, 49(4), 
1872–1885, doi:10.1093/nar/gkab015. (published) [Comet, Data Oasis, SDSC] 
107. Beyerle, E. R., and M. G. Guenza (2021), Comparison between slow, anisotropic LE4PD fluctuations and the Principal 
Component Analysis modes of Ubiquitin, , doi:10.1101/2021.01.06.425617. (published) [Comet, Data Oasis, SDSC] 
44. TG-CHE110065 
108. Reese, H. R., X. Xiao, C. C. Shanahan, W. Chu, G. A. Van Den Driessche, D. Fourches, R. G. Carbonell, C. K. Hall, and S. 
Menegatti (2020), Novel peptide ligands for antibody purification provide superior clearance of host cell protein 
impurities, Journal of Chromatography A, 1625, 461237, doi:10.1016/j.chroma.2020.461237. (published) [Comet, 
SDSC] 
109. Xiao, X., Z. Kuang, B. J. Burke, Y. Chushak, B. L. Farmer, P. A. Mirau, R. R. Naik, and C. K. Hall (2019), In Silico Discovery 
and Validation of Neuropeptide-Y-Binding Peptides for Sensors, The Journal of Physical Chemistry B, 124(1), 61–68, 
doi:10.1021/acs.jpcb.9b09439. (published) [Comet, SDSC] 
45. TG-CHE140009 
110. Wang, F., Larson, R. 2020. The Free Energy Cost of Interdigitation of Lamellar Bilayers of Fatty Alcohols with Cationic 
Surfactants from Molecular Dynamics Simulations. (accepted) 
111. Zhang, W., and R. G. Larson (2020), Effect of Flow-Induced Nematic Order on Polyethylene Crystal Nucleation, 
Macromolecules, 53(18), 7650–7657, doi:10.1021/acs.macromol.0c01356. (published) [Ranch, Stampede] 
46. TG-CHE140012 
112. Lapsheva, E., Cheisson, T., Lamsfus, C., Carroll, P., Gau, M., et al. 2020. Reactivity of Ce(IV) imido compounds with 
heteroallenes. (published) 
113. Qiao, Y., Yin, H., Moreau, L., Feng, R., Higgins, R., et al. 2021. Cerium(IV) complexes with guanidinate ligands: intense 
colors and anomalous electronic structures. (accepted) 
114. Yang, Q., Qiao, Y., McSkimming, A., Moreau, L., Cheisson, T., et al. 2021. A hydrolytically stable Ce(IV) complex of 
glutarimide-dioxime. (accepted) 
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47. TG-CHE140112, TG-MCB170054 
115. Narayanan, M., Kodali, G., Dhimitruka, I. 2021. Computational analysis of optical properties of p-substituted 8-phenyl-
7-deazaganine derivatives. (in preparation) [Comet, SDSC] 
116. Narayanan, M., Kodali, G., Stanley, R. 2021. Screening for novel fluorescent nucleobase analogs (FBAs) using 
computational analysis- 2-amino-8-vinylpurine (2A8VP), as a Case study. (in preparation) [Comet, SDSC] 
48. TG-CHE140114, TG-TRA200026, TG-TRA200027 
117. Chakraborty, P., Y. Liu, T. Weinacht, and S. Matsika (2021), Effect of dynamic correlation on the ultrafast relaxation of 
uracil in the gas phase, Faraday Discussions, doi:10.1039/d0fd00110d. (published) [SDSC] 
49. TG-CHE140139 
118. Burrows, L. C., L. T. Jesikiewicz, P. Liu, and K. M. Brummond (2020), Mechanism and Origins of Enantioselectivity in 
the Rh(I)-Catalyzed Pauson–Khand Reaction: Comparison of Bidentate and Monodentate Chiral Ligands, ACS 
Catalysis, 11(1), 323–336, doi:10.1021/acscatal.0c03774. (published) 
119. Fu, Y., L. Bernasconi, and P. Liu (2021), Ab Initio Molecular Dynamics Simulations of the SN1/SN2 Mechanistic 
Continuum in Glycosylation Reactions, Journal of the American Chemical Society, 143(3), 1577–1589, 
doi:10.1021/jacs.0c12096. (published) 
120. Guo, R., X. Qi, H. Xiang, P. Geaneotes, R. Wang, P. Liu, and Y. Wang (2020), Stereodivergent Alkyne Hydrofluorination 
Using Protic Tetrafluoroborates as Tunable Reagents, Angewandte Chemie International Edition, 59(38), 16651–
16660, doi:10.1002/anie.202006278. (published) 
121. Hao, H., T. Jia, X. Zheng, P. Liu, and Z. Zeng (2020), Bias induced spin state transition mediated by electron excitations, 
The Journal of Chemical Physics, 152(13), 134301, doi:10.1063/1.5126968. (published) 
122. Kang, T. et al. (2020), Multifaceted Substrate–Ligand Interactions Promote the Copper-Catalyzed Hydroboration of 
Benzylidenecyclobutanes and Related Compounds, ACS Catalysis, 10(21), 13075–13083, 
doi:10.1021/acscatal.0c03622. (published) 
123. Lee, J. W., S. Lim, D. N. Maienshein, P. Liu, and M. Ngai (2020), Redox-Neutral TEMPO Catalysis: Direct Radical 
(Hetero)Aryl C−H Di‐ and Trifluoromethoxylation, Angewandte Chemie International Edition, 59(48), 21475–21480, 
doi:10.1002/anie.202009490. (published) 
124. Leng, L., Y. Fu, P. Liu, and J. M. Ready (2020), Regioselective, Photocatalytic α-Functionalization of Amines, Journal of 
the American Chemical Society, 142(28), 11972–11977, doi:10.1021/jacs.0c03758. (published) 
125. Lipshultz, J. M., Y. Fu, P. Liu, and A. T. Radosevich (2021), Organophosphorus-catalyzed relay oxidation of H-Bpin: 
electrophilic C–H borylation of heteroarenes, Chemical Science, 12(3), 1031–1037, doi:10.1039/d0sc05620k. 
(published) 
126. Li, Z., Y. Fu, R. Deng, V. T. Tran, Y. Gao, P. Liu, and K. M. Engle (2020), Ligand-Controlled Regiodivergence in Nickel-
Catalyzed Hydroarylation and Hydroalkenylation of Alkenyl Carboxylic Acids**, Angewandte Chemie International 
Edition, 59(51), 23306–23312, doi:10.1002/anie.202010840. (published) 
127. Meng, S., Bhetuwal, B., Nguyen, H., Qi, X., Fang, C., et al. 2020. β-Mannosylation through O-Alkylation of Anomeric 
Cesium Alkoxides: Mechanistic Studies and Synthesis of the Hexasaccharide Core of Complex Fucosylated N-Linked 
Glycans. DOI:10.1002/ejoc.202000313. (published) 
128. Ni, H.-Q. et al. (2020), Anti-selective [3+2] (Hetero)annulation of non-conjugated alkenes via directed 
nucleopalladation, Nature Communications, 11(1), doi:10.1038/s41467-020-20182-4. (published) 
129. Omer, H. M., P. Liu, and K. M. Brummond (2020), Metal-Free C–C Coupling of an Allenyl Sulfone with Picolyl Amides to 
Access Vinyl Sulfones via Pyridine-Initiated In Situ Generation of Sulfinate Anion, The Journal of Organic Chemistry, 
85(12), 7959–7975, doi:10.1021/acs.joc.0c00788. (published) 
130. Oxtoby, L. J., Z. Li, V. T. Tran, T. G. Erbay, R. Deng, P. Liu, and K. M. Engle (2020), A Transient-Directing-Group Strategy 
Enables Enantioselective Reductive Heck Hydroarylation of Alkenes, Angewandte Chemie International Edition, 
59(23), 8885–8890, doi:10.1002/anie.202001069. (published) 
131. Qi, X., J. Wang, Z. Dong, G. Dong, and P. Liu (2020), Compatibility Score for Rational Electrophile Selection in Pd/NBE 
Cooperative Catalysis, Chem, 6(10), 2810–2825, doi:10.1016/j.chempr.2020.09.004. (published) 
132. Seshadri, K., P. Liu, and D. R. Koes (2020), The 3Dmol.js Learning Environment: A Classroom Response System for 3D 
Chemical Structures, Journal of Chemical Education, 97(10), 3872–3876, doi:10.1021/acs.jchemed.0c00579. 
(published) 
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133. Shao, H., Y. Wang, C. W. Bielawski, and P. Liu (2020), Computational Investigations of the Effects of N-Heterocyclic 
Carbene Ligands on the Mechanism, Reactivity, and Regioselectivity of Rh-Catalyzed Hydroborations, ACS Catalysis, 
10(6), 3820–3827, doi:10.1021/acscatal.0c00111. (published) 
134. Sun, C., X. Qi, X.-L. Min, X.-D. Bai, P. Liu, and Y. He (2020), Asymmetric allylic substitution–isomerization to axially 
chiral enamides via hydrogen-bonding assisted central-to-axial chirality transfer, Chemical Science, 11(37), 10119–
10126, doi:10.1039/d0sc02828b. (published) 
135. Svatunek, D., R. P. Pemberton, J. L. Mackey, P. Liu, and K. N. Houk (2020), Concerted [4 + 2] and Stepwise (2 + 2) 
Cycloadditions of Tetrafluoroethylene with Butadiene: DFT and DLPNO-UCCSD(T) Explorations, The Journal of 
Organic Chemistry, 85(5), 3858–3864, doi:10.1021/acs.joc.0c00222. (published) 
136. Tran, V. T., Z. Li, T. J. Gallagher, J. Derosa, P. Liu, and K. M. Engle (2020), Integrating Allyl Electrophiles into Nickel-
Catalyzed Conjunctive Cross-Coupling, Angewandte Chemie International Edition, 59(18), 7029–7034, 
doi:10.1002/anie.201915454. (published) 
137. Wang, J., Y. Zhou, X. Xu, P. Liu, and G. Dong (2020), Entry to 1,2,3,4-Tetrasubstituted Arenes through Addressing the 
“Meta Constraint” in the Palladium/Norbornene Catalysis, Journal of the American Chemical Society, 142(6), 3050–
3059, doi:10.1021/jacs.9b12355. (published) 
138. Wang, Q., Y. Fu, W. Zhu, S. An, Q. Zhou, S.-F. Zhu, G. He, P. Liu, and G. Chen (2020), Total Synthesis of C-α-Mannosyl 
Tryptophan via Palladium-Catalyzed C–H Glycosylation, CCS Chemistry, 1729–1736, 
doi:10.31635/ccschem.020.202000380. (published) 
139. Wang, X. et al. (2020), Controlling cyclization pathways in palladium(ii)-catalyzed intramolecular alkene hydro-
functionalization via substrate directivity, Chemical Science, 11(41), 11307–11314, doi:10.1039/d0sc03409f. 
(published) 
140. Xi, Y., B. Su, X. Qi, S. Pedram, P. Liu, and J. F. Hartwig (2020), Application of Trimethylgermanyl-Substituted 
Bisphosphine Ligands with Enhanced Dispersion Interactions to Copper-Catalyzed Hydroboration of Disubstituted 
Alkenes, Journal of the American Chemical Society, 142(42), 18213–18222, doi:10.1021/jacs.0c08746. (published) 
141. Ye, Y., I. Kevlishvili, S. Feng, P. Liu, and S. L. Buchwald (2020), Highly Enantioselective Synthesis of Indazoles with a 
C3-Quaternary Chiral Center Using CuH Catalysis, Journal of the American Chemical Society, 142(23), 10550–10556, 
doi:10.1021/jacs.0c04286. (published) 
142. Zambaldo, C. et al. (2020), 2-Sulfonylpyridines as Tunable, Cysteine-Reactive Electrophiles, Journal of the American 
Chemical Society, 142(19), 8972–8979, doi:10.1021/jacs.0c02721. (published) 
143. Zhou, Y., L. Zhou, L. T. Jesikiewicz, P. Liu, and S. L. Buchwald (2020), Synthesis of Pyrroles through the CuH-Catalyzed 
Coupling of Enynes and Nitriles, Journal of the American Chemical Society, 142(22), 9908–9914, 
doi:10.1021/jacs.0c03859. (published) 
50. TG-CHE160054 
144. Hennefarth, M. R., and A. N. Alexandrova (2021), Heterogeneous Intramolecular Electric Field as a Descriptor of 
Diels–Alder Reactivity, The Journal of Physical Chemistry A, 125(5), 1289–1298, doi:10.1021/acs.jpca.1c00181. 
(published) [Bridges Regular, PSC] 
51. TG-CHE160059 
145. Phu, P. N., C. E. Gutierrez, S. Kundu, D. Sokaras, T. Kroll, T. H. Warren, and S. C. E. Stieber (2020), Quantification of Ni–
N–O Bond Angles and NO Activation by X-ray Emission Spectroscopy, Inorganic Chemistry, 60(2), 736–744, 
doi:10.1021/acs.inorgchem.0c02724. (published) [Comet, Data Oasis, Gordon, SDSC] 
52. TG-CHE170031, TG-DMS180043 
146. Morrow, Z., C. Liu, C. T. Kelley, and E. Jakubikova (2019), Approximating Periodic Potential Energy Surfaces with 
Sparse Trigonometric Interpolation, The Journal of Physical Chemistry B, 123(45), 9677–9684, 
doi:10.1021/acs.jpcb.9b08210. (published) [Bridges Regular, PSC, Pylon] 
53. TG-CHE170064 
147. Karimova, N., Alija, O., Gerber, R., Navea, J. 2021. pH Dependency of the Optical Properties of Aqueous 4-
Benzoylbenzoic Acid: A Model System for Environmentally Relevant Photosensitizers. (in preparation) 
148. Karimova, N., Alves, M., Luo, M., Grassian, V., Gerber, R. 2021. Toward a Microscopic Model of Light Absorbing 
Complex Organic Components in Aqueous Environments: Theoretical and Experimental Study. (submitted) 
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149. Karimova, N., Luo, M., Grassian, V., Gerber, R. 2021. Absorption Spectra of Gallic Acid in Water at Different pH: 
Insights from the Integration of Experimental Data and Theoretical Cluster Models. (in preparation) 
54. TG-CHE170090 
150. Rezaie, A. A., E. Lee, D. Luong, J. A. Yapo, and B. P. T. Fokwa (2021), Abundant Active Sites on the Basal Plane and 
Edges of Layered van der Waals Fe3GeTe2 for Highly Efficient Hydrogen Evolution, ACS Materials Letters, 3(4), 313–
319, doi:10.1021/acsmaterialslett.1c00048. (published) [Comet, SDSC] 
55. TG-CHE180054 
151. Ruan, V., and A. K. Sharma (2021), Polarizability of Pyruvate Anion in Small Water Clusters, Journal of Computational 
Biophysics and Chemistry, 2150009, doi:10.1142/s2737416521500095. (published) [Comet, SDSC] 
56. TG-CHE180057 
152. Kim, W. S. et al. (2020), Mechanistic Investigation of the Formation of Isoindole N-Oxides in the Electron Transfer-
Mediated Oxidative Cyclization of 2′-Alkynylacetophenone Oximes, The Journal of Organic Chemistry, 86(1), 693–
708, doi:10.1021/acs.joc.0c02318. (published) [Comet, SDSC] 
57. TG-CHE180057, TG-CHE200010 
153. Alamudun, S. F., K. Tanovitz, L. Espinosa, A. Fajardo, J. Galvan, and A. S. Petit (2020), Structure–Photochemical 
Function Relationships in the Photobasicity of Aromatic Heterocycles Containing Multiple Ring Nitrogen Atoms, The 
Journal of Physical Chemistry A, 125(1), 13–24, doi:10.1021/acs.jpca.0c07013. (published) [Comet, SDSC] 
58. TG-CHE190007 
154. Weber, J. L., E. M. Churchill, S. Jockusch, E. J. Arthur, A. B. Pun, S. Zhang, R. A. Friesner, L. M. Campos, D. R. Reichman, 
and J. Shee (2021), In silico prediction of annihilators for triplet–triplet annihilation upconversion via auxiliary-field 
quantum Monte Carlo, Chemical Science, 12(3), 1068–1079, doi:10.1039/d0sc03381b. (published) [Comet, Globus 
Online, SDSC] 
59. TG-CHE190012 
155. Zhou, Y., G. Chen, and S. Zou (2021), Radiative Decay Rate Enhancement and Quenching for Multiple Emitters near a 
Metal Nanoparticle Surface, The Journal of Physical Chemistry C, 125(4), 2531–2536, doi:10.1021/acs.jpcc.0c10402. 
(published) [OSG] 
60. TG-CHE190060 
156. Tang, T., C. Sandford, S. D. Minteer, and M. S. Sigman (2021), Analyzing mechanisms in Co(i) redox catalysis using a 
pattern recognition platform, Chemical Science, 12(13), 4771–4778, doi:10.1039/d0sc06725c. (published) [Bridges 
Regular, Comet, PSC, SDSC] 
61. TG-CHE190066 
157. Kilgore, H. R., C. R. Olsson, K. A. D’Angelo, M. Movassaghi, and R. T. Raines (2020), n→π* Interactions Modulate the 
Disulfide Reduction Potential of Epidithiodiketopiperazines, Journal of the American Chemical Society, 142(35), 
15107–15115, doi:10.1021/jacs.0c06477. (published) 
158. Kilgore, H. R., and R. T. Raines (2020), Disulfide Chromophores Arise from Stereoelectronic Effects, The Journal of 
Physical Chemistry B, 124(19), 3931–3935, doi:10.1021/acs.jpcb.0c02272. (published) 
159. Levandowski, B. J., N. S. Abularrage, and R. T. Raines (2020), Differential Effects of Nitrogen Substitution in 5‐ and 6‐
Membered Aromatic Motifs, Chemistry – A European Journal, 26(41), 8833–8833, doi:10.1002/chem.202001542. 
(published) 
62. TG-CHE190075 
160. Grimes, R. T., J. A. Leginze, R. Zochowski, and J. W. Bennett (2021), Surface Transformations of Lead Oxides and 
Carbonates Using First-Principles and Thermodynamics Calculations, Inorganic Chemistry, 60(2), 1228–1240, 
doi:10.1021/acs.inorgchem.0c03398. (published) [Bridges Regular, Comet, PSC, SDSC] 
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63. TG-CHE190093 
161. Pandey, P., S. Chatterjee, T. Berida, R. J. Doerksen, and S. Roy (2020), Identification of potential non-nucleoside MraY 
inhibitors for tuberculosis chemotherapy using structure-based virtual screening, Journal of Biomolecular Structure 
and Dynamics, 1–18, doi:10.1080/07391102.2020.1862705. (published) [Bridges GPU, Bridges Regular, Comet, 
Data Oasis, PSC, Pylon, SDSC, Stampede, Stampede2, TACC] 
64. TG-CHE200007 
162. Momeni, M., Abdelhamid, S., Shakib, F. 2021. Stability of Zeolitic-imidazolate Frameworks in Humid Environments: 
Disentangling the Roles of Confined vs. Surface Water. (submitted) [Bridges Regular, Comet, PSC, SDSC] 
163. Momeni, M., Shi, Y., Zhang, Z., Shakib, F. 2021. Impact of π-extension and functionalization on water-resistance of 2D 
layered metal-organic frameworks. (submitted) [Bridges Regular, Comet, PSC, SDSC] 
164. Momeni, M., Zhang, Z., Dell'Angelo, D., Shakib, F. 2021. Unravelling water stability and electrical conductivity of 2D 
layered metal-organic frameworks in aqueous solutions. (submitted) [Bridges Regular, Comet, PSC, SDSC] 
165. Zhang, Z., Dell'Angelo, D., Momeni, M., Shi, Y., Shakib, F. 2021. Charge transport in 2D layered metal-organic 
frameworks: Correlating flexibility with conductivity. (submitted) [Bridges Large, Bridges Regular, Comet, PSC, 
SDSC] 
65. TG-CHE200024 
166. Vibbert, H. B., H. Neugebauer, J. R. Norton, A. Hansen, M. Bursch, and S. Grimme (2021), Hydrogen atom transfer rates 
from Tp-containing metal-hydrides to trityl radicals, Canadian Journal of Chemistry, 99(2), 216–220, 
doi:10.1139/cjc-2020-0392. (published) [Comet, Data Oasis, SDSC] 
66. TG-CHE200024, TG-CHE200025 
167. Chen, J., H. B. Vibbert, C. Yao, A. K. Bartholomew, A. P. Aydt, S. Jockusch, J. R. Norton, M. Hammond, and M. Rauch 
(2020), Synthesis, Characterization, and Catalytic Activity of Bimetallic Ti/Cr Complexes, Organometallics, 39(24), 
4592–4598, doi:10.1021/acs.organomet.0c00645. (published) [Comet, Data Oasis, SDSC] 
67. TG-CHE200063 
168. Desgranges, C., and J. Delhommelle (2020), Entropy production in model colloidal suspensions under shear via the 
fluctuation theorem, The Journal of Chemical Physics, 153(22), 224113, doi:10.1063/5.0025954. (published) 
169. Desgranges, C., and J. Delhommelle (2020), Entropy in Molecular Fluids: Interplay between Interaction Complexity 
and Criticality, The Journal of Physical Chemistry B, 124(50), 11463–11471, doi:10.1021/acs.jpcb.0c08014. 
(published) [OSG] 
68. TG-CHE200083 
170. Lee, J., Wan, M., Graetzel, M., Che, F. 2021. Molecule-on-copper facilitates ethylene electrosynthesis from CO2 
reduction. (in preparation) [Stampede] 
171. Wan, M., Gu, Z., Che, F. 2021. Organic-Inorganic Interface Enhanced CO2RR to C2: A Study Case of Thiol-based SAMs 
Modulated Cu. (submitted) 
69. TG-CIE170045 
172. Hellmers, J. 2020. Effects of Pycnonuclear Reactions on White Dwarf Stellar Evolution. MSc Thesis for SDSU 
Computational Sciences. Arxiv. https://arxiv.org/abs/2010.06114. (published) [Comet, SDSC, Training] 
70. TG-CTS090025 
173. Feher, S., Pham, O., Nguyen, Q., Papavassiliou, D. 2021. Shear stress distribution on vWF surrogate molecules in 
turbulent and transitional flow with computations.”. (submitted) 
71. TG-CTS100012 
174. Liu, Z. L., J. R. Clausen, J. L. Wagner, K. S. Butler, D. S. Bolintineanu, J. B. Lechman, R. R. Rao, and C. K. Aidun (2020), 
Heterogeneous partition of cellular blood-borne nanoparticles through microvascular bifurcations, Physical Review 
E, 102(1), doi:10.1103/physreve.102.013310. (published) 
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175. Pathikonda, G., M. Usta, M. C. Ahmad, I. Khan, P. Gillis, S. Dhodapkar, P. Jain, D. Ranjan, and C. K. Aidun (2021), Mixing 
behavior in a confined jet with disparate viscosity and implications for complex reactions, Chemical Engineering 
Journal, 403, 126300, doi:10.1016/j.cej.2020.126300. (published) 
72. TG-CTS100027, TG-ENG180006 
176. Chen, T., and T. A. Manz (2019), A collection of forcefield precursors for metal–organic frameworks, RSC Advances, 
9(63), 36492–36507, doi:10.1039/c9ra07327b. (published) [Comet, SDSC, Stampede, Stampede2, TACC] 
177. Manz, T. A., T. Chen, D. J. Cole, N. G. Limas, and B. Fiszbein (2019), New scaling relations to compute atom-in-material 
polarizabilities and dispersion coefficients: part 1. Theory and accuracy, RSC Advances, 9(34), 19297–19324, 
doi:10.1039/c9ra03003d. (published) [Comet, SDSC, Stampede, Stampede2, TACC] 
73. TG-CTS120005 
178. Bryngelson, S. H., A. Charalampopoulos, T. P. Sapsis, and T. Colonius (2020), A Gaussian moment method and its 
augmentation via LSTM recurrent neural networks for the statistics of cavitating bubble populations, International 
Journal of Multiphase Flow, 127, 103262, doi:10.1016/j.ijmultiphaseflow.2020.103262. (published) 
179. Bryngelson, S. H., and T. Colonius (2020), Simulation of humpback whale bubble-net feeding models, The Journal of 
the Acoustical Society of America, 147(2), 1126–1135, doi:10.1121/10.0000746. (published) 
180. Bryngelson, S. H., T. Colonius, and R. O. Fox (2020), QBMMlib: A library of quadrature-based moment methods, 
SoftwareX, 12, 100615, doi:10.1016/j.softx.2020.100615. (published) 
181. Trummler, T., S. H. Bryngelson, K. Schmidmayer, S. J. Schmidt, T. Colonius, and N. A. Adams (2020), Near-surface 
dynamics of a gas bubble collapsing above a crevice, Journal of Fluid Mechanics, 899, doi:10.1017/jfm.2020.432. 
(published) 
74. TG-CTS130035 
182. Johnson, L., Zia, R. 2020. Phase mechanics of colloidal gels: osmotic pressure drives non-equilibrium phase 
separation. (submitted) 
183. Wang, G., Zia, R. 2020. Vitrification is a spontaneous non-equilibrium transition driven by osmotic pressure. 
(submitted) 
184. Wang, J. G., Q. Li, X. Peng, G. B. McKenna, and R. N. Zia (2020), “Dense diffusion” in colloidal glasses: short-ranged 
long-time self-diffusion as a mechanistic model for relaxation dynamics, Soft Matter, 16(31), 7370–7389, 
doi:10.1039/d0sm00999g. (published) [Stampede, TACC] 
185. Wang, J., Zia, R. 2021. Vitrification is a spontaneous non-equilibrium transition driven by osmotic pressure. 
(submitted) [Stampede2, TACC] 
75. TG-CTS150038 
186. Kiani, D., S. Sourav, W. Taifan, M. Calatayud, F. Tielens, I. E. Wachs, and J. Baltrusaitis (2020), Existence and Properties 
of Isolated Catalytic Sites on the Surface of β-Cristobalite-Supported, Doped Tungsten Oxide Catalysts (WOx/β-SiO2, 
Na-WOx/β-SiO2, Mn-WOx/β-SiO2) for Oxidative Coupling of Methane (OCM): A Combined Periodic DFT and 
Experimental Study, ACS Catalysis, 10(8), 4580–4592, doi:10.1021/acscatal.9b05591. (published) [Comet, SDSC] 
76. TG-CTS170009 
187. Tom, J., M. Carbone, and A. D. Bragg (2021), Exploring the turbulent velocity gradients at different scales from the 
perspective of the strain-rate eigenframe, Journal of Fluid Mechanics, 910, doi:10.1017/jfm.2020.960. (published) 
[Comet, Data Oasis, Globus Online, Ranch, SDSC, Stampede2, TACC] 
77. TG-CTS180057 
188. Rosen, A., Iyer, S., Ray, D., Yao, Z., Aspuru-Guzik, A., et al. 2021. Machine Learning the Quantum-Chemical Properties of 
Metal-Organic Frameworks for Accelerated Materials Discovery. (accepted) 
78. TG-CTS190047 
189. Sheikh, H., Marcus, P. 2019. Vertical Axis Wind Turbine Design Using Design-by-Morphing and Bayesian Optimization. 
(published) [Comet, Ranch, SDSC, Stampede, Stampede2, TACC] 
190. Sheikh, H., Vegelatos, Z., Lopez, V., Flamourakis, G., Fasari, M., et al. 2021. Strength through Defects: A Novel Bayesian 
Approach for the Optimization of Architected Materials. (submitted) 
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79. TG-CTS190053 
191. Le, T. B. (2021), Dynamic modes of inflow jet in brain aneurysms, Journal of Biomechanics, 116, 110238, 
doi:10.1016/j.jbiomech.2021.110238. (published) [Bridges Regular, PSC, Pylon] 
80. TG-CTS190069 
192. Bai, P., Neurock, M. 2021. A method to screen nanoporous catalysts for transition-state selectivity. (in preparation) 
193. Bai, P., M. Neurock, and J. I. Siepmann (2021), First-Principles Grand-Canonical Simulations of Water Adsorption in 
Proton-Exchanged Zeolites, The Journal of Physical Chemistry C, 125(11), 6090–6098, doi:10.1021/acs.jpcc.0c10104. 
(published) 
194. Ponnuru, K., Malviya, S., Bai, P., Jentoft, F. 2021. Mechanistic investigation of aldol condensation and fission reactions 
on solid acid catalysts. (submitted) 
81. TG-CTS200013 
195. Rassoulinejad, M., Al-Hindawi, F., Rokoni, A., Soori, T., Yoon, H., et al. 2021. Deep learning strategies for critical heat 
flux detection in pool boiling. (accepted) 
82. TG-DBS200003 
196. Shah, J., Artuso, M., Youn, C., Gomez, D., Yannakopoulos, A., et al. 2020. SimpleB.io: An online tool and community for 
communicating biology and biomedical science in plain language. Gateways 2020 (USA). (published) [IU, Jetstream, 
Science Gateways] 
83. TG-DDM140001 
197. Gray, A. C., and J. R. R. A. Martins (2021), Geometrically Nonlinear High-fidelity Aerostructural Optimization for 
Highly Flexible Wings, AIAA Scitech 2021 Forum, doi:10.2514/6.2021-0283. (published) [Stampede2, TACC] 
84. TG-DDM180005 
198. Bruchon, M. B., J. J. Michalek, and I. L. Azevedo (2021), Effects of Air Emission Externalities on Optimal Ridesourcing 
Fleet Electrification and Operations, Environmental Science & Technology, 55(5), 3188–3200, 
doi:10.1021/acs.est.0c05141. (published) [Bridges Regular, PSC] 
85. TG-DMR090028 
199. Chen, K.-J., D. G. Madden, S. Mukherjee, T. Pham, K. A. Forrest, A. Kumar, B. Space, J. Kong, Q.-Y. Zhang, and M. J. 
Zaworotko (2019), Synergistic sorbent separation for one-step ethylene purification from a four-component mixture, 
Science, 366(6462), 241–246, doi:10.1126/science.aax8666. (published) [Bridges Regular, PSC] 
200. Elsaidi, S. K., M. H. Mohamed, A. S. Helal, M. Galanek, T. Pham, S. Suepaul, B. Space, D. Hopkinson, P. K. Thallapally, and 
J. Li (2020), Radiation-resistant metal-organic framework enables efficient separation of krypton fission gas from 
spent nuclear fuel, Nature Communications, 11(1), doi:10.1038/s41467-020-16647-1. (published) [Bridges Regular, 
PSC] 
201. Franz, D. M. et al. (2019), MPMC and MCMD: Free High‐Performance Simulation Software for Atomistic Systems, 
Advanced Theory and Simulations, 2(11), 1900113, doi:10.1002/adts.201900113. (published) [Bridges Regular, 
PSC] 
202. Hogan, A., and B. Space (2020), Next-Generation Accurate, Transferable, and Polarizable Potentials for Material 
Simulations, Journal of Chemical Theory and Computation, 16(12), 7632–7644, doi:10.1021/acs.jctc.0c00837. 
(published) [Bridges Regular, PSC] 
203. Mukherjee, S., He, Y., Franz, D., Wang, S., Xian, W., et al. 2020. Halogen–C2H2 Binding in Ultramicroporous Metal–
Organic Frameworks (MOFs) for Benchmark C2 H2/CO2 Separation Selectivity. DOI:10.1002/chem.202000008. 
(published) [Bridges Regular, PSC] 
204. Mukherjee, S. et al. (2019), Trace CO2 capture by an ultramicroporous physisorbent with low water affinity, Science 
Advances, 5(11), eaax9171, doi:10.1126/sciadv.aax9171. (published) [Bridges Regular, PSC] 
205. Suepaul, S., K. A. Forrest, T. Pham, and B. Space (2020), Simulations of H2 Sorption in an Anthracene-Functionalized 
rht-Metal–Organic Framework, The Journal of Physical Chemistry C, 124(25), 13753–13764, 
doi:10.1021/acs.jpcc.0c02791. (published) [Bridges Regular, PSC] 
RY5 Annual Report & PY11 Program Plan Page 164 
206. Verma, G. et al. (2020), A robust soc-MOF platform exhibiting high gravimetric uptake and volumetric deliverable 
capacity for on-board methane storage, Nano Research, 14(2), 512–517, doi:10.1007/s12274-020-2794-9. 
(published) [Bridges Regular, PSC] 
207. Yu, M.-H. et al. (2019), Enhanced Gas Uptake in a Microporous Metal–Organic Framework via a Sorbate Induced-Fit 
Mechanism, Journal of the American Chemical Society, 141(44), 17703–17712, doi:10.1021/jacs.9b07807. 
(published) [Bridges Regular, PSC] 
86. TG-DMR100005 
208. Chen, C. et al. (2020), Widely tunable mid-infrared light emission in thin-film black phosphorus, Science Advances, 
6(7), eaay6134, doi:10.1126/sciadv.aay6134. (published) [Stampede2, TACC] 
209. Fei, R., W. Song, and L. Yang (2020), Giant photogalvanic effect and second-harmonic generation in magnetic axion 
insulators, Physical Review B, 102(3), doi:10.1103/physrevb.102.035440. (published) [Stampede2, TACC] 
210. Lu, X., R. Fei, L. Zhu, and L. Yang (2020), Meron-like topological spin defects in monolayer CrCl3, Nature 
Communications, 11(1), doi:10.1038/s41467-020-18573-8. (published) [Stampede2, TACC] 
211. Lu, Y., R. Fei, X. Lu, L. Zhu, L. Wang, and L. Yang (2020), Artificial Multiferroics and Enhanced Magnetoelectric Effect in 
van der Waals Heterostructures, ACS Applied Materials & Interfaces, 12(5), 6243–6249, 
doi:10.1021/acsami.9b19320. (published) [Stampede2, TACC] 
212. Qin, J.-K. et al. (2020), Raman response and transport properties of tellurium atomic chains encapsulated in 
nanotubes, Nature Electronics, 3(3), 141–147, doi:10.1038/s41928-020-0365-4. (published) [Stampede2, TACC] 
213. Song, W., R. Fei, L. Zhu, and L. Yang (2020), Nonreciprocal second-harmonic generation in few-layer chromium 
triiodide, Physical Review B, 102(4), doi:10.1103/physrevb.102.045411. (published) [Stampede2, TACC] 
214. Song, W., G.-Y. Guo, S. Huang, L. Yang, and L. Yang (2020), First-principles Studies of Second-Order Nonlinear Optical 
Properties of Organic-Inorganic Hybrid Halide Perovskites, Physical Review Applied, 13(1), 
doi:10.1103/physrevapplied.13.014052. (published) [Stampede2, TACC] 
215. Yang, F. et al. (2020), Tunable Second Harmonic Generation in Twisted Bilayer Graphene, Matter, 3(4), 1361–1376, 
doi:10.1016/j.matt.2020.08.018. (published) [Stampede2, TACC] 
216. Zhu, L., and L. Yang (2020), Quasiparticle energies and excitonic effects of chromium trichloride: From two 
dimensions to bulk, Physical Review B, 101(24), doi:10.1103/physrevb.101.245401. (published) [Stampede2, TACC] 
87. TG-DMR100029 
217. Apte, A., Kouser, S., Samghabadi, F., Chang, L., Sassi, L., et al. 2020. Piezo-response in two-dimensional α-Tellurene 
films. (published) [Comet, Stampede2, TACC] 
218. Gupta, N., Alred, J., Penev, E., Yakobson, B. 2020. Universal Strength Scaling in Carbon Nanotube Bundles with 
Frictional Load Transfer. (published) [Stampede2, TACC] 
88. TG-DMR110008 
219. Davies, D., Yang, Y., Sablina, E., Yin, Y., Mayer, M., et al. 2020. A Safer, Wide-Temperature Liquefied Gas Electrolyte 
Based on Difluoromethane. (submitted) 
220. Hirsh, H., Richardson, S., Wynn, T., Cheng, D., Tan, D., et al. 2020. Elucidating the Redox Mechanism of Cathode 
Materials Made from Earth-Abundant Elements. (submitted) 
89. TG-DMR110037 
221. Li, L., J. Jakowski, C. Do, and K. Hong (2021), Deuteration and Polymers: Rich History with Great Potential, 
Macromolecules, 54(8), 3555–3584, doi:10.1021/acs.macromol.0c02284. (published) [GaTech, IU, LSU, NICS, OSG, 
PSC, SDSC, Stanford, TACC] 
222. Lingerfelt, D. B., T. Yu, A. Yoshimura, P. Ganesh, J. Jakowski, and B. G. Sumpter (2020), Nonadiabatic Effects on Defect 
Diffusion in Silicon-Doped Nanographenes, Nano Letters, 21(1), 236–242, doi:10.1021/acs.nanolett.0c03587. 
(published) [GaTech, IU, LSU, NICS, OSG, PSC, SDSC, Stanford, TACC] 
223. Yu, T., D. Lingerfelt, J. Jakowski, M. A. Jabed, P. Ganesh, and B. G. Sumpter (2021), Electron-Beam-Induced Molecular 
Plasmon Excitation and Energy Transfer in Silver Molecular Nanowires, The Journal of Physical Chemistry A, 125(1), 
74–87, doi:10.1021/acs.jpca.0c08314. (published) [GaTech, IU, LSU, NICS, OSG, PSC, SDSC, Stanford, TACC] 
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90. TG-DMR110091 
224. Ujjain, S. K. et al. (2021), Adsorption separation of heavier isotope gases in subnanometer carbon pores, Nature 
Communications, 12(1), doi:10.1038/s41467-020-20744-6. (published) [Bridges Regular, PSC] 
91. TG-DMR130080 
225. Afroosheh, S., and A. T. Zayak (2020), Two Damping Mechanisms in the Chemically Enhanced Raman Scattering on 
Graphene: DFT Study, The Journal of Physical Chemistry C, 124(45), 24723–24730, doi:10.1021/acs.jpcc.0c06366. 
(published) [Stampede, TACC] 
92. TG-DMR140008 
226. Thomas, S., Asle Zaeem, M. 2021. Phosgene Gas Sensing of Ti2CT2 (T = F−, O−, OH−) MXenes. 
DOI:10.1002/adts.202000250. (published) [Comet, SDSC, Stampede] 
93. TG-DMR140125 
227. Banerjee, A., A. Tam, and M. Dutt (2021), Dendronized vesicles: formation, self-organization of dendron-grafted 
amphiphiles and stability, Nanoscale Advances, 3(3), 725–737, doi:10.1039/d0na00773k. (published) [Comet, SDSC, 
Stampede, TACC] 
228. Mushnoori, S., C. Y. Lu, K. Schmidt, E. Zang, and M. Dutt (2020), Peptide-based vesicles and droplets: a review, Journal 
of Physics: Condensed Matter, 33(5), 053002, doi:10.1088/1361-648x/abb995. (published) 
229. Yu, X., and M. Dutt (2020), Implementation of dynamic coupling in hybrid Molecular Dynamics–Lattice Boltzmann 
approach: Modeling aggregation of amphiphiles, Computer Physics Communications, 257, 107287, 
doi:10.1016/j.cpc.2020.107287. (published) [Comet, SDSC, Stampede, TACC] 
94. TG-DMR140129 
230. Du, C. X., G. van Anders, J. Dshemuchadse, P. M. Dodd, and S. C. Glotzer (2020), Inverse design of compression-induced 
solid – solid transitions in colloids, Molecular Simulation, 46(14), 1037–1044, doi:10.1080/08927022.2020.1798005. 
(published) 
231. Je, K., S. Lee, E. G. Teich, M. Engel, and S. C. Glotzer (2021), Entropic formation of a thermodynamically stable colloidal 
quasicrystal with negligible phason strain, Proceedings of the National Academy of Sciences, 118(7), e2011799118, 
doi:10.1073/pnas.2011799118. (published) 
232. Moore, T. C., J. A. Anderson, and S. C. Glotzer (2021), Shape-driven entropic self-assembly of an open, reconfigurable, 
binary host–guest colloidal crystal, Soft Matter, 17(10), 2840–2848, doi:10.1039/d0sm02073g. (published) 
233. Teich, E. G., G. van Anders, and S. C. Glotzer (2021), Particle shape tunes fragility in hard polyhedron glass-formers, 
Soft Matter, 17(3), 600–610, doi:10.1039/d0sm01067g. (published) 
234. VanSaders, B., and S. C. Glotzer (2021), Sculpting crystals one Burgers vector at a time: Toward colloidal lattice robot 
swarms, Proceedings of the National Academy of Sciences, 118(3), e2017377118, doi:10.1073/pnas.2017377118. 
(published) 
95. TG-DMR150014 
235. Amachraa, M., Z. Wang, C. Chen, S. Hariyani, H. Tang, J. Brgoch, and S. P. Ong (2020), Predicting Thermal Quenching in 
Inorganic Phosphors, Chemistry of Materials, 32(14), 6256–6265, doi:10.1021/acs.chemmater.0c02231. (published) 
[Bridges Regular, Comet, SDSC] 
236. Banerjee, A. et al. (2019), Revealing Nanoscale Solid–Solid Interfacial Phenomena for Long-Life and High-Energy All-
Solid-State Batteries, ACS Applied Materials & Interfaces, 11(46), 43138–43145, doi:10.1021/acsami.9b13955. 
(published) [Bridges Regular, Comet, SDSC] 
237. Guo, X., Z. Wang, Z. Deng, B. Wang, X. Chen, and S. P. Ong (2020), Design Principles for Aqueous Na-Ion Battery 
Cathodes, Chemistry of Materials, 32(16), 6875–6885, doi:10.1021/acs.chemmater.0c01582. (published) [Bridges 
Regular, Comet, SDSC] 
238. Liu, H. et al. (2020), A disordered rock salt anode for fast-charging lithium-ion batteries, Nature, 585(7823), 63–67, 
doi:10.1038/s41586-020-2637-6. (published) [Bridges Regular, Comet, SDSC] 
239. Li, X.-G., C. Chen, H. Zheng, Y. Zuo, and S. P. Ong (2020), Complex strengthening mechanisms in the NbMoTaW multi-
principal element alloy, npj Computational Materials, 6(1), doi:10.1038/s41524-020-0339-0. (published) [Bridges 
Large, Bridges Regular, Comet, SDSC] 
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240. Wen, B., Z. Deng, P.-C. Tsai, Z. W. Lebens-Higgins, L. F. J. Piper, S. P. Ong, and Y.-M. Chiang (2020), Ultrafast ion 
transport at a cathode–electrolyte interface and its strong dependence on salt solvation, Nature Energy, 5(8), 578–
586, doi:10.1038/s41560-020-0647-0. (published) [Bridges Regular, Comet, SDSC] 
241. Wu, E. et al. (2020), A Stable Cathode-Solid Electrolyte Composite for Long-Cycle-Life, High Voltage Solid-State 
Sodium-ion Batteries, , doi:10.26434/chemrxiv.12730964.v1. (published) [Bridges Regular, Comet, SDSC] 
242. Zuo, Y. et al. (2020), Performance and Cost Assessment of Machine Learning Interatomic Potentials, The Journal of 
Physical Chemistry A, 124(4), 731–745, doi:10.1021/acs.jpca.9b08723. (published) [Bridges Large, Bridges 
Regular, Comet, SDSC] 
96. TG-DMR150112 
243. Chiciak, A., E. Vitali, and S. Zhang (2020), Magnetic and charge orders in the ground state of the Emery model: 
Accurate numerical results, Physical Review B, 102(21), doi:10.1103/physrevb.102.214512. (published) [Comet, 
SDSC] 
244. Qin, M., C.-M. Chung, H. Shi, E. Vitali, C. Hubig, U. Schollwöck, S. R. White, and S. Zhang (2020), Absence of 
Superconductivity in the Pure Two-Dimensional Hubbard Model, Physical Review X, 10(3), 
doi:10.1103/physrevx.10.031016. (published) [Comet, SDSC] 
245. Vitali, E., P. Kelly, A. Lopez, G. Bertaina, and D. E. Galli (2020), Dynamical structure factor of a fermionic supersolid on 
an optical lattice, Physical Review A, 102(5), doi:10.1103/physreva.102.053324. (published) [Comet, SDSC] 
97. TG-DMR160007 
246. Hartman, S. T., and R. Mishra (2020), Layered electrides as fluoride intercalation anodes, Journal of Materials 
Chemistry A, 8(46), 24469–24476, doi:10.1039/d0ta06162j. (published) [Comet, SDSC, Stampede2, TACC] 
247. Hartman, S. T., A. S. Thind, and R. Mishra (2020), Tin Oxynitride-Based Ferroelectric Semiconductors for Solar Energy 
Conversion Applications, Chemistry of Materials, 32(22), 9542–9550, doi:10.1021/acs.chemmater.0c02439. 
(published) [Comet, SDSC, Stampede2, TACC] 
248. Shen, M., T. Ding, J. Luo, C. Tan, K. Mahmood, Z. Wang, D. Zhang, R. Mishra, M. D. Lew, and B. Sadtler (2020), 
Competing Activation and Deactivation Mechanisms in Photodoped Bismuth Oxybromide Nanoplates Probed by 
Single-Molecule Fluorescence Imaging, The Journal of Physical Chemistry Letters, 11(13), 5219–5227, 
doi:10.1021/acs.jpclett.0c01237. (published) [Comet, SDSC, Stampede2, TACC] 
98. TG-DMR170008 
249. Lei, Y. et al. (2020), Single-atom doping of MoS2 with manganese enables ultrasensitive detection of dopamine: 
Experimental and computational approach, Science Advances, 6(32), eabc4250, doi:10.1126/sciadv.abc4250. 
(published) [Bridges Regular, PSC] 
99. TG-DMR180026, TG-DMR180038 
250. Nikolov, S. V., A. Fernandez-Nieves, and A. Alexeev (2020), Behavior and mechanics of dense microgel suspensions, 
Proceedings of the National Academy of Sciences, 117(44), 27096–27103, doi:10.1073/pnas.2008076117. 
(published) 
100. TG-DMR180038 
251. Demirer, E., Y.-C. Wang, A. Erturk, and A. Alexeev (2021), Effect of actuation method on hydrodynamics of elastic 
plates oscillating at resonance, Journal of Fluid Mechanics, 910, doi:10.1017/jfm.2020.915. (published) 
101. TG-DMR180043, TG-DMR180111 
252. Wu, H., Fan, H., Hu, Y. 2021. Ab initio determination of ultrahigh thermal conductivity in ternary compounds. 
DOI:10.1103/physrevb.103.l041203. (published) [Bridges Large, Bridges Regular, PSC, Pylon] 
102. TG-DMR180083, TG-DMR190002 
253. Alajerami, Y. S., D. Drabold, M. H. A. Mhareb, K. L. A. Cimatu, G. Chen, and M. Kurudirek (2020), Radiation shielding 
properties of bismuth borate glasses doped with different concentrations of cadmium oxides, Ceramics International, 
46(8), 12718–12726, doi:10.1016/j.ceramint.2020.02.039. (published) 
254. Alajerami, Y. S. M., D. Drabold, M. H. A. Mhareb, K. L. A. Cimatu, G. Chen, and K. M. Abushab (2020), Investigation of 
Gamma‐Radiation Shielding Properties of Cadmium Bismuth Borate Glass Experimentally and by Using XCOM 
Program and MCNP5 Code, physica status solidi (b), 2000417, doi:10.1002/pssb.202000417. (published) 
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255. Alajerami, Y. S., D. A. Drabold, M. H. A. Mhareb, K. N. Subedi, K. L. A. Cimatu, and G. Chen (2020), Physical, structural, 
and shielding properties of cadmium bismuth borate-based glasses, Journal of Applied Physics, 127(17), 175102, 
doi:10.1063/1.5143116. (published) 
256. Alajerami, Y., Drabold, D., Thapa, R., Sayyed, M., Mhareb, M. 2020. Physical, structural, optical and gamma‐ray 
shielding properties of Na2O‐CdO‐Bi2O3‐B2O3 glasses. DOI:10.1111/ijag.15859. (published) 
257. Subedi, K. N., K. Prasai, and D. A. Drabold (2020), Space‐Projected Conductivity and Spectral Properties of the 
Conduction Matrix, physica status solidi (b), 2000438, doi:10.1002/pssb.202000438. (published) 
258. Thapa, R., Bhattarai, B., Kozicki, M., Subedi, K., Drabold, D. 2020. Structure and charge transport of amorphous Cu-
doped Ta2O5: An ab initio study. DOI:10.1103/physrevmaterials.4.064603. (published) 
103. TG-DMR180105 
259. Belding, L., S. E. Root, Y. Li, J. Park, M. Baghbanzadeh, E. Rojas, P. F. Pieters, H. J. Yoon, and G. M. Whitesides (2021), 
Conformation, and Charge Tunneling through Molecules in SAMs, Journal of the American Chemical Society, 143(9), 
3481–3493, doi:10.1021/jacs.0c12571. (published) [Comet, SDSC] 
104. TG-DMR180109 
260. Mandal, S., Haule, K., Rabe, K., Vanderbilt, D. 2021. Electronic correlation in nearly free electron metals with beyond-
DFT methods. (submitted) 
105. TG-DMR190002 
261. Drabold, D. 2020. Computing conduction paths in materials. Recording of an invited talk at Thomas Young Center in 
London in December, 2020.. youtube. https://youtu.be/biy-0OtN_2Y. (published) 
106. TG-DMR190005 
262. Aghaaminiha, M., A. M. Farnoud, and S. Sharma (2021), Quantitative relationship between cholesterol distribution 
and ordering of lipids in asymmetric lipid bilayers, Soft Matter, 17(10), 2742–2752, doi:10.1039/d0sm01709d. 
(published) [Comet, SDSC] 
263. Khan, M. R., H. Singh, S. Sharma, and K. L. Asetre Cimatu (2020), Direct Observation of Adsorption Morphologies of 
Cationic Surfactants at the Gold Metal–Liquid Interface, The Journal of Physical Chemistry Letters, 11(22), 9901–
9906, doi:10.1021/acs.jpclett.0c02517. (published) [Comet, SDSC] 
264. Mehrani, R., and S. Sharma (2021), Behavior of water confined between hydrophobic surfaces with grafted segments, 
Colloid and Interface Science Communications, 40, 100355, doi:10.1016/j.colcom.2020.100355. (published) [Comet, 
SDSC] 
107. TG-DMR190041, TG-DMR200080 
265. Johnson, L., Phelan Jr., F. 2021. Dynamically consistent coarse-grain simulation model of chemically specific polymer 
melts via friction parameterization. (submitted) [Stampede2, TACC] 
108. TG-DMR190045, TG-DMR190101 
266. Nichols, N. S., T. R. Prisk, G. Warren, P. Sokol, and A. Del Maestro (2020), Dimensional reduction of helium-4 inside 
argon-plated MCM-41 nanopores, Physical Review B, 102(14), doi:10.1103/physrevb.102.144505. (published) 
[Bridges Regular, Comet, OSG, PSC, SDSC] 
109. TG-DMR190056 
267. Rowsey, R., E. E. Taylor, S. Irle, N. P. Stadie, and R. Szilagyi (2021), Methane Adsorption on Heteroatom-Modified 
Maquettes of Porous Carbon Surfaces, , doi:10.26434/chemrxiv.13541987.v1. (submitted) [Comet, SDSC] 
110. TG-DMR190065 
268. Carlile, R., J. Herran, S. Poddar, E. J. Montgomery, P. Kharel, P. M. Shand, and P. V. Lukashev (2020), Perpendicular 
magnetic anisotropy in half-metallic thin-film Co2CrAl, Journal of Physics: Condensed Matter, 33(10), 105801, 
doi:10.1088/1361-648x/abd052. (published) 
269. O’Leary, E., A. Ramker, D. VanBrogen, B. Dahal, E. J. Montgomery, S. Poddar, P. Kharel, A. J. Stollenwerk, and P. V. 
Lukashev (2020), Chemical substitution induced half-metallicity in CrMnSb(1−x)Px, Journal of Applied Physics, 
128(11), 113906, doi:10.1063/5.0021467. (published) 
RY5 Annual Report & PY11 Program Plan Page 168 
111. TG-DMR200008 
270. Choudhary, K. et al. (2020), The joint automated repository for various integrated simulations (JARVIS) for data-
driven materials design, npj Computational Materials, 6(1), doi:10.1038/s41524-020-00440-1. (published) 
112. TG-DMR200009 
271. Jayan, R., and M. M. Islam (2021), Single-Atom Catalysts for Improved Cathode Performance in Na–S Batteries: A 
Density Functional Theory (DFT) Study, The Journal of Physical Chemistry C, 125(8), 4458–4467, 
doi:10.1021/acs.jpcc.1c00467. (published) [Comet, SDSC] 
113. TG-DMR200057, TG-DMR200073 
272. Yu, Z., Q. Liu, I. Szlufarska, and B. Wang (2021), Structural signatures for thermodynamic stability in vitreous silica: 
Insight from machine learning and molecular dynamics simulations, Physical Review Materials, 5(1), 
doi:10.1103/physrevmaterials.5.015602. (published) 
114. TG-DMS080016N 
273. Cyriac, R., J. C. Dietrich, C. A. Blain, C. N. Dawson, K. M. Dresback, A. Fathi, M. V. Bilskie, H. C. Graber, S. C. Hagen, and R. 
L. Kolar (2020), Wind and tide effects on the Choctawhatchee Bay plume and implications for surface transport at 
Destin Inlet, Regional Studies in Marine Science, 35, 101131, doi:10.1016/j.rsma.2020.101131. (published) 
[Stampede, TACC] 
274. Thomas, A., J. Dietrich, T. Asher, M. Bell, B. Blanton, J. Copeland, A. Cox, C. Dawson, J. Fleming, and R. Luettich (2019), 
Influence of storm timing and forward speed on tides and storm surge during Hurricane Matthew, Ocean Modelling, 
137, 1–19, doi:10.1016/j.ocemod.2019.03.004. (published) [Stampede, TACC] 
115. TG-DMS190021 
275. Liu, C., Ray, D., Thiele, C., Lin, L., Riviere, B. 2021. A pressure-correction and bound-preserving discretization of the 
phase-field method for variable density two-phase flows. (submitted) 
276. Ray, D., Liu, C., Riviere, B. 2021. A discontinuous Galerkin method for a diffuse-interface model of immiscible two-
phase flows with soluble surfactant. (submitted) 
277. Thiele, C., Riviere, B. 2021. p-multigrid with partial smoothing: an efficient preconditioner for discontinuous Galerkin 
discretizations with modal bases. (in preparation) 
116. TG-DMS190030 
278. Lei, H., L. Wu, and W. E (2020), Machine-learning-based non-Newtonian fluid model with molecular fidelity, Physical 
Review E, 102(4), doi:10.1103/physreve.102.043309. (published) [Bridges GPU, Comet, ECSS, PSC, Science 
Gateways, SDSC, Training] 
117. TG-DMS200004 
279. Wilson, L., Vaughn, N., Krasny, R. 2021. A GPU-accelerated fast summation method based on barycentric Lagrange 
interpolation and dual tree traversal. (submitted) [Comet, SDSC] 
118. TG-DMS200021 
280. Mendez, J., Atkinson, M., Dhanasar, M., Ferguson, F. 2021. A Formal Evaluation of a Consistent Averaging Procedure 
for Solving the Time-Dependent Navier Stokes Equations Numerically. AIAA Scitech 2021 Forum. 0361. (published) 
[Bridges Regular, PSC, Science Gateways] 
119. TG-DPP180005 
281. Wu, Y., K. Y. Chang, L. Lou, L. G. Edwards, B. K. Doma, and Z.-R. Xie (2020), In silico identification of drug candidates 
against COVID-19, Informatics in Medicine Unlocked, 21, 100461, doi:10.1016/j.imu.2020.100461. (published) 
120. TG-EAR080022N 
282. Arndt, D. et al. (2020), The deal.II library, Version 9.2, Journal of Numerical Mathematics, 28(3), 131–146, 
doi:10.1515/jnma-2020-0043. (published) 
283. Clevenger, T., Heister, T. 2020. Comparison Between Algebraic and Matrix-free Geometric Multigrid for a Stokes 
Problem on an Adaptive Mesh with Variable Viscosity. In Review. https://arxiv.org/abs/1907.06696. (submitted) 
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284. Dannberg, J., Gassmoeller, R., Heron, P. 2019. Plume formation across scales: The influ- ence of subducted slabs, 
chemical heterogeneities and a partially molten boundary layer. American Geophysical Union (AGU) Fall meeting 
(San Francisco, CA). https://agu.confex.com/agu/fm19/meetingapp.cgi/Paper/487423. (published) 
285. Dannberg, J., Gassmoeller, R., Lithgow-Bertelloni, C., Stixrude, L. 2020. Revisiting the Effect of Phase Transitions on 
Layering of Mantle Convection. American Geophysical Union (AGU) Fall meeting (Virtual). (published) 
286. Dannberg, J., Gassmoeller, R., Sexna, A. 2020. Quantifying the Influence of an Evolving Mineral Grain Size on the 
Characteristics of Mantle Flow. American Geophysical Union (AGU) Fall meeting (Virtual). (published) 
287. Dannberg, J., Myhill, R., Cottaar, S., Gassmoeller, R. 2019. The morphology, evolution and seismic visibility of partial 
melt at the core-mantle boundary: Implications for ULVZs. American Geophysical Union (AGU) Fall meeting (San 
Francisco). https://ui.adsabs.harvard.edu/abs/2019AGUFMDI32A..06D/abstract. (accepted) 
288. Dannberg, J., Rudge, J. 2019. Reconciling the formation of shear-induced melt bands in numerical and laboratory 
experiments: The effects of surface tension and a porosity- weakening bulk viscosity. American Geophysical Union 
(AGU) Fall meeting (San Francisco Francisco, CA). https://agu-
do03.confex.com/agu/fm19/meetingapp.cgi/Paper/568366. (published) 
289. Gassmoeller, R., Bangerth, W., Dannberg, J., Heister, T., Austermann, J., et al. 2020. The Advanced Solver for Problems 
in Earth’s Convection - Building a sustainable software and community. American Geophysical Union (AGU) Fall 
meeting (Virtual). (published) 
290. Gassmoeller, R., Dannberg, J., Bangerth, W., Heister, T., Myhill, R. 2019. Capturing Dynamic Effects of Compressible 
Mantle Convection: New Formulations and Numerical Methods,. American Geophysical Union (AGU) Fall meeting 
(San Francisco, CA). (published) 
291. Gassmöller, R., Lokavarapu, H., Bangerth, W., Puckett, E. 2019. Evaluating the accuracy of hybrid finite 
element/particle-in-cell methods for modelling incompressible Stokes flow. (published) [Stampede2, TACC] 
292. Gouiza, M., Naliboff, J. 2019. Numerical Investigation of Continental Extension in Heterogeneous Cratonic 
Lithosphere. American Geophysical Union (AGU) Fall meeting (San Francisco). 
https://ui.adsabs.harvard.edu/abs/2019AGUFM.T33G0438N/abstract. (published) 
293. Gouiza, M., and J. Naliboff (2020), Rheological inheritance controls the formation of segmented rifted margins in 
cratonic lithosphere, , doi:10.1002/essoar.10504071.1. (submitted) 
294. Heister, T., Naliboff, J., Thieulot, C. 2019. Towards robust shear band angle and width in visco-plastic rheology,. 
American Geophysical Union (AGU) Fall meeting (San Francisco). 
https://ui.adsabs.harvard.edu/abs/2019AGUFM.T51C..16H/abstract. (published) 
295. Kera, T., Katie, Y., Nishida, Y., Matsui, H. 2020. Investigation of equatorial symmetry of flow and magnetic field in 
reversal and non-reversal dynamo model,. SEDI (Study of the Earth’s Deep Interior) Online Streaming Platform, 
(Virtual). (published) 
296. Kera, T., Katie, Y., Nishida, Y., Matsui, H. 2020. Investigation of equatorial symmetry of the flow and magnetic fields in 
numerical dynamos with dipolar reversal. JpGU-AGU Joint Meeting (Virtual). (published) 
297. Lesher, C., Dannberg, J., Barfod, G., Bennett, N., Glessner, J., et al. 2020. Iron isotope fractionation at the core--mantle 
boundary by thermodiffusion. (published) [Stampede2, TACC] 
298. Matsui, H. 2020. Thermal structure at the inner core boundary in dynamo simulations with heat equation for the 
whole core,. American Geophysical Union (AGU) Fall meeting (Virtual). (published) 
299. Matsui, H., Buffett, B. 2019. An assessment of turbulent/hyper diffusivities in geodynamo simulations. American 
Geophysical Union (AGU) Fall meeting (San Francisco, CA). (accepted) 
300. Matsui, H., Liao, Y., Kreylos, O., Billen, M., Kellogg, L. 2019. Application of parallel flow visualization using 3D line 
integral convolution for geodynamo simulations,. American Geophysical Union (AGU) Fall meeting (San Francisco, 
CA). (published) 
301. Nishida, Y., Katoh, Y., Matsui, H., Matsushima, M., Kumamoto, A. 2020. Effects of thermal boundary conditions on 
geodynamo with various Rayleigh numbers and inner core radii. JpGU-AGU Joint Meeting (Virtual). (published) 
302. Nishida, Y., Katoh, Y., Matsui, H., Matsushima, M., Kumamoto, A. 2021. Investigation of dipolar dominancy in 
geodynamo 1 simulations with different inner core sizes. (submitted) 
303. Robey, J. 2020. On the design, implementation, and use of a volume-of-fluid interface tracking algorithm for modeling 
convection and other processes in the Earth’s mantle. PhD Dissertation. ProQuest. 
https://search.proquest.com/docview/2309838416?pq-origsite=gscholar&fromopenview=true. (published) 
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121. TG-EAR190001 
304. Bode, C., Smith, J. 2020. IN027-06 Dendra 2.0: a real-time cloud-based time-series curation system. American 
Geophysical Union (San Francisco, CA, USA). Fall 2020. 
https://agu.confex.com/agu/fm20/meetingapp.cgi/Paper/760410. (published) [IU, Jetstream, Science Gateways] 
122. TG-ECS180014 
305. Ralston Fonseca, F. et al. (2021), Effects of Climate Change on Capacity Expansion Decisions of an Electricity 
Generation Fleet in the Southeast U.S., Environmental Science & Technology, 55(4), 2522–2531, 
doi:10.1021/acs.est.0c06547. (published) [Bridges Large, Bridges Regular, PSC, Pylon] 
123. TG-ECS190004 
306. Chaulagain, R., Liza, F., Chunduri, S., Yuan, X., Lang, M. 2020. Achieving the Performance of Global Adaptive Routing 
using Local Information on Dragonfly through Deep Learning. Research Poster. The International Conference for High 
Performance Computing, Networking, Storage, and Analysis, 2020. 
http://sc20.supercomputing.org/proceedings/tech_poster/tech_poster_pages/rpost150.html. (published) [Bridges 
Regular, PSC] 
307. Naser, A., M. Gavahi, C. Wu, V. T. Hoang, Z. Wang, and X. Yuan (2019), An Empirical Study of Cryptographic Libraries 
for MPI Communications, 2019 IEEE International Conference on Cluster Computing (CLUSTER), 
doi:10.1109/cluster.2019.8891033. (published) [Bridges Regular, PSC] 
308. Naser, A., Lahijani, M., Wu, C., Gavahi, M., Hoang, V., et al. 2020. Performance Evaluation and Modeling of 
Cryptographic Libraries for MPI Communications. Waiting for peer review. https://arxiv.org/abs/2010.06139. 
(submitted) [Bridges Regular, PSC] 
309. Rahman, M. S., S. Bhowmik, Y. Ryasnianskiy, X. Yuan, and M. Lang (2019), Topology-custom UGAL routing on 
dragonfly, Proceedings of the International Conference for High Performance Computing, Networking, Storage and 
Analysis, doi:10.1145/3295500.3356208. (published) [Bridges Regular, PSC] 
124. TG-ECS200005 
310. Sakoglu, Ü., and M. C. Minton (2020), Development of an algebraic nonuniformity correction algorithm for 
hexagonally-sampled infrared imagery, edited by A. K. Sood, P. Wijewarnasuriya, and A. I. D’Souza, Infrared Sensors, 
Devices, and Applications X, doi:10.1117/12.2568156. (published) 
125. TG-ENG170021 
311. Mukut, K. M., and S. P. Roy (2020), Effect of O2 concentration in ambient mixture and multiphase radiation on 
pollutant formation in ECN spray-A, Combustion Theory and Modelling, 24(3), 549–572, 
doi:10.1080/13647830.2020.1721561. (published) [Comet, SDSC] 
126. TG-ENG170027 
312. Awal, R., Fares, A., Habibi, H. 2019. Web-Based Irrigation Scheduling Tool: Irrigwise. 2019 ASA-CSSA-SSSA 
International Annual Meeting (San Antonio, Texas). 
https://scisoc.confex.com/scisoc/2019am/meetingapp.cgi/Paper/118408. (published) 
127. TG-GEO170009 
313. Meng, C., M. Fehler, and B. Hager (2021), Elastic medium containing interacting fluid inclusions, Composite 
Structures, 256, 113018, doi:10.1016/j.compstruct.2020.113018. (published) [Bridges Regular, PSC] 
128. TG-IBN130001 
314. Krieger, D., P. Shepard, R. Soose, A. M. Puccio, S. Beers, W. Schneider, A. P. Kontos, M. W. Collins, and D. O. Okonkwo 
(2021), Symptom-Dependent Changes in MEG-Derived Neuroelectric Brain Activity in Traumatic Brain Injury 
Patients with Chronic Symptoms, Medical Sciences, 9(2), 20, doi:10.3390/medsci9020020. (published) [Bridges 
Large, Bridges Regular, Comet, Data Supercell, OSG, PSC, Pylon, SDSC, Stampede2, TACC, Wrangler] 
129. TG-IBN180001 
315. Abraham, E., J. Posner, P. J. Wickramaratne, N. Aw, M. T. van Dijk, J. Cha, M. M. Weissman, and A. Talati (2020), 
Concordance in parent and offspring cortico-basal ganglia white matter connectivity varies by parental history of 
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major depressive disorder and early parental care, Social Cognitive and Affective Neuroscience, 15(8), 889–903, 
doi:10.1093/scan/nsaa118. (published) 
316. Abraham, E., M. Weissman, P. Wickramaratne, M. van Dijk, L. Pan, M. Gameroff, Y. Wang, J. Cha, J. Posner, and A. Talati 
(2020), Concordance of Parent-Offspring Cortico-Basal Ganglia White Matter Connectivity: The Role of Parental 
Depression and Parent-Child Bonding, Biological Psychiatry, 87(9), S264, doi:10.1016/j.biopsych.2020.02.683. 
(published) 
317. Dennis, E. L. et al. (2019), Altered white matter microstructural organization in posttraumatic stress disorder across 
3047 adults: results from the PGC-ENIGMA PTSD consortium, Molecular Psychiatry, doi:10.1038/s41380-019-0631-
x. (published) 
318. Han, S., Y. Zhang, Y. Ren, J. Posner, S. Yoo, and J. Cha (2020), 3D distributed deep learning framework for prediction of 
human intelligence from brain MRI, edited by B. S. Gimi and A. Krol, Medical Imaging 2020: Biomedical Applications 
in Molecular, Structural, and Functional Imaging, doi:10.1117/12.2549758. (published) 
319. Joo, Y. Y., S.-Y. Moon, H.-H. Wang, H. Kim, E.-J. Lee, S.-M. Jung, W.-Y. Ahn, I. Choi, J.-W. Kim, and J. Cha (2020), Genome-
Wide Polygenic Scores for Common Traits and Psychiatric Disorders Identify Young Children with Risk for Suicides, , 
doi:10.1101/2020.12.05.20244467. (published) 
320. Liu, A., B. Liu, D. Lee, M. Weissman, J. Posner, J. Cha, and S. Yoo (2017), Machine learning aided prediction of family 
history of depression, 2017 New York Scientific Data Summit (NYSDS), doi:10.1109/nysds.2017.8085046. (published) 
321. Lugo‐Candelas, C., Pang, Y., Lee, S., Cha, J., Hong, S., et al. 2020. Differences in brain structure and function in children 
with the FTO obesity‐risk allele. DOI:10.1002/osp4.417. (published) 
322. Luna, A., J. Bernanke, J. Cha, and J. Posner (2020), Maturity of brain structures and white matter connectomes, and 
their relationship with psychiatric symptoms in youth, , doi:10.1101/2020.03.02.20029488. (published) 
323. Park, J. H., H. E. Cho, J. H. Kim, M. M. Wall, Y. Stern, H. Lim, S. Yoo, H. S. Kim, and J. Cha (2020), Machine learning 
prediction of incidence of Alzheimer’s disease using large-scale administrative health data, npj Digital Medicine, 3(1), 
doi:10.1038/s41746-020-0256-0. (published) 
324. Shin, H.-C., A. Ihsani, Z. Xu, S. Mandava, S. T. Sreenivas, C. Forster, and J. Cha (2020), GANDALF: Generative Adversarial 
Networks with Discriminator-Adaptive Loss Fine-Tuning for Alzheimer’s Disease Diagnosis from MRI, Lecture Notes 
in Computer Science, 688–697, doi:10.1007/978-3-030-59713-9_66. (published) 
325. Van Dijk, M., C. Anacker, J. Cha, Y. Wang, E. Abraham, N. Kelsall, J. Posner, M. M. Weissman, and A. Talati (2020), 
Maternal Parenting Distress Associated With Offspring Altered Dentate Gyrus Microstructure, Dentate Gyrus-
Orbitofrontal Functional Connectivity and Decreased Cognitive Flexibility, Biological Psychiatry, 87(9), S412, 
doi:10.1016/j.biopsych.2020.02.1051. (published) 
326. Van Dijk, M. T., J. Cha, D. Semanek, N. Aw, M. J. Gameroff, E. Abraham, P. J. Wickramaratne, M. M. Weissman, J. Posner, 
and A. Talati (2021), Altered Dentate Gyrus Microstructure in Individuals at High Familial Risk for Depression 
Predicts Future Symptoms, Biological Psychiatry: Cognitive Neuroscience and Neuroimaging, 6(1), 50–58, 
doi:10.1016/j.bpsc.2020.06.006. (published) 
130. TG-IBN180004 
327. Benninger, K., G. Hood, D. Simmel, L. Tuite, A. Wetzel, A. Ropelewski, S. Watkins, A. Watson, and M. Bruchez (2020), 
Cyberinfrastructure of a Multi-Petabyte Microscopy Resource for Neuroscience Research, Practice and Experience in 
Advanced Research Computing, doi:10.1145/3311790.3396653. (published) [Bridges Large, Bridges Regular, PSC, 
Pylon] 
131. TG-IRI120015 
328. Duarte, A., Palaskar, S., Ghadiyaram, D., DeHaan, K., Metze, F., et al. 2020. How2Sign: A Large-scale Multimodal Dataset 
for Continuous American Sign Language. (published) [Bridges GPU, Bridges Large, Bridges Regular, PSC] 
329. Juncheng ``Billy'' Li, ., Ma, K., Qu, S., Huang, P., Metze, F. 2021. Audio-Visual Event Recognition through the lens of 
Adversary. Proc. CVPR. (published) [Bridges GPU, Bridges Large, Bridges Regular, PSC] 
330. Juncheng ``Billy'' Li, ., Qu, S., Li, X., Strubell, E., Metze, F. 2021. End-to-end Quantized Training via Log-Barrier 
Extensions. Proc. ICLR. (published) [Bridges GPU, Bridges Large, Bridges Regular, PSC] 
331. Patrick, M., Asano, Y., Po-Yao ``Bernie'' Huang, ., Misra, I., Metze, F., et al. 2021. Exploiting Space and Time for Self-
Supervised Video Representation Learning. Proc. CVPR. (published) [Bridges GPU, Bridges Large, Bridges Regular, 
PSC] 
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332. Patrick, M., Po-Yao ``Bernie'' Huang, ., Asano, Y., Metze, F., Hauptmann, A., et al. 2021. Support-set Bottlenecks for 
Video-Text Representation Learning. Proc. ICLR. (published) [Bridges GPU, Bridges Large, Bridges Regular, PSC] 
333. Po-Yao ``Bernie'' Huang, ., Patrick, M., Hu, J., Neubig, G., Metze, F., et al. 2021. Multilingual Multimodal Pretraining for 
Zero-Shot Cross-Lingual Transfer of Vision-Language Models. Proc. NAACL. (published) [Bridges GPU, Bridges Large, 
Bridges Regular, PSC] 
334. Qiu, Z., Li, Y., Li, X., Metze, F., Campbell, W. 2020. Towards Context-Aware End-to-End Code-Switching Speech 
Recognition. Proc. INTERSPEECH. (published) [Bridges GPU, Bridges Large, Bridges Regular, PSC] 
335. Specia, L., Arora, R., Barrault, L., Caglayan, O., Duarte, A., et al. 2020. Grounded Sequence to Sequence Transduction. 
(published) [Bridges GPU, Bridges Large, Bridges Regular, PSC] 
336. Srinivasan, T., Sanabria, R., Metze, F., Elliott, D. 2020. Multimodal Speech Recognition with Unstructured Audio 
Masking. Proc. NLPBT. (published) [Bridges GPU, Bridges Large, Bridges Regular, PSC] 
337. Srinivasan, T., Sanabria, R., Metze, F., Elliott, D. 2021. Fine-Grained Grounding for Multimodal Speech Recognition. 
ACL. (published) [Bridges GPU, Bridges Large, Bridges Regular, PSC] 
132. TG-IRI180002 
338. Wang, J. 2020. Modeling Aesthetics and Emotions in Visual Content: From Vincent van Gogh to Robotics and Vision. 
Joint Workshop on Aesthetic and Technical Quality Assessment of Multimedia and Media Analytics for Societal 
Trends. 15--16. (published) [Bridges Regular, PSC] 
339. Zhang, Z., Davaasuren, D., Wu, C., Goldstein, J., Gernand, A., et al. 2020. Multi-region saliency-aware learning for cross-
domain placenta image segmentation. (published) [Bridges GPU, PSC] 
133. TG-MCA05S027 
340. Arsiccio, A., P. Ganguly, L. La Cortiglia, J.-E. Shea, and R. Pisano (2020), ADD Force Field for Sugars and Polyols: 
Predicting the Additivity of Protein–Osmolyte Interaction, The Journal of Physical Chemistry B, 124(36), 7779–7790, 
doi:10.1021/acs.jpcb.0c05345. (published) [Stampede, TACC] 
341. Arsiccio, A., J. McCarty, R. Pisano, and J.-E. Shea (2020), Heightened Cold-Denaturation of Proteins at the Ice–Water 
Interface, Journal of the American Chemical Society, 142(12), 5722–5730, doi:10.1021/jacs.9b13454. (published) 
[Stampede, TACC] 
342. Arya, S., P. Ganguly, A. Arsiccio, S. L. Claud, B. Trapp, G. E. Schonfeld, X. Liu, K. Lazar Cantrell, J.-E. Shea, and M. T. 
Bowers (2020), Terminal Capping of an Amyloidogenic Tau Fragment Modulates Its Fibrillation Propensity, The 
Journal of Physical Chemistry B, 124(40), 8772–8783, doi:10.1021/acs.jpcb.0c05768. (published) [Stampede, TACC] 
343. Charest, N., M. Tro, M. T. Bowers, and J.-E. Shea (2020), Latent Models of Molecular Dynamics Data: Automatic Order 
Parameter Generation for Peptide Fibrillization, The Journal of Physical Chemistry B, 124(37), 8012–8022, 
doi:10.1021/acs.jpcb.0c05763. (published) [Stampede, TACC] 
344. Ganguly, P., J. Polák, N. F. A. van der Vegt, J. Heyda, and J.-E. Shea (2020), Protein Stability in TMAO and Mixed Urea–
TMAO Solutions, The Journal of Physical Chemistry B, 124(29), 6181–6197, doi:10.1021/acs.jpcb.0c04357. 
(published) [Stampede, TACC] 
345. Laos, V., D. Bishop, P. Ganguly, G. Schonfeld, E. Trapp, K. L. Cantrell, S. K. Buratto, J.-E. Shea, and M. T. Bowers (2021), 
Catalytic Cross Talk between Key Peptide Fragments That Couple Alzheimer’s Disease with Amyotrophic Lateral 
Sclerosis, Journal of the American Chemical Society, 143(9), 3494–3502, doi:10.1021/jacs.0c12729. (published) 
[Stampede2, TACC] 
346. Nguyen, P. H. et al. (2021), Amyloid Oligomers: A Joint Experimental/Computational Perspective on Alzheimer’s 
Disease, Parkinson’s Disease, Type II Diabetes, and Amyotrophic Lateral Sclerosis, Chemical Reviews, 121(4), 2545–
2647, doi:10.1021/acs.chemrev.0c01122. (published) [Stampede2, TACC] 
347. Park, S., R. Barnes, Y. Lin, B. Jeon, S. Najafi, K. T. Delaney, G. H. Fredrickson, J.-E. Shea, D. S. Hwang, and S. Han (2020), 
Dehydration entropy drives liquid-liquid phase separation by molecular crowding, Communications Chemistry, 3(1), 
doi:10.1038/s42004-020-0328-8. (published) [Stampede, TACC] 
348. Wonderly, W. R., T. R. Cristiani, K. C. Cunha, G. D. Degen, J.-E. Shea, and J. H. Waite (2020), Dueling Backbones: 
Comparing Peptoid and Peptide Analogues of a Mussel Adhesive Protein, Macromolecules, 53(16), 6767–6779, 
doi:10.1021/acs.macromol.9b02715. (published) [Stampede, TACC] 
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134. TG-MCA05S028 
349. Hubner, K., Joshi, H., Aksimentiev, A., Stefan, F., Tinnefeld, P., et al. 2021. Determining the in-plane orientation and 
binding mode of single fluorescent dyes in DNA origami structures.. (submitted) 
350. Jones, S., Joshi, H., Wang, S., Terry, S., Burns, J., et al. 2021. Understanding the fundamental interaction of hydrophobic 
DNA duplexes with artificial and biological membranes.. (submitted) 
351. Lucas, F., Sarthak, K., Lenting, E., Coltan, D., van der Heide, N., et al. 2021. The manipulation of the internal 
hydrophobicity of FraC nanopores dramatically augments peptide capture and recognition. (submitted) 
352. Morzy, D., Rubio-Sanchez, R., Joshi, H., Aksimentiev, A., Michele, L., et al. 2021. Programming DNA-lipid interactions 
with cations. (in preparation) 
353. Morzy, D., Sandler, S., Joshi, H., Aksimentiev, A., Keyser, U. 2021. Stabilization of base pairs improves insertion 
efficiency of a DNA built synthetic ion channel.. (submitted) 
354. Roy, A., H. Joshi, R. Ye, J. Shen, F. Chen, A. Aksimentiev, and H. Zeng (2020), Polyhydrazide‐Based Organic Nanotubes 
as Efficient and Selective Artificial Iodide Channels, Angewandte Chemie International Edition, 59(12), 4806–4813, 
doi:10.1002/anie.201916287. (published) 
355. Roy, A., Shen, J., Joshi, H., Song, W., Tu, Y., et al. 2021. Foldamer-based ultrapermeable and highly selective artificial 
water channels that exclude protons. (submitted) 
356. Sarthak, K., Meervelt, V., Soskine, M., Aksimentiev, A., Maglia, G. 2021. Engineering ClyA nanopores for single-
molecule protein analysis. (in preparation) 
357. Shankla, M., and A. Aksimentiev (2020), Molecular Transport across the Ionic Liquid–Aqueous Electrolyte Interface in 
a MoS2 Nanopore, ACS Applied Materials & Interfaces, 12(23), 26624–26634, doi:10.1021/acsami.0c04523. 
(published) 
358. Sobota, D., H. Joshi, A. Ohmann, A. Aksimentiev, and U. F. Keyser (2020), Tailoring Interleaflet Lipid Transfer with a 
DNA-based Synthetic Enzyme, Nano Letters, 20(6), 4306–4311, doi:10.1021/acs.nanolett.0c00990. (published) 
359. Song, W., Joshi, H., Chowdhury, R., Najem, J., Shen, Y., et al. 2020. Artificial water channels enable fast and selective 
water permeation through water-wire networks. (published) 
360. Tripathi, P., Benabbas, A., Mehrafrooz, B., Yamazaki, H., Aksimentiev, A., et al. 2021. Electrical unfolding of cytochrome 
c during translocation through a nanopore constriction. (submitted) 
361. Yoo, J., Park, S., Maffeo, C., Ha, T., Aksimentiev, A. 2021. DNA sequence and methylation prescribe the inside-out 
conformational dynamics and bending energetics of DNA minicircles. (submitted) 
362. Yu, L., Mahrafrooz, B., Chen, M., Aksimentiev, A., Wanunu, M. 2021. Enzyme-free unfolding and unidirectional 
transport of full-length proteins through a biological nanopore.. (in preparation) 
135. TG-MCA05S032 
363. Ma, R., K. Alamé, and K. Mahesh (2020), Direct numerical simulation of turbulent channel flow over random rough 
surfaces, Journal of Fluid Mechanics, 908, doi:10.1017/jfm.2020.874. (published) [Comet, SDSC, Stampede2, TACC] 
136. TG-MCA08X007 
364. Lee, A., Ismail-Beigi, S. 2020. Magnetism of (LaCoO3)n+(LaTiO3)n superlattices (n=1,2). 
DOI:10.1103/physrevb.101.144423. (published) [Comet, SDSC] 
365. Liang, X., and S. Ismail-Beigi (2019), Degree of locality of elasto-optic response in solids, Physical Review B, 100(24), 
doi:10.1103/physrevb.100.245204. (published) [Comet, SDSC] 
137. TG-MCA94P018 
366. Chadayammuri, U., Tremmel, M., Nagai, D., Babul, A., Quinn, T. 2020. Fountains and storms: The role of AGN and 
mergers in disrupting the cool-core in the RomulusC simulation. (published) [Comet, Data Oasis, SDSC, Stampede2, 
TACC] 
367. Cruz, A., A. Pontzen, M. Volonteri, T. R. Quinn, M. Tremmel, A. M. Brooks, N. N. Sanchez, F. Munshi, and A. Di Cintio 
(2020), Self-interacting dark matter and the delay of supermassive black hole growth, Monthly Notices of the Royal 
Astronomical Society, 500(2), 2177–2187, doi:10.1093/mnras/staa3389. (published) [Stampede2, TACC] 
368. Ricarte, A., M. Tremmel, P. Natarajan, and T. Quinn (2020), A Link between Ram Pressure Stripping and Active 
Galactic Nuclei, The Astrophysical Journal, 895(1), L8, doi:10.3847/2041-8213/ab9022. (published) [SDSC, TACC] 
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369. Roca-Fàbrega, S., Kim, J., Primack, J., Butler, M., Ceverino, D., et al. 2020. The AGORA high-resolution galaxy 
simulations comparison project: Public data release. (published) [SDSC] 
370. Sanchez, N., Tremmel, M., Werk, J., Pontzen, A., Christensen, C., et al. 2020. One-Two Quench: A Double Minor Merger 
Scenario. (published) [Stampede2, TACC] 
138. TG-MCA99S008 
371. Ruiz, M., V. Paschalidis, A. Tsokaros, and S. L. Shapiro (2020), Black hole-neutron star coalescence: Effects of the 
neutron star spin on jet launching and dynamical ejecta mass, Physical Review D, 102(12), 
doi:10.1103/physrevd.102.124077. (published) 
372. Tsokaros, A., M. Ruiz, and S. L. Shapiro (2020), GW190814: Spin and Equation of State of a Neutron Star Companion, 
The Astrophysical Journal, 905(1), 48, doi:10.3847/1538-4357/abc421. (published) 
373. Tsokaros, A., M. Ruiz, S. L. Shapiro, L. Sun, and K. Uryū (2020), Great Impostors: Extremely Compact, Merging Binary 
Neutron Stars in the Mass Gap Posing as Binary Black Holes, Physical Review Letters, 124(7), 
doi:10.1103/physrevlett.124.071101. (published) 
139. TG-MCB100109 
374. Bogetti, A. T. et al. (2019), A Suite of Tutorials for the WESTPA Rare-Events Sampling Software [Article v1.0], Living 
Journal of Computational Molecular Science, 1(2), doi:10.33011/livecoms.1.2.10607. (published) [Stampede, TACC] 
375. Bogetti, A. T. et al. (2020), A twist in the road less traveled: The AMBER ff15ipq-m force field for protein mimetics, 
The Journal of Chemical Physics, 153(6), 064101, doi:10.1063/5.0019054. (published) [Bridges Regular, PSC, 
Stampede, TACC] 
376. Saglam, A. S., and L. T. Chong (2019), Protein–protein binding pathways and calculations of rate constants using fully-
continuous, explicit-solvent simulations, Chemical Science, 10(8), 2360–2372, doi:10.1039/c8sc04811h. (published) 
[Stampede, TACC] 
140. TG-MCB120011 
377. Lindsay, R. J., R. A. Mansbach, S. Gnanakaran, and T. Shen (2021), Effects of pH on an IDP conformational ensemble 
explored by molecular dynamics simulation, Biophysical Chemistry, 271, 106552, doi:10.1016/j.bpc.2021.106552. 
(published) [Stampede, TACC] 
141. TG-MCB130173 
378. Acharya, A., J. Stockmann, L. Beyer, T. Rudack, A. Nabers, J. C. Gumbart, K. Gerwert, and V. S. Batista (2020), The Effect 
of (−)-Epigallocatechin-3-Gallate on the Amyloid-β Secondary Structure, Biophysical Journal, 119(2), 349–359, 
doi:10.1016/j.bpj.2020.05.033. (published) 
379. Guerin, J., I. Botos, Z. Zhang, K. Lundquist, J. C. Gumbart, and S. K. Buchanan (2020), Structural insight into toxin 
secretion by contact-dependent growth inhibition transporters, eLife, 9, doi:10.7554/elife.58100. (published) 
380. Gumbart, J., Ferreira, J., Hwang, H., Hazel, A., Parks, J., et al. 2021. Peptidoglycan localizes to the AcrA-TolC interface in 
the AcrAB-TolC multidrug efflux pump. (submitted) 
381. Heinrich, F. et al. (2020), Synergistic Biophysical Techniques Reveal Structural Mechanisms of Engineered Cationic 
Antimicrobial Peptides in Lipid Model Membranes, Chemistry – A European Journal, 26(28), 6247–6256, 
doi:10.1002/chem.202000212. (published) 
382. Itskanov, S., K. M. Kuo, J. C. Gumbart, and E. Park (2021), Stepwise gating of the Sec61 protein-conducting channel by 
Sec63 and Sec62, Nature Structural & Molecular Biology, 28(2), 162–172, doi:10.1038/s41594-020-00541-x. 
(published) 
383. Liu, J., and J. C. Gumbart (2020), Membrane thinning and lateral gating are consistent features of BamA across 
multiple species, edited by J. Slusky, PLOS Computational Biology, 16(10), e1008355, 
doi:10.1371/journal.pcbi.1008355. (published) 
384. Liu, J. et al. (2021), Bifunctional Janus Particles as Multivalent Synthetic Nanoparticle Antibodies (SNAbs) for 
Selective Depletion of Target Cells, Nano Letters, 21(1), 875–886, doi:10.1021/acs.nanolett.0c04833. (published) 
385. Pang, Y. T., A. Pavlova, E. Tajkhorshid, and J. C. Gumbart (2020), Parameterization of a drug molecule with a halogen 
σ-hole particle using ffTK: Implementation, testing, and comparison, The Journal of Chemical Physics, 153(16), 
164104, doi:10.1063/5.0022802. (published) 
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386. Ryoo, D., M. O. Rydmark, Y. T. Pang, K. P. Lundquist, D. Linke, and J. C. Gumbart (2020), BamA is required for 
autotransporter secretion, Biochimica et Biophysica Acta (BBA) - General Subjects, 1864(7), 129581, 
doi:10.1016/j.bbagen.2020.129581. (published) 
387. Sandoz, K. M. et al. (2020), β-Barrel proteins tether the outer membrane in many Gram-negative bacteria, Nature 
Microbiology, 6(1), 19–26, doi:10.1038/s41564-020-00798-4. (published) 
388. Stevens, C., Pandya, A., Li, W., Li, Y., Mehla, J., et al. 2021. Transmembrane proton transfer activity of the reconstituted 
Mycobacterium tuberculosis MmpL3 transporter and analogs is modulated by substrate mimics and 
indolecarboxamide inhibitors. (submitted) 
389. Toosi, Z., Su, X., Austin, R., Choudhury, S., Li, W., et al. 2021. Combinatorial phosphorylation modulates the structure 
and function of the G protein gamma subunit in yeast. (submitted) 
390. Wu, R., Bakelar, J., Lundquist, K., Zhang, Z., Kuo, K., et al. 2021. Plasticity within the barrel domain of BamA mediates a 
hybrid-barrel mechanism by BAM . (submitted) 
391. Yu, B., Choudhury, M., Benoit, S., Acharya, A., Kumar, A., et al. 2021. Towards overcoming bacterial multi-drug 
resistance (MDR): Development of highly potent small-molecule sensitizers of bacteria towards existing antibiotics. 
(submitted) 
142. TG-MCB130177 
392. Lopez-Redondo, M., S. Fan, A. Koide, S. Koide, O. Beckstein, and D. L. Stokes (2020), Zinc Dependent Conformational 
Changes in the Cation Diffusion Facilitator YiiP from S. oneidensis, , doi:10.1101/2020.12.29.424758. (published) 
[Bridges GPU, PSC] 
143. TG-MCB140110 
393. Ingber, L. 2021. Forecasting {COVID}-19 with importance-sampling and path-integrals. (accepted) [Comet, Data 
Oasis, SDSC] 
394. Ingber, L. 2021. Quantum calcium-ion affective influences measured by EEG. (accepted) [Comet, Data Oasis, SDSC] 
395. Ingber, L. 2021. Revisiting our quantum world. A. Hooke, eds.IGI Global: Hershey, PA. 
https://www.ingber.com/quantum20_techcast.pdf . (accepted) [Comet, Data Oasis, SDSC] 
144. TG-MCB140143 
396. Kisiela, D., Magala, P., Interlandi, G., Carlucci, L., Ramos, A., et al. 2020. Toggle switch residues and allosteric 
transitions in bacterial adhesins. (submitted) [Comet, SDSC] 
145. TG-MCB150001 
397. Khuttan, S., Azimi, S., Wu, J., Gallicchio, E. 2021. Alchemical Transformations for Concerted Hydration Free Energy 
Estimation with Explicit Solvation. (published) [Comet, SDSC] 
398. Wu, J., Azimi, S., Khuttan, S., Deng, N., Gallicchio, E. 2021. Alchemical Transfer Approach to Absolute Binding Free 
Energy Estimation. (published) [Comet, SDSC] 
146. TG-MCB150128 
399. Hays, J. M., E. Boland, and P. M. Kasson (2021), Inference of Joint Conformational Distributions from Separately 
Acquired Experimental Measurements, The Journal of Physical Chemistry Letters, 12(6), 1606–1611, 
doi:10.1021/acs.jpclett.0c03623. (published) [Bridges GPU, Comet, PSC, SDSC] 
147. TG-MCB160013 
400. Nicolaus, F., A. Metola, D. Mermans, A. Liljenström, A. Krč, S. M. Abdullahi, M. Zimmer, T. F. Miller III, and G. von Heijne 
(2021), Residue-by-residue analysis of cotranslational membrane protein integration in vivo, eLife, 10, 
doi:10.7554/elife.64302. (published) [Bridges Regular, PSC, Pylon] 
148. TG-MCB160049 
401. Costache, V., S. P. Garcia, C. N. Plancke, J. Li, S. Begnaud, S. K. Suman, A.-C. Reymann, T. Kim, and F. B. Robin (2020), 
Rapid assembly of a polar network architecture drives efficient actomyosin contractility, , 
doi:10.1101/2020.12.08.406298. (published) [Comet, SDSC] 
402. Nam, S., Y. Lin, T. Kim, and O. Chaudhuri (2021), Cellular Pushing Forces during Mitosis Drive Mitotic Elongation in 
Collagen Gels, Advanced Science, 8(4), 2000403, doi:10.1002/advs.202000403. (published) [Comet, SDSC] 
RY5 Annual Report & PY11 Program Plan Page 176 
149. TG-MCB160062, TG-OCE200002 
403. Love, C. R., E. C. Arrington, K. M. Gosselin, C. M. Reddy, B. A. S. Van Mooy, R. K. Nelson, and D. L. Valentine (2021), 
Microbial production and consumption of hydrocarbons in the global ocean, Nature Microbiology, 6(4), 489–498, 
doi:10.1038/s41564-020-00859-8. (published) 
150. TG-MCB170020 
404. Damre, M., A. Dayananda, R. A. Varikoti, G. Stan, and R. I. Dima (2020), Factors Underlying Asymmetric Dynamics of 
Disaggregase and Microtubule Severing AAA+ Machines, , doi:10.1101/2020.11.25.398420. (submitted) [Bridges 
GPU, PSC, Pylon] 
151. TG-MCB180022 
405. Ghaemi, Z., M. Gruebele, and E. Tajkhorshid (2021), Molecular Mechanism of Capsid Disassembly in Hepatitis B Virus, 
, doi:10.1101/2021.02.08.430262. (published) [Comet, TACC] 
152. TG-MCB180037 
406. Wang, X. et al. (2021), Therapeutic Targeting of Nemo-like Kinase in Primary and Acquired Endocrine-resistant 
Breast Cancer, Clinical Cancer Research, 27(9), 2648–2662, doi:10.1158/1078-0432.ccr-20-2961. (published) 
[Bridges Large, PSC] 
153. TG-MCB190004 
407. Agarwal, S., Chan, F., Gazzola, M., Hilgenfeldt, S. 2020. An unrecognized force in inertial microfluidics. (published) 
[Stampede2, TACC] 
408. Bhosale, Y., Parthasarathy, T., Gazzola, M. 2020. A remeshed vortex method for mixed rigid/soft body fluid--structure 
interaction. (published) [Stampede2, TACC] 
409. Bhosale, Y., Parthasarathy, T., Gazzola, M. 2020. A remeshed vortex method for mixed rigid/soft body fluid--structure 
interaction. (published) [Stampede2, TACC] 
410. Chan, F., Bhosale, Y., Parthasarathy, T., Gazzola, M. 2020. Effects of geometry and topology in 3D viscous streaming. 
(published) [Stampede2, TACC] 
411. Parthasarathy, T., Bhosale, Y., Gazzola, M. 2020. A simple, rigorous benchmark for fully coupled flow--structure 
interaction algorithms. (published) [Bridges Regular, PSC, Stampede2, TACC] 
412. Vishwanathan, G., Bhosale, Y., Parthasarathy, T., Juarez, G., Gazzola, M. 2020. Curvature effects in streaming: 
simulations, experiments and applications. (published) [Stampede2, TACC] 
413. Wang, J., Park, J., Zhang, X., Park, I., Kilicarslan, E., et al. 2020. Computationally assisted design and selection of 
maneuverable biological walking machines. (published) [Bridges Regular, PSC, Stampede2, TACC] 
154. TG-MCB190086 
414. Hollingsworth, L. R., H. Sharif, A. R. Griswold, P. Fontana, J. Mintseris, K. B. Dagbay, J. A. Paulo, S. P. Gygi, D. A. 
Bachovchin, and H. Wu (2021), DPP9 sequesters the C terminus of NLRP1 to repress inflammasome activation, 
Nature, 592(7856), 778–783, doi:10.1038/s41586-021-03350-4. (published) [Bridges GPU, Bridges Regular, PSC] 
155. TG-MCB190123 
415. Zhang, D., Pineda-Willis, C., Brun, P., Vickers, L., Gao, N., et al. 2021. Retinoid-Containing Lipofibroblasts and 
Dysfunctional Epithelia in a Mutant Surfactant Model of Pulmonary Fibrosis. (in preparation) [Ranch, Stampede, 
TACC] 
156. TG-MCB190186 
416. Padilla-Sanchez, V. 2021. CASC Brochure 2021. Cover figure and article. Coalition for Academic Scientific 
Computation. https://casc.org/wp-content/uploads/2021/01/CASC-2021-Brochure-FINAL-JW.pdf. (published) 
[Bridges Large, PSC] 
417. Padilla-Sanchez, V. (2021), SARS-CoV-2 Structural Analysis of Receptor Binding Domain New Variants from United 
Kingdom and South Africa, Research Ideas and Outcomes, 7, doi:10.3897/rio.7.e62936. (published) [PSC, Ranch, 
TACC] 
418. Padilla-Sanchez, V., Rao, V. 2021. Molecular Cloud. DOI:10.13140/RG.2.2.30748.51846. (published) [Ranch, TACC] 
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157. TG-MCB200061 
419. Peters, M. H., O. Bastidas, D. S. Kokron, and C. E. Henze (2020), Static all-atom energetic mappings of the SARS-Cov-2 
spike protein and dynamic stability analysis of “Up” versus “Down” protomer states, edited by O. Millet, PLOS ONE, 
15(11), e0241168, doi:10.1371/journal.pone.0241168. (published) 
158. TG-MSS160001 
420. Demirtas, A., C. S. Rajapakse, and A. Ural (2020), Assessment of the multifactorial causes of atypical femoral fractures 
using a novel multiscale finite element approach, Bone, 135, 115318, doi:10.1016/j.bone.2020.115318. (published) 
[Comet, SDSC] 
421. Demirtas, A., and A. Ural (2018), Interaction of Microcracks and Tissue Compositional Heterogeneity in Determining 
Fracture Resistance of Human Cortical Bone, Journal of Biomechanical Engineering, 140(9), doi:10.1115/1.4040123. 
(published) [Comet, SDSC] 
422. Demirtas, A., and A. Ural (2018), Material heterogeneity, microstructure, and microcracks demonstrate differential 
influence on crack initiation and propagation in cortical bone, Biomechanics and Modeling in Mechanobiology, 17(5), 
1415–1428, doi:10.1007/s10237-018-1035-6. (published) [Comet, SDSC] 
423. Wang, Y., and A. Ural (2019), A finite element study evaluating the influence of mineralization distribution and 
content on the tensile mechanical response of mineralized collagen fibril networks, Journal of the Mechanical 
Behavior of Biomedical Materials, 100, 103361, doi:10.1016/j.jmbbm.2019.07.019. (published) [Comet, SDSC] 
424. Wang, Y., and A. Ural (2020), A three-dimensional multiscale finite element model of bone coupling mineralized 
collagen fibril networks and lamellae, Journal of Biomechanics, 112, 110041, doi:10.1016/j.jbiomech.2020.110041. 
(published) [Comet, SDSC] 
159. TG-MSS160013 
425. Mesgarnejad, A., and A. Karma (2020), Vulnerable window of yield strength for swelling-driven fracture of phase-
transforming battery materials, npj Computational Materials, 6(1), doi:10.1038/s41524-020-0315-8. (published) 
426. Mesgarnejad, A., C. Pan, R. M. Erb, S. J. Shefelbine, and A. Karma (2020), Crack path selection in orientationally 
ordered composites, Physical Review E, 102(1), doi:10.1103/physreve.102.013004. (published) 
160. TG-MSS160013, TG-MSS200005 
427. Zando, R. B., A. Mesgarnejad, C. Pan, S. J. Shefelbine, A. Karma, and R. M. Erb (2021), Enhanced toughness in ceramic-
reinforced polymer composites with herringbone architectures, Composites Science and Technology, 204, 108513, 
doi:10.1016/j.compscitech.2020.108513. (published) 
161. TG-MSS170032 
428. Bhaskar, A., B. Shayak, R. H. Rand, and A. T. Zehnder (2021), Synchronization characteristics of an array of coupled 
MEMS limit cycle oscillators, International Journal of Non-Linear Mechanics, 128, 103634, 
doi:10.1016/j.ijnonlinmec.2020.103634. (published) [Bridges Regular, PSC, Pylon] 
162. TG-MSS180024 
429. Zhang, Z., Gu, G. 2021. Physics-informed deep learning for digital materials. (accepted) 
163. TG-MSS190010 
430. Johlas, H. M., L. A. Martínez‐Tossas, M. J. Churchfield, M. A. Lackner, and D. P. Schmidt (2021), Floating platform effects 
on power generation in spar and semisubmersible wind turbines, Wind Energy, doi:10.1002/we.2608. (published) 
[Comet, SDSC] 
164. TG-MSS190025 
431. Donaldson, R., He, J. 2021. Instantaneous ultrasound computed tomography using deep convolutional neural 
networks . SPIE Smart Structures/NDE (San Diego ). (accepted) 
432. He, J., Rao, J., Fleming, J., Gharti, H., Nguyen, L., et al. 2021. Numerical Ultrasonic Full Waveform Inversion (FWI) for 
Complex Structures in Coupled 2DSolid/Fluid Media. (submitted) 
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165. TG-MSS200004 
433. Yadav, U., S. Pathrudkar, and S. Ghosh (2021), Interpretable machine learning model for the deformation of 
multiwalled carbon nanotubes, Physical Review B, 103(3), doi:10.1103/physrevb.103.035407. (published) [Bridges 
Regular, Comet, PSC] 
166. TG-OCE140023 
434. Farsoiya, P., Popinet, S., Deike, L. 2021. Bubble mediated gas transfer in turbulence.. (submitted) 
435. Mostert, W., and L. Deike (2020), Inertial energy dissipation in shallow-water breaking waves, Journal of Fluid 
Mechanics, 890, doi:10.1017/jfm.2020.83. (published) 
436. Perrard, S., Riviere, A., Mostert, W., Deike, L. 2021. Bubble deformation by a turbulent flow. (submitted) 
437. Riviere, A., Mostert, W., Perrard, S., Deike, L. 2021. Sub-Hinze scale bubble production in turbulent bubble break-up.. 
(submitted) 
167. TG-PHY090031 
438. Birk, P., V. Stooß, M. Hartmann, G. D. Borisova, A. Blättermann, T. Heldt, K. Bartschat, C. Ott, and T. Pfeifer (2020), 
Attosecond transient absorption of a continuum threshold, Journal of Physics B: Atomic, Molecular and Optical 
Physics, 53(12), 124002, doi:10.1088/1361-6455/ab7c3f. (published) 
439. Chen, Z., F. Liu, H. Wen, T. Morishita, O. Zatsarinny, and K. Bartschat (2020), Nonsequential double ionization of Ar in 
near-single-cycle laser pulses, Optics Express, 28(15), 22231, doi:10.1364/oe.398035. (published) [Stampede2, 
TACC] 
440. Chen, Z., H. Wen, F. Liu, T. Morishita, O. Zatsarinny, and K. Bartschat (2020), Intensity dependence in nonsequential 
double ionization of helium, Optics Express, 28(5), 6490, doi:10.1364/oe.386971. (published) [Stampede2, TACC] 
441. Chetty, D. et al. (2020), Observation of dynamic Stark resonances in strong-field excitation, Physical Review A, 101(5), 
doi:10.1103/physreva.101.053402. (published) [Bridges Regular, Comet, Stampede2] 
442. De Silva, A. H. N. C. et al. (2021), Using Circular Dichroism to Control Energy Transfer in Multiphoton Ionization, 
Physical Review Letters, 126(2), doi:10.1103/physrevlett.126.023201. (published) [Bridges Regular, Comet, 
Stampede2] 
443. Hamilton, K., Zatsarinny, O., Bartschat, K., Rabasović, M., Šević, D., et al. 2020. Electron-impact excitation of the 
(5s25p) P1/22→(5s26s) S1/22 transition in indium: Theory and experiment. DOI:10.1103/physreva.102.022801. 
(published) [Bridges Regular, Comet, Stampede2] 
444. Meister, S. et al. (2020), Photoelectron spectroscopy of laser-dressed atomic helium, Physical Review A, 102(6), 
doi:10.1103/physreva.102.062809. (published) [Bridges Regular, Comet, PSC, SDSC, Stampede2, TACC] 
445. Pauly, T., A. Bondy, K. R. Hamilton, N. Douguet, X.-M. Tong, D. Chetty, and K. Bartschat (2020), Ellipticity dependence 
of excitation and ionization of argon atoms by short-pulse infrared radiation, Physical Review A, 102(1), 
doi:10.1103/physreva.102.013116. (published) [Bridges Regular, Comet, Stampede2] 
446. Schneider, B. I. et al. (2020), Atomic and Molecular Scattering Applications in an Apache Airavata Science Gateway, 
Practice and Experience in Advanced Research Computing, doi:10.1145/3311790.3397342. (published) [Bridges 
Regular, Comet, Stampede2] 
168. TG-PHY150003 
447. Giannakeas, P., M. T. Eiles, F. Robicheaux, and J. M. Rost (2020), Dressed Ion-Pair States of an Ultralong-Range 
Rydberg Molecule, Physical Review Letters, 125(12), doi:10.1103/physrevlett.125.123401. (published) 
448. Giannakeas, P., M. T. Eiles, F. Robicheaux, and J. M. Rost (2020), Generalized local frame-transformation theory for 
ultralong-range Rydberg molecules, Physical Review A, 102(3), doi:10.1103/physreva.102.033315. (published) 
169. TG-PHY160006 
449. Marayikkottu, A. V., S. S. Sawant, D. A. Levin, C. Huang, M. Schoenitz, and E. L. Dreizin (2021), Study of particle lifting 
mechanisms in an electrostatic discharge plasma, International Journal of Multiphase Flow, 137, 103564, 
doi:10.1016/j.ijmultiphaseflow.2021.103564. (published) 
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170. TG-PHY160030, TG-PHY170035 
450. Catterall, S., J. Giedt, R. G. Jha, D. Schaich, and T. Wiseman (2020), Three-dimensional super-Yang-Mills theory on the 
lattice and dual black branes, Physical Review D, 102(10), doi:10.1103/physrevd.102.106009. (published) [Comet, 
SDSC] 
451. Catterall, S., J. Giedt, and G. C. Toga (2020), Lattice $$ \mathcal{N} $$ = 4 super Yang-Mills at strong coupling, Journal 
of High Energy Physics, 2020(12), doi:10.1007/jhep12(2020)140. (published) [Comet, SDSC] 
171. TG-PHY190005 
452. Edwards, R. (2020), Hadron Spectroscopy, Proceedings of 37th International Symposium on Lattice Field Theory — 
PoS(LATTICE2019), doi:10.22323/1.363.0253. (published) [PSC, Stampede, Stampede2, TACC] 
453. Hansen, M., Briceño, R., Edwards, R., Thomas, C., Wilson, D., et al. 2021. Energy-Dependent π+π+π+ Scattering 
Amplitude from QCD. DOI:10.1103/physrevlett.126.012001. (published) [PSC, Stampede, Stampede2, TACC] 
454. Woss, A., Dudek, J., Edwards, R., Thomas, C., Wilson, D., et al. 2021. Decays of an exotic 1−+ hybrid meson resonance in 
QCD. DOI:10.1103/physrevd.103.054502. (published) [PSC, Stampede, TACC] 
455. Woss, A. J., D. J. Wilson, and J. J. Dudek (2020), Efficient solution of the multichannel Lüscher determinant condition 
through eigenvalue decomposition, Physical Review D, 101(11), doi:10.1103/physrevd.101.114505. (published) 
[PSC, TACC] 
172. TG-PHY190014 
456. Heinonen, R. A., and P. H. Diamond (2020), Learning how structures form in drift-wave turbulence, Plasma Physics 
and Controlled Fusion, 62(10), 105017, doi:10.1088/1361-6587/abad02. (published) [Comet, SDSC] 
173. TG-PHY190024 
457. Kavai, M. et al. (2021), Inhomogeneous Kondo-lattice in geometrically frustrated Pr2Ir2O7, Nature Communications, 
12(1), doi:10.1038/s41467-021-21698-z. (published) [Comet] 
174. TG-PHY190038 
458. Aggarwal, N., Winstone, G., Teo, M., Baryakhtar, M., Larson, S., et al. 2020. Searching for new physics with a levitated-
sensor-based gravitational-wave detector. (published) [Bridges Large] 
175. TG-SBE180004, TG-TRA190015 
459. Rhoads, S. A., E. M. Cardinale, K. O’Connell, A. L. Palmer, J. W. VanMeter, and A. A. Marsh (2020), Mapping neural 
activity patterns to contextualized fearful facial expressions onto callous-unemotional (CU) traits: intersubject 
representational similarity analysis reveals less variation among high-CU adolescents, Personality Neuroscience, 3, 
doi:10.1017/pen.2020.13. (published) [Bridges Large, Bridges Regular, PSC, Pylon] 
176. TG-SES120001 
460. Chao, Y., C. Yao, and M. Ye (2018), Why Discrete Price Fragments U.S. Stock Exchanges and Disperses Their Fee 
Structures, The Review of Financial Studies, 32(3), 1068–1101, doi:10.1093/rfs/hhy073. (published) [Bridges 
Regular, PSC, Pylon] 
461. CHINCO, A., A. D. CLARK-JOSEPH, and M. YE (2018), Sparse Signals in the Cross-Section of Returns, The Journal of 
Finance, 74(1), 449–492, doi:10.1111/jofi.12733. (published) [Bridges Regular, PSC, Pylon] 
462. Clark-Joseph, A. D., M. Ye, and C. Zi (2017), Designated market makers still matter: Evidence from two natural 
experiments, Journal of Financial Economics, 126(3), 652–667, doi:10.1016/j.jfineco.2017.09.001. (published) 
[Bridges Regular, PSC, Pylon] 
463. Yao, C., and M. Ye (2018), Why Trading Speed Matters: A Tale of Queue Rationing under Price Controls, The Review of 
Financial Studies, 31(6), 2157–2183, doi:10.1093/rfs/hhy002. (published) [Bridges Regular, PSC, Pylon] 
177. TG-SES140016 
464. Whited, T., Zhao, J. 2020. The Misallocation of Finance. (accepted) [SDSC] 
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178. TG-SES170014, TG-SES190004 
465. Ajayakumar, J., and E. Shook (2020), Leveraging parallel spatio-temporal computing for crime analysis in large 
datasets: analyzing trends in near-repeat phenomenon of crime in cities, International Journal of Geographical 
Information Science, 34(9), 1683–1707, doi:10.1080/13658816.2020.1732393. (published) [Bridges Regular, PSC, 
Pylon] 
466. Ajayakumar, J., E. Shook, and V. K. Turner (2017), Normalization Strategies for Enhancing Spatio-Temporal Analysis 
of Social Media Responses during Extreme Events: A Case Study based on Analysis of Four Extreme Events using 
Socio-Environmental Data Explorer (SEDE), ISPRS Annals of Photogrammetry, Remote Sensing and Spatial 
Information Sciences, IV-4/W2, 139–146, doi:10.5194/isprs-annals-iv-4-w2-139-2017. (published) [Bridges 
Regular, PSC, Pylon] 
179. TG-SES170016 
467. Puthanveetil Satheesan, S., A. B. Craig, and Y. Zhang (2019), A Historical Big Data Analysis to Understand the Social 
Construction of Juvenile Delinquency in the United States, 2019 15th International Conference on eScience 
(eScience), doi:10.1109/escience.2019.00094. (published) 
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13. Collaborations 
XSEDE considers collaboration within the research community to be essential to the advancement of all 
fields of research. It is XSEDE’s policy and practice to encourage and engage in collaborations, where 
applicable. 
In addition to the collaborations with Service Providers via the SP Forum (§14), XSEDE collaborates 
with NSF awardees and other domestic and international projects. 
The following list represents the active collaborations with NSF awardees: 
 
PI/Contact NSF Proposal Title Award Number 
David Anderson Mainstreaming Volunteer Computing 1105572 
Ian Foster SI2-SSI: SciDaaS -- Scientific data management as a 
service for small/medium labs 
1148484 
Abani Patra Collaborative Research: Integrated HPC Systems Usage 
and Performance of Resources Monitoring and Modeling 
(SUPReMM- SUNY Buffalo) 
1203560 
Abani Patra Collaborative Research: Integrated HPC Systems Usage 
and Performance of Resources Monitoring and Modeling 
(SUPReMM- UT-Austin) 
1203604 
Von Welch Center for Trustworthy Scientific Cyberinfrastructure 
(CTSC) 
1234408 
Kevin Franklin Latin America-US Institute 2013: Methods in 
Computational Discovery for Multidimensional Problem 
Solving 
1242216 
Nicholas Berente EAGER proposal: Toward a Distributed Knowledge 
Environment for Research into Cyberinfrastructure: 
Data, Tools, Measures, and Models for Multidimensional 
Innovation Network Analysis 
1348461 
Jerzy Bernholc Multiscale Software for Quantum Simulations in 
Materials Design, Nano Science and Technology 
1339844 
Seung-Jong Park MRI: Acquisition of SuperMIC-- A Heterogeneous 
Computing Environment to Enable Transformation of 
Computational Research and Education in the State of 
Louisiana 
1338051 
Marlon Pierce Open Gateway Computing Environments Science 
Gateways Platform as a Service (OGCE SciGaP) 
1339774  
Steven Tuecke Sustaining Globus Toolkit for the NSF Community 
(Sustain-GT) 
1339873 
Kathy L. Benninger CC-NIE Integration: Developing Applications with 
Networking Capabilities via End-to-End SDN (DANCES) 
1341005 
Renata Wentacovitch Quantum Mechanical Modeling of Major Mantle 
Materials 
0635990  
Dr. Kate Keahey A Large-Scale, Community-Driven Experimental 
Environment for Cloud Research 
1419141 
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Shaowen Wang MRI: Acquisition of a National CyberGIS Facility for 
Computing- and Data-Intensive Geospatial Research and 
Education 
1429699 
Todd Martinez Acquisition of an Extreme GPU cluster for 
Interdisciplinary Research 
1429830 
Donna Cox The Centrality of Advanced Digitally-ENabled Science: 
CADENS 
1445176 
Robert Ricci CloudLab: Flexible Scientific Infrastructure to Support 
Fundamental Advances in Cloud Architectures and 
Applications 
1419199 
Dr. Kerk F. Kee, Almadena 
Y. Chtchelkanova 
RUI: CAREER Organizational Capacity and Capacity 
Building for Cyberinfrastructure Diffusion 
1453864  
Nicholas Berente Fostering Successful Innovative Large-Scale, Distributed 
Science and Engineering Projects through Integrated 
Collaboration 
1551609  
Allen Pope EarthCube RCN: Collaborative Research: Research 
Coordination Network for High Performance Distributed 
Computing in the Polar Sciences 
1541620 
Thomas Hauser MRI Collaborative Consortium: Acquisition of a Shared 
Supercomputer by the Rocky Mountain Advanced 
Computing Consortium 
1532236  
Edward Seidel BD Hubs: Midwest: “SEEDCorn: Sustainable Enabling 
Environment for Data Collaboration that you are 
proposing in response to the NSF Big Data Regional 
Innovation Hubs (BD Hubs): Accelerating the Big Data 
Innovation Ecosystem (NSF 15-562) solicitation 
1550320  
Alexander Withers Secure Data Architecture: Shared Intelligence Platform 
for Protecting our National Cyberinfrastructure” that 
you are proposing in response to the NSF Cybersecurity 
Innovation for Cyberinfrastructure (NSF 15-549) 
solicitation 
1547249  
James Basney CILogon 2.0 project that you are proposing in response 
to the NSF Cybersecurity Innovation for 
Cyberinfrastructure (NSF 15-549) solicitation 
1547268  
Bertram Ludaescher DIBBs: Merging Science and Cyberinfrastructure 
Pathways: The Whole Tale 
1541450 
Philip J. Puxley Associated Universities, Inc. (AUI) and the National 
Radio Astronomy Observatory (NRAO) 
1519126  
J. Bernholc SI2-SSE: Multiscale Software for Quantum Simulations of 
Nanostructured Materials and Devices 
1615114 
David Anderson Collaborative Research: SI2-SSI: Adding Volunteer 
Computing to the Research Cyberinfrastructure 
1550601 
Thomas Crawford Molecular Sciences Software Institute (MolSSI) that you 
are proposing in response to the NSF Scientific Software 
Innovation Institutes (S2I2, NSF 15-553) solicitation 
1547580 
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Nancy Wilkins-Diehr Science Gateways Software Institute for NSF Scientific 
Software Innovation Institutes (S2I2, NSF 15-553) 
solicitation 
1547611 
Ron Hawkins CC* Compute: BioBurst in response to the Campus 
Cyberinfrastructure (CC*) Program solicitation (NSF 16-
567) 
1659104 
Farzad Mashayek CC* Networking Infrastructure: Building HPRNet (High-
Performance Research Network) for advancement of 
data intensive research and collaboration 
1659255 
Ewa Deelman SI2-SSI: Pegasus: Automating compute and data 
intensive science 
1664162 
Doug Jennewein MRI: Acquisition of the Lawrence Supercomputer to 
Advance Multidisciplinary Research in South Dakota 
1626516 
James Basney SciTokens 1738962 
Dirk Colbry Cybertraining:CIP – Professional Training for 
CyberAmbassadors 
1730137 
Eric Shook Collaborative Research: CyberTraining: CIU: Hour of 
Cyberinfrastructure: Developing Cyber Literacy for 
Geographic Information Science 
1829708 
Jennifer M. Schopf CC* NPEO: A Sustainable Center for Engagement and 
Networks 
1826994 
Alex Szalay Collaborative Research: Building the Community for the 
Open Storage Network 
1747493 
Von Welch CICI: CSRC: Research Security Operations Center 
(ResearchSOC) 
1840034 
Larry Smarr CC* NPEO: Towards the National Research Platform 1826967 
Thomas Doak Collaborative Research: ABI Sustaining: The National 
Center for Genome Analysis Support 
1759906 
Kenton McHenry Framework: Data: Clowder - Open Source 
Customizable Research Data Management, Plus 1835834 
Peter Kasson  SI2-SSI Collaborative Research: SCALE-MS-Scalable 
Adaptive Large Ensembles of Molecular Simulations 
1835780 
Mao Ye  A Workshop to Jumpstart High-Performance Computing 
in Finance/ BIGDATA: IA: Collaborative Research: 
Understanding the Financial Market Ecosystem 
1838183 
Dmitry Pekurovsky Elements: Software: Multidimensional Fast Fourier 
Transforms on the Path to Exascale 
1835885 
Von Welch CICI: CCoE: Trusted CI: Advancing Trustworthy Science 1920430 
Rudolph Eigenmann MRI: Acquisition of a Big Data and High Performance 
Computing System to Catalyze Delaware Research and 
Education 
1919839 
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Ian Foster Frameworks: funcX: A Function Execution Service for Portability and Performance 2004894 
William Gropp Category I: Crossing the Divide Between Today's 
Practice and Tomorrow's Science 
2005572 
X. Carol Song Category I: Anvil - A national advanced computational 
resource to meet the changing needs of the nation’s 
research and education communities 
2005632 
David Y. Hancock Category I – Jetstream 2: On-demand high performance 
computing 
2005506 
Honggao Liu MRI: Acquisition of FASTER - Fostering Accelerated 
Sciences Transformation Education and Research 
2019129 
Elise D. Miller-Hooks MRI: Acquisition of an Adaptive Computing 
Infrastructure to Support Compute- and Data-Intensive 
Multidisciplinary Research 
2018631 
Amy Roberts Collaborative research: Elements: Shared data-delivery infrastructure to enable discovery with the next 




The following list represents other active formal domestic and international collaborations: 
Project Collaboration Summary 
Domestic Collaborations 
Marshall University - 
Campus Bridging Site (CRI) 
Indiana University CRI staff visited Marshall University for server build 
and XSEDE software toolkit installation 
Southern Illinois University - 
Campus Bridging Site (CRI) 
Indiana University CRI staff visited Southern Illinois University for 
server build and XSEDE software toolkit installation 
Bentley University - 
Campus Bridging Site (CRI) 
Indiana University CRI staff visited Bentley University for server build 
and XSEDE software toolkit installation 
University Texas El Paso - 
Campus Bridging Site (CRI) 
Indiana University CRI staff visited University Texas El Paso for server 
build and XSEDE software toolkit installation 
Brandeis University - 
Campus Bridging Site (CRI) 
Indiana University CRI staff visited Brandeis University for server build 
and XSEDE software toolkit installation 
Incorporated Research 
Institutions for Seismology (IRIS) 
Indiana University partnering with IRIS to use the Jetstream system to 
disseminate data to the research community 
CyVerse Indiana University partnered with CyVerse projects to deploy and operate the Jetstream system as part of the XSEDE ecosystem 
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National Center for Genome Analysis 
Support (NCGAS) 
Indiana University partnered with the National Center for Genome 
Analysis Support to use the Jetstream system for creation of virtual 
machine images for research and analysis of genome data 
South Dakota State University - 
Campus Bridging Site 
Indiana University CRI staff visited SDSU for cluster build and XSEDE 
software toolkit installation 
Slippery Rock University - Campus 
Bridging Site 
Indiana University CRI staff visited Slippery Rock University for server 
build and XSEDE software toolkit installation 
Doane University - Campus Bridging 
Site 
Indiana University CRI staff visited Doane University for cluster build 
and XSEDE software toolkit installation 
UltraScan Science Gateway - Virtual 
Cluster CRI staff worked with UltraScan to create a virtual cluster in Jetstream 
3-D Quantitative Phenotyping 
Gateway - Virtual Cluster 
CRI staff worked with A. Murat Maga in order to create a virtual cluster 
in Jetstream for the biological sciences 
XSEDE Web SSO 
RACD is helping XSEDE federated services providers (XDMoD, CI-Tutor, 
and Cornell Virtual Workshop) to integrate with the XSEDE Web SSO 
capability. 
Use of XRAS by NCAR/CISL Agreement to use XRAS for managing the NCAR allocations 
Use of XRAS by NCAR/EOL 
Agreement to use XRAS to manage EOL Lower Atmosphere Observing 
Facilities (LAOF) allocations 
Use of XRAS by Blue Waters Agreement to use XRAS for managing the Blue Waters allocations 
Use of Information Services by UIUC 
Agreement to use Information Services to enable resource discovery in 
the UIUC Research Portal (https://researchit.illinois.edu) 
Delivering Kepler to XSEDE Users 
XSEDE Providing Capability Integration Assistance to make Kepler 
available to XSEDE users 
Open Storage Network CI integration 
collaboration 
XCI is participating in OSN software working group to facilitate 
documenting requirements and use cases, support the engineering 
process, and provide other useful XSEDE services 
Institute for Research on Innovation 
& Science (IRIS) 
Agreement to use network science methods and administrative data 
maintained by the Institute for Research on Innovation & Science to 
develop preliminary models that examine the scientific effects of 
XSEDE usage by researchers on more than 30 U.S. university campuses. 
International Collaborations 
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International HPC Summer School Partnership with PRACE (EU), RIKEN AICS (Japan), and Compute 
Canada (Canada) to familiarize the best students of the respective 
continents or countries in computational sciences with a strong bond 
to supercomputing with all major state-of-the-art aspects related to 
HPC for a broad range of scientific disciplines, catalyze the formation of 
networks, provide mentoring through faculty members and 
supercomputing experts from renowned HPC centers, and to facilitate 
international exchange and open further career options. 
Open Grid Forum (www.ogf.org) JP Navarro is GLUE working group chair. XSEDE leverages and 
influences infrastructure information management through this 
collaboration. 
HPC Development and Summer 
Exchange Program for HPC visiting 
staff  
Craig Stewart entered into a formal MOU of Collaboration with TU-
Dresden 
Membership in the Research Data 
Alliance (RDA) organization  
Indiana University entered into a formal membership agreement with 
RDA to explore open data standards as part of the international scope 
of the organization 
International grid computing research 
and education organization Indiana University participates as a contributing partner to summer 
teaching in the African Grid School 
 
International collaboration of 
regional research infrastructures 
(XSEDE, PRACE, and RIKEN) 
XSEDE entered into an MOU jointly with PRACE and RIKEN 
committing to opening lines of communications and seeking more 
areas of collaboration. This occurred in May 2017. 
Compute Canada Accounting Service Exploring possible collaboration on re-design of Federated Accounting 
Service  
WISE (Wise Information Security for 
Collaborating e-Infrastructures) 
Support trusted global framework where security experts can share 
information on topics such as risk management, experiences about 
certification processes and threat intelligence 
IGTF/TAGPMA To establish common policies and guidelines that help establish 
interoperable, global trust relations between providers of e-
Infrastructures and cyber-infrastructures, identity providers, and other 
qualified relying parties. 
International Identity Federation XCI-302: Participate in REFEDS Assurance Framework Pilot 
Engagement Group for 
Infrastructures (AEGIS) 
XCI-256: Participate in AARC Engagement Group for Infrastructures 
(AEGIS) 
Technische Universitat Darmstadt: 
ROI on academic advanced 
cyberinfrastructure systems 
Understanding ROI on university-owned advanced cyberinfrastructure 
systems, including cloud systems with Technische Universitat 
Darmstadt, RTWH Aachen University, & Technishe Universitat Dresden 
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ROI on academic advanced 
cyberinfrastructure systems 
Understanding ROI on university-owned advanced cyberinfrastructure 
systems, including cloud systems with Technische Universitat 
Darmstadt, RTWH Aachen University, & Technishe Universitat Dresden 
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14. Service Provider Forum Report 
Service Providers (SPs) are independently funded projects and/or organizations that provide 
cyberinfrastructure (CI) services to the science and engineering community. There is a rich diversity of 
SPs in the U.S. academic community, spanning centers that are funded by NSF to operate large-scale 
resources for the national research community to universities that provide resources and services to 
their campus researchers. The Service Provider Forum (SPF) is intended to facilitate this ecosystem of 
Service Providers, thereby advancing the science and engineering researchers that rely on these 
cyberinfrastructure services. The SPF has two primary elements of its charter:  
1. An open forum for discussion of topics of interest to the SP community 
2. A formal communication channel between the SPF members and the XSEDE project 
The SPF conducts its business primarily through conference calls scheduled on a biweekly cadence on 
Thursdays at 4PM Eastern Time. We meet at least once a month; if there is no new business to discuss 
within two weeks of a ‘held’ meeting, then that interim biweekly meeting is cancelled. Agendas are 
distributed in advance of the meetings and minutes are maintained on the XSEDE SP wiki 
(https://confluence.xsede.org/display/XT/XSEDE+Federation). NSF Program Officers are invited and 
occasionally participate. Many people from the XSEDE program routinely participate in SPF meetings to 
facilitate direct interaction with the XSEDE program. For example, regular updates are provided by John 
Towns (XSEDE PI) and Tim Boerner (XSEDE Deputy Project Director), Victor Hazlewood (XSEDE SP 
Coordinator), and other XSEDE management and area leads. Additional contributors from XSEDE and 
other organizations are frequently invited to brief the SPF on XSEDE topics or seek the Forum’s input in 
the development of program plans and activities.  
This report is the quarterly summary of the SPF’s activities covering the period of February 1, 2021 – 
April 30, 2021, as well as highlights across PY11. 
SP Forum Administrative and Membership Activities During the Reporting Quarter  
• Biweekly SPF meetings – attendance typically ranges from 20 to more than 30 participants 
• SP Forum participation at the 2020 XAB virtual meetings(Ruth Marinshaw, Dave Hancock, Jon 
Anderson) and 2021 XAB virtual meetings (Ruth Marinshaw, Dave Hancock, Dan Stanzione) 
• SP Forum participation at the biweekly XSEDE Senior Management Team calls and March 2021 
Quarterly Staff Meeting (Ruth Marinshaw) 
The full membership of the SP Forum is maintained on the XSEDE website, 
https://www.xsede.org/ecosystem/service-providers.  
Technical and programmatic discussions 
Noteworthy SPF activities from this reporting quarter include: 
• Regular attendance and updates by John Towns and Tim Boerner on the XSEDE project, including 
PY11 planning. 
• PY11 plans were discussed with XSEDE L2 areas in detailed, separate focus groups with SP Forum 
members to ensure that service providers’ needs and perspectives were reflected. 
• Regular attendance and updates by Tabitha Samuel on SP Coordination activities. 
• Discussion of NSF’s ACCESS solicitations and identification of gaps between the services currently 
delivered through XSEDE and those called out in ACCESS, and especially discussion of the impact of 
these gaps on the ability of allocated SPs to meet their grant commitments. A Forum response to the 
NSF solicitations and a set of questions was prepared with participation from all Forum members 
and was submitted to the NSF by SP Forum Chair Ruth Marinshaw. Allocated resource concerns 
were articulated by PSC’s Director, Shawn Brown. 
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• Planning for the wind down of XSEDE services, and the impact on SPs and SP-supported users, was 
discussed on several occasions. 
• XSEDE Quarterly meeting and XAB updates 
• Key presentations and discussion topics: 
o The Utah/Colorado consortium of participants in the CC* Cyberteam project discussed their 
experiences, activities and challenges fulfilling their CC* proposal “Creating a Community of 
Regional Data and Workflow Cyberinfrastructure Facilitators”. As the CI community thinks 
about how to connect service providers, resources, and programs without duplicating effort, 
it’s important that the SP Forum learn about and understand – and connect with – other 
NSF-funded service programs. 
o Linda Akli and Susan Mehringer discussed the XSEDE Terminology Task Force activities and 
plans. 
o Jaime Combariza from Johns Hopkins University discussed their Rockfish resource that will 
be allocated through XSEDE.  
o Claudia Costa and Harmony Jankowski led a discussion of XSEDE’s ROI activities and SP 
Survey to inform those efforts. 
o Election of 2021 SP Forum leadership roles: Chair – Ruth Marinshaw (Stanford University); 
Vice Chair – Mary Thomas (SDSC); L2 Lead – Jaime Combariza (Johns Hopkins University); 
L3 Lead – Andrew Keen (Michigan State University); XAB representatives – David Hancock 
(Indiana University), Dan Stanzione (TACC) 
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15. UAC 
XSEDE User Advisory Committee Report 
Reporting period: May 2020 through April 2021 
The XSEDE User Advisory Committee (UAC) represents the "user's voice" to XSEDE management, 
presenting recommendations regarding emerging needs and services and act as a sounding board for 
plans and suggested developments. It meets two or three times a year via conference call. The UAC 
makes suggestions to improve XSEDE operations and helps identify areas where more support 
expertise is required. It reviews findings of XSEDE's Performance Evaluation Plan, Self Assessment, and 
its User Survey. Subsets of the UAC advise XSEDE's Extended Collaborative Support Service (ECSS) 
management on where to dedicate support effort on community codes. One member of the UAC serves 
on the User Requirements Evaluation and Prioritization Working Group (UREP). The chair of the UAC 
(elected by its members) participates in regular XSEDE senior management meetings (currently bi-
weekly). 
There were three meetings of the UAC during this time period. The first meeting took place on 16 July 
2020. Six UAC members were present, including Richard Braatz, Dhruva Chakravoty, Tom Cheatham, 
Mark Miller, Deidre Shoemaker and Chair Emre Brookes. XSEDE staff present included Sergiu 
Sanielevici and John Towns. Towns presented a general XSEDE update to the committee members. This 
presentation included discussion on the results of the panel review. Highlighted were the proposed 
longitudinal studies, XSEDE’s response to COVID-19, and their enabling support of the COVID-19 HPC 
Consortium. This led to a discussion of how the lessons learned from XSEDE’s COVID-19 response could 
be leveraged to develop an “emergency preparedness plan”. The committee was interested in the 
impact of COVID-19 research on the support of existing users, which to date appears to be minimal. Of 
particular concern to committee members was the continuity of XSEDE services after the end of the 
XSEDE award. Towns indicated that a one year extension was possible, which would allow the 
extension of XSEDE services until August 2022, but that we had no assurance of continuity past the end 
of XSEDE. Concern was also addressed by the committee on the future of the Campus Champions 
program after XSEDE. Towns and Sanielevici provided highlights on upcoming NSF funded resources. 
This final point initiated committee discussion on developing user training for non-traditional 
resources. 
The second meeting took place on 14 December 2020. Eight committee members were present, 
including Diego Donzis, Mark Miller, Thomas Cheatham, Richard D Braatz, Deidre Shoemaker, Xuguang 
Wang, Dhruva Chakravorty and chair Emre Brookes. XSEDE staff present included John Towns, Tim 
Boerner, Julie Wernert, Tonya Miles and Sergiu Sanielevici. John Towns provided an XSEDE project 
update beginning with the expected release of a solicitation(s) for the follow-on to XSEDE. Towns 
voiced concerns about ensuring a smooth transition for users and services if the new awardee(s) are 
not identified with sufficient time before the end of the XSEDE award. COVID impact on XSEDE was 
discussed, and Towns mentioned that due to its virtual organization XSEDE was better prepared than 
more traditional organizations. Committee member Chakravorty stressed the point that organizations 
that have built “trust” fared better when moving to COVID mandated virtual meetings. This was 
followed by discussion of trust the community currently has for XSEDE and that any follow-on 
organization will need to maintain this trust. Additional discussion ensued on XSEDE’s role in the 
COVID-HPC consortium. An interesting point was brought up on leveraging the experience of building 
the COVID-HPC consortium to proactively prepare for potential future crisis needs.  
The next presentation was led by Julie Wernert covering the 2020 XSEDE User Survey (XUS) results and 
the 2021 XUS draft instrument. As in previous years, the 2020 XUS results were excellent. Multiple 
committee members requested some clarification on the 2020 XUS and suggested improvements for 
the draft 2021 XUS. 
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The third meeting took place on 19 February 2021. Seven committee members were present, including 
Diego Donzis, Mark Miller, Richard Braatz, Deirdre Shoemaker, Dhruva Chakravorty and chair Emre 
Brookes. XSEDE staff present included John Towns, Tim Boerner, Dave Hart and Sergiu Sanielevici. 
There were two presentations for discussion given. The first was from John Towns on the ACCESS 
solicitations. He began with an overview of the components and organization of the solicitations, 
highlighting differences with the existing XSEDE award. Of noted concern were “significant elements of 
the current program [XSEDE] that have no place in these [ACCESS] solicitations”. First and foremost, 
ECSS has no home in the new solicitations, which has been one of the most successful elements of 
XSEDE and has benefited many researchers. Also missing is CEE, which includes community 
engagement, student programs and workforce development. It was noted that we have no insight into 
any future solicitations from NSF which may address these major shortcomings. Followup discussion 
included concerns on the impact of the loss of ECSS for enabling efficient use of resources, onboarding 
research groups with complex software needs and supporting science gateways. Concerns were 
expressed at the level of disruption and loss of support resources to the research community. One 
committee member noted that they are simultaneously receiving a decrease in faculty computational 
support from their institution. A further discussion was related to concerns about the confluence of the 
expected decrease of researcher support with the rise of new capability compute resources which will 
require significant support. Additionally, concerns were expressed about the transition from XSEDE to 
ACCESS and whether there would be a practical overlap to ease the transition.  
The second presentation was given by Dave Hart who discussed the Allocation Policy Update. This 
policy document was recently updated to better reflect current de facto practice. Committee members 
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16. XMS Summary 
 Executive Summary 
During the current reporting period substantial progress was achieved in a number of areas. XDMoD 
9.0 and Open XDMoD 9.0 were released. Recognizing the growing importance of Gateways in scientific 
research, XDMoD 9.0 includes a Gateways realm that facilitates analysis of XSEDE HPC jobs run via 
gateways. A power/energy monitoring capability was developed for Open XDMoD and the results were 
presented at PEARC20. An Open XDMoD instance monitoring TACC Frontera is now in production. At 
the request of NSF leadership, an update of our 2018 Workload Analysis of NSF’s Innovative HPC 
Resources report was carried out. The updated report now includes TACC Frontera and is current 
through Q3 of 2020. An Open XDMoD instance monitoring the ARM A64FX-based cluster Ookami is now 
in production. This Ookami instance includes job performance metrics and also runs the application 
kernels designed to monitor the improvement in performance achievable as software development 
toolchains and applications are tuned to the ARM A64FX based infrastructure. A pilot program was 
initiated with the American Museum of Natural history as a precursor to extending XDMoD monitoring 
functionality to CC* compute awardees and in so doing take a step closer to providing a more 
comprehensive view of the national CI infrastructure. The integration of XDMoD with Open OnDemand 
continues to move forward with Open OnDemand users now able to view XDMoD job level performance 
analysis metrics in the OnDemand portal. A pilot program with NetSage to monitor network usage and 
track work flows was initiated. Another pilot program is underway in collaboration with CloudBank; its 
goal is to monitor public cloud usage sponsored by NSF. XMS is working to improve the cybersecurity of 
Open XDMoD through a collaboration with Trusted CI.  
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17. XAB Executive Summaries 
 
 Executive Summary of XSEDE Advisory Board Meeting, February 9, 2021 
Meeting Date: Tuesday, February 9, 2021 
Meeting Place: 1 hour Teleconference via Zoom 
Preface: The main topic of this call was new NSF solicitations 
Next Call: April 16, 2021  
Approval of August Meeting Minutes 
Approved 
Welcome 
Welcome to new XAB members: Rylan Chong, Ana Carmen Gonzales, Ruby Mendenhall, Dan Stanzione. 
Discussion on Solicitation 
Draft transition plan was submitted and posted on the wiki as of 1/25/2021.  
Impact of two NSF solicitations on current XSEDE award: 
• NSF 21-555 ACCESS 
• NSF 21-556 ACCESS-ACO 
Concerns about splitting up into parts;  
• ECSS & most of CEE have been removed. Not clear how community input resulted in these 
solicitations. 
• Q: continuity doesn't seem explicitly stressed. General user assistance/helpdesk seems limited. 
• Q: SP Forum is concerned about how & whether they'll be able to deliver some of the services that 
XSEDE now provides but won't be there to continue provided. 
• Q: Any feedback on what has driven change in direction? 
o We don't get those explanations from NSF. They point to Blueprint docs that lay out the 
vision, which XSEDE & others in the community provided responses to. Those responses 
clearly didn't have a strong impact on NSF's thinking. 
• Will do everything XSEDE currently does, what current XMS award does, technology transfer 
• Q: Do you expect different tracks to be awarded to the same institution or separate groups? 
o Open competition, so decisions will be made outside our control. Hope to see some 
continuity, but can't say 
o Solicitation requires each of the 5 tracks to be led by different institutions. Could be 
managed to provide some continuity, but we can't assume that current participants will 
be awardees. Project must prepare for complete turnover. 
• New risks to XSEDE2 award include finishing work through the end of the project that wouldn't 
be continued into the next award. 
o Will need to stop taking on new ECSS projects in January to have time to wrap up all 
projects by end of award. 
o CEE activities will need to ramp down by the end of the award. 
o Risk that our staff will look for other ways to be supported and will likely leave the project 
early to pursue other job opportunities. 
o Mitigation plans for these risks will be difficult. 
o Creative ways we can address some of these problems? 
 Money to pay people as consultants if they take on new jobs? 
• Good option to consider. 
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• Using students as an option could also be considered. (EMPOWER project 
could be a good resource) 
• Campus Champion Fellows could be tapped for assistance 
• By splitting awards will avoid NSB approvals 
• Budget isn't there for ECSS, but a proposer could include some element of that in their proposal. 
• Deadline for proposals is June 16. 
• Time to start working with institutions re. whether they can commit to keeping people on through 
the end of the project. More concerned about smaller institutions who might not be able to keep 
people on. 
• How best to communicate about this to project staff given uncertainties? 
o Might do joint messages with partner institution PIs 
• How many staff are affected? 
o ~150 individuals who are mostly spread across multiple projects. Mostly are 50% or less 
on XSEDE. 
o CEE: concerned about staff at SURA, Shodor that don't have a role in the new model. Trying 
to devise plans for their continued staffing, separate from these proposals. 
• How to best to prepare for this transition? If anyone has thoughts on this or anything we might've 
missed as we prepare, please share those with John. Don't assume that we've thought of 
everything. 
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18. XSEDE Spin Down Plan 
In preparation for its final year of funded activities, each WBS area identified services that will spin 
down, the date by which the service will need to spin down to gracefully shut it off before the end of the 
award period, and, where applicable, the level of effort required to bring the service back online after a 
specified “point of no return” date. This information is shared to provide input to NSF as they plan for 
the transition from XSEDE to the ACCESS awards. 
 
L2 area Service to be shut down 
Expected shut-down 
date 
Point of no return 
(i.e., can't bring 
the service back 
up after it is shut 
down without 
major effort) 
Level of effort if we DO turn the 




All communications, all PM 
processes, all evaluation 
activities, all business 
operations/invoicing 8/31/2022 NA 
Would need to extend confluence/Jira 
licenses for PM processes (PCRs, risk 
management, onboarding/offboarding, 
etc.) 
RAS XRAS Submit UI 
Through Aug. 2022. We 
will close opportunities 
(Startup, Education, 
Research) per a planned 
timeline. Submit UI will 
fully go down when XUP 
does. n/a 
requires XUP to be live, but otherwise 
nominal effort 
RAS XRAS Review UI 8/30/2022 n/a 
nominal. we'll just pull down the xras-
review.xsede.org site 
RAS XRAS Admin UI 8/31/2022 n/a 
nominal. we'll just pull down the xras-
review.xsede.org site 
RAS AMIE, XACCT 8/31/2022 n/a 
modest. will need to ensure SPs are 
able to reconnect 
RAS XDCDB 8/31/2022 n/a 
modest. will spin down in AWS. effort 
will be ensuring that dependent 
services come back up 
     
XCI-
RACD Research Software Portal 8/29-31/2022 
90 days after Aug 
31, 2022 when 
XSEDE’s AWS 
account can’t be re-
activated 
Not possible after the point of no 
return if the VM disk images have been 
deleted. 
XCI-
RACD Source code repositories 
Publicly hosted and will 
persist   
XCI-
RACD 
XSEDE Packaged Software 
Distribution Repositories 8/29-31/2022 
90 days after Aug 
31, 2022 when 
XSEDE’s AWS 
account can’t be re-
activated 
Not possible after the point of no 
return if the VM disk images have been 
deleted. 
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XCI-
RACD 
JIRA and Confluence (co-
operated with SysOps) 8/29-31/2022 
subject to those 




Not possible after the point of no 
return if the VM disk images have been 
deleted. 
XCI-
RACD RACD Google Drive 
Publicly hosted and will 
persist   
XCI-
RACD Information Services 8/29-31/2022 
90 days after Aug 
31, 2022 when 
XSEDE’s AWS 
account can’t be re-
activated 
Could be brought back from GitHub 




XCI Component Usage 
Tracking Service 8/29-31/2022 






Not possible after the point of no 





Repository (RDR) & user 
guide for SPs entering info 
in RDR 8/29-31/2022 
90 days after Aug 
31, 2022 when 
XSEDE’s ƒ account 
can’t be re-
activated 
Not possible after the point of no 
return if the VM disk images have been 
deleted. 
XCI 
XSEDE spaces in standard 
repos (Pypi.org, Docker 
Hub, Singularity) 
Publicly hosted and will 
persist but keys should 
be transferred to 
ACCESS awardees n/a n/a 
XCI-CRI 
CRI software included in 
the Research Software 
Portal 
Publicly hosted and will 
persist but access should 
be granted to ACCESS 
awardees n/a n/a 
XCI-CRI 
Service Provider process 
and procedures 
Docs are grouped 
logically in Confluence 
but live in IDEALS which 
will persist n/a n/a 
Ops-
SYSOPS RT 8/31/2022 n/a 
minimal, as long as dependencies are in 
place 
Ops-
SYSOPS Nagios 8/31/2022  
minimal, as long as dependencies are in 
place 
Ops-
SYSOPS Confluence/Jira 8/31/2022  
minimal, as long as dependencies are in 
place. 
Ops-
SYSOPS SSO Hub 8/31/2022  
minimal, as long as dependencies are in 
place 
Ops-
SYSOPS DUO 8/31/2022  
license runs through 8/31/2022, would 




Mail (relays, archive, mail 
lists) 8/31/2022  
minimal, as long as dependencies are in 
place 
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Ops-
SYSOPS XES Index 8/31/2022  
minimal, as long as dependencies are in 
place 
Ops-
SYSOPS CiLogon 8/31/2022  
expected to be in AWS. Are we allowed 
to charge for storage in AWS past 
8/31? If so, should be minimal effort to 
restore. If no storage in AWS is allowed, 
then medium effort to stand everything 
back up 
Ops-
SYSOPS IDP 8/31/2022  
expected to be in AWS. Are we allowed 
to charge for storage in AWS past 
8/31? If so, should be minimal effort to 
restore. If no storage in AWS is allowed, 
then medium effort to stand everything 
back up 
Ops-
SYSOPS MyProxy 8/31/2022  
minimal, as long as dependencies are in 
place. 
Ops-
SYSOPS Inca 8/31/2022 
Subject to VM 
archiving policies 
at NICS and SDSC 
few weeks if ok with historical data 
being lost; most code is in Github 
Ops-XOC XOC Playbook 8/31/22 n/a 
Documentation can be passed to 
incoming ACCESS awardee upon 
request. More of a handoff than a spin 
down. 
Ops-XOC XSEDE help phone line 8/31/22 Unclear  
Ops-
SecOPS MyProxy 8/31/2022  
minimal, as long as dependencies are in 
place. 
Ops-
SecOPS Kerberos 8/31/2022  
minimal, as long as dependencies are in 
place. 
Ops-
SecOPS OAuth 8/31/2022  





scanning 8/31/2022  
May depend on Qualys license terms. 
Effort minimal, as long as dependencies 
are in place. 
Ops-
SecOPS 
InCommon CA for 
xsede.org certs 8/31/2022  
May depend on InCommon 
membership terms. Effort minimal, as 
long as dependencies are in place. 
Ops-DTS DNS 8/31/2022 none 
minimal: This service will continue for a 
while as the XSEDE DNS server will 
operational 
Ops-DTS Dynamic DNS 8/31/2022 none 
minimal: Unless there are security or 
liability issues this will continue to 
operate for some time 
Ops-DTS perfSONAR 8/31/2022  
minimal: Ran off of servers owned by 
PSC (Carnegie Mellon) 
Ops-DTS 
maddash mesh of 
perfSONAR 8/31/2022  
minimal: Ran off of PSC perfSONAR 
server 
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Ops-DTS xsedenet 8/31/2022  
minimal: I2 coordination for L2VPN is 
done with SPs 
Ops-DTS I2 L3VPN 8/31/2022  
depends: I2 coordination for L2VPN is 
done with SPs so there should be I2 
negotiations to keep this up 
Ops-DTS Documentation Transition 8/31/2022  minimal 
Ops-DTS 
Documentation DTS User 
Services 8/31/2022  minimal 
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19. XSEDE Project Execution Plan 
At the beginning of the XSEDE project, a Project Execution Plan (PEP) was submitted to and approved 
by NSF. Content in this and all preceding Interim Project and Annual Reports supersede information 
submitted in the original PEP. The most recent version of the PEP (V. 2.4) can be viewed on the wiki52. 
Given that there were no changes to the PEP during this reporting period, a copy is not included in this 
report. Changes in the most recent version (Version 2.4) of the PEP include: 
• Addition of link to web page listing subaward partners. (p. 5) 
• Change to project end date to August 31, 2022 and update to project schedule per approval by 
NSF of XSEDE supplement year. (p. 33) (PCRPROJ-112) 
• Addition of Deputy Project Director role in the following sections: I.1 Project Governance (p. 34), 
I.2 XSEDE Senior Management Team (p. 34), K Description of the financial and business controls 
to be used. (p. 37) (PCRPROJ-103) 
• Changes in Senior Management Team members: Marinshaw, Froeschl, Chadduck. (p. 34) 
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A. Summary of the purpose of the award and its sub-awardees 
“XSEDE 2.01: Integrating, Enabling and Enhancing National Cyberinfrastructure with Expanding 
Community Involvement” was submitted in response to the “XSEDE Renewal RFP,” under NSF’s 
Extreme Digital (XD) program. NSF determined that it is in the community’s best interest, and can 
achieve minimal disruption of critical community services, for NSF to invoke the provisions of the 
cooperative agreement ACI-1053575 that allows submission of a proposal by the University of 
Illinois for a renewal project, under the conditions set forth in the “XSEDE Renewal RFP.” The goal of 
XSEDE is to accelerate open scientific discovery by enhancing the productivity and capability of 
researchers, engineers, and scholars, and by broadening their participation in science and 
engineering. It does so by making advanced computational resources easier to use, integrating 
existing resources into new, powerful services and building the community of users and providers. 
XSEDE is a virtual organization that provisions complex distributed infrastructure, support services, 
and technical expertise.  A prominent opportunity for XSEDE is the growing, diverse collection of 
advanced computing, high-end visualization, data analysis, and other resources and services 
available to researchers, engineers, and scholars; these resources have the potential to help 
understand and solve the most important and challenging problems facing the nation and world. 
The challenge for XSEDE, as a virtual organization, is to organize these disparate resources, creating 
integrated services and a coordinated environment that serves the end user needs. The challenge 
also includes fostering awareness of, and training for, full utilization of the capabilities offered by 
XSEDE and its associated resources, as well as catalyzing workforce developments. All these tasks 
need to be accomplished in light of evolving user requirements, resources, and NSF strategies. 
 
With this award, NSF will continue to support an advanced cyberinfrastructure (CI) that uses an 
increasingly virtualized approach to the provision of high-end services. These services provide a 
common framework for researchers in computational and data-enabled science & engineering 
(CDS&E) at all levels of sophistication and aim to create a seamless environment from the desktop, 
to local university resources to national resources.  The objective is to provide the cybertools, 
software, know-how, assistance, and associated infrastructure required for their research to both 
sophisticated and novice users, the traditional high performance computing community and new 
communities who have not used high performance computing resources before. 
 
XSEDE will help assure that NSF-supported compute and data-intensive cyberinfrastructure 
continues to provide leading-edge capabilities for the research and education community and will 
facilitate transformative advances in science and engineering. 
 
The XSEDE project is a collaboration between the University of Illinois at Urbana-Champaign 
(National Center for Supercomputing Applications), the University of Tennessee at Knoxville 
 
 
1 The term “XSEDE” refers to the vision, mission, services and support established through the execution of the 
initial XSEDE award (#1053575) as well as the entire project during its ten year period. "XSEDE 2.0" is used to 
reference specific additions and/or changes to the XSEDE project as a direct result of this proposal (#1548562). 
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(National Institute for Computational Sciences), the Carnegie Mellon University and the 
University of Pittsburgh (Pittsburgh Supercomputing Center), the University of Texas at Austin 
(Texas Advanced Computing Center), the University of California at San Diego (San Diego 
Supercomputing Center), the University of Chicago, Indiana University, Purdue University, the 
Shodor Education Foundation, the Ohio Supercomputer Center, the Southeastern Universities 
Research Association, Cornell University, the National Center for Atmospheric Research (NCAR), 
the Georgia Institute of Technology, the Oklahoma State University, the University of Georgia, 
Oklahoma University, the University of Southern California, the University of Arkansas, Notre 
Dame, and Internet2. For a current list of subaward partners, see 
https://www.xsede.org/about/governance/partnerships.  
 
XSEDE will support six core service areas: Community Engagement & Enrichment (CEE), the 
Extended Collaborative Support Service (ECSS), XSEDE Community Infrastructure (XCI), XSEDE 
Operations, the Resource Allocations Service (RAS) and the Program Office. 
 
 
*Note table updated April 11, 2019 to reflect the addition of Internet2 and Notre Dame as subawardees per 
Amendment #006. 
 
Strategic Plan: Achieving Our Mission and Goals 
XSEDE’s mission is to enhance the productivity of a growing community of scholars, researchers, and 
engineers through access to advanced digital services that support open research by coordinating 
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and adding value to the leading cyberinfrastructure resources funded by the NSF and other agencies. 
Our strategic goals fully support NSF’s vision as stated in Investing in Science, Engineering and 
Education for the Nation’s Future and strategies stated broadly in the Cyberinfrastructure 
Framework for 21st Century Science and Engineering and the more specifically relevant Advanced 
Computing Infrastructure: Vision and Strategic Plan. 
 
Strategic Goals 
Our strategic goals support our mission and guide the project’s activities toward the realization of 
our vision of an advanced digital services ecosystem. Three strategic goals are defined: 
 
Deepen and Extend Use: XSEDE will deepen the use of the ecosystem by existing scholars, 
researchers, and engineers, and extend the use to new communities. We will contribute to the 
preparation—workforce development—of the current and next generation of scholars, researchers, 
and engineers in the use of this ecosystem; and raise the general awareness of the value of 
advanced digital services. 
 
Advance the Ecosystem: XSEDE will advance the ecosystem by creating an open and evolving e- 
infrastructure and enhance the technical expertise and support services offered. 
 
Sustain the Ecosystem: XSEDE will sustain the ecosystem by ensuring and maintaining a reliable, 
efficient, and secure infrastructure, and providing excellent user support services. XSEDE will further 
operate an effective, productive, and innovative virtual organization. 
 
 
The XSEDE project is operational in nature and is unlike a research project in that, in XSEDE, the 
expectations and offerings are constantly evolving and are a direct result of the community needs, 
available CI resources and NSF strategies. While operating in a continued state of CI resource and 
community needs evolution, it is impractical to define long term goals that are more detailed than 
the Strategic Goals above, as doing so may unintendedly constrain the project in ways unknown at 
the present time. There is direct alignment between the mission statement and Key Performance 
Indicators for every level 2 area, and the project’s strategic goals. In addition, each annual program 
plan contains specific goals for each level 2 area and level 3 group. 
 
The XSEDE project uses a wiki that is largely open to the public. The home page of the staff wiki can 




The XSEDE Staff Wiki is located at:  https://confluence.xsede.org/display/XT/XSEDE+Staff+Wiki 
 
B. Description of the project deliverables, milestones and schedule 
 
Project Deliverables: 
● High level transition plan for the solicitation of a successor project 
● Detailed transition plan once the successor(s) have been announced 
● A comprehensive performance management plan detailing how the XSEDE project is performing 
against expectations as well as its impact on the research community 
● Annual “XSEDE Highlights” booklet with key research projects supported by the XSEDE project 
● XSEDE Resource Allocation Services (XRAS) 
● A Software Repository of approved tools and software that is supported by the XSEDE project 
● A public Wiki page containing information and documents about the XSEDE organizational 
structure as well as the governance and operation of the XSEDE project 
● Documented Use Cases that capture the community needs 
● Capability Delivery Plans that document the solutions XSEDE is integrating into the ecosystem 
and the process for doing so 
● Evaluation and assessment reports of the External Evaluators 
● Training materials and online resources delivered to the community 
● Cybersecurity Plan 
● Annual Program Plan will be provided to NSF prior the beginning of each project year detailing 
the governance, management and specific milestones to be reached by each of the service areas 
in the upcoming XSEDE project year. The Annual Program Plans will be stored on the wiki and 
can be found here: https://confluence.xsede.org/display/XT/Annual+Program+Plans 
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D. Work Breakdown Structure dictionary defining the scope of the WBS elements 
 
2.1. Community Engagement & Enrichment (CEE) 
 
Mission: To actively engage a broad and diverse cross-section of the open science community, 
bringing together those interested in using, integrating with,  enabling, and enhancing the 
national cyberinfrastructure including support of learning and workforce development via 
training and education efforts. CEE supports XSEDE’s strategic goals with the following activities: 
● Deepen and Extend Use 
○ Extend use to new communities 
○ Deepen use to existing communities 
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○ Preparing the current and next generation 
○ Raise awareness of the value of advanced digital research services 
● Sustain the Ecosystem 
○ Provide excellent user support 
● Advance the Ecosystem 
○ Enhancing the array of technical expertise and support services 
 
The core of Community Engagement & Enrichment (CEE) is the user, broadly defined to include 
anyone who uses or may potentially use the array of resources and services offered by or via 
XSEDE. The CEE team, led by co-PI and L2 director Kelly Gaither (TACC), is dedicated to actively 
engaging a broad and diverse cross-section of the open science community, bringing together 
those interested in using, integrating with, enabling, and enhancing the national 
cyberinfrastructure. Vital to the CEE mission is the persistent relationship with existing and 
future users, including allocated  users, training  participants, XSEDE Conference attendees, 
XSEDE collaborators, and campus personnel. 
 
The five components of CEE are User Engagement, User Interfaces & Online Information, 
Campus Engagement, Workforce Development (including Training, Education & Student 
Preparation), and Broadening Participation. These five teams will ensure routine collection and 
reporting of XSEDE’s actions to address user requirements. They will provide a consistent suite 
of web-based information and documentation and engage with a broad range of campus 
personnel to ensure that XSEDE’s resources and services complement those offered by 
campuses. Additionally, CEE teams will expand workforce development efforts to enable many 
more researchers, faculty, staff, and students to make effective use of local, regional, and 
national advanced digital resources. CEE will expand efforts to broaden the diversity of the 
community utilizing advanced digital resources. The CEE team will tightly coordinate with the 
rest of XSEDE, particularly Extended Collaborative Support Services, Resource Allocation 
Services, Community Infrastructure, and External Relations. 
 
2.1.1.    Director’s Office 
The L2 Director’s Office has been established to provide the necessary oversight to ensure the 
greatest efficiency and effectiveness of the L2 area. This oversight includes providing direction 
to the L3 management team, coordination of, and participation in, L2 planning activities and 
reports through the area’s Project Manager. The Director’s Office also attends and supports the 
preparation of project level reviews and activities. 
 
2.1.2. Workforce Development 
2.1.2.1. Training 
The Training team will develop and deliver training programs to enhance the skills 
of the national open science community and ensure productive use of XSEDE’s 
cyberinfrastructure. XSEDE will expand the breadth and depth of XSEDE training 
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content based upon a gap analysis of current programs and needs identified by 
the User Engagement team. XSEDE will expand on existing training roadmaps to 
include information on which training courses have been vetted and provide 
pointers to materials available from XSEDE as well as external training providers. 
Survey data will be collected to assess and improve upon respondents’ abilities to 
easily find the needed material. 
 
The training team will fully implement the XSEDE training certification program for 
users and staff in an effort to recognize learners who demonstrate competencies 
attained through participation in XSEDE training offerings, enabling them to gain 
recognition for their accomplishments. The Moodle Learning Management System 
and Mozilla’s Open Badges Infrastructure (OBI) are the basis for implementation. 
Badges for an additional three competencies will be offered in PY6 with a goal to 
issue at least ten badges to XSEDE staff and fifty badges to XSEDE users, with 10% 
growth planned for successive years. 
 
During PY5 of XSEDE, we will offer short duration Massive Open Online Courses 
(MOOCs). Based on a user assessment of these MOOCs, XSEDE will enrich the 
interactive and hands-on portions of these training offerings and transform them 
into smaller, more effective SPOCs (Small Private Online Courses) offered 
quarterly. Past evaluation data shows SPOC students were much more motivated 
and had a higher completion rate when provided with mentoring and a badge or 
university credit. 
 
XSEDE will coordinate training development and offerings with campus 
representatives and HPC centers interested in developing, delivering, and/or using 
training materials. The University of Illinois’ Computational Science and 
Engineering group, the Software Carpentry group, and the Data Carpentry groups 
have committed to collaborate with XSEDE. These collaborations will gather user 
requirements for training, share plans for developing training materials among 
these groups, and foster sharing of training development and the resulting 
materials. The objective is to expand the breadth and depth of training so 
researchers, users, students, and XSEDE staff will have ready access to an ever- 
expanding portfolio of training opportunities delivered via live, broadcast, and 





The education team will work closely with training and student preparation to 
create a cohesive team supporting faculty in all fields of study about advanced 
digital technologies, and incorporating those capabilities within the  
undergraduate and graduate curriculum. XSEDE will develop an online community 
for faculty to share experiences and get advice on curriculum materials and 
development. XSEDE will work with faculty to develop 50 new, re-usable learning 
modules and materials. This will include modules for introducing computation and 
data-enabled techniques within STEM classes and student oriented projects. 
XSEDE will disseminate educational materials to provide public access to a 
growing base of peer-reviewed materials that will enhance the graduate and 
undergraduate experience and contribute to preparing future generations. 
 
The education team will visit campuses and attend regional workshops for faculty. 
This outreach has proven to be crucial in engaging faculty with integrating 
computational and data-enabled tools and methods into the curriculum. The 
campus visits and faculty support have been instrumental in motivating and 
assisting departments and colleges with developing certificate and degree 
programs. The outreach also helps raise awareness and usage of the repository of 
training and education materials available from the XSEDE User Portal for re-use 
by the community. 
 
2.1.2.3. Student Preparation 
The Student Preparation program will actively recruit students to use the 
aforementioned training and education offerings to enable the use of XSEDE 
resources by undergraduate and graduate students. Evaluation data show XSEDE’s 
overwhelmingly positive impact preparing college students to conduct 
computational science and research. XSEDE will reach thousands of students 
annually via the vast array of training offerings. XSEDE will provide badging and 
certification for students on a diverse range of topics including parallel 
programming, visualization, data analytics, and software engineering practices. 
XSEDE will broaden participation by engaging with students via conference 
exhibitions, campus visits, regional workshops, and national conferences. 
XSEDE will reach out to externally funded student programs, such as NSF Graduate 
Research Fellows, the NSF Research Experience for Undergraduates (REU), 
Integrative Graduate Education and Research Traineeship (IGERT), and Broadening 
Participation in Computing programs. The student preparation program will also 
establish partnerships with national student organizations (e.g. SIAM, ACS, ACM). 
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The students in these programs will have the opportunity to access XSEDE’s 
resources and services, including the workforce offerings. 
 
2.1.2.4. Broadening Participation 
Broadening Participation will engage underrepresented minority researchers from 
domains that are not traditional users of HPC, and from Minority Serving 
Institutions. This target audience ranges from potential users with no 
computational experience to computationally savvy researchers, educators, 
Campus Champions, and administrators that will promote change at their 
institutions for increased use of advanced digital services for research and 
teaching. 
 
XSEDE will provide awareness activities—conference exhibitions, campus visits, 
and regional workshops—while increasing national impact through new 
partnerships such as the Southern Region Education Board Doctoral Scholars 
Program, the Institute for African-American Mentoring in Computing Sciences, 
and the Computing Alliance for Hispanic-Serving Institutions. XSEDE will 
aggressively promote the submission of papers at professional societies by XSEDE 
under-represented users and expand our dissemination partners to include new 
initiatives such as the IEEE Special Technical Committee on Broadening 
Participation. 
 
Persistent participation is enabled by curriculum reform and larger numbers of 
researchers adopting the use of advanced digital resources as standard methods. 
Collaboration with Campus Engagement and Education will support institutional 
change and capacity building. XSEDE will target institutions with funded initiatives 
to implement curriculum changes and increase research capacity. 
 
Using the model of the Service Provider Forum, an XSEDE Diversity Forum will be 
established with outreach and diversity managers at HPC centers and on 
campuses. The forum participants will share best practices, identify ways to 
leverage XSEDE activities, and review XSEDE programs to ensure they are 
encouraging diversity. The diversity forum will be responsible for engaging new 
national programs and initiatives, institutions with funding to make curriculum 
change and research infrastructure investments, and major research grant awards 
at MSIs or with a focus on broadening participation. 
2.1.3. User Engagement (UE) 
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The mission of the User Engagement (UE) team is to capture community needs, requirements, 
and recommendations for improvements to XSEDE’s resources and services, and report to the 
national community how their feedback is being addressed. The UE team will process and track 
actionable items obtained from user feedback and monitor them throughout the UE loop, from 
assignment to a responsible XSEDE party through communication of subsequent actions back to 
the user community. To obtain user feedback, we will engage users of XSEDE’s resources and 
services to gauge overall satisfaction, pervasive problems, emerging needs, and requirements. 
Integral to this process is the derivation of requirements from diverse sources—micro-surveys, 
user satisfaction surveys, user interviews—and turning them into actionable Use Cases that can 
be tracked and handled in all areas of the XSEDE organization. The UE team will use tools 
provided by the XSEDE Project team including JIRA and issue tracking software to monitor 
requests and enhancements linked to the stakeholders who originated the requirement. The UE 
team will use this feedback to create a lightweight Use Case document—an encapsulation of 
user needs via scenarios—attach it to the JIRA issue, and assign it to the responsible XSEDE area. 
UE personnel will provide issue status on the user portal to keep the stakeholders and the 
general community apprised of progress on actionable items. This ongoing feedback loop will 
encourage further community input for improving XSEDE’s resources and services. 
 
2.1.4. Broadening Participation (BP) 
Broadening Participation will engage underrepresented minorities, women, and Minority 
Serving Institution faculty and students. BP will provide awareness through conference 
exhibiting, campus visits, and training events —while increasing national impact through new 
partnerships with other organizations focused on inclusion and diversity such as National 
Council of Women in Technology (NC-WIT) and the Institute for Broadening Participation (IBP). 
 
2.1.5. User Interfaces & Online Information (UII) 
The website is the first place XSEDE stakeholders come to find information about the project, 
addressing the needs of internal and external stakeholders. The website and user portal will be 
improved to create a more consistent and easy-to navigate look and feel. The User Interfaces & 
Online Information (UII) team will develop an information architecture to support a variety of 
stakeholders. This information-centric approach is rooted in the ability to answer fundamental 
questions when browsing the website: Am I in the right place? Do they have what I am looking 
for? What do I do now? The redesign will include a new layout, enabling a single web and 
mobile site regardless of device type. The UII team will expand mobile capabilities and build 
upon the new iOS and Android applications. Managing and publishing approved content to the 
site will be handled via workflows that enable multiple members of XSEDE to contribute in an 
organized and effective manner. 
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Prospective and current users of XSEDE quickly navigate from the website to the XSEDE User 
Portal for user and project related needs. For example, PIs can apply for and manage allocations, 
and record their research accomplishments via the publications feature in the Portal. UII will 
expand the initial XSEDE User Portal to integrate features such as data management, job 
execution, and task management. The UII team will incorporate the XSEDE software catalog and 
its administrative interface and continue to improve capabilities based on stakeholder feedback. 
 
The UII team manages documentation enabling users to easily find resource and service 
offerings. In addition, the UII team will enable users to create a dynamic environment and tailor 
the user portal experience to their individual needs. For example, users with allocations on 
multiple XSEDE resources will be presented with content related to those specific resources, e.g. 
job submission. 
 
2.1.6. Campus Engagement 
Ongoing communication and cooperation with campuses will help to ensure that the resources 
and services being offered on campuses complement those offered by XSEDE, and vice-versa. 
This collaboration will enhance the advanced digital resources and services provided to the 
community. 
 
The Campus Champions effort has established Memoranda of Understanding (MOUs) with more 
than 190 campuses. On these campuses there are more than 250 Campus, Domain and Student 
Champions focused on assisting local users to make informed choices of resources and services 
that may best meet their needs. The Campus Engagement effort will extend XSEDE’s 
relationship with campus personnel by establishing regular communications with CIOs and VPs 
for research. 
 
CIOs have indicated that they value communicating with each other and with XSEDE staff to plan 
the development and delivery of resources and services on their campuses. There will be 
monthly conferences calls, email lists, and forums for CIOs and VPRs to share challenges, 
solutions, and information. Other campus individuals who have service roles complementary to 
XSEDE (e.g. cyberinfrastructure integration and support, training, education, and broadening 
participation) will be engaged to enhance cooperation among campuses and XSEDE. 
 
The Campus Engagement program will collect information from each campus quarterly to assess 
the level of activity in working with local users. The Campus Engagement team will provide 
additional training and consulting, and work with campuses to strengthen their Champion’s 
productivity and engagement. Campus Engagement will enhance the “Welcome Wagon/New 
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Champion Development” efforts to provide individualized attention to new Champions so they 
can more quickly become actively engaged. 
 
The number of campus members has more than doubled in four years, and we project this 
growth rate to continue based on continuing requests from campuses. To address this rapid 
growth, the XSEDE Regional Champions program is actively developing models for regional 
support. The lessons learned from the Regional Champions program will guide further 
improvements for scaling support of the member campuses. XSEDE alone will not be able to 
sustain the support needed for the predicted growth of the program. Through collaborations 
with ACI-REF, Open Science Grid, and the SP Forum, the Campus Engagement program will 
develop strategies for long-term sustainability. 
 
2.2. Extended Collaborative Support Service (ECSS) 
 
Mission: Improves the productivity of the XSEDE user community through successful, 
meaningful collaborations to 
● optimize their applications, 
● improve their work and data flows, and 
● increase their effective use of the XSEDE digital infrastructure and 
● broadly expand the XSEDE user base by engaging members of underrepresented 
communities and domain areas 
 
ECSS supports XSEDE’s strategic goals with the following activities: 
● Deepen and Extend Use 
○ Extend use to new communities 
○ Deepen use to existing communities 
○ Preparing the current and next generation 
 
Domain scientists should not have to be experts in all areas of cyberinfrastructure to achieve 
their goals. The ECSS program provides dedicated staff who develop deep, collaborative 
relationships with XSEDE users, helping them make best use of XSEDE resources to advance their 
work. These professionals possess combined expertise in many fields of computational science 
and engineering. They have a deep knowledge of underlying computer systems and of the  
design and implementation principles for optimally mapping scientific problems, codes, and 
middleware to these resources. ECSS includes experts in not just the traditional use of petascale 
computing systems but also in data-intensive work, workflow engineering, and the enhancement 
of scientific gateways. 
 
ECSS collaborations complement initial engagements with users through the XSEDE Operations 
Center helpdesk and CEE. They last for at least one month and are expected to have significant 
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deliverables within a year. Staff members typically spend 20-25% of their time on a single 
project, but there is flexibility in how these projects unfold. 
 
ECSS support is usually requested by researchers via the XSEDE peer-review allocation process. 
If reviewers recommend support and if staff resources are available, the ECSS expert and the 
requesting PI develop a work plan outlining the project tasks. The work plan includes concrete 
quarterly goals and staffing commitments from both the PI team and ECSS. ECSS managers 
review work plans and also track progress via quarterly reports. But ECSS is often proactive, 
reaching out to groups. The Novel and Innovative Projects group within ECSS reaches out to 
communities which have not traditionally been users of advanced computing, while the 
Community Codes group works with developers to improve the performance of widely used 
community codes. 
 
ECSS staff also provides the expertise for the CEE training program and will assist the Resource 
Allocation Service by conducting allocation reviews of smaller-scale Research requests and all 
Educational requests. For XCI, ECSS will provide use cases and participate in technical reviews. 
 
 
2.2.1. Directors Office 
The L2 Director’s Office has been established to provide the necessary oversight to ensure the 
greatest efficiency and effectiveness of the L2 area. This oversight includes providing direction 
to the L3 management team, coordination of, and participation in, L2 planning activities and 
reports through the area’s Project Manager. The Director’s Office also attends and supports the 
preparation of project level reviews and activities. 
 
2.2.2. Extended Support for Research Teams (ESRT) 
ESRT is a subarea of the XSEDE Collaborative Support Service (ECSS) focused on the support of 
research teams. Research team support includes, but is not limited to performance analysis, 
petascale optimization, effective use  of accelerators, I/O optimization, data analytics, 
visualization, and domain knowledge. This support is provided by staff members organized 
under ECSS who provide expertise in computational sciences, domain science (many at the 
doctoral level), data analysis, scientific applications, and visualization. 
 
2.2.3. Novel & Innovative Projects (NIP) 
NIP proactively develops projects in areas of science and scholarship that have traditionally not 
used advanced CI, such as bioinformatics, machine learning; image, text and social network 
analysis. It focuses on leveraging the science gateway, virtual environment, and data hosting and 
analysis capabilities of XSEDE service providers, steering nontraditional user groups to the most 
suitable resources, and mentoring them to ensure the success of their projects. 
 
NIP  will  focus  on  efficiently  exploiting  the  capabilities  of  new  SPs  and  complementary 
components of the national advanced computing and data ecosystem. NIP experts will work 
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closely with SPs, recruit and steer appropriate user groups to the most suitable resources, and 
mentor them to ensure the success of their projects. In particular, the efficient use of the science 
gateway, virtual environments, and data hosting and analysis support offered by the new SPs 
should significantly boost the return on NIP effort. These environments promise to greatly 
reduce the barriers between end-users and the advanced computing ecosystem, especially for 
people in non-STEM fields and at under-resourced institutions. 
 
NIP will expand its efforts to additional disciplines, such as computational mathematics, 
applications of geographical information systems, and the arts. Suggestions will be sought from 
advisory bodies, NSF program directors, and XSEDE internal sources. To improve its impact on 
underserved minorities, NIP will further strengthen its collaboration with CEE, paying special 
attention to the development and mentoring of projects that improve the quality and efficiency 
of teaching at under-resourced institutions. We will use the contract hiring and Domain 
Champion recruitment processes, as well as the Campus and Regional Champion programs, to 
ensure active participation by underrepresented groups in the work of NIP. 
 
2.2.4. Extended Support for Community Codes (ESCC) 
Extended Collaborative Support for Community Codes (ESCC) extends the use of XSEDE 
resources by collaborating with researchers and community code developers to deploy, harden, 
and optimize software systems necessary for research communities to create new knowledge. 
ESCC projects include collaboration with the developers of widely used community applications 
and models. 
 
ESCC projects can be proposed by the developers of community codes, the ESCC manager or 
suggested by staff, XSEDE leadership, and advisory boards. Priority will be given to helping 
projects funded by NSF programs (e.g., PetaApps, SDCI, STCI, SI2, MREFC) to generate robust, 
sustainable, and maintainable community applications. XSEDE also supports user-controlled 
Community Software Areas (CSAs) where any developer can get an account and install and 
publicize their software. The ability to request CSAs will be featured more prominently in XSEDE. 
 
2.2.5. Extended Support for Science Gateways (ESSGW) 
Science Gateways are community-designed, web-based interfaces that build on XSEDE (and 
other) resources to provide services to their communities. Gateways play a critical role in 
expanding XSEDE’s user base and account for 40% of all XSEDE users. But the needs of gateway 
developers can be significantly different from those of researchers requesting other types of 
ECSS assistance. Gateways require well-defined, secure, web-accessible programming 
interfaces which are used for remote job submission, monitoring, and management; remote file 
and data management and transfer; and information services describing the state of hardware 
and networks, available software, queuing systems wait times, and similar information. ESSGW 
staff can often use lessons learned working with one user team to advise another. Best practices 
will  continue  to  be  captured  through  activities  like  the  gateway  cookbook.  ESSGW  staff 
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members also bring in expertise in areas such as workflows, data analytics and digital humanities 
and often recruit new gateways through their connections in the community. 
 
2.2.6. Extended Support for Education, Outreach & Training (ESTEO) 
ESTEO coordinates bringing technical expertise of ECSS staff members to support CEE efforts. 
ESTEO staff deliver training in many venues—at XSEDE sites, on campuses, at conferences and 
offered virtually, as well as serve on committees within XSEDE’s CEE area to jointly plan and 
support these activities. ESTEO experts develop, review, and present technical content in all 
areas of ECSS expertise, review education allocation requests and also serve as mentors for 
Campus Champions Fellows. 
 
The Campus Champions Fellows program pairs XSEDE Campus Champions with ECSS staff 
members to work together on ECSS projects for one year. Fellows commit 400 hours per year 
and receive a stipend and travel support in order to participate. For ECSS staff, acting as a 
mentor to a Fellow counts as an additional ECSS project, allowing time to participate 
substantially in the mentoring exercise. The goal is to enhance the effectiveness of Fellows on 
their campus. 
 
2.3. XSEDE Community Infrastructure (XCI) 
Mission: To facilitate interaction, sharing and compatibility of all relevant software and related 
services across the national CI community by building and improving on the foundational efforts 
of XSEDE. XCI supports XSEDE’s strategic goals with the following activities: 
● Sustain the Ecosystem 
○ Provide reliable and secure infrastructure 
● Advance the Ecosystem 
○ Create an open and evolving e-infrastructure 
 
 
Through XCI, XSEDE will serve as an aligning function within the nation not by rigorously defining 
a particular architecture, but rather by assembling a technical architecture that facilitates 
interaction and interoperability across the national CI community. The suite of interoperable and 
compatible software tools that XSEDE will make available to the community will be based          
on those already in use by XSEDE, such as Globus. XSEDE will also add additional services that 
address emerging needs, including data and computational services. The software and tools 
distributed by XSEDE will adhere to widely held community standards that will provide a 
foundation for a high degree of interoperability and compatibility among the CI community 
partners. 
 
XCI is responsible for understanding the community infrastructure requirements in the form of 
use cases gathered by the XSEDE User Advisory Committee (UAC), XSEDE users via CEE, XD SPs, 
and commercial cloud service providers. XCI uses those requirements to identify existing tools 
and services that meet those requirements or identifies and evaluates new tools from the 
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community that do so. After testing those tools to ensure proper security and integration with 
existing XSEDE services and tools, they will be tested with the stakeholders that requested them 
to ensure they address the expressed needs. The tools and services will then be made available 
in the XCSR along with instructions on how to deploy them. XCI will work with CEE to promote 
the availability of these new capabilities and hold regular workshops and training to assist the 
community in their deployment. Feedback will be requested regularly on how well these 
capabilities are meeting or can be extended to better meet the requirements of the community. 
 
XCI will create the XSEDE Community Software Repository (XCSR), a service and tool catalog 
available to the national community via the XSEDE website. This catalog will list all services and 
tools, which SPs have them installed, and links to the source code and/or installation packages 
along with documentation necessary to install and configure them. A list of all use cases, their 
stakeholders, and current status will also be cross-referenced with each service or tool. This 
information will inform discussions of priority and importance with stakeholders and the 
national community. All this information will be stored in the XCSR, a core deliverable and 
vehicle for our handoff strategy to the XSEDE successor(s) at the end of PY10. 
 
XSEDE is moving from a direct support model to a subscription model. XCI will identify 
opportunities to leverage cloud providers for selected elements of service delivery in order to 
provide a sustainable and scalable approach for integrating critical services and tools into the 
ecosystem. We will also provide gateway-hosting services as part of the XSEDE organizational 
infrastructure—hosted within XSEDE on a server to be called XGH (XSEDE Gateway Hosting), 
based on a refresh of the existing Quarry Gateway Hosting. We expect that over time XSEDE will 
adopt more cloud-hosted services for its technical infrastructure. Rather than treating these 
services as part of XSEDE operations, we will take a peer-to-peer approach where XSEDE will 
interact, contract, and report on the value of such cloud-like infrastructure services as part of 
our community interaction activities. 
 
Because return-on-investment will be a priority, we will also work with outside developers and 
software providers to instrument their tools so we can measure usage in a consistent way so as 
to ultimately feed into XDMoD—the portal by which we share resource and service usage 
information. Software as a Service (SaaS) providers such as Globus and Science Gateways will be 
required to provide usage data as well. It will not be possible or even practical to instrument all 
codes for usage tracking, but anything that requires a significant financial or personnel 
investment by XSEDE will be an important target. Working with the community, we will 
communicate this aspect as a critical part of developing community code. We will provide 
examples and workshops where possible to assist the community in this effort, or a request can 
be made for ECSS support. 
 
2.3.1. Director’s Office 
The L2 Director’s Office has been established to provide the necessary oversight to ensure the 
greatest efficiency and effectiveness of the L2 area. This oversight includes providing direction 
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to the L3 management team, coordination of, and participation in, L2 planning activities and 
reports through the area’s Project Manager. The Director’s Office also attends and supports the 
preparation of project level reviews and activities. 
 
2.3.2. Requirements Analysis & Capability Delivery (RACD) 
The Requirements Analysis and Capability Delivery (RACD) team prepares and supports software 
and services that: 1) enable user access to and use of XSEDE federated infrastructure, and 2) 
enable infrastructure and service providers to federate with XSEDE. Starting from XSEDE 
prioritized user requirements (use cases) RACD coordinates the engineering work necessary to 
integrate software and services into production at SPs and campuses, as XSEDE central services, 
as external vendor services, or on user personal systems. RACD uses engineering best practices 
and tools, works with external vendors and software partners to minimize integration cost to 
XSEDE, and aims to maximize ROI to XSEDE and the NSF. The RACD Engineering Overview can be 
viewed here on the XSEDE wiki:  
https://confluence.xsede.org/display/XT/WBS+2.3.2+RACD+Engineering+Overview 
 
All of the software implementation, dissemination, and support will be carried out with a sense 
of “enabled by XSEDE,” rather than “created and branded XSEDE.” Software will be distributed 
to the XSEDE community through the XCSR. CI operators and the national user community will 
be enabled and encouraged to treat this repository much like a large menu—where people who 
manage a CI resource can select those tools that are relevant to the needs of their resource users 
and the purpose of their CI resource. XSEDE will recommend tools that are appropriate for use 
in a particular circumstance, or the sets of tools for particular CI provider groups (e.g., Level 1 
SPs or campus resources). XCI will create and manage use case capability delivery plans. These 
plans may be put on hold if constraints limit XSEDE’s ability to deliver a capability, or there is 
insufficient ROI. 
 
2.3.3. Capability & Resource Integration (CRI) 
The CRI team will manage and coordinate working with SPs and campuses to maximize the 
aggregate utility of national cyberinfrastructure. For SP integration, CRI will have an SP 
coordinator who will focus on XSEDE interactions with SPs and the SP Forum. CRI will also engage 
with other national CI organizations such as ACI-REF, EDUCAUSE, SURA, CASC, the Open Science 
Grid, and campus CI providers. These interactions will play a strong role in cost/benefit analyses 
and priority setting. They will inform and help all CI providers serving the U.S. research 
community understand each other’s needs and the needs faced by their users, promote best 
practices, and synergize provided services. By working with CRI, CI providers will gain a clear 
understanding of the costs and benefits of interoperability and interaction with XSEDE. CRI will 
extend and complement Campus Bridging activities in PY1-5 by establishing closer links with 
organizations that make use of these technologies and soliciting input and greater participation 
from these stakeholder organizations. 
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CRI will help CI providers of particular system types by creating “toolkits” within the XCSR that 
correspond to common usage modalities. The first of these toolkits will be the XSEDE National 
Integration Toolkit (XNIT). XNIT will include tools that can be installed on a campus cluster to 
promote interoperability with the national cyberinfrastructure, including XSEDE. XNIT will largely 
replace what is now called the XSEDE Compatible Basic  Cluster (XCBC); however, we will 
maintain a Rocks distribution of the XCBC for those interested in new cluster installations. XNIT 
will include a “laptop suite” of tools that can be installed on a workstation or laptop computer 
at any site, with infrastructure and scientific software to enable researchers to interact 
effectively with the national cyberinfrastructure from their own personal system. 
 
2.4. XSEDE Operations 
 
Mission: XSEDE Operations installs, connects, maintains, secures, and evolves an integrated 
cyberinfrastructure that incorporates a wide range of digital capabilities to support national 
scientific, engineering, and scholarly research efforts. XSEDE Operations supports the project’s 
strategic goals with the following activities: 
● Sustain the Ecosystem 
○ Provide reliable and secure infrastructure 
○ Provide excellent user support 
 
XSEDE Operations will maintain and evolve an integrated CI capability of national scale, 
incorporating a wide range of digital capabilities to support the diverse national scientific and 
engineering research effort. XSEDE will provide first-class facilities, support, and services for 
users via improved technical capabilities and services, coordinated operation of distributed 
resources, an operations center, and highly accessible documentation. Operations will innovate 
by providing new insight and business intelligence in guiding decision making through expanded 
trend tracking and monitoring, and the analysis and dashboard visualization of operational data 
related to the ticket system, data transfers, and other collected operational information.  XSEDE 
Operations will build upon the current operational successes with continued improvement 
based on XSEDE management guidance, advisory inputs, NSF review panel recommendations, 
and increased interactions with other CI providers (Blue Waters, NCAR, OSG). 
 
2.4.1. Directors Office 
The L2 Director’s Office has been established to provide the necessary oversight to ensure the 
greatest efficiency and effectiveness of the L2 area. This oversight includes providing direction 
to the L3 management team, coordination of, and participation in, L2 planning activities and 
reports through the area’s Project Manager. The Director’s Office also attends and supports the 
preparation of project level reviews and activities. 
 
2.4.2.Cybersecurity 
The Cybersecurity group will continue to expand and improve XSEDE security while minimizing 
impact on users and their productivity. To further increase awareness and rapid response to 
 
 
threats, knowledge from individual sites will be aggregated and applied across all of XSEDE. A 
real-time intelligence sharing service for SPs will be deployed that will leverage the Research and 
Education Networking Information Sharing and Analysis Center (REN-ISAC) Collective Intelligence 
Framework (CIF) for exchanging attack intelligence. The CIF is an NSF-funded project to    
improve local protection against cyber threats by sharing security event information in near- real 
time. This real-time intelligence will feed into a system that will shunt traffic related to the IP 
addresses of bad actors such as password attackers or network scanners into a black hole 
network, thereby eliminating the threat. We will extend this service beyond XSEDE sites to 
include campus participants and operators of Science DMZs. We will further extend our 
intelligence system to perform cross-site analysis to look for scans, account attacks, and other 
suspicious activities that don’t reach thresholds at any one site but do trigger an alert when the 
same action is identified across multiple sites. This derived intelligence will then be shared with 
all participating sites. This has promise to transform our security ability to monitor and respond 
to a broad spectrum of attacks, with concomitant potential impact on the entire national CI 
ecosystem. The widespread deployment of virtual machine technologies including Docker and 
OpenStack highlights the critical need to understand cybersecurity best practices for these 
environments. Similar issues result from the adoption of public, private, and hybrid cloud 
services. We will develop best practices around these topics, document them, and aggressively 
work to disseminate this information. Outreach to campus CIOs and IT staff through the CEE 
Campus Engagements program, and Science DMZ operators will further include a collaborative 
effort working with ESnet, the Bro Center of Excellence, and the new Cybersecurity Center of 
Excellence with the goal of further documenting and training campus operators in security best 
practices. Finally, we will also develop specific training for security staff at XSEDE SPs to cover 
policy, process, controls, and best practices within XSEDE. 
 
2.4.3. Data Transfer Services (DTS) 
Data Transfer Services (DTS) will focus on end-to-end data transfer performance, functionality, 
and efficiency in user workflows between instruments, resources, centers,  and  campuses. 
Where applicable, DTS will leverage emerging analytics capabilities and software defined 
networking (SDN) tools to improve performance, provide quality of service capabilities, and 
monitor network health and efficiency. The scope of these end-to-end efforts will include the 
Internet2 network that underpins the national XSEDEnet wide-area network, and, working in 
conjunction with site-local contacts, the data transfer nodes and local networks at XSEDE SP 
sites. 
 
2.4.4. XSEDE Operations Center (XOC) 
The XSEDE Operations Center provides 24x7 helpdesk support via ticket system and call center, 
as well as 24x7 monitoring of critical services. The XOC resolves common problems, answers 
common questions, and routes other tickets and calls appropriately to WBS groups or XSEDE 
service providers, usually within several minutes. On the monitoring side, the XOC evaluates 
and documents any critical incidents, contacts the appropriate administrators, and remains a 





2.4.5. Systems Operational Support (SysOps) 
The SysOps group provides system administration and monitoring for all of the approximately 
50 XSEDE centralized services. SysOps provides 24x7 monitoring and high availability for critical 
services for XSEDE, including geographically distributed backup and failover capabilities for 
enterprise services. SysOps will continue to employ server virtualization to control costs without 
sacrificing high availability. 
 
 
2.5. Resource Allocations Service (RAS) 
 
Mission: The Resource Allocations Service (RAS) connects users to resources that can help meet 
their science needs, using well-defined procedures and integrated infrastructure to ensure the 
most efficient and effective use of these limited resources. RAS supports XSEDE’s strategic goals 
with the following activities: 
● Sustain the Ecosystem 
○ Provide reliable, efficient, and secure infrastructure 
○ Provide excellent user support 
 
RAS will build on XSEDE’s current allo catio n pro cesses and evolve to meet the challenges 
presented by new types of resources to be allocated via XSEDE, new computing and data 
modalities to support increasingly diverse research needs, and large-scale demands from the 
user community for limited XSEDE-allocated resources. RAS will accomplish its objectives 
through three activities: 
1. Carry out the NSF-approved allocation policies and manage the quarterly Research 
opportunities for large-scale allocation requests, including the associated meetings of the 
XSEDE Resource Allocations Committee (XRAC). The service also handles other allocation 
requests for Startups, Educational projects, transfers, extensions, and so on, coordinating all 
these activities with the Service Providers. 
2. Maintain and improve the interfaces, databases and data transfer mechanisms for XSEDE- 
wide resource allocations, accounting of resource usage, and user account management. 
These systems include XDCDB, the XSEDE accounting system, and the XSEDE Resource  
Allocations Service (XRAS) 
3. Analyze trends in the availability and use of resources, current technologies, computational 
science applications, and user requirements to inform project governance. 
 
Supporting the XSEDE allocation and SP activities, RAS will also increase its analytics focus and 
mine the XSEDE Central Database (XDCDB) to document and project user demand for high-end 
CI resources. Such efforts will help SPs meet their award deliverables and provide NSF with data 
it can use to guide the direction of national CI investments. Coordinated within the RAS office 
of the director and working closely with the XD Metrics Service (providers of XDMoD) and XSEDE 
Evaluation Team, this analytics effort will investigate metrics-driven approaches to improving 
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allocations processes and policies (including  NSF  policies) to better meet user needs and 
steward national investments in CI. For example, we will conduct analyses leveraging user 
survey data, XDMoD usage reports, allocation requests and awards, and the XSEDE publications 
database to understand how users have adapted to the severe resource constraints over the 
past several years and to identify possible responses from XSEDE, the SPs, or NSF. 
 
2.5.1. Director’s Office 
The L2 Director’s Office has been established to provide the necessary oversight to ensure the 
greatest efficiency and effectiveness of the L2 area. This oversight includes providing direction 
to the L3 management team, coordination of, and participation in, L2 planning activities and 
reports through the area’s Project Manager. The Director’s Office also attends and supports the 
preparation of project level reviews and activities. 
 
2.5.2. XSEDE Allocations Process & Policies 
Allocations will oversee the central XSEDE allocation process, a major focus of RAS. The most 
visible aspect will be support for the quarterly review by the XSEDE Resource Allocation 
Committee (XRAC) of larger-scale research requests. The XRAC also serves as a key advisory 
board for RAS and the allocations process. The XSEDE allocation manager will oversee and direct 
the peer-review process for the largest research proposals (currently nearly 200 submissions per 
quarter are reviewed by XRAC members) along with the review by XSEDE staff experts of dozens 
smaller-scale requests. The RAS team recruits new XRAC members as terms expire, makes review 
assignments, ensures reviews are completed, manages the logistics of the quarterly meetings, 
and initiates the resulting awards. 
 
The RAS team will support the review and handling of Startup, Education, and smaller-scale 
allocation requests. Furthermore, the RAS team will process requests, such as extensions, 
transfers and, to a lesser degree, supplements and appeals. It will coordinate the XSEDE resource 
guidance process, which leverages ECSS staff to help users identify the best resources for their 
projects prior to allocation request submission. 
 
To ensure that the allocations process meets the needs of XSEDE stakeholders, the RAS team 
will engage regularly with the SP Forum, SP allocations representatives, the XSEDE User Advisory 
Committee, the NSF, and the XRAC on improvements or changes needed to the allocation 
policies. They will review processes to manage the growing volume of requests and to allocate 
effectively the evolving and diversifying resource portfolio, such as: human resources for ECSS 
projects, non-traditional computational resources and, we anticipate, network bandwidth or 
quality of service with software-defined networking. The XSEDE allocation manager will 
implement any agreed-upon changes to the XRAC review and meeting format 
 




The XSEDE Allocations Procedure is also on the project wiki and can be found here: 
https://confluence.xsede.org/display/XT/XSEDE+Allocations+Procedure 
 
2.5.3. Allocations CI Enhancement & Maintenance 
Allocations, Accounting & Account Management (A3M): 
The RAS team will augment efforts to support the XSEDE Resource Allocation Service (XRAS) 
allocation management software. Given the intense demand for XSEDE-allocated resources, the 
RAS team will update XSEDE infrastructure components to better support researchers and 
educators in identifying the appropriate and available services across the ecosystem that can 
support their objectives, a need identified both by existing XSEDE use cases and by an NSF 
workshop. 
 
RAS efforts encompass  improvement, maintenance, and  operation of critical  services that 
enable and enhance the allocations process. Led by L3 manager Amy Schuele (NCSA), the XRAS 
activities not only will facilitate the allocation of resources but will also enable discovery of and 
access to other services, such as the resources operated by Level 2 and Level 3 SPs but not 
allocated via XSEDE—better informing users about the range of advanced digital services 
available to them. XRAS efforts will follow and leverage the processes and tools, including JIRA 
for feature tracking, defined by XCI. 
 
XRAS will be operated as a robust and stable service in support of XSEDE allocations processes 
and for client organizations. Support efforts will include maintenance updates to XRAS as XSEDE 
allocations policies evolve. Additional efforts will focus on enhancing the performance and 
reliability of the XRAS service and enhancing the reporting and metrics capabilities of the system. 
Because of the central and critical nature of XRAS to XSEDE, and in view of its anticipated value 
to the broader CI ecosystem, new XRAS features will be prioritized based on the collective inputs 
and feedback from users, XSEDE, the SPs, and other stakeholders. Finally, RAS will refine the 
sustainability and cost model for XRAS as a service. Building upon initial collaborations with 
NCAR and NCSA’s CADENS project, the team will work with other organizations that have 
expressed interest in the XRAS technology. The cost of work to support other organizations is 
not included in the XSEDE2 budget and will be covered by those organizations or through 
separate grants. 
 
The Resource Description Repository (RDR), part of XSEDE’s Infrastructure Discovery Services, 
will support XRAS and serve as a cornerstone for an enhanced RAS infrastructure. The RDR will 
serve as the foundation for a “Resource Selector” service that will guide users to CI resources 
and services that are relevant and available to them for their research needs. RAS will also 
formally define and complete the integration of the XRAS, accounting, and XSEDE User Portal 
components with the enhanced RDR. 
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The Allocations, Accounting & Account Management (A3M) Services provide centralized 
mechanisms that integrate usage across XSEDE-allocated SPs and support allocation review and 
management. To accommodate emerging  resources with  novel usage modalities, RAS will 
collaborate with XCI to define accounting use cases and implement enhancements to the A3M 
environment. The Account Management Information Exchange (AMIE) messaging service is a 
critical integration mechanism for the A3M Services. In collaboration with XCI, RAS will conduct 
a trade-off analysis to investigate the impacts of migrating the Accounting Service from the 
legacy AMIE transport system to a modern, open-source messaging service. RAS, XSEDE 
Operations, and XCI will work together to evaluate the current infrastructure and status of the 
XDCDB and, if necessary, migrate the XDCDB to an even more robust, high-availability and high- 
performance configuration and platform, with appropriate backup and continuity plans and 
processes. 
 
The XSEDE user publications database is essential to the XSEDE allocations process, to 
understanding XSEDE’s scientific impact, and to downstream XSEDE services such as gateways. 
This service will evolve to support RAS requirements in collaboration with CEE team efforts. 
 
The RAS infrastructure will adapt and evolve as other components of the XSEDE infrastructure 
evolve, i.e. Identity Management and Infrastructure Discovery Services. Because the XDCDB is a 
primary data source for XDMoD, RAS will ensure that XDMoD remains integrated with the 
allocations and accounting infrastructure. Through its interactions with the SP Forum and other 
stakeholders, RAS will also assess interest in building a community around CI management tools 
that support XSEDE and RAS integration. 
 
The RAS team will engage closely in the sustainability and transition plan from XSEDE to any 
successor program. The XDCDB encompasses a significant portion of the primary data products 
being generated and collected by XSEDE. These products will include allocation requests, review, 
and award information spanning more than two decades by the end PY10, more than a decade 
of system usage records spread over more than 50 resources, and user profile data including a 
database of tens of thousands of publications acknowledging XSEDE and SP support. Software 
maintained and enhanced by RAS, including XRAS, will be transitioned to a successor program 
according to procedures defined by XSEDE and the successor awardee(s). 
 
2.6. Program Office 
 
Mission: Ensure the critical project level functions are in place and operating effectively and 
efficiently and provide consistent guidance and leadership to the L2 directors and L3 managers 
across the project. The Program Office supports XSEDE’s strategic goals with the following 
activities: 
● Deepen and Extend Use 
○ Raise awareness of the value of advanced digital research services 
● Sustain the Ecosystem 
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○ Operate an effective and productive virtual organization 
○ Operate an innovative virtual organization 
● Advance the Ecosystem 
○ Enhancing the array of technical expertise and support services 
 
The XSEDE Program Office will ensure the Project Office; External Relations; Project 
Management, Reporting, and Risk Management; Business Operations; and Strategic Planning, 
Policy, and Evaluation teams will effectively support XSEDE project activities and ensure efficient 
and effective performance of all project responsibilities. By tightly aligning organizational units 
(by L2 WBS) with strategic goals, the team will simplify accountability and link effort and budget 
to important outcomes. This approach is consistent with best practices in the management of 
virtual organizations, where many traditional managerial practices do not apply directly due to 
the distributed and knowledge-intensive nature of the work. Clearly delineated responsibilities 
and interfaces reduce uncertainty and enable the autonomy and discretion required for 
scalability and success. This structure will provide project-wide alignment and coordination 
while at the same time allowing each organizational unit the autonomy to adapt to the ever 
changing needs and provide the best service possible to the XSEDE users, service providers and 
the community in general. 
 
2.6.1. Project Office 
The XSEDE Project Office will be led and managed by the University of Illinois’ NCSA with key 
partnerships instantiated via sub-awards. Illinois will ensure that an efficient and effective 
project governing structure is in place throughout the award period to support all significant 
project activities and ensure efficient and effective performance of all project responsibilities. 
 
2.6.2. External Relations (ER) 
ER will promote the resources and services provided by XSEDE and examples of its successful 
support for science, engineering, and education to internal and external stakeholders. The ER 
team will communicate upcoming events, project milestones and achievements, science 
successes, services and resources, etc. via the XSEDE website and other channels; research and 
write “science success stories” and media releases; distribute a monthly external newsletter and 
a monthly internal newsletter; coordinate and staff an XSEDE exhibit at each year’s SC 
Conference; promote the annual XSEDE Conference and create supporting materials; and grow 
the XSEDE social media presence. 
 
2.6.3. Project Management, Reporting & Risk Management (PM&R) 
The Project Management, Reporting and Risk Management (PM&R) team members have 
extensive experience applying project management principles to large, complex, distributed 
projects, including projects in the private sector, government, and XSEDE. As a focal point for 
XSEDE project management efforts, the PM&R team will develop and maintain an online Project 
Execution Plan (PEP) on the staff wiki. The PEP describes the standard operating procedures for 




Risk Management - Risk management is incorporated into the project at all WBS levels. The 
NCSA risk tool—originally developed for the Blue Waters project—will be used to register and 
monitor risks. Risk reviews will be conducted quarterly; high-risk items and mitigation strategies 
are included in the PEP. 
 
Project Change Management - As part of the XSEDE annual planning process, the project will 
define the schedule, milestones, budget, and scope. The PM&R team will ensure that changes to 
these baselines will be managed through a change management process. 
 
Project Reporting and Communications - The project will provide NSF with regular updates via 
teleconference and written quarterly and annual reports. The PM&R team will develop a 
Communication Plan that links all project groups and describes communication methods and 
frequencies to maximize the effectiveness and efficiency of project communications. 
 
2.6.4. Business Operations 
The Business Operations group, working closely with staff at the University of Illinois’ Grants and 
Contracts Office (GCO) and National Center for Supercomputing Applications’ (NCSA) Business 
Office, will handle budgetary issues, manage sub-awards and assure timely processing of sub- 
award amendments and invoices. 
 
2.6.5. Strategic, Planning, Policy, & Evaluation 
XSEDE will dedicate effort to project-wide strategic planning, policy development, evaluation 
and assessment, and organizational improvement in support of sustaining an effective and 
productive virtual organization. An independent Evaluation Team will be engaged to provide 
XSEDE with information to guide program improvement and assess the impact of XSEDE services. 
Evaluations will be based on five primary data sources: (1) an Annual User Survey that will be 
part of the XSEDE annual report and program plan; (2) an Enhanced Longitudinal Study 
encompassing additional target groups (e.g., faculty, institutions, disciplines, etc.) and additional 
measures (e.g., publications, citations, research funding, promotion and tenure, etc.); (3) an 
Annual XSEDE Staff Climate  Study; (4) XSEDE KPIs, Area Metrics, and Organizational 
Improvement efforts, including ensuring that procedures are in place to assess these data; and 
(5) Specialized Studies as contracted by Level 2 directors and the Program Office. The Evaluation 
Team will create a database to support an Area Metrics/KPI Dashboard and results of any 
specialized studies. 
 
This team is charged with the creation of a comprehensive performance management plan 
detailing the methodology, tools and data sources used to determine the performance of the 
XSEDE project and its impact on the research community. The initial release of this XSEDE 









E. Project budget and staffing broken out by WBS element and by institution 
 
Project Budget by WBS Element 
 
Note: PY6 - PY10 terminology is used to differentiate between the initial XSEDE 




Project Budget by Institution 
 
 
*Note table updated April 11, 2019 to reflect the addition of Internet2 and Notre Dame as subawardees per 
Amendment #006. 
 
F. Description of the methodology and assumptions used for estimating the budget 
components 
Cost estimates for this project include personnel, equipment, travel, and services required to 
perform the tasks necessary for completion of the project deliverables. These estimates reflect our 
knowledge of management and support costs gained from prior experience conducting projects of 
this complexity, scope, and magnitude. The start date of this project is assumed to be September 1, 
2016 
 
Personnel costs are based on actual salaries for current staff that are identified to work on the 
project. For new hires, estimates are based on the average fully loaded salary (that is, including 
fringe benefits and indirect costs) necessary to replace that individual’s experience and expertise at 
his/her institution. Estimates for goods and services are based on discussions with prospective 
vendors and are forward-looking. 
 
G. Project risk analysis and a description of the analysis methodology 
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A structured, disciplined approach for risk management has been developed using the Project 
Management Institute’s best practices for risk management as a model. The XSEDE Project Director 
has overall responsibility for risk management. The XSEDE project maintains a risk register, which 
provides detailed information about each identified risk.  
 
The risk management process, which must be ongoing and dynamic, ensures that: 
• risk identification and analysis have the appropriate rigor; 
• risk issues are made visible early; 
• thorough, credible mitigation plans are prepared/implemented; 
• budgets are maintained; 
• appropriate personnel are notified when a risk is triggered; 
 
Project risk management consists of a six-step process: (1) identify potential vulnerabilities/risks; (2) 
determine the likelihood of occurrence; (3) assess the impact on the project scope, cost, and schedule 
baselines; (4) determine activities, alternatives, or contingencies that would 
reduce/mitigate/accommodate the risk; (5) execute a plan to accomplish these risk-reducing activities; 
and (6) report and track risk. 
 
The project will use a risk management software application (the JIRA Risk Management Tool), which will 
help the project management team to record, track, and report on identified project risks. 
 
The risk register will be updated regularly to reflect the modification to existing risks, addition of new 
risks, and retirement of risks as the project moves forward. The Project Director will conduct a formal 
risk review quarterly as part of a quarterly status meeting with the XSEDE project team in order to 
proactively address risks. 
 
Identified risks can have positive as well as negative impacts on the project's technical scope, schedule, 
and cost. The project team will track opportunities in order to take full advantage of information for 
making decisions that might affect the project. In practice, if the XSEDE team detects a chance to save 
money by doing X instead of Y, then we record that as a "positive" risk, set triggers, and track it like 
other risks. The team may even have "mitigations" that increase the project’s chances that the 
opportunity occurs. 
 
The project management will promptly inform NSF of any significant risk issues or opportunities that 
may arise during the project lifetime, and the risk register will be maintained for routine communication 
of potential project risks and mitigation strategies. These alerts will be contained in the conventional 
status reporting activities of the project where stakeholders are informed about any issues that may 
impact the project. Typically, these issues will be discussed during the regular teleconferences between 
NSF and XSEDE management. Significant risks will be documented in the required interim and annual 
reports. NSF can request a complete report of the risk register in advance of any of these events. 
 
An initial risk assessment was completed during the planning period and has been documented on the 
wiki, which is located here: https://confluence.xsede.org/display/XT/Risk+Management. Going forward, 
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the risks will be moved to JIRA for management. 
 
H. Project schedule 
The schedule is a living document and will be updated to reflect the baseline for near-term 
activities (work packages) as well as placeholders for long-term activities (planning packages). 




I. Description of the organizational structure of the project team and governance 
of the project including advisory groups and the processes that facilitate 
interaction with all external entities 
 
I.1. Project Governance 
XSEDE governance delegates decision-making authority to the greatest extent possible, allowing 
for timely decisions and greater agility in response to opportunities. Making use of the Work 
Breakdown Structure, which aligns with the organizational structure, each manager of a WBS 
area has decision-making authority within the scope, schedule, and budget of that WBS area. 
Decisions are escalated where other WBS areas or budget changes between partner 
institutions are involved. 
 
The new organizational structure of the XSEDE project allows, in part, for improved 
communication and interaction between the XSEDE project and the NSF. A careful balance 
must be struck between the responsibility of the PI and co-PIs and the increased direct 
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responsibility of L2 Directors to NSF. To this end, weekly communications between the PI, 
Deputy Project Director, and the NSF CPO will involve the L2 Directors on a rotating basis to 
ensure clarity in their reporting responsibilities with respect to NSF. To maintain balance, the 
decision-making process will remain unchanged with the PI holding ultimate authority within 
the project.  The Deputy Project Director will be largely responsible for offloading daily 
management and some project representation tasks from the PI. The XSEDE Program Manager 
will be the primary conduit into the project and will frequently communicate project status, 
risks, issues, accomplishments, and improvements. In addition, the Program Manager will seek 
direction and recommendations from the NSF on major changes and decision within the 
project.  
 
XSEDE’s governance model emphasizes documenting activities and decisions and responding to 
stakeholder needs. XSEDE will continue to use its advisory boards and other input mechanisms, 
including outreach activities, user engagement efforts, and help requests, to assess stakeholder 
needs, to prioritize and define impact for these requests, and to ensure that they are 
implemented within the framework of existing XSEDE best practices. Governance and decision 
making within XSEDE are made public through the XSEDE Quarterly Reports, and to provide 
greater transparency in project governance, decisions and decision-making, and in addressing 
findings and recommendations of review panels, management bodies and advisory bodies, 
XSEDE will move to using a public project wiki. 
 
As Project Director (PD), Towns with support from the Deputy Project Director (Boerner) will 
oversee the management of the project as a whole and will direct activities in the XSEDE 
Program Office. The Co-PIs and Senior Personnel will direct the activities of the Level 2 WBS 
areas. The XSEDE PI (Towns) and co-PIs (Gaither, Sinkovits, and Blood) hold ultimate authority 
and responsibility for successful program execution. 
 
I.2. XSEDE Senior Management Team (SMT) 
The XSEDE Senior Management Team (SMT), the highest-level management body, will meet 
biweekly to assess project status, plans, and issues. It is chaired by the Project Director (PI Towns), 
and includes the Deputy Project Director (Boerner), the WBS Level 2 directors of Community 
Engagement & Enhancement (co-PI Gaither), the Extended Collaborative Support Service (Co-PI 
Sinkovits and Co-PI Blood), XSEDE Community Infrastructure (Lifka), XSEDE Operations (Peterson), 
the Resource Allocations Service (Hart) and the Program Office (Payne). In order to be responsive to 
both the user community and the set of collaborating SPs, the chairs of the User Advisory Committee 
(currently Emre Brookes, University of Texas Health Science Center at San Antonio) and the XD 
Service Providers Forum (currently Ruth Marinshaw, Stanford University) are members of the SMT. 
These eleven individuals constitute the voting members of the SMT. The Senior Project Manager 
(Froeschl) is an ex officio, non-voting member of the SMT. The cognizant NSF Program Officer 
(Chadduck) is also an ex officio, non-voting member. The XSEDE Senior Management team meets on 
a bi-weekly basis to assess project status, plans, and issues. 
 
I.3. Advisory Bodies 
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Stakeholders will have input through three distinct advisory committees that have proved beneficial 
and will provide guidance on strategy, service, and support priorities for the community. 
 
The XSEDE Advisory Board (XAB) meets semi-annually, either in person or by teleconference, to 
help ensure that XSEDE is designed to impact a broad range of disciplines, enable both research and 
education, have broader impacts to society, and have a user community that is diverse (gender, 
ethnic background, etc.) and includes representation from all types of colleges and universities. The 
XAB advises in the annual planning process, reviews the annual plans, and recommends strategic 
directions. While primarily strategic, the XAB may make tactical recommendations that help XSEDE. 
 
The XAB consists of five scientific leaders (selected by the XSEDE management team) from different 
communities who use XSEDE along with the chair of the UAC and three representatives from the SPF 
(the SPF chair and two others, self-selected by the Forum). These members are complemented by an 
additional five senior members of the broader community selected by the XSEDE management team. 
Members serve two-year staggered terms. 
 
The Chair of the XAB is responsible for ensuring that the XAB meets quarterly and reports back to the 
XSEDE Senior Management Team the results of the meeting, including any recommendations and/or 
action items that need attention by XSEDE and the timescale for the action. The Chair will be self-
selected by the XAB membership. The selection process will be discussed with NSF.  NSF will be kept 
apprised of candidates and the decision process. Comments from the NSF CPO will be considered 
throughout the selection process. The XAB chair nomination is expected to be provided to the NSF in 
the Fall of 2016. 
 
The User Advisory Committee (UAC) will meet twice or three times per year by teleconference and 
consists of 20 active users of XSEDE-allocated resources and services representing the needs and 
concerns of the community. The committee presents recommendations regarding emerging needs 
and will review plans and suggested developments. XSEDE will seek input from NSF directorates to 
include researchers representing each NSF directorate or major division. Members serve two-year 
staggered terms. The chair, selected by UAC members, will participate in SMT meetings and is a 
member of the XAB. In addition, they will have the role of User Ombudsperson—the person to 
whom any user of any XSEDE allocated or supported resource or service can turn if they are not 
having issues addressed by XSEDE. 
 
The Chair of the UAC is responsible for ensuring that the UAC meets twice or three times per year 
and reports back to the XSEDE Senior Management Team the results of the meeting, including any 
recommendations and/or action items that need attention by XSEDE and the timescale for the 
action. The Chair will be self-selected by the UAC members. 
 
The XD Service Providers Forum (SPF) meets bi-weekly and provides a means by which all Service 
Providers can voice concerns, make recommendations, and provide feedback on proposed changes 
to the XSEDE environment, policies, and services. The SPF is more fully defined in the XD Service 
Providers Forum Charter and the Requesting Membership in the XSEDE Federation as a Service 
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Provider documents, both available online (www.xsede.org/project-documents). The Service 




The Chair of the UAC is responsible for ensuring that the UAC meets twice or three times per year 
and reports back to the XSEDE Senior Management Team the results of the meeting, including any 
recommendations and/or action items that need attention by XSEDE and the timescale for the 
action. The Chair will be self-selected by the UAC members and serve a one-year term. 
 
Based on feedback from staff during the preceding award, we will also form an Internal Advisory 
Committee (IAC) to give advice on internal matters such as professional development, reporting, 
recognition, policies, etc. This committee will be defined in conjunction with the staff to establish a 
committee responsive to staff needs. 
 
J. Description of the sub-contracting strategy and controls 
All XSEDE procurements will follow the policies of the XSEDE partner institution. For all purchases 
made via the University of Illinois, procurements will follow procedures and rules of the University 
of Illinois Purchasing Office, which are available on their website at:  
https://www.obfs.uillinois.edu/purchases/procedures-rules/ 
 
J.1. Capital Items 
 
Only the project director may approve the purchase of capital equipment that is part of the XSEDE 
project. Changes to the capital procurement plan may only be made as allowed by the NSF, available 
funding, and the approval of the project director. 
 
J.2. Sub-awards 
All sub-awards will contain a statement of work (SOW), budget in NSF Form 1030 format, and budget 
justification, all of which are submitted through the Sponsored Research Office of the sub- award 
institution. The sub-awards will include an executive summary, milestones, deliverables, payment 
schedules, and the acceptance and certification criteria for payment. Contractual terms in the NSF 
cooperative agreement with the University of Illinois/NCSA will flow down to sub-awardees. Sub-
awardees will submit detailed invoices for payment to NCSA monthly, unless another payment 
schedule has been identified in their contracts. 
 
J.3. Consultants 
The project director will determine the need, scope, and timing of any consultant services in support 
of the XSEDE project and will direct the NCSA finance office to obtain the services under the 
University of Illinois procurement process. 
 
J.4. Other Purchases 
XSEDE staff may purchase expensed equipment (laptops, cell phones), supplies, and other goods 
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and services when submitted and approved as part of the materials and supplies portion of the 
annual budget submission. Purchases of alcohol, business meals, personal gifts, and other like items 
are prohibited, unless approved in advance by the project director and only if allowed under the 
University of Illinois’ policies regarding such items. See Section 8.12 and Section 8.13 of the OBFS 
Business and Financial Policies and Procedures Manual 
(https://www.obfs.uillinois.edu/purchases/procedures-rules/). 
 
K. Description of the financial and business controls to be used 
NCSA will manage the project funds in accordance with Illinois rules and procedures under the day- 
to-day direction of the NCSA Finance division director. The University of Illinois business procedures 
are found in its OBFS Policies and Procedures Manual 
(https://www.obfs.uillinois.edu/purchases/procedures-rules/). 
 
A budget plan will be established and updated annually. Expenditures will be planned and actual 
expenses reconciled monthly with the University’s enterprise accounting system, down to Level 3 in 
the WBS. 
 
Budgets and actual costs will be collected in financial accounts, which correspond with the WBS 
structure of the project in the Illinois financial system. Elements of costs will also be maintained so 
that totals for effort, equipment purchases, and other cost categories can be tracked across all WBS 
elements. Each level 3 WBS manager will be responsible for the charges incurred for their WBS and 
be responsible for remaining within the budget allocated for their work. The cost incurred at each 
partner institution will be billed to Illinois and reviewed by the Project Director or Deputy Project 
Director and the Illinois finance officer. The Project Director or Deputy Project Director, with 
assistance from the NCSA Finance Division and the Business Operations WBS Level 2 lead will be 
responsible for reporting project financial information to NSF as required. 
 
L. Plan for reporting on the technical and financial status of the project 
The XSEDE project will provide interim project and annual reports as designated by the NSF 
cognizant Program Official with content, format, and submission time line established by the NSF 
cognizant Program Official. The XSEDE project will submit all required reports via Research.gov using 
the appropriate reporting category; for any type of report not specifically mentioned in 
Research.gov, the XSEDE project will use the Interim Reporting function to submit reports. 
 
The interim project report will include monthly expenditures per the NSF 1030 format and by work 
breakdown structure (WBS) level 2 both per institution and across the project as a whole. Planned 
versus actual expenditures will be indicated. It should also include detailed descriptions of the 
progress, achievements, and expenditures of the sub-awardees. Each report must also include 
relevant performance data. 
 
The Annual Report and Program Plan will also include a detailed plan for the following year and, if 







M. Description of anticipated safety or health issues associated with the project, if any 
No health or safety issues are expected in the XSEDE project. Nonetheless, a component of any 
successful project is to ensure that environment, safety, and health issues are addressed early in a 
project’s life cycle and fully integrated into all project activities. The project team is committed to 
providing a safe work environment for all workers and the public. The project team will follow all 
relevant and applicable safety laws and procedures required by Illinois and the other partner 
institutions. 
 
N. Cyber security plan for protecting the confidentiality, integrity and availability of 
XSEDE resources and services 
XSEDE cybersecurity must support the confidentiality, availability and integrity of XSEDE and XSEDE- 
allocated resources by: following best practices, employing risk-based approaches, fostering 
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teamwork throughout the XSEDE team, and integration of new proven cybersecurity technologies, 
procedures and approaches. The following sections document the XSEDE Cybersecurity Program 
Plan (CSPP), a comprehensive cybersecurity program for this distributed cyberinfrastructure.  Rising 
to the top of this list are a number of strategies that include: 
1. Support for a strong authentication and authorization service that limits access to only 
legitimate XSEDE users, 
2. Coordination of the XSEDE cybersecurity staff among contributing XD and campus Service 
Providers to develop policies, design secure architectures and review risks, 
3. Coordinated incident response and intelligence sharing across Service Providers, trusted 
partners and other federations, 
4. A strong XSEDE cybersecurity education program, and 
5. Proactive cybersecurity through careful risk/threat analysis, design and architecture of XSEDE 
at every level. 
Cybersecurity in a highly distributed environment such as XSEDE is built upon the social networking 
and trust relationships honed over time among the partner cybersecurity staff. During PY6-10, 
XSEDE cybersecurity will build and improve upon a well-established community of security 
professionals and many of the successes of the XSEDE PY1-5 cybersecurity program. Successes 
during PY1-5 include the formation of an incident response team for the coordination of incident 
response across XSEDE sites and a broadened deployment of a cybersecurity architecture across the 
growing XSEDE user base. XSEDE will expand the cybersecurity team and draw on the expertise and 
experience of new individuals. 
 
Additional information can be found in the XSEDE PEP Supplement: Cybersecurity Plan, which will be 




O. Comprehensive performance management plan which supplies reporting data 
The XSEDE project currently uses a variety of metrics and KPIs to measure performance against 
defined strategic goals. While these measures represent the performance of the XSEDE organization 
and its service areas, they do not adequately represent the impact the XSEDE project has on the 
research community and science in general. The Strategic Planning, Analysis, and Evaluation team, is 
charged with the creation of a comprehensive performance management plan detailing the 
methodology, tools and data sources used to determine the performance of the XSEDE project as 
well as its impact on the research community. The initial release of this XSEDE Performance 
Management Plan is expected to be provided to the NSF six months after the award start date. 
 
In addition, an XSEDE Metrics Dashboard will be created to provide access to current and historical 








P. Description of Project Policies and Standard Operating Procedures 
All XSEDE project policies and standard operating procedures are maintained on the XSEDE Staff 
Wiki.  Any changes to these policies and standard operating procedures will be reflected on the 
XSEDE Staff Wiki located here:  
https://confluence.xsede.org/pages/viewpage.action?pageId=1671610 
