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Direct product of digraphs
Diameter
Exponent
A new phenomenon pertaining to the diameter of the multiple
direct productDm of a primitive digraphD is found related to exp(D).
It is shown that there is a positive integerm, referred to as the critical
multiplicity of D, which satisfies the condition
diam(D) < diam(D2) < · · · < diam(Dm−1) < diam(Dm)
= diam(Dm+1) = · · · = exp(D).
Further, it is proved that the critical multiplicity m of D satisfies
m ≤ n − 1, where n is the order of D. The extremal cases are clas-
sified as follows: for each n, there are two primitive digraphs up to
isomorphism having a critical multiplicity of n−1, where one of the
digraphs is the Wielandt digraph.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The direct product D1 × D2 × · · · × Dl of digraphs D1,D2, . . . ,Dl with Di = (Vi, Ai) is the digraph
(V, A) such that V = V1 × V2 × · · · × Vl and A = {(v¯, w¯) ∈ V × V |(vi,wi) ∈ Ai} for all i, v¯ =
(v1, v2, . . . , vl), and w¯ = (w1,w2, . . . ,wl). When D1 = D2 = · · · = Dl = D, we use the concise
notationDl instead ofD1×D2×· · ·×Dl . The study of the direct product of graphs and that of digraphs
was initiated on the basis of on the works of Weichsel [5], which were related to the connectedness
of the direct product of graphs, and those of McAndrew [3], which were related to the number of
components of the direct product of digraphs. A digraph D is primitive if, for each pair v,w of vertices
of D, there is a (directed) walk of length k from v to w for some k. The smallest such k is referred to as
the exponent, exp(D), of D. It is equal to the exponent of A, which is equal to the smallest k such that
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all the entries of Ak are positive when A is the adjacency matrix of D. A famous work of Wielandt [6]
reports that the maximum exponent of digraphs with n vertices is n2 − 2n + 2 and that this value is
attained only for a special digraphWn, labeled the Wielandt digraph [2,6].
In this work, we prove that for any primitive digraph D of order n there exists a positive integerm0,
such that
diam(D) < diam(D2) < · · · < diam(Dm0−1)< diam(Dm0)=diam(Dm0+1) = · · · = exp(D).
We refer to such an integer m0 as the critical multiplicity of D. We also prove the critical multiplicity
m0 of a primitive digraph D with n vertices is at most n − 1 and that the equality m0 = n − 1 holds
only for two digraphs, one of which is the Wielandt digraph.
2. Preliminaries and some lemmas
From now on, let D = (V(D), A(D)) be a primitive digraph with n vertices. For each pair of vertices
v,w of D, we use v
s→ w for s ≥ 1, when there is a walk of length s from v to w, and v 0→ w when
v = w. The distance dist(v,w) from v to w is the smallest such number. The diameter diam(D) of D
is the maximum value of dist(v,w) for all v,w ∈ V(D). We also use v  s→ w for s ≥ 1, when there is
no walk of length s from v to w, and v  0→ w when v = w. Conventionally, we use v→w and v → w
instead of v
1→ w and v  1→ w, respectively.
We can observe that for all v¯ = (v1, v2, . . . , vk), w¯ = (w1,w2, . . . ,wk) ∈ V(Dk), and s ≥ 0,
v¯
s→ w¯ holds if and only if vi s→ wi holds for all i. Consequently Dk is primitive with k  1 for all
primitive digraph D.




Moreover, if diam(Dk) = diam(Dk+1), then diam(Dk) = exp(D).
Proof. If diam(Dk+1) = t, then for all v˜ = (v1, v2, . . . , vk+1), w˜ = (w1,w2, . . . ,wk+1) ∈ V(Dk+1),
wehave v˜
s−→ w˜ for some s  t. That is, vi s−→ wi for all 1  i  k+1.Hence, if v¯ = (v1, v2, . . . , vk)
and w¯ = (w1,w2, . . . ,wk), then v¯ s−→ w¯. Thus, diam(Dk)  t = diam(Dk+1). If exp(D) = α, then
for each v¯ = (v1, . . . , vk) and w¯ = (w1, . . . ,wk) ∈ V(Dk), we have vi α−→ wi for all i = 1, . . . , k.
Hence, v¯
α−→ w¯, and consequently, diam(Dk)  α.
If diam(Dk) = diam(Dk+1) = β , then there are values of u¯= (u1, u2, . . . , uk), v¯= (v1, v2, . . . , vk)
∈ V(Dk), such that dist(u¯, v¯) = β . For each z,w ∈ V(D), we define z¯, w¯ ∈ V(Dk+1) as
z¯ = (u¯, z) = (u1, u2, . . . , uk, z)
and
w¯ = (v¯,w) = (v1, v2, . . . , vk,w).
Because β = dist(u¯, v¯) ≤ dist(z¯, w¯) ≤ diam(Dk+1) = β , we have dist(z¯, w¯) = β . This implies that
z
β−→ w, and therefore, β = exp(D). 
Note that if diam(Dk) < exp(D), then by Lemma 1, diam(Dk) < diam(Dk+1).
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Lemma 2. If w ∈ V(D) and there is a cycle of length m passing through w, then for all v ∈ V(D) and
k  diam(Dm), we have v k−→ w.
Proof. By assumption, there is a cycle w = w0 → w1 → · · · → wm−1 → wm = w in D. Let
v¯ = (v, v, . . . , v), w¯ = (w0,w1, . . . ,wm−1) ∈ V(Dm). If dist(v¯, w¯) = i, then for all 0  j  m − 1,
v
i−→ wj . Because k − i  0, we have k − i = mq+ r for some nonnegative integer q and r such that
0  r  m − 1. Given that v i−→ wm−r r−→ w0 mq−→ w0 = w, we get v k−→ w. 
A graph G is considered as a digraph by treating each edge {v,w} of G as two arcs (v,w) and (w, v).
Hence, every edge of the graph is a cycle of length 2, which leads us to the following corollary.
Corollary 1. If G is a primitive graph, then
diam(G2) = exp(G).
Corollary 1 can also be obtained from the work of Abey-Asmerom and Hammack [1] , which per-
tained to the vertex eccentricity of the direct product of graphs, even though they did not consider the
diameter directly. If D is a primitive digraph, then each vertex of D is contained in some cycle. Hence,
we have the following Corollary.
Corollary 2. Let m be a positive integer. If for all v ∈ V(D), there is a cycle of length at least m passing
through v, then
diam(Dm) = exp(D).
It is not difficult to see that the converse of Corollary 2 is not true in general. It is known that if
n ≥ 6, then there is a tournament T on n vertices with the exponent 3 [4]. Because this digraph has a
diameter of 2, we have diam(T2) = 3 = exp(T), while the length of a cycle in T is always at least 3.
Corollary 3. If D is a primitive digraph with n vertices, then
diam(Dn) = exp(D).
Lemma 3. Let w = w0 → w1 → · · · → wm = w0 be a cycle in D and h ≥ 1. If wi h−→ wj for some i
and j such that 0  j  i  m − 1, then v k−→ w for all k  diam(Dm−j+h) and v ∈ V(D).
Proof. Let wi = u0 → u1 → · · · → uh = wj and v¯ = (v, v, . . . , v), w¯ = (w0,wj,wj+1, . . . ,
wm−1, u1, u2, . . . , uh−1) ∈ V(Dm−j+h). Let dist(v¯, w¯) = s. Note that s  k, and if 0  k− s  m− i,
then v
k−→ w. Becausem − k + s  i, we have v s−→ wm−k+s k−s−→ w0 = w. If k − s > m − i, then
there are nonnegative integers q and r such that k−s−m+i = (i−j+h)q+r and0  r  i−j+h−1.
If 0  r  i − j, then considering that j  i − r  i, we have
v
s−→ wi−r r−→ wi (i−j+h)q−→ wi m−i−→ w0 = w.
Hence, v
k−→ w. If i − j < r  i − j + h − 1, then v k−→ w because
v
s−→ uh+i−j−r r+j−i−→ uh = wj i−j−→ wi (i−j+h)q−→ wi m−i−→ w0 = w. 
Lemma 4. Let v,w ∈ V(D) and w = w0 → w1 → · · · → wm = w be a cycle in D. Assume that
wi
h−→ wj for some h, i, and j such that h = 1, 2 and 1  j  i  m − 1. Further, let us assume that
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k  diam(Di−j+h). Let Xi = {wi} and Xl = {z ∈ V(D) | wi l−i−→ z} for i + 1  l  m. If every vertex
which is adjacent to vertex of Xl+1 belongs to Xl, then we have v
k−→ w. In particular, if wl is the only
vertex adjacent to wl+1 for all l = i, . . . ,m − 1, then we have v k−→ w.
Proof. Let wi = u0 → u1 → · · · → uh = wj and v¯ = (v, v, . . . , v) ∈ V(Di−j+h). If w¯ =
(w0,wm−i+j−h+1,wm−i+j−h+2, . . . ,wm−1), then becausem− i+ j− h+ 1 = m− (i− j)− h+ 1 
m − (m − 2) − 2 + 1 = 1, we have w¯ ∈ V(Di−j+h). If dist(v¯, w¯) = s, then s  k. There are
nonnegative integers q and r such that k − s = (i − j + h)q + r and 0  r  i − j + h − 1. Because
m − i + j − h + 1  m − r ≤ m, we have v s−→ wm−r . Let v = v0 → v1 → · · · → vs = wm−r .
If m − r = i, then vs−m+r+i = vs = wi. Therefore, v s−m+r+i−→ wi. If m − r > i, then given that
wm−r ∈ Xm−r and that every arc entering into xm−r exits from Xm−r−1, we have vs−1 ∈ Xm−r−1. If
m − r − 1 = i, then considering that s − 1 = s − m + r + i, we have v s−m+r+i−→ wi.
Ifm − r − 1 > i, then by a logic similar to that used above, we have vs−2 ∈ Xm−r−2. By repeating
this process, we get vs−m+r+i ∈ Xm−r−m+r+i = Xi = {wi}. Hence,
v
s−m+r+i−→ wi (i−j+h)q−→ wi m−i−→ wm = w.
As a result, v
k−→ w.
Ifm − r < i, then because
v
s−→ wm−r i−m+r−→ wi (i−j+h)q−→ wi m−i−→ w0 = w,
we obtain v
k−→ w. 
Lemma 5. Let w = w0 → w1 → · · · → wm = w be a cycle in D. If wi m−i+1−→ w for some i such that
2 ≤ i ≤ m − 1, then for all k  diam(Dm−1) and v ∈ V(D), we have v k−→ w.
Proof. Let v¯ = (v, v, . . . , v), w¯ = (w2,w3, . . . ,wm) ∈ V(Dm−1). By assuming that dist(v¯, w¯) = s,
we get s ≤ diam(Dm−1) ≤ k. Hence, there are nonnegative integers q and r such that k − s = mq+ r
and 0 ≤ r ≤ m− 1. If 0 ≤ r ≤ m− 2, then becausem− r ≥ 2, we have v s→ wm−r . Considering that
v
s→ wm−r mq→ wm−r r−→ wm = w,
we get v
k→ w. If r = m − 1, then because
v
s→ w2 mq→ w2 i−2−→ wi m−i+1−→ wm = w,
we have v
k→ w. 
Lemma 6. Let w = w0 → w1 → · · · → wm = w be a cycle in D, z ∈ V(D) and w1 → z → w1.
If w2 is the only vertex adjacent to w3 and w1, z are the only possible vertices adjacent to w2, then for all
v ∈ V(D) and k  diam(Dm−1), we have v k−→ w.
Proof. Let v¯ = (v, v, . . . , v), w¯ = (w2,w3, . . . ,wm) ∈ V(Dm−1). Let us suppose that dist(v¯, w¯) = s.
Then, s ≤ diam(Dm−1) ≤ k. If k−s ≤ m−2, then becausem−k+s ≥ 2,wehave v s→ wm−k+s k−s−→
wm = w. Hence, v k→ wm = w. If k − s ≥ m − 1, then there are nonnegative integers q and r such
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Table 1
List ofm such thatm > n2 − 3n and vi  m→ vj inWn .
Cases m
i = 0 j = 0 n2 − 3n + 1, n2 − 3n + 2, n2 − 2n + 1
1  j  n − 2 n2 − 3n + 1 + j
j = n − 1 n2 − 3n + 1, n2 − 2n
i = 1 j = 0 n2 − 3n + 1, n2 − 2n
2  i  n − 1 j = 0 n2 − 2n + 1 − i
1  i  j  n − 1 n2 − 3n + 1 + j − i
Table 2
List ofm such thatm > n2 − 3n and zi  m→ zj inW∗n .
Cases m
i = 0 1  j  n − 2 n2 − 3n + 1 + j
j = n − 1 n2 − 3n + 1, n2 − 2n
1  i  j  n − 1 n2 − 3n + 1 + j − i
that k − s − m + 1 = 2q + r and r = 0, 1. If r = 1, then because
v
s→ wm 1→ w1 2q→ w1 m−1−→ wm = w,
we have v
k−→ w. If r = 0, then v s−→ w3. Because w2 is the only vertex adjacent to w3, we have
v
s−1−→ w2. Further, because w1 and z are only possible vertices adjacent to w2, either v s−2−→ w1 or
v
s−2−→ z holds true. We may assume that v s−2−→ w1. Then, considering
v
s−2−→ w1 2q+2−→ w1 m−1−→ wm = w,
we have v
k−→ w. 
Definition 1. Let n be an integer at least 3.
(1) The Wielandt digraph of order n isWn = (V(Wn), A(Wn)), where
V(Wn) = {v0, v1, . . . , vn−1} and
A(Wn) = {(vi, vi+1)|0  i  n − 2} ∪ {(vn−1, v0), (vn−1, v1)}.
(2) We defineW∗n = (V(W∗n ), A(W∗n )), where V(W∗n ) = {z0, z1, . . . , zn−1} and
A(W∗n ) = {(zi, zi+1)|0  i  n − 2} ∪ {(zn−2, z0), (zn−1, z0), (zn−1, z1)}.
It is known that the exponent of the Wielandt digraph is n2 − 2n + 2. However, to compute the
diameter ofWkn and (W
∗
n )
k for a positive integer k, we need more information on the existence of the
directedwalks of lengthm from v tow for all vertices v,w ofWkn and (W
∗
n )
k , respectively. The following
Lemma provides the solution to this problem whenm > n2 − 3n.
Lemma 7.
(1) If m > n2 − 3n, then vi m−→ vj, where vi, vj ∈ V(Wn), except for the cases given in Table 1.
(2) If m > n2 − 3n, then zi m−→ zj, where zi, zj ∈ V(W∗n ), except for the cases given in Table 2.




 vj . If i > j, then put t = n − i + j  n − 1 and m − t + 1 = (n − 1)q + r and
0  r  n − 2. If j > 0, then because vi n−i−1−→ vn−1 1−→ v0 j−→ vj and vi n−i−1−→ vn−1 1−→
v1
j−1−→ vj , we have vi t−→ vj and vi t−1−→ vj . If q  r, then because vi (n−1)(q−r)+nr−→ vi t−1−→ vj ,
we have vi
m−→ vj. However, this is a contradiction. Hence, q < r. Given that
(n − 1)q = m − t + 1 − r > n2 − 3n − 2n + 4 = (n − 1)(n − 4),
we have q  n − 3. Hence, n − 3  q < r  n − 2. Consequently, q = n − 3 and r = n − 2.
Therefore,m = (n − 1)(n − 3) + n − 2 + t − 1 = n2 − 3n + t. Because vi t−→ vj n(n−3)−→ vj,
we have vi
m−→ vj . Again, this is a contradiction. If j = 0 and 1  r  q + 1, then because
vi
t−1−→ vn−1 (n−1)(q−r+1)+n(r−1)−→ vn−1 1−→ v0,
we have vi
m−→ v0. This is also a contradiction. If j = 0 and r > q + 1, then
(n − 1)q = m − t + 1 > n2 − 3n − (n − 1) + 1 − (n − 2)
= n2 − 5n + 4 = (n − 1)(n − 4).
Hence, n − 3  q < r − 1  n − 3. This is a contradiction as well. If j = 0 and r = 0, then
because
(n − 1)q = m − t + 1 > n2 − 3n − t + 1  n2 − 3n − (n − 1) + 1
= n2 − 4n + 2 = (n − 1)(n − 3) − 1,
we have q  n − 3. If q  n − 1, then because
vi
t−1−→ vn−1 (n−1)(q−n+1)+n(n−2)−→ vn−1 1−→ v0,
we have vi
m−→ v0. Once again, this is a contradiction. If q  n − 2, then q is n − 2 or n − 3. If
q = n − 3, then because
m = (n − 1)(n − 3) + t − 1 = n2 − 4n + 2 + t > n2 − 3n,
we have t = n − 1 and m = n2 − 3n + 1. If q = n − 2, then m = (n − 1)(n − 2) + t − 1 =
n2 − 2n + 1 − i.
Suppose that i ≤ j. If i = 0, then usem− j + i = (n− 1)q+ r for some integers q and r such
that 0  r  n − 2. Because
(n − 1)q = m − j + i − r > n2 − 3n − 2n + 4 = (n − 1)(n − 4),
we have q  n − 3. If q  r, then because
vi
(n−1)(q−r)+nr−→ vi j−i−→ vj,
we have vi
m−→ vj. Again, this is a contradiction. Hence, q < r. Because n− 3 ≤ q < r ≤ n− 2,
wehaveq = n−3and r = n−2. Therefore,m = (n−1)(n−3)+n−2+j−i = n2−3n+1+j−i,
as given in Table 1.
If i = 0, then usem − j = (n − 1)q + r for some integers q and r such that 0  r  n − 2. If
j = 0, n − 1, then because
(n − 1)q = m − j − r > n2 − 3n − 2n + 4 = (n − 1)(n − 4),
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we have q  n − 3. If q  r, then because
v0
nr−→ v0 j−→ vj (n−1)(q−r)−→ vj,
we have v0
m−→ vj . This is a contradiction. Hence, n−3  q < r  n−2. As a result, q = n−3
and r = n − 2, and therefore,m = (n − 1)(n − 3) + (n − 2) + j, as given in Table 1.
If j = 0, then
(n − 1)q = m − r > n2 − 3n − n + 2 = n2 − 4n + 2 = (n − 1)(n − 3) − 1.
Hence, q  n − 2 or q = n − 3 and r = n − 2. If q ≥ n − 2 and r ≥ 1, then
v0
1−→ v1 (n−1)(q−r)+n(r−1)−→ v1 n−1−→ v0.
Hence, v0
m−→ v0. However, this is a contradiction. If q  n and r = 0, then because
v0
1−→ v1 (n−1)(q−n)+n(n−2)−→ v1 n−1−→ v0,
we have v0
m−→ v0. This is also a contradiction. If q is n − 1 or n − 2, and r = 0, then
m = (n − 1)2 or m = (n − 1)(n − 2) = n2 − 3n + 2. If q = n − 3 and r = n − 2, then
m = (n − 1)(n − 3) + n − 2 = n2 − 3n + 1, as given in Table 1.
If j = n − 1, thenm − n + 1 = (n − 1)q + r and 0  r  n − 2. Because
(n − 1)q = m − n + 1 − r > n2 − 3n − n + 1 − n + 2
= n2 − 5n + 3 = (n − 1)(n − 4) − 1,
we have q  n − 3 or q = n − 4 and r = n − 2. If q  n − 3 and q  r, then because
v0
n−1−→ vn−1 (n−1)(q−r)+nr−→ vn−1,
we have v0
m−→ vn−1. This is also a contradiction. If q  n − 3 and q < r, then q = n − 3 and
r = n − 2. Hence,m = (n − 1)(n − 3) + n − 2 + n − 1 = n2 − 2n.
If q = n − 4 and r = n − 2, then m = (n − 1)(n − 4) + n − 1 + n − 2 = n2 − 3n + 1, as
given in Table 1.
(2) The proof of (2) is similar to that of (1), except in the case where j = 0. In the case where
j = 0, zi n−i−1−→ z0 for 0  i  n− 2 and zn−1 n−1−→ z0. Hence, zi m−→ z0 for all i andm such that
n2 − 3n + 1  m.
Remark 1. Suppose v = wn and 1  i  j  n−1 and k = n2−3n+1+ j− i. If vi k−→ vj and
k = j− i+ (n−1)x+ny for some nonnegative integers x, y, then (n−1)x+ny = n2 −3n+1.
However, n2−3n+1 is the Frobenius number of n−1 and n. This causes a contradiction. Hence,
vi
k





 zj , respectively.
3. Main theorems
Theorem 1. Let D be a primitive digraph on n vertices with n  3.
(1) If diam(Dn−2) = exp(D), then D is isomorphic to Wn or W∗n .
(2) If D is isomorphic to Wn or W
∗
n , then diam(D
n−1) = exp(D).
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Proof.
(1) Let exp(D) = α and diam(Dn−2) = s. Then, there are v,w ∈ V(D) such that v α−1 w. Because
s = α, we have s  α − 1. Letw = w0 → w1 → · · · → wβ = w be a cycle in D such that the
length of every cycle in D passing throughw is at least β . If β  n− 2, then because α − 1  s,
by Lemma 2, we have v
α−1−→ w. This is a contradiction. Hence, β is n − 1 or n.
Ifβ = n, thenby theminimalityofβ ,wi  wj for all i and j such that0  i < j  nand j−i  2.
Note that there is no i such that 1 ≤ i ≤ n−2 andwi→wn = w. Ifwi → wj for some i and j such
that 3  j < i  n−1, thenbecauseα−1  s, by Lemma3withm−j+h ≤ (n−3)+1 = n−2,
we have v
α−1−→ w. This is also a contradiction. Hence, for all i such that 3  i  n, wi−1 is the
only vertex adjacent towi. Ifwi → w2 for some iwith 3  i  n − 1, then because α − 1  s,
by Lemma 4 with i − j + h ≤ (n − 1) − 2 + 1 = n − 2, we have v α−1−→ w. Again, this is a
contradiction. Let U = {wi|0  i  β − 1} and B = {(wi,wi+1)|0  i  β − 1}. Because D is
primitive, we have B  A(D). Hence,wi → w1 for some iwith 2  i  n− 1. If i  n− 2, then
because α − 1  s, by Lemma 4 with i − j + h ≤ (n − 2) − 1+ 1 = n − 2, we have v α−1−→ w.
This is also a contradiction. Hence, i = n − 1. Consequently, D is isomorphic toWn.
Assume that β = n − 1. If 0  i < j  n − 1 and j − i  2, then we also havewi  wj by the
minimality of β = n − 1. In this case, wn−1 = w0 and there is no i such that 1 ≤ i ≤ n − 3
and wi → wn−1 = w. If wi → wj for some i and j such that 2  j < i  n − 2, then because
m − j + h  (n − 1) − 2 + 1 = n − 2 and α − 1  s, by Lemma 3 with h = 1, we have
v
α−1−→ w. Again, this is a contradiction.
Becauseβ = n−1, there are z ∈ V(D) such that z /∈ U. This implies thatV(D) = U∪{z}. Because
D is strongly connected, there are p and q such that 0  p, q  n − 2 and wp → z → wq. We
may assume that wi  z and z  wj for all i and j such that 0  i < p and q < j  n − 2.
If z → w0, then because the length of the cycle w0 → w1 → · · · → wp → z → w0 is
p + 2( n − 1), we have p is n − 2 or n − 3. If p = n − 2, then because wn−2 2→ wn−1 = w,
by Lemma 5, we have v
α−1−→ w. This is a contradiction. Hence, p = n − 3. If wn−2 → z, then
because wn−2
2→ wn−1 = w, by Lemma 5, we have v α−1−→ w. However, this is a contradiction.
Conversely, if z → wn−2, then because wn−3 3→ wn−1 = w, by Lemma 5, we have v α−1−→ w,
which is again a contradiction. Hence, wn−2  z and z  wn−2. Then, because D is primitive,
we have z → wi or wj → w1 for some i and j such that 1 ≤ i ≤ n − 3 and 2 ≤ j ≤ n − 2.
If z→wj for 2 ≤ j ≤ n − 3, then because wn−3 2→ wj and n − 2 − j + 2 ≤ n − 2, by Lemma
3, we have v
α−1−→ w, which is a contradiction. Hence, z → wj for 2 ≤ j ≤ n − 3. If z → w1,
let Xn−1 = {w}, Xn−2 = {z,wn−2} and Xn−3 = {wn−3}. Then, Xn−3, Xn−2, and Xn−1 satisfy the
condition given in Lemma 4. Because (n− 3) − 1+ 2 = n− 2, by Lemma 4, we have v α−1−→ w.
This is a contradiction. If wi → w1 and 2 ≤ i ≤ n − 3, let Xn−2 = {z,wn−2} and Xl = {wl} for
all l such that i ≤ l ≤ n− 1 and l = n− 2. Then, Xi, Xi+1, . . . , Xn−1 satisfy the condition given
in Lemma 4. Because i− 1+ 1 ≤ n− 3, by Lemma 4, we have v α−1−→ w. This is a contradiction.
If wn−2 → w1, let Xn−1 = {w}, Xn−2 = {z,wn−2} and Xn−3 = {wn−3}. Then, Xn−3, Xn−2, and
Xn−1 satisfy the condition given in Lemma 4. Because (n − 2) − 1 + 1 = n − 2, by Lemma 4,
we have v
α−1−→ w. This is a contradiction.
Suppose zw0. Then, q  1. If 3  j  i  n− 2 andwi → z → wj , then because α − 1  s,
by Lemma 3withm− j+h ≤ (n−1)−3+2 = n−2, we have v α−1−→ w. This is a contradiction.
Hence, if wi → z → wj , then j  2 or i < j. In particular, q  2 or p  i < q for all i such that
wi → z. Ifwi → z → wj for some i and j such that j− i  3, then the length of a cycle given by
w = w0 → w1 → · · · → wi → z → wj → wj+1 → · · · → wn−1 = w
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is (n − 1) − j + i + 2  n − 2. This is a contradiction. Hence, j  i + 2.
If q  3, then because p < q  p + 2, q is p + 1 or p + 2. Let us suppose that p ≥ 2. If
z → wp+1, then because wp n−p−→ w, by Lemma 4, we have v α−1−→ w, which is a contradiction.
Hence, zwp+1,which implies that q = p+2. Ifwp+1 → z, then because z → wq = wp+2,we
havewp+1
n−p−1−→ w. By Lemma 5, v α−1−→ w. However, this is a contradiction. Hence, q = p+ 2,
z  wp+1, and wp+1  z. Because D is primitive, we have z → wj or wi → w1 for some i and
j such that 2 ≤ i ≤ n − 2 and 1 ≤ j ≤ p. If z→wj for 2 ≤ j ≤ p, then because wp 2→ wj and
n − j + h ≤ (n − 2) − 2 + 2 = n − 2, by Lemma 3, we have v α−1−→ w. This is a contradiction.
If z → w1, let Xp+1 = {z,wp+1} and Xl = {wl} for all l such that p ≤ l ≤ n − 1 and
l = p+1. Then, Xp, Xp+1, . . . , Xn−1 satisfy the condition given by Lemma 4. Becausewp 2→ w1
and p − 1 + 2 ≤ (q − 2) + 1 ≤ n − 2, by Lemma 4, we get v α−1−→ w. This is a contradiction.
If wi→w1 and p + 2 ≤ i ≤ n − 2, then because i − 1 + 1 ≤ n − 2, by Lemma 4, we have
v
α−1−→ w. Again, this is a contradiction. If wp+1→w1, let Xp+1 = {z,wp+1} and Xl = {wl} for
all l such that p ≤ l ≤ n − 1 and l = p + 1. Then, Xp, Xp+1, . . . , Xn−1 satisfy the condition
given in Lemma 4. Because wp
2→ w1 and p − 1 + 2 ≤ (q − 2) + 1 ≤ n − 2, by Lemma 4, we
have v
α−1−→ w, which is a contradiction. If wi→w1 and 2 ≤ i ≤ p, let Xp+1 = {z,wp+1} and
Xl = {wl} for all l such that i ≤ l ≤ n − 1 and l = p + 1. Then, Xi, Xi+1, . . . , Xn−1 satisfy the
condition given in Lemma 4. Because wi
1→ w1 and i − 1 + 1 ≤ p ≤ n − 2, by Lemma 4, we
have v
α−1−→ w. This is a contradiction.
Ifp = 1, thenq = 3. Ifwi → w1 for some i such that3 ≤ i ≤ n−2, thenbecause i−1+1 ≤ n−2,
by Lemma 4 with h = 1, we have v α−1−→ w. This is a contradiction. If w2 → z, then because
w2
1→ z 1→ w3 n−4→ wn−1 = w,
we have w2
n−2→ w. By Lemma 5, v α−1−→ w. This is a contradiction. If z → w2, then w = w0 →
w1 → z → w3 → w4 → · · · → wn−1 = w is a cycle of length n − 1 in D. Because
z
1→ w2 1→ w3 n−4→ wn−1 = w,
we have z
n−2→ w. Again, by Lemma 5, v α−1−→ w, which is a contradiction. Hence, w2  z and
z  w2. Because D is primitive, we have w2 → w1 or z → w1. If w2 → w1, let X2 = {z,w2}
and Xl = {wl} for all l such that 1 ≤ l ≤ n − 1 and l = 2. Then, X1, X2, . . . , Xn−1 satisfy
the condition given by Lemma 4. Because w1
2→ w1, by Lemma 4, we have v α−1−→ w. This is a
contradiction. Hence, w2  w1. Similarly z  w1. This is also a contradiction.
If q is 1 or 2, then for all l such that 2  l  n − 2, wl is the only vertex adjacent to wl+1.
Hence, ifwi→w1 for some iwith 2 ≤ i ≤ n− 2, then because i− 1+ 1 ≤ n− 2 and α − 1 ≥ s,
by Lemma 4 with h = 1, we have v α−1−→ w. This is a contradiction.
Suppose that q = 2. Ifwi→z for some i such that 2 ≤ i ≤ n−2, then because i−2+2 ≤ n−2
and α − 1 ≥ s, by Lemma 4with h = 2, we have v α−1−→ w. This is a contradiction. Hence, i ≤ 1.
In particular, p is 0 or 1. If p = 0, then
B ∪ {(w, z), (z,w2)} ⊂ A(D) ⊂ B ∪ {(w, z), (w1, z), (z,w1), (z,w2)}.
Because D is primitive, A(D) = B ∪ {(w0, z), (z,w2)}. Hence, w1 → z or z → w1. If w1 → z
and z → w1, then by Lemma 6, we have v α−1−→ w. This is a contradiction. Hence, w1 → z and
z  w1, or z → w1 and w1  z. In any case, D is isomorphic toW∗n .
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If p = 1, then
B ∪ {(w1, z), (z,w2)} ⊂ A(D) ⊂ B ∪ {(w1, z), (z,w1), (z,w2)}.
If z → w1, then by Lemma 6, we have v α−1−→ w. This is a contradiction, and hence, z  w1.
Therefore, D is isomorphic toWn.
Suppose that q = 1. Ifwi→z for some i such that 2 ≤ i ≤ n−3, then because i−1+2 ≤ n−2
and α − 1 ≥ s, by Lemma 4 with h = 2, we have v α−1−→ w. This is a contradiction. Hence, i ≤ 1
or i = n−2. This implies thatw2 is the only vertex adjacent tow3 and thatw1 is the only vertex
adjacent to w2. If w1 → z, then because w1 → z → w1, by Lemma 6, we have v α−1−→ w. This
is a contradiction. Hence,
B ∪ {(z,w1)} ⊂ A(D) ⊂ B ∪ {(w, z), (z,w1), (wn−2, z)}.
Ifwn−2 → z andw  z, thenD is not primitive. Ifw → z andwn−2  z, thenD is isomorphic
toWn. If w → z and wn−2 → z, then D is isomorphic toW∗n .
(2) Let D = Wn = (V(Wn), A(Wn)), where V(Wn) = {v1, . . . , vn} and
A(Wn) = {(vi, vi+1)|1  i  n − 1} ∪ {(vn, v1), (vn, v2)}.
Let us use α = exp(Wn) = n2 − n + 2. Then, v1 α−1 v1. Let v¯ = (v1, . . . , v1), w¯ =
(v1, v3, v4, . . . , vn) ∈ V(Wn−1n ). If dist(v¯, w¯) = s and s < α, then there are q and r such
that α − s − 1 = nq + r and 0  r  n − 1. If r = 0 and v1 s−→ v1 nq−→ v1, then be-
cause s + nq = α − 1, we have v1 α−1−→ v1. This is a contradiction. If 1  r  n − 2, then
v1
s−→ vn−r+1 r−→ v1 nq−→ v1. Hence, v1 α−1−→ v1. This is a contradiction. If r = n − 1, then
because v1
s→ v1, we have v1 s−1−→ vn. Because
v1
s−1−→ vn 1→ v2 n−1−→ v1 nq→ v1,
we have v1
α−1→ v1. This is a contradiction. Hence, s = α and diam(Dn−1) = exp(D).
Let D = W∗n = (V(W∗n ), A(W∗n )), where V(W∗n ) = {v1, v2, . . . , vn} and
A(W∗n ) = {(vi, vi+1)|1  i  n − 1} ∪ {(vn, v1), (vn, v2), (vn−1, v1)}.
If exp(W∗n ) = α, then there exist v,w ∈ V(W∗n ) such that v α−1 w. If diam((W∗n )n−1) 
α − 1, then because there is a cycle of length n − 1 in D passing through w, by Lemma 3 with
h = 1, we have v α−1→ w, which is a contradiction. Hence, diam((W∗n )n−1)  α. Because
diam((W∗n )n−1)  diam((W∗n )n)  α, diam((W∗n )n−1) = α. 
Corollary 4. For a primitive digraph D with n vertices, we have
diam(Dn−1) = exp(D).
From Theorem 1 and Corollary 4, the critical multiplicity of a primitive digraph D on n vertices is
at most n − 1. The maximum value n − 1 is attained if and only if D is isomorphic to Wn or W∗n . The
critical multiplicity ofWn andW
∗
n remain to be determined.
Theorem 2.
(1) diam(Wn−2n ) = n2 − 2n.
(2) diam((W∗n )n−2) = n2 − 2n − 1.
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Proof.
(1) If diam(Wn−2n ) = k, then k = dist(v¯, w¯) for some v¯, w¯ ∈ V(Wn−2n ). Let v¯ = (vi1 , vi2 , . . . , vin−2)
and w¯ = (vj1 , vj2 , . . . , vjn−2). By Lemma 7, for each vi, vj ∈ V(Wn), the positive integer m
(m > n2 − 3n) such that vi m vj are given in Table 1. The pair (i, j) such that there exist at least
twomwith this property is (0, 0), (0, n− 1) and (1, 0). In each of these cases, there is only one
such integer m with n2 − 3n + 2  m  n2 − 2n. It follows that for all h (1  h  n − 2),
there is at most one mh such that n
2 − 3n + 2  mh  n2 − 2n and vih mh vjh . Because
S = {mh|1  h  n − 2, vih mh vjh} has a maximum of n − 2 elements, there is anm such that
n2−3n+2  m  n2−2n andm /∈ S. Because vih m−→ vjh for all h = 1, 2, . . . , n−2, we have
k = dist(v¯, w¯)  m  n2−2n. Conversely, let v˜ = (v0, . . . , v0), w˜ = (v0, v2, v3, . . . , vn−2) ∈
V(Wn−2n ). If dist(v˜, w˜) = l < n2 −2n, then l = (n−1)q+ r for some integers q and r such that
0  r  n−2. If r = 0, then because (n−1)q = l < n2−2n = (n−1)2−1,wehave q  n−2.
Because v0
l−→ v0, we have v1 l−1−→ v0. Further, because v0 1−→ v1 (n−1)(n−1−q)−→ v1 l−1−→ v0,
we have v0
n2−2n+1−→ v0. This contradicts with Lemma 7. If r = 1, then because (n − 1)q =
l − 1 < n2 − 2n − 1, we have q  n − 2. Because v0 l−→ v2 (n−1)(n−2−q)−→ v2 n−3−→ vn−1,
we have v0
n2−2n−→ vn−1. This also contradicts with Lemma 7. If 2  r  n − 3, then because
(n − 1)q = l − r < n2 − 2n − 2, we have q < n − 2. Because v0 l−→ vr+1 (n−1)(n−2−q)−→ vr+1,
we have v0
n2−3n+r+2−→ vr+1. This contradicts Lemma 7 as well. If r = n − 2, then because
(n− 1)q = l− n+ 2 < (n− 1)(n− 2), we have q  n− 3. Because v0 l−→ v0 (n−1)(n−3−q)−→ v0
and l + (n − 1)(n − 3− q) = (n − 1)(n − 3) + n − 2 = n2 − 3n + 1, we have v0 n
2−3n+1−→ v0.
Again, this contradicts with Lemma 7. Hence, diam(Wn−2n )  dist(v˜, w˜)  n2 − 2n. Thus,
diam(Wn−2n ) = n2 − 2n.
(2) If diam((W∗n )n−2) = k, then k = dist(z¯, u¯) for some z¯, u¯ ∈ V((W∗n )n−2). Let z¯ = (zi1 , zi2 ,
. . . , zin−2) and u¯ = (zj1 , zj2 , . . . , zjn−2). By the similar way as in the proof of (1), for each
h = 1, 2, . . . , n−2, if ih > jh, then zih m−→ zjh for allm, such thatn2−3n+1  m  n2−2n−1,
and further, if ih  jh, then there is only one mh such that zih
mh
 zjh and n
2 − 3n + 1  mh 
n2 − 2n − 1. Let S = {mh|1  h  n − 2, vih mh vjh}. Because S has a maximum of n − 2
elements, there is anm such that n2 − 3n+ 1  m  n2 − 2n− 1 andm ∈ S. Then, zih m−→ zjh
for all h and k = dist(z¯, u¯)  m  n2 − 2n − 1. Conversely, let z˜ = (z0, . . . , z0), u˜ =
(z1, z2, . . . , zn−3, zn−1) ∈ V((W∗n )n−2). If dist(z˜, u˜) = l < n2 − 2n− 1, then l = (n− 1)q+ r
for some integers q and r such that 0  r  n − 2. If 0  r  n − 4, then because (n − 1)q =
l−r < n2−2n−1−r  n2−2n−1−(n−4) = n2−3n+3,wehaveq  n−2. Further, because
z0
l−→ zr+1 (n−1)(n−2−q)−→ zr+1, we have z0 n
2−3n+2+r−→ zr+1, which is a contradiction. If r is n−3
orn−2, thenbecause (n−1)q = l−r < n2−2n−1−n+3 = (n−1)(n−2),wehaveq  n−3. If
r = n−2, then because z0 l−→ zn−1 (n−1)(n−3−q)−→ zn−1, we have z0 n
2−3n+1−→ zn−1, which is also
a contradiction. If r = n − 3, then because z0 l−→ zn−1 (n−1)(n−3−q)−→ zn−1 n−→ zn−1, we have
z0
n2−2n−→ zn−1. Again, this is a contradiction. Hence, diam((W∗n )n−2)  dist(z˜, u˜)  n2−2n−1.
As a result, diam((W∗n )n−2) = n2 − 2n − 1. 
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