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Tato diplomová práce se zabývá rekonstrukcí scény u¾itím dvou nebo více obrazù. Popi-
suje celý proces rekonstrukce skládající se z detekce bodù v obrazech, nalezení pøíslu¹né
geometrie mezi obrazy a výsledné promítnutí tìchto bodù do prostoru scény. Práce dále
zahrnuje i popis vlastní aplikace, která demonstruje popsané metody.
Summary
This thesis deals with the reconstruction of the scene using two or more images. It descri-
bes the whole reconstruction process consisting of detecting points in images, nding the
appropriate geometry between images and resulting projection of these points into the
space of scene. The thesis also includes a description of the application, which demonstra-
tes the described methods.
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Úvod
S rozvojem digitální fotograe se otevírá øada mo¾ností, jak pracovat s informacemi ulo¾e-
nými ve fotograi. Jednou z mnoha mo¾ností je i rekonstrukce scény. Jedná se o proces,
pøi kterém dochází k výpoètu bodù trojrozmìrného prostoru na základì fotograí. Jedná
se tedy o pøevod dvojrozmìrných informací na informace trojrozmìrné.
Rekonstrukci scény lze vyu¾ít napøíklad pøi vytváøení poèítaèových modelù historic-
kých památek a cenných pøedmìtù. Dal¹ím polem vyu¾ití je napøíklad roz¹íøená realita.
Jedná se o doplnìní reálného obrazu o pøedmìty vytvoøené poèítaèem. S roz¹íøenou rea-
litou se stále èastìji setkáváme v mobilních hrách, nebo» mobilní telefony dnes disponují
vestavìnou kamerou. Rekonstrukci scény lze dále vyu¾ít napøíklad pøi øízení robotù a velmi
specickým pøípadem rekonstrukce je i výpoèetní tomograe vyu¾ívaná v lékaøství.
Vzhledem k ¹iroké øadì vyu¾ití se v pøípadì rekonstrukce scény jedná o oblast, která
je v dne¹ní dobì stále zkoumána a rychle rozvíjena. Ji¾ bylo popsáno mnoho algoritmù,
které umo¾òují jednotlivé kroky celého procesu. Jednotlivé algoritmy se kombinují a cílem
je získat rychlý proces, který umo¾ní rekonstrukci s dostateènou pøesností. Podrobná
rekonstrukce scény je toti¾ stále výpoèetnì nároèná na èas i pamì» poèítaèe. Rekonstrukce
scény je tedy vhodnou oblastí pro dal¹í výzkum.
Tato diplomová práce má za cíl pøiblí¾it jednotlivé kroky procesu rekonstrukce scény
od analýzy jednotlivých fotograí a¾ po bodovou rekonstrukci a vybrané algoritmy im-
plementovat do funkèní aplikace.
Práce je rozdìlena do sedmi kapitol. Kapitola 1 popisuje výstavbu roz¹íøeného Euklidov-
ského prostoru. V její druhé èásti je obsa¾en popis a transformace projektivních prostorù.
Kapitola 2 obsahuje popis modelu kamery. Model kamery je zde nejprve pøedstaven
v nejjednodu¹¹í formì jako dírková komora a následnì je roz¹íøen na model, který popisuje
moderní digitální fotoaparáty. Tento model zahrnuje matici kamery, kalibraèní matici
a koecienty radiální èi tangeciální distorze. Na závìr kapitoly je popsán proces kalibrace,
tedy zpùsob zji¹tìní parametrù kamery nutných pro správnou rekonstrukci.
Kapitola 3 se zaobírá geometrií dvou pohledù, tzv. epipolární geometrií. V rámci epipo-
lární geometrie je pøedstavena fundamentální matice a zpùsoby jejího výpoètu. Kapitola
popisuje pøevod fundamentální matice na matici esenciální a vyu¾ití této matice k výpoètu
matic kamer. V dal¹í èásti je popsána samotná rekonstrukce scény.
Kapitola 4 obsahuje popis geometrie tøí pohledù. Kapitola zahrnuje denici trifokál-
ního tenzoru a nastínìní postupu pro jeho výpoèet. Dále kapitola vysvìtluje nìkteré zá-
vislosti mezi geometrií dvou pohledù a geometrií tøí pohledù.
Kapitola 5 zahrnuje popis metody SURF. Ta je pou¾ita pro detekci významných bodù
v jednotlivých obrazech. Kapitola se vìnuje tomu, jakým zpùsobem SURF tyto body
nalézá, a jak jsou body ze dvou obrazù mezi sebou porovnávány.
Kapitola 6 rozebírá rektikaci obrazu, tedy jakým zpùsobem je transformována dvojice
obrazù. Dále popisuje výpoèet disparity mezi obrazy, která umo¾òuje z této dvojice získat
více bodù pro rekonstrukci scény.
Kapitola 7 se zabývá popisem aplikace, která implementuje vybrané metody. První
èást zahrnuje popis prostøedí a vysvìtlení jednotlivých krokù vnitøního algoritmu. V druhé





V této kapitole nejdøíve zavedeme Euklidovské prostory, které následnì pou¾ijeme pro
uvedení roz¹íøených Euklidovských prostorù. Budou uvedeny a blí¾e rozebrány dva pøí-
pady { roz¹íøená Euklidovská rovina a roz¹íøený Euklidovský prostor. Jedná se o speciální
pøípady projektivních prostorù. Pro oba uvedené pøípady bude rozebráno zavedení spe-
ciálního typu souøadnic, tzv. homogenních souøadnic, a jak se vyu¾ijí pøi denici vztahù
mezi jednotlivými geometrickými objekty. Dále budou pøedstaveny základní typy projek-
tivních zobrazení a nìkteré jejich vybrané vlastnosti.
Text této kapitoly pøedpokládá, ¾e ètenáø má základní znalosti z oblasti lineární alge-
bry a poèítaèové graky.
Pokud není uvedeno jinak tato kapitola èerpá z [11],[14], [18] a [19].
1.1. Euklidovský prostor
Euklidovský prostor je pojmenován po Euklidovi, øeckém matematikovi a geometrovi
z 3. století pøed na¹ím letopoètem. Eukleides ve svém díle Základy[9] popisuje mimo jiné
rovinnou a prostorovou geometrii pomocí axiomù a postulátù. Daný systém se pozdìji
ukázal jako nedùsledný a s logickými nedostatky.
Euklidovský prostor popisuje na¹i bì¾nou pøedstavu o dvojrozmìrné rovinì i trojroz-
mìrném prostoru. Lze zobecnit i pro prostory s vy¹¹í dimenzí, ale tyto prostory nejsou
vyu¾ity v této práci.
Z hlediska geometrie lze Euklidovský prostor E2 denovat pomocí axiomù, které
ke konci 19. století zavedl nìmecký matematik David Hilbert. Jedná se o tøi axiomy
incidence, ètyøi axiomy uspoøádání, ¹est axiomù shodnosti, dva axiomy spojitosti a axiom
rovnobì¾nosti. Pro zavedení euklidovského prostoru E3 je nutné zavedení dal¹ích ¹esti
axiomù incidence, které pøidávají vztahy roviny k bodùm, pøímkám a jiným rovinám. Zde
z nich uvedeme pouze jeden, který je nutné pozmìnit pro denování slo¾itìj¹ích prostorù.
Ostatní axiomy lze nalézt napøíklad ve skriptech Poèítaèová geometrie a graka[18].
Axiom 1.1.1 (Euklidùv). Bodem A nele¾ícím na pøímce p prochází právì jedna pøímka
q, která s pøímkou p nemá spoleèný ¾ádný bod.
Dále lze Euklidovský prostor popsat také algebraicky. Následující denice mimo jiné
pøedpokládá znalost denice vektorového prostoru.
Denice 1.1.2. Nech» V je vektorový prostor. Buï 〈 , 〉 zobrazení mno¾iny V × V do
mno¾iny reálných èísel R splòující následující podmínky:
(1) 〈u,v〉 = 〈v,u〉 pro ka¾dé u, v ∈ V ,
(2) 〈u + v,w〉 = 〈u,w〉+ 〈v,w〉 pro v¹echna u, v, w ∈ V ,
(3) 〈r u,v〉 = r〈u,v〉 pro v¹echna u, v ∈ V , r ∈ R,
(4) 〈u,u〉 > 0 pro ka¾dé u ∈ V , u 6= 0, kde 0 je nulový vektor.
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Pak øekneme, ¾e na vektorovém prostoru V je denován skalární souèin vektorù a vek-
torový prostor V se nazývá vektorový prostor se skalárním (vnitøním) souèinem nebo
euklidovský prostor. Reálné èíslo 〈u,v〉 se nazývá skalární souèin vektorù u, v ∈ V .
U¾itím algebry získáváme analytický model Euklidovského prostoru. Tento model nám
umo¾òuje øe¹it øadu úloh u¾itím lineárních rovnic.
Dal¹í vlastnosti Euklidova prostoru je je mo¾né najít napøíklad ve skriptech Lineární
algebra: teoretická èást[14].
1.2. Roz¹íøený Euklidovský prostor
Nevýhodou Euklidova prostoru je slo¾ité vyjádøení nìkterých zobrazení E2 → E2, pøí-
padnì E3 → E3, které pøedstavují základní geometrické operace jako je napøíklad osová
soumìrnost podle obecné pøímky v E2. V Euklidovském prostoru je toti¾ translace usku-
teènìna nikoli pomocí vynásobení maticí, ale pøiètením vektoru. Proto je nutné zavedení
roz¹íøených Euklidovských prostorù E2∞ a E3∞. V nich je ka¾dá transformace vyjádøitelná
pouze pomocí souèinu rùzného poètu ètvercových matic. Mù¾eme tedy libovolnou trans-
formaci vyjádøit jedinou maticí [19].
K zavedení tìchto prostorù je nutné nejprve roz¹íøit stávající systém axiomù Euklidova
prostoru o nový axiom.
Axiom 1.2.1 (Projektivní). Ka¾dé dvì pøímky, které le¾í v té¾e rovinì, mají spoleèný
bod.
Tento axiom je ov¹em v rozporu s Euklidovým axiomem 1.1.1. Pro vyøe¹ení tohoto
rozporu nazveme v¹echny body z Euklidovy roviny vlastními body a Euklidùv axiom
nahradíme následujícím axiomem
Axiom 1.2.2. Bodem A nele¾ícím na pøímce p prochází právì jedna pøímka q, která
s pøímkou p nemá spoleèný ¾ádný vlastní bod.
Pøímky p a q z axiomu 1.2.2 nemají ¾ádný spoleèný vlastní bod. Podle axiomu 1.2.1
v¹ak nìjaký spoleèný bod mít musí. Tento bod nazveme nevlastní bod.
Rovinu a trojrozmìrný prostor, kde platí axiom 1.2.1 a axiom 1.1.1 je nahrazen axi-
omem 1.2.2, nazveme projektivní rovinou resp. projektivním prostorem. V této práci bu-
deme dále místo znaèení E2∞ a E3∞ pou¾ívat znaèení P2 pro projektivní rovinu a oznaèení
P3 pro trojrozmìrný projektivní prostor. Toto znaèení z vychází obecnìj¹ího oznaèování
projektivních prostorù.
Podobnì jako Euklidùv prostor i obecný projektivní prostor lze denovat pomocí al-
gebraických struktur.
Denice 1.2.3. Nech» P je mno¾ina, Vn+1 je vektorový prostor nad tìlesem T dimenze
n+1 a bijekce ϕ : {[u] ⊆ Vn+1,u 6= 0} → P . Pak trojici Pn = (P, Vn+1, ϕ) nazýváme
n-rozmìrný projektivní prostor nad T . Vn+1 se nazývá aritmetický základ prostoru Pn.
P se nazývá nosiè nebo mno¾ina bodù prostoru Pn.
Napøíklad projetivní rovinu P2 v souladu s touto denicí zavedeme následovnì [1]:
P : {{X1, X2} ⊂ K,S ∈ (X1, X2)}, kde K je jednotková kulová plocha se støedem S
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aritmetickým základem je V3
ϕ : {[x] ⊆ V3,x 6= 0} → P, [x]→ {S,x} ∩K
P2 = (P, V3, ϕ)
Zavedení tohoto prostoru je znázornìno na obr. 1.1.
Obrázek 1.1: Projektivní rovina
1.3. Projektivní rovina P2
Po zavedení projektivní roviny P2 v pøede¹lé kapitole je nyní mo¾né denovat vybrané
operace s body a pøímkami. Nejprve je ov¹em nutné zavést pro oba útvary speciální typ
souøadnic.
1.3.1. Homogenní souøadnice projektivní roviny P2
Homogenní souøadnice bodu
V projektivním prostoru obecnì je nutné rozli¹ovat mezi vlastními a nevlastními body.
To je umo¾nìno pomocí zavedení homogenních souøadnic. V homogenních souøadnicích je
ka¾dý bod projektivní roviny P2 reprezentován vektorem dimenze 3. Vlastní bod, který
má v Euklidovské rovinì souøadnice (x, y), bude tedy v projektivním prostoru vyjádøen
jako vektor x = (kx, ky, k)ᵀ, kde k 6= 0. Pokud k = 1, pak o vektoru x mluvíme jako
o normalizovaných homogenních souøadnicích bodu x.
Lze vidìt, ¾e bodu, který má souøadnice v euklidovì rovinì (xE, yE), odpovídají ka¾dé








Tedy ka¾dý vlastní bod má nekoneènì mnoho homogenních souøadnic.
Nevlastní bod projektivní roviny má homogenní souøadnice tvaru x = (x, y, 0). Za-




Stejnì jako body mù¾eme v homogenních souøadnicích vyjádøit i pøímky. Pøímku v Eu-
klidovské rovinì lze vyjádøit obecnou rovnicí pøímky tvaru
ax+ by + c = 0. (1.2)
Volbou koecientù a, b a c lze jednoznaènì urèit ka¾dou rovinnou pøímku. Proto mù¾eme
ka¾dou pøímku vyjádøit jako vektor l = (a, b, c)ᵀ. Ka¾dé pøímce vyjádøené rovnicí ax +
by + c = 0 opìt odpovídá více homogenních souøadnic tvaru (ka, kb, kc), kde k 6= 0.
Vztahy bodù a pøímek
Pomocí homogenních souøadnic lze vyjádøit, ¾e bod x = (x, y, 1)ᵀ le¾í na pøímce l =
(a, b, c) právì tehdy kdy¾
xᵀl = 0. (1.3)
V projektivní rovinì je mezi bodem a pøímkou speciální vztah nazývaný princip duality.
Ten nám umo¾òuje v tvrzeních nahradit slovo bod slovem pøímka a obrácenì, pøièem¾ je
dùle¾ité správnì zachovat popisovaný vztah. Napøíklad místo vìty: "Dvìma body prochází
právì jedna pøímka."tak dostaneme vìtu: "Dvì pøímky se protínají právì v jednom bodì.".
Princip duality mezi dvìma geometrickými útvary se projeví i v rovnicích. Proto vedle
rovnice (1.3) platí také rovnice
lᵀx = 0. (1.4)
Naopak pomocí vektorového souèinu je mo¾né najít prùnik dvou pøímek l = (a, b, c)ᵀ
a l′ = (a′, b′, c′)ᵀ. Tyto pøímky se protínají v bodì
x = l× l′. (1.5)
Vyu¾itím principu duality lze pou¾itím pøedchozí rovnice snadno sestavit rovnici pro na-
lezení pøímky l procházející body x = (x, y, 1)ᵀ a x′ = (x′, y′, 1′)ᵀ
l = x× x′. (1.6)
Uva¾ujme nyní dvì rovnobì¾né pøímky l = (a, b, c)ᵀ a l′ = (a, b, c′)ᵀ. U¾itím vztahu
(1.4) dostáváme, ¾e tyto pøímky se protnou v bodì x = (b,−a, 0)ᵀ. Dosazením do vztahu
(1.1) získáme vyjádøení tohoto bodu v Euklidovì rovinì limx→∞( bx ,
−a
x
), co¾ odpovídá na¹í
pøedstavì, ¾e dvì rovnobì¾ky se protínají v nekoneènu.
Dále uva¾ujme dva nevlastní body x = (a, b, 0)ᵀ a x′ = (c, d, 0)ᵀ. U¾itím vztahu (1.4)
lze odvodit, ¾e oba tyto body le¾í na pøímce l = (0, 0, ad − bc)ᵀ, která po znormování
odpovídá tzv. nevlastní pøímce l∞ = (0, 0, 1)ᵀ. Na této pøímce le¾í v¹echny nevlastní
body projektivní roviny.
1.3.2. Transformace projektivní roviny P2
Transformací rozumíme vzájemnì jednoznaèné zobrazení. Významnou skupinou trans-
formací projektivní roviny jsou tzv. kolineární zobrazení. Tyto zobrazení zobrazí pøímku
opìt jako pøímku. Èastìji se toto zobrazení nazývá také jako projektivní zobrazení nebo
homograe.
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Denice 1.3.1. Kolineární zobrazení je invertibilní zobrazení h : P2 → P2, takové, ¾e
body x1, x2 a x3 le¾í na stejné pøímce tehdy a jen tehdy, kdy¾ body h(x1), h(x2) a h(x3)
le¾í na stejné pøímce.
Inverzní zobrazení kolineárního zobrazení je opìt kolineární zobrazení. Slo¾ení dvou
kolineárních zobrazení je také kolineární zobrazení. Je zøejmé, ¾e kolineární zobrazení tvoøí
grupu.
Ka¾dé kolineární zobrazení mezi dvìma projektivními rovinami je mo¾né vyjádøit po-
mocí matice.
Vìta 1.3.2. Zobrazení h : P2 → P2 je kolineární právì tehdy kdy¾ existuje regulární
matice 3×3 H taková, ¾e pro ka¾dý bod roviny P2, který nech» je reprezentován vektorem
x, platí h(x) = Hx.
Díky této vìtì mù¾eme nyní denovat kolineární zobrazení pomocí maticového zápisu.
Denice 1.3.3. Rovinná kolineární transformace je lineární transformací homogenního
vektoru 3× 1 reprezentovaná regulární maticí 3× 3:x′y′
1
 =





pøípadnì x′ = Hx.
Matice H z rovnice (1.7) mù¾e být vynásobena libovolným nenulovým skalárem a stále
bude pøedstavovat stejnou transformaci. Proto má u ní význam pouze pomìr mezi jejími
prvky (podobnì jako u homogenních souøadnic) a projektivní transformace má tudí¾
8 stupòù volnosti (tj. poèet prvkù, které jsou navzájem nezávislé). Matici projektivní
transformace lze urèit z homogenních souøadnic ètyø bodù a jejich zobrazení.
Takto popsané projektivní zobrazení je nejobecnìj¹í pøípad transformace mezi dvìma
projektivními rovinami. Existují speciálnìj¹í pøípady, které jsou zároveò podgrupami
grupy projektivních transformací. Tyto pøípady nyní popí¹eme podrobnìji.
Izometrická transformace
První pøípadem je izometrická transformace. Toto zobrazení zachovává Euklidovu met-
riku. Izometrická transformace je vyjádøena jakox′y′
1
 =





kde ε = ±1. Pokud ε = 1, pak transformace zachovává orientaci a nazývá se Euklidovou
transformací. Euklidova transformace se skládá z rotace a translace. V pøípadì, ¾e ε = −1,
má transformace opaènou orientaci.
Rovinnou Euklidovu transformaci lze také vyjádøit v blokovém zápisu







kde R je rovinná rotaèní matice 2× 2, t je vektor translace a 0ᵀ = (0, 0).
Rovinná Euklidovská transformace má tøi stupnì volnosti, jeden stupeò volnosti pro
rotaci a dva stupnì volnosti pro translaci. To umo¾òuje urèit transformaèní matici ji¾
ze dvou bodù a jejich zobrazení.
Invarianty této transformace jsou napøíklad délka úseèky, úhel dvou pøímek a rovinný
obsah trojúhelníku.
Podobnostní transformace
Tato transformace stejnì jako izometrická transformace zachovává úhly, ale zároveò umo¾-









co¾ lze vyjádøit v blokovém zápisu






kde skalár s vyjadøuje mìøítkový faktor. Rovinná podobnostní transformace má ètyøi
stupnì volnosti. Tøi jsou stejné jako u rovinné izometrické transformace a ètvrtým stup-
nìm volnosti je mìøítkový faktor.
Invariantním vùèi transformaci je pomìr délek a úhly.
Anní transformace









nebo v blokovém zápisu jako






kde A je regulární matice 2 × 2. Anní transformace má ji¾ ¹est stupòù volnosti a lze ji
jednoznaènì urèit ze tøí bodù a jejich zobrazení.
Matici A lze rozlo¾it na souèin matic rovinné rotace a matice anizotropní zmìny
mìøítka (zmìna rozmìru je v rùzných smìrech odli¹ná)
A = R(θ)R(−φ)DR(φ), (1.14)








Úhel θ vyjadøuje úhel rotace podobnì jako u izometrické transformace. Úhel φ a pomìr
λ1 : λ2 urèují hlavní smìr a velikost deformace.
Invariantem anní transformace je obsah. Anní transformace dále zachovává rovno-
bì¾nost tak, ¾e dvì libovolné pøímky, které jsou rovnobì¾né, zùstávají rovnobì¾né i po
transformaci. Takté¾ zùstává stejný i pomìr délek navzájem rovnobì¾ných úseèek.
Projektivní transformace
Tvar matice obecné projektivní transformace ji¾ byla zmínìna ve vzorci (1.7). Uveïme
je¹tì její blokový zápis






kde vektor vᵀ = (v1, v2)ᵀ a matice A je stejná jako u anní transformace. Matici projek-
tivní transformace je mo¾né urèit ze ètyø bodù a jejich zobrazení pokud ¾ádné tøi body
nebo jejich zobrazení nejsou kolineární.
Jediným invariantem projektivní transformace je dvojpomìr ètyø bodù. Dvojpomìr





kde |xixj| je délka úseèky xixj.
Pøíklady v¹ech typù projektivní transformace jsou ukázány na obr.1.2.
Obrázek 1.2: Pøíklady projektivních transformací ètverce
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1.4. Projektivní prostor P3
Jak ji¾ bylo zmínìno, projektivní prostor P3 je podobnì jako projektivní rovina P2 získán
roz¹íøením Euklidovského prostoru (resp. roviny). Proto má mnoho podobných vlastností
a k jejich ukázání je opìt nutné nejprve zavést homogenní souøadnice.
1.4.1. Homogenní souøadnice v projektivním prostoru P3
V projektivním prostoru P3 se zavádí homogenní souøadnice bodu a roviny. Homogenní
souøadnice pøímky není mo¾né jednodu¹e zavést. Nìkteré zpùsoby zavedení souøadnic i pro
pøímku zde budou také uvedeny.
Homogenní souøadnice bodu
Znovu je nutné rozli¹ovat mezi vlastními a nevlastními body. Vlastní bod s kartézskými
souøadnicemi (X, Y, Z) má homogenní souøadnice tvaru X = (kX, kY, kZ, k)ᵀ, kde k 6= 0.
Ka¾dý bod má nekoneènì mnoho homogenních souøadnic a vektor tvaru X = (X, Y, Z, 1)ᵀ
se nazývá normalizovaný homogenní vektor. Nevlastní bod má homogenní souøadnice
(kX, kY, kZ, 0)ᵀ.
Homogenní souøadnice roviny
Obecná rovnice roviny v Euklidovì prostoru E3 je
π1X + π2Y + π3Z + π4 = 0. (1.17)
Podobnì jako v pøípadì obecné rovnice pøímky (1.2) i zde je dùle¾itý pouze pomìr mezi
jednotlivými koecienty πi a vynásobení celé rovnice nenulovou konstantou nemá vliv
na urèení roviny. Homogenní souøadnice roviny, která je dána rovnicí (1.17), jsou vyjádøeny
ètyørozmìrným vektorem (π1, π2, π3, π4).
Homogenní souøadnice pøímky
Pøímka je v prostoru P3 urèena buï dvìma rùznými body, které na ni le¾í, nebo jako
prùseènice dvou rovin. Pøímka má v tomto pøípadì ètyøi stupnì volnosti. Proto by mìla
být vyjádøitelná pìti-rozmìrným vektorem. Bod i rovina jsou ale v prostoru P3 vyjádøeny
pomocí ètyørozmìrných homogenních vektorù. Rozdíl v dimenzi vektorù by znesnadnil
vìt¹inu provádìných operací. To je dùvodem, proè se hledají jiné zpùsoby vyjádøení
pøímky.
Jedním z mo¾ných zpùsobù je u¾itím jádra lineárního zobrazení. Nech» A a B jsou
dva rùzné body. Pak pøímka procházející tìmito body je dána jako lineární obal matice







Z tohoto vyplývá, ¾e libovolný bod C na této pøímce lze vyjádøit jako C = λA+µB, kde
λ, µ ∈ R.
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Pøímku lze vyjádøit velmi podobným zpùsobem pøi pou¾ití rovin. Nech» P a Q jsou
dvì roviny, pak pøímka, je¾ je prùseènicí tìchto rovin, je dána jako lineární obal matice







V tomto pøípadì rovnice R = λ′P + µ′Q, kde λ′, µ′ ∈ R pøedstavuje svazek v¹ech rovin,
ve kterých le¾í daná pøímka.
Dal¹ím zpùsobem jak vyjádøit pøímku v prostoru P3 je napøíklad u¾itím tzv. Plücke-
rových souøadnic. Tento zpùsob zde v¹ak uvádìt nebudeme, ale lze jej nalézt napøíklad
v knize Multiple view geometry in computer vision[11].
Vztahy bodù, pøímek a rovin
V prostoru P3 je duální bod a rovina. Princip duality platí takté¾ pro dvì pøímky navzá-
jem.
Skuteènost, ¾e bod X = (X, Y, Z, 1)ᵀ le¾í v rovinì π = (π1, π2, π3, π4)intercal je vyjá-
døena rovnicí
πᵀX = 0. (1.20)
Uva¾ujme tøi body X1, X2 a X3, které nele¾í na stejné pøímce. Ka¾dý bod Xi a rovinu
π, ve které v¹echny le¾í, splòují rovnici (1.20). Proto také musí platit rovniceXᵀ1Xᵀ2
Xᵀ3
π = 0. (1.21)
Máme-li tedy dány tøi body, které nejsou kolineární, pak rovinu π obdr¾íme jako
jádro lineárního zobrazení matice [X1 X2 X3]
ᵀ. Pokud by body byly kolineární, pak jádro
je dimenze dva a vyjadøuje mno¾inu rovin, které mají spoleènou pøímku, na které dané
body le¾í.
Z duality bodu a roviny vyplývá, ¾e podobným zpùsobem lze urèit bod X, který je
prùseèíkem tøí rovin π1, π2 a π3. V¹e vyplývá ze vztahuπᵀ1πᵀ2
πᵀ3
X = 0. (1.22)
Pokud roviny mají spoleèný pouze jeden bod, pak jej obdr¾íme jako jádro lineárního
zobrazení matice [π1 π2 π3]
ᵀ. Pokud mají roviny spoleènou pøímku, pak je jádro lineárního
zobrazení dvourozmìrné a jeho lineárním obalem je mno¾ina v¹ech bodù le¾ících na této
pøímce.








Pokud je jádro dimenze dva, pak bod le¾í na pøímce.
Pokud je naopak bod dán jako prùseèík roviny π a pøímky W ∗ (viz vztah (1.19)), bod








Pokud je jádro dimenze dva, pak pøímka le¾í v rovinì.
Podobnì jako v prostoru P2 existuje nevlastní pøímka l∞, v prostoru P3 existuje ne-
vlastní rovina π∞ = (0, 0, 0, 1)ᵀ. Tato rovina obsahuje v¹echny nevlastní body.
Dvì roviny jsou rovnobì¾né právì tehdy, kdy¾ jejich prùseènice le¾í v rovinì π∞. Dvì
pøímky jsou rovnobì¾né právì tehdy, kdy¾ jejich prùseèíkem je nevlastní bod.
1.4.2. Transformace projektivního prostoru P3
Projektivní transformace prostoru P3 pøejímá v¹echny vlastnosti projektivní transformace
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pøípadnì u¾itím maticového zápisu X′ = HX.







kde A je regulární matice 3×3, t je trojrozmìrný vektor translace, v je obecný trojroz-
mìrný vektor a v je nenulová konstanta. MaticeH má patnáct stupòù volnosti. Následující
speciální pøípady projektivní transformace mají v¹echny vlastnosti odpovídajících trans-
formací uvedených v kapitole 1.3.2.
Euklidovská transformace
Euklidovská transformace je nejjednodu¹¹ím typem zde rozebírané transformace v pro-







kde R je rotaèní matice 3×3, t je trojrozmìrný vektor translace a 0ᵀ = (0, 0, 0) je nulový
vektor.
Euklidovská transformace má celkem ¹est stupòù volnosti a je jednoznaènì urèena
tøemi body nele¾ícími na jedné pøímce a jejich zobrazeními.
Podobnostní transformace
Podobnostní transformace umo¾òuje oproti transformaci Euklidovské zmìnu mìøítka. Ma-







kde R je rotaèní matice 3×3, skalár s vyjadøuje globální zmìnu mìøítka, t je trojrozmìrný
vektor translace a 0ᵀ = (0, 0, 0) je nulový vektor.
Tato transformace má sedm stupòù volnosti a je stejnì jako Euklidovská transformace
urèena tøemi body a jejich zobrazeními.
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Anní transformace








kde R je regulární 3×3, t je trojrozmìrný vektor translace a 0ᵀ = (0, 0, 0) je nulový vektor.
Anní transformace má 12 stupòù volnosti a lze ji urèit ze ètyø bodù a jejich zobrazení,
pøièem¾ ¾ádná trojice bodù nesmí le¾et na jedné pøímce.
Pøíklady vý¹e zmínìných transformací jsou znázornìny na obr. 1.3.
Obrázek 1.3: Pøíklady projektivních transformací krychle
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2. Model Kamery
Model kamery popisuje zobrazení trojrozmìrného prostoru do dvojrozmìrné roviny.
V pøípadì rekonstrukce prostoru z fotograí se prostor oznaèuje jako scéna a rovina jako
obraz.
Nejdøíve popí¹eme nejjednodu¹¹í pøípad kamery { dírkovou komoru a poté ji postupnì
roz¹íøíme na model, který lépe popisuje dne¹ní fotoaparáty. Popis dírkové komory a od-
vození matic kamery je pøevzato z [11].
2.1. Popis základního modelu
Proces snímání kamerou mù¾eme chápat jako lineární zobrazení bodu v prostoru na bod
v obraze. Kamera tedy bude popsána pomocí tzv. matice kamery.
2.1.1. Dírková komora
Dírková komora (latinsky Camera Obscura) je jednoduché optické zaøízení, které vyu¾ívá
fyzikální optický jev. Svìtlo, které se odrazí od pøedmìtu, projde dírkou ve zdi temné
místnosti a na protìj¹í stìnì vytvoøí pøevrácený obraz pøedmìtu. Tento princip byl v Èínì
znám ji¾ v 5. století pøed na¹ím letopoètem[27].
Matematický model, který zde bude popsán, se li¹í oproti skuteènosti v tom, ¾e ne-
uva¾uje pøevrácený obraz. Obrazová rovina je toti¾ v modelu umístìna pøed optickým
støedem kamery a nikoli za ním.
Støedem promítání uva¾ujme poèátek Euklidovského prostoru. Dále uva¾ujme rovinu
Z = f , která pøedstavuje rovinu obrazu. Nìkdy se této rovinì také øíká ohnisková rovina.
Obrazová rovina je rovnobì¾ná s osami X a Y a le¾í ve vzdálenosti f od optického
støedu. f se nazývá ohnisková vzdálenost. Bod prostoru X = (X, Y, Z)ᵀ se zobrazí jako
bod x = (x, y)ᵀ roviny obrazu, tak, ¾e pøímka, která spojuje bod X s jeho obrazem x,
prochází støedem promítání (viz obr. 2.1).
Obrázek 2.1: Dírková komora
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Støed promítání tvoøí optický støed kamery. Osa Z je v tomto pøípadì toto¾ná s optickou
osou a protíná obrazovou rovinu v principiálním bodì. V literatuøe je nìkdy tento bod
nazýván té¾ jako hlavní bod nebo jako hlavní snímkový bod. Optická osa je dána natoèením
kamery.
Jestli¾e tedy bod X má souøadnice (X, Y, Z)ᵀ, pak se zobrazí na bod x, který bude mít




, f)ᵀ. Za pou¾ití homogenních souøadnic lze tuto závislost
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Matice 3×4 v této rovnici pøedstavuje homogenní matici kamery. Matici kamery bu-
deme obecnì znaèit P . Mù¾eme tak lineární transformaci prostorového boduX na rovinný
bod x zjednodu¹enì zapsat jako
x = PX (2.2)
V pøípadì dírkové komory lze kamerovou matici P vyjádøit jako





f 0 00 f 0
0 0 1
 · [I|0] , (2.3)
kde I je jednotková matice 3×3 a 0 = (0, 0, 0)ᵀ. Matice K se nazývá kalibraèní matice
pro dírkovou komoru.
2.1.2. Digitální zaøízení
Digitální kamery a fotoaparáty obsahují snímaè, nejèastìji CCD nebo CMOS èip[17]. Èip
je rozdìlen na jednotlivé pixely, které mají urèitý rozmìr. Navíc ne v¾dy mají dokonale
ètvercový tvar. Dále k jednotlivým pixelùm digitální fotograe pøistupujeme pomocí in-
dexování tak, ¾e pixel s indexy (0, 0) je umístìn v jednom z rohù fotograe. Aby se tyto
skuteènosti zahrnuly do matematického modelu, je potøeba upravit kalibraèní matici.
Obrazová rovina má vlastní souøadný systém. Mluvíme o nìm jako o souøadném sys-
tému obrazu. Souøadný systém, pro který platí, ¾e jeho poèátek je toto¾ný s principiálním
bodem, nazýváme souøadnicový systém kamery. Osy souøadného systému obrazu budeme
znaèit x a y, osy souøadného systému kamery budeme znaèit xcam a ycam. Pokud má prin-
cipiální bod v obrazovém souøadném systému souøadnice (px, py)T , pak kalibraèní matice
je tvaru
K =
f 0 px0 f py
0 0 1
 . (2.4)
Ideální pixel má tvar ètverce, ale u skuteèného pixelu tomu tak nemusí být v¾dy.
U nìkterých zaøízení mají pixely tvar obdélníku nebo dokonce kosodélníku. Kalibraèní
matice je proto upravena na tvar
K =











, s = αy tgα,
kde hx a hy jsou délky stran jednoho pixelu na snímaèi a úhel α udává pøípadné zkosení
stran. V naprosté vìt¹inì pøípadù platí s = 0.
Dostali jsme tak tvar kalibraèní matice, který umo¾òuje práci s digitálními fotogra-
emi. V¹echny prvky kalibraèní matice se pova¾ují za vnitøní parametry kamery. Vybrané
parametry jsou spoleènì se souøadným systémem obrazu a souøadným systémem kamery
znázornìny na obr. 2.2.
Obrázek 2.2: Vnitøní parametry kamery
2.1.3. Rotace a translace kamery
Mimo vnitøní parametry má kamera i parametry vnìj¹í. Vnìj¹í parametry popisují polohu
a natoèení kamery. Optická osa kamery toti¾ nemusí být nutnì rovnobì¾ná s osou Z. Její
natoèení vùèi ose Z lze popsat pomocí rotaèní matice R. Podobnì optický støed nemusí
být umístìn v poèátku, ale mù¾e se nacházet v libovolném bodì C = (X, Y, Z)T . Matice










Translací kamery t rozumíme vektor C. Bìhem výpoètu rekonstrukce je èasto vypoèítána
nejdøíve relativní rotace R′1 a translace t
′
1 jedné kamery v souøadném systému kamery
druhé. Pokud má tato kamera rotaci R2 a translaci t2 v globálním souøadném systému,









Pokud budeme uva¾ovat kalibraèní matici K ve tvaru uvedeném v rovnici (2.5), dosta-
neme obecný model perspektivní kamery. Perspektivní kameru a její vybrané vlastnosti
rozebereme v následující podkapitole.
2.1.4. Perspektivní kamera
Matici perspektivní kamery lze zcela obecnì zapsat ve tvaru
P =
p11 p12 p13 p14p21 p22 p23 p24
p31 p32 p33 p34
 . (2.8)
V pøípadì, ¾e souèin kalibraèní a rotaèní matice vyjádøíme jako M = KR, pak lze matici














Pro souøadnice optického støedu tedy platí
−MC = p4, (2.10)
a proto je získáme jako
C = M−1p4. (2.11)
Kalibraèní matici K a rotaèní matici R lze obdr¾et RQ rozkladem[15] matice M .
Matice R je toti¾ ortogonální matice a matice K je v horním trojúhelníkovém tvaru. RQ
rozklad lze provést následovnì:
Mìjme matice
Qx =








cz −sz 0sz cz 0
0 0 1
 . (2.14)
MaticiM obsahující prvky mmn nejdøíve vynásobme zprava maticí Qx, pøièem¾ konstanty




























Dostáváme tak matici B = AQy, její¾ oba prvky b31 = 0 a b32 = 0. K získání kalibraèní













Výsledkem je tedy kalibraèní matice
K = BQz = MQxQyQz. (2.21)







Obraz je oproti skuteènosti zkreslen také vlivem èoèky. Nejèastìj¹í a nejvìt¹í typ zkreslení
má závislost na vzdálenosti od støedu obrazu. Tomuto typu zkreslení se øíká radiální
distorze. Obecnì roste vliv radiaèní distorze s klesající ohniskovou vzdáleností.
Existují dva druhy radiaèní distorze. Prvním druhem je distorze typu soudek a druhým
distorze typu podu¹ka (viz obr. 2.3). Pøípadnì mù¾e celkové zkreslení vzniknout jako
kombinace obou typù.
Oznaème (x, y) ideální souøadnice bodu v obraze, tedy místo, kde by se daný bod
nacházel bez vlivu radiální distorze. Dále oznaème (xd, yd) souøadnice tohoto bodu tak,










kde r je vzdálenost bodu od støedu radiální distorze . Funkce Df (r) se nazývá distorzní
faktor. Støed radiální distorze budeme znaèit (xc, yc) a vzdálenost r je pak urèena jako
r =
√
(x− xc)2 + (y − yc)2 (2.24)
Pøepoèet v pixelových souøadnicích je vyjádøen jako
xd = xc +Df (r)(x− xc) (2.25)
yd = yc +Df (r)(y − yc) (2.26)
Distorzní faktor je vhodné aproximovat polynomem tvaru
Df (r) = 1 + κ1r + κ2r
2 + κ3r
3 + . . . (2.27)
Koecienty κ1, κ2, κ3,. . . spoleènì se souøadnicemi støedu radiální distorze (xc, yc) jsou
také pova¾ovány za vnitøní parametry kamery. Je vhodné tyto parametry urèit pomocí
kalibrace. Pøi ní se støed radiální distorze èasto kvùli zjednodu¹ení uva¾uje shodný s prin-
cipiálním bodem, i kdy¾ ve skuteènosti toto¾né nejsou.
Vedle radiální distorze existuje je¹tì napøíklad tangeciální distorze. Pùsobí kolmo na
smìr radiální distorze a je èasto zanedbatelná. Bývá zpùsobena ¹patným umístìním sní-
macího èipu vùèi èoèkám uvnitø fotoaparátu.
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(a) Bez zkreslení (b) Zkreslení typu soudek (c) Zkreslení typu podu¹ka
Obrázek 2.3: Pøíklady radialní distorze
2.3. Kalibrace
Kalibrací rozumíme proces, pøi kterém jsou nalezeny vnitøní parametry kamery. V pøípadì,
¾e tyto parametry jsou odhadnuty pøímo z fotograí zachycujících rekonstruovanou scénu,
hovoøíme o tzv. autokalibraci.
Nalezení vnitøních parametrù kamery nám umo¾òuje provést tzv. metrickou rekon-
strukci scény. Bez jejich nalezení je mo¾né provést pouze projektivní rekonstrukci a takto
zrekonstruovaná scéna je vìt¹inou zkreslena vùèi skuteènosti, tj. mezi scénou a její re-
konstrukcí existuje projektivní transformace, která obecnì není anní. Pokud je daná
transformace podobnostní, pak se jedná o metrickou rekonstrukci.
2.3.1. Kalibrace s pou¾itím kalibraèního vzoru
Klasická kalibrace vy¾aduje pou¾ití kalibraèního vzoru. Jeho konkrétní podoba zále¾í
na pou¾ité metodì, èasto má podobu ¹achovnice s rùzným poètem polí na ka¾dé stranì.
Pøed samotnou rekonstrukcí je tedy s kamerou nutné provést nasnímání této ¹achovnice
z rùzných vzdáleností a smìrù, které jsou pro daný vzor pøípustné, a následné odhadnutí
parametrù z takto poøízených fotograí.
Nìkteré metody místo jediné rovinné ¹achovnice pou¾ívají dvì nebo tøi navzájem kolmé
desky s ¹achovnicí nebo jiným vzorem (viz obr. 2.5). Tento typ kalibraèního vzoru sice
zpravidla nabízí pøesnìj¹í odhad parametrù, ale je mnohem nároènìj¹í na výrobu a správné
sestavení.
Odhadnutí parametrù je mo¾né díky znalosti reálných rozmìrù ¹achovnice a pøedpo-
kladu, ¾e v¹echna pole ¹achovnice le¾í v jedné rovinì. Pøesný rozmìr ¹achovnice bývá èasto
zadáván jako vstup pøi spu¹tìní kalibraèního procesu.
Výhodou tohoto pøístupu oproti autokalibraci je zpravidla pøesnìj¹í odhad parametrù.
Nevýhodou je naopak nutnost mít daný kalibraèní vzor, který vy¾aduje výrobu s co nej-
vìt¹í pøesností. Zároveò je nutné pro ka¾dou pou¾itou kameru poøídit samostatnou sérii
fotograí. Dùle¾ité bìhem poøizování snímkù pro kalibraci je zachovat stejnou ohnisko-
vou vzdálenost kamery a tuto vzdálenost posléze zachovat i pøi fotografování samotné
scény. Ohnisková vzdálenost se mìní nejen pøi zoomování, ale i se zaostøením fotoaparátu
na focený objekt. Proto by mìl být kalibraèní vzor bìhem kalibrace ve stejné vzdálenosti
od kamery jako rekonstruovaný objekt scény.
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Obrázek 2.5: Pøíklad vícerozmìrného kalibraèního vzoru. Pøevzato z [28].
Aplikace programu Matlab: Camera Calibrator
Pro kalibraci vlastního fotoaparátu byla v rámci této práce pou¾ita zabudovaná aplikace
Camera Calibrator v programu Matlab která je dostupná od roku 2013.
Aplikaci lze spustit v Matlabu pomocí pøíkazu cameraCalibrator, nebo ji lze pøí-
padnì nalézt v zálo¾ce aplikací. Ovládání aplikace je pomìrnì intuitivní. Vy¾aduje nejdøíve
vlo¾it nejlépe mezi deseti a dvaceti fotograemi kalibraèního vzoru a poté zadat délku
strany jednoho pole na kalibraèním vzoru.
Aplikace vy¾aduje ¹achovnicový kalibraèní vzor. Tento vzor by mìl mít na jedné stranì
sudý poèet polí a na druhé stranì lichý poèet polí. To umo¾òuje lépe urèit orientaci vzoru.
Vhodný kalibraèní vzor lze získat u¾itím pøíkazu open checkerBoardpattern.pdf.
Po vlo¾ení fotograí se automaticky spustí detekce vzoru v jednotlivých fotograích
(viz obr.2.6). Poté je mo¾no v panelu nástrojù v sekci Options zvolit, zda se má distorzní
faktor radiální distorze aproximovat jako polynom se dvìma nebo tøemi èleny (tj. poly-
nom ètvrtého nebo ¹estého øádu). Pøípadnì lze navolit, zda se má uva¾ovat tangenciální
distorze èi zkosení s kalibraèní matice K. Pøíslu¹ná teorie je popsána v èástech 2.1.2 a 2.2.
Následnì lze ji¾ spustit samotnou kalibraci tlaèítkem Calibrate v panelu nástrojù.
Aplikace odhadne vnitøní parametry kamery. Zároveò urèí natoèení a umístìní kamery
vùèi vzoru pro ka¾dou fotograi. Ka¾dé fotograi je tak pøiøazena matice kamery. Aplikace
poté odhadne pøesnost urèení vnitøních parametrù. Tato pøesnost je vyjádøena pomocí
prùmìru rozdílù mezi skuteènou polohou a polohou urèenou u¾itím matice kamery pro
vybrané body v obraze. U¾ivatel má zároveò mo¾nost odstranit fotograe, které vykazují
velkou nepøesnost a tedy mohou zkreslovat kalibraci.
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Obrázek 2.6: Detekovaný kalibraèní vzor na fotograi
Na závìr lze pomocí volby Export Camera Parameters v panelu nástrojù vyexportovat
vnitøní parametry do prostøedí Matlabu a zde ji¾ ulo¾it napøíklad ve formátu MAT .
Více informací k aplikaci lze nalézt v nápovìdì k programuMatlab. Podrobnìji popsaný
zpùsob kalibrace lze nalézt v literatuøe [12], [26].
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3. Geometrie dvou pohledù
V této kapitole se budeme zabývat vztahy mezi dvìma obrazy, které zobrazují stejnou
scénu. Ka¾dý z tìchto obrazù zobrazuje danou scénu z jiného smìru (pohledu). Závis-
losti mezi objekty v tìchto dvou pohledech popisuje epipolární geometrie. U¾itím této
geometrie uká¾eme, ¾e body v tìchto pohledech jsou svázány pomocí fundamentální ma-
tice. Dále bude popsáno, jak tuto matici pro danou dvojici pohledù získat a pøi znalosti
daných kalibraèních matic dále urèit esenciální matici. Esenciální matice ji¾ umo¾òuje
provést rekonstrukci vzájemného umístìní a natoèení obou kamer. Následnì lze ji¾ pro-
vést rekonstrukci scény. Na závìr kapitoly je popsána rektikace pohledù, která umo¾òuje
provést detailnìj¹í rekonstrukci celé scény. Tato kapitola èerpá pøedev¹ím z [11].
Matici kamery prvního pohledu budeme znaèit P . Matici kamery druhého pohledu
budeme znaèit P ′. Podobnì budeme znaèit napøíklad body v jednotlivých pohledech èi
kalibraèní matice { objekt související s druhým pohledem budeme znaèit s apostrofem
a objekt související s prvním pohledem bez apostrofu.
3.1. Epipolární geometrie
Uva¾ujme bod X v prostoru P3. Dále mìjme dány dvì kamery se støedy C, C′ a dvì
obrazové roviny. Pøi prùmìtu bodu X s pou¾itím obou kamer dostáváme body x a x′
v pøíslu¹ných obrazových rovinách. Paprsek spojující body X a x se zobrazí v druhém
pohledu jako pøímka l′. Obdobnì paprsek spojující bod x′ s bodem X se promítne na
pøímku l v prvním pohledu (viz. obr 3.1). Pøímky l a l′ se nazývají epipolární pøímky.
Tyto pøímky le¾í v jedné rovinì π, která se nazývá epipolární rovina. V této rovinì také
le¾í pøímka spojující optické støedy kamer C a C′. Této pøímce se øíká báze nebo bázová
pøímka. Prùseèík pøímky l s bází je tzv. epipól e. Prùseèík pøímky l′ s bází je pak epipól
e′. Je zøejmé, ¾e v¹echny epipolární pøímky jednoho pohledu se protínají právì v epipólu
a v¹echny epipolární roviny se navzájem protínají v bázi.
Obrázek 3.1: Epipolární geometrie.
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3.2. Fundamentální matice
Mìjme v prostoru rovinu ρ, která neprochází ani jedním optickým støedem a bod x le¾ící
v prvním obraze. Uva¾ujme, ¾e bod x je obrazem bodu X, který le¾í v rovinì ρ. Pak
odpovídající bod x′ je dán zcela jednoznaènì bodemX a tedy i volbou roviny ρ. Pro ka¾dý
bod Xi roviny ρ existuje jiná dvojice bodù xi a x′i. To nám umo¾òuje zavést zobrazení Hπ
bodù v prvním pohledu na body v druhém pohledu. Proto¾e existuje projektivní zobrazení
mezi body x a X a také mezi body x′ a X, je zobrazení Hρ homograe. Zobrazení lze
vyjádøit v maticovém zápisu jako
x′ = Hρx, (3.1)
kde Hρ je matice tvaru 3× 3.
Epipolární pøímku l′, která prochází bodem x′ a epipólem e′ lze vyjádøit pomocí
vektorového souèinu
l′ = e′ × x′ = [e′]×x′. (3.2)
Zápis [a]× znaèí antisymetrickou matici tvaru
[a]× =
 0 −a3 a2a3 0 −a1
−a2 a1 0
 , (3.3)
kde a = (a1, a2, a3)T . Toto znaèení slou¾í k výpoètu vektorového souèinu pomocí matico-
vého souèinu. Platí
a× b = [a]×b = (aT [b]×)ᵀ. (3.4)
Dosazením výrazu (3.1) do rovnice (3.2) dostáváme
l′ = [e′]×Hρx = Fx, (3.5)
kde F nazýváme fundamentální matice. Tato matice má hodnost 2, co¾ vyplývá z hodností
matic [e′]× a Hπ, a má 7 stupòù volnosti.
Dále platí, ¾e pro dvojici odpovídajících si bodù x a x′ platí
x′
ᵀ
Fx = 0, (3.6)
pøièem¾ pohledy musí mít navzájem rùzné optické støedy.
Pro epipóly e a e′ platí
Fe = 0, (3.7)
F ᵀe′ = 0. (3.8)
Nyní si uvedeme zpùsob, kterým lze provést výpoèet fundamentální matice.
3.2.1. Výpoèet fundamentální matice
Mìjme dva odpovídající si body x = (x, y, 1)ᵀ a x′ = (x′, y′, 1)ᵀ a fundamentální matici






′f23 + xf31 + yf32 + f33 = 0. (3.9)
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Souèet v rovnici lze pøepsat jako skalární souèinu vektorù a rovnice je tak pøevedena
do tvaru
(x′x, x′y, x′, y′x, y′y, y′, x, y, 1) · (f11, f12, f13, f22, f23, f23, f31, f32, f33) =
(x′x, x′y, x′, y′x, y′y, y′, x, y, 1) · f = 0.
(3.10)



































n xn yn 1
 f = 0. (3.11)
Jedná se o homogenní soustavu rovnic. Aby pro soustavu existovalo exaktní øe¹ení, musí
mít matice A nejvý¹e hodnost rovnu osmi. Navíc se èasto pøidává po¾adavek
‖f‖ = 1. (3.12)
V pøípadì, ¾e hodnost matice je právì osm, tak dostaneme jediné øe¹ení soustavy. Pokud by
hodnost matice byla vy¹¹í ne¾ osm, pak lze k nalezení pøibli¾ného øe¹ení pou¾ít napøíklad
metodu nejmen¹ích ètvercù.
K výpoètu fundamentální matice lze spolehlivì pou¾ít napøíklad následující dvì me-
tody, které se li¹í poètem vstupních dvojic bodù.
7-bodová metoda
Vstupem této metody je sedm dvojic odpovídajících si bodù. Matice A v rovnici (3.11)
má tedy obecnì hodnost rovnu sedmi. Øe¹ením rovnice (3.11) za pøedpokladu (3.12) je
mno¾ina vektorù tvaru
f = α · f1 + (1− α) · f2, (3.13)
kde α ∈ (0, 1) a vektory f1 a f2 jsou lineárnì nezávislé jednotkové vektory, které jsou
øe¹ením rovnice Af = 0. Tyto vektory lze získat napøíklad u¾itím SVD rozkladu[13].
Odpovídající fundamentální matice k vektoru f je pak tvaru
F = α · F1 + (1− α) · F2. (3.14)
K pøesnému urèení matice F vyu¾ijeme její významné vlastnosti. Fundamentální matice
je toti¾ v¾dy singulární. Proto pøi jejím výpoètu mù¾eme zavést po¾adavek na nulovost
determinantu
det(F ) = 0. (3.15)
Dosazením vztahu (3.14) do vztahu (3.15) tak dostaneme kubickou rovnici pro nezná-
mou α
det(α · F1 + (1− α) · F2) = 0, (3.16)
která má jedno nebo tøi reálná øe¹ení. Pokud vychází tøi øe¹ení, je nutné dále poèítat
se v¹emi tøemi a v nìkterém z dal¹ích krokù rekonstrukce pak vybrat nejlep¹í z nich.
Proto je vhodné tuto metodu u¾ít uvnitø iteraèní metody, která je schopna porovnat
nalezené matice. Vhodná je napøíklad metoda RANSAC[10].
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Normalizovaná 8-bodová metoda
Tato metoda vy¾aduje jako vstupy osm dvojic odpovídajících si bodù. Øe¹ení rovnice
(3.11) za pøedpokladu (3.12) lze pak urèit napøíklad u¾itím SVD rozkladu[13].
Jak název napovídá, metoda ke zvý¹ení své pøesnosti vy¾aduje normalizaci vstupních
dat. Souøadnice bodù musí být upraveny tak, aby jejich spoleèné tì¾i¹tì le¾elo v poèátku
a prùmìrná eukleidovská vzdálenost bodù od poèátku byla
√
2. Úprava se provádí zvlá¹»
pro body v ka¾dém z pohledù.
Body z prvního pohledu se zmìní na body splòující tyto dvì podmínky pomocí pro-
jektivního zobrazení T1 a body z druhého pohledu pomocí zobrazení T2. Následnì se pro
dvojice transformovaných bodù urèí fundamentální matice F̂ . Výsledná matice F je pak
urèena vztahem
F = T ᵀ2 · F̂ · T1. (3.17)
3.3. Esenciální matice
Esenciální matice E je speciální pøípad fundamentální matice. Udává vztah mezi dvìma
odpovídajícími si body pøevedenými do tzv. normalizovaných souøadnic. Uva¾ujme, ¾e
bod x le¾í v pohledu, pro který známe pøíslu¹nou kalibraèní matici K. Pak normalizované
souøadnice tohoto bodu jsou
x̂ = K−1x. (3.18)






Na bod s normalizovanými souøadnicemi mù¾eme tedy nahlí¾et jako na bod, který vznikne
zobrazením bodu X do obrazu s jednotkovou kalibraèní maticí, nebo» platí













Matice kamery s jednotkovou kalibraèní maticí se nazývá normalizovaná matice kamery.
Pro esenciální matici a libovolnou dvojici odpovídajících si bodù s normalizovanými
souøadnicemi platí
x̂′ᵀEx̂ = 0. (3.21)
Substitucí za x̂ a x̂′ dostáváme rovnici
x′(K ′−1)ᵀEK−1x = 0, (3.22)
ze které nám pøi porovnání s rovnicí (3.6) vyplyne vztah
E = K ′ᵀFK. (3.23)
Esenciální matici je proto mo¾né jednodu¹e urèit z fundamentální matice, pokud známe
kalibraèní matice obou pohledù.
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3.3.1. Urèení matice kamery u¾itím esenciální matice
Nalezení esenciální matice je dùle¾itým krokem pøi rekonstrukci scény. Z esenciální matice
je mo¾né urèit matice kamer obou pohledù. Pøedpokládá se pøitom, ¾e obì matice kamer
jsou normalizované a tvaru P = [I|0] a P ′ = [R|t]. Potom lze esenciální matici rozlo¾it
na
E = [t]×R (3.24)
K nalezení vzájemné pozice kamer je proto postaèující nalézt vektor translace t a matici
rotace R popisující umístìní a natoèení kamery druhého pohledu.
Dal¹í vlastností esenciální matice je, ¾e jedno její singulární èíslo je rovno nule a zbylá
dvì singulární èísla se sobì rovnají. Esenciální matici tak lze u¾itím SVD rozkladu[13]
rozlo¾it na
E = U
1 0 00 1 0
0 0 0
V, (3.25)
kde U a V jsou matice typu 3 × 3. Vektor translace t lze získat z antisymetrické matice
[t]× u¾itím vztahu (3.3). Vektor translace v¹ak mù¾e nabývat i opaèné orientace. Matici





 0 1 0−1 0 0
0 0 0
 . (3.27)








0 −1 01 0 0
0 0 1
 , (3.30)
pøièem¾ R1 6= R2.
Proto¾e ani vektor translace t ani matice rotace R nejsou urèeny jednoznaènì, pro
výpoèet matice kamery P ′ máme ètyøi následující mo¾nosti
P ′1 = [R1|t] (3.31)
P ′2 = [R1| − t] (3.32)
P ′3 = [R2|t] (3.33)
P ′4 = [R2| − t]. (3.34)
Správnou matici kamery vybereme pomocí rekonstrukce malého poètu bodù. Dosta-
teènì velký vzorek se skládá alespoò z dvanácti bodù. Pøi rekonstrukci se kontroluje, zda
body le¾í pøed kamerou nebo za ní (viz. obr. 3.2). Kontrolu provedeme pomocí zpìtného
zobrazení bodu scény na bod obrazu. Pokud je souøadnice z pøed homogenizací záporná,
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Obrázek 3.2: Ètyøi mo¾nosti øe¹ení kalibraèních kamer získaných z esenciální matice a pøí-
klad rekonstrukce jednoho bodu, pouze mo¾nost a) umo¾òuje správnou rekonstrukci.
pak bod le¾í za kamerou. Z daných ètyø matic se tedy vybere ta, pro ni¾ nejvíce bodù le¾í
v prostoru pøed obìma kamerami.
Po získání matice kamery P ′ je je¹tì nutné zleva vynásobit obì kamery P a P ′ pøíslu-
¹nými kalibraèními maticemi.
3.4. Rekonstrukce scény
Po získání obou matic kamer P a P ′ je ji¾ mo¾né provést výslednou rekonstrukci scény.
Jedním z nejjednodu¹¹ích pøístupù je u¾ití lineární triangulace.
Pro bod scény X a jeho zobrazení x v prvním pohledu platí
x = PX. (3.35)
Obì strany rovnice pøedstavují dva navzájem rovnobì¾né vektory a proto pro jejich vek-
torový souèin platí
x× PX = 0. (3.36)
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Po jejím rozepsání získáme tøi samostatné rovnice
x(p3ᵀX)− (p1ᵀX) = 0
y(p3ᵀX)− (p2ᵀX) = 0
x(p2ᵀX)− y(p1ᵀX) = 0,
(3.37)
kde piᵀ je i-tý øádek matice kamery P . Jeliko¾ jsou tyto rovnice lineární pro slo¾ky X lze








Po jejím vyøe¹ení, napøíklad u¾itím SVD rozkladu[13], získáme výsledný bod scény X.
3.5. Výpoèet kamery z korespondencí mezi scénou a
obrazem
Na závìr této kapitoly bude ukázáno, jak je mo¾né urèit matici kamery z korespondencí
mezi body scény a body obrazu. Platí rovnice (3.36) a navíc
x× PX =
yp3ᵀX − p2ᵀXp1ᵀX − xp3ᵀX
xp2ᵀX − yp1ᵀX
 . (3.39)
Pro vektory zøejmì platí
piᵀX = Xᵀpi, (3.40)




 = 0. (3.41)





 = 0. (3.42)
Máme tedy 12 neznámých prvkù matice kamery pij. Matice kamery má 11 stupòù volnosti,
k jejímu získání tedy postaèuje 11 rovnic.
Ka¾dá dvojice bodù xi, Xi, pro které platí xi = PXi nám dodá dvì rovnice. K urèení
matice kamery nám tedy postaèuje 6 korespondencí, pøièem¾ z ¹esté korespondence pou-
¾ijeme pouze jednu rovnici. Sestavíme tak homogenní soustavu rovnic, která je tvaru
Ap = 0, kde pᵀ = (p1ᵀ,p2ᵀ,p3ᵀ). Tuto rovnici lze podobnì jako v minulé kapitole øe¹it
pomocí SVD rozkladu[13].
Vý¹e popsaný algoritmus je oznaèován jako DLT { Direct Linear Transformation.
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4. Geometrie tøí pohledù
Kromì geometrie dvou pohledù existuje i geometrie tøí pohledù, která popisuje vztah
mezi trojicí vzájemných bodù, pøímek nebo jejich kombinací. Tato geometrie vyu¾ívá
tzv. trifokálního tenzoru. Kromì tìchto geometrií lze je¹tì popsat geometrii pro ètyøi
pohledy, ale tato u¾ je vysoce slo¾itá a její praktické u¾ití není tak èasté.
V této kapitole budou popsány vztahy mezi objekty ve tøech pohledech a jak s tím
souvisí vý¹e zmínìný trifokální tenzor. Dále bude popsána vybraná metoda pro výpoèet
trifokálního tenzoru.
Podobnì jako v pøípadì geometrie dvou pohledù, budeme i zde v znaèení rozli¹ovat
mezi scénou a jednotlivými obrazy. Uva¾ujme bodX le¾ící na pøímce L v prostoru P3. Dále
mìjme dány tøi kamery se støedyC,C′,C′′ a tøi odpovídající obrazové roviny. Pøi prùmìtu
bodu X s pou¾itím v¹ech kamer dostáváme body x, x′ a x′′ v pøíslu¹ných obrazových
rovinách. Stejnì tak pøi prùmìtu pøímky L dostaneme pøímky l, l′ a l′′ (viz obr. 4.1).
Tato kapitola èerpá z [11] a [16].
Obrázek 4.1: Geometrie tøí pohledù
4.1. Trifokální tenzor
Trifokální tenzor T slou¾í k popsání vztahù odpovídajících si bodù a pøímek mezi tøemi
pohledy. Funguje tedy podobnì jako fundamentální matice pro dva pohledy (viz. kapi-
tola 3.2 na str. 24).
4.1.1. Znaèení a symbolika
Trifokální tenzor T je èasto reprezentován pomocí tøí matic øádu 3 × 3. Má tedy 27
prvkù, ale stupeò volnosti trifokálního tenzoru je pouze 18. Tato reprezantace se vyjadøuje
v maticovém zápisu
T = {T1, T2, T3}. (4.1)
Dále budeme pou¾ívat symbol |T1, T2, T3|, pøípadnì |Ti|. Pro tyto symboly platí
l′
ᵀ|T1, T2, T3|l′′ = l′ᵀ|Ti|l′′ = (l′ᵀT1l′′, l′ᵀT2l′′, l′ᵀT3l′′). (4.2)
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Dále budeme v nìkterých rovnicích pou¾ívat tzv. tenzorovou notaci. Zápis T jki znaèí
prvek i-té matice, index j znaèí øádek a index k znaèí sloupec matice, ve kterém se prvek
nachází. Pokud se libovolný index nachází v rovnici opakovanì, pøièem¾ se vyskytuje
pouze na jedné stranì rovnice, pak v dané rovnici uva¾ujeme souèet pøes v¹echny hodnoty
tohoto indexu. Pro vìt¹í pøehlednost bude v nìkterých rovnicích tento souèet vyjádøen
sumaèním znakem
∑
a souèet pøes daný index v takovém pøípadì neprovádíme dvakrát.
4.1.2. Vztahy mezi tøemi pohledy
Jak ji¾ bylo zmínìno, podobnì jako fundamentální matice popisuje jistou závislost mezi
dvìma odpovídajícími si body, tak i trifokální tenzor popisuje závislost odpovídajících
si bodù a pøímek. Pøi pou¾ití vý¹e zmínìné notace a symbolù platí následující vztahy.
Nejprve si uveïme vztahy pro trojici pøímek
l′ᵀ|T1, T2, T3|l′′ = lᵀ (4.3)
(l′ᵀ|T1, T2, T3|l′′)[l]× = 0ᵀ. (4.4)




xiTi)l′′ = 0. (4.5)
Následující vztah popisuje geometrii mezi body x, x′′ v prvním a tøetím pohledu a pøímkou




xiTi)[x′′]× = 0T . (4.6)
Pøedposlední vztah popisuje opìt popisuje vztah mezi dvìma body a jednou pøímkou.




xiTi)l′′ = 0. (4.7)





0 0 00 0 0
0 0 0
 . (4.8)



































i = 0rs, (4.13)
kde i, j, k, r, s, t = 1, 2, 3 a ε je Levi-Civitùv tenzor s prvky
εjkl =

1, pokud je jkl sudá permutace 123




V této práci se omezíme na rekonstrukci u¾itím trojice bodù. Budou nás tedy zajímat














i = 0rs (4.13)
4.1.3. Výpoèet epipolární geometrie z trifokálního tenzoru
Trifokální tenzor T v sobì uchovává informace i o ka¾dé dvojici ze tøí obrazù. Navíc lze
ukázat, ¾e tyto informace jsou dostateèné k odvození epipolárních geometrií a fundamen-
tálních matic.
V této èásti nech» F21 znaèí fundamentální matici pro druhý a první pohled a F31
znaèí fundamentální matici pro tøetí a první pohled. Pro tøi pohledy dále máme celkem
¹est epipólù e12, e13, e21, e23, e31, e32, kde eij je epipól le¾ící v i-tém obraze a pøedstavu-
jící zobrazení optického støedu j-té kamery. Pak epipóly e′, e′′ budeme v tomto pøípadì
rozumìt e′ = e21 a e′′ = e31.
Mìjme libovolnou pøímku l′ v druhém pohledu. Tato pøímka je zobrazením roviny π
scény. V této rovinì le¾í libovolný bod X, který se zobrazí jako bod x v prvním pohledu
a jako bod x′′ v tøetím pohledu. Pak homograi H13 popisující zobrazení x′′ = H13(l′) · x
lze vyjádøit jako matici H13 pomocí trifokálního tenzoru T
H13(l






Obdobnì pro x′ = H12(l′′) · x
H12(l
′′) = [T1, T2, T3]l′′. (4.16)
Máme tedy rovnici popisující vztah mezi body x a x′.
x′ = H12(l
′′) · x = [T1l′′, T2l′′, T3l′′]x = ([T1, T2, T3]l′′)x. (4.17)
Uva¾ujme, ¾e l′ je epipolární pøímka v druhém pohledu odpovídající bodu x. Na pøímce
l′ tedy le¾í epipól e′ i bod x′. Dle vztahu (1.6) na str. 7 pak platí
l′ = [e′]×x
′ = [e′]×([T1, T2, T3]l′′)x (4.18)
a u¾itím vztahu (3.5) na str. 24 lze dále odvodit
F21 = [e
′]×[T1, T2, T3]l′′. (4.19)
Proto¾e vektor l′′ lze zvolit zcela libovolnì, je vhodné místo nìj zvolit epipól e′′. Dostáváme
tak
F21 = [e
′]×[T1, T2, T3]e′′. (4.20)
Obdobnì pak obdr¾íme fundamentální matici F31
F31 = [e







Dostali jsme tak fundamentální matice F21 a F31 u¾itím tenzoru a epipólù.
Dále uva¾ujme, ¾e matice kamery prvního pohledu je ve tvaru
P = [I|0], (4.22)
pak matice kamery druhého pohledu je
P ′ = [[T1, T2, T3]e′′|e′]. (4.23)
Nyní zbývá urèit kameru tøetího pohledu. Tu nelze urèit obdobným zpùsobem, nebo» není
zaruèeno, ¾e rekonstrukce scény u¾itím kamer P ′, P ′′ nám dá stejný výsledek jako u¾itím
kamer P , P ′′. Musíme tedy hledat matici kamery P ′′ v obecnìj¹ím tvaru
P ′′ = [[T1, T2, T3]e′ + e′′vᵀ|λe′′], (4.24)
kde v je obecný vektor a λ je konstanta. Pak lze ukázat, ¾e matice P ′′ nabývá tvaru
P ′′ = [(e′′e′′













kde vektory ui, vi lze získat jako jádra lineárních zobrazení Ti
uᵀi Ti = 0ᵀ
Tivi = 0
. (4.27)
Z tenzoru T lze tedy získat epipolární geometrii a matice kamer.
4.1.4. Výpoèet trifokálního tenzoru u¾itím matic kamer
Nyní si uká¾eme opaèný postup, kdy z matic kamer získáme tenzor. Mìjme tøi pohledy,
které jsou dány maticemi kamer
P =
p11 p12 p13 p14p21 p22 p23 p34
p31 p32 p33 p44

P ′ =




















pro bod scény X a jeho zobrazení x, x′, x′′ platí
kx = PX
k′x′ = P ′X
k′′x′ = P ′′X
, (4.29)
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kde k, k′, k′′ jsou nenulové konstanty. Tyto tøi vztahy lze upravit do tvaru
PX− xk = 0
P ′X− x′k′ = 0
P ′′X− x′′k′′ = 0.
, (4.30)
a dále lze slouèit do jediné soustavy rovnic
p11 p12 p13 p14 x1 0 0
p21 p22 p23 p24 x2 0 0















































































Dostáváme tak homogenní soustavu lineárních rovnic tvaru Ab = 0. Matice A je øádu
9 × 7. Aby soustava rovnic mìla nenulové øe¹ení, musí mít matice A hodnost nejvý¹e
6. Ka¾dý její libovolný subdeterminant matice øádu 7 × 7 je proto roven 0. Vybereme
následující ètvercovou submatici
p11 p12 p13 p14 x1 0 0
p21 p22 p23 p24 x2 0 0







































kde i, j, k, l ∈ {1, 2, 3}, i 6= j, k 6= l. Oznaème u ∈ {1, 2, 3} index chybìjícího øádku
matice P ′ a oznaème v ∈ {1, 2, 3} index chybìjícího øádku matice P ′′ v rovnici (4.32).
Podle výbìru chybìjících øádkù v matici tak dostáváme celkem devìt rùzných submatic.
Vybranou submatici oznaèíme Auv. Pak determinant této submatice lze urèit pomocí












pd1 pd2 pd3 pd4















 = 0, (4.33)








pd1 pd2 pd3 pd4















 , d, e = 1, ..., 3 (4.34)
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cεbfuεcgvT fga = 0, a, b, c, f, g = 1, .., 3 (4.35)
Tato rovnice po zmìnì indexù odpovídá rovnici (4.13). Tenzor T fga je tedy trifokální
tenzor. Pokud je matice kamery P tvaru
P = [I|0], (4.36)
pak se výpoèet tenzoru zjednodu¹í na
T fga = p′fa · p′′g4 − p′f4 · p′′ga (4.37)
a my tak získáme trifokální tenzor.
4.2. Výpoèet trifokálního tenzoru u¾itím Carlsson-Wein-
shallové duality
Na závìr této èásti si uveïme pøíklad metody, která umo¾òuje výpoèet geometrie tøí
pohledù u¾itím nalezených korespondencí mezi trojicemi bodù v obrazech.
Výpoèet trifokálního tenzoru sestává z nìkolika krokù. K výpoètu potøebujeme ¹est
trojic odpovídajících si bodù tak, aby v ¾ádném z pohledù nele¾ely tøi na jedné pøímce.
Ní¾e popsaná metoda vyu¾ívá tzv. Carlsson-Weinshallové duality.
Tato dualita spoèívá v mo¾né zámìnì mezi body pozorovanými více kamerami a støedy
kamer. Pokud je provedena tato zámìna a následnì provedena rekonstrukce, lze nalezené
matice kamer pøevést na body v prostoru a získat tak rekonstrukci scény pøed zámì-
nou. Tuto skuteènost nezávisle na sobì popsali Stefan Carlsson[4] a tým Daphny Wein-
shallové[24]. V této èásti bude popsáno konkrétní vyu¾ití této vlastnosti pøi rekonstrukci
scény ze tøí obrazù.
4.2.1. Algoritmus rekonstrukce
Ze v¹ech nalezených odpovídacích si trojic bodù je pro tento algoritmus nutné vybrat
¹est trojic. V tomto pøípadì budeme znaèit pøíslu¹nost bodu k pohledu horním indexem
a pøíslu¹nost k bodu scény spodním indexem. Napøíklad bod x12 le¾í v prvním pohledu
a je obrazem bodu X2.
Z tìchto ¹esti trojic zvolíme ètyøi trojice tak, aby ¾ádné tøi body nele¾ely na jedné
pøímce v ¾ádném z pohledù. Tyto body oznaèíme spodním indexem tak, aby pøíslu¹ely
k bodùm scény X3, . . ., X6. Zbylým dvìma trojicím pøiøadíme spodní index 1 a 2.





6 zobrazily postupnì na body geometrické báze e1, e2, e3, e4 prostoru P2 tvaru
e1 = (1, 0, 0)
ᵀ
e2 = (0, 1, 0)
ᵀ
e3 = (0, 0, 1)
ᵀ




Toto nalezené zobrazení T i se pak aplikuje na v¹ech ¹est bodù v i-tém pohledu (obr. 4.2).




ixi2. Tento krok provedeme
pro v¹echny tøi pohledy.
Nyní vyu¾ijeme Carlssonovy duality. Body, které nále¾ely k jednomu pohledu budou
nyní nále¾et k jednomu bodu scény a naopak. Body x̂ij jsou body pøed dualizací a x̄
j
i znaèí
body získané dualizací. Dualizací pak rozumíme zámìnu x̂ji = x̄
i
j, i = 1, 2, 3, j = 1, 2.
Zároveò odstraníme body ek. Po zdualizování ke ka¾dému pohledu opìt pøidáme body e1,
e2, e3, e4 (obr. 4.3).
Dostáváme tak 7 dvojic bodù ve dvou pohledech. Tento pøípad lze øe¹it napøíklad
7-bodovou metodou pro výpoèet fundamentální matice (kapitola 3.2.1). Na takto získané
body scény lze aplikovat transformaci, která body X̂3, X̂4, X̂5, X̂6 zobrazí na body E1,
E2, E3, E4 geometrické báze prostoru P3 tvaru
E1 = (1, 0, 0, 0)
ᵀ
E2 = (0, 1, 0, 0)
ᵀ
E3 = (0, 0, 1, 0)
ᵀ
E4 = (0, 0, 0, 1)
ᵀ.
(4.39)
Tato transformace nemá vliv na výslednou rekonstrukci. V dal¹ím kroku proto budeme





jEk, k = 1, ..., 4. (4.41)
Obrázek 4.2: Transformace bodù
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Obrázek 4.3: Pou¾ití Carlssonovy duality
Lze proto odvodit, ¾e hledané matice kamer jsou tvaru
P̂ j =
aj 0 0 dj0 bj 0 dj
0 0 cj dj
 , j = 1, 2. (4.42)
Urèili jsme tedy, které prvky tìchto matic budou nulové. K vypoètení matic kamer v¹ak
musíme znát, èemu se rovnají jejich nenulové prvky. Pro jejich urèení vyu¾ijeme vztahù
mezi dvìma odpovídajícími si body ve dvou obrazech. Místo obecné fundamentální matice
si mù¾eme zavést tzv. redukovanou fundamentální matici F̂ . Jedná se o fundamentální
matici, která má na hlavní diagonále pouze nuly. Pro dvojici bodù a obecnou fundamen-
tální matici platí (3.6) na str. 24. V na¹em pøípadì do této rovnice dosadíme dvojice bodù
ek a dostaneme tak
ek
ᵀF̂ek = 0, k = 1, ..., 4. (4.43)












































 = 0. (4.45)
Vidíme tedy, ¾e
f12 + f13 + f21 + f23 + f31 + f32 = 0 (4.46)
Redukovaná matice je proto v na¹em pøípadì tvaru
F̂ =
 0 f12 f13f21 0 f23
f31 −(f12 + f13 + f21 + f23 + f31) 0
 . (4.47)
Máme pìt neznámých f12, f13, f21, f23, f31. Proto¾e u fundamentální matice je dùle¾itý
pouze vzájemný pomìr jejích prvkù a ne jejich velikost, k jejich urèení nám staèí ètyøi












Jejich u¾itím jsme schopni jednoznaènì urèit redukovanou fundamentální matici F̂ .
Po urèení matice F̂ ji¾ mù¾eme urèit matice kamer. Proto¾e umístìní a natoèení druhé
kamery je závislé na umístìní a natoèení první kamery, mù¾eme si matici první kamery
zvolit a budeme hledat pouze matici druhé kamery. Budeme tedy pøedpokládat, ¾e matice
první kamery je
P̂ 1 =
1 0 0 10 1 0 1
0 0 1 1
 . (4.49)
Redukovanou fundamentální matici lze proto vyjádøit pomocí èlenù matice kamery P̂ j
F̂ =
 0 b2(d2 − c2) −c2(d2 − b2)−a2(d2 − c2) 0 c2(d2 − a2)
a2(d2 − b2) −b2(d2 − a2) 0
 . (4.50)
Redukovanou fundamentální matici jsme ov¹em ji¾ urèili a tak nyní mù¾eme urèit i koe-
cienty a2, b2, c2, d2. Dostaneme tak èleny matice kamery P̂ 2.
Po nalezení matic obou kamer provedeme zpìtnou dualizaci. Kamera matice tvaru
P =
X 0 0 T0 Y 0 T
0 0 Z T
 . (4.51)
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je duální s bodem X = (X, Y, Z, T )ᵀ. Dostáváme tak ¹estici bodù, které tvoøí výslednou
scénu
X1 = (1, 1, 1, 1)
ᵀ
X2 = (a2, b2, c2, d2)
ᵀ
X3 = E1 = (1, 0, 0, 0)
ᵀ
X4 = E2 = (0, 1, 0, 0)
ᵀ
X5 = E3 = (0, 0, 1, 0)
ᵀ
X6 = E4 = (0, 0, 0, 1)
ᵀ.
(4.52)
Známe tedy body scény i body obrazù. Z nich ji¾ mù¾eme urèit kamery matic P 1, P 2
a P 3, které mají zcela obecný tvar. Matice lze získat zpùsobem popsaným v kapitole 3.5.
Rekonstrukcí scény u¾itím tìchto kamer bychom obecnì nedosáhli metrické rekonstrukce,
ale pouze rekonstrukce projektivní. Trifokální tenzor mù¾eme urèit dle postupu v kapitole
4.1.4 na stranì 33. K získání metrické rekonstrukce je nutné provést autokalibraci i pøes
znalost kalibraèní matice. Mo¾né postupy lze najít napøíklad v [11].
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5. Detekce bodù metodou SURF
Aby bylo mo¾né provést rekonstrukci tak, jak je popsáno v pøedchozích kapitolách,
je nutné mít nalezené dvojice (pøípadnì trojice) vzájemnì si odpovídajících bodù mezi
zpracovávanými obrazy. Je tedy nutné pou¾ít algoritmus, který doká¾e najít vhodné body
v jednotlivých obrazech a následnì z nich vytvoøit dvojice (nebo trojice) tak, ¾e tyto body
si navzájem opravdu odpovídají (tzn. zachycují stejný bod scény).
Jeden z mo¾ných algoritmù, který umo¾òuje detekci významných bodù je algoritmus
SURF (Speed-Up Robust Features)[2] uveøejnìný v roce 2008. Tento algoritmus je pou-
¾ívaný pro detekci bodù v této diplomové práci, a proto zde bude struènì vysvìtlen jeho
princip. K jeho vysvìtlení je nejprve nutné vyjádøit, co to vlastnì je digitální obraz.
5.1. Matematický popis digitálního obrazu
Dne¹ní digitální fotoaparáty poøizují barevné fotograe. Ty lze jednodu¹e pøevést na èer-
nobílý obraz, který je mimo jiné pou¾it i metodou SURF. Èernobílý obraz je tedy denován
následovnì [8]:
Denice 5.1.1. Buï R = {0, 1, ...,M − 1} × {0, 1, ..., N − 1}, M,N ∈ N a nech» W =
{0, 1, ..., w − 1}, w ∈ N. Funkce
I(x, y) : R→ W
je nazývána èernobílý obraz, pøípadnì obraz. M je vý¹ka obrazu, N je ¹íøka obrazu. Prvky
R jsou pixely. Hodnota I v pixelu (x, y) je hodnota pixelu. Hodnota w udává dynamický
rozsah obrazu.
V obraze detekované body èasto pøedstavují nejrùznìj¹í struktury scény (napø. hrany,
rohy, . . .). Velikost tìchto struktur v obraze se mù¾e mìnit v závislosti na pou¾itém fo-
tograckém zaøízení a vzdálenosti fotoaparátu od tìchto struktur pøi poøizování obrazu.
Aby metoda metody pro detekci bodù mohly zahrnout tyto zmìny, musí se bìhem detekce
èasto mìnit velikost fotograí, co¾ je obecnì èasovì nároèný proces. Metoda SURF tento
problém obchází u¾itím integrálního obrazu [6].
Denice 5.1.2. Nech» funkce I(x, y) : R→ W je obraz. Dále W ′ = {0, 1, ..., w′}, w′ ∈ N
Pak funkce






se nazývá integrální obraz.
Integrální obraz umo¾òuje pomocí tøí operací urèit souèet hodnot pixelù uvnitø libo-
volné obdélníkové oblasti.
IABCD = IΣ(A)− IΣ(B)− IΣ(C) + IΣ(D), (5.1)
kde IΣ(A), IΣ(B), IΣ(C), IΣ(D) jsou hodnoty pixelù integrálního obrazu v bodech A,
B, C, D dle obr. 5.1. Rychlost výpoètu tak nezávisí na velikosti oblasti.
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Obrázek 5.1: Souèet hodnot pixelù v ¹edé ohranièené oblasti se dá urèit pomocí sèítání
a odèítání hodnot tmavì ¹edých pixelù pøíslu¹ného integrálního obrazu.
5.2. Detekce významných bodù
Prvním krokem metody SURF je nalezení významných bodù. K jejich nalezení se mimo
jiné vyu¾ívá diskrétní konvoluce [7].
Denice 5.2.1. Buï I(x, y) obraz a h(x, y) : {−k,−k + 1, ..., k}2 → C, k ∈ N. Pak





I(x− i, y − j) · h(i, j).
se nazývá diskrétní dvourozmìrná konvoluce. Funkci h nazveme konvoluèním jádrem.
Konvoluèní jádro, které budeme pou¾ívat, je 2D Gaussova funkce G, která aproximuje
normální rozdìlení.






Smìrodatná odchylka σ bude dále nazývána mìøítkem. Dále mìjme Hessianovu matici H
(matice druhých parciálních derivací)
H(x, y, σ) =
[
Lxx(x, y, σ) Lxy(x, y, σ)
Lxy(x, y, σ) Lyy(x, y, σ)
]
, (5.3)
kde Lxx(x, y, σ) je konvoluce vstupního obrazu I(x, y) s druhou parciální derivací podle
x Gaussovy funkce G(x, y, σ) s mìøítkem σ v bodì (x, y).
Lxx(x, y, σ) = I(x, y) ?
∂2
∂x2
G(x, y, σ) (5.4)
Obdobnì získáme funkce Lxy a Lyy.
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Aby do¹lo k urychlení výpoètu, aproximujeme funkce Lxx, Lxy a Lyy pomocí tzv. ob-
délníkových funkcí Dxx, Dxy a Dyy. Ty vytvoøíme konvolucí obrazu s tzv. obdélníkovými
ltry Bxx, Bxy, Byy které aproximují druhé parciální derivace Gaussovy funkce (obr. 5.2).
Dxx(x, y, σ) = I(x, y) ? Bxx(x, y, σ) (5.5)
Ke zrychlení celého výpoètu dochází u¾itím integrálního obrazu. Jak bylo ukázáno
vý¹e, integrální obraz nám umo¾òuje velice rychle urèit souèet hodnot pixelù v libo-
volné obdélníkové oblasti. Pøi konvoluci s obdélníkovými funkcemi tedy postaèuje pracovat
s tímto souètem a nikoli s hodnotami jednotlivých pixelù.
Obrázek 5.2: Aproximace druhých derivací Gaussovy funkce obdélníkovými ltry, v tomto
pøípadì o velikosti 9x9. Pøevzato z [25], upraveno.
Nyní ji¾ lze jednodu¹e spoèítat hodnotu determinantu Hdet aproximované Hessovy
matice Hapr
Hdet(x, y, σ) = det Hapr(x, y, σ) = Dxx(x, y, σ)Dyy(x, y, σ)− (wDxy(x, y, σ))2, (5.6)
kde w = 0, 9 je váhový koecient, který slou¾í k zpøesnìní výpoètu po aproximaci obdél-
níkovými funkcemi. Jeho hodnota byla urèena experimentálnì.
Nyní sestrojíme tzv. scale-space. Scale-space se dìlí na oktávy a jednotlivé oktávy
se skládají z oktávových vrstev. Ka¾dá vrstva má dané mìøítko σ a její body jsou re-
prezentovány vypoètenými determinanty Hdet(x, y, σ). Zpravidla postaèují ètyøi oktávy
o ètyøech vrstvách. Volbu oktáv a vrstev lze vidìt v tab. 5.1.
Posledním krokem je u¾ samotné nalezení významných bodù v jednotlivých vrstvách.
Ka¾dý bod je porovnán se svými osmi sousedy ve stejné vrstvì, s devíti sousedy le¾ícími ve
vrstvì nad ním a s devíti sousedy le¾ícími ve vrstvì pod ním. Pokud je daný bod jediným
maximem ze v¹ech 27 prvkù, pak jej prohlásíme za významný bod. Pøed porovnáním
bodù z rùzných vrstev je nutné hodnoty vynásobit vhodnými konstantami tak, aby do¹lo
k odstranìní vlivu rozdílné velikosti obdélníkových ltrù pro ka¾dou vrstvu.
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oktáva vrstva mìøítko σ velikost ltru
I
1 1, 2 9x9
2 2, 0 15x15
3 2, 8 21x21
4 3, 6 27x27
II
1 2, 0 15x15
2 3, 6 27x27
3 5, 2 39x39
4 6, 8 51x51
III
1 3, 6 27x27
2 6, 8 51x51
3 10, 0 75x75
4 13, 2 99x99
IV
1 6, 8 51x51
2 13, 2 99x99
3 19, 6 147x147
4 26, 0 195x195
Tabulka 5.1: Velikost obdélníkových ltrù pro jednotlivé vrstvy scale-space. Pøe-
vzato z [21].
5.3. Deskriptor
Zpùsob, jakým byly urèeny významné body, zaji¹»uje, ¾e tyto body jsou invariantní vùèi
posunutí a zmìnì mìøítka. Zbývá tedy zajistit jejich invarianci vùèi otoèení. Této in-
variance je dosa¾eno bìhem vytvoøení deskriptoru. Deskriptor je vektor, který popisuje
bod a jeho nejbli¾¹í okolí. Pokud je vzdálenost dvou deskriptorù dostateènì malá, pak si
pøíslu¹né body dvou obrazù odpovídají.
K sestrojení deskriptoru pro metodu SURF se pou¾ívají Haarovy vlnky (anglicky Haar
wavelets) Wx, Wy (obr. 5.3). Jedná se o aproximaci prvních derivací Gaussovy funkce ve
smìru os. Mìøítko σ odpovídá oktávové vrstvì, ve které se nalézá významný bod (x, y).
Na mìøítku je závislá velikost jádra Haarovy vlnky. Pro ka¾dý bod (xv, yv) v kruhovém
okolí významného bodu o polomìru 6σ urèíme odezvu (Vx, Vy). Nejprve urèíme odezvu
pouze na základì konvoluce s Haarovými vlnkami
V ′x(xv, yv, σ) = I(xv, yv) ? Wx(xv, yv, σ)
V ′y(xv, yv, σ) = I(xv, yv) ? Wy(xv, yv, σ).
(5.7)
Výpoèet lze opìt urychlit u¾itím integrálního obrazu. Následnì získanou odezvu je¹tì
vynásobíme Gaussovou funkcí se støedem ve významném bodì




y) ·G(x, y, 2σ). (5.8)
Vìt¹í váhu tedy mají body blí¾e významnému bodu. Tyto odezvy pøedstavují vektory
se støedem v poèátku.
Dále urèíme výseè s úhlem π
3
tak, aby délka vektoru vzniklého souètem v¹ech odezev
v této výseèi byla co nejvìt¹í. Tento nejdel¹í vektor oznaèíme s. Vektor s udává orientaci
významného bodu (obr. 5.4). Je tak zaji¹tìna invariance vùèi natoèení.
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Obrázek 5.3: Haarovy vlnky
Obrázek 5.4: Volba výseèe a výsledná orientace s významného bodu.
Nyní ji¾ mù¾eme sestrojit samotný deskriptor. Nejprve uva¾ujme ètverec se støedem ve
významném bodu o délce strany 20σ, který je orientován ve smìru vektoru s, tj. má s ním
rovnobì¾né dvì strany. Tento ètverec dále rozdìlíme na 16 men¹ích stejných ètvercù.
V ka¾dém z tìchto ètvercù zvolíme 5×5 pravidelnì rozmístìných bodù (xi, yi) a urèíme
pro nì odezvu na Haarovy vlnky
d′x(xi, yi, σ) = I(xi, yi) ? Vx(xi, yi, 2σ)
d′y(xi, yi, σ) = I(xi, yi) ? Vy(xi, yi, 2σ),
(5.9)
pøièem¾ natoèení Haarových vlnek je dáno orientací vektoru s. Nelze ji¾ tedy pou¾ít
integrální obraz. Následnì odezvu opìt vynásobíme Gaussovou funkcí se støedem ve vý-
znamném bodì.


















Zøetìzením vektorù v dostáváme vektor délky 64. Tento vektor pøevedeme na vektor
jednotkový a dostáváme tak deskriptor významného bodu.
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6. Podrobná rekonstrukce scény
Aby bylo mo¾né provést co nejpodrobnìj¹í rekonstrukci scény, je nutné mít dostatek
nalezených dvojic vzájemnì si odpovídajících bodù. U¾ítím metody SURF obecnì nelze
získat dostateènì husté mraèno bodù. Vyu¾ijeme ji proto pouze pro rekonstrukci vzájem-
ného umístìní a natoèení kamer. Pro získání dal¹ích bodù je nutné rektikovat dvojici
obrazù a následnì pro tuto dvojici urèit tzv. mapu disparity. Ta nám umo¾ní provést
mnohem podrobnìj¹í bodovou rekonstrukci.
6.1. Rektikace obrazu
Rektikace obrazu je transformace, kterou je mo¾né provést po nalezení pøíslu¹né funda-
mentální matice. Umo¾òuje snadnìj¹í nalezení odpovídajících si bodù na obou snímcích.
Princip spoèívá v nalezení vhodné projektivní transformace ka¾dého obrazu do spo-
leèné roviny tak, aby epipolární pøímky na obou obrazech byly rovnobì¾né s osou x
a odpovídající si body v¾dy mìly stejnou souøadnici y. Pokud poté zvolíme libovolný bod
v prvním snímku, pak odpovídající bod v druhém snímku (pokud existuje), má stejnou
souøadnici y.
Rektikace se aplikuje pouze na obraz s minimální nebo ¾ádnou distorzí, nebo» ta má
vliv na pøesnost rektikace. Rektikaci je nutné provést pro ka¾dou dvojici obrazù zvlá¹».
6.1.1. Transformace prvního obrazu
Prvním krokem je nalezení transformace prvního obrazu I. Výsledná transformace obrazu
vzniká slo¾ením tøí transformací. První z nich je zcela libovolná translace T . Poté je
nutné otoèit obraz tak, aby epipól e le¾el na ose x obrazu. Druhou transformací je tedy
rotace R. Poslední transformací se sna¾íme docílit toho, aby epipolární pøímky obrazu
byly navzájem rovnobì¾né. Proto¾e tyto pøímky se navzájem protínají v epipólu, hledáme
transformaci G, která zmìní epipól z vlastního bodu na nevlastní bod.
Po provedení transformací R a T má epipól souøadnice e = (f, 0, 1)T . Vhodnou trans-
formací je
G =





Tato transformace zmìní libovolný bod (x, y, 1)T na bod (x, y, 1− x
f
)T . Je tedy zøejmé, ¾e
poèátek zobrazí opìt na poèátek.
Výsledná hledaná transformace obrazu je
H = GRT. (6.2)
Nyní zbývá najít vhodnou transformaci druhého obrazu I ′.
6.1.2. Transformace druhého obrazu
Mìjme obrazy I a I ′. Pøedpokládejme, ¾e jsme ji¾ nalezli transformaci H prvního ob-
razu I. Hledáme tedy transformaci H ′ druhého obrazu I ′ s po¾adavkem, aby ka¾dé dva
odpovídající si body x, x′ v obrazech I, I ′ mìli po transformaci stejnou souøadnici y.
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Pro hledanou transformaci H ′ platí
H ′ = HAHM, (6.3)






a HA je matice, která pøedstavuje anní transformaci a je tvaru
HA =
a b c0 1 0
0 0 1
 , (6.5)
kde a, b, c jsou v tomto pøípadì koecienty, které získáme u¾itím metody nejmen¹ích




′ + c− x̃i)2, (6.6)
pøièem¾





′, 1)ᵀ = HMxi
′ (6.7)
a xi, xi′ je i-tá dvojice odpovídajících si bodù. Anní transformace HA tedy upraví obraz
I ′ tak, aby pøi vzájemném prolo¾ení obou obrazù rozdíl obrazových souøadnic yi−y′i ka¾dé
dvojice odpovídajících si bodù byl co nejmen¹í.
Mo¾ný výsledek po transformaci obou obrazù lze vidìt na obr. 6.1.
Obrázek 6.1: Výsledná rektikace dvojice obrazù vèetnì nìkolika epipolárních pøímek.
6.2. Disparita
Nalezené transformace H a H ′ promítnou obrazy I, I ′ do spoleèné roviny tak, ¾e se obrazy
obvykle èásteènì pøekrývají (viz. obr. 6.2). Získáme tak rektikované obrazy
Ir = HI




Disparita bodu prvního rektikovaného obrazu Ir pak udává vzdálenost mezi tímto bo-
dem a pøíslu¹ným odpovídajícím bodem druhého rektikovaného obrazu I ′r, pøièem¾ oba
dva body mají stejnou souøadnici y. Disparita je tedy urèena pouze rozdílem x-ových sou-





r, 1). Pak disparitu d bodu xr urèíme jako
d(xr) = x
′
r − xr (6.9)
Abychom mohli pro bod xr v prvním obraze urèit jeho disparitu, musíme nalézt jemu
odpovídající bod x′r v druhém obraze. Jednou z jednodu¹¹ích metod, kterou lze pou¾ít
a která bude dále blí¾e popsána, je metoda SSD. Pomìrnì ¹iroký pøehled dal¹ích metod
lze nalézt v [22].
Obrázek 6.2: Rektikace obrazù do spoleèné roviny.
6.2.1. Metoda SSD
SSD je zkratka pro Sum of Square Dierences. Pro metodu je nutné zvolit parametr
k = 0, 1, 2, ... udávající velikost okna. Èím men¹í bude velikost okna, tím je výsledek je
detailnìj¹í. Vìt¹í velikost okna naopak pøispívá k potlaèení chyb. Toto okno pro pixel (x, y)
je matice Wk(x, y) typu (2k + 1)× (2k + 1). Jejími prvky jsou hodnoty pixelù I(u, v)
z jeho okolí
wkij(x, y) = I(x− k + i− 1, y − k + j − 1), i, j = 1, ..., 2k + 1 (6.10)
Mìjme pixel (x, y) v prvním obraze a pixel (x′, y′) v druhém obraze s okny Wk(x, y)












Èím ni¾¾¹í je hodnota Ck, tím jsou si dva pixely podobnìj¹í.
V pøípadì rektikovaných obrazù tedy staèí pro ka¾dý pixel v prvním obraze urèit jeho
podobnost s pixely v druhém obraze se stejnou souøadnicí y a vybrat z nich ten s nejni¾¹í
hodnotou Ck. Tento pixel prohlásíme za odpovídající k pixelu z prvního obrazu.
Pokud tento postup provedeme pro ka¾dý pixel z prvního obrazu, dostaneme tak
tzv. mapu disparity { ta vyjadøuje hodnotu disparity pro ka¾dý pixel prvního obrazu,
viz obr. 6.3.
Obrázek 6.3: Mapa disparity pro rektikované obrazy.
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7. Implementace popsaných metod
Vybraná teorie popsaná v pøedchozích kapitolách byla u¾ita k vytvoøení aplikace vy-
u¾ívající gracké u¾ivatelské prostøedí programu MATLAB. Nejprve bude popsáno pro-
støedí aplikace, princip rekonstrukce, vstupy a výstupy. V druhé èásti 7.2 této kapitoly
pak budou uvedeny výsledky.
7.1. Popis aplikace
Aplikace je rozdìlena do tøí navzájem propojených oken. Hlavní okno main.fig se jako
jediné nachází v hlavním adresáøi a slou¾í ke spu¹tìní celé aplikace. Toto okno slou¾í
k ukázce postupu rekonstrukce scén ze dvou obrazù. Z tohoto okna se lze za urèitých
podmínek pøepnout na zbylá dvì okna. Okno plot3d.fig slou¾í k vykreslení výsledné
scény. Okno multi.fig je pou¾ito k rekonstrukci scény z více fotograí.
Aplikace ke svému spu¹tìní vy¾aduje program MATLAB a toolboxy Image Processing
Toolbox 1 a Computer Vision Toolbox 2. Computer Vision Toolbox je pou¾it k odstranìní
distorze, k detekci bodù pomocí metody SURF a k výpoètu disparity. Tyto funkce byly
v práci pou¾ity z dùvodu jejich dobré optimalizace.
Pøi vyhodnocování výsledkù této práce byla pou¾ita knihovna softwaru programu
MATLAB : mexopencv, která je volnì ke sta¾ení (viz pøíloha A). Tato knihovna umo¾òuje
pou¾ití knihovnyOpenCV 3, je¾ zahrnuje mnoho algoritmù z oblasti poèítaèového vidìní[3].
OpenCV je napsána v jazyce C++ a také je volnì dostupná. Pøi pou¾ití knihovny me-
xopencv není vy¾adován Computer Vision Toolbox. Aplikace umí pou¾ívat oba pøístupy
a u¾ivatel má mo¾nost volby.
7.1.1. Rekonstrukce ze dvou obrazù
Rekonstrukci ze dvou obrazù je provádìna v hlavním oknì aplikace main.g. Náhled
tohoto okna je na obr. 7.1. Rozhraní umo¾òuje naètení vstupù a následné postupné spou-
¹tìní jednotlivých krokù rekonstrukce u¾ivatelem. U¾ivatel mù¾e nìkteré kroky ovlivnit
nastavením vybraných parametrù pomocí editovatelných textových oken. Celý prùbìh re-
konstrukce je u¾ivateli pøiblí¾en pomocí vykreslování prùbì¾ných výsledkù pøímo v oknì.
Vstupy
Od u¾ivatele je vy¾adováno zadání cesty ke slo¾ce, která obsahuje dvojici fotograí ve for-
mátu JPEG nebo PNG. Pro správný chod aplikace musí mít tyto fotograe stejné rozmìry.
Dále by slo¾ka mìla obsahovat soubor formátu MAT, který obsahuje data s následující
strukturou:
{ camParams, 1x1 struct
{ RadialDistortion, 1x3 matrix: vektor s koecienty rad. distorze
{ TangetialDistortion, 1x2 matrix: vektor s koecienty tang. distorze





Obrázek 7.1: Hlavní rozhraní aplikace main.fig.
Po zvolení slo¾ky aplikace sama projde v¹echny soubory v této slo¾ce a zobrazí u¾i-
vateli seznam fotograí i seznam v¹ech souborù formátu MAT, které mají vý¹e zmínìnou
strukturu. U¾ivatel poté nastaví levý a pravý pohled a naète parametry kamery ze zvole-
ného souboru. Poté je mo¾né provést první krok rekonstrukce { odstranìní distorze z obou
fotograí. Po dokonèení celého procesu má u¾ivatel mo¾nost si prohlédnout výslednou re-
konstrukci v oknì 3dplot.g (viz obr. 7.2).
Obrázek 7.2: Okno aplikace pro zobrazení výsledné rekonstrukce plot3d.fig.
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Výstupy
Po dokonèení rekonstrukce scény je mo¾né výsledek ulo¾it dvìma zpùsoby. U¾ivatel má
mo¾nost v oknì 3dplot.g ulo¾it aktuální náhled ve formátu JPG nebo ulo¾it právì zob-
razené body a pozice v¹ech kamer do souboru formátu MAT s následující strukturou:
{ scene, 1x1 struct
{ cameras, 1xn struct
{ matrix, 3x4 matrix: matice kamery
{ rotation, 3x3 matrix: matice orientace kamery
{ translation, 1x3 matrix: vektor umístìní kamery
{ points, 1x1 struct
{ location, 4xm matrix: homogenní souøadnice bodù
{ color, 3xm matrix: RGB barvy bodù
Soubor v tomto formátu je mo¾né pozdìji otevøít a zobrazit ulo¾enou rekonstrukci
volbou Zobrazit ulo¾enou rekonstrukci v hlavním oknì.
Postup rekonstrukce








Pøi odstranìní distorze aplikace naète koecienty distorzí ze zvoleného souboru
s parametry kamery a provede úpravu zkoumaných fotograí (viz kapitola 2.2 na str. 19).
Bìhem získání bodù jsou v obraze detekovány klíèové body pomocí metody SURF
(kapitola 5 na str. 40). Nalezeným klíèovým bodùm je pøiøazen deskriptor. Díky porovnání
deskriptorù jsou pak body spárovány mezi obìma obrazy.
Tento úsek vy¾aduje od u¾ivatele zadání hodnot pro práh a masku. Práh udává
minimální velikost determinantu Hessianovy matice, pro který je bod je¹tì pova¾ován
za klíèový. S klesající hodnotou je tedy detekováno více bodù, ale klesá spolehlivost správ-
ného spárování bodù mezi obrazy. Pøi pøíli¹ nízké hodnotì mù¾e dojít k pádu programu
MATLAB z dùvodu pøeteèení. Je tedy vhodné zaèít s vy¹¹í hodnotou prahu (napø. 500)
a hodnotu prahu sní¾it pøi nízkém poètu bodù. Hodnota masky udává, ¹íøku pásma v pi-
xelech kolem hranic obrazu, ve kterém nechceme detekovat body.
Bìhem rozpoznání inlierù dojde k nalezení fundamentální matice, která splòuje
rovnici (3.6) na str. 24 pro co nejvìt¹í poèet detekovaných dvojic. Tyto dvojice jsou
pak prohlá¹eny za inliery a ostatní dvojice jsou odstranìny. K nalezení fundamentální
matice je pou¾it 7-bodový algoritmus (èást 3.2.1 na str. 24) v kombinaci s metodou
RANSAC[10][20].
V této sekci u¾ivatel nastavuje poèet pokusù a práh. Pøi ka¾dém pokusu je zvoleno
7 náhodných bodù a následnì urèena fundamentální matice. Poté se zkoumá, kolik dvojic
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bodù le¾í ve vzdálenosti men¹í ne¾ práh (u¾ivatelem zadaná hodnota) od pøíslu¹ných
epipolárních pøímek. Tyto dvojice jsou prohlá¹eny za inliery a spoèítány. Výsledkem jsou
dvojice a matice získané bìhem pokusu s nejvy¹¹ím poètem inlierù.
Dal¹ím krokem je rekonstrukce scény. U¾itím kalibraèní matice a fundamentální
matice je urèena matice esenciální a z ní jsou odvozeny matice obou kamer (èást 3.3 na
str. 26). Po nalezení kamer je ji¾ mo¾ná rekonstrukce bodù scény z nalezených dvojic bodù
(èást 3.4 na str. 28).
Tato rekonstrukce ov¹em obvykle neobsahuje pøíli¹ mnoho bodù. Proto jsou dal¹ími
kroky rektikace (èást 6.1 na str. 45) a výpoèet disparity (èást 6.2 na str. 46). U¾i-
vatel zde zadává velikost bloku a interval hodnot disparity. Velikost bloku pøedstavuje
prùmìr ètvercového okolí pixelu, které je porovnáváno s okolím ostatních pixelù le¾ících
na epipolární pøímce v druhém obrazu. Zadaná hodnota musí být liché celé èíslo vìt¹í ne¾
ètyøi. Interval hodnot disparity, pak omezuje poèet prohledávaných pixelù na zadanou
úseèku. Zadaný interval musí být dìlitelný ¹estnácti.
Posledním krokem je podrobná rekonstrukce. Na odpovídající si body v rektiko-
vaných obrazech nalezené pomocí mapy disparity je aplikovaná zpìtná transformace tak,
abychom získaly odpovídající si body v pùvodních obrazech.
S takto nalezenými body pracujeme stejnì jako pøi rekonstrukci scény (bod è. 4), ale
u¾ivatel má øadu mo¾ností, jak ovlivnit výsledný poèet a kvalitu rekonstrukce.
Údaj èetnost bodù denuje vzdálenost dvou bodù v prvním obraze, které budou pou-
¾ity k rekonstrukci. Údaje polomìr a práh umo¾òují u¾ivateli zamítnout body jejich¾
disparita se výraznì li¹í od prùmìrné disparity bodù v okolí (rozdíl nesmí být vìt¹í ne¾
práh, velikost okolí je dána polomìrem). Hodnota ltrace pozadí umo¾òuje zamítnout
body, jejich¾ jas je men¹í ne¾ zadaná hodnota.
Jakmile u¾ivatel provede rekonstrukci scény, zpøístupní se mu okno plot3d.fig, které mu
umo¾ní zobrazit a ulo¾it rekonstrukci. U¾ivatel má mo¾nost pøepínat mezi rekonstrukcí
získanou ze dvou obrazù a rekonstrukcí získanou z více obrazù. Dále má mo¾nost volby
mezi jednoduchou a podrobnou rekonstrukcí, pøípadnì mezi barevným a jednobarevným
zobrazením bodù.
Dal¹ími mo¾nostmi je nastavení zobrazovaného prostoru, nevykreslování pøíli¹ vzdále-
ných bodù, vykreslení kamer, èi pøeklopení scény v pøípadì fotograí focených nale¾ato.
U¾ivatel má také kontrolu nad úhlem pohledu a pøiblí¾ením.
7.1.2. Implementace
V této èásti budou uvedeny dva konkrétní pøíklady kódù funkcí, které jsou implemento-
vány v aplikaci a které vyu¾ívají vzorcù z pøedchozích kapitol. Tyto funkce byly vybrány
k ukázce z dùvodu jejich pomìrné jednoduchosti a proto¾e nevolají ¾ádné dal¹í vlastní
funkce. Dají se proto dobøe porovnat s teoretickým postupem. V¹echny ostatní kódy je
mo¾né nalézt na pøilo¾eném CD.
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První uvedený kód se nachází v souboru triang.m a slou¾í k výpoètu bodù scény.
Bod scény Xi je øe¹ením rovnice AXi = 0, kde A získáme u¾itím bodù obrazù xi, x′i








1 function [X] = triang(x1,x2,P1,P2)
2 % x1 − body v 1. obraze
3 % x2 − body v 2. obraze
4 % P1 − matice 1. kamery






















Druhý kód ze souboru F from xx.m implementuje 7 bodový algoritmus pro nalezení fun-
damentální matice F . Nejprve struènì pøipomeòme teoretický postup tohoto algoritmu

































n xn yn 1
 f = 0, (3.11)
kde f je tvoøen prvky matice F . Pøi pou¾ití sedmi dvojic odpovídajících si bodù má matice
A obecnì hodnost rovnu sedmi. Øe¹ením rovnic je mno¾ina vektorù tvaru
f = α · f1 + (1− α) · f2. (3.13)
Pokud F1 a F2 jsou fundamentální matice odpovídající vektorùm f1, f2 pak pro hledanou
matici F platí
F = α · F1 + (1− α) · F2. (3.14)
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Dále vyu¾ijeme toho, ¾e matice F je singulární a tedy
det(F ) = 0. (3.15)
Lze tedy sestavit kubickou rovnici a jejím vyøe¹ením obdr¾et fundamentální matici F .
det(α · F1 + (1− α) · F2) = 0, (3.16)
V aplikaci je tento algoritmus zpracován následovnì:
1 function F = F from xx(x1,x2)
2 % F − fundamentalni matice
3 % x1 − body v 1. pohledu
4 % x2 − body v 2. pohledu
5
6 % sestaveni matice A
7 A=zeros(7,9);
8 for i = 1:7
9 a = x2(:,i) * x1(:,i)';
10 A(i,:) = reshape(a',[9 1]);
11 end
12
13 % ziskani dvou reseni Af=0
14 f = null(A);
15 F1 = reshape(f(:,1),[3 3])';
16 F2 = reshape(f(:,2),[3 3])';
17
18 % reseni rovnice ( a*F{1} + (1−a)*F{2} ) = 0
19 FF{1}=F1; FF{2}=F2;
20
21 % predvypocet pro ziskani koeficientu polynomu
22 Det=zeros(2,2,2);
23 for i = 1:2
24 for j = 1:2
25 for k = 1:2






31 % koreny rovnice






38 % vyber realnych korenu
39 a = a(abs(imag(a))<10*eps);
40
41 % vypocet vysledne matice F
42 F=zeros(3,3,length(a));
43 for i =1:length(a)
44 F(:,:,i) = a(i)*F1 + (1−a(i))*F2;
45 end
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7.1.3. Rekonstrukce z více obrazù
Rekonstrukce z více obrazù je provádìna ve vedlej¹ím oknì aplikace multi.g. Náhled
tohoto okna je na obr. 7.3. Toto okno je mo¾né spustit z hlavního okna main.g mo¾-
ností v horním menu: Otevøít rekonstrukci z více obrazù. Rozhraní okna umo¾òuje naètení
vstupù a následné postupné spou¹tìní jednotlivých krokù rekonstrukce u¾ivatelem. U¾iva-
tel mù¾e nìkteré kroky ovlivnit nastavením vybraných parametrù pomocí editovatelných
textových oken.
Obrázek 7.3: Okno aplikace pro rekonstrukci z více pohledù multi3d.fig.
Vstupy a výstupy
Po¾adavky na vstupy jsou stejné jako u rekonstrukce ze dvou obrazù. Po naètení slo¾ky
u¾ivatel vybere obrazy pro rekonstrukci, pøièem¾ pøi rekonstrukci zále¾í na jejich poøadí.
Poøadí obrazù lze mìnit pomocí tlaèítek: Nahoru, Dolù.
Výsledky této rekonstrukce se vykreslují ve stejném oknì jako výsledky rekonstrukce
ze dvou obrazù a mo¾nosti výstupù jsou stejné pro obì rekonstrukce.
Postup rekonstrukce
Celý proces rekonstrukce z více obrazù je pøibli¾nì stejný jako u rekonstrukce ze dvou
obrazù. U¾ivatel má mo¾nost rekonstrukci ovlivnit stejnými vstupy (práh, maska,. . .),
proto zde u¾ nebude opakován jejich význam.
Celý proces je rozdìlen na ètyøi úseky:





Detekce a spárování v sobì zahrnuje odstranìní distorze, detekci klíèových bodù a jejich
spárování mezi ka¾dými dvìma sousedními obrazy (poøadí obrazù mù¾e u¾ivatel zmìnit
pøed zaèátkem rekonstrukce).
Rozpoznání inlierù a výpoèet fundamentální matice opìt probíhá pro ka¾dou dvojici
po sobì jdoucích obrazù.
Pøi rekonstrukci kamer nejdøíve dojde k nalezení esenciální matice a následnì matice
kamer pro první dvojici obrazù. Poté je provedena rekonstrukce scény pro nalezené dvojice
bodù v tìchto dvou obrazech. V dal¹ím kroku se vyberou v¹echny dvojice bodù druhé
dvojice obrazù, které jsou ji¾ zrekonstruovány ve scénì (tj. souèástí ka¾dé takové dvojice
je bod le¾ící ve druhém obraze, který je spárován s bodem v prvním obraze i s bodem
v tøetím obraze).
Souèástí vybraných dvojic jsou tak body le¾ící ve tøetím obraze, ke kterým známe
pøíslu¹né body scény { zrekonstruované z první dvojice obrazù. U¾itím algoritmu DLT
(èást 3.5 na str. 29) pak obdr¾íme matici tøetí kamery. Provedeme rekonstrukci scény
pro druhou dvojici obrazù a celý postup zopakujeme pro získání matice ètvrté kamery.
Obdobným zpùsobem pak získáme i matice dal¹ích kamer.
Abychom získali natoèení a umístìní jednotlivých kamer, pou¾ijeme RQ rozklad (èást
2.1.4 na str. 18).
Pro provedení podrobné rekonstrukce se pro ka¾dou dvojici obrazù provede rekti-
kace a následnì se urèí mapa disparity. Postup je ji¾ stejný jako pro rekonstrukci ze dvou
obrazù.
Vý¹e popsaný postup rekonstrukce scény z více obrazù s vyu¾itím algoritmu DLT se
bìhem programování a testování aplikace ukázal jako pomìrnì pøesný. K jeho implemen-
taci do aplikace byl pou¾it kód[5]. Dal¹ími zva¾ovanými mo¾nostmi bylo skládání dvojic,
pøípadnì trojic obrazù. Skládání dvojic se ov¹em ukázalo jako nepøíli¹ spolehlivé, nebo»
je pøíli¹ zatí¾eno chybami v kalibraèní matici, a skládání trojic je pøíli¹ nároèné na imple-
mentaci a výpoèetnì slo¾ité.
7.2. Testování výsledkù na reálných datech
Aplikace byla testována na dvou sadách pro rekonstrukci ze dvou fotograí (Sada 1,
Sada 2) a na jedné sadì pro rekonstrukci z více fotograí (Sada 3). Sada 1 a Sada 2 jsou
vlastnoruènì poøízené. Pro tyto sady byla také provedena kalibrace fotoaparátu. Sadu 3
tvoøí fotograe, které byly uvedeny v èlánku[23] a jsou volnì dostupné vèetnì pøíslu¹né
kalibraèní matice. Výsledné rekonstrukce a vstupní fotograe v¹ech tøí sad lze vidìt na obr.
7.7, obr. 7.8, obr. 7.9 a obr. 7.10 na konci této kapitoly na str. 62{65.
Testování aplikace probíhalo v prostøedí programu MATLAB verze 2016b na operaè-
ním 64bitovém systému Microsoft Windows 10 Pro verze 10.0.17134. Poèítaè byl vybaven
dvou-jádrovým procesorem Intel(R) Core(TM) i5-7200U CPU @ 2.50GHz, 2701 Mhz,
operaèní pamìtí 8GB a SSD diskem. Bìhem testování nebyl na poèítaèi spu¹tìn ¾ádný
jiný program.
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7.2.1. Rekonstrukce ze dvou obrazù
Fotograe v Sadì 1 a v Sadì 2 mìly pùvodní rozmìr 3872x2592 pixelù. Rekonstrukce
u¾itím takto velkých fotograí trvá èasto v øádech minut a navíc docházelo k obèasným
pádùm programu MATLAB z dùvodu nedostateèné pamìti. Proto bylo nutné zmen¹it
rozmìry fotograí v obou sadách.
Zmen¹ení vstupních fotograí
Podívejme se na dobu výpoètu v závislosti na velikosti vstupních obrazù. Pro analýzu byla
pou¾ita Sada 1 vstupních obrazù. Rozmìry obrazù byly zmen¹eny na 75%, 50%, 25% a 10%
pùvodních rozmìrù. Dále bylo nutné pøepoèítat kalibraèní matice { ohniskové vzdálenosti
i souøadnice principiálního bodu se také zmen¹ily na 75%, 50%, 25% a 10% pùvodních
hodnot. Poté byla ka¾dá takto upravená sada otestována na rekonstrukci ze dvou obrazù.
U¾ivatelem zadávané hodnoty byly upravovány vzhledem k rozmìrùm fotograí, aby byl
zamezen jejich vliv na výsledné mìøení. Pro hledání inlierù byl nastaven poèet pokusù
na 500 a práh na 1 pro v¹echna mìøení. Namìøené èasy jsou uvedeny v Tabulce 7.1.








Graf závislosti celkových èasù rekonstrukce na ¹íøce fotograe lze vidìt na obr. 7.4. Je
patrné, ¾e zmen¹ením rozmìrù fotograí dochází k výraznému zrychlení rekonstrukce.
Dochází v¹ak také ke ztrátì informací ulo¾ených ve fotograi, co¾ se projeví men¹ím
poètem detekovaných bodù, jak je vidìt v Tabulce 7.2. Zajímavým úkazem je zvý¹ení
celkového poètu bodù podrobné rekonstrukce pro nìkterá zmen¹ení. Pøi zmen¹ení rozmìrù
fotograe toti¾ dochází k èásteènému odstranìní ¹umu a tento má vliv na pøesnost výpoètu
disparity. Pøi podrobné rekonstrukci se toti¾ odstraòují body s hodnotou disparity, která
se výraznì li¹í od disparit bodù v okolí.
Pøi pøíli¹ velkém zmen¹ení (10%) v¹ak dochází k velkému poklesu poètu rekonstruova-
ných bodù. Proto dále budeme pou¾ívat fotograe ze Sady 1 a Sady 2 v rozli¹ení 968x648
(25% pùvodní velikosti). Tento rozmìr pro dané sady umo¾òuje výraznì rychlej¹í výpoèet
se zachováním dostateèného mno¾ství informací pro správnou rekonstrukci.
èasy výpoètù v jednotlivých úsecích výpoètu [s]
Rozmìry fotograí I II III IV V VI VII tcelkem[s]
3872x2592 (100)% 2,643 23,965 15,544 0,747 1,758 19,338 0,880 64,876
2904x1944 (75)% 1,427 16,027 12,051 0,484 1,118 10,589 0,899 42,596
1936x1944 (50)% 0,734 10,148 6,908 0,309 0,585 4,785 0,855 24,324
968x648 (25)% 0,348 3,815 2,967 0,258 0,282 1,321 0,848 9,829
387x259 (10)% 0,218 0,744 1,002 0,239 0,247 0,718 0,980 4,140
Tabulka 7.1: Èasy výpoètù dle rozmìrù fotograí, Sada 1.
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Obrázek 7.4: Graf závislosti èasu celého výpoètu tcelkem na ¹íøce obrazu w, Sada 1.
Rozmìry fotograí nalezených dvojic bodù rekonstrukce bodù podrobné rek.
3872x2592 (100)% 2789 935 6059
2904x1944 (75)% 2219 859 6543
1936x1944 (50)% 1359 571 6891
968x648 (25)% 517 247 6131
387x259 (10)% 128 75 3494




Tr poèet dvojic èas poèet inlierù èas
100 559 4,103 287 12,636
200 420 3,050 230 9,728
300 321 2,457 194 7,505
400 284 2,078 165 6,655
500 245 1,811 148 5,797
Tabulka 7.3: Èas a poèet detekovaných dvojic v závislosti na hodnotì prahu Tr, Sada 1.
Testování doby výpoètu
Oznaème hodnotu prahu zadávaného v úseku I jako Tr. Pro rùzné hodnoty tohoto prahu
byly namìøeny èasy výpoètù úsekù I a II, poèet nalezených dvojic a poèet inlierù. V úseku
II byla nastavena hodnota prahu na 1 a poèet pokusù na 2000. Pomìrnì vysoký poèet
pokusù pøi nízkém poètu získaných dvojic napomáhá k opakovatelnosti mìøení. Namìøené
hodnoty pro Sadu 1 jsou v Tabulce 7.2 a pro Sadu 2 v Tabulce 7.4. Z namìøených hodnot
je patrné, ¾e zvý¹ením prahu Tr dochází k nalezení men¹ího poètu dvojic a inlierù, ale
urychlí se celý výpoèet.
Dále bylo provedeno 5 mìøení doby výpoètu se stejným nastavením. Toto nastavení lze
nalézt v Tabulce 7.5. Namìøené hodnoty jsou v Tabulce 7.6. Z vypoètených prùmìrných
hodnot byl sestrojen kruhový diagram na obr. 7.5. Tento graf udává podíl èasù výpoètu
jednotlivých úsekù na celkovém èase výpoètu. Z grafu je patrné, ¾e èasovì nejnároènìj¹í




Tr poèet dvojic èas poèet inlierù èas
100 655 3,615 480 14,475
200 499 3,017 360 11,086
300 410 2,834 300 8,874
400 342 2,570 256 7,878
500 309 2,050 235 6,969
















Tabulka 7.5: Nastavení programu pro mìøení v Tabulce 7.6.
inlierù. Jak ale bylo ukázáno, tyto úseky lze spoèítat rychleji, pokud se zvý¹í hodnota
prahu. Velice rychle jsou naopak spoèítány úseky I (odstranìní distorze) a V (rektikace
obrazù), které jsou pouze ovlivnìny velikostí vstupních fotograí.
èasy výpoètù v jednotlivých úsecích výpoètu [s]
èíslo spu¹tìní I II III IV V VI VII tcelkem[s]
1 0,373 2,403 2.078 0.919 0.337 1.305 1.351 8.766
2 0.398 2,513 2,244 0,887 0,290 1,250 1,352 8,934
3 0,413 2,430 2,230 0,904 0,295 1,314 1,369 8,955
4 0,376 2,520 2,159 0,781 0,310 1,360 1,300 8,806
5 0,384 2,418 2,440 0,778 0,312 1,258 1,311 8,901
prùmìr 0,388 2,456 2,230 0,853 0,308 1,297 1,336 8,872
Tabulka 7.6: Èasy výpoètù jednotlivých úsekù, Sada 1.
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Obrázek 7.5: Podíl èasù výpoètù jednotlivých úsekù na celkovém èase výpoètu, Sada 1.
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7.2.2. Rekonstrukce z více obrazù
Rekonstrukce z více obrazù byla testována pouze z hlediska èasu potøebného na výpoèet
v závislosti na poètu vstupních fotograí. Závislost na jiných parametrech je podobná jako
u rekonstrukce ze dvou obrazù. Oproti rekonstrukci ze dvou obrazù je lehce pozmìnìn
algoritmus rekonstrukce, a proto i poèet úsekù. Úseky v rekonstrukci z více fotograí jsou




Program postupnì provedl rekonstrukci u¾itím tøí a¾ osmi fotograí ze Sady 3. Namìøené
èasy jsou zaznamenány v Tabulce 7.7 a pou¾ité hodnoty v Tabulce 7.5. Celková doba
výpoètu je znázornìna na obr. 7.6. Body jsou v grafu prolo¾eny køivkou y = 3, 5414x1,531,
co¾ naznaèuje, ¾e závislost není lineární. Z tabulky je patrné, ¾e nejnároènìj¹í úsek výpoètu
je úsek IV.
èasy výpoètù v úsecích
poèet fotograí I II III IV t [s]
3 0.554 3,242 0,842 14,683 19,320
4 3.242 4,651 0,914 23,689 29,889
5 0.842 6,101 0,920 31,881 39,657
6 14.683 7,513 0,969 48,262 57,606
7 19.320 9,033 1,000 56,123 67,164
8 0.635 10,519 1,063 75,721 88,431
Tabulka 7.7: Èasy výpoètù jednotlivých úsekù dle poètu vstupních obrazù, Sada 3.
Obrázek 7.6: Graf závislosti doby výpoètu t na poètu vstupních fotograí, Sada 3.
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7.2.3. Výsledné rekonstrukce
Na následujících stranách se nachází vstupní fotograe a výstupní scény. Jak lze vidìt,
scény ze sady 1 a sady 2 byly zrekonstruovány pomìrnì vìrnì. Výsledné scény nabývají
tvarù, které byly oèekávány, pøesto vzniklé rekonstrukce mají nedostatky jako napøíklad
plochy bez zrekonstruovaných bodù (napø.èást vstupních dveøí a jejich okolí v sadì 1).
Ve scénì vzniklé rekonstrukcí ze sady 3 je mo¾né pozorovat deformaci oproti reálnému
objektu. Pøíkladem jsou sloupy, které jsou viditelnì ¹ir¹í, ne¾ by mìly být. Dùvodem je
zøejmì vy¹¹í poèet vstupních obrazù, nebo» nepøesnosti ve výpoètu se s ka¾dým dal¹ím
obrazem zvy¹ují. Pøesto je objekt ve scénì jasnì rozeznatelný a jsou zachovány hlavní
geometrické rysy.
Obrázek 7.7: Rekonstrukce scény ze dvou obrazù, Sada 1.
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Obrázek 7.8: Rekonstrukce scény ze dvou obrazù, Sada 2.
63
Obrázek 7.9: Fotograe pro rekonstrukci z více obrazù, Sada 3.
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Obrázek 7.10: Rekonstrukce scény z více obrazù, Sada 3.
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Závìr
Cílem této práce bylo popsat teorii a algoritmy vhodné pro rekonstrukci scény z více
pohledù. Dále bylo za úkol vybrat vhodné metody na základì vstupù a naprogramovat
vlastní aplikaci.
V této práci byly nejdøíve zavedeny projektivní prostory, které umo¾òují zavedení ho-
mogenních souøadnic. Dále byly ukázány typy transformací v projektivních prostorech
P2 a P3. Byl tak polo¾en teoretický základ pro dal¹í kapitoly. Poté byl popsán jednodu-
chý model kamery, který byl postupnì roz¹íøen a¾ na model, který odpovídá moderním
digitálním fotoaparátùm a kamerám.
Dal¹í èást se týkala geometrie dvou pohledù, tzv. epipolární geometrie. Pro výpoèet
fundamentální matice byly uvedeny dvì metody li¹ící se v poètu pou¾itých bodù. Poté byl
ukázán zpùsob pøevodu fundamentální matice na matici esenciální a vyu¾ití této matice
k výpoètu matic kamer. Klíèovou roli pro rekonstrukci z více pohledù má algoritmus DLT,
který umo¾òuje nalezení rotace a translace kamery pomocí nalezených bodù scény.
Na geometrii dvou pohledù navazuje geometrie pohledù tøí. Pomocí trifokálního ten-
zoru byly zavedeny vztahy mezi body a pøímkami ve tøech pohledech. Na tuto èást na-
vazuje ukázka závislosti mezi epipolární geometrií a trifokálním tenzorem. K výpoètu
trifokálního tenzoru poté slou¾í aparát zalo¾ený na Carlsson-Weinshallové dualitì.
Nedílnou souèástí rekonstrukce scény je i získání informací z fotograí. Metoda SURF
umo¾òuje detekci a párování klíèových bodù mezi obrazy. Druhou mo¾ností je pak pou¾ití
rektikace a mapy disparity.
Vlastní pøínos práce je v podrobném teoretickém popisu problému rekonstrukce 3D
objektù z fotograí. Tyto obecné algoritmy byly zpracovány ve funkèní aplikaci, která
je schopná rekonstrukce ze dvou i více obrazù. Bylo popsáno jakým zpùsobem aplikace
pou¾ívá dané metody z teoretické èásti. Aplikace navíc kromì rekonstrukce umo¾òuje
i ukládání zrekonstruovaných scén, tak¾e je mo¾no se získanými daty dále pracovat. Pro
v¹echny èásti výpoètu byly provedeny mìøení èasové závislosti celého procesu i dílèích
krokù. Pro rùzné velikosti vstupních fotograí bylo vyhodnoceno optimální nastavení
v závislosti na rychlosti a pøesnosti rekonstrukce.
Na práci je mo¾né navázat roz¹íøením o autokalibraci, která umo¾òuje provádìt re-
konstrukci i bez znalosti kalibraèní matice. Dal¹ím mo¾ným smìøováním mù¾e také být
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Seznam pou¾itých symbolù a velièin
Oznaèení Popis
DLT Direct Linear Transformation, viz kapitola 3.5
SSD Sum of Squared Dierences, viz kapitola 6.2.1




R mno¾ina reálných èísel










C optický støed kamery
R matice rotace
t vektor translace
x = (x, y, 1)ᵀ, y bod obrazu, bod v P2
X = (X, Y, Z, 1)ᵀ bod scény, bod v P3
l pøímka v obraze, pøímka v P2
L pøímka scény, pøímka v P3
π rovina v P3
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A. Postup instalace knihovny
mexopencv
Vytvoøená aplikace potøebuje ke svému chodu nainstalovaný Computer Vision Tool-
box. Pokud jej u¾ivatel nemá k dispozici, je mo¾né pou¾ít knihovnu mexopencv spoleènì s
knihovnou openCV. Instalace tìchto knihoven není jednoduchá, a proto zde bude vysvìt-
len postup instalace mexopencv 3.0.01. K instalaci knihovny je nutné mít nainstalován
program Visual Studio 2015 Community. Je mo¾né pou¾ít i jiné verze, ale zde uvedený
postup byl testován a upraven pro zmínìnou verzi.
Nejprve je nutné stáhnout knihovnu openCV verze 3.0.0 a doplòkovou knihovnu
openCV contrib, která obsahuje metodu SURF.
https://github.com/opencv/opencv/tree/3.0.0
https://github.com/opencv/opencv_contrib/tree/3.0.0.
Sta¾ení se provede tlaèítkem Clone or download a volbou Download ZIP. Oba sta¾ené
soubory rozbalíme napøíklad do slo¾ky C:\dev. Pøi správném postupu bychom pak mìli
nalézt tyto dva soubory:
 C:\dev\opencv-3.0.0\README.md
 C:\dev\opencv contrib-3.0.0\README.md
V dal¹ím kroku je nutné sta¾ení programu CMake(https://cmake.org/). Tento program
pøedpøipraví sta¾enou knihovnu pro instalaci. Program spustíme pomocí sobouru cmake-
-gui.exe nacházející se v adresáøi bin slo¾ky programu.
Po spu¹tìní CMake je potøeba v programu provést øadu úkonù:
 nastavit source folder na C:/dev/opencv-3.0.0
 nastavit destination folder na C:/dev/build
 stisknout Congure a v kolonkách nastavit
{ generator: Visual Studio 14 2015
{ optional platform: Win64
 potvrdit tlaèítkem Finish, poté se spustí proces kongurace





{ BUILD PERF TESTS
{ BUILD TESTS,
{ BUILD JAVA,
{ BUILD opencv apps
{ BUILD opencv cuda*
{ BUILD opencv cudev
1postup se èasto mìní s verzí mexopencv, návody v angliètinì pro jiné verze je mo¾né najít na
https://github.com/kyamagu/mexopencv/wiki, tyto návody obsahují navíc øadu náhledù obrazovky
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{ BUILD opencv js
{ BUILD opencv java*
{ BUILD opencv python*
{ BUILD opencv ts
{ BUILD opencv viz







 dále nastavit OPENCV EXTRA MODULES PATH na
C:/dev/opencv contrib{3.0.0/modules
 za¹krtnout OPENCV ENABLE NONFREE
 znovu stisknout Congure a poté od¹krtnout tyto polo¾ky (pokud existují):
{ BUILD opencv cvv
{ BUILD opencv freetype
{ BUILD opencv hdf
{ BUILD opencv matlab
{ BUILD opencv ovis




Nyní je nutné spustit programVisual Studio a dále v nìm otevøít soubor C:/dev/build/OpenCV.sln
a provést následující:
 nastavit debugger do módu Release (z Debug)
 v podoknì Solution explorer nalézt soubor ALL BUILD (nejspí¹e ve slo¾ce CMake-
Targets)
 na tento soubor kliknout pravým tlaèítkem a zvolit Build, spustí se dlouhý proces
 v podoknì Solution explorer nalézt soubor INSTALL (nejspí¹e ve slo¾ce CMakeTar-
gets)
 na tento soubor kliknout pravým tlaèítkem a zvolit Build
 zavøít program
Dal¹ím krokem je pøidání cesty C:\dev\build\install\x64\vc14\bin do promìnné prostøedí
PATH.
 v kontextovém menu Mùj poèítaè kliknout na polo¾ku Vlastnosti
 v oknì Vlastnosti systému zvolit zálo¾ku Upøesnit
 kliknout na Promìnné prostøedí
 v oknì Systémové promìnné naleznout promìnnou PATH, pøípadnì ji pøidat.
 vlo¾it do promìnné cestu k vý¹e zmínìné slo¾ce, promìnná obsahuje seznam adresáøù
oddìlených støedníkem
 zavøít vlastnosti systému
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Nyní je ji¾ mo¾né stáhnout knihovnu mexopencv ze stránky
https://github.com/kyamagu/mexopencv/tree/v3.0.0
Postup sta¾ení je stejný jako u knihovny openCV. Sta¾ený soubor je nutné rozbalit, opìt
napøíklad do slo¾ky C:\dev. Po rozbalení by pak mìl existovat soubor
 C:\dev\mexopencv-3.0.0\README.markdown




>> mexopencv.make('opencv path','C:\dev\build\install', 'opencv contrib
',true)
Tím je knihovna naistalována a pøipravena k pou¾ití. Pøi ka¾dém spu¹tìní programu
MATLAB pak pro vyu¾ití knihovny staèí zadat
>> addpath('C:\dev\mexopencv−3.0.0')
>> addpath('C:\dev\mexopencv−3.0.0\opencv contrib')
Alternativou je spu¹tìní pomocí aplikace vytvoøené v rámci této diplomové práce. V oknì
main.g zvolíme Nastavení/Cesta k MexOpenCV/Nastavit. . . a v otevøeném dialogovém
oknì zadáme cestu ke slo¾ce C:\dev\mexopencv-3.0.0. Aplikace pak sama provede dva
pøedchozí pøíkazy.
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B. Obsah pøilo¾eného CD







































readme.txt............................................soubor s popisem obsahu CD
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