Figure 1. Two distinct 2-fold covers of the 4-cycle.
Remark.
The matching E H (L(u), L(v)) in Definition 1.1(C4) is not required to be perfect and, in particular, may be empty.
Definition 1.2. Let G be a graph. If H = (L, H) is a cover of G, then an H -coloring is an independent set in H of size |V (G)|. The DP-chromatic number χ DP (G) of G is the smallest k ∈ N such that G admits an H -coloring for every k-fold cover H of G.
Remark. By definition, if H = (L, H)
is a cover of a graph G, then {L(u) : u ∈ V (G)} is a partition of H into |V (G)| cliques. Therefore, an independent set I ⊆ V (H) is an H -coloring of G if and only if |I ∩ L(u)| = 1 for all u ∈ V (G).
Definition 1.3. Let H = (L, H) be a cover of a graph G. We refer to the edges of H connecting distinct parts of the partition {L(u) : u ∈ V (G)} as cross-edges. A subset S ⊆ V (H) is quasi-independent if E(G[S]) contains no cross-edges.
As an illustration, consider the two 2-fold covers of the 4-cycle C 4 shown in Fig. 1 . Note that C 4 is H 1 -colorable but not H 2 -colorable; in particular, χ DP (C 4 ) 3. On the other hand, it is easy to see that χ DP (G) d + 1 for any d-degenerate graph G, so χ DP (C 4 ) = 3. The same argument shows that χ DP (C n ) = 3 for any cycle C n .
To see that DP-coloring is a generalization of list coloring, suppose that G is a graph and L is a list assignment for G. Let H be the graph with vertex set V (H) := {(u, c) : u ∈ V (G) and c ∈ L(u)}, in which two distinct vertices (u, c) and (v, d) are adjacent if and only if -either u = v, -or else, uv ∈ E(G) and c = d. For each u ∈ V (G), set L (u) := {(u, c) : c ∈ L(u)}. Then H := (L , H) is a cover of G such that there is a natural bijective correspondence between the L-colorings and the H -colorings of G. This, in particular, implies that χ DP (G) χ (G) for all G.
In this paper we introduce and study the fractional version of DP-coloring. We start with a brief review of the classical concepts of fractional coloring and fractional list coloring. For a survey of the topic, see, e.g., [SU97, Chapter 3] .
Let G be a graph. An (η, k)-coloring of G, where η ∈ [0; 1] and k ∈ N, is a map f : V (G) → Pow([k]) with the following properties:
(F1) for every vertex u ∈ V (G), we have |f (u)| ηk; (F2) for every edge uv ∈ E(G), we have
(The maximum is attained, as only the values of the form /k for integer are relevant.) The fractional chromatic number χ * (G) of G is defined by
It is well-known [SU97, §3.1] that the infimum in (1.1) is actually a minimum: For every graph G, there is some k ∈ N such that χ * (G) = ϑ(G, k) −1 . In particular, χ * (G) is always a rational number. Fractional coloring allows a natural list-version. Let G be a graph and let L be a list assignment for G. An (η, L)-coloring of G, where η ∈ [0; 1], is a map f that associates to each u ∈ V (G) a subset f (u) ⊆ L(u) with the following properties:
The fractional list-chromatic number χ * (G) of G is defined by
Somewhat surprisingly, Alon, Tuza, and Voigt [ATV97] showed that χ * (G) = χ * (G) for all graphs G and, in fact, for each G, there is k ∈ N such that
(Recall that the list-chromatic number of a graph cannot be bounded above by any function of its ordinary chromatic number.) Now we proceed with our main definitions. Given a cover H = (L, H) of a graph G, we refer to the edges of H connecting distinct parts of the partition {L(u) : u ∈ V (G)} as cross-edges. A subset S ⊆ V (H) is quasi-independent if it spans no cross-edges.
The fractional DP-chromatic number χ * DP (G) is defined by
Clearly, for any graph G, we have χ * (G) χ * DP (G) χ DP (G). Our results described below imply that both inequalities can be strict.
Since χ DP (C n ) = 3 for any cycle C n , a connected graph G satisfies χ DP (G) 2 if and only if G is a tree. Our first result is the characterization of graphs G with χ * DP (G) 2: Theorem 1.6. Let G be a connected graph. Then χ * DP (G) 2 if and only if G contains no odd cycles and at most one even cycle. Furthermore, if G contains no odd cycles and exactly one even cycle, then χ * DP (G) = 2, even though ϑ DP (G, k) −1 > 2 for all k ∈ N (i.e., the infimum in (1.2) is not attained). Theorem 1.6 shows that the Alon-Tuza-Voigt does not extend to fractional DP-coloring, as every connected bipartite graph G with |E(G)| |V (G)| + 1 satisfies χ * (G) = χ(G) = 2, while χ * DP (G) > 2. Theorem 1.6 also provides examples of graphs for which the infimum in (1.2) is not attained. However, the following natural question remains open: Question 1.7. Do there exist graphs G for which χ * DP (G) is irrational? In [Ber16] it was shown that χ DP (G) = Ω(d/ ln d), where d is the maximum average degree of G. Using a similar argument, we extend this asymptotic lower bound to the fractional setting:
From Theorem 1.8, it follows that χ * DP (G) cannot be bounded above by any function of χ * (G), since there exist bipartite graphs of arbitrarily high average degree.
Note that every graph G with maximum average degree d is d-degenerate, i.e., it has an acyclic orientation D with ∆ + (D) d. Our next result describes additional conditions on such an orientation D under which the lower bound given by Theorem 1.8 is asymptotically tight. Theorem 1.9. Suppose that a graph G has an acyclic orientation D such that
, there is no directed uv-path of even length in D.
Obviously, every orientation D of a bipartite graph G satisfies condition (D2) of Theorem 1.9. Hence, we obtain the following:
The conclusion of Theorem 1.9 is interesting even for the ordinary fractional chromatic number, especially since its requirements are satisfied by several known constructions of graphs with high girth and high chromatic number. For example, consider the following scheme analyzed in [KN99] (based on the Blanche Descartes construction of triangle-free graphs with high chromatic number). Start by setting G 1 := K 2 and let D 1 be an orientation of G 1 . When G i and D i are defined for some i, take an
, establishing a bijection between the copies of G i and the edges of H i , and joining each copy to its corresponding edge via a perfect matching. Finally, let D i+1 be an orientation of G i+1 obtained by orienting each copy of G i according to D i and directing every remaining edge towards its endpoint in V (H i ). It is easy to show [KN99, Property 1] that χ(G i ) i + 1 for all i, and it is clear from the construction that the orientation D i is acyclic and the out-degree of every vertex in D i is at most i. Furthermore, the (undirected) subgraph of G i induced by the vertices reachable in D i from any given vertex u ∈ V (G i ), including u itself, is acyclic; in particular, for all uv ∈ E(D i ), the only directed uv-path is the single edge u → v. Therefore, condition (D2) of Theorem 1.9 holds and we can conclude χ * DP (G i ) (1 + o(1))i/ ln i. Note that the girth of G i can be made arbitrarily large by using hypergraphs of large girth in the construction.
Another related family of graphs of high chromatic number that falls under the conditions of Theorem 1.9 is described in [Alo+16, Theorem 3.4].
The above examples yield the following corollary:
there exists a graph G d,g with chromatic number at least d, girth at least g, and
The remainder of this paper is organized as follows. First, we prove Theorem 1.8 in Section 2. Then, in Section 3, we establish Theorem 1.6. Finally, Section 4 is dedicated to the proof of Theorem 1.9.
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What follows is a slight modification of [Ber16, Theorem 1.6]. Let G be a graph of maximum average degree d. After passing to a subgraph, we may assume that the average degree of G itself is d. Set n := |V (G)| and m := |E(G)|. Then we have m = dn/2. Let η 0 := 2 ln d/d. Our goal is to show that ϑ DP (G, k) < η 0 for all k ∈ N. To that end, fix arbitrary k ∈ N and let η := η 0 k /k. It is enough to prove ϑ DP (G, k) < η. Let {L(u) : u ∈ V (G)} be a collection of pairwise disjoint sets of size k. Define X := u∈V (G) L(u), and build a random graph H with vertex set X by making each L(u) a clique and putting, independently for each uv ∈ E(G), a uniformly random perfect matching between L(u) and L(v). Let H := (L, H) denote the resulting random k-fold cover of G.
Consider an arbitrary set S ⊆ X with |S ∩ L(u)| = ηk for all u ∈ V (G). Since the matchings corresponding to different edges of G are drawn independently from each other, we have
There are k ηk n possible choices for S, so
Thus, we only need to show that
Therefore,
Since 1 − η exp(−η), we have
as long as d > e e/2 ≈ 3.89, as desired.
3. P ro o f o f T h e o r e m 1 . 6
Without loss of generality, we may assume that |E(G)| = n+1. Let η 0 ∈ (0; 1/2) be a number close to 1/2 (it will be clear from the rest of the proof what value η 0 should take). Our aim is to show that for all k ∈ N, ϑ DP (G, k) < η 0 . Fix k ∈ N and let η := η 0 k /k, so it suffices to show that ϑ DP (G, k) < η. We use the same approach and notation as in the proof of Theorem 1.8 (see Section 2). Thus, H = (L, H) is a random k-fold cover of G, where V (H) = X, and if S ⊆ X is a set with |S ∩ L(u)| = ηk for all u ∈ V (G), then
, so the probability that G is (η, H )-colorable is at most
Therefore, the probability that G is (η, H )-colorable is less than 1 provided that
It remains to notice that, as η → 1/2, we have
Lemma 3.2. If G is a cycle of even length, then χ * DP (G) = 2, while ϑ DP (G, k) −1 > 2 for all k ∈ N. Proof. Let the vertex and the edge sets of G be {v 1 , . . . , v n } and {v 1 v 2 , v 2 v 3 , . . . , v n v 1 }. Given k ∈ N and a permutation σ : {1, . . . , k} → {1, . . . , k}, we define a k-fold cover
It is clear that to determine ϑ DP (G, k) it is enough to consider k-fold covers of the form H σ for some σ.
Suppose that ϑ DP (G, k) = 1/2 for some k ∈ N. Consider a permutation σ : {1, . . . , k} → {1, . . . , k} that consists of a single cycle. Note that if X ⊆ {1, . . . , k} satisfies σ(X) = X, then X ∈ {∅, {1, . . . , k}}. Let S be a (1/2, H σ )-cover of G. For each 1 i k, let
Since S is quasi-independent, S i ∩ S i+1 = ∅ for all 1 i < n. But we also have
Since n is even, we conclude that S n = {1, . . . , k} \ S 1 . For every j ∈ S 1 , we have σ(j) ∈ S n , which yields σ(j) ∈ S 1 . In other words, σ(S 1 ) = S 1 . But then S 1 ∈ {∅, {1, . . . , k}}; a contradiction.
It remains to prove that for any η < 1/2, there is k ∈ N such that ϑ DP (G, k) η. Take a large odd integer k and let σ : {1, . . . , k} → {1, . . . , k} be a permutation. Write σ as a product of disjoint cycles:
We may rearrange the set {1, . . . , k} so that the support of each cycle π i is an interval { i , . . . , r i }, and Proof of Theorem 1.6. Let G be a connected graph and suppose that χ * DP (G) 2. Even the ordinary fractional chromatic number of any odd cycle exceeds 2 (see [SU97, Proposition 3.1.2]), so G must be bipartite. Furthermore, by Lemma 3.1, |E(G)| |V (G)|, so G contains at most one even cycle. Conversely, suppose that G contains no odd cycles and at most one even cycle. If G is acyclic, then χ * DP (G) = χ DP (G) 2. It remains to consider the case when G contains a single even cycle. On the one hand, Lemma 3.2 shows that ϑ DP (G, k) −1 > 2 for all k ∈ N. On the other hand, G is obtained from an even cycle by repeatedly adding vertices of degree 1, so we can combine the result of Lemma 3.2 with the following obvious observation to conclude that χ * DP (G) = 2: Observation. Let G be a graph and let u ∈ V (G). Suppose that
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Let us briefly review some notation that we will use. Let G be a graph. For a vertex u ∈ V (G), we write N G (u) and N G [u] to denote the open and the closed neighborhoods of u respectively, i.e.,
Similarly, if D is a digraph and u ∈ V (D), then we write 
We use expressions |S| and #S for the cardinality of a set S interchangeably (usually, #S suggests that it is a random variable). Now we can begin the proof. Let G, D, and d be as in the statement of Theorem 1.9. For brevity, we set V := V (G) and omit subscripts G and D in expressions such as
We will often use the acyclicity of D to make inductive definitions or arguments by describing how to deal with a vertex u provided that all v reachable from u have already been considered.
Fix ε ∈ (0; 1) and define η :
Let H = (L, H) be a k-fold cover of G. Our aim is to show that if k is sufficiently large (where the lower bound may depend on the entire graph G), then G has an (η, H )-coloring. For a set U ⊆ V , let L(U ) := u∈U L(u) and let QI(U ) denote the set of all quasi-independent sets contained in L(U ).
Let F be the orientation of the cross-edges of H in which a cross-edge xy is directed from x to y if and only if the vertices u, v ∈ V such that x ∈ L(u) and y ∈ L(v) satisfy uv ∈ E(D). Again, we omit subscripts H and F in expressions such as
Given a set of probabilities p(u) ∈ [0; 1] for u ∈ V , we define random subsets S(u) ⊆ L(u) inductively as follows. Consider u ∈ V and suppose that the sets S(v) for all v reachable from u have already been defined. Independently for each x ∈ L(u), set ξ(x) := 1 with probability p(u); 0 with probability 1 − p(u),
and then S(u) := {x ∈ L (u) : ξ(x) = 1}.
Note that for every u ∈ V , the set S(u) only depends on the random choices associated with the elements of L(R + [u]). For each U ⊆ V , write S(U ) := u∈U S(u) and set S := S(V ). By construction, S is always a quasi-independent set. We will argue that, for a suitable choice of {p(u) : u ∈ V } and sufficiently large k, |S(u)| ηk for all u ∈ V with high probability. We start with a positive correlation inequality.
Lemma 4.1. Let u ∈ V and define
Proof. Since nothing in the statement of the lemma depends on the vertices outside of R + [u], we may pass to a subgraph and assume that
The lemma is trivially true if Y = ∅, so we may assume Y = ∅, and hence N + (u) = ∅.
Notice that the graph G[B] is bipartite. Indeed, consider any v ∈ B. Then, on the one hand, v is reachable from u, and, on the other hand, there is a vertex w ∈ N + (u) reachable from v. We claim that if P 1 and P 2 are two directed uv-paths, then length(P 1 ) ≡ length(P 2 ) (mod 2). Indeed, let P 3 be any directed vw-path. If length(P 1 ) ≡ length(P 2 ) (mod 2), then either P 1 + P 3 or P 2 + P 3 is a directed uw-path of even length, which contradicts assumption (D2). Thus, we can 2-color the vertices in B based on the parity of the directed paths leading from u to them.
Let {U 1 , U 2 } be a partition of B into two independent sets such that u ∈ U 1 . Define a random subset X ξ ⊆ L(B) as follows:
(Recall that ξ is defined in (4.1) .) The set X ξ is obtained by independently selecting each element x ∈ L(B) with probability q(x) given by
To complete the construction of the set S, given that S(A) = Q, we only need to know the values ξ(x) for all x ∈ L(B). Since all of them are determined by the set X ξ , we may, for fixed X ⊆ L(B), denote by S X the value S would take under the assumptions S(A) = Q and X ξ = X. For each x ∈ L(B), let
Recall that a family F of sets is increasing if whenever X 1 ⊇ X 2 ∈ F, we also have X 1 ∈ F; similarly, F is decreasing if X 1 ⊆ X 2 ∈ F implies X 1 ∈ F. Claim 4.2. For each x ∈ L(U 1 ), the family F x is increasing; while for each x ∈ L(U 2 ), the family F x is decreasing.
Proof. We argue inductively. Let v ∈ B and suppose that the claim has been verified for all x ∈ L(w) with w ∈ B reachable from v. Consider any x ∈ L(v). We will give the proof for the case v ∈ U 1 , as the case v ∈ U 2 is analogous. By definition, x ∈ S ⇐⇒ ξ(x) = 1 and y ∈ S for all y ∈ N + (x). (4.2)
If x ∈ N − (Q), then F x = ∅ and there is nothing to prove. If, on the other hand, x ∈ N − (Q), then (4.2) yields
where F y denotes the complement of F y . Each y ∈ N + (x) ∩ L(B) belongs to L(U 2 ), so, by the inductive assumption, the families F y are decreasing, while their complements F y are increasing. Therefore, F x is an intersection of increasing families, so it is itself increasing.
With Claim 4.2 at hand, the conclusion of the lemma follows from the fact that Y ⊆ L(U 2 ) and a form of the FKG inequality, tracing back to Kleitman [Kle66] : The next lemma gives a lower bound on the expected sizes of the sets S(u).
Lemma 4.4. Let α be a positive real number such that
Then there exists a choice of {p(u) : u ∈ V } such that for all u ∈ V ,
Proof. Let β ∈ (0; 1) be such that
We will frequently use the following form of the inequality of arithmetic and geometric means: Given nonnegative real numbers λ 1 , . . . , λ m and nonnegative weights w 1 , . . . , w m satisfying
We define the values p(u) inductively. Let u ∈ V and assume that we have already defined p(v) for all v reachable from u so that
We will show that in that case
(4.5) After (4.5) is established, we can define
, which gives E[#S(u)] = p(u)E[#L (u)] = (1 + α)ηk, as desired, and, furthermore, p(u) β, allowing the induction to continue.
We have
Consider any Q ∈ QI(A). By the linearity of expectation,
Pr y ∈ S for all y ∈ N + (x) S(A) = Q .
From Lemma 4.1 we derive
which, by (4.4), is at least
After changing the order of multiplication, we get
Since A ⊆ A v , the set S(A) is determined by S(A v ), and hence
Applying (4.4) again, we see that the last expression is at least
Note that the set L (v) is completely determined by S(A v ). This allows us to introduce notation L R (v) for the value of L (v) under the assumption S(A v ) = R; or, explicitly,
Since v ∈ A v , for fixed R ∈ QI(A v ) and y ∈ L(v), we have
Plugging this into (4.7), we obtain
Since, by our assumption, p(v) β, inequality (4.3) yields
This allows us to lower bound
Returning to (4.6), we conclude
Due to the convexity of the exponential function (or by (4.4) again), the last expression is at least It remains to notice that, since (1 + α) 2 (1 − ε) < 1, the quantity d −(1+α) 2 (1−ε) is asymptotically bigger than β −1 (1 + α)η = Θ(ln d/d). This finishes the proof of (4.5).
Finally, we show that the sizes of the sets S(u) are highly concentrated. Proof. We use the following concentration result: . Let ζ be a random variable determined by s independent trials such that changing the outcome of any one trial can affect ζ at most by c. Then
Pr[|ζ − Eζ| > t] 2 exp − t 2 2c 2 s .
The value #S(u) is determined by k|V | independent trials, namely by the values ξ(x) for x ∈ V (H), so, to apply Theorem 4.6, we only need to establish the following:
Claim 4.7. Changing the value ξ(x) for some x ∈ V (H) can affect #S(u) at most by some amount c that depends on G but not on k.
Proof. Suppose that x ∈ L(v) for some v ∈ V . The value ξ(x) can only affect y ∈ R − [x], so it suffices to upper bound |R − [x] ∩ L(u)|. Let y = z 1 → · · · → z = x be a directed yx-path for some y ∈ L(u). For each 1 i , choose v i ∈ V so that z i ∈ L(v i ). Then u = v 1 → · · · → v = v is a directed uv-path in D. Notice that the uv-path v 1 → · · · → v uniquely identifies y = z 1 . Indeed, by definition, z = x, so z −1 must be the unique neighbor of x in L(v −1 ). Then z −2 must be the unique neighbor of z −1 in L(v −2 ); and so on. Thus, |R − [x] ∩ L(u)| does not exceed the number of directed uv-paths, which is independent of k.
The conclusion of the lemma is now immediate. Now we can easily finish the proof of Theorem 1.9. Pick some α > 0 so that (1 + α) 2 (1 − ε) < 1 and apply Lemma 4.4 to obtain {p(u) : u ∈ V } such that for all u ∈ V , E[#S(u)] = (1 + α)ηk. 
