operator theory, stability criteria, which impose explicit and distinct conditions on the subsystems and the interconnections, are obtained. Some strong points of the main result of the paper are: 1) it is simpler to apply than the existing results and 2) it specializes to the classical "positivity theorem" for the case of single-loop negative feedback systems. Modifications of this result which permit the use of arbitrary multipliers are also outlined.
I. IKTRODUCXION
Decomposition methods in the stability analysis of large-scale systems are becoming increasingly popular in the recent times and criteria for both asymptotic stability (in a Lyapunov setting) and input-output stability (in a functional analysis framework) have been obtained by treating the original system as an interconnection of several simpler 
M. K. Sundareshan is with the Department of Electrical Engineering, University of
Montreal. P. Q., Canada. Grujic and Siljak [8] . An interesting feature that is common to all these results is that the conditions for stability of the original large system are expressed as certain constraints on a "test matrix" T, which is constructed from boun-ds on the individual subsystems and the interconnections. Grujic and Siljak [8] call this an "aggregation matrix," generated from norm bounds on the subsystem Lyapunov functions and the interconnection functions. Estrada 161 requires the construction of certain Lyapunov-type functions for the subsystems and generates the matrix T using their coefficients. Michel et a[.. [3H5] use the gains and sector bounds of the subsystems in developing this matrix. Once the test matrix T is constructed, all these results proceed to demonstrate stability of the overall system by imposing suitable constraints on the eigenvalues (or the spectral radius) of T. As a consequence. it is often difficult to interpret them as corresponding conditions on the subsystems and the interconnections explicitly, except in special simple cases.
M.
In contrast to the above, we shall present a new result in this paper for the input-output stability of large interconnected systems, which involve explicit positivity conditions on the subsystem operators and constraints on the interconnections. Our method of analysis draws motivation from principles of energy-bounding and seeks to answer the following question-"How should an interconnection of positive (or passive) subsystems be constrained to guarantee input-output stability of the overall system?" A noteworthy feature of our main result is that for the special case of the single-loop negative feedback system, it reduces to the well-known "positivity theorem" due to Zames [9] and Sandberg [IO] and is hence, a generalization of the available results of this type for the single-loop systems. The philosophy behind the derivation of this result and also our desire to keep the constraints on the subsystems and the interconnections independent of each other yields a beneficial aspect that the present result can be more easily used in the stability design of large systems. Some modifications of this result which allow the use of arbitrary multipliers are also o u t h e d ; these permit a large body of available literature developed in the so called multiplier methods to be camed over to the stability analysis of interconnected systems in a straightforward manner.
PROBLEM FORMULATION

A . Notations and Definitions
Let Q and denote, respectively, the real and the nonnegative real numbers. It is assumed that the reader has a certain degree of f d a r i t y with the notions of the &-space, the extended space L,, and the properties of operators defined over these spaces. While [ 1 I] is suggested for details, a brief recapitulation of some important concepts is given below.
An "operator" G in L2(L,) is defined as a single-valued mapping of 
B. System Description
The system under consideration is a large-scale dynamical system 9 that may be described as an interconnection of n subsystems 9,, 9,, . . . ,9,
an exhaustive listing of all the published literature on the stability analysis of largescale ' It must be emphasized that the references mentioned here do by no means constitute systems. which incidentally is too numerous to be mentioned here.
Now consider the m equations
In (l), Gi is an operator in describing the isolated subsystem 5; and h, €9. is a scala9 that specifies the interaction from the j t h subsystem 4, to the ith subsystem 4,. The n2 scalars h, may be regarded as elements of the nX n interconnection matrix H that specifies the interconnection pattern within the overall system 5. Further, ui(.) is the input to 5, . e;( .), its "error" signal andy,(.), its output. We shall assume that ui(.),ei(.),yi(.)ELze Vi=1,2;..,n and the operator equations (1) satisfy suitable well-posedness conditions to guarantee the existence of ei(.),yi(.)ELze Vi=1,2;-.,n, for every input set #,(.)EL,, i= 1,2;..,n [12], [13] .
C. The Problem
The problem of interest is to determine conditions for the L,-stability of system 4 , i.e., to establish conditions on Gi and H that are sufficient to ensure u,(.)EL, Vi=l,Z;..,n*e,(.),
Since H can be partitioned as in (4) and rank ( I f b ) = min (m, n -m} = (n -m), there exists a nonzero minor of Hb of order (n -m) and hence it is possible to obtain an expression fory,(.), i=m+ l,m+2,... ,n in terms of ui(.), e;(.), andy,(.), i=1,2;-.,rn,as vi(.)= x {~U~( . ) + p U u , ( . ) + p~y j ( . ) } , i = m + l , m + 2 ; . . , n (7)
where a,., u u p., and pij are finite constants. For any specified integer m such that n/2 < m < n, let -x" denote the where we have used (1) and (7) in the simplification.
class of interconnection matrices H that satisfy the following properties: there exists an integer m such that n/2 < m < n for which the subsystems Gi, i = 1,2,. . . ,m, are strongly positive ( e ) and have finite gain, then system 4 is &-stable for all interconnection matrices H E X.
Proof: For some T E %+ consider the sum of inner-products
where K and k,, i= 1,2,. . . ,m, are finite positive constants. It then follows simply that IIPTei(.)ll<co V T E % + and hence e , ( . ) E b V i = 1,2;. . ,m.
It is now simple to observe that y j ( . ) E & Vi=1,2,-..,m, since yi(-)= Giei(.) and yi(Gi)< 00 V i = 1,2;. . ,m. This further implies from (7) thatyi(*)EL, Vi=rn+l,m+2;..,n and hence e,(.)€& Vi=m+ 1,m +2,-. . ,n, from the system equations
..,n.
j = I
This completes the proof of the theorem.
IV. DISCUSSION OF THE RESULT
1) It is simple to observe that for the case of the single-loop negative feedback system3 considered by Zames (1)withn=2,h,,=h22=Oandh,,=-h,l=-1,Theorem1reduceswith
(substituting for u , ( . ) from (1)) .
hence be regarded as a generalization of this well-known stability criterIon for the large-scale systems.
2) The reason for the imposition of the constraints (3) and (4) on the = 5 (pflj(.),pTGiei(.))-pTyi(.), 5 hUpry,(.) interconnection matrix H is evident from the proof of the theorem.
Simpler and more explicit conditions, at the cost of being more conserva-
tive may be given to ensure (3). A particularly interesting condition is to case admits a heuristic explanation, following Willems [7] , that the interconnections do not contribute to any dissipation in the system. The rank condition (4) requires that it is possible to separate the subsystems into two groups, group A with m subsystems and group B with the rest of ( n -m ) subsystems, such that there exists sufficient interaction from DOUP B to group A . It is to be noted that only the subsystems in group A are required to be strongly positive and have finite gain by the theorem.
3) An &-stability criterion for multiloop systems has been derived earlier by Estrada [6] following a different method of analysis based on the construction of Lyapunov-type energy functions. However, it might be noted that the multiloop configuration treated in [6] is only a special form of the system (I) presently considered. Despite this generality, the present result compares favorably with the stability criteria of [6] in that 1) it is easier to apply, and 2) it imposes more relaxed conditions on the subsystems. Observe for instance that for the particular case of the single-loop feedback system, i.e., n = 2, h,, = -h,, = -1, the main result (Theorem 2) of [6] requires that both the subsystems be strongly positive [8]) because couplings of arbitrarily large magnitudes can be tolerated so long as the interconnection matrix satisfies the appropriate negative definiteness conditions. 5 ) Theorem 1 can be interpreted as guaranteeing L,-stability of system 4 for a class of interconnection matrices if the subsystems satisfy appropriate positivity conditions. It is thus evident that the present result ensures &-stability of the system in the face of structural perturbations caused by the disconnection and reconnection of one or more subsystems from the rest of the system during operation, if these do not cause any violation of the interconnection constraints (3) and (4). Hence, Theorem I, in effect, proves a stronger concept of stability, "connective L,-stability," that is an input-output analogue of the connective asymptotic stability introduced by Siljak [14] in the Lyapunov framework. It must, however, be noted in comparison that the present method of analysis, which proceeds from the determination of explicit conditions on the interconnection pattern within the system, is simpler and intuitively more appealing for the study of connective properties than some of the earlier attempts [8], [14] , which seem to be unnecessarily complicated and overly restrictive.
6) Like all other stability criteria derived via positive operator theory, the scope of application of Theorem 1 can be vastly enlarged by the introduction of suitable "multipliers." However, unlike the well-known simple way of implementation of this technique in the case of single-loop feedback systems, such modifications for the large interconnected system under consideration seem to be possible only under the imposition of more constraints on the interconnections. A representative result of this type will be given in the sequel. Let be a subclass of of interconnection matrices H which can be partitioned as in (4) such that Ha = 0 and Hd= 0. We can then state the following result. We shall omit the proof of this theorem in the interests of brevity, except to mention that the key idea is to make the transformation e;(-)=Me,(.), k = m + l , m + 2 , ..., n, in the system description (1). A noteworthy feature of this result is the correspondence between the requirements on the structural arrangement of the system and the use of multipliers, which does not seem to have been appreciated in the earlier development of "multiplier theory" for the single-loop negative feedback systems.
V. AN ILLUSTRATIVE EXAMPLE
At first glance, the conditions imposed by Theorem 1 on the interconnection matrix may seem rather restrictive. This is not, however, true since if the original interconnection matrix does not satisfy the required conditions, it is often possible to modify the system structure4 so as to result in an interconnection matrix of a desired form. We shall illustrate ths by considering an example in this section.
Consider the interconnection of two single-loop feedback (generalized Lurd) systems as shown in Fig. 1, where GI, G, ; . . ,G, are operators in he. When GI, G, ; . . , G, are considered as subsystem operators to conclude the 4-stability of the system from an application of the present result, the interconnection matrix H is 0 0
which is not negative semidefinite and hence, is not a member of x". However, with elementary manipulations, it is possible to rearrange the system as in Fig. 2 (which has the same inputs and outputs as the original configuration). Now considering G1,G2, G3, G4=(G4-G,) and Two interesting features of the above conditions are apparent. It is simple to note that under the limiting condition that the two single-loop feedback systems get disconnected, which may be characterized by the condition G3=0, 1) and 2) above reduce precisely to the conditions of the positivity theorem applied individually to the two feedback systems. Secondly, by a simple relabeling of the subsystems, it is possible to interchange the positivity and strong positivity requirements imposed in 1) and 2) on two subsystems. For instance, it may be concluded from applying Theorem 1 that the system is also L,-stable if the following alternative conditions are fulfilled:
6, = (G,
1' ) G2, G3 and 6,= (G4-G3) are strongly positive(e) and have finite gain and 2') GI and 6, = ( G , -G3) are positive(e). 
+Yt
VI. CONCLUSIONS
The major emphasis in this paper is put on the determination of the constraints on the interconnections among subsystems that may be modeled by positive operators, which ensure L2-stability of the overall system. Such results, as described in the main body of the paper, possess many interesting features, the most notable of which is their ease in application when compared with the existing results. The philosophy behind the present method of analysis yields a beneficial aspect that the conditions on the subsystems and the interconnections are independent of each other, thus leading to a true generalization of the "positivity theorem" to the multiloop case. Furthermore, important connective stability properties of the system can be easily concluded if the system decomposition leads to a total interconnection matrix that is the sum of several negative semidefinite matrices.
Several extensions and improvements of the present results appear to be possible through further investigation. Development of &-instability criteria which are counterparts of the present results, is quite straightforward and may be found in [ 151, [16] . Since, as illustrated in Section V, a tradeoff between the constraints on the interconnections and the subsystems is apparent, one may try to relax the conditions on the subsystems at the expense of constraining the interconnection matrix more. An alternative, and more promising direction would be to obtain less stringent conditions on the interconnections by requiring more numbers of subsystems to be strongly positive, or by imposing additional norm-bounds on some of the subsystems. A multidimensional point is represented as a curve on the display screen. By projecting numerous points in the multidimensional space to similarly numerou curves on the screen of the graphic display device, the human eye can make overall recognition much more efficiently than computers. This fact is exploited to reduce the problem to that of a set of unimodal peaks. Once the supporting domain for each of these peaks is separated by visual aid, one may leave the computer to handle the rest of the problem for i tsel f. A number of numerical experiments are done and discussed to provide evidenm regarding the feasibility of the proposed algorithm.
I. IPITRODUCIION
The algorithm to be presented in this paperL aims at locating the global (or greatest) maximum of a function defined in a bounded domain of k-dimensional Euclidean space. The object function may be multipeaked or multimodal. The case of finding the global (or least) minimum is similar to the present problem.
The motivation behind this work is that there exists no adequate means for finding the global maximum (minimum) of a function of many variables. Brent states in his recent monograph [l] that methods for finding global minima of functions of a moderate or large number of variables are difficult and that usually the best we can do is to use a good local minimizer and try several different combinations of starting positions, steplengths, etc., in the hope that the best local minimum found is the global minimum. A similar statement is made in [2], where 15 different unconstrained optimization techniques are compared, each against 15 minimization test problems. Reference [3] reviews the efforts directed to global techniques for constrained problems only. Reference The author is with the Department of Electrical Engineering Hokkaido University, Sapporo, Japan.
'The preliminary version concerning only the noninteractive portion of the algorithm was presented at the Second USA-Japan Computer Conference, Tokyo, Japan, August 1975.
