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Seznam uporabljenih izrazov in simbolov 
OS - operacijski sistem 
IT – informacijska tehnologija 
IoT – Internet of Things – internet stvari 
AI – Artificial Intelligence – umetna inteligenca 
Disaster Recovery – obnovitev v primeru katastrofe 
»IBM-ovec« - Oseba zaposlena pri podjetju IBM.  
PC – osebni računalnik 
AWS - Amazon spletne storitve (ang. Amazon Web Services) 
DE-CIX - Deutscher Commercial Internet Exchange 
IS - informacijski sistem  
IKT - informacijsko komunikacijska tehnologija 
SLA - Service Level Agreement, pogodba o ravni storitve 
IAAS - infrastruktura kot storitev 
PAAS - platforma kot storitev 
SAAS - programska oprema kot storitev 
VPN - virtualno privatno omrežje 
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OSI -  Open Systems Interconnection (protokolni sklad) 
MAC - Media Access Control  
WWPN - World Wide Port Name 
NES – omrežje in shramba 
TCO - skupni strošek lastništva 
UCS - združen računski sistem 
UF - Unified Fabric 
3PAR - ime podjetja, ki je ponujalo rešitve za shranjavljne in upravljalne sisteme 
na področju IKT. 
STP - protokol vpetega drevesa 
HVAC - gretje, ventilacija in klimatizacija 
SDN - programsko grajena omrežja 
NFV - virtualizacija omrežnih funkcij 
Leaf-spine architecture: dvonivojska omrežna arhitektura, ki postaja standard v 
programsko grajenih omrežjih, saj zadošča zahtevam programsko grajenih 
omrežij 
CAPEX - kapitalska naložba 
OPEX - operativni strošek 
CRAC / CRAH -  klimatske naprave in usmerjevalci zraka za strežniške sobe   
HVAC – gretje, ventilacija in klimatizacija 
FEX – fabric exchange  
FI – Fabric Interconnect 
FV – vrednost v prihodnosti 
PV – trenutna vrednost 
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NPV – neto sedanje vrednosti 




 V sodobni infrastrukturi IT (informacijska tehnologija) so komponente vedno 
bolj prepletene ter tudi vedno bolj soodvisne druga od druge. Kompleksnost 
infrastrukture IT in podatkovnih centrov narašča, po drugi strani pa imajo čedalje večji 
poslovni vpliv na poslovanje organizacij. V tujini je oddelek informatike pogosto 
vključen v sooblikovanje poslovnih planov za prihodnost, pri nas pa velikokrat le 
izvrševalec zahtev uprave. Tako v tujini kot pri nas, se pojavljajo trendi, ki ali znižujejo 
operativne stroške infrastrukture ali pa povečujejo dodano vrednost poslovanja same 
organizacije. Da so podatkovni centri ena izmed ključnih stvari za prihodnost pričajo 
tudi podatki, da je na svetu preko 7500 podatkovnih centrov. Letna rast novih 
podatkovnih centrov do leta 2018 pa naj bi dosegla 21% (CIENA). Po podatkih NRDC 
podatkovni centri porabijo do 3% celotne električne energije proizvedene globalno.  
V diplomskem delu so obravnavani tehnološki deli podatkovnega centra in 
ekonomski vidiki pri nakupu nove opreme IT. To področje ni več le domena 
inženirjev, temveč tudi poslovodij, uprave in finančnikov. Čedalje manj pogosto se 
dogaja, da se investira večje vsote denarja v nadgradnjo opreme brez razmisleka o 
posledicah odločitve na vsakodnevno poslovanje V prvem delu je zajet zgodovinski 
pregled skozi obdobja, da lahko lažje razumemo, kako je potekal razvoj in napredek 
IT-ja in podatkovnih centrov. Za tem sledijo tehnične lastnosti in elementi podatkovnih 
centrov, predvsem za boljšo predstavo elementov, ki so pogosto predmet zamenjav in 
nadgradenj. V tretjem sklopu obravnavamo ekonomske vidike podatkovnih centrov, z 
obrazložitvijo vloge finančnih instrumentov (izrazov) pri investiranju v novo opremo. 
Sledi še praktični primer uporabe orodja enega izmed proizvajalcev opreme in mnenje 
z intervjujem iz podjetja, ki ima na tem področju bogate izkušnje. Diplomsko delo se 
zaključi z razpravo. 
 








Components in modern IT infrastructure are becoming more and more 
interleaved and dependent on each other. Complexity of IT infrastructure and data 
centres is on the rise, but on the other hand they have increasing influence on business. 
IT departments abroad often give input on future business plans, while in Slovenia 
they are usually just executors of demands made by the management. Both abroad and 
at home new trends are appearing that either lower IT infrastructure operating costs or 
increase the added value of the business itself. The fact that there are over 7500 data 
centres in the world means they are key for the future. Annual growth of new data 
centres is estimated to be 21% in 2018 (CIENA). NRDC data indicates that data centres 
consume up to 3% of global electricity production. 
The crucial points I discussed in my (Bachelor's) thesis were the technological 
parts of data centres, along with the economic perspective on purchasing new IT 
equipment. IT is becoming a much wider field that no longer only catches attention 
from engineers but by managers, financiers and other people on the corporate ladder. 
Less reckless investments regarding immense sums of financial sources are being 
made for upgrading IT equipment taking into account the further consequences of 
making such decisions. The first part of the paper consists of the historical review for 
the better understanding of IT development and progress, following the second part 
which explains technical characteristics, pointing to elements that are often a subject 
of changes and upgrades. The third part focuses on the economic aspects of data 
centres which explains in further detail the role of financial instruments when investing 
in new network equipment. This follows the practical demonstration using one of the 
developers tools and personal opinion substituted with the interview I had with a 
company prospering in the field. 
I closed the paper with the debate. 
 
Key words: Data centre, IT equipment, IT infrastructure, Investments, costs 
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1  Uvod 
Nekoč sem zasledil blog objavo upokojenega IBM-ovca g. Wladawsky-
Bergerja, ki je primerjal IT industrijo in podatkovne centre s kambrijem. 
Kambrij je najstarejše geološko obdobje paleozoika, ki se je začelo pred 542 milijoni 
let in končalo pred približno 488 milijoni let. Takrat so se razširile morske alge, 
pojavili so se vsi nevretenčarji, strunarji, fosili s trdimi lupinami itd. Je obdobje, ki je 
prineslo veliko spremembo na življenje na zemlji. Pred tem so bili organizmi zelo 
preprosti, sestavljeni iz posameznih celic, včasih združeni v kolonije, kot na primer: 
spužve. Evolucija je postala eksponentno hitrejša in v tek pognala tako imenovano 
kambrijsko eksplozijo - veliko bolj raznolik skupek kompleksnejših življenjskih oblik. 
Čeprav z veliko krajšimi časovnimi razponi, gre IT industrija (še vedno) skozi 
podoben proces. Nekaj desetletij smo izpopolnjevali digitalne elemente, kot na primer: 
mikroprocesorje, pomnilnike, diske; ter nato iz njih zgradili računalnike in 
računalniške sisteme. Digitalne komponente so čedalje bolj zmogljive, zanesljive, 
cenejše in manjše. S širjenjem interneta se je vpeljala celo vrsto novih tehnologij, 
konceptov in standardov za povezavo naprav in komponent.  
Danes digitalne komponente postajajo čedalje bolj razširjene in pogosto 
vgrajene v stvari na načine, ki si jih pred leti nismo mogli niti predstavljati. Recimo 
hladilniki, ki se povežejo na internet. Pametne pečice, svetilke in še mnogo več, so nas 
pripeljali do tega, da danes govorimo o popolnoma novih konceptih, kot je na primer: 
»internet stvari« (IoT – Internet of Things), umetna inteligenca (AI – Artificial 
Intelligence) in »računalništvo v oblaku« (Cloud Computing). Zelo pomembno vlogo 
pri vsem skupaj pa imajo gradniki, ki na zunaj niso vidni in verjetno širši publiki niso 
poznani. Za izvedbo večine operacij (tako poslovnih kot privatnih), ki uporabnikom 
niso vidne, se uporabljajo podatkovni centri, ki so se razvijali skozi zgodovino preko 
cele vrste inovacij. V naslednjem podpoglavju si bomo ogledali ključne mejnike v 
razvoju podatkovnih centrov. 
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1.1  Pregled podatkovnih centrov skozi obdobja 
1.2.1  Do 1970: 
Ameriška vojska je med drugo svetovno vojno razvila ENIAC (angleško 
Electronic Numerical Integrator and Calculator) zaradi potrebe po izračunih poti 
topovskih granat, letalskih bomb in podobno. Pozneje so ENIAC uporabili pri 
reševanju problemov v jedrski fiziki. Tehtal je okrog 30 ton, zavzel pa je okrog 168 
kvadratnih metrov. Njegovo upravljanje je zahtevalo je 6 tehnikov, zaposlenih za polni 
delavnik, zmogel pa je okrog 5000 operacij na sekundo.  
 
Slika 1: ENIAC [2] 
Do nekje zgodnjih šestdesetih so bili računalniki primarno uporabljani s strani 
državnega in javnega sektorja. Ti računalniki so zavzeli ogromno prostora (potrebnih 
tudi po več sob). Tem danes rečemo »podatkovni centri«. V tem obdobju se je začel 
tudi prehod računalnikov iz elektronk na tranzistorske elemente. Eden izmed prvih 
takšnih sistemov je bil »IBM 650«. Po zaslugi tranzistorjev so takšni sistemi postali 
manjši, učinkovitejši, bolj zanesljivi in cenejši, poleg tega pa se je podaljšala tudi 
njihova življenjska doba. Na začetku šestdesetih let je veliko računalnikov stalo okrog 
5 milijonov dolarjev na »kos«, mesečni najem enega pa je stal okrog 17 tisoč dolarjev. 
V sredini šestdesetih let se je uporaba računalnikov začela širiti tudi za komercialne 
namene, tako sta začela tudi sodelovati American Airlines in IBM pri razvoju 
programa za rezervacije. Takrat so pri American Airlines imeli probleme s hitro 
obdelavo rezervacij, ker so le te takrat zelo hitro rastle. Nastal je SABRE (Semi-
automated Business Research Environment), nameščen na dveh IBM 7090 
računalnikih. Sistem je obdelal 84000 klicev na dan [1,2]. 







Slika 2: ENIAC [2] 
Slika 3: IBM 7090 [Vir: IBM arhiv] 
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1.2.2  1970-1980: 
Leta 1971 je Intel izdal prvi komercialni mikroprocesor, Intel 4004. 
V 1973 so v Ameriki pričeli z uradnimi dokumentiranji obnovitvenih načrtov v 
primeru katastrofe (ang. disaster recovery)  za podatkovne centre. V osnovi gre za to, 
da potencialna katastrofa ali izpad opreme ne vpliva, oz. vpliva na poslovne operacije, 
ki se izvajajo v podatkovnem centru, samo za kratek čas. Leta 1978 je podjetje 
SunGuard tudi razvilo prvo komercialno storitev za obnovitev v primeru katastrofe. 
1973 je s prihodom Xerox Alto (mini računalnik) nastal pomemben korak v smer 
osebnih računalnikov, saj je Alto vključeval tudi uporabniški vmesnik, višjo 
ločljivostjo ekrana in solidno velikost internega pomnilnika ter zunanjega prostora. 
Prav tako je imel na voljo tudi miško in posebno programsko opremo. 
Chase Manhattan Bank je leta 1977 izvedla prvo komercialno inštalacijo 
lokalnega omrežja ARCNET, ki je bilo eno izmed najbolj enostavnih vrst lokalnega 
omrežja z uporabo žetonske (token-ring) arhitekture s podporo pasovne širine do  
2,5 Mbps in povezavo do 255 računalnikov. 
Veliki računalniški sistemi (mainframe) so potrebovali posebno hlajenje in v 
poznih sedemdesetih so se zračno hlajeni računalniki preselili v pisarne. Posledično je 
postala potreba po »podatkovnih centrih« oziroma ogromnih mainframe-ih manjša.  
 Leta 1976 je bil ustanovljen Apple, leta 1977 pa so izdali že svoj drugi 
računalnik – Apple 2 [1, 4]. 
 
 
Slika 4: XEROX Alto [44] 




1.1.3  1980-1990: 
Osemdeseta so znana po hitri širitvi mikroračunalnikov tudi po zaslugi rojstva 
IBM-ovega osebnega računalnika (PC – Personal Computer). Računalniki so se 
kupovali na debelo, večkrat tudi brez obzira na tehnične specifikacije in dejanske 
potrebe. Leta 1988 je IBM izdal tudi IBM Application System/400 (AS/400), enega 
izmed najbolj popularnih poslovnih računskih sistemov.  
Sun je razvil tudi »network file system protocol«, ki je omogočal uporabniku, da 
na končnem računalniku dostopa do datotek, shranjenih na lokalnem diskovju kar 
preko omrežja [1, 3]. 
Slika 5: IBM 360 [Vir: IBM Arhiv] 




1.1.4  1990-2000: 
Mikroračunalnike, ki so našli prostor v starih računalniških sobah, so začeli 
imenovati strežniki (angleško servers), za strežniške sobe polne strežnikov, pa se je 
začel uporabljati izraz »podatkovni centri« (data centers). Različna podjetja so začela 
graditi svoje podatkovne centre in jih med seboj povezovati po zaslugi cenejše 
komunikacijske opreme. Dot-com balonček pa je prinesel tudi izjemno hitro širitev 
podatkovnih centrov. Podjetja so želela čim hitrejše povezave in 24/7 dostopnost na 
svetovnem spletu. Zaradi tega se je pojavila potreba po vedno večjem številu 
strežnikov in prostorov namenjenih njihovem delovanju. Pojavila so se tudi prva 
podjetja, ki so oddajala ko-lokacije (angleško colocation). Približal se je tudi poslovni 
model, imenovan »podatkovni center kot storitev« (data center as a service).  
Leta 1997 je Apple izdal program imenovan »Virtual PC« in ga prodajal preko 
podjetja Connectix. Virtual PC je omogočal poganjanje Windows operacijskega 
sistema na Mac računalniku.  
Podjetje VMware je leta 1999 začelo prodajati produkt »VMware Workstation«, 
ki je bil podoben »Virtual PC«. Prve različice so delovale le na Windows operacijskem 
sistemu (OS) kasneje pa so dodali podporo še za druge OS. Virtualizacijski produkt 
Workstation obstaja še danes [1,3]. 
Slika 6: konzola AS/400 [5] 





1.1.5  2000 in naprej: 
V zadnjih petnajstih letih se tehnologija razvija izjemno hitro, z njo pa tudi novi 
poslovni koncepti. Povzemanje vseh inovacij presega okvire te diplomske naloge., 
zato bom omenil le najpomembnejše stvari, ki so po mojem mnenju pripeljale 
računalništvo od ogromnih sistemov (mainframe-ov), pa vse do računalništva v 
oblaku.  
2001: VMware izda produkt imenovan »ESX«, ki omogoča virtualizacijo 
neposredno na strežniku, brez zahteve po predhodno naloženem operacijskem sistemu.  
Slika 7:Googlovi prvi strežniki [43]  
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2002: Amazon Web Services (AWS) začne z razvojem oblačno baziranih 
storitev, ki vključujejo prostor za shranjevalne in računske enote ter človeško 
inteligenco (skozi program »Amazon Mechanical Turk«). Leta 2006 AWS začne 
ponujati spletne storitve na infrastrukturi IT, danes poznane pod besedo »računalništvo 
v oblaku«.  
2007: Sun Microsystems predstavi modularni podatkovni center, znan tudi pod 
imenom »Project Blackbox«, kot mobilni podatkovni center, vgrajen v transportni 
zabojnik. Projekt je vplival predvsem na razmišljanje v korporativnih kolesih, saj je 
Sun zatrdil, da je lahko modularni podatkovni center operativen za zgolj 1 % stroška 
izgradnje klasičnega centra.  
 
Slika 8: Sunov modularni podatkovni center [7] 
2011: Facebook predstavi »Open Compute Project«, iniciativo za deljenje 
specifikacij in najboljših praks v industriji, z namenom, da se ustvari najbolj 
energetsko efektiven in ekonomičen podatkovni center.  
V letu 2012 so ankete pokazale, da 38 odstotkov podjetij že uporablja oblačne 
storitve, 28 odstotkov pa ima načrte za prihodnost v »oblaku«.  
Kot zanimivost za obdobje po letu 2000 lahko omenimo, da je leta 2007 
povprečen podatkovni center porabljal toliko energije kot 25.000 gospodinjstev.  
Leta 2014 je internet sestavljalo preko 75 milijonov strežnikov [7]. 
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V letu 2003 je bilo na svetovni splet povezanih okrog 300 milijonov ljudi, 10 let 
kasneje pa kar 3 milijarde. Leta 2013 je Google ogromno investiral (7,5 milijarde) v 
lastno internetno infrastrukturo zaradi globalnega širjenja svojih podatkovnih centrov.  
V 2017 največje internetno vozlišče DE-CIX (Deutscher Commercial Internet 
Exchange) dosega 5638 Gbit/s spletnega pretoka.  
Danes se podatkovni centri pomikajo iz lastniških modelov (lastništvo 
infrastrukture, strežnikov, strojne in programske opreme) v storitvene modele (najem). 
Računalništvo v oblaku je skupaj s storitvami postalo izjemno zanimivo za podjetja, 
ki ne želijo prekomerno investirati v nekaj, česar dejansko sploh ne potrebujejo, 
posebno v današnjem času, ko je glavni cilj dodane vrednosti ključnega pomena. Več 
o tem si bomo pogledali v nadaljevanju naloge [3]. 
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2  Osnovne lastnosti podatkovnih centrov  
V tem poglavju si bomo pogledali osnovne elemente podatkovnega centra, ki jih 
je mogoče zaslediti v poslovnih okoljih. Osredotočili se bomo na fizično opremo 
(hardware). 
Gradnja podatkovnega centra je zahteven in drag proces, večinoma interne 
narave nekega podjetja. Podjetja krčijo svoje investicije v infrastrukturo IT, podobno 
se dogaja tudi s proračuni v javnem sektorju. Po drugi strani pa postaja vzdrževanje 
obstoječih podatkovnih centrov in informacijskih sistemov (IS) vse bolj kompleksno 
in drago. Ena od možnih rešitev teh izzivov je računalništvo v oblaku, ki poleg novega 
načina nudenja storitev omogoča tudi konsolidacijo obstoječih virov, s tem pa tudi 
osredotočenje posameznega podjetja (najemnika storitev) na svojo glavno dejavnost. 
Po drugi strani pa je tudi za računalništvo v oblaku podatkovni center osnova, na kateri 
se vse skupaj izvaja. Torej, podatkovni center je prostor, v katerem so nameščeni 
računalniški sistemi in njegovi pripadajoči deli: strežniki, omrežna oprema, sistemi za 
shranjevanje podatkov. Za nemoteno delovanje je pomembno tudi brezprekinitveno 
napajanje in hlajenje. 
V času digitalizacije so IKT (informacijsko komunikacijska tehnologija)  
operacije ključne za vedno večje število podjetij. Stranke zaradi svojih potreb želijo 
čim bolj zmogljivo opremo, neprekinjeno delovanje in vrhunsko podporo z 
vzdrževanjem za kupljeno opremo, po drugi strani pa postajajo vedno bolj 
konservativne s svojimi proračuni [12]. 
2.1  Delitev glede na vrsto in namen 
Tradicionalni podatkovni centri so zgrajeni znotraj podjetja in si energetske 
elemente delijo tudi z ostalimi porabniki znotraj kompleksa. Brezprekinitvena 
napajanja, sekundarno napajanje in generatorji so skupaj z ločenim hlajenjem sistema 
ključni za nemoteno delovanje podatkovnega centra. 
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Namenske podatkovne centre gradijo podjetja, kot so Facebook, Google, 
Amazon in podobna. Kompleks vsebuje tehnični del, podatkovne varne sobe, skladišča 
in pisarne. Je tudi skrbno varovan s strani varnostnih služb. Vsi kritični sistemi so 
namenski, redundantni in si jih ne deli več sistemov. Potrebna je velika začetna 
investicija. Prednost pa je, da je takšen center skrbno varovan. 
Modularni podatkovni centri imajo zasnovo namenskega centra z razliko, da 
jih lahko uporablja več podjetij, ki zakupijo svojo podatkovno dvorano v objektih. 
Električni in hladilni elementi so skupini. Upravitelj uporabniku zagotovi nemoteno 
delovanje v smislu hlajenja in napajanja. Prav tako uporabniku zagotovi tudi fizično 
varnost. 
Podatkovni centri v zabojnikih, dandanes jih je mogoče zaslediti tudi že v 
tankih, ki se potopijo na dno morja. Slednje testira in gradi podjetje Microsoft, 
predvsem zaradi prihrankov pri hlajenju. Taki podatkovni centri predstavljajo 
modularno in fleksibilno zasnovo, zajemajo pa vso potrebno infrastrukturo hlajenja, 
napajanja in varnosti. Prednost je predvsem mobilnost in hitra postavitev, izziv pa 
predstavljajo pomanjkljive možnosti širitev [10,11, 14]. 
2.2 Razpoložljivost 
Delovanje v načinu visoke razpoložljivosti in predpisane zanesljivosti 
predstavlja izziv vsakega IT strokovnjaka in načrtovalca sistemov. Poleg izbire 
kvalitetne opreme je potrebno tudi ustrezno prezračevanje, vzdrževanje naprav, 
hlajenje in drugo. Potreben je tudi monitoring, ter do podrobnosti predvideti vse 
katastrofalne scenarije. 
Danes si nobena organizacija ne more privoščiti daljšega nenačrtovanega izpada 
informacijskih sistemov. Z leti in s povečano prisotnostjo informacijske tehnologije so 
se višale tudi zahteve po zanesljivejšem delovanju in višji razpoložljivosti delovanja 
sistemov. Uvedene so bile tudi klasifikacije glede na razpoložljivost podatkovnega 
centra, ki so prikazane v spodnji tabeli:  
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Nivo Opis 
1 Zahtevana razpoložljivost do: 99,671 % 
Enojno napajanje, preprosto hlajenje, ni 
obveznih podvojenih komponent.  
2 Zahtevana razpoložljivost do: 99,741 % 
Enojno napajanje, preprosto hlajenje, 
podvojeni kritični deli  
3 Zahtevana razpoložljivost do: 99,982 % 
Podvojeno napajanje in naprednejši 
sistemi za hlajenje, možnost servisiranja 
»on the fly« (brez prekinitve). 
4 Zahtevana razpoložljivost: 99,995 % 
Najmanj podvojeno napajanje in 
hlajenje, vsi deli podvojeni ali več.  
Tabela 1: "Tier" nivoji razpoložljivosti 
V današnjem času bi za večino pomembnejših organizacij desetdnevni izpadi IT 
infrastrukture lahko pomenili astronomsko škodo, za nekatere pa bi to lahko bilo celo 
usodno. Raziskave so pokazale, da 93 odstotkov organizacij ne bi preživelo izgube 
podatkov, kar je še ena izmed pomembnih stvari, ki bi se je morali zavedati vodilni na 
področju IT. Ko govorimo o odstotkih razpoložljivosti, lahko to predstavimo tudi v 
urah in dnevih na leto? 
 
% razpoložljivosti Ure Dnevi 
99,5 43,800 1,825 
99,6 35,040 1,460 
99,7 26,280 1,095 
99,8 17,520 0,730 
99,9 8,760 0,365 
99,99 0.876 0.0365 
99,999 0,088 0,004 
Tabela 2: Razpoložljivost, časovni pregled 
Razpoložljivost načeloma merimo na obdobje enega leta in ga specificiramo v 
pogodbi o ravni storitve ali SLA (Service Level Agreement). Pomembnejše 
organizacije, kot na primer banke, se zavedajo, kako pomembno je, da njihova 
infrastruktura deluje brez izpadov. Iz tega razloga si poleg internih IT ekip najdejo 
zunanjega partnerja, ki jim pomaga zagotavljati visoko razpoložljivost njihovih 
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sistemov. Z zunanjimi partnerji definirajo pogoje SLA, ki jih morajo le-ti tudi 
zagotavljati. V primeru internih ekip vse skupaj sloni na principu najboljših zmožnosti 
ali »best effort«. Zaposleni se trudijo, da zagotavljajo visoko razpoložljivost, vendar v 
najslabšem primeru lahko podjetje zaposlenega le odpusti. Če ima sklenjeno pogodbo 
z zunanjim partnerjem, v primeru, da ustrezna razpoložljivost ni zagotovljena, prejme 
visoke pogodbene kazni s strani partnerja [9]. 
2.3 Računalništvo v oblaku 
Potrebe po visoki razpoložljivosti, nižanju stroškov, ter investicijah v 
infrastrukturo IT so eni izmed razlogov za vpeljavo trenda »Računalništvo v oblaku« 
(Cloud Computing). Ne pozabimo, da so tudi za  računalništvo v oblaku potrebni 
podatkovni centri. Danes je praktično že skoraj vse na tak ali drugačen način v stiku z 
aplikacijami ali procesi, ki tečejo v oblaku. Poznamo javne, zasebne in hibridne 
oblake. Njihova arhitektura se v grobem deli na: 
- IAAS (Infrastruktura kot storitev) 
- PAAS (Platforma kot storitev) 
- SAAS (Programska oprema kot storitev) 
 
 
Slika 9: Arhitekturna delitev oblaka [16] 
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 SAAS (ang. Software as a Service, slo. programska oprema kot storitev): V 
sklopu SAAS uporabniku ponudimo programsko opremo v uporabo. 
Uporabnik ima zelo omejen nadzor in nastavitve na infrastrukturi. Prednost je 
načeloma nižji strošek/cena, uporabniku ni treba skrbeti za posodabljanje 
programske opreme, in drugo. Verjetno vsak od nas že uporablja kakšno SAAS 
aplikacijo, na primer: Gmail, Facebook, LinkedIn … 
 
 PAAS (ang. Platform as a Service, slo. platforma kot storitev): Eden izmed 
primerov je Microsoftova platforma Azure, kjer je ponudnik uporabniku 
ponudil različna orodja, na katerih uporabnik razvija svoje aplikacije. Glavna 
prednost je, da z najemom platforme ni potrebno vzdrževanje podporne ali 
»back-end« programske opreme. 
 
 IAAS (ang. Infrastructure as a Service, slo. infrastruktura kot storitev): Primer 
je VMwarov vCloud. IAAS ponuja uporabo virtualiziranih virov (pomnilnik, 
procesor, diskovno polje, prenos podatkov). Na najeti infrastrukturi lahko 
uporabljamo operacijske sisteme skupaj s programskimi rešitvami po lastnih 
zahtevah. Glavna prednost IAAS je, da lahko kapacitete povečujemo po 
potrebi. Vzdrževanje strojne opreme ni potrebno. IAAS je načeloma dražji od 
zgornjih dveh [16]. 
 
Kot je razvidno iz slike 10, delimo oblake na javne, privatne in hibridne.  
Za javni oblak je značilno, da je vsem uporabnikom omogočen dostop do storitev 
preko interneta, vire pa si delijo z ostalimi uporabniki. Pogosto imenujemo javni oblak, 
oblak do katerega lahko hkrati dostopa veliko številko uporabnikov, zaradi česar je 
potrebna zmogljiva infrastruktura z zmogljivimi podatkovnimi centri. Primer 
poslovnih rešitev, ki so na javnem oblaku: Office 365, Google Drive, Dynamics CRM, 
itd. 
 Pri zasebnem oblaku je dostopnost uporabnikov omejena na več nivojih. 
Ponudnik storitev ima v lasti podatkovni center, ki je pod nadzorom, vendar z 
možnostjo upravljanja za tretje osebe. Dostop do zasebnih oblakov velikokrat poteka 
preko VPN (virtualno privatno omrežje) povezav oz. šifriranih tunelov. Postavitev in 
vzdrževanje takšnih oblakov je draga, zato pogosto pridejo v poštev navidezni zasebni 
oblaki, gostujoči pri večjih ponudnikih.  
 Hibridni oblak je sestavljen iz zasebnega in javnega oblaka. Uporabniki lahko 
razdelijo svoje delo oz. potrebe med privatni in javni oblak. Hibridni oblak je 
kompromis med varnostjo, razpoložljivostjo in ceno.  




2.4 Oprema podatkovnega centra 
Na sliki 11 je prikazan primer strukture opreme podatkovnega centra. V grobem 
gre za omrežni, shranjevalni (shranjevalne enote), strežniški in virtualizacijski nivo, 
aplikacijski nivo. Vse to pri izgradnji in vzdrževanju podatkovnega centra lahko 
predstavlja kar velik zalogaj, še posebej, če oprema ni optimalno izbrana in nastavljena 
ter finančna konstrukcija ni skrbno izdelana.  
  
Slika 10: Delitev oblaka 
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Slika 11: Struktura opreme [18] 
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2.4.1 Omrežni nivo 
Sestavljen je predvsem iz stikal (ang. switch) in usmerjevalnikov (ang. router). 
Usmerjevalnik se uporablja tako v lokalnih omrežjih (LAN) kot v prostranih omrežjih 
(WAN). V lokalnih omrežjih so ga začela izpodrivati preklopna stikala, ki delujejo na 
enak način kot mostovi (ang. bridge), lahko pa imajo vgrajeno tudi funkcijo 
usmerjanja. Usmerjevalnik je naprava, ki povezuje omrežja in dovoljuje samo določen 
promet. Usmerjevalnike uporabljajo na skoraj vsakem internetnem križišču, in sicer za 
prenašanje prometa na manjša omrežja ter za izbiro najustreznejše poti za potovanje 
podatkovnih paketov do njihovega cilja. Omrežno stikalo je zadolženo za 
posredovanje MAC paketov na 2. nivoju po OSI (ang. Open Systems Interconenction) 
protokolnega sklada. Večini ne-tehničnim uporabnikom so poznana nizkocenovna 
stikala in usmerjevalniki, ki se uporabljajo doma. Omrežna oprema, ki je namenjena 
poslovnemu segmentu, pa se razlikuje od domače, tako po zmogljivosti kot tudi po 
ceni in zahtevanem vzdrževanju.  
Vodilni proizvajalci omrežne opreme jo delijo na:  
- jedrno opremo, 
- opremo za podatkovne centre, 
- dostopovno (ang. access) opremo. 
 
Serija Cisco Nexus 7000 je primer zmogljivega stikala namenjenega za 
podatkovne centre. Sestavljajo ga ogrodje in posamezni moduli, ki so odvisni od 
konfiguracije in potreb. Omogočajo visoko nadgradljivost. 
Omenjen model omogoča preklapljanje pri 600 Gbps, njegova zmogljivost pa je 
1,44 milijarde paketov na sekundo. S tem omogoča, da je kos tudi najbolj kritičnim 
operacijam. Vse kritične komponente so tudi podvojene. Kot zanimivost lahko 
omenim, da zaradi potreb delovanja lahko vsebuje tudi dva 7,5 kW napajalnika [10, 
20]. 





Strežnik je del računskega (ang. Computing) nivoja. V osnovi je to več namenski 
računalnik. Navadno je poskrbljeno za redundanco nekaterih komponent in 
omogočena zamenjava večine le-teh že kar med delovanjem (»hot swap«). Naloga 
strežnika je kontrolirati in omogočiti dostop do svojih sredstev. Aplikacije na njem 
morajo biti načeloma neodvisne, da ne ovirajo ostalih aplikacij. Po namenu strežnike 
delimo na: 
- Aplikacijske (zagotavljajo izvajanje npr. poslovnih procesov na strežniku 
povsem centralizirano). 
- Datotečne (zagotavljajo shranjevanje in upravljanje dostop do datotek). 
- Infrastrukturne (skrbijo, da omrežje in naprave med seboj lahko 
komunicirajo, skrbijo za preverjanje identitet ipd.). 
- Podatkovne (na njih so nameščene baze podatkov, sistemi za upravljanje z 
bazami …). 
- Virtualizacijske (na teh teče virtualizacijski sistem, ki omogoča 
virtualizacijo in združevanje sredstev večjega števila strežnikov skupaj) [19]. 
2.4.3 Združen računski sistem 
 Tipično imajo podjetja svoje strežnike na centralni lokaciji, v podatkovnem 
centru. Da strežniki lahko operirajo, imamo tradicionalno 3 omrežja: 
- podatkovno (ang. data), 
Slika 12: Cisco Nexus 7000 [20] 
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- shranjevalno (ang. storage) (NAS, SAN, DAS), 
- upravljavsko (ang. management). 
V manjših organizacijah je običajno en ali več ljudi zadolženih za vsa tri 
omrežja. V večjih so ljudje dedicirani za vsako izmed zgoraj navedenih. Vsi 
odgovarjajo odgovorni osebi (vodja IT, CIO / CISO …), ki določa, kaj bodo strežniki 
poganjali oziroma kakšne aplikacije bodo na njih tekle. 
 Generalno imamo nekaj splošnih izzivov. Prvi je električno napajanje, ki je 
potrebno za strežnike. Elektrika generira toploto, ki jo je potrebno odvajati. Potem je 
tu še potreben prostor (ki je po navadi, sploh v velikih podatkovnih centrih kar 
dragocen). Na zgoraj omenjena različna omrežja je potrebno povezati strežnik. V 
najlepšem primeru to pomeni vsaj 3 različne povezave in vodnike. V realnem primeru 
pa so te povezave vsaj podvojene (2x podatkovne, 2x shranjevalne, 1x upravljavska), 
kar skupaj pomeni vsaj 5 kablov na strežnik, da lahko ta funkcionira. 
 
 
Tako pride veliko kablov iz vsakega strežnika na omrežno stikalo, poleg tega pa 
rabimo še stikalo, namenjeno shranjevalnem omrežju in včasih še ločena stikala 
namenjena tudi upravljavskem omrežju. Vsak omrežni vmesnik ima svoj naslov 
(MAC, WWPN itd.), kar naredi zadeve kompleksne. Sedaj si lahko predstavljamo 
Slika 13: Idealno samo trije vodniki na strežnik [vir: interno] 
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kako kompleksnost naraste, če imamo tisočkrat več strežnikov. Izziv predstavlja 
obvladovanje kompleksnosti in čas potreben za vpeljavo novih sprememb oz. 
aplikacij, ki se poganjajo na tej infrastrukturi. Čas, energija, število potrebnih 
elementov (omrežna stikala), ožičenje in prostor predstavljajo strošek, ki ga je 
potrebno obvladovati.  
 Zato so pri podjetju, ki je zasnovalo združen računski sistem (v nadaljevanju 
tudi konkretneje omenjeno, ker so s tem konceptom na tak način pristopili prvi), imeli 
pri snovanju v mislih tri ključne stvari, ki so grafično ponazorjene na sliki 15. 
Virtualizacija (V), ker bi klasične strežnike virtualizirali. Omrežje in shramba (NES – 
Network and Storage) bi bila poenotena. Računski del (C – compute), za poganjanje 
aplikacij.  Glavno gonilo je bilo znižanje stroškov oz. vrednosti »TCO« (skupni strošek 
lastništva) ki bo podrobneje predstavljen kasneje.  
 
 
Sistem se imenuje UCS – Unified Computing System in je zgrajen na enotnem 
omrežju, ki se imenuje »Unified Fabric«, namesto več različnih, kot je omenjeno 
zgoraj. Po Unified Fabric omrežju se pretakajo tako klasični podatki, kot tudi podatki 
shranjevalnih sistemov. Dodan je bil še en abstraktni nivo, ki omogoča kontrolo 
celotnega sistema (UCS Manager) in omogoča celovit nadzor nad sistemi 
(strežniškimi enotami), ki so mu dodeljene.  Ponazoritev takšnega sistema z realnimi 
elementi si lahko pogledate na slikah 17 in 18. 
Slika 14: Tri ključne komponente pri snovanju UCS sistema 
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Slika 15: Prikaz UCS s kontrolnim sistemom in enotnim omrežnim delom 
Poglejmo si podjetje Cisco, ki je na področje strežniške infrastrukture vstopilo 
leta 2009 s svojim združenim računskim sistemom UCS. Danes ima že veliko 
proizvajalcev podobne rešitve, vendar je bil Cisco ključni igralec na tem področju. 
Zato se mu bomo posvetili malo podrobneje. Cisco razlaga, da novost niso bili sami 
produkti kot taki, temveč celotna strategija, ki strankam omogoči boljši, hitrejši in 
cenejši izkoristek tehnologij, kot sta virtualizacija in računalništvo v oblaku in hkrati 
obenem tudi povečana možnost nadgradljivosti. Bistvo je v tem, da sistem konvergira 
omrežni, shranjevalni, varnostni in aplikacijski del v eno združeno infrastrukturo. UCS 
arhitektura pa omogoča tudi hitrejšo postavitev strežniške infrastrukture, in sicer po 
podatkih Cisca naj bi se čas zmanjšal iz 8 tednov na 3 dni [21]. 
Cisco je na trg strežnikov vstopil leta 2009, nekaj let kasneje pa je že bil eden 
izmed glavnih proizvajalcev na tem področju in v konici celo dosegel 40 % rast na 
UCS področju. Kasneje so podobne sisteme začeli vpeljevati tudi ostali proizvajalci, 
na primer HP z BladeSystem Matrix [34]. 
V zadnjem času pa se je rast močno upočasnila.  
  
38 2  Osnovne lastnosti podatkovnih centrov 
 
2.4.3.1 Padec rasti 
 
Slika 16: Prihodki in rast na UCS segmentu [22] 
Na sliki 16 si poglejmo prvo in drugo fiskalno četrtletje leta 2016 (Q1 in Q2 
2016). V Q1 lahko opazimo rahlo rast, medtem ko je bilo v Q2 zaznati zelo velik padec 
rasti. Po prihodkih lahko opazimo, da se je ta segment začel krčiti po četrtem četrtletju 
leta 2015 (Q4 2015). Sicer so prihodki po enem letu (Q4 2016) ponovno narastli, 
vendar je opazno, da se je tudi rast po prihodkih ustavila.  
Vodja financ pri Ciscu (CFO) g. Kelly Kramer je v Q2 2016 dejal, da je padec 
prodaje posledica zmanjšanih investicij v tehnologije podatkovnih centrov s strani 
organizacij. Pomembno je, da imamo v mislih tudi, da večina organizacij investira v 
opremo IT na dolgi rok (7-10 let) in je lahko tudi to eden izmed razlogov za padec 
rasti. Ob padcu rasti (Q2 2016) je bilo na trgu kar nekaj negotovosti, direktor podjetja 
g. Chuck Robbins je menil, da je ta negotovost tudi eden izmed pomembnih vzrokov 
za padec prodaje. Stranke se v takšnih situacijah namreč lahko odločijo, da bodo 
nekoliko počakale z investicijami. Ko je podjetje na koncu kvartala, takšne stvari pač 
pustijo svoj vpliv. V istem kvartalu je podjetju prodaja padla za 4 % na področju 
stikalne tehnike (ang. switching), medtem ko je področje brezžičnih tehnologij bilo 
nevtralno (brez padca oz. rasti). Ker pa so se stranke, podjetja in organizacije posvečale 
pomembnim stvarem za opravljanje njihovega poslovanja, in sicer varnosti, je to 
področje pri Ciscu v tem kvartalu rastlo. 
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Torej, če povzamemo, zaradi zmanjšanja investicij v novo tehnologijo 
podatkovnega centra, dolge amortizacijske dobe in med drugim tudi močne, aktivne 
konkurence, je rast Ciscovega UCS področja upadla [22]. 
 
2.4.3.2 Smiselnost združenega računskega sistema 
Združen računski sistem bi si lahko predstavljali kot 3PAR-ov shranjevalni 
sistem, predstavljen v začetku leta 2000. Ključna je upravljavska infrastruktura, ki 
poenostavi strukturirano uvajanje (ang. deployment), nadzor in operiranje s strežniki 
ter zmanjšuje kompleksnost in število modulov v samem omrežju [24]. 
Vključuje dva tipa strežnikov. Prvotno je izšla B-serija strežniških rezin, ki je 
sestavljena iz modulov, po katerih je celotni UCS tudi znan. Pomemben člen v 
celotnem sistemu predstavljajo FEX - Fabric Extender moduli, ki so zadolženi 
konvergenčno usmerjanje in so po navadi vstavljeni v Nexus serijo stikal. Del za 
shranjevanje podatkov (storage) leži na strežniških rezinah, lahko pa je povezan tudi 
zunanji shranjevalni sistem [23]. 
Na določeni točki je trg pokazal potrebo po večjih zmogljivostih shranjevalnih 
enot, kot jih strežniške rezine lahko ponudijo. Zato je Cisco izdal C Serijo strežnikov, 
ki obstaja v obliki klasičnih »rack« enot in se ravno tako lahko poveže na FEX module. 
Kasneje je prišla tudi S serija, ki predstavlja shranjevalne sisteme. 
Ali je sistem v Sloveniji smiseln, sem se spraševal kar nekaj časa. V času pisanja 
diplomske naloge, sem delal v podjetju, ki ponuja postavitev Cisco UCS sistema. 
Postavitev UCS sistema v tujini je vsekakor smiselna in vse kar proizvajalec navaja, 
tudi pogosto drži. V Sloveniji pa so stranke in posledično tudi podatkovni centri v 
povprečju manjši, delovna sila precej cenejša. Zaradi teh razlogov je na našem trgu 
zelo težko upravičiti smiselnost naložbe v UCS sistem pri manjših in srednje velikih 
podjetij, saj je napram klasični strežniški infrastrukturi dražja. Pri večjih podjetjih je 
naložba smiselna, saj so sistemi večji in kompleksnejši, tam pa pride takšen sistem v 
upoštev, zaradi zgoraj opisanih prednosti in koristi.  
  




Slika 17: Tipičen sistem [25] 




Slika 18: UCS pristop [25] 
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2.4.4 Shranjevalni sistemi 
Termin shramba podatkov (Data Storage) se lahko nanaša na vsako stvar v/na 
katero so zapisani podatki. Na področju računalništva, informatike in telekomunikacij 
so shrambe podatkov vse komponente in zapisljivi podatkovni nosilci, ki lahko za 
določen čas hranijo digitalne podatke za obdelavo. Na področju IT prevladuje uporaba 
električnih in magnetnih nosilcev za shranjevanje podatkov. Podatkovne shrambe so v 
podatkovnih centrih urejene hierarhično v odnosu do procesorja na primarne, 
sekundarne in terciarne. Uporabljajo se tudi nepovezane oz. off-line shrambe. 
Načeloma nižje kot je shramba po hierarhiji, večja je njena zakasnitev in manjša je 
njena prepustnost. Prav tako pada cena na bit podatkov.  
 
 
Slika 19: Tipi shranjevalnih sistemov glede na konfiguracijo [27] 
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2.4.5 Podporni sistemi in prostor 
 
 
Na sliki 20 je prikazan prostor podatkovnega centra skupaj s podpornimi sistemi, 
ki so nujno potrebni za neprekinjeno poslovanje in predstavljajo visok TCO. 
Ključni podporni sistemi so: 
- napajanje iz električnega omrežja, 
- brezprekinitveno napajanje (UPS in agregati), 
- hlajenje, 
- protipožarni sistem, 
- tehnično varovanje (kontrola pristopa, detekcija požara). 
 
Brezprekinitveno napajanje poskrbi za delovanje sistemov tudi ob izpadu 
električnega omrežja in je ključno za zagotavljanje brezprekinitvenega poslovanja. 
Pri delovanju naprav se ustvarja tudi toplota, ki jo je treba odvajati, za kar skrbijo 
hladilni sistemi. 99 % elektrike za napajanje opreme IT se spremeni v toploto. Eno 
ohišje strežniških rezin lahko v podatkovnem centru ustvarja tudi 4 kW toplotne moči.  
Energetsko učinkovito napajanja strojne opreme pomembno pripomore k 
zniževanju operativnih stroškov. V Sloveniji se tega še nekoliko premalo zavedamo. 
Napajalniki so energetsko najbolj učinkoviti pri obremenitvi do 50%. Nad 75% pa 
proizvedejo več nekoristne toplote. V kolikor ne uspemo odvesti dovolj toplote iz 
Slika 20: Podporni sistemi in prostor podatkovnega centra [36] 
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sistema (kot tudi iz napajalnika), je to eden izmed glavnih krivcev za okvare in 
zmanjšuje življenjsko dobo le teh. 
Zato je pomembno pravilno načrtovanje in uporaba ustreznih HVAC sistemov 
(grelni, ventilacijski in klimatizacijski sistem). 
 
 
Slika 21 prikazuje ustrezno kroženje zraka. Le to je potrebno skrbno načrtovati 
že pred postavitvijo sistemov. Mnogokrat v podatkovnih sobah opazimo dvojno dno, 
od koder se strežnikom in opremi dovaja hladen zrak, le ta pa opremo po navadi zapusti 
na zgornji strani. Ustrezno hlajenje je ključno za zagotavljanje dolge življenjske dobe 
naprav s čim manjšim številom izpadov. 
  
Slika 21: kroženje zraka v podatkovni sobi [45] 
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2.4.6 Virtualizacija 
Virtualizacijo lahko obravnavamo z več aspektov. Prvi se nanaša na izdelavo 
več virtualnih virov iz enega fizičnega. Drugi se nanaša na izdelavo virtualnega 
logičnega vira iz več fizičnih virov (iz večjega števila fizičnih strežnikov, lahko 
sestavimo enega zmogljivejšega »virtualnega«).  Takšen pristop se izkaže kot zelo 
primeren v kontekstu večjih podatkovnih centrov in računalništvu v oblaku. 
 
 
Virtualizacija infrastrukture v ekosistem oblaka prinaša večjo fleksibilnost. Da 
lahko omogočimo virtualizacijo fizičnega sistema, potrebujemo dodatno komponento 
- hipervizor. Ta doda nivo abstrakcije nad fizično strojno opremo. Hipervizor je 
programski del, ki omogoča kreiranje virtualnih strojev tako, da naredi ločeno okolje 
operacijskega sistema. Več operacijskih sistemov se lahko hkrati izvaja na enem 
fizičnem stroju, ali pa več strojev sestavlja en virtualni stroj. Tako povečamo 
učinkovitost strojne opreme. Če imamo združenih več fizičnih strežnikov za 
virtualizacijo, s tem povečamo zanesljivost, saj odpoved enega izmed strežnikov, še 
ne pomeni nujno izpada celotnega sistema, ker bodo ostali strežniki prevzeli naloge 
izpadlega. Ponudnik virtualizacijskih rešitev VMware ponuja kar precej možnosti za 
podatkovne centre in oblake. Seveda to potem predstavlja dodaten strošek (licence) pri 
izgradnji podatkovnega centra [26]. 
  
Slika 22: Principi virtualizacije [26] 
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2.4.7  Novi pristopi pri izgradnji 
 
V sodobni infrastrukturi IT so komponente infrastrukture (tj. strežniki, omrežje, 
storitvene naprave, shranjevalni sistemi, operacijski sistemi, strežniška virtualizacijska 
platforma)  vedno bolj prepletene in soodvisne. Meja med komponentami je vedno 
bolj zabrisana, s čimer se dolžnosti in naloge skupin, ki opravljajo posamezen set 
komponent vedno bolj prekrivajo. Na primer, virtualno omrežje (na nivoju 
hipervizorjev) fizično spada pod upravljanje oddelka za strežnike, ker pa se dotika 
omrežja, pa spada v upravljavsko domeno oddelka za omrežje. Prepletenost 
komponent infrastrukture IT je posledica uvajanja novih aplikacij. Poslovni procesi 
narekujejo krajšanje cikla za njihovo uvedbo, migracijo obstoječih in prenos le teh iz 
razvojnega okolja v testno ter končno produkcijsko okolje.  
Trendi in rešitve na področju operacijskih sistemov ter predvsem strežniških 
virtualizacijskih platform upraviteljem strežniških sistemov omogočajo razmeroma 
enostavno in hitro dodajanje novih virtualnih strežnikov in strežniških ter aplikacijskih 
sklopov. Vendar pa to ni dovolj za krajšanje izvedbenega cikla – strežniki oz. 
aplikacije (v taki ali drugačni obliki) potrebujejo tudi ustrezno omrežno povezljivost 
ter omrežne storitve. Poleg tega se v segmentu strežnikov, operacijskih sistemov in 
strežniških virtualizacijskih platform uveljavlja ter uporablja več različnih platform 
(OpenStack, VMware vSphere, Microsoft Hyper-V, Red Hat KVM, fizični strežniki), 
bodisi zaradi zahtev specifičnih aplikacij ali zaradi nižanja stroškov lastništva 
strežniške infrastrukture. 
Omenjeni trendi in rešitve strežniškega segmenta posledično zahtevajo večjo 
fleksibilnost omrežne infrastrukture (kar vključuje tudi omrežne storitve tj. varnostne 
storitve požarnih pregrad, sistemov za preprečevanje vdorov, lokalnih ter globalnih 
delilnikov prometa) ter krajšanje cikla uvedbe/spremembe aplikacij. 
Na področju omrežij klasične rešitve, torej ločeno konfiguriranje posameznih 
naprav omrežja, uporaba in segmentacija infrastrukture IT s podomrežji VLAN ter IP, 
uporaba protokola vpetega drevesa (STP – Spanning Tree Protocol) za preprečevanje 
zank, konfiguracija omrežja prilagojena »ne-mobilnosti« fizičnih strežnikov, velike 
L2 domene, itd., ne omogočajo krajšanja cikla uvedbe/spremembe aplikacij ter 
fleksibilnosti, ki jo sodobno okolje IT z raznovrstnimi platformami zahteva. 
Splošna arhitektura sodobnih aplikacij je predstavljena na sliki 23.  Aplikacija je 
tipično sestavljena iz več komponent, med katere so umeščene omrežne storitve (npr. 
varnostne storitve, deljenje bremena). S tako zasnovano predstavitvijo prometnih 
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tokov se poenostavi tudi definiranje zahtev skrbnikov aplikacij/strežnikov in 
posledično niža stroške vzdrževanja sistema. 
Pojavljajo se novi trendi rešitev omrežne infrastrukture, ki omogočajo večjo 
fleksibilnost. Nastali pa so predvsem zaradi omejitev klasičnih omrežnih rešitev ter 
visokih zahtev fleksibilnosti strežniškega segmenta ter aplikacij. Eni izmed 
pomembnejših trendov, ki vplivajo na ekonomske vidike pri izgradnji so: SDN 





Slika 23: Arhitektura modernih omrežij 
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2.4.7.1 SDN in NFV 
SDN in NFV sta bila zasnovana s ciljem poenostavitve kompleksnosti, kar se 
posredno in neposredno odraža v obliki zmanjševanja stroškov vzdrževanja sistemov. 
SDN omogoča skrbnikom omrežij upravljanje omrežnih storitev z abstrakcijo na višji 
ravni. Centralizira nadzor, ima možnost programiranja preko vmesnikov in kontrolo 
nad navideznimi napravami v podatkovnih centrih [35]. 
 
Slika 24: Arhitektura SDN [35] 
Omogoča naslednje: 
- Izgradnjo dinamično izvedenih omrežnih topologij (tj. »on-demand« 
omrežnih topologij). 
- Centralizirano upravljanje/nadzor tako izvedenih omrežnih topologij. 
 
Dinamično izvedene omrežne topologije so logične topologije, ki omogočajo 
fleksibilno komunikacijo med aplikacijskimi komponentami ter uporabniki. 
Posamezna dinamično izvedena omrežna topologija je neodvisna od spodaj ležeče 
fizične topologije. Fizična topologija služi zgolj za posredovanje ustrezno 
enkapsuliranih paketov dinamično izvedene omrežne topologije. Izgradnja in 
upravljanje posamezne dinamične omrežne topologije (ne fizične) se tipično izvaja 
preko centralnih krmilnikov (SDN krmilnik), ki poskrbijo za posredovanje nastavitev 
na ustrezne elemente omrežja. V arhitekturi, kjer je vse izvedeno popolnoma 
programsko, fizična infrastruktura nima vpogleda v podrobnosti in posebnosti 
dinamične omrežne topologije, kar lahko predstavlja izziv pri upravljanju in nadzoru 
celotnega omrežja. 
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Slika 25: Arhitektura NSX [37] 
2.4.7.2 »Leaf-spine« topologija 
Omrežna topologija, ki se uporablja za programsko grajena omrežja, se gradi s 
»Leaf-spine« arhitekturo. To je dvonivojska omrežna arhitektura, ki postaja standard 
v programsko grajenih omrežjih, saj le ta zadošča prej omenjen zahtevam, kot so na 
primer: neskončna pasovna širina, neskončna zanesljivost in enostavno upravljanje ter 
neomejena mobilnost aplikacij. Vse to ima pomembne ekonomske vplive na samo 
organizacijo. V »leaf-spine« arhitekturi velja, da se »spine« stikala povezujejo na 
»leaf« stikala. Uporabiti se mora vsaj dve »spine« stikali. Vsako »leaf« stikalo je 
povezano na vsako »spine« stikalo z eno ali več povezavami. Povezave med »leaf« in 
»spine« stikali so 40Gbps (ali 100Gbps). Med »leaf« in »spine« stikali se uporabi 
usmerjanje IP. Strežniki, uporabniki, storitvene naprave itd. so priključene izključno 
na »leaf« stikala. 
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Slika 26: Spine-leaf v primerjavi s klasično topologijo [42] 
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3. Ekonomski vidiki vzpostavljanja infrastrukture IT  
Kadarkoli se lotimo izpeljave IT projekta, rabimo upravičen razlog. To velja za 
vsa področja, pa naj bo to v podatkovnih centrih, zasebnih družbah, javni upravi, pri 
ponudnikih telekomunikacijskih rešitev. V veliki večini se izrazi v obliki finančnega 
donosa, ki naj bi ga prineslo vlaganje v izpeljavo določenega projekta . Pri vseh večjih 
projektih so predlogi testirani in obravnavani kot investicije. Tako morajo biti predlogi 
tudi predstavljeni - kot investicije, ki bodo prinesle donose. 
3.1 Spremembe trga in strategije IT 
Podatkovni centri in infrastruktura IT postajajo (oz. so že) eno izmed glavnih 
investicijskih področij, v katera podjetja vlagajo. To jim prinaša tudi obilo novih 
izzivov zaradi zahtev, kompleksnosti in drugih faktorjev. V številnih pogledih lahko 
na podatkovni center gledamo kot na proizvodnjo in tekoči trak. Visoka poraba 
energije, visoka cena izpada delovanja ter cikel menjave opreme vsake 3 do 7 let. 
Visoki kapitalski izdatki (CAPEX, ang. Capital Expenditure), vezanost na plačevanje 
operativnih stroškov (OPEX, ang Operational Expenditure), kompleksne tehnologije 
in dragi izpadi pripeljejo do tega, da to področje predstavlja povečano tveganje za vsa 
podjetja in organizacije. To je vodilo do tega, da so različna IT podjetja začela ponujati 
veliko novih storitev. Vse od upravljanja specifičnih rešitev, pa do najema celotne 
infrastrukture.  
Med drugim se je pojavilo tudi veliko podjetij, ki ponujajo takšne in drugačne 
storitve IT na zahtevo v obliki storitev – XaaS, X kot storitev (ang. X as a Service). 
Eni izmed pomembnejših globalnih igralcev so Salesforce.com (prodajalska 
platforma), Amazon, Microsoft (Azure) in drugi. V Sloveniji lahko omenim storitev 
»varnostno kopiranje kot storitev« oziroma »Backup as a Service«, ki jo ponuja 
podjetje NIL. Trenda ne žene le konkurenca, temveč tudi stranke, ki imajo vedno večje 
povpraševanje po prilagodljivosti, ki jim bo omogočila uporabo najnovejših 
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tehnologij. S storitvenim modelom XaaS stranke ne bodo bremenjene z visokimi 
posodobitvenimi in implentacijskimi stroški. Tako lahko bolj natančno izračunajo 
celotni strošek lastništva (TCO) za strojno opremo, programsko opremo kot tudi za 
ostalo potrebno infrastrukturo. Posledično določene investicije postajajo bolj smiselne 
in jih počasi vodje začenjajo gledati z drugega zornega kota, medtem ko za določene 
enkratne zakupe (on-premise) programskih paketov in licenc tega ne moremo trditi.  
Ne glede na vse, XaaS še vedno predstavlja le majhen del celotnega prodajnega 
prometa programske opreme. Kako hitro bo promet XaaS rasel, je odvisno predvsem 
od oddelkov IT v zasebnem in javnem sektorju. Za vpeljavo novih storitvenih modelov 
morajo oddelki IT predvsem spremeniti osnovno politiko vpeljevanja novih tehnologij 
in storitev, kar zna biti dokaj velik izziv. Takšni modeli namreč s seboj pripeljejo tudi 
določene slabosti in tveganja, ki jih oddelki (še) niso pripravljeni sprejeti; na primer, 
odvisnost od enega ponudnika. Če se podjetje loti vpeljave najemnih modelov (npr. IT 
as a Service), to pomeni zelo veliko odvisnost od enega ponudnika. Kaj se zgodi, če 
ponudnik storitev upravljanja infrastrukture IT (IT as a Service) zabrede v finančne 
težave? Kaj pa, če storitev ne opravlja dovolj profesionalno? V primeru propada 
ponudnika bi to lahko pomenilo zelo veliko težavo za podjetje, ki je najelo takšno 
storitev, saj mora v danem trenutku najti novo rešitev, opraviti migracijo k novemu 
ponudniku ali pa ponovno vzpostaviti lastno IT ekipo. Seveda vse takšne kritične 
situacije lahko najemnika stanejo precej denarja [11, 28]. 
Tehnološka industrija se transformira na številne načine. Eden že omenjenih 
načinov je vpeljava servisnih najemnih modelov (XaaS), potem je tukaj še 
računalništvo v oblaku, ter čedalje večje posvečanje zniževanju skupnega stroška 
lastništva (TCO). Ponudniki programskih rešitev so prej izdajali določeno programsko 
opremo, za katero so od končnega kupca zahtevali nakup licence. V mnogo primerih 
so zaračunali tudi podporo programski opremi, ki je v povprečju znašala okrog 20 % 
vrednosti licence. To je bilo vse, kar je ponudnik programske opreme lahko pričakoval 
v smislu finančnih prihodkov. Z najemnimi modeli pa ponudniki poskrbijo za mesečni 
priliv finančnih sredstev. Trenutno veliko programskih podjetij ponuja več načinov 
licenciranja, tako enkratnih nakupov (on-premise) kot tudi najemnih modelov. Dober 
primer je Adobe, ki se želi s svojo storitvijo »Creative Cloud« premakniti čim bolj v 
XaaS model.  
Za podjetja, ki se odločajo investirati v svoj podatkovni center, trg danes ponuja 
veliko možnosti:  
- gradnja popolnoma novega podatkovnega centra, 
- nadgradnja kapacitet in zmogljivosti obstoječega centra, 
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- prodaja in ponovni zakup (ang. sale and lease-back) obstoječe opreme (ta 
možnost je aktualna predvsem v tujini), 
- dolgoročni najem kolokacije in nakup opreme, 
- najem deljenih strežniških virov (ang. shared resources) pri ponudniku, 
- osvežitev opreme in partnersko soupravljanje infrastrukture, 
- najem celotnega podatkovnega centra na lokaciji naročnika, 




Da si lahko vodstvo oddelka IT oziroma vodstvo podjetja pomaga pri izbiri prave 
možnosti, jim zelo prav pride izračun celotnega stroška lastništva (TCO) in donosnosti 
naložb (ROI). Ta dva podatka prideta zelo prav že pri nakupu določenega kosa IT 
opreme. V naslednjem podpoglavju so predstavljene ključne stvari za razumevanje 
TCO-ja [28]. 
3.2 Skupni strošek lastništva 
TCO podatek se uporablja v številnih industrijah za olajšanje odločitve pri 
nakupu oz. investiciji v določeno spremembo, nakup opreme, nadgradnjo 
infrastrukture in podobno. Na primer, lahko se odločamo za nakup novega strežnika. 
Imamo Strežnik A in Strežnik B. Nabavna cena strežnika B je sicer nižja, vendar ker 
porabi več električne energije in je zahtevnejši za implementacijo, nas bo na dolgi rok 
stal več. Bolj nazorno je to prikazano v Tabeli 3 [29]. 
 
Vrsta Strežnik A Strežnik B 
Nakup 2000 € 1500 € 
3-letna vzdrževalna pogodba 900 € 700 € 
Namestitev in kablovje 300 € 400 € 
3-letna poraba električne 
energije 
1700 € 2400 € 
3-letna asistenčna pogodba 
(monitoring) + varnostno 
kopiranje + popravki 
1500 € 1500 € 
TCO 6400 € 6500 € 
Tabela 3: Preprost prikaz izračuna TCO (vidni stroški) [11] 
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TCO predstavlja seštevek naložbe v osnovna sredstva – CAPEX (ang. Capital 
Expenditure) in operativnih stroškov vzdrževanja – OPEX (ang. Operating 
Expenditure). Pravilno je zastavljen tako, da vsebuje ceno nakupa, ceno vzdrževanja 
(za neko določeno obdobje) in ceno spremembe (če je potrebna zamenjava in 
nadgradnja opreme). Izračuni TCO pridejo v poštev tudi pri odločitvah, kot so 
načrtovanje sredstev za prihodnost, izbira proizvajalca in ponudnika, odločanje med 
najemom in nakupom, upravljanje življenjskih ciklov ter evaluacijo projektov. 
Kako dolg je življenjski cikel? Lastništvo se začne Z nakupom… nečesa… 
dopolnite Treba je omeniti tudi skrite stroške, ki jih proizvajalci oz. ponudniki lahko 
»pozabijo« omeniti, zato se življenjski cikel začne s prvimi stroški [29]. 
Skriti stroški so lahko spregledani in lahko vključujejo: 
- Stroški zaloge / inventarjenja pred namestitvijo. 
- Posodabljanje, izboljšanje, obnavljanje opreme (na primer zamenjava diska 
v strežniku). 
- Stroški ponovne nastavitve oz. sprememb upravljanja (če je treba nekaj 
prilagoditi, morajo to storiti usposobljene osebe) - usposabljanje ljudi. 
- Stroški namestitve (transport, integracija, zunanje storitve). 
- Podpora infrastrukture. Na primer: hlajenje nove opreme. Obstoječa 
infrastruktura IT mora biti dovolj zmogljiva za nov kos opreme, drugače je 
potrebna nadgradnja, ki prinese dodatne stroške.  
- Zavarovanje Varnost, tako fizična kot kibernetska. Nepravilno nastavljena 
oprema lahko povzroči varnostno luknjo, zaradi katere lahko nastanejo zelo 
visoki nepričakovani stroški. 
- Stroški financiranja se pojavijo, če podjetje vzame kredit ali posojilo za 
nakup opreme. 
- Padec vrednosti opreme. 
 
V tabeli 4 je prikazana razporeditev med vidnimi in skritimi stroški. 
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Vrsta Pridobitev/Nakup Operativni strošek Strošek spremembe 
Strojna oprema Znan Znan Skrit 
Programska 
oprema 
Znan Znan Nevidni 
Osebje Nevidni Nevidni Nevidni 
Omrežje in 
komunikacije 
Nevidni Nevidni Nevidni 
Prostor Nevidni Nevidni Nevidni 
Tabela 4: Vidni in skriti stroški [30] 
V sklopu izračuna TCO so pomembni trije scenariji: 
1.) Predlagana pridobitev novega sistema (ang. System Acquisition Proposal). 
2.) Scenarij običajnega poslovanja (ang. Business as Usual Scenario).  
3.) Scenarij prirastka (ang. The Incremental Scenario). 
 
Primer vlaganj je prikazan v tabeli 5. Scenarij predlagane pridobitve novega 
sistema je klasičen nakupni izračun TCO vrednosti, kot je prikazan v tabeli 3. Vpeljali 
smo še scenarij običajnega poslovanja (ang. Business as Usual). Služi nam kot 
izhodiščni scenarij za primerjavo. Bistvo tega scenarija je, da bo naročnik / podjetje še 
vedno zapravil neko vsoto denarja za to sekcijo. Na primer, pri nakupu novejšega 
varčnejšega strežnika bi novi strežnik zamenjal starega. Če se zamenjava ne izpelje, 
bo moralo podjetje še vedno vzdrževati in operirati stari strežnik. To lahko uporabimo 
kot primerjavo (baseline) med tem, koliko več nas bo stal nov strežnik, oziroma koliko 
bomo prihranili. Zato vpeljemo tudi inkrementalni scenarij oz. scenarij prirastka, ki je 
sestavljen iz scenarija 1 in 2. Ta scenarij preprosto pokaže razliko vrednosti med prvim 
in drugim scenarijem. Pomniti velja, da imajo v tabeli 5 vsi scenariji enako stroškovno 
strukturo, ker so vsi trije izpeljani iz enakega stroškovnega modela (zgolj za primer). 
Kot opazimo, gre za razliko med prvim in drugim in da je na danem primeru TCO višji 
v primerjavi z obstoječo rešitvijo [11, 30]. 
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Tabela 5: Predvidevanje toka sredstev v evrih [30] 
Po narejeni TCO analizi se le-ta lahko uporabi tudi v raznih finančnih poročilih, 
kot so: Neto sedanja vrednost (ang. Net Present Value), CAPEX, OPEX (kot že 
omenjeno je TCO tesno povezan z njima), ROI. 
3.3 Dobičkonosnost 
Finančna sodila merjenja uspešnosti preučuje vidik dobičkonosnosti, predvsem 
pa vpliv naložbe na dobiček. V preteklosti je bilo pri večini vlaganj v informacijsko 
infrastrukturo merjenje donosnosti predvsem kvantitativno. Kazalci donosnosti in 
produktivnosti so bili takrat najbolj uporabljani. 
Tako kot TCO je ROI (ang. Return on Investment) ključnega pomena za 





   (1) 
Kot je opazno z definicije, je donos (ROI) odvisen od dobička in stroškov 
naložbe. Navadno je predstavljen v odstotkih. Pozitiven ROI pomeni, da dobiček 
presega vrednost naložbe. Na primer, če je ROI = 0,40 oz. 40 % je to za investicijo 
vsekakor dober znak. V primeru, ko imamo negativni ROI, sama naložba verjetno ne 
3. Ekonomski vidiki vzpostavljanja infrastrukture IT 57 
 
bo izvedena, saj sama po sebi nima smisla. Nekoliko večji izziv pa nam lahko 
predstavlja merjenje dobička v primerih nakupa opreme IT. Pomembno je omeniti, da 
ROI ne meri tveganja naložbe in to morajo odločevalci imeti v mislih. Prav tako ROI 
prikaže pričakovani donos, ki se lahko v prihodnosti spremeni. TCO in ROI sta zelo 
povezana, vseeno pa je tu nekaj razlik: 
- Izhodne vrednosti TCO analize so pogosto uporabljene za vhod ROI analize. 
- ROI analiza je pogosto osredotočena na stroške (investicije) med različnimi 
izbirami. Poenostavljeno: »Kakšna je razlika iz moje finančne perspektive, 
če naredim ali pa ne naredim te naložbe?« 
- Dobiček je ključni del ROI analize. Na primer: če bodo na novem strežniku 
tekle storitve z dodano vrednostjo, za katere so pripravljene končne stranke 
plačati. 
Da nam bo ROI bolj jasen, si poglejmo primer v Tabeli 6 glede nakupa sistema 
brezprekinitvenega napajanja [11]. 
 
 
Prihodek / Odhodek Obstoječi UPS Nadgradnja UPS Razlika 
Nakup novega UPS 0 -100 000 € -100 000 € 
Namestitev novega UPS 0 - 10 000 € - 10 000 € 
Odkup starega UPS 0 10 000 € 10 000 € 
Stroški baterije (pri starih UPS 
jih je treba menjati) 
- 75 000 € - 75 000 € 0 € 
10 letna vzdrževalna pogodba - 10 000 € - 5 000 € 5 000 € 
Strošek izpada, nedelovanja, 
neefektivnosti 
- 125 000 € - 50 000 € 75 000 € 
Druge koristi (mogoča širitev 
poslovanja) 
0 € 80 000 € 80 000 € 
Skupaj - 210 000 € - 150 000 € 60 000 € 
ROI 
 
Tabela 6: Izračun ROI za UPS sistem [11]  
V tabeli imamo izračun donosa pri zamenjavi sistema brezprekinitvenega 
napajanja skozi obdobje 10-tih let brez vključenega časa za vzpostavitev delovanja in 
vzdrževanje. Donos v obdobju desetih let (ROI) v tem primeru znaša 60000 €. Pri 
vzdrževalni pogodbi je opazna razlika 5000 €, saj je le ta pri starejših sistemih dražja. 
Opaznejša razlika se pojavi pri strošku izpada, nedelovanju in neefektivnosti, saj je 
starejši sistem manj zanesljiv in je verjetnost izpada večja. Nov sistem prinese tudi 
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druge koristi v smislu širitve poslovanja in sicer skozi obdobje desetih let le te 
prinesejo dodano vrednost 80 tisoč evrov. Končna vrednost ROI tako znaša 60000 €. 
3.4 Dodatne komponente 
Medtem ko se veliko ljudem zdi pristop k izračunu TCO in ROI v poglavjih 3.2 
in 3.3 smiseln (seštevek vseh stroškov in prištevek prihrankov, dodatne rasti), je v 
finančnem svetu prisotna tudi časovna komponenta vrednosti denarja. Predstavljajmo 
si, da imamo $100 danes in $100 leta 1900. Dobrih 100 let nazaj bi bilo 100 dolarjev 
neprimerljivo bolj vrednih kot danes. Eden izmed ključnih razlogov je predvsem 
inflacija. Sto dolarjev leta 1900 je imelo precej višjo kupno vrednost kot danes. V 
kontekstu opreme IT in podatkovnih centrov nas zanima predvsem koliko dražje bodo 
postale komponente, energija, storitve skozi življenjski cikel naložbe.  
Drugi faktor je obrestna mera. $100 naloženih na depozit s 5% obrestno mero, 
postane $105 na koncu prvega leta, $110,25 v drugem letu in $115,76 v tretjem. Če bi 
leta 1900 naložili $100 v račun s fiksno obrestno mero 5%, bi se vrednost računa 
povečala na $13.150 do leta 2000, v naslednjih 100 letih bi vrednost računa zrastla na 
$1.729.258 (davki in bančni stroški niso všteti). Ta nelinearni vpliv obrestno-obrestne 
mere je lahko tudi pomemben člen ROI analize. 
Tretji faktor, ki ga je težko pripeti določeni finančni vrednosti, pa je tveganje. 
Lahko imamo aprila otroške igrače v vrednosti $100, ki jih nameravamo prodati do 
konca decembra v trgovini z otroškimi igračami. Če imamo srečo in so te igrače zelo 
zaželene nam bo to uspelo, drugače pa bo potrebno igrače prodati v januarju po 
polovični ceni. V kontekstu podatkovnih centrov to tveganje predstavlja neznan 
tehnični (inženirski) razplet oz. končni izid projekta (ang. outcome), ki bi lahko vplival 
na operativne prihranke (stvari se lahko vedno zakomplicirajo). Cena energije v 
prihodnosti prav tako predstavlja tveganje. Želeni (zahtevani, pričakovani) donos 
moramo pri njegovem tveganju vedno povezati s tveganjem glede na velikost in čas. 
Tveganje posamezne naložbe lahko zmanjšamo z: [47] 
- znanjem in analizami posameznih naložb, 
- razpršitvijo naložb na neposreden način in sicer, ko je premoženje 
investitorja naloženo v vrsto naložb, ki se med seboj razlikujejo po obliki, 
kvaliteti in času do zaključka, 
- zavarovanjem pri zavarovalnici.  
 
Ravno zavarovanje pa je v kontekstu najbolj primeren in pogost pristop k 
zmanjšanju določenih tveganj. 
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3.4.1 Obdobje naložbe 
Analiza naložbe je občutljiva na časovno obdobje, na katero se navezuje. Ko 
računamo vrednost naložbenih sredstev in prihrankov za 1 leto napram skupnim 
prihrankom za celotno obdobje, se te vrednosti razlikujejo, zato je pomembno pravilno 
določeno obdobje analize. To obdobje  je odvisno od tipa projekta in računovodskih 
praks v organizaciji za določen tip opreme oziroma projekta. Prvo je potrebno 
razmisliti, kakšna je realistična življenjska doba naložbe (primer: garantirana 
življenjska doba strežnika ni 15 let, zato je tako dolgo obdobje za opravo analize 
nesmiselno). Za primer ponovne naložbe (re-investiranja) v podatkovnem centru, je 
smiselno obdobje petih let, za katerega lahko evalviramo prihranke in donose. Za dele, 
pri katerih ima podatkovni center daljšo oziroma nedefinirano življenjsko dobo, lahko 
za obdobje analize vzamemo povprečno življenjsko dobo naprave. Za ključne večje 
gradnike podatkovnega centra kot so transformatorji, generatorji, ventilatorji 
(prezračevanje), je lahko življenjska doba in obdobje naložbe celo 20 let in več. 
Medtem je za druge gradnike, kot so klimatske naprave, CRAC / CRAH (klimatske 
naprave in usmerjevalci zraka za strežniške sobe), lahko življenjska doba krajša, 10-
15 let. Pri določenih sistemih kot so brezprekinitvena napajanja, pa moramo skozi 
njihovo življenjsko dobo vključiti še periodične nujne stroške, ki se pojavijo na vsakih 
nekaj let. Na primeru brezprekinitvenega napajanja te periodične stroške predstavljajo 
menjave in vzdrževanje akumulatorjev. 
V primeru re-investicij, predvsem takšnih za zniževanje operativnih stroškov, se 
pri analizah neto sedanje vrednosti (razloženo kasneje) pojavijo časovna obdobja dolga 
le 3 leta. Na drugi strani nekateri za obdobje analize interne stopnje donosa (razloženo 
kasneje) uporabljajo tudi obdobja, ki so daljša od življenjske dobe opreme, ROI 
časovni okvirji pa so po navadi krajši od življenjskih obdobij naprav, saj so kriteriji za 
določitev časovnih okvirjev bolj poslovne kot tehnične narave. 
3.4.2 Komponente ROI in TCO 
TCO analiza se bolj ali manj osredotoča na stroške, včasih pa izključi tudi 
določene prihodke, ki nastanejo z naložbo. Zato je uporabna ROI analiza, ki obsega 
širši spekter prihodkov, njen namen pa je oceniti končen izplen naložbe. Ko 
identificiramo stroške, je koristno, da jih delimo na operativne (OPEX) in naložbene 
(CAPEX). 
Začetna kapitalska naložba / strošek (ang. Initial Capital Investment), se po 
navadi v neki analizi pojavi prva. Ta vsebuje predvsem podporne stroške, ki so 
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povezani z izvedbo neke naložbe oziroma projekta. Na primeru sistema 
brezprekinitvenega napajanja bi takšni stroški bili predvsem: 
- priprava prostora, 
- nakup in dostava, 
- fizična inštalacija, 
- ožičenje in varnostno testiranje, 
- testiranje zmogljivosti in stresno testiranje, 
- namestitev in konfiguracija programske opreme za nadzor delovanja, 
- treniranje osebja za operiranje z novim sistemom in programsko opremo za 
upravljanje, 
- demontaža, odstranitev in razgradnja starega sistema za brezprekinitveno 
napajanje. 
Strošek nadgradnje je komponenta, ki jo je potrebno upoštevati v določenih 
situacijah. Pojavi se predvsem takrat, ko naš projekt znotraj življenjskega cikla 
potrebuje nadgradnjo, da lahko ohrani svojo zmogljivost. UPS sistemi v svojem 
življenjskem ciklu zahtevajo vsaj eno ali več zamenjav celotnega paketa 
akumulatorjev. 
Operativni stroški so komponenta, ki je vezana na operativno delovanje opreme. 
Ko se določajo operativni stroški, je potrebno v to vključiti vsak odhodek, ki lahko 
vpliva na celotno vrednost lastništva opreme (vključno z vzdrževalnimi pogodbami, 
osebjem, licence).  
Stroški ob koncu življenjske dobe, se tudi pojavijo v določenih primerih, na 
primer pri hladilnih sistemih, sistemih brezprekinitvenega napajanja itd. saj je 
potrebno stvari tudi ekološko razgraditi. 
3.5 Finančne metrike  
Ob nakupu opreme se lahko srečamo tudi z izrazi:  
- PV (ang. Present Value), sedanja vrednost. 
- FV (ang. Future Value), prihodnja vrednost 
- NPV (ang. Net Present Value), neto sedanja vrednost. 
- IRR (ang. Internal Return Rate), interna stopnja donosnosti 
 
Razložimo na primeru. Danes smo nekomu posodili 95 €. Ta oseba nam čez eno 
leto vrne 100 €. Danes nam 95 € predstavlja trenutno vrednost (PV – present value). 
100 € nam predstavlja vrednost v prihodnosti (FV – Future Value).  
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Poglejmo si graf (slika 27), kjer vzamemo današnjo investicijo v vrednosti 100 
dolarjev. Ta investicija nam prinese neto dobitek 100 dolarjev vsako leto za 6 let.  
 
Slika 27: Sredstva FV in PV [31] 
Vse tri barve predstavljajo tok sredstev za isto investicijo. Črna barva predstavlja 
vrednosti, ki se pojavijo v prihodnosti (FV). Ker se ne bomo spuščali v podrobnosti, 
je pomembno le, da vemo, da je neto vrednost v prihodnosti 500 dolarjev, NPV (neto 
sedanja vrednost) pa je danes nižja [31]. 
Finančni izračuni se lahko izkažejo za napačne zaradi neupoštevanja časovnih 
vrednosti denarja, saj so zneski pogosto primerjani v različnih časovnih obdobjih. 
Naših 100 € danes ni primerljivih s 100 € čez eno leto, saj če jih vzamemo danes, nam 
ostane možnost izbire, kaj z njimi storimo. Če pa vzamemo 100 € naslednje leto, v 
vmesnem času z njimi ne moremo storiti ničesar. Denar je lahko tudi naložen, obresti 
pa prinesejo dobiček [38]. Naložba se obrestuje po formuli: 
 
𝐹𝑉𝑛 = 𝑃𝑉(1 + 𝑟)
𝑛
    (2) 
 
FV predstavlja vrednost naložbe po n letih (Future Value – vrednost v 
prihodnosti).   
Obraten postopek obrestovanju je diskontiranje. Z njim prikažemo koliko je 
naložba vredna danes. Vsaka naložba pa je v resnici vredna toliko, kolikor koristi nam 
bo prinesla v prihodnosti. 
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𝑃𝑉 =  
𝐹𝑉𝑛
(1+𝑟)𝑛
     (3) 
Investicija je vložek kapitala v projekt, za katerega pričakujemo, da bo donosen. 
Investicija je vredna toliko, kolikor koristi nam prinese v prihodnosti, zato si jo 
izračunamo kot vsoto diskontiranih tokov. 









   (4) 
NPV pomeni neto sedanjo vrednost, CFn dotok denarja v določenem letu (ang. 
Cash flow), n število časovnih period in r diskontno stopnjo. V podjetjih je diskontna 
stopnja določena s strani lastnikov in upnikov [38]. Odločitev o uresničitvi investicije 
se sprejme glede na vrednost NPV. Če je vrednost višja 0, je zelo velika verjetnost po 
uresničitvi naložbe. Da je vrednost višja od 0, mora biti vrednost donosov v 
prihodnosti višja od vrednosti današnje investicije in mora prenesti stroške virov 
financiranja.  
Interna stopnja donosnosti IRR je diskontna stopnja, ki izenači sedanjo vrednost 
donosov investicije z sedanjo vrednostjo vlaganja kapitala.  Pri neto sedanji vrednosti 
se diskontna stopnja predpostavlja, pri IRR pa jo ugotavljamo. Postopek predstavlja 
ponavljanje, dokler neto sedanja vrednost ni enaka 0.  







     (5) 
D predstavlja denarni tok v letu (i), I je strošek investicije, IRR pa interna stopnja 
donosnosti. Kot je razvidno iz enačbe (5), se interna stopnja donosa računa s pomočjo 
metode poskusov in napak. 
3.5.1 Izračun sedanje vrednosti 
𝑃𝑉𝑛 =  
𝑎
(1+𝑖)𝑛
      (6) 
Za preprost izračun bomo vzeli kar zgornjo enačbo (6), kjer a predstavlja 
vrednost plačila pri številu časovnih period n. V orodju Microsoft Excel bi uporabili 
PV funkcijo na sledeči način: [11] 
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=  𝑃𝑉 (𝑟𝑎𝑡𝑒, 𝑛𝑝𝑒𝑟, 𝑝𝑚𝑡, 𝑓𝑣) = 𝑃𝑉(𝑖, 𝑛, 0 − 𝑎)  (7) 
 Z uporabo zgornje formule (6) ali Excel enačbe (7) lahko izračunamo sedanjo 
vrednost prejetega prihodka (ali pa stroška, ki se pojavi v prihodnosti). Vzemimo 
vrednost 1000 € in 10% obrestno mero: 









= 909, 09̈  (9) 




















Če obravnavamo letni priliv 1000 € letno skozi obdobje desetih let, s prvim 
plačilom ob koncu letošnjega leta, dobimo serijo PV vrednosti prikazano v tabeli 3. 
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909,
09 €  
         
826,
45 €  
           
751,
31 €  
         
683,
01 €  
         
620,
92 €  
         
564,
47 €  
         
513,
16 €  
         
466,
51 €  
         
424,
10 €  
         
385,
54 €  
Tabela 7: PV vrednosti za prvih 10 let 
Vrednosti serije PV skozi obdobje dvajsetih let so prikazane na grafu 1. Graf 
nam pokaže, da se sedanja vrednost hitro zmanjšuje proti nični vrednosti.  
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Graf 1: Izračun PV za 20 let 
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Graf 2 prikazuje različne vrednosti PV pri različnih obrestnih stopnjah. Izračuni 
sedanje vrednosti so pomembni predvsem, ko naslavljamo skupne vrednosti 
prihrankov v primerjavi s celotno kapitalsko naložbo. 
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3.5 Gonila pri vlaganju 
 
 
Agencija Gartner je objavila odločitveno drevo, ki je povezano z vlaganjem v 
opremo IT in ga organizacije uporabljajo oz. ga lahko uporabijo na svojem primeru. 
Navezuje pa se predvsem na to, da informacijsko tehnologijo dojemamo kot 
pospeševalec poslovanja in ne kot strošek [33]. 
  
Slika 28: Diagram investiranja po Gartnerju 
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3.6 Razmerje investicij po tipu industrije in vrsti investicije 
Razdelitev investicij med strojno opremo, programsko opremo, osebjem in 
najetimi storitvami lahko pokaže dinamiko investiranja IT. V sklopu Gartnerjeve 
raziskave (slika 29) je obravnavanih več faktorjev. V osebje/zaposlene (oranžna barva 
na grafu) so vključeni tudi stroški najema prostorov. Pod zunanje izvajanje dejavnosti 
(ang. outsourcing), svetlo modre barve spadajo tudi oblačne storitve. Ko organizacija 
poveča oziroma zmanjša investicije v določeno področje, lahko v določenem 
časovnem obdobju opazimo obratni efekt na nekem drugem področju. Za primer 
vzemimo, da organizacija poveča investicije v najemne storitve. Na dolgi rok se lahko 
posledično zmanjša strošek osebja (odvisno od tipa najemnih storitev) [33]. 
 
 
»Example Organization 2017 Budget« in »Example Organization 2018 Budget« 
predstavljata razliko med trenutnim in pričakovanim investiranjem v letu 2018. To 
poročilo je Gartner pripravil za enega izmed svojih članov oz. člansko organizacijo, ki 
je izbrala specifične metrike za statistično primerjavo, zato ne moremo videti kaj vse 
vsebujeta »Example Organization 2017 Budget« in »Example Organization 2018 
Budget«. Je pa dovolj nazorno za grobo primerjavo in občutek. Opaziti je, da trend 
kaže širitev investicij v »Outsourcing« (najem), in sicer, v enem letu je opaziti 
povečanje za kar 3 %. Na zgornjem grafu sicer zaposleni predstavljajo večinski 
strošek. Pomembno je, da omenim, da je analiza izvedena v ZDA, kjer je tudi delovna 
sila precej dražja kot v Sloveniji [33]. 
  




4. Primer in vtisi s trga 
4.1 Uporaba orodij proizvajalcev. 
Zastavil sem si zanimiv primer. Določene izračune iz orodij je treba vzeti z 
rezervo oz. jih ustrezno prilagoditi. Izobraževalna ustanova je do sedaj za 
izobraževanje in delo na opremi uporabljala starejše strežnike: HP Proliant DL580 G2 
(trije kosi). Na eni izmed konferenc so jih navdušili za zamenjavo za strežniške rezine 
HPE Proliant BL460c Gen9. 
Orodje za kalkulacijo se je v času pisanja diplome nahajalo na: 
https://roianalyst.alinean.com/ent_02/AutoLogin.do?d=538686970183836138 
Pred izračunom je potrebno vnesti podatke kot so: 
- ime organizacije in tip industrije, 
- tip: kolokacija, ali ločen podatkovni center (ločen podatkovni center), 
- potrditi ali že imamo obstoječi podatkovni center ali ne (da), 
- potrebna Tier stopnja (Tier 3), 
- vnos časovnega obdobja (3 leta), 
- trenutno uporabljeni strežniki (HP Proliant DL580), 
- strežniki na katere bi radi migrirali (HPE Proliant BL460c Gen9), 
- število strežnikov in njihov tip (aplikacijski strežniki). 
 
Ko sem vnesel podatke v oklepajih, mi je orodje izračunalo in pripravilo 
poročilo: 
- TCO prihranki: 0 % 
- ROI: -38 % 
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Slika 30: Izračun migracije na nove strežnike [prikaz iz orodja] 
 
 
Slika 31: Diagram prikaza migracije med starim in novim sistemom [prikaz iz orodja] 
Prva zanimivost. Stari strežniki nas stanejo skoraj 150 000 € v obdobju petih let 
in prinašajo možnost še dodatnih 50 000 € izgube zaradi možnosti izpada (downtime). 
Ta strošek predstavlja izgubo, ki bi nastala zaradi tega, ker podjetje ne bi bilo zmožno 
poslovati oziroma je izmerjen na 50 000€ v obliki tveganja, da se to zgodi.  Ker sem 
stare strežnike primerjal z novimi HPE Proliant BL460c, ki veljajo za strežnike, ki se 
uporabljajo za kritične funkcije, sem moral uporabiti specifično orodje za »mission 
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critical« (kritično) opremo. Kritična oprema pomeni, da so namenjeni opravljanju 
funkcionalnosti, ki je ključnega pomena za organizacijo in ne sme priti do izpada. V 
izobraževalni sferi si lahko privoščimo izpad in nas le ta ne stane veliko, v najslabšem 
primeru lahko v tistem času delamo na kakšni drugi opremi oz. tehnologiji, ali pa se 
posvetimo teoretičnim delom. Ker si izpad lahko privoščimo,  je tudi nesmiselno 
plačevati tehnično podporo. Prav tako je nakup nesmiseln, ker se jim bolj splača kupiti 
(ali pa celo dobiti) že amortizirano opremo, ki bo dovolj primerna za učenje in hkrati 
še dovolj sodobna in zmogljiva, da pokrije vse primere. Če pa gre za kritično opremo 
v podatkovnih centrih, ki ni najnovejša, je pa zelo smiselno razmisliti o zamenjavi, saj 
je strošek tehnične podpore opreme z leti vedno višji in predvsem, če z nakupom nove 
opreme rešimo še kakšen drug problem (zmogljivost).  
Poglejmo si še primer splošnega orodja za izračun HPE Proliant strežnikov, ki 
se nahaja na: 
https://roianalyst.alinean.com/ent_02/AutoLogin.do?d=898755097515045746 
V tem primeru sem v orodju naredil preprost izračun za enak tip strežnika, le 
različnih generacij. Primerjal sem HP DL360 G4 s HPE DL360 Gen9. Preden nas 
orodje vpraša za podatke, ki so prikazani na sliki 33, je potrebno še vnesti za kakšen 
tip organizacije, časovno obdobje (3 leta) in ali želimo migrirati iz klasičnih strežnikov 
na rezine ali ne. V tem primeru se zamenjava splača. TCO vrednost prihrankov znaša 
36 %. 
4. Primer in vtisi s trga 71 
 
 
Slika 32: Vnos podatkov in primerjava med starimi in novimi strežniki [prikaz iz orodja] 




Slika 33: Primerjava med staro in novo generacijo [prikaz iz orodja] 
4.2 Vtis iz gospodarstva 
V sklopu izdelave diplomske naloge sem poskušal dobiti tudi podatke iz trga v 
obliki obiska vodij informatike. Nekatera podjetja so se odzvala pozitivno, nekatera 
negativno. Obiskal sem tudi 2 konferenci (Cisco Connect 2017 in Konferenca 
neprekinjenega poslovanja 2017), ki sta mi pomagali pridobiti vpogled v slovenski IT 
prostor. Konkretnejše informacije sem dobil tudi od g. Uroša Dozeta, direktorja 
prodaje sistemske integracije za državni in javni sektor pri podjetju NIL.  
4.2.1 Intervju 
Prilagam celotni intervju z g. Dozetom, direktorjem prodaje Sistemske 
Integracije za državni in javni sektor pri podjetju NIL, ki razkrije kar nekaj zanimivosti 
iz IT področja. 
 
1.) Ste direktor prodaje za javni sektor pri podjetju, ki je eden izmed najbolj 
uglednih sistemskih integratorjev v Sloveniji. S kakšnimi izzivi se srečujete pri 
prodaji vaših produktov in storitev? 
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Eden izmed ključnih izzivov je, da se v državnem sektorju že dolgo časa vedno 
manj cenijo visokokvalificirani kadri, kar je tudi očitno v tem koliko so plačani. To se 
pozna pri javnem naročanju, kjer država poskuša doseči cene, katere niso primerljive 
s kadri, ki naj bi izvajali te storitve po takšni ceni. To je v nasprotju s strategijo, ki si 
jo je zastavila država, kjer naj bi Slovenija s svojo delovno silo postala država, ki bi 
ustvarjala visoko dodano vrednost. Dejstvo je, da tega ne znajo/mo najprej urediti pri 
sebi. Na NIL-u že desetletja vlagamo v razvoj visoko kvalificiranega kadra z 
mednarodnimi referencami. Pojavlja se problem motivacije vrhunskih strokovnjakov 
za delo na slovenskih tleh. Menim, da Slovenija v zadnjih desetih letih zaostajala pri 
tehnološkem napredku, kar se vidi pri zamiku novih IT implementacij pri nas, ki jih 
vodilni proizvajalci implementirajo v tujini.  
 
2.) Ali se ukvarjate samo z javnim sektorjem, ali tudi z zasebnim? 
 
V trenutni vlogi samo z javnim. 
  
3.) Kakšne so ključne razlike med njima v povezavi z implementacijo novih IT 
rešitev? 
 
Razlika je bila včasih precej velika. Zasebni sektor se je predvsem bistveno 
hitreje odločal od javnega, sploh kar se tiče uvedbe novih tehnologij. Ta razlika se je 
v zadnjih letih precej zmanjšala. Predvsem se je to poznalo v globalni krizi od leta 
2008 pa vse do približno 2013/14. To se je odražalo tako, da zasebni sektor skoraj ni 
investiral, oziroma so bili investicijski cikli bistveno daljši, kot pa je to zahteval njihov 
posel. 
Javni sektor je pa v zadnjem času sprejel nekaj generalnih odločitev, ki so 
bistveno pripomogle k hitrejšemu razvoju in implementaciji novih tehnologij 
(posledica centralizacije in državnega javnega oblaka). 
 
4.) Ali se danes na slovenskih tleh gleda na IT kot na strošek ali investicijo, ki bo 
pospešila poslovanje podjetij? 
 
Vedno več je razmišljanja o tem, kako IT postaja del posla, ki se ga grejo 
podjetja. Predvsem pri večjih in bolj organiziranih podjetij je viden velik premik v 
smislu iskanja ustreznih poslovnih procesov. Vloga IT in IT oddelkov se zagotovo 
spreminja. 
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5.) Ali so nove investicije v IT poslovno gnane ali jih ženejo tehnične omejitve 
obstoječih produktov? 
  
Vedno več je odločitev, povezanih s poslovnimi trenutki. 
  
6.) ROI in TCO. Kako pomembna sta pri prodaji novega produkta/rešitve?  
Ali lahko predstavljata odločilno vlogo? 
  
ROI in TCO sta upoštevana pri vseh nakupih tako v javnem kot privatnem 
sektorju. Predstavljata pa samo del končne odločitve, ki pa je vedno bolj povezan – 
kakšen vpliv ima na poslovanje posamezna rešitev.  
  
7.) Kako pogosto so TCO in ROI kalkulacije potrebne za prodajo določenega 
produkta? Ali jih računate vi ali vaše stranke? 
 
Večinoma same oziroma že vnaprej povejo pričakovanja nove rešitve, ki jih 
potem poskušamo tudi zagotoviti.  
  
Dodatno: 
Pri ROI in TCO kalkulacijah, ki jih delajo stranke, opažamo, da (po našem 
mnenju) upoštevajo premalo faktorjev, ki vplivajo na končen izračun. Kot na primer: 
poraba elektrike, strošek delovne sile, usposobljenost izvajalca (usposobljen izvajalec 
hitreje implementira neko rešitev in z optimizacijo poskrbi za bolj optimalno 
delovanje).  
 
8.) Kakšni so po vašem mnenju največji izzivi vodij informatike (CIO) na 
področju IT? 
 
Veliko jih še vedno ne razume poslovnih zahtev uprave podjetja oziroma niso 
vključeni v najožji krog, ki določa smernice razvoja podjetja, ampak je IT pri njih 
samo posledica odločitev, ki jih sprejemajo drugi. 
  
9.) Na NILu ponujate tudi upravljavske storitve. Kako velik potencial vidite v 
tem? 
Omejen. Razlog: velika konkurenca domačih in tujih ponudnikov.  
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Predvsem pa vidimo možnost razvoja tega potenciala v ponujanju nišnih rešitev 




 Intervju nam poda pogled še iz drugega zornega kota. Zanimivo je to, da na 
državnem nivoju predstavlja problem plačilo visokokvalificiranega kadra, vseeno pa 
so sprejeli nekaj generalnih odločitev za hitrejši napredek na področju informacijske 
infrastrukture. Upam, da se bo s časom tudi izziv z visokokvalificiranimi kadri 
zmanjšal. Pričakoval sem, da nekatera podjetja delajo ROI/TCO analize površno in ne 
vključijo vseh pomembnih faktorjev. Ravno zato je pomembno, da tako tehnični kot 
ekonomski kadri poznajo področje en drugih in namenijo ekonomskim kazalcem in 
analizam več pozornosti pred samimi naložbami in tudi to je bil eden izmed motivov 







Število računalniških sistemov oziroma podatkovnih sistemov, ki jih podjetja na 
novo gradijo za svoje potrebe, se zmanjšuje, saj se čedalje več opravil premika v oblak 
preko XaaS najemnih modelov. Lep primer je Office 365, ki še vedno raste po številu 
uporabnikov. Vodje IT pa še vedno ne želijo premakniti svojih celotnih IT sistemov in 
podatkovnih centrov v tuje roke. Eden izmed razlogov je odvisnost od zunanjih 
izvajalcev, predvsem v večjih organizacijah, saj je potem od njih odvisno celotno 
poslovanje. Prav tako se pojavljajo dvomi glede zasebnosti in varnosti. Gartner je 
odkril, da je 40 % prostora v strežniških omarah neizkoriščenega. To pomeni, da 
upravljavci podatkovnih centrov »zapravljajo« prostor v strežniških sobah, s tem, da 
jih ne izkoristijo. Strežniki so v povprečju obremenjeni le na 32 % svoje zmogljivosti 
[39]. Še eden izmed hitro rastočih trendov, ki je bil izpostavljen v obliki XaaS storitve, 
je Data Center as a Service oziroma podatkovni center kot storitev. Kot že pove ime, 
gre za storitev podatkovnega centra. Podjetje lahko najame podatkovni center glede na 
svoje potrebe in tako ni potrebe po začetni investiciji (CAPEX), ki se pretvori v 
operativne stroške (OPEX). 
V celotnem diplomskem delu sem opisal različne vrste tehnologij in poslovnih 
modelov. Kompleksnost omrežij, infrastrukture in podatkovnih centrov raste. 
Tehnoloških pristopov, konceptov, možnosti je vedno več. Zato je pomembno, da 
odločitve niso le tehnološko gnane (tipično se je posodobljalo opremo, ko je 
primanjkovalo zmogljivosti, oziroma ko je le ta že bila stara), ampak tudi poslovno. O 
takšnih odločitvah ne sme razpravljati le strogo tehničen kader brez finančnega 
vpogleda, kot tudi ne samo finančni kader, ki ne razume delovanja tehnologij. Zato sta 
v diplomi zajeta oba vidika. Vedno več naložb v IT je tudi izven IT oddelkov (Gartner 
pravi, da kar 29 % [39]). Lep primer je recimo podjetje Dropbox, ki nudi oblačne 
storitve. Mnogokrat kakšen oddelek v organizaciji potrebuje specifično orodje oz. 
storitev, za katerega se odloči kar brez oddelka IT. Pri Mortensonu [40] pravijo, da bo 
v naslednjih 5-tih letih skupna zmogljivost podatkovnih centrov narastla za kar 69 %. 
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Razlog za to so med drugim novi tehnološki trendi, kot na primer internet stvari. Z 
večanjem potreb po zmogljivejših podatkovnih centrih in IT infrastrukturi bodo tudi 
naložbe višje. Ocenjevalo jih bo vedno več odločevalcev, ki bodo morali imeti širši 
spekter znanj (inženirji poslovna in finančna, ter finančniki in vodje tehnična), da bodo 
lahko dosegli vedno višjo dodano vrednost svojega posla. 
 






V diplomskem delu sem opisal tehnične ter poslovne pristope pri nakupu nove 
IKT opreme. Na začetku sem glede na časovna obdobja v zgodovini umestil 
podatkovne centre in zanimivosti, iz katerih je mogoče razbrati trende, ki so nas 
pripeljali do današnje točke. Nato so bili predstavljeni ključni elementi v podatkovnih 
centrih, ki pogosto predstavljajo večinski del naložb. Sledil je finančni del, v katerem 
sem predstavil dejstva, ki vplivajo na odločitev pri izbiri naložbe za določeno 
tehnologijo oz. opremo. Predstavil sem tudi primer orodja proizvajalca, v katerem se 
lahko opravijo preprosti finančni izračuni. Diplomsko delo vsebuje vire, ki večinoma 
prihajajo iz ameriških agencij oziroma se tako ali drugače nanašajo večinoma na 
ameriški trg. Opazil sem, da se slovenski trg precej počasneje razvija in da nam 
nekateri načini razmišljanja občasno predstavljajo težavo. Ameriški trg se recimo 
precej bolj zaveda, da je področje IT pomembno gonilo poslovanja. Pri nas pa je 
nekoliko drugače, kar pričajo tudi dolga časovna obdobja, potrebna za odločitev pri 
nakupu nove opreme (intervju v 4. poglavju). Mnenje, ki sem si ga ustvaril tudi na 
podlagi izkušenj v gospodarstvu, kjer imam posredno in neposredno opravka s 
svetovanjem pri naložbah v IKT je, da se tudi na Slovenskih tleh počasi pojavljajo 
spremembe na bolje. Sicer je zamik pri najnovejših produktih, ki jih priznani 
proizvajalci opreme implementirajo v tujini in v Sloveniji še vedno velik. Je pa opaziti, 
da se na letni ravni implementira več kot v obdobju med gospodarsko krizo, kar je 
razumljivo. Poleg tega menim, da ko bo IT postal del posla (in bodo vodje IT vključene 
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