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a b s t r a c t
In this paper we investigate the Szegő–Radau and Szegő–Lobatto quadrature formulas on
the unit circle. These are (n + m)-point formulas for which m nodes are fixed in advance,
with m = 1 and m = 2 respectively, and which have a maximal domain of validity in the
space of Laurent polynomials. This means that the free parameters (free nodes and positive
weights) are chosen such that the quadrature formula is exact for all powers z j,−p ≤ j ≤ p,
with p = p(n,m) as large as possible.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we consider quadrature formulas of the form∫ pi
−pi
f (eiθ )dµ(θ) ≈
m∑
j=1
Ajf (xj)+
n∑
k=1
λkf (zk).
We assume that µ is some finite positive Borel measure supported on [−pi, pi]. The integrands will all be defined on the
unit circle, that is on T := {z ∈ C : |z| = 1}. Thus setting z = eiθ , it makes sense to write ∫ f dµ. In the rest of this paper we
shall always assume that z stands for eiθ when z appears under an integral sign.
The quadrature formula is a linear combination of function values in xj and zk. Them nodes xj ∈ Twill be fixed in advance
while the n remaining values, also in T, can be chosen freely. Once the nodes are chosen, it is clear that by integrating a
Laurent polynomial L ∈ Λp,q := span{zp, zp+1, . . . , zq} with q − p = n + m, interpolating f in the n + m nodes, will
give corresponding weights Aj and λk that make the quadrature formula exact for all f ∈ Λp,q. However, since the choice
of the nodes zk ∈ T is still free, we can make use of this freedom to make the quadrature formula exact in a larger space
Λr,s ⊃ Λp,q. The objective is to make the dimension of the spaceΛr,s as large as possible. We then have a maximal domain
of validity. It is usual to choose the domain of validity in a balanced way, i.e., r = −s.
For solving this problem, orthogonal polynomials play a central role. So we introduce an inner product for functions
defined on the unit circle with respect to the measure µ as follows:
〈f , g〉µ :=
∫ pi
−pi
f (eiθ )g(eiθ )dµ(θ). (1.1)
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Wealso use the notation f∗(z) := f (1/z) for the para-hermitian conjugate. Note that for z ∈ T, the para-hermitian conjugate
is just the usual complex conjugate: f∗(z) = f (z).
Now consider the sequence of polynomials {1, z, z2, . . .} and orthogonalize them with respect to this inner product,
giving a sequence of Szegő polynomials {ρ0, ρ1, ρ2, . . .}. For n > 0, the polynomial ρn is defined (up to a constant multiple)
by 〈
zk, ρn
〉
µ
= 0, k = 0, . . . , n− 1, 〈zn, ρn〉µ 6= 0.
For any polynomial pn ∈ Πn := Λ0,n, we also introduce the adjoint defined as p∗n(z) := znpn∗(z) ∈ Πn.
Unlike the formulas for Gauss quadrature, zeros of orthogonal polynomials are not suitable as nodes in a quadrature
formula because they are all in the open unit disk D := {z ∈ C : |z| < 1}, and neither are the zeros of ρ∗n , because these are
all in the exterior of the closed unit disk E := {z ∈ C : |z| > 1}.
This problem is solved by considering para-orthogonal polynomials. Their orthogonality properties will be given in the
next section. Para-orthogonal polynomial do have simple zeros that are all on T. Hence they can be used as nodes in a
quadrature formula.
If, in our general quadrature problem we set m = 0, i.e., there are no fixed nodes, and if we choose the nodes zk as the
zeros of the para-orthogonal polynomials, we obtain the Szegő quadrature formulas having a maximal domain of validity
Λ−(n−1),n−1, (see [1]). These are the analogues on the unit circle of the Gauss quadrature formulas on an interval of the real
line. In this case, the weights λk are guaranteed to be positive, which is important for numerical stability and convergence
of the quadratures.
Our main interest however will be in considering the casesm = 1 andm = 2, which will be called the Szegő–Radau and
the Szegő–Lobatto cases, in analogy with the Gaussian situation where one or two nodes are fixed, usually in one or both
endpoints of the interval. Clearly there are no endpoints on a circle and the prefixed nodes are permitted to be any point of
T. The Szegő–Radau and Szegő–Lobatto quadrature formulas have been recently studied by Jagels and Reichel [2]. We shall
of course come to the same conclusions but use a different approach.
The outline of the paper is as follows. In Section 2 we introduce some preliminaries and give a general result on the
quadrature formulas with maximal domain of validity and m prefixed nodes with m arbitrary. The Szegő–Radau formulas
with one fixed node are considered in Section 3. We shall show that these formulas with fixed node x1 for dµ are actually
ordinary Szegő formulas for dµ˜(θ) = |eiθ − x1|2dµ(θ). Section 4 considers the Szegő–Lobatto formulas. Finally in Section 5
we give some simple error estimates and prove convergence while in Section 6 we include some numerical examples.
2. Preliminary results
Let us first recall the setting for usual Szegő quadrature formulas. For the positive Borel measure on [−pi, pi] we define
its trigonometric moments as
µk :=
∫ pi
−pi
e−ikθdµ(θ), k = 0,±1,±2, . . . . (2.1)
and an inner product 〈f , g〉µ as in (1.1). The integral
Iµ(f ) :=
∫ pi
−pi
f (eiθ )dµ(θ) (2.2)
can be approximated by a quadrature formula of the form
In(f ) :=
n∑
j=1
λif (zi). (2.3)
The distinct nodes {zi}ni=1 ⊂ T and the positive weights {λi}ni=1, are defined by imposing that Iµ(L) = In(L) for all
L ∈ Λ−p(n),p(n) with p(n) as large as possible. It is well known that p(n) cannot exceed n − 1 and the ‘‘optimal’’ situation
p(n) = n−1, corresponds to the Szegő quadrature formulas, as we alreadymentioned in the previous section. The following
result is well known (see [1]) and implies that the maximal domain of validity is reached by a quadrature formula if and
only if it is a Szegő quadrature.
Theorem 2.1. Let In(f ) = ∑ni=1 λif (zi) have distinct nodes zi ∈ T, i = 1, . . . , n and define the nodal polynomial Qn(x) :=∏n
j=1(z − zj). Then In(f ) = Iµ(f ), ∀f ∈ Λ−(n−1),n−1 if and only if
(1) In(f ) is exact inΛ−p,q with p and q nonnegative integers such that p+ q = n− 1
(2) Qn(z) is invariant, i.e., Q ∗n (z) = KQn(z), K 6= 0, for all z ∈ C and satisfies
(a)
〈
Qn, z j
〉
µ
= 0, 1 ≤ j ≤ n− 1
(b) 〈Qn, 1〉µ 〈Qn, zn〉µ 6= 0.
A polynomial of degree n satisfying the above orthogonality condition is called para-orthogonal (see [1]) with respect to the
measure µ.
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The quadrature formulas as given in the theorem were introduced by Jones et al. [1] (see also [3]). They are ‘‘optimal’’ in
the sense that there cannot exist an n-point quadrature rule with nodes on T that is exact in Λ−n,n, but neither can such a
formula be exact inΛ−n,n−1 nor inΛ−(n−1),n.
Theorem 2.1, also implies that the only way to produce an n-point quadrature formula with nodes on T and having a
maximal domain of validity is by taking as nodes the zeros of a polynomial of degree n which is both para-orthogonal and
invariant. Such polynomials have the following fundamental properties [1].
Theorem 2.2. Let Bn(z) be a polynomial of degree n, para-orthogonal and invariant, then
(1)
Bn(z) = Bn(z, τ ) = cn[ρn(z)+ τρ∗n (z)], cn 6= 0, |τ | = 1 (2.4)
(2)
Bn(z) = Bn(z, τ˜ ) = c˜n[zρn−1(z)+ τ˜ ρ∗n−1(z)], c˜n 6= 0, |τ˜ | = 1 (2.5)
(3) Bn(z) has exactly n distinct zeros on T.
From Theorems 2.1 and 2.2, we see that the existence of Szegő quadrature formulas is guaranteed. However, unlike the
Gaussian formulas, Szegő formulas depend on a parameter τ , a fact that will be exploited in the next section. Furthermore,
the weights λi are positive, so that convergence in the class of bounded functions integrable with respect to µ can be
assured [4].
Quadrature formulas on the unit circle and related topics (Szegő polynomials, trigonometric moment problem,. . . ) have
become a productive research area. However, these quadratures have not been studied as exhaustively as the Gaussian
formulas. The problem we consider is to prefix some nodes and to find optimal locations for the remaining ones so as to
obtain a maximal domain of validity. Its precise statement is as follows.
Problem 2.3. Given m distinct nodes x1, . . . , xm ∈ T and given n ∈ N, find n distinct nodes zk on T \ {x1, . . . , xm} and
positive weights A1, . . . , Am, λ1, . . . , λn, such that
In+m(f ) :=
m∑
j=1
Ajf (xj)+
n∑
k=1
λkf (zk) (2.6)
satisfies
In+m(R) = Iµ(R), ∀R ∈ Λ−p,p
with p = p(n,m) a nonnegative integer as large as possible.
Sincewe have 2n+m unknowns and dim(Λ−p,p) = 2p+1, wewill first impose that 2p+1 ≥ 2n+m, i.e., p ≥ n+E[m−12 ]
where E[x] denotes the largest integer≤ x.
On the other hand, as we are handling n + m nodes, the maximum domain of validity that might be reached is
Λ−(n+m−1),n+m−1 so that we have for p = p(n,m) the following restriction
n+ E
[
m− 1
2
]
≤ p ≤ n+m− 1. (2.7)
Now, we can analyse the following particular cases to which we will restrict ourselves, namely
(1) m = 0. In this case no node is given in advance so that (2.7) becomes n − 1 ≤ p ≤ n − 1, i.e., p = n − 1. Here the
maximum domain of validity isΛ−(n−1),n−1 and the resulting quadrature formulas are the Szegő formulas.
(2) m = 1. Now, only the node x1 is prescribed on T and (2.7) gives rise to p = n. That is, if an appropriate quadrature
formula
In+1(f ) = A1f (x1)+
n∑
j=1
λjf (zj)
exists, then it should be exact inΛ−n,n. This can be considered as a Radau formula on T and as wewill see later, its study
simply reduces to conveniently fix the parameter τ ∈ Twhich characterizes the Szegő quadrature formula.
(3) m = 2. Now two nodes x1 and x2 are fixed in advance and from (2.7) we have n ≤ p ≤ n + 1. Thus we have two cases
that are to be analysed.
(a) p = n. This yields a domain of validityΛ−n,n for a quadrature formula with n+ 2 nodes. If it exists in the sense that
distinct nodes can be found on T so that the formula is exact in Λ−n,n, then it cannot be a Szegő formula anymore,
which implies that it cannot be assured that the weights are positive.
(b) p = n + 1. This gives rise to a quadrature formula with n + 2 nodes and domain of validity Λ−(n+1),n+1. Thus, if it
exists, it is actually an (n+ 2)-point Szegő formula for Iµ(f ).
Both situations can be considered as the analogue on T of the well-known Gauss–Lobatto formulas for the real line. For
this reason, the terminology Szegő–Lobatto formulas was adopted in [2] were they have been recently introduced.
As a preliminary result, let us give a characterization for quadrature formulas with prescribed nodes on T.
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Theorem 2.4. Consider m distinct nodes x1, . . . , xm on T and define
In+m(f ) :=
m∑
j=1
Ajf (xj)+
n∑
k=1
λkf (zk)
with distinct nodes {zk}nk=1 ⊂ T \ {xj}mj=1. Set
Qn+m(z) :=
m∏
j=1
(z − xj)
n∏
k=1
(z − zk).
Furthermore assume that n ≥ 1 if m is odd and n ≥ 2 if m is even. Then In+m(f ) is exact inΛ−p,p with p = p(n,m) a nonnegative
integer satisfying (2.7) if and only if
(1) In+m(f ) is exact inΛ−r,s, r and s being integers such that 0 ≤ r, s ≤ p and r + s = n+m− 1.
(2) 〈
Qn+m(z), z j
〉
µ
= 0, n+m− p ≤ j ≤ p. (2.8)
Furthermore, whenΛ−p,p is a maximal domain of validity, i.e., In+m(f ) cannot be exact either inΛ−p,p+1 or inΛ−(p+1),p, then it
also holds that
〈
Qn+m(z), zn+m−p−1
〉
µ
〈
Qn+m(z), zp+1
〉
µ
6= 0.
Note that (2.7) together with (2.8) implies that n + m − p ≤ p or n + m ≤ 2p = 2n + m − 1 if m is odd and
n+m ≤ 2p = 2n+m− 2 ifm is even. Thus n ≥ 1 ifm is odd and n ≥ 2 ifm is even, which makes (2.8) meaningful.
Proof. ‘‘⇒’’ (1) This trivially follows sinceΛ−r,s ⊂ Λ−p,p.
(2) Take n+m− p ≤ j ≤ p. Then〈
Qn+m(z), z j
〉
µ
=
∫ pi
−pi
Qn+m(z)
z j
dµ(θ), z = eiθ .
Now z−jQn+m(z) ∈ Λ−j,n+m−j and from the above condition it follows thatΛ−j,n+m−j ⊂ Λ−p,p. Hence〈
Qn+m(z), z j
〉
µ
= Iµ
(
z−jQn+m(z)
) = In+m (z−jQn+m(z)) = 0.
‘‘⇐’’ Take r and s as above and consider Λ−r,s with dimension r + s + 1 = n + m. Since we have m + n distinct nodes
on T and n+mweights that we shall denote by A1, . . . , Am, λ1, . . . , λn, these can be uniquely determined such that
In+m(f ) =
m∑
j=1
Ajf (xj)+
n∑
k=1
λkf (zk) = Iµ(f ), ∀f ∈ Λ−r,s.
To see this, take into account that {z j}sj=1 is a Chebyshev system on T. Take now f ∈ Λ−p,p and consider L ∈ Λ−r,s such
that f (xj) = L(xj), j = 1, . . . ,m and f (zk) = L(zk), k = 1, . . . , n. Then, R(z) = f (z) − L(z) ∈ Λ−p,p vanishes for
z ∈ {x1, . . . , xm, z1, . . . , zn}.
Thus we can write
R(z) = Qn+m(z) · z−pP(z), P ∈ Π2p−(n+m).
Note that z−pP(z) ∈ span{z−j : m+ n− p ≤ j ≤ p}. So Iµ(f ) = Iµ(L+ R) = Iµ(L)+ Iµ(R) = In(L)+ Iµ(R) = In(f )+ Iµ(R).
It remains to show that Iµ(R) = 0, and that follows from the orthogonality conditions in (2.8).
In a similar way it can be shown that if
〈
Qn+m(z), zn+m−p−1
〉
µ
= 0 or 〈Qn+m(z), zp+1〉µ = 0, then the quadrature formula
would have a domain of validity Λ−(p+1),p or Λ−p,p+1 respectively, which would contradict the fact that the domain of
validityΛ−p,p is maximal. 
Remark 2.5. Note that form = 0, Theorem 2.1 is recovered as a special case of Theorem 2.4.
3. Szegő–Radau formulas
Assume that x1 is a fixed point on T. In this section we shall be concerned with quadrature formulas of the form
In+1(f ) := A1f (x1)+
n∑
k=1
λkf (zk) (3.1)
where the nodes {zk}nk=1 and the weights {A1, λ1, . . . , λn} are to be determined so that
In+1(f ) = Iµ(f ), ∀f ∈ Λ−p(n),p(n)
with p(n) as large as possible. Furthermore, we also require that the weights in (3.1) are positive. As seen in Section 2,
p(n) = n and the nodal polynomial Qn+1(z) = (z − x1)∏nk=1(z − zk) from Theorem 2.4 should satisfy the orthogonality
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conditions〈
Qn+1(z), z j
〉
µ
= 0, 1 ≤ j ≤ n, (3.2)
i.e., Qn+1 is a polynomial of degree n+ 1 para-orthogonal with respect to µ. Therefore
Qn+1(z) = cn+1[ρn+1(z)+ τρ∗n+1(z)], τ ∈ T, cn+1 6= 0.
It is now a simple matter to see that the parameters τ ∈ T can be chosen so that x1 is a zero of the corresponding para-
orthogonal polynomial of degree n+ 1 for this parameter. Hence the resulting (n+ 1)-point quadrature formula with x1 as
a node will be exact inΛ−n,n and the weights are positive.
Indeed, from Theorems 2.1 and 2.2, one knows that ∀τ ∈ T, the zeros of Bn+1(z) = Bn+1(z, τ ) = ρn+1(z) + τρ∗n+1(z)
produce an (n+ 1)-point quadrature formula with positive weights and exact inΛ−n,n. Now Bn+1(x1) = 0 implies
τ = −ρn+1(x1)
ρ∗n+1(x1)
(3.3)
(observe that this is well defined since ρ∗n+1(z) 6= 0 for z ∈ T) and
|τ | =
∣∣∣∣ρn+1(x1)ρ∗n+1(x1)
∣∣∣∣ =
∣∣∣∣∣ ρn+1(x1)xn+11 ρn+1(x1)
∣∣∣∣∣ = 1.
Thus from Theorems 2.1 and 2.2 and using the classical formulas for the weights of Szegő quadrature formulas [4], we can
prove that the following holds true.
Proposition 3.1. Let x1 ∈ T be fixed and take τ as given by (3.3) and set Bn+1(z) := ρn+1(z)+ τρ∗n+1(z). Then one has
(1) Bn+1(z) = cn+1(z − x1)∏nk=1(z − zk), cn+1 6= 0, x1 6= zk ∈ T, k = 1, . . . , n.
(2) Define (z = eiθ )
λk := 1|B′n+1(zk)|2
∫ pi
−pi
∣∣∣∣Bn+1(z)z − zk
∣∣∣∣2 dµ(θ) > 0, k = 1, . . . , n
and
A1 := 1|B′n+1(x1)|2
∫ pi
−pi
∣∣∣∣Bn+1(z)z − x1
∣∣∣∣2 dµ(θ) > 0,
then
In+1(f ) = A1f (x1)+
n∑
k=1
λkf (zk) = Iµ(f ), ∀f ∈ Λ−n,n. (3.4)
Remark 3.2. According to [2], In+1(f ) given by (3.4) will be called the Szegő–Radau formula for the measure µ with fixed
node x1.
Remark 3.3. When assuming that the trigonometric momentsµn are real (for example whenµ is symmetric, i.e., dµ(θ) =
dµ(−θ)) then the Szegő polynomials have real coefficients so that for x1 = ±1, it follows from (3.3) that τ = −1/xn+11 ,
yielding τ = −1 when x1 = 1 and τ = (−1)n when x1 = −1. In these cases, one sees that the parameter τ is independent
of the corresponding sequence of Szegő polynomials.
Now set Bn+1(z) := (z − x1)∏nk=1(z − zk) = (z − x1)Qn(z) with Qn(z) ∈ Πn and define a new measure dµ˜(θ) :=
|z − x1|2dµ(θ), (z = eiθ ). Let {ρ˜n(z)} be its sequence of monic Szegő polynomials, then we have the following property.
Proposition 3.4. Let Qn(z) be as given above, then there exists a τ˜ ∈ T and c˜n 6= 0 such that
Qn(z) = c˜n[ρ˜n(z)+ τ˜ ρ˜∗n (z)]. (3.5)
Proof. It is sufficient to check that Qn is invariant and para-orthogonal with respect to µ˜. Invariance trivially follows since
the zeros of Qn are on T. On the other hand, for k such that 1 ≤ k ≤ n− 1, and z = eiθ〈
Qn, zk
〉
µ˜
=
∫ pi
−pi
Qn(z)z−k|z − x1|2dµ(θ)
=
∫ pi
−pi
Qn(z)(z − x1)(z − x1)z−kdµ(θ)
=
∫ pi
−pi
Bn+1(z)(z−1 − x−11 )z−kdµ(θ)
= 〈Bn+1, zk+1〉µ − x1 〈Bn+1, zk〉µ = 0
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since
〈
Bn+1, z j
〉
µ
= 0 for 1 ≤ j ≤ n. Furthermore
〈Qn, 1〉µ˜ =
∫ pi
−pi
Qn(z)(z − x1)(z − x1)dµ(θ)
=
∫ pi
−pi
Bn+1(z)(z − x1)dµ(θ)
= 〈Bn+1, z〉µ − x1 〈Bn+1, 1〉 = −x1 〈Bn+1, 1〉µ 6= 0.
Similarly 〈Qn, zn〉µ˜ 6= 0.
As for the computation of the parameter τ˜ , we can write without loss of generality that
Bn+1(z) = ρn+1(z)+ τρ∗n+1(z)
with τ given by (3.3) so that Bn+1(z) = (z − x1)Qn(z)where Qn(z) is given by
Qn(z) = c˜n[ρ˜n(z)+ τ˜ ρ˜∗n (z)], c˜n 6= 0, τ˜ ∈ T.
By comparing the leading coefficient in ρn+1(z) + τρ∗n+1(z) = c˜n[(z − x1)(ρ˜n(z) + τ˜ ρ˜∗n (z))] it follows that 1 + τδn+1 =
c˜n(1+ τ˜ δ˜n)where {δn}∞0 and {δ˜n}∞0 represent the corresponding sequence of Schur parameters for dµ and dµ˜ respectively.
On the other hand, a comparison of the constant terms gives:
δn+1 + τ = −x1c˜n(δ˜n + τ˜ )
yielding
1+ τδn+1
1+ τ˜ δ˜n
= − τ + δn+1
x1(δ˜n + τ˜ )
.
Setting A := 1+ τδn+1 and B := (τ + δn+1)/x1, we have
τ˜ = − δ˜n + C
1+ C δ˜n
where C := B
A
= 1
x1
τ + δn+1
1+ τδn+1
. (3.6)
Observe that |C | = 1 implies that τ˜ has modulus 1, as was to be expected. 
Let us now see what happens with the weights A1, λ1, . . . , λn of the (n+ 1)-point Szegő–Radau formula.
On the one hand, given the zeros z1, . . . , zn of Qn, we can construct the n-point Szegő formula for dµ˜, with τ˜ given by
(3.6), namely
I˜n(f ) :=
n∑
k=1
λ˜kf (zk) = Iµ˜(f ) :=
∫ pi
−pi
f (eiθ )dµ˜(θ), ∀f ∈ Λ−(n−1),n−1. (3.7)
On the other hand, we have also an (n+ 1)-point Szegő–Radau formula for Iµ(f ) exact inΛ−n,n given by
In+1(f ) := A1f (x1)+
n∑
k=1
λkf (zk) = Iµ(f ), ∀f ∈ Λ−n,n. (3.8)
Let us next reveal the relation between the weights {λk}nk=1 and {λ˜k}nk=1. Therefore, recall that Bn+1(z) = (z − x1)Qn(z) and
consequently
B′n+1(zj) = (zj − x1)Q ′n(zj), and B′n+1(x1) = Qn(x1), (3.9)
Furthermore, it is also known (see e.g. [4]) that for j = 1, . . . , n (z = eiθ )
λj = 1B′n+1(zj)
∫ pi
−pi
Bn+1(z)
z − x1 dµ(θ). (3.10)
λ˜j = 1Q ′n(zj)
∫ pi
−pi
Qn(z)
z − zj dµ˜(θ). (3.11)
Therefore
λ˜j = 1Q ′n(zj)
∫ pi
−pi
Qn(z)
z − zj (z − x1)(z − x1)dµ(θ)
= 1
Q ′n(zj)
∫ pi
−pi
Bn+1(z)
z − zj (z − x1)dµ(θ)
= − x1
Q ′n(zj)
∫ pi
−pi
Bn+1(z)
z − zj dµ(θ)+
1
Q ′n(zj)
∫ pi
−pi
Bn+1(z)
z(z − zj)dµ(θ).
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Since
1
z(z − zj) =
1
zj
[
1
z − zj −
1
z
]
,
it follows that
λ˜j = −x1(zj − x1)B′n+1(zj)
∫ pi
−pi
Bn+1(z)
z − zj dµ(θ)+
zj − x1
zjB′n+1(zj)
∫ pi
−pi
Bn+1(z)
z − zj dµ(θ)−
1
zjQ ′n(zj)
〈Bn+1, z〉µ .
Since 〈Bn+1, z〉µ = 0, we deduce λ˜j = (1− zj/x1)λj + (zj − x1)/zjλj = [2− (zjx1 + x1z j)]λj, yielding
λj = λ˜j2(1− Re(zjx1)) , j = 1, . . . , n. (3.12)
(Observe that Re(zjx1) 6= 1, otherwise |zjx1| = 1 and Re(zjx1) = 1 would imply zj = x1 which is excluded.) Finally, for the
weight A1, we have
A1 = µ0 − (λ1 + λ2 + · · · + λn).
In short, the computation of the (n+ 1)-point Szegő–Radau formula eventually reduces to the computation of the n-point
Szegő formula for the newmeasure dµ˜(θ) := |z− x1|2dµ(θ), where the trigonometric moments µ˜k can be easily expressed
in terms of the trigonometric moments µk of the original measure dµ by means of
µ˜k = 2µk − x1µk−1 − x1µk+1, k = 0,±1,±2, . . . . (3.13)
Remark 3.5. As for an efficient computation of the (n+ 1)th Szegő–Radau formula, once x1 has been fixed on T, one starts
from the Schur parameters δn = ρn(0), n = 0, 1, . . . (δ0 = 1, |δn| = 1). By means of the recurrence relations (Levinson
algorithm), one computes the parameter
τ = − ρn+1(x1)
xn+11 ρn+1(x1)
.
(τ = −x1ρn(x1)/ρ∗n (x1) as follows from Theorem 2.2 (2).) Then the computation of the (n+ 1)-point Szegő–Radau formula
can be found by computing the eigenvalues and eigenvectors of Hessenberg matrices [2,5] or five-diagonal matrices as
recently shown in [6], see also [7,8]. In both cases we are dealing with matrices of order n+ 1.
However, from Proposition 3.4, and formula (3.12), computations involvingmatrices of order n suffice. For this approach,
it is essential to express the Schur parameters δ˜n for dµ˜(θ) = |z− x1|2dµ(θ) in terms of the Schur parameters δn for dµ(θ).
Therefore we refer to [9], where it is shown that for |β| = 1, one can express the monic orthogonal polynomial ρ˜n(z) with
respect to dµ˜, in terms of the monic orthogonal polynomial ρn+1(z)with respect to dµ as follows:
(z − β)2ρ˜n(z) = 1∣∣∣∣ρn+1(β) ρ∗n+1(β)ρ ′n+1(β) ρ∗′n+1(β)
∣∣∣∣
∣∣∣∣∣∣∣
(z − β)ρn+1(z) ρn+1(z) ρ∗n+1(z)
0 ρn+1(β) ρ∗n+1(β)
ρn+1(β) ρ ′n+1(β) ρ
∗′
n+1(β)
∣∣∣∣∣∣∣ .
So, if we take β = x1 and z = 0, and setting
k(x1) :=
∣∣∣∣ρn+1(x1) ρ∗n+1(x1)ρ ′n+1(x1) ρ∗′n+1(x1)
∣∣∣∣ , (3.14)
we get by expansion along the first column:
x21δ˜n =
1
k(x1)
(
−x1δn+1k(x1)+ ρn+1(x1)
(
δn+1ρ∗n+1(x1)− ρn+1(x1)
))
= −x1δn+1 + ρn+1(x1)k(x1)
(
δn+1ρ∗n+1(x1)− ρn+1(x1)
)
. (3.15)
To simplify this expression, we introduce the function τn+1(z) = −ρn+1(z)/ρ∗n+1(z). Then
τ ′n+1(z) =
ρn+1(z)ρ∗′n+1(z)− ρ ′n+1(z)ρ∗n+1(z)(
ρ∗n+1(z)
)2 ,
and thus
k(x1) = τ ′n+1(x1)
(
ρ∗n+1(x1)
)2
.
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Note that from the Christoffel–Darboux relation [7] for monic Szegő polynomials
kn(z, w) :=
n∑
k=0
ρk(z)ρk(w)
‖ρk‖2 =
ρ∗n+1(z)ρ
∗
n+1(w)− ρn+1(z)ρn+1(w)
‖ρn+1‖2(1− zw)
it follows that by taking the superstar conjugate with respect tow we also have for anyw 6= 0
wn
n∑
k=0
ρk(z)ρk∗(w)
‖ρk‖2 =
ρ∗n+1(z)ρn+1(w)− ρn+1(z)ρ∗n+1(w)
‖ρn+1‖2(w − z) .
If in this formula we first set z = x1 ∈ T and then letw→ x1, we obtain that it equals
k(x1) = τ ′n+1(x1)(ρ∗n+1(x1))2 = xn1‖ρn+1‖2
n∑
k=0
|ρk(x1)|2
‖ρk‖2 = ‖ρn+1‖
2xn1kn(x1, x1).
Hence with this notation we get from our previous expression (3.15)
x21δ˜n = −x1δn+1 +
ρn+1(x1)
k(x1)
(
δn+1ρ∗n+1(x1)− ρn+1(x1)
)
= −x1δn+1 + ρn+1(x1)‖ρn+1‖2xn1kn(x1, x1)
(0− x1)‖ρn+1‖2xn1
n∑
k=0
ρk(0)ρk(x1)
‖ρk‖2
= −x1δn+1 − x1ρn+1(x1) kn(0, x1)kn(x1, x1) .
Thus if we know all the δk, we can generate the ρk and hence also the reproducing kernels kn(z, w), so that δ˜n is computable
in principle. In some simple cases, this may lead to explicit expressions like the following example illustrates.
Example 3.6. Consider the Lebesguemeasure dµ(θ) = dθ , then the Szegő polynomials are simplyρn(z) = zn, and the Schur
parameters are δ0 = 1 and δk = 0 for k = 1, 2, . . .. Now consider the measure dµ˜(θ) = |eiθ − x1|2dθ , then kn(0, x1) = 1
and kn(x1, x1) =∑nk=0 |x1|2k = n+ 1 and hence x21δ˜n = −xn+21 /(n+ 1), and this eventually leads to δ˜n = xn1/(n+ 1). Note
that this also follows directly from formulas (3.14)–(3.15).
4. Szegő–Lobatto formulas
Throughout this section we assume that x1 and x2 on T are given such that x1 6= x2. We shall be concerned with the
problem of finding z1, . . . , zn also on T so that zj 6= zk if j 6= k and zk 6= xj, k = 1, . . . , n, j = 1, 2 along with positive weights
A1, A2, λ1, . . . , λn so that
In+2(f ) := A1f (x1)+ A2f (x2)+
n∑
k=1
λkf (zk) = Iµ(f ), ∀f ∈ Λ−p(n),p(n) (4.1)
with p(n) as high as possible. From Section 2, it follows that n ≤ p(n) ≤ n+ 1. When p(n) = n+ 1, then In+2(f ) would be
exact inΛ−(n+1),n+1 so that we should be dealing with an (n+ 2)-point Szegő quadrature formula, provided that it exists so
that all the requirements (distinct nodes on T and positive weights) would be satisfied. On the other hand, when p(n) = n,
and if a solution to the above problem exists, then it holds that In+2(f ) = Iµ(f ),∀f ∈ Λ−n,n.
Observe thatwe have 2n+2 parameters available and dim(Λ−n,n) = 2n+1, so thatwe could also trywith a domain of the
formΛ−n,(n+1) orΛ−(n+1),n who both have a dimension 2n+2. However, because of the requirement that the weights have
to be positive in (4.1), exactness in Λ−n,(n+1) or Λ−(n+1),n automatically implies exactness in Λ−(n+1),n+1. For this reason,
we will initially try to find a quadrature formula of the form (4.1) which is exact at least in Λ−n,n and whose coefficients
are positive. In this case, it will be said that In+2(f ), if it exists, represents a Szegő–Lobatto formula for Iµ(f )with prescribed
nodes x1 and x2 on T.
First, from Theorem 2.4, we have the the following corollary.
Corollary 4.1. Let x1 and x2 be distinct nodes on T and set
In+2(f ) := A1f (x1)+ A2f (x2)+
n∑
k=1
λkf (zk) ≈ Iµ(f )
where {zj}nj=1 are distinct nodes in T \ {x1, x2}. Set
Qn+2(z) := (z − x1)(z − x2)
n∏
j=1
(z − zj).
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Then, In+2(f ) is exact inΛ−n,n if and only if
(1) In+2(f ) is exact inΛ−p,q, p and q being integers such that 0 ≤ p, q ≤ n and p+ q = n+ 1.
(2) 〈
Qn+2(z), z j
〉
µ
= 0, 2 ≤ j ≤ n. (4.2)
Remark 4.2. SettingQn+2(z) = (z−x1)(z−x2)Qn(z), withQn(z) =∏nj=1(z−zj), then it easily follows that (4.2) is equivalent
to the fact that Qn(z) is para-orthogonal with respect to the complex measures (z = eiθ )
dµ˜(θ) = (1− x1z)(z − x2)dµ(θ) or dµ˜(θ) = (1− x2z)(z − x1)dµ(θ).
Thus setting x1 = eiα when x2 = x1, it results in dµ˜(θ) = 2(cos θ − cosα)dµ(θ). So in the case of a pair of fixed complex
conjugate nodes, we have para-orthogonality with respect to a real measure with changing sign, so that nothing can be
assured initially about the zeros of Qn(z).
By Corollary 4.1 and from an algebraic point of view, our problem reduces to studying the existence and characterization of
a polynomial Qn+2(z) of degree n+ 2 such that
Qn+2(x1) = 0 = Qn+2(x2)〈
Qn+2, z j
〉
µ
= 0, 2 ≤ j ≤ n. (4.3)
Thus we see that (4.3) is a homogeneous linear system with n + 1 equations and n + 3 unknowns (the coefficients of
Qn+2(z) =∑n+2j=0 cjz j). Hence (4.3) always admits a nontrivial solution. But, furthermore, the solution should meet with the
following requirements
(1) cn+2 6= 0, i.e., Qn+2 has exact degree n+ 2
(2) Its zeros {x1, x2, z1, . . . , zn} should all be distinct and lie on T.
(3) The weights in In+2(f ) given by (4.1) must be positive.
But, since the solution in (4.1) depends on two free parameters, one could conveniently choose them in order to satisfy
the above requirements. For our purposes, we will proceed in an alternative way. Taking into account that the zeros of the
para-orthogonal polynomials are distinct and on T, our main aim is to impose para-orthogonality on Qn+2. From (4.2) we
see that two conditions are lacking:
〈Qn+2, z〉µ = 0 and
〈
Qn+2, zn+1
〉
µ
= 0. (4.4)
Furthermore, the orthogonality relations (4.2) depend essentially on the trigonometricmomentsµ0, µ1, . . . , µn+1. The idea
is to replace µn+1 by µ˜n+1 giving rise to a new measure µ˜ such that〈
Qn+2, z j
〉
µ˜
= 0, j = 1, 2, . . . , n+ 1. (4.5)
Assume that this measure µ˜ exists and let {ρ˜j}∞0 be the corresponding sequence of monic Szegő polynomials.
From Theorem 2.1 we know that any polynomial of the form
Qn+2(z) = cn[zρ˜n+1(z)+ τ ρ˜∗n+1(z)], cn 6= 0, |τ | = 1 (4.6)
satisfies (4.5) and by Theorem 2.2, that its zeros z1, . . . , zn+1 are distinct and lie on T. Furthermore, there exist positive
coefficients λ˜1, . . . , λ˜n+1 such that
In+2(f ) =
n+1∑
j=1
λ˜jf (zj) = Iµ˜(f ), ∀f ∈ Λ−(n+1),n+1
i.e. In+2(zk) = Iµ˜(zk) = µ˜−k, k = 0,±1, . . . ,±(n+ 1). Since µ˜k = µk, k = 0,±1, . . . ,±n, it follows that
In+2(f ) = Iµ(f ), ∀f ∈ Λ−n,n.
Thus, the problem reduces to determining complex numbers τ ∈ T and µ˜n+1 such that
(1) The linear functional µ˜ : Λ−(n+1),n+1 → C: µ˜(z j) = µ˜j, j = 0,±1, . . . ,±(n + 1) with µ˜j = µj, j = 0, . . . , n, and
µ˜−j = µ˜−j, is positive definite.
(2) Qn+2(x1) = Qn+2(x2) = 0 with Qn+2 given by (4.6).
Making use of the Levinson algorithm, we can compute the monic polynomials ρ0, . . . , ρn and ρ˜n+1 from the moments
µ0, . . . , µn, µ˜n+1 by the recurrence formulas
ρj+1(z) = zρj(z)+ δj+1ρ∗j (z)
ρ∗j+1(z) = δj+1zρj(z)+ ρ∗j (z)
}
, j = 0, . . . , n− 1 (4.7)
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ending with
ρn(z) = zρn−1(z)+ δnρ∗n−1(z) and ρ˜n+1(z) = zρn(z)+ δ˜n+1ρ∗n (z). (4.8)
Here δ˜n+1 represents the (n+ 1)th Schur parameter for µ˜.
Finally, taking into account that finding µ˜n+1 such that µ˜ is positive definite is equivalent to finding δ˜n+1 such that
|δ˜n+1| < 1 (see e.g. [1]), our problem can be reformulated in the following terms.
Problem 4.3. Given themeasureµwithmonic Szegő polynomials {ρk}nk=0 and Schur parameters δk = ρk(0). Given also the
numbers x1 and x2 on Twith x1 6= x2, find complex numbers τ ∈ T and δ˜n+1 ∈ D such that the polynomial Qn+2 defined by
Qn+2(z) := zρ˜n+1(z)+ τ ρ˜∗n+1(z), with ρ˜n+1(z) := zρn(z)+ δ˜n+1ρ∗n (z) (4.9)
vanishes at z = x1 and z = x2.
Thus we have come to the same problem recently solved by Jagels and Reichel in [2], although it is introduced in a different
way.
5. Error estimates and convergence
In this section we shall be first concerned with the error estimates for the Szegő–Lobatto quadrature rules. Thus, fixing
n ∈ N and given two distinct points x1 and x2 on T, we will try to estimate the error corresponding of a Szegő–Lobatto
quadrature, that is
Rn+2(f ) := Iµ(f )− In+2(f ) =
∫ pi
−pi
f (eiθ )dµ(θ)−
[
A1f (x1)+ A2f (x2)+
n∑
j=1
λjf (zj)
]
(5.1)
with the nodes {zj}nj=1 and weights A1, A2 and {λj}nj=1 as given in the previous section.
For this purpose, we first analyse the measure µ˜ appearing in the construction of the Szegő–Lobatto rule. It is a new
measure µ˜(n) such that
Iµ(L) = Iµ˜(n)(L) = In+1(L), ∀L ∈ Λ−n,n.
Let us see what happens as n tends to infinity. Therefore, suppose f ∈ C(T), i.e., f is a continuous function on T, and denote
by En(f ) its minimax error inΛ−n,n, that is
En(f ) := min{‖f − T‖T : T ∈ Λ−n,n}. (5.2)
As usual, ‖ · ‖A with A a compact set in C, represents the uniform norm on A, i.e., ‖f ‖A = maxx∈A |f (x)|. Then the following
holds.
Proposition 5.1. Take f ∈ C(T) and consider the measure µ˜(n) as defined above. Then∣∣Iµ(f )− Iµ˜(n)(f )∣∣ ≤ 2µ0En(f ) (5.3)
where µ0 := Iµ(1) = Iµ˜(n)(1).
Proof. Let Tn ∈ Λ−n,n be such that ‖f − Tn‖T = En(f ). Then
|Iµ(f )− Iµ˜(n)(f )| = |Iµ(f )− Iµ(Tn)+ Iµ(Tn)− Iµ˜(n)(f )| ≤ |Iµ(f − Tn)| + |Iµ˜(n)(f − Tn)|
since Iµ(Tn) = Iµ˜(n)(Tn). Thus, the proof follows easily. 
Since it is known (see e.g. [10]) that limn→∞ En(f ) = 0 one readily has the following consequence.
Corollary 5.2. The sequence of measures {µ˜(n)}∞n=1 converges weakly to the measure µ.
After this, let us return to the estimation of the error Rn+2(f ). First assume that f is an analytic function on a domain G
containing the unit circle and let Γ = ∂G be its boundary. Let Fµ(z) := Iµ((eiθ + z)/(eiθ − z)) be the Herglotz–Riesz
transform of the measure µ and write
Fn+2(z) := In+2
(
t + z
t − z
)
= A1
(
x1 + z
x1 − z
)
+ A2
(
x2 + z
x2 − z
)
+
n∑
j=1
λj
(
zj + z
zj − z
)
. (5.4)
Then, from the Cauchy and Fubini theorems, it follows that
Rn+2(f ) = 12pi i
∫
Γ
[Fµ(z)− Fn+2(z)]
(−f (z)
2z
)
dz (5.5)
and accordingly
|Rn+2(f )| ≤ 14pi `(Γ )‖Fµ − Fn+2‖Γ
∥∥∥∥ f (z)z
∥∥∥∥
Γ
(5.6)
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where `(Γ ) denotes the length of Γ . Thus, one sees that the error |Rn+2(f )| is essentially controlled by the quantity
‖Fµ−Fn+2‖Γ . In this respect, several computable upper bounds for ‖Fµ−Fn+2‖Γ were given in [11]when dealingwith Szegő
quadratures (see also [3] and [12] for particular cases). However these results cannot be used here, since in general In+2(f )
is not a Szegő rule for the measureµ. On the other hand, from Section 4, one knows that In+2(f ) is actually an (n+ 2)-point
Szegő rule for the measure µ˜(n). Set R˜n+2(f ) := Iµ˜(n)(f )− In+2(f ), then by (5.3) one readily has the following.
Proposition 5.3. With the notation just introduced, one has
|Rn+2(f )| ≤ 2µ0En(f )+ |R˜n+2(f )|, with f ∈ C(T). (5.7)
We can nowmake use of the results given in [11] alongwith (5.6)–(5.7) in order to estimate |Rn+2(f )|. Indeed, in [11] certain
computable upper bounds are deduced and the sharper they are, the more difficult to compute them. For our purposes, we
will take the simplest one so that the following holds [11].
Lemma 5.4. Let µ be a positive measure on T and let {ρn(z)}∞0 be its sequence of monic Szegő polynomials. Take τ ∈ T and
consider the corresponding n-point Szegő formula In(f ) =∑nj=1 λjf (zj). Set Fn(z) :=∑nj=1 λj zj+zzj−z , then
|Fµ(z)− Fn(z)| ≤ 8|z|
n
(1− |z|2)|1+ τρn(z)/ρ∗n (z)|
, ∀z ∈ D = {z ∈ C : |z| < 1}. (5.8)
When dealing with z ∈ E = {z ∈ C : |z| > 1}, it suffices to take into account that Fµ(z) and Fn(z) satisfy Fµ(1/z) = −Fµ(z)
and Fn(1/z) = −Fn(z), yielding
|Fµ(z)− Fn(z)| ≤ 8|z|
2
|z|n(|z|2 − 1)|1+ τρ∗n (z)/ρn(z)|
, ∀z ∈ E. (5.9)
Given the prescribed nodes x1 and x2 on T, define
aj =
xn−1j ρn(xj)
ρn(xj)
∈ T, j = 1, 2. (5.10)
Then from [2], if either a1x1 = a2x2 or a1 = a2, it is known that a Szegő formula can be constructed having x1 and x2 among
its nodes. Thus, assume the generic case a1 6= a2 and a1x1 6= a2x2 and introduce the constants
c := − x1 − x2
a1x1 − a2x2 , r :=
∣∣∣∣ a1 − a2a1x1 − a2x2
∣∣∣∣ . (5.11)
Consider the circle C of center c and radius r , so that [2] C ∩ D 6= ∅. Take δ˜n+1 ∈ C ∩ D and set
τn := −a1x1 − a2x2a1 − a2 δ˜n+1 −
x1 − x2
a1 − a2 ∈ T. (5.12)
Under these conditions, there exists an (n + 2)-point Szegő–Lobatto quadrature formula, In+2(f ) = A1f (x1) + A2f (x2) +∑n
j=1 λjf (zj) so that the nodes (including both x1 and x2) are the zeros of the polynomial
Qn+2(z) = zρ˜n+1(z)+ τnρ˜∗n+1(z), with ρ˜n+1(z) = zρn(z)+ δ˜n+1ρ∗n (z). (5.13)
Here ρn(z) denotes as usual the nth monic Szegő polynomial for the measure µ.
Remark 5.5. If δn+1 ∈ C ∩D, then one can take δ˜n+1 = δn+1 and the above (n+2)-point Szegő–Lobatto quadrature formula
is actually an (n + 2)-point Szegő formula and the upper bounds valid for Szegő formulas can be used. Thus assume also
that δn+1 6∈ C ∩ D.
We are now in a position to state the following theorem.
Theorem 5.6. Assume as above that C is the circle with center c 6= ∞ and radius r 6= 0, given by (5.11), and the Schur parameter
δn+1 satisfies δn+1 6∈ C ∩ D 6= ∅. Moreover τn is given by (5.12) and ρ˜n+1 by (5.13). Let f be an analytic function on a domain
G ⊃ T with boundary Γ = ∂G. Set
K (n)1 :=
∥∥∥∥ |z|n+2(1− |z|2)|1+ τ nzρ˜n+1(z)/ρ˜∗n+1(z)|
∥∥∥∥
Γ∩D
,
K (n)2 :=
∥∥∥∥ |z|−n(|z|2 − 1)|1+ τnρ˜n+1(z)/(zρ˜∗n+1(z))|
∥∥∥∥
Γ∩E
,
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and Kn := max{K (n)1 , K (n)2 }. Then the approximation error Rn+2(f ) := Iµ(f ) − In+2(f ) for the the Szegő–Lobatto quadrature
satisfies
|Rn+2(f )| ≤ 2
[
`(Γ )
pi
Kn‖f (z)/z‖Γ + µ0En(f )
]
(5.14)
where `(Γ ) denotes the length of Γ and En(f ) the minimax error of f inΛ−n,n.
As an alternative to the upper bound (5.14) we can also give a more generic bound deduced from the recent paper [13].
Indeed from [13, Theorem 1], it holds that the following is true.
Theorem 5.7. Under the same assumptions as in Theorem 5.6, there exist positive numbers r and R such that r < 1 < R and so
that
|Rn+2(f )| ≤ 2µ0‖f ‖γr∪γR
(
rn+1
1− r2 +
R1−n
R2 − 1
)
(5.15)
where for α > 0, γα denotes the circle with radius α centered at the origin.
Remark 5.8. Theorem 1 in [13] was proved in a more general framework involving quadrature rules exactly integrating
certain rational functions with prescribed poles not on T. When all the poles collapse at the origin and infinity, the rational
functions become Laurent polynomials. The upper bound given in [13] is rather universal and essentially depending on the
domain of analyticity of f and the domain of validity of the quadrature rule. In our case, this domain isΛ−n,n.
In the rest of the section we will deal with some aspects related to convergence. For n > 2, we take two distinct points on
T depending on n, namely x(n)1 and x
(n)
2 and consider an n-point Szegő–Lobatto quadrature rule as previously defined for µ,
that is
In(f ) = A(n)1 f (x(n)1 )+ A(n)2 f (x(n)2 )+
n−2∑
j=1
λ
(n)
j f (z
(n)
j ) = Iµ(f ), ∀f ∈ Λ−(n−2),(n−2). (5.16)
Since the weights in (5.16) are positive and recalling that the sequence of minimax values En(f ) tends to zero, we can easily
prove, using standard arguments that the following holds.
Theorem 5.9. Let {In(f )}n>2 be a sequence of Szegő–Lobatto quadrature rules for a measure µ. Then limn→∞ In(f ) = Iµ(f ) for
any bounded function f integrable with respect to µ on T.
We are now interested in the estimation of the rate of convergence. That is in estimating lim supn→∞ |Rn(f )|1/n where Rn(f )
denotes the error for the nth rule, i.e., Rn(f ) = Iµ(f )− In(f ). Thus from (5.6) one can write
|Rn(f )| ≤ M(f )‖Fµ − Fn‖Γ (5.17)
withM = M(f ) a constant depending on f but independent of n and where we are assuming that f (z) is analytic in a region
G ⊃ T, Γ being its boundary. As usual Fµ(z) and Fn denote Herglotz–Riesz transforms, i.e.,
Fµ(z) := Iµ
(
t + z
t − z
)
and Fn(z) := In
(
t + z
t − z
)
, t = eiθ .
From (5.17) one sees that lim supn→∞ |Rn(f )|1/n ≤ lim supn→∞ ‖Fµ − Fn‖1/nΓ and consequently one needs to compute‖Fµ− Fn‖Γ . By Corollary 4.1, In(f ) is exact inΛ−p,q, where p and q are integers such that 0 ≤ p, q ≤ n−2 and p+q = n−1.
Thus from [14] one readily gets
Hn(z) := Fµ(z)− Fn(z) = 2z
p+1
Qn(z)
∫ pi
−pi
e−ipθQn(eiθ )
eiθ − z dµ(θ), ∀z 6∈ T. (5.18)
If we take p = n− 2, (i.e., q = 1), then
Hn(z) = 2z
n−1
Qn(z)
∫ pi
−pi
x−(n−2)Qn(x)
x− z dµ(θ), x = e
iθ . (5.19)
Here Qn(z) is the nodal polynomial associated with In(f ), i.e., Qn(z) = cn(z − x(n)1 )(z − x(n)2 )
∏n−2
j=1 (z − z(n)j ), cn 6= 0. From
(5.18) or (5.19)we see that in order to compute |Hn(z)|1/nweneed to study the behaviour of |Qn(z)|1/n for z 6∈ T and ‖Qn‖1/nT .
From Section 4 it is deduced that for each n, Qn(z) is a polynomial of degree n, para-orthogonal with respect to ameasure
µ˜(n). For each n = 3, 4, . . . let us denote by {ϕk,n}∞k=0 the sequence of orthogonal Szegő polynomials for the measure µ˜(n), so
that we canwrite Qn(z) = ϕn,n(z)+τnϕ∗n,n(z), τn ∈ T, n > 2. Nowmaking use of the results given in [15,16], and proceeding
as in [17], we deduce the following result.
Lemma 5.10. With the previous notation, it holds that
(1) limn→∞ |Qn(z)|1/n = |z|, uniformly on compact subsets of E
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Table 1
Center and radius of the circles defined in (5.11) for the Rogers–Szegő polynomialswith fixed nodes x1 = eipi/12 and x2 = e−ipi/20 , q = 0.5 and n = 6, 10, 14
and 20.
Nodes n Radius r Center c
6 0.977 0.185+ 0.095i
10 0.701 0.267+ 0.222i
14 1.971 −0.636− 0.790i
20 1.001 −0.075− 0.195i
(2) limn→∞ |Qn(z)|1/n = 1, uniformly on compact subsets of D
(3) limn→∞M
1/n
n = 1 where Mn = ‖Qn‖T = maxx∈T |Qn(x)|.
Thus by Lemma 5.10, (5.17), (5.19), and the fact that Hn(1/z) = −Hn(z), we can prove:
Theorem 5.11. Let {In(f )}∞n=3 be a sequence of Szegő–Lobatto rules and let f be an analytic function in a domain G ⊃ T, with
boundary Γ . Set Rn(f ) = Iµ(f )− In(f ). Then
lim sup
n→∞
|Rn(f )|1/n ≤ r < 1, r = max{r1, r2}
where r1 := max{|z| : z ∈ Γ ∩ D} and r2 := max{1/|z| : z ∈ Γ ∩ E}.
Remark 5.12. If we compare the estimates of the rate of convergence for a sequence of Szegő–Lobatto formulas as given in
Theorem 5.11 with the estimates of the rates of convergence for a sequence of Szegő rules (see e.g. [14]), then we see that
both coincide. Thus, as might be expected, fixing two nodes, does not affect the rate of convergence.
6. Numerical examples
Let us consider the absolutely continuous measure on [−pi, pi]dµ(θ) = ω(θ)dθ,where ω(θ) is given by:
ω(θ) := 1√
2pi log
(
1
q
) ∞∑
j=−∞
exp
−(θ − 2pi j)2
2pi log
(
1
q
)
 , q ∈ (0, 1).
This weight gives rise to the known family of Roger–Szegő polynomials.
An explicit expression for the corresponding monic polynomial is known (see [7]):
ρn(z) =

2k∑
j=0
(−1)j
[
2k
j
]
q
q
2k−j
2 z j, n = 2k,
2k+1∑
j=0
(−1)j
[
2k+ 1
2k+ 1− j
]
q
q
j
2 z j, n = 2k+ 1,
(6.1)
where[
n
j
]
q
:= (1− q
n−j+1)(1− qn−j+2) . . . (1− qn)
(1− q)(1− q2) . . . (1− qj) .
Moreover, a simple explicit formula for the moments in terms of the parameter q is also known (see [7] and also, [18]).
µk :=
∫ pi
−pi
e−ikθω(θ)dθ = q k22 , k ∈ Z. (6.2)
Let us fix the parameter q as q = 0.5, several values of the degree of the polynomial, say n = 6, 10, 14, 20 and the two fixed
points on T as x1 = eipi/12, and x2 = e−ipi/20.
In this case, since both inequalities a1 6= a2 and a1x1 6= a2x2, hold for {aj}2j=1 given by (5.10), it follows by [2] that we are
in the generic case. Consider the circle C of center c and radius r , so that C ∩ D 6= ∅ (see [2]). Then, the center c and radius
r in (5.11) are approximately given in Table 1.
We have drawn each circumference along with the unit circle. You can see it in Fig. 1.
According to Fig. 1, in each case, we have chosen the parameters δ˜n+1 ∈ C ∩ D and calculated, by formula (5.12), the
parameters τ ∈ T. The approximate results are displayed in Table 2.
Under these conditions, there exists an (n+ 2)-point Szegő–Lobatto quadrature formula,
In+2(f ) = A1f (x1)+ A2f (x2)+
n∑
j=1
λjf (zj),
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0.5
n = 6
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1
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n = 10
–1
–2
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–0.5
n = 20
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–1 –0.5 10.5
Fig. 1. The circles C(c, r) corresponding to the data of Table 1 are plotted in dashed lines, the unit circle in solid line.
Table 2
With the data of Table 1, the chosen parameter δ˜n+1 ∈ C ∩ D, and the corresponding τ ∈ T given by (5.12) are listed.
Nodes n δ˜n+1 τ
6 −0.864i 0.137+ 0.991i
10 0.869i 0.429− 0.903i
14 0.500+ 0.820i −0.533− 0.846i
20 0.803i −0.023− 1.000i
Table 3
The nodes andweights of Szegő–Lobatto formula with n = 6 free nodes and the two fixed nodes x1 = eipi/12 and x2 = e−ipi/20 considered before. The nodes
are plotted in the figure on the right. The prefixed nodes are indicated by circles, the other by stars.
Nodes Arg. nodes Weights
−0.875+0.484i 3.647e+00 0.475682e−02
−0.465−0.885i 2.055e+00 0.199333e−01
−0.101+0.995i 4.612e+00 0.509562e−01
0.300−0.954i −1.266e+00 0.110050e+00
0.601+0.799i 9.262e−01 0.182012e+00
0.833−0.556i −5.854e−01 0.228866e+00
0.966+0.259i 2.618e−01 0.273795e+00
0.988−0.156i −1.571e−01 0.129630e+00
so that the nodes (including both x1 and x2) are the zeros of the polynomial
Qn+2(z) = zρ˜n+1(z)+ τnρ˜∗n+1(z), with ρ˜n+1(z) = zρn(z)+ δ˜n+1ρ∗n (z),
where ρn(z) denotes the monic Roger–Szegő polynomial given by (6.1).
We have computed the nodes and weights for the corresponding Szegő–Lobatto quadrature formula for n = 6. The
results are given in Table 3.
Note that the fixed points on the unit circle:
x1 = eipi/12 ≈ 0.9659258262795216+ 0.258819045091053i
and
x2 = e−ipi/20 ≈ 0.9876883405917122− 0.15643446504697572i,
are now recovered as nodes in the quadrature formula.
As for the weights {λj}n+2j=1 ,which are all positive, they were calculated as follows. Since (see [19])
λj = 1
2Re{zjϕ∗n+1(zj)ϕ∗′n+1(zj)} − n|ϕ∗n+1(zj)|2
, j = 1, . . . , n+ 2,
962 A. Bultheel et al. / Journal of Computational and Applied Mathematics 231 (2009) 948–963
Table 4
The absolute errors and the error bounds for Szegő–Lobatto quadrature formulas applied to function f1 .
n Absolute error Error bound. (r = 0.57)
6 8.0136× 10−3 4.89949× 10−1
10 5.6092× 10−4 5.17190× 10−2
14 4.1999× 10−5 5.45946× 10−3
20 3.7410× 10−7 1.87240× 10−4
Table 5
The absolute errors and the error bounds for Szegő–Lobatto quadrature formulas applied to function f2 .
n Absolute error Error bound. (r = 0.2, R = 1.8)
6 3.33902× 10−3 6.96045× 10−1
10 2.33717× 10−4 6.62686× 10−2
14 1.74994× 10−5 6.31266× 10−3
20 1.55855× 10−7 1.85599× 10−4
Table 6
The absolute errors and the error bounds for Szegő–Lobatto quadrature formulas applied to function f3 .
n Absolute error Error bound. (R = 7)
6 6.79314× 10−5 2.71869× 10−3
10 7.49269× 10−9 1.11323× 10−6
where ϕ∗n+1(z) = cρ∗n+1(z),we can write λ−1j = |c|2λ∗j −1,with
λ∗j =
1
2Re{zjρ∗n+1(zj)ρ∗′n+1(zj)} − n|ρ∗n+1(zj)|2
, j = 1, . . . , n+ 2.
Therefore, it remains to determine the constant |c|2. But, since the quadrature formula is exact for f ≡ 1, and µ0 = 1 (see
(6.2)), it follows that |c|2 =∑n+2j=1 λ∗j .
Now, we have computed the Szegö–Lobatto quadrature formulas for the following three different choices of functions:
f1(z) = z
2 − 1
2iz(z − 0.5) , f2(z) =
z2 + 1
2z(z − 2) , f3(z) = e
z .
Note that f1 is analytic in G1 = {z : |z| ≥ r} k T,where 1 > r > 12 . The function f2 is analytic in G2 = {z : r ≤ |z| ≤ R} k T,
where 0 < r < 1 < R < 2. And for f3 in G3 = {z : |z| ≤ R} k T, for all R > 1.
The results are displayed in the following Tables 4–6. We have also included the upper bound given in formula (5.15).
For this purpose, we have considered the functions analytic in the domains above described for particular choices of r
and R.
The exact integral was calculated using the following equality, (see [18]) which allows us to pass from the unit circle to
an easily computable real integral:∫ pi
−pi
f (θ)ω(θ)dθ =
∫ ∞
−∞
f (x)γ (x)dx,
where ω(θ) is the Roger–Szegö weight function and γ (x) = (1/√2pi log 1/q)e −x
2
2pi log 1/q .
Note that the upper bounds are rough over-estimations of the error.
Remark 6.1. For the above computations we used the program Mathematica, which uses in its computation, 10 decimal
digits. Therefore, we got the exact result indeed up to machine precision for the functions f1 and f2. Also, for the function f3,
since with n = 10 we achieved the machine precision, we omitted the results for n = 14 and n = 20,which are similar to
the error given by n = 10.
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