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概 要
分散システムとは，複数の計算機をネットワーク接続するが，ユーザからはあ
たかも 1台の計算機を利用しているように見えるシステムである．現在では，広
域分散環境において大規模計算を実行するためによく使われる．
分散システムを設計する際には，透過性，耐故障性，拡張性，同期，処理の分散
などを考慮する必要がある．それゆえ，分散処理の記述は逐次処理の記述より一
般的に難易度が高い．分散処理は計算部分に加え，プロセス群の分散や通信プロ
トコルの設計と実装，同期処理など通信部分の記述が必要であり，負担が大きい．
通信機能が処理系に内包されれば，分散処理の記述は逐次処理とほぼ同じにな
ると考えられる．
LMNtal [19] は広域分散環境などの大規模計算から組み込み機器などの極小
計算までを簡潔かつ統一的に扱うことを目的とした言語である．LMNtalは多重
集合書換え言語の一種であり，細粒度の並行性を持っている点，膜によって多重
集合を構造化可能な点，膜が局所的な書換え規則（ルール）を持てる点，そして
ルールの集合（ルールセット）を移送可能な点などから広域分散環境に適した計
算モデルと言える．しかし，LMNtal言語自身の利点を引出す分散処理系の実装
方法は自明ではなく，正しくかつ効率的な方法は知られていない．
本研究は，Java版LMNtal逐次処理系 [9] を分散拡張することにより，分散処
理系を実現した．本研究は，LMNtal言語自身の機能を拡張する事なく，分散拡
張を実現した．その結果，同一の処理系で分散実行も逐次実行も同時にサポート
することが可能になった．ただし，計算の実行位置を指定するプラグマを導入す
る必要性から，表記法を一部変更し同機能を実現する構文を追加した．LMNtal
コンパイラは，追加された表記を認識するよう，これを変更した．処理系は通信
部分，ランタイム管理部分，追加した表記に対応する実装部分を実装した．
分散処理系において LMNtalプログラムが正しく広域分散環境にて実行される
事，及び逐次実行も可能である事を確認した．
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第1章 本研究の目的
分散システムとは，複数の計算機をネットワーク接続するが，ユーザからはあた
かも 1台の計算機を利用しているように見えるシステムである．現在では，広域
分散環境において大規模計算を実行するためによく使われる．
分散システムを設計する際には，透過性，耐故障性，拡張性，同期，処理の分散
などを考慮する必要がある．それゆえ，分散処理の記述は逐次処理の記述より一
般的に難易度が高い．分散処理は計算部分に加え，プロセス群の分散や通信プロ
トコルの設計と実装，同期処理など通信部分の記述が必要であり，負担が大きい．
通信機能が処理系に内包されれば，分散処理の記述は逐次処理とほぼ同じにな
ると考えられる．
同様の目標を持った他のアプローチ方法としては，Globus [7] やXgrid [11] な
どミドルウェアやライブラリによる分散化が数多く提案されている．しかし，ロ
ジック部分を分散対応にする作業が C++ 等一般的な手続き型言語では困難であ
り，結果的にプログラムの全面的な書換えが必要となる場合が多い．さらにはミ
ドルウェア間の互換性が無いため，対応プラットフォームや機能の面に不満があっ
たとき，乗換えるには再びプログラムの全面的な書換えが必要となる．
LMNtal [19] は広域分散環境などの大規模計算から組み込み機器などの極小
計算までを簡潔かつ統一的に扱うことを目的とした言語である．LMNtalは多重
集合書換え言語の一種であり，細粒度の並行性を持っている点，膜によって多重
集合を構造化可能な点，膜が局所的な書換え規則（ルール）を持てる点，そして
ルールの集合（ルールセット）を移送可能な点などから広域分散環境に適した計
算モデルと言える．しかし，LMNtal言語自身の利点を引出す分散処理系の実装
方法は自明ではなく，正しくかつ効率的な方法は知られていない．
グラフ書き換え言語の研究において広域分散処理を考慮したものはAGG [18]
分散化の研究 [17] が挙げられが，処理系は完成していない．現時点では，グラフ
書き換え言語で分散処理系の実装が完成しているものは発見できなかった．
また，現時点での LMNtal処理系はシングル・プロセッサのパーソナル・コン
ピュータ上での動作を目標とする逐次処理系に留まる．そこで，LMNtalにおけ
る大規模計算をサポートする LMNtal分散処理系を提案する．動作環境は広域分
散環境を想定する．
‘
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第2章 言語モデルLMNtalの概要
本章では，LMNtal言語及びその実装である逐次処理系の諸機能のうち，本研究
で特に重要である機能について延べる．
2.1 LMNtal言語の概要
言語モデル LMNtal(Linked Multisets of Nodes transformation language) [19]
とは，階層的グラフ構造の書換えに基づく並行言語モデルである．
LMNtalは，並行計算や多重集合書換えなどさまざまな計算パラダイムの統合
を目指して設計された．具体的には，以下を目指す：
• プロセス・メッセージ・データを統一的に扱う
• プロセス構造とデータ構造を統一的に扱う
• 循環しないデータ構造と循環するデータ構造とを統一的に扱う
• 非同期通信と同期通信を統一的に扱う
また，現在コンピューティング環境は広域分散環境に代表される極大規模への
対応と組込みに代表される極小規模への対応が同時に進んでいるが，どちらも既
存言語・処理系の adhoc拡張などでの対応が主流である．LMNtalは，極大環境
から極小環境までを統一的に扱う事も同時に目指す．
2.2 アトムとリンク
アトムは，LMntalのグラフ構造の基本ノードであり，アトム自身の名前と 0個
以上のリンクを持つ．リンクはアトムを 1対 1接続し，方向は持たない．アトム
名は英小文字から，リンク名は英大文字からはじめなければならない．
リンクはプロセス間の 1対 1通信路を表現するとともに，アトム間の隣接関係
も表現する．
自由リンクとは相手の存在しないリンクである．
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2.2 アトムとリンク 言語モデル LMNtalの概要
図 2.1: アトム・リンク・ルール・膜
L
aB C
a b
a
a(L) :- int(L) | b(L)
c
:-L L
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2.3 膜 言語モデル LMNtalの概要
2.3 膜
膜はプロセスをグループ化する機構であり，中括弧 {}を用いて表記される．
アトムの多重集合は膜で囲う事が可能であり，また，膜は膜を含む事が可能で
ある．
膜は膜を含むグラフ構造とルールを複数を持つことができる．すなわち，膜は
入れ子構造を成すことができる．この時，その膜に含まれる膜を子膜と呼び，子
膜を含む膜を親膜と呼ぶ．この時，ルールの集合をルールセットと呼ぶ．
子膜には親膜のルールは適用されるが，親膜には子膜のルールは適用されない．
全ての膜の先祖には，ある単一の膜が存在する．これをルート膜と呼ぶ．
2.4 ルール
LMNtalにおける計算とは，グラフ書き換えのことである．グラフ書き換え規
則のことを，ルールと呼ぶ．ルールは，プロセステンプレート T を記号 :- で接
続し表記する．
T :- T
この時， :- の左側プロセステンプレートを左辺と呼び，右側を右辺と呼ぶ．
一般的には，左辺は書き換えるプロセスがマッチすべきテンプレートを，右辺
は書き換え後のプロセスを指定する．
例えば下記プログラムはアトム aをアトム bに書き換えるルールと 1つのアト
ム aを生成する．この例では，アトム aが存在する膜内に「アトム aをアトム bに
書き換える」というルールが存在する．ルールが実行されると，アトム aがルー
ルにマッチし，ルールが適用されてアトム bに書き変わる．
a :- b. a.
このプログラムの実行結果は
b.
である．
2.5 ガード機構
ガードとはルール適用を制御する構文である．
ガードで指定された条件を満たす場合のみ，左辺が右辺に書き変わる．指定さ
れた条件が満たされない場合，書き変わらない．
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2.6 プロセス文脈とルール文脈 言語モデル LMNtalの概要
例えば下記プログラムは，アトム aから出ているリンクXの接続先が文字列ア
トムの場合に限り bに書換える．
a(X) :- string(X) | b(X). a("hoge"). a(1). a.
このプログラムの実行結果は
b("hoge"). a(1). a.
である．
アトム a(1) は接続先が整数のため，また，アトム aは接続先が存在しないた
めルールは適用されない．
2.6 プロセス文脈とルール文脈
ルール文脈@pはルール文脈が書かれた膜内に存在するすべてのルールにマッチ
する．子膜内および親膜内のルールにはマッチしない．この構文はルールの移動
やコピーなど用いる．
たとえば，この実行例では子膜内にあるルール a :- b を現在の膜に移動す
る．現在の膜にはアトム aが存在するので，ルールが適用され，アトム bが生成
される．
# {@p}:-@p. a. {a:-b}.
a, {@613}, @614
==>
a, @614, @613
==>
b, @614, @613
プロセス文脈 $pとは，ルールに明示的に記述されている”以外のモノ”にマッ
チする構文である．使用例としては，膜の中身の移動やコピーなどが挙げられる．
左辺と右辺に出現するプロセス文脈数が同一な線形プロセス文脈と，不同な非
線形プロセス文脈が存在する．線形プロセス文脈は一般的に移動に用いられ，非
線形プロセス文脈は一般的にコピーや廃棄に用いられる．
この実行例では子膜の中身を親膜へ移動している．全ての子膜が空になった時
点で実行が終了する．
5
2.6 プロセス文脈とルール文脈 言語モデル LMNtalの概要
# {$p[]} :-$p[]. {{{a}}}.
{{{a}}}, @631
==>
{{a}}, @631
==>
{a}, @631
==>
a, @631
この実行例では子膜の中身を親膜へ移動すると同時にコピーする．全ての子膜
が空になった時点で実行が終了する．
# {$p[]} :-$p[],$p[]. {{{a}}}
{{{a}}}, @629
==>
{{a}}, {{a}}, @629
==>
{{a}}, {a}, {a}, @629
==>
{a}, {a}, {a}, {a}, @629
==>
a, a, {a}, {a}, {a}, @629
==>
a, a, a, a, {a}, {a}, @629
==>
a, a, a, a, a, a, {a}, @629
==>
a, a, a, a, a, a, a, a, @629
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第3章 逐次処理系の概要
LMNtal処理系はシングル・プロセッサを塔載するパーソナル・コンピュータ環
境に対応する Java版逐次処理系 [22, 9, 14, 13] が開発され，配布中である1．極
小環境への対応は矢島2 らによるロボット制御基盤 Eyebot [2] 用C版処理系の実
装が進められており，極大環境への対応は本研究によって行われた．
逐次処理系は，LMNtalソースコードを中間命令に変換するコンパイラと，そ
れを解釈実行するランタイムから構成される．
実行とは与えられたルールにマッチするグラフ構造を探し出し（マッチング），
ルールを適用し，グラフ構造を書き換えること（ボディ実行）である．また，ルー
ルを適用する条件を記述するガード機構も実装されている．
LMNtalの実行は膜を単位として行われる．膜内にルールセット及びグラフ構
造が格納されている構造のため，膜を実行の範囲とするのは自然である．このと
き，ルールを適用するスレッドをルールスレッドを呼ぶ．実質的には，ルールス
レッドが計算主体と言える．
逐次処理系は，設計段階で既に分散・並列処理を意識し，同一ホスト内の複数
の計算主体による並行処理を実現している．それは後述する自由リンク管理アト
ム，ロック機構，非同期実行などの機能によって実現された．
3.1 中間命令
中間命令は LMNtalランタイム上で解釈実行される逐次命令セットである．こ
れはルールをコンパイルする事により生成され，当該ルールの適用とはそのルー
ルに対応する中間命令列を実行する事である．
中間命令はマッチングに用いるマッチング命令とグラフ書換えに用いるボディ
命令が存在する．
マッチングとは，どのプロセスがルール左辺とマッチするかを探す行為の事を
意味し，ボディ実行とはマッチングによって探し出されたプロセスはルール右辺
に置き換える行為の事を意味する．
中間命令の一部を示す：
1http://www.ueda.info.waseda.ac.jp/lmntal/
2yajima@ueda.info.waseda.ac.jp
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3.2 ロック機構 逐次処理系の概要
図 3.1: ロック範囲
:- $p :- $p
マッチング命令（抜粋）
LOCK 膜をロック
FINDATOM アトムを探す
DEREF リンクをたどる
ボディ命令（抜粋）
NEWATOM アトムの新規作成
NEWMEM 膜の新規作成
NEWLINK リンクの新規作成
3.2 ロック機構
グラフ構造が複数の計算主体によって書き換えられている場合，書換え途中で
の他ルール適用を防止するために対象となるグラフ構造をロックする必要がある．
逐次処理系は，膜を単位とするロック機構を備え，書き換え対象となるグラフ
構造を含む膜全体をロックする．このため，分散化する際のロック処理に関して，
拡張は不要である．
例えば，図 3.1 の上部のルールを適用する場合のロック範囲は図 3.1 下部赤い
範囲である．なお，線型プロセス文脈（$）を含むルール場合は，他スレッドが
書き換え途中でも問題無い．
3.2.1 自由リンク管理アトム
膜を横切るリンクを含むグラフ構造の書換えは，自由リンク管理アトムを間に
狭むものとして実装されている．
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3.3 ルート膜・ランタイム・タスク 逐次処理系の概要
図 3.2: 自由リンク管理アトム
atom1
atom2
: 自由リンク管理アトム
inside_proxy
outside_proxy
inside_proxy
自由リンク管理アトムが存在しない状況においては，マッチングでリンク先の
アトムが他の膜にある場合，その膜をロックする必要がある．これはデッドロッ
クを発生させる事が判明したため，自由リンク管理アトムが提案され，実装され
た [22] ．
自由リンク管理アトムは，膜の内側に位置する inside proxy 及び膜の外側に位
置する outside proxy の 2種類がある（図 3.2 ）．これはリンクの張り直しをロッ
ク取得無しで実現するためである．
このため，通常のアトムのリンク先は常に膜内に存在する事になり，リンクを
つなぎかえる必要がある場合のロック処理が簡略化できる．
リンクをつなぎかえる必要がある場合のロック処理の詳細についてはは文献 [22]
を参照されたい．
3.3 ルート膜・ランタイム・タスク
逐次処理系において，LMNtalプログラムの実行は膜を単位として行われる．こ
のとき，最も外側の膜をルート膜と呼ぶ．
複数の膜を同時を実行可能にするために，タスクとランタイムが導入された．
ルート膜をちょうど 1つ管理する計算主体のことを，タスクと呼ぶ．タスクは，
他タスクによって管理される膜を除く，ルート膜内の全ての膜を管理する．膜は，
ちょうど 1つのタスクにより管理される．
メモリ空間を共有し，同じ実行時データを読み書きするタスクの集合をランタ
イムと呼ぶ．逐次処理系においてランタイムの実体は，1つのUNIXプロセスで
ある．
ランタイムは，複数のタスクを管理する．タスクは，ちょうど 1つのランタイ
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3.4 膜主導テストとアトム主導テスト 逐次処理系の概要
ムにより管理される．
3.4 膜主導テストとアトム主導テスト
ルールを適用する際，適用可能なルールを検索する方法として膜主導テストと
アトム主導テストが実装されている [22]．
膜主導テストはある膜をロックした後，その膜内にあるルールを 1つ選び，そ
れが適用可能かどうか調べ，適用可能ならば適用する．これを膜内にある全ルー
ルに対して行う方式である．
アトム主導テストとは，ある膜に存在するアトムから 1つを選び，それにルー
ルが適用可能かどうかを調べ，それをその膜にある全てのアトムに対して行う方
式である．しかし，consなどはアトムは個数も適用可能なルールが多いため，効
率が悪くなる．効率を向上するため，ルールに関連付けられたアトムをアクティ
ブアトムと呼び，アクティブアトムのみをテストする．
一般的にはアトム主導テストが高速であるが [13]，アトムの無いルール
{ { } } :- { }.
などアトム主導テストでは適用できないルールが存在する．
従って，逐次処理系ではアトム主導テストを実施した後で膜主導テストを行い，
実行の正しさと実行効率の両立を実現した．
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第4章 関連研究
本章では，言語機能や処理系を拡張する事により分散処理に対応する方式に関す
る研究について述べる．
それぞれ通信手段，モビリティ，局所化機構については表 4.1 にまとめた．
Subjectiveなモビリティとは，計算主体自身が能動的に移動するという意味で
あり，Objectiveなモビリティとは，管理者が存在し，管理者が計算主体の移動を
制御する．一般的には，Objectiveなモビリティはセキュリティが高い．
手続き型言語の分散処理ライブラリ・フレームワークに関する研究については，
ロジック部分の変更を迫られるという意味において本研究と関連が薄いので省略
する．本研究は，ロジック部分の変更を最小限に抑える分散プログラミング環境
の確立を目指している．
4.1 論理型言語の分散化
4.1.1 分散言語処理系DKLIC
並行論理型言語KL1 [24] の分散処理系DKLIC [23] では，物理的な計算機間の
ネットワーク通信を分散論理変数による述語間の通信にマッピングし，遠隔述語
移送機能を実現する事によって分散処理を実現した．
しかし DKLICでは分散論理変数を局所化する仕組みがなかったため, 分散論
理変数を用いた通信を実装するにあたって，不要な中継者の排除を行う中継排除
の仕組みを処理系が提供しなければならなかった．そのために，分散プロトコル
の設計と実装が必要となり，さらには自分が不要な中継者となったかどうか処理
系が複雑になるという問題点があった．
4.1.2 Mozart
本発表と同様の分散化モデルの実現を目指した言語としては，Oz [16] 及びOz
分散化の研究 [10] およびその実装であるMozart [20] が挙げられる．
Mozartでは，siteと呼ばれる局所化の方法があるが，LMNtalにおける膜と異
なり，もっぱら分散処理を記述する用途に用いられる．
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4.2 π計算の分散拡張 関連研究
4.1.3 Mobile Ambients
本発表と同様の分散化モデルの実現を目指した言語としては，Mobile Ambients
[4] の分散実装 [8]，が挙げられる．
これは，Ambient計算をThe Join Calculusに変換し，それをThe Join Calculus
のOcamlで書かれた処理系である Jocaml上で実行する．
Mobile Ambients の分散実装では，プログラミング手法があまり知られていな
いこと，そしてAmbient計算上での高級言語の設計方法が知られていない．
Mobile Ambientsのセキュリティを意識した分散拡張としては，Boxed Ambi-
ents [3] が挙げられる．Boxed Ambientsでは，Ambient計算の Openを禁止し，
プロセス移送を実現するためのロケーション構文を用意した．
また，文献 [21] はAmbient計算に対し，LMNtalにおける膜に相当する sealと
呼ばれる構文を導入し，エージェントが sealの外部に及ぼす影響を制御するサン
ドボックスモデルを提案しており，参考になる．
4.2 π計算の分散拡張
4.2.1 Seal Calculus
Seal Calculus [5]はπ計算に Sealと呼ばれる局所化機構を導入したものである．
Sealは LMNtalにおける膜によく似ている．
sealは階層構造を成せ，保護ドメインも sealで実現できる．
symmetric & objective なプロセス移送エージェント複製，廃棄保護ドメイン
ただし実装は大変であり，Java言語での実装例として JavaSeal2 [1] が挙げら
れるが，ハードウェア資源の管理にまで踏み込むために仮想オペレーティング・
システムの実装を行うなど複雑な構造となっている．
4.3 グラフ書換え型言語の分散化
4.3.1 The Attributed Graph Grammar System
グラフ書換え型言語の分散化では，AGG [18] 1 分散化の研究 [17]が挙げられる．
AGGは属性付きグラフ書き換え言語である．グラフの要素にラベル（型）を
付加する事が可能である．グラフの要素には属性を記述する事が可能であり，例
えば name（名前）という属性により名付けが可能となる．
AGGの分散化ではロケーションという属性を付加する事により位置を管理す
る．従って，LMNtalにおける膜のような計算を局所化する機能が無い．
1http://tfs.cs.tu-berlin.de/agg/
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4.3 グラフ書換え型言語の分散化 関連研究
図 4.1: 関連研究の比較
AGGはグラフ構造が分散環境にそのまま存在している状態を書き換える方法
を設計し検証したが，実装は完成していない．
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第5章 LMNtalらしい分散モデル
LMNtalは分散処理の記述に向いた言語である．これは，膜にルールセット及び
グラフ構造が同時に含まれており，膜を単位として計算が局所化されていること
と同時にそれゆえ計算の移送が可能であるということから言える．
計算の主従関係を膜の階層構造で表現するプログラミング技法は LMNtalプロ
グラムの記述では一般的である．
例えばチャットプログラムは図 5.2のように書かれる．この文字列表現は図 5.1
になる．
しかし，LMNtalの特色を生かす分散モデルは自明ではない．
LMNtalの特色は，膜の入れ子構造によって計算を局所化可能な点にあり，局
所化した計算を遠隔ノード上で実行するのは自然な発想であるが，局所化の範囲
が問題となる．
ここでは，物理的資源と膜の対応に関して，本研究が採用した方式と没にした
方式「上田研膜モデル」について述べる．
5.1 本研究の方式
本方式では，膜と物理的な資源を弱く対応付ける．
プログラマは膜と物理的な資源をその物理ホストを上限として自由に設定で
きる．
すなわち，複数の物理ホストをまたがる単一の膜は記述できない．そのような
膜を記述する場合はその物理ホストを示す膜を台数分用意し，それらを子膜とし
て持つ膜を定義する．
処理系は，プログラマが指定する物理ホスト上にある膜の「代理膜」を作成し，
その代理膜は他の膜と同じように操作され，その操作はメッセージに変換され，
遠隔ホスト上にある実体（グラフ構造）が書き変わる．
例えば，上田研究室 LAN内にあるホスト banon, crottin, brie の表現の一例は
図 5.3 になる．図 5.3 では，banonに crottinの代理膜があり，さらにその子膜と
して brieの代理膜が存在する．同時に brieには banonの代理膜が存在する．
プログラマは単一計算機上での多数の膜による動作と，複数の計算機による同
じ膜数の動作は同じに見える．従って，膜の階層構造を物理的な計算機にマッピ
ングする手法は LMNtalプログラマにとって自然である．
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5.1 本研究の方式 LMNtalらしい分散モデル
##クライアント
{client1. c(in,["d11","d12","d13","d14"],C1). }.
{client2. c(in,["d21","d22","d23","d24"],C2). }.
##サーバ
{server. c(I1,O1,C1). c(I2,O2,C2).
merge(I1,I2,S). cp(S,O1,O2). }.
#通信処理
{c(I1,[D|O1],C),$p1[I1,O1|*V1],@p1},
{c(I2,O2,C),$p2[I2,O2|*V2],@p2}
:- string(D) | {c(I1,O1,C),$p1[I1,O1|*V1],@p1},
{c(II2,O2,C),I2=[D|II2],$p2[I2,O2|*V2],@p2}.
図 5.1: 逐次版チャットプログラム
図 5.2: 逐次版チャットプログラム模式図
{c(I1,[D|O1],C),$p1[I1,O1|*V1],@p1}, {c(I2,O2,C),$p2[I2,O2|*V2],@p2} :- 
string(D) | {c(I1,O1,C),$p1[I1,O1|*V1],@p1}, {c(II2,O2,C),I2=[D|II2],$p2[I2,O2|*V2],@p2}.
client1
c
in ["d11","d12",
"d13","d14"]
server
c c
merge cp
O=merge([D|I1],I2) :- O=[D|merge(I1,I2)].
O=merge(I1,[D|I2]) :- O=[D|merge(I1,I2)].
cp([D|I],O1,O2) :- unary(D) | O1=[D|OO1], O2=[D|OO2], cp(I,OO1,OO2).
I1
I2O2O1
S
client2
c
in ["d21","d22",
"d23","d24"]
C1 C2
15
5.2 没案：上田研膜モデル LMNtalらしい分散モデル
図 5.3: 本方式のモデル
banon
brie
crottin
本方式では，膜を用いてプログラムを記述しておけば，膜を実行するホスト名
の指定をプログラム中に付加するのみで広域分散環境にて動作し，分散処理に関
する専門的な知識が不要になる．例えば，チャットプログラム（図 5.1）の分散版
は図 5.4と記述できる．この場合，“クライアント膜”が存在するホストがローカ
ルホストから nodeA, nodeBになっている．
これは，膜を遠隔ノードにマッピングし，膜を操作する事によって遠隔ノード
を操作する概念である．
5.2 没案：上田研膜モデル
これはハードウェアの物理的な構造を膜に強く対応付け，ネットワークトポロ
ジをグラフ構造で表現するモデルである．
例えば，上田研究室 LAN内にあるホスト banon, crottin, brie の表現は図 5.5
になる．
1つのホストは 1つの膜に対応付けられ，分散処理はその膜への出入りとして
表現される．
LMNtalは広域計算のみではなく，組み込み機器などの極小計算での応用も同
時に目指している．組み込み機器では，デバイスの制御に膜を用いる事が構想さ
れている．あるデバイスと膜が強く対応付けられ，そのデバイスの出力がアトム
として生成されるという構想である．仮にこの構想が実現された場合，上田研膜
モデルでは広域分散処理と組み込み機器のプログラミング技法が同一になるとい
う利点がある．
しかし，本方式で採用したモデルを用いると上田研膜モデルはシミュレート可
能であり，例えば図 5.5 は表現可能である．しかし，上田研膜モデルでは図 5.3
は表現できない．
すなわち，上田研膜モデルは本方式モデルにより制限を加えたモデルであり，
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5.2 没案：上田研膜モデル LMNtalらしい分散モデル
##クライアント
{client1. c(in,["d11","d12","d13","d14"],C1).
}@"nodeA". //nodeAが参加する
{client2. c(in,["d21","d22","d23","d24"],C2).
}@"nodeB". //nodeBが参加する
##サーバ
{server.//自分自身はサーバ
c(I1,O1,C1). c(I2,O2,C2). merge(I1,I2,S).
cp(S,O1,O2). }.
#通信処理
{c(I1,[D|O1],C),$p1[I1,O1|*V1],@p1},
{c(I2,O2,C),$p2[I2,O2|*V2],@p2}
:- string(D) | {c(I1,O1,C),$p1[I1,O1|*V1],@p1},
{c(II2,O2,C),I2=[D|II2],$p2[I2,O2|*V2],@p2}.
図 5.4: 分散版チャットプログラム
図 5.5: 上田研膜モデル
The Internet
banon crottin brie
The Internet
ueda.info.waseda.ac.jp
banon crottin
brie
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5.2 没案：上田研膜モデル LMNtalらしい分散モデル
表現の幅が狭まるうえに，本方式モデルにより表現可能である．したがって，上
田研膜モデルは廃案となった．
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第6章 実行位置の表記法
分散処理を記述するにあたって，プログラマが計算の実行される位置の制御を欲っ
するのは自然である．
本研究では，膜に実行位置を示すプラグマ @を付加する事により LMNtal言語
の構文を拡張する事なくこれを実現した．膜に追加するプラグマは，処理系独自
の機能である．
プログラマは，遠隔ホストに依頼したい計算を膜で包み，プラグマ "hostname"
を用い解決可能なDNSホスト名あるいは IPアドレスを付加する．この場合，膜
はホスト hostname に作成・実行する事が可能になる．
例えば，アトム aがローカルホストにあった場合にアトム bをホスト banon に
作成する，というルールはこのように記述できる：
a :- {b}@"banon".
なお，ホストの識別にはDNSを用いる．
6.1 位置指定プラグマ @
位置指定プラグマ@の意味について述べる．
位置指定プラグマ@は膜に付加され，付加された膜は遠隔ホスト上に作成される．
プラグマ付きの膜内にある資源，すなわちアトム・リンク・子膜・ルールセッ
トは全て遠隔ホスト上に作成・転送される．
プログラマは，プラグマ@を用いる事により，その膜が生成・存在するホストを
制御できる．この時，その膜を生成するホストを指定する構文は"ホスト名" で
ある．例えば，
{ a1, a2(L1), {a3(L1)} }@"nodeA"
の場合，アトムや子孫膜は全てホスト nodeA上に生成される．
@付きの膜は，LMNtal言語上は通常の膜と同じ扱いである．分散処理系独自の
機能として，@を膜に拡張情報を付加するプラグマとして扱い，その拡張情報の
なかに位置情報を埋め込めるようにした．LMNtal言語上では，その拡張情報は
ガードとして扱う．
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nodeA
localhost nodeB
a1
a2
a3
図 6.1: a1 ,{a2 ,{a3} "nodeB" }"nodeA" 模式図
@ は階層構造を成せる．次のプログラムではローカルホスト上で実行したプロ
グラムが nodeB内に nodeAの子膜を生成する．図 6.1 は次のプログラムを可視
化したものである．
a1, {a2, {a3}@"nodeB" }@"nodeA".
プラグマ付き膜が入れ子，すなわちプラグマ付き膜内の子膜としてプラグマ付
き膜が存在する場合は，その子膜以外が作成・転送される．上記例では，アトム
a3を含む膜のみが nodeB上に作成され，アトム a2を含む膜は nodeA上に生成さ
れ，アトム a1を含む膜はローカルホスト上に生成される．
6.2 @R
ルール内に @R を指定した場合，これはその膜が動作しているランタイムを意
味する．
本処理系では，1つのプログラム上で遠隔ホストを利用する場合，各ホストに
つきスレーブランタイムは 1つである．複数のユーザが同時にあるホストを利用
する場合，そのホストにスレーブランタイムは複数起動するが，1人のユーザが
使用できるランタイムはホストにつき 1つである．
ルール左辺に @Rを指定した場合，これはそのホスト上にあるランタイムにマッ
チする．
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ルール右辺 @R を指定した場合，指定されたホスト上にあるランタイム内に膜
が作成される．
左辺，右辺，両辺に @R が出現する場合の意味は以下の通りである：
{} :- {}@R ホスト R上にあるランタイム内に膜を作成する．
ホスト R上にランタイムが存在しない場合は作成する．
{}@R :- {}@R ランタイムの継承を意味する．左辺のホスト Rにあるラ
ンタイ
ムが再利用される．
{}@R :- {} ローカルホスト上に膜を新規作成する（ホスト Rにある
ランタイ
ムは破棄する）
例えば，プログラム
a.
a :- {b}@"hostA". ※ルール 1
{b}@R :- {c}@R. ※ルール 2
{c}@R :- {d}. ※ルール 3
を実行した場合，
まずルール 1にマッチし，ホスト hostA上に新規ランタイムが作成され，アト
ム bを含む膜が作成される．次にルール 2がマッチし，ホスト hostA上にあるラ
ンタイム内のアトム bを含む膜がマッチし，ホスト hostA上にあるランタイム内
にアトム cを含む膜が作成される．次にルール 3がマッチし，ローカルホスト上
のランタイムにアトム dを含む膜が作成される．ホスト hostA上のランタイム内
の膜は，破棄される．
具体的な動作結果は，第 10.3 章を参照されたい．
6.3 @のコンパイル
@付きの膜を持つルールはガード付きのルールとして解釈する．
@付きの膜をコンパイルする際，分散処理系はコンパイル前にガードへの変換
を行う．
この際，LMNtal言語上において，変換前の@付きの膜を用いた構文と変換後の
ガードを用いた構文は等価である．
a :- {b}"nodeA" の変換例を示す：
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図 6.2: a :- {b} "nodeA" のガード・ボディ実行命令列
--guard:L100:
spec [2, 3]
allocatom [2, nodeA_1]
connectruntime [2]
jump [L101, [0], [1, 2], []]
--body:L101:
spec [3, 5]
commit [( a :- "nodeA"($_1) connectRuntime($_1) | { b }@$_1 )]
dequeueatom [1]
removeatom [1, 0, a_0]
newroot [3, 0, 2]
newatom [4, 3, b_0]
enqueueatom [4]
freeatom [1]
freeatom [2]
unlockmem [3]
proceed []
a :- "nodeA"($_1) connectRuntime($_1) | { b }@$_1
ルール左辺と右辺に位置指定プラグマ@付きの膜が存在する場合，ルール左辺
は遠隔ノード上に存在する可能性があるが，これの内部命令はローカル側に存在
する場合と同一である．
ルール右辺に@構文が存在する場合，内部的には，遠隔ノード上に新規に膜を
生成する内部命令が実行される（図 6.2 参照）．逐次版は図 6.3 である．
ガード connectRuntime及びボディ命令は遠隔ホストへの通信に変換され，遠
隔ホストにおいては通信を再び逐次的な操作に変換される．詳細は，第 9.3 節を
参照されたい．
この際，遠隔ホストへの接続に失敗した場合は，ガード不成立という意味にな
る．これは他のガード不成立の場合と同様に，ルールは適用されない．
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図 6.3: a :- {b} のガード・ボディ実行命令列
--guard:L100:
spec [2, 2]
jump [L101, [0], [1], []]
--body:L101:
spec [2, 4]
commit [( a :- { b } )]
dequeueatom [1]
removeatom [1, 0, a_0]
newmem [2, 0]
newatom [3, 2, b_0]
enqueueatom [3]
freeatom [1]
proceed []
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第7章 分散処理系の概要
本章では，本研究によって実現された分散処理系の概要について述べる．
分散処理系は，逐次処理系の分散拡張によって実現された．LMNtal言語の実
行部分，例えばリンクの張り替えやアトムの生成などは逐次処理系をほぼ流用で
きた．
分散処理系で実現されたのは，
• 通信機構
• ID管理機構
• キャッシュ機構
• メッセージ機構
である．
ランタイム内の通信は Javaメソッド呼出しによって，同一ホスト内にあるラ
ンタイム間の通信はデーモン経由のソケット通信によって，ホスト間はデーモン
同士がソケット通信によって実現される．通信機構の詳細については第 9 章を参
照されたい．
分散処理系は，通信に ID必要な ID 及び IDと実物の対応表を管理する ID管
理機構を備えている．詳細については第 9 章を参照されたい．
逐次処理系は既に膜を単位とする，複数計算主体（ランタイム）による並行実
行を実現していた．分散処理系を設計するにあたっては，それに着目し，逐次処
理系が行う計算処理を流用した．
分散処理系は，遠隔ホスト上のランタイムでの実行を指定された膜の実体を遠
隔ホスト上のランタイムに生成する．ローカルホスト上ではその代理膜を作成し，
それを操作する事により計算を行う．代理膜についての詳細は第 8 章を参照され
たい．
分散処理系において計算を実行する主体はランタイムである．
計算を開始する主体，すなわちローカルホスト上にあるランタイムをマスタラ
ンタイムと呼ぶ．マスタランタイムが自ランタイム内に遠隔ノード上にあるラン
タイムの代理を生成し，それに対応するランタイムを遠隔ホスト上に生成するが，
このランタイムをスレーブランタイムと呼ぶ．このとき，この 2つのランタイム
をまとめてランタイムグループと呼ぶ．なお，スレーブランタイムは各ランタイ
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7.1 耐故障性 分散処理系の概要
ムグループ内のホストにつき 1つのみ作成される．ランタイムグループは，全世
界で一意な IDを持つ．ランタイムグループは 1つのマスタランタイムと 0個以
上のスレーブランタイムからなる．あるランタイムに対応するランタイムグルー
プは 1つである．
7.1 耐故障性
一般的に広域分散環境では，ホストの信頼性は低く，ホスト故障は前提として
考慮しなければならない．
本処理系においては，遠隔ホスト上のグラフ構造書き換えを伴うルールの実行
を開始する際に必ず生存を確認する．生存の確認に失敗した場合，ルールは適用
されない．
しかし，ルール適用開始時に生存しており，ルール適用中に故障する場合につ
いては，これをサポートしない．
耐故障性の向上については今後の課題である．第 11.2.1 章を参照されたい．
7.2 セキュリティ
本研究の処理系では，遠隔ホスト上に分散処理専用のランタイムを起動する．
そのため，遠隔ホスト上の他のランタイム（膜）に影響を及ぼす事はできない．
また，LMNtalランタイムの実体は Javaプロセスであり，遠隔ホスト上に及ぼ
す影響は遠隔ホストのオペレーティング・システム及び Java実行環境に依存する．
現時点では，任意の遠隔ホスト上にランタイム（膜）を生成し，任意のルール
の適用を開始する事ができる．
セキュリティについての詳しい議論は第 11.2.2 章を参照されたい．
7.3 本研究が提供すべきではない機能
分散処理系では，膜にプラグマ @を付加する事により実行位置を指定する．例
えばホスト hostAでの実行を意図する場合は"hostA" と記述する．
このとき，ネーミングサービス，すなわちホスト名の指定以上の機能を意図す
る場合について本処理系はサポートしない．
例えば，サーバ群 serversにホストが n台あり，DNSラウンドロビンのように
使用するホストを決定したい場合は，そのような機能を持つ LMNtalモジュール
を記述するべきである．
または，全世界にあるホストから特定の機能を提供する膜を検索するというよ
うなサービスも，言語機能とは関係が無いうえに LMNtalらしいネーミングサー
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ビスとは何かを研究する必要があり，本研究の範囲外であると言える．
セキュリティについては，個別のポリシを言語及び処理系に組込むと自由度が
減少する．よってサポートしない．セキュリティについての詳しい議論は第 11.2.2
章を参照されたい．
また，分散処理では負荷分散や実行効率の向上を目的とした処理のスケジュー
リング・アルゴリズムの研究が盛んであるが，本研究はこれを対象をしない．
7.4 本実装の制限
本研究では以下の分散環境を想定した．
• 悪意あるホスト・ユーザは存在しない（第 11.2.2 章参照）
• 全ホストは到達可能
• 全ホストのDNSは正しく設定されている（第 9.5.4 章参照）
• 通信は不安定，遅延あり，追い越しなし．
• ホストは故障する（第 11.2.1 章参照）
なお，この分散環境は文献 [6] が指摘するようにある程度の理想化がされてい
る．それぞれ現実と離れた部分は第 11 章にある議論を参照されたい．
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第8章 遠隔ホストの代理
遠隔ホスト上のランタイムでの実行を指定された膜は，その実体が遠隔ホスト上
のランタイムに存在するが，ローカルホスト上ではその代理膜を作成し，それを
操作する事により計算を行う．
本章では，遠隔ホストの代理を実現している仕組みについて述べる．
8.1 概要
本研究の分散処理系では，実行部分は逐次処理系そのままである．
遠隔ホスト上に存在する膜は，その代理膜をローカルホスト上に作成し，実行
部分はその代理膜を操作する．
代理膜と通常の膜の操作体系1は同一である．通常の膜ではそのまま膜内のグ
ラフ構造が書き換えられるが，代理膜では実行内容が分散用メッセージに変換さ
れ，遠隔ホストに送られる．遠隔ホストでは，受け取った分散用メッセージを実
行し，遠隔ホスト上にある実体 (膜)のグラフ構造を書き換える．
遠隔ホストにある膜の実体を「実体膜」と呼び，ローカルホストにある代理膜
を「代理膜」と呼ぶ．
LMNtalプログラムを逐次的に処理する場合は，膜 (Membraneオブジェクト)
はタスク (Taskオブジェクト)によって管理され，タスクはランタイム (LocalLM-
NtalRuntimeオブジェクト) によって管理されていた．それぞれに対応する代理
膜 (RemoteMembraneオブジェクト)，代理タスク (RemoteTaskオブジェクト)，
代理ランタイム (RemoteLMNtalRuntimeオブジェクト)を設計・実装した．
代理ランタイムは，遠隔ホスト上にあるランタイムの代理として動作する．ラ
ンタイムはタスクを管理し，タスクが膜を管理するという逐次処理系の構造を，
それぞれ代理ランタイム・代理タスク・代理膜で実現している．
擬似タスクとは，ルート膜を持たない代理タスクの事である．擬似膜とは，親
膜を持たない代理膜の事である．擬似膜は擬似タスクが管理する．
擬似膜は，遠隔ホスト上において膜を新規作成する場合に用いられる．膜を新
規作成する場合は，ルート膜以外では親膜が必要であるが遠隔ホスト上において
は親膜がローカルホストにあるため，仮の擬似膜を作成する．
1Javaのメソッド名や引数のことである
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代理膜は，通常の膜と同じ操作体系を提供し，操作 (Javaメソッド呼び出し)を
分散用メッセージに変換し実体膜が存在する遠隔ホストへ送付する．
例えば，通常の膜でアトムを新規作成する場合は，public Atom newAtom(Functor func)
メソッドを呼出す．代理膜でも，同様に public Atom newAtom(Functor func)
メソッドを呼出す．これは分散用命令NEWATOMに変換され，NEWATOM命
令が実体膜が存在する遠隔ホストへ送付され，実体膜にアトムが生成される．
8.1.1 制限
代理膜によって遠隔ホスト上の実体膜を操作する方式によって制限されるのは，
作成できる膜の規模である．
この方式では，ランタイムをまたがる単一の膜は定義できない．すなわち，ホ
ストをまたがる単一の膜は定義できない．各ホストにつき，最低一つのルート膜
が定義されてしまう．このような処理は，各ホストにあるルート膜を子膜として
持つ親膜を定義すれば可能である．
8.2 RemoteMembraneクラス仕様
8.2.1 フィールド
• String globalid
その膜の IDを保持する
• boolean fUnlockDeferred
仮ロック状態か否か．仮ロック状態とは，リモートホストではロックされて
いるとみなし，ローカルホストではロックが開放されているとみなす状態．
8.2.2 メソッド詳細
コンストラクタ
• public RemoteMembrane(RemoteTask task, AbstractMembrane parent)
コンストラクタ．globalidは初期化しない．
• public RemoteMembrane(RemoteTask task, RemoteMembrane parent, String
remoteid)
コンストラクタ．
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• protected RemoteMembrane(RemoteTask task)
親膜を持たない膜を作成する．RemoteLMNtalRuntime.createPsuedoMembrane()
専用．
情報の取得
• public String getGlobalMemID()
globalidを返す．
• String getAtomID(Atom atom)
アトム集合 atoms内にあるアトム atomの IDを返す．
ボディ操作：ルールの操作
• public void clearRules()
CLEARRULES命令を発行する
• public void copyRulesFrom(AbstractMembrane srcMem)
srcMem内のルールセットを実体膜が読み込むように LOADRULESET命
令を発行する．
• public void loadRuleset(Ruleset srcRuleset)
ルールセット srcRulesetを実体膜が読み込むように LOADRULESET命令
を発行する．
ボディ操作：アトムの操作
• public Atom newAtom(Functor func)
NEWATOM命令を発行する
• public void alterAtomFunctor(Atom atom, Functor func)
ALTERATOMFUNCTOR命令を発行する
• public void removeAtom(Atom atom)
REMOVEATOM命令を発行する
• public void enqueueAtom(Atom atom)
ENQUEUEATOM命令を発行する
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• public void enqueueAllAtoms()
ここで必要な処理は実体膜のmoveCellsFrom()で行われるため何もしない
ボディ操作：子膜の操作
• public AbstractMembrane newMem()
NEWMEM命令を発行する
• public void removeMem(AbstractMembrane mem)
REMOVEMEM命令を発行する
ボディ操作：リンクの操作
• public void newLink(Atom atom1, int pos1, Atom atom2, int pos2)
NEWLINK命令を発行する
• public void relinkAtomArgs(Atom atom1, int pos1, Atom atom2, int pos2)
RELINKATOMARGS命令を発行する
• public void inheritLink(Atom atom1, int pos1, Link link2)
RELINKATOMARGS命令を発行する
• public void unifyAtomArgs(Atom atom1, int pos1, Atom atom2, int pos2)
UNIFYATOMARGS命令を発行する
• public void unifyLinkBuddies(Link link1, Link link2)
UNIFYATOMARGS命令を発行する
ボディ操作：膜自身や移動に関する操作
• public void activate()
ACTIVATE命令を発行する
• public AbstractMembrane moveTo(AbstractMembrane dstMem)
MOVETO命令を発行する．廃止，MOVECELLSFROMに統合．
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ボディ操作：ロックの操作
• synchronized public boolean lock()
LOCK命令を発行する
• public boolean blockingLock()
BLOCKINGLOCK命令を発行する
• public boolean asyncLock()
ASYNCLOCK命令を発行する
• public boolean recursiveLock()
RECURSIVELOCK命令を発行する
ボディ操作：ロック解除
• public void quietUnlock()
QUIETUNLOCK命令を発行する
• public void unlock()
UNLOCK命令を発行する
• public void forceUnlock()
UNLOCK命令を発行する
• public void asyncUnlock()
ASYNCUNLOCK命令を発行する
• public void recursiveUnlock()
RECURSIVEUNLOCK命令を発行する
その他
• private boolean doLock(String cmd)
ロック処理を実際に行う
• private void onLock(boolean signal)
ロックされたときにすべき処理を行う
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• private void onUnlock(boolean signal)
ロック解除処理を実際に行う
• protected void updateCache(byte[] data)
キャッシュを更新する
• public static void main(String[] args) throws Exception
キャッシュ単体テスト用メソッド
メッセージ送信
• boolean sendWait(String cmd)
LMNtalRuntimeMessageProcessor.sendWait(String dst runtimeid, String phase,
String command)を呼び出すラッパー．
• String sendWaitText(String cmd)
LMNtalRuntimeMessageProcessor.sendWaitText(String dst runtimeid, String
phase, String command)を呼び出すラッパー．
• Object sendWaitObject(String cmd)
LMNtalRuntimeMessageProcessor.sendWaitObject(String dst runtimeid, String
phase, String command)を呼び出すラッパー．
8.3 RemoteLMNtalRuntimeクラス仕様
8.3.1 フィールド
• runtimeid
ランタイムの ID
8.3.2 メソッド詳細
コンストラクタ
• protected RemoteLMNtalRuntime(String hostname, String runtimeid)
コンストラクタ．ホスト名hostname,ランタイム ID runtimeidを持つランタ
イムを作成する．ホスト名 hostnameはAbstractLMNtalRuntimeのフィー
ルドである．
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その他
• public AbstractTask newTask(AbstractMembrane parent)
NEWRUNTIME命令を発行する
• public boolean connect(String phase)
LMNtalRuntimeMessageProcessor.sendWaitConnect(String phase, String dst nodedesc,
String dst runtimeid, String src nodedesc)を呼び出すラッパー
• public RemoteMembrane createPseudoMembrane(String globalid)
この代理ランタイム内にのみ擬似タスク及び擬似膜を作成して返す．擬似
膜は，あるルート膜の親膜のプロクシとして利用される．
8.4 RemoteTaskクラス仕様
8.4.1 フィールド
• String cmdbuﬀer
命令ブロックのバッファ
• int nextid
次の仮 ID用変数番号．例えば nextid == 4のとき仮 IDとして NEW_4が使
われる．
• HashMap memTable
膜の仮 IDとAbstractMembraneオブジェクトの対応表
• HashMap atomTable
アトムの仮 IDとAtomオブジェクトの対応表
8.4.2 メソッド詳細
コンストラクタ
• RemoteTask(RemoteLMNtalRuntime runtime, AbstractMembrane parent)
代理タスク及び対応する親膜 parentを持つ代理ルート膜を作成する．代理
膜はロックされている．
• RemoteTask(RemoteLMNtalRuntime runtime)
擬似タスク作成時に使うコンストラクタ
33
8.4 RemoteTaskクラス仕様 遠隔ホストの代理
その他
• public RemoteMembrane createFreeMembrane()
このタスクが管理する，親膜が無い膜を作成する．
メッセージ処理用
• String generateNewID()
仮 IDを生成して返す．
• public void init()
全てのフィールドを初期化する．
• public void send(String cmd)
命令ブロックのバッファにコマンド cmdを追加する
• void send(String cmd, AbstractMembrane mem)
コマンド cmdの引数として膜memを加え，命令ブロックのバッファに追加
する
• void send(String cmd, AbstractMembrane mem, String args)
コマンド cmdの引数として膜memと argsを加え，命令ブロックのバッファ
に追加する
• void send(String cmd, AbstractMembrane mem, String arg1, String arg2)
コマンド cmdの引数として膜mem, arg1, arg2を加え，命令ブロックのバッ
ファに追加する
• void send(String cmd, AbstractMembrane mem, String arg1, int arg2, String
arg3, int arg4)
コマンド cmdの引数として膜mem, arg1, arg2 arg3, arg4を加え，命令ブ
ロックのバッファに追加する
• public void ﬂush()
命令ブロックバッファの内容から命令ブロックを生成し，実体膜に送信し，
バッファを初期化する
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対応表操作
• void registerMem(String memid, RemoteMembrane mem)
膜の仮 IDとAbstractMembraneオブジェクトの対応表に膜memと対応す
る IDを登録する
• registerAtom(String atomid, Atom atom)
アトムの仮 IDとAtomオブジェクトの対応表にアトム atomと対応する ID
を登録する
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ランタイム内の通信は Javaメソッド呼出しによって，同一ホスト内にあるラン
タイム間の通信はデーモン経由のソケット通信によって，ホスト間はデーモン同
士がソケット通信によって実現される．
ここでは，同一ホスト内にあるランタイム間の通信及びホスト間通信について
述べる．ランタイム内の通信に関しては [22] を参照されたい．
LMNtalデーモンは物理的なホストの境界に位置し，そのホストの対外的な通
信，及びホスト内ランタイム間通信を全て管理する．詳細は第 9.5 節を参照され
たい．
通信路の実装手段は，Socketクラスを用い接続を確立した後にストリームを開
くという一般的な手法を用いた．ただし，キャッシュ機構では Javaオブジェクト
を直接送付し，メッセージは文字列で送付されるため，1つのストリームで双方
を流せるHybridInputStreamクラス及びHybridOutputStreamクラスが必要にな
り，設計・実装された．ソケットはLMNtalノード（LMNtalNodeクラス）によっ
て管理される．
LMNtalデーモンでは，複数の計算主体から同時に接続する事を前提に設計す
る必要がある．そのため，通信路が確立した後の処理部分を担当する専用クラ
ス LMNtalDaemonMessageProcessorを作成し，別スレッドにて動作するように
した．
分散用メッセージには，LMNtalデーモンでの処理が適当であるものと各ランタ
イムでの処理が適当であるものの 2種類がある．前者の処理を LMNtalDaemon-
MessageProcessorが行い，後者の処理を LMNtalRuntimeMessageProcessorが行
う．LMNtalRuntimeMessageProcessorは，ローカルホスト上にあるデーモンと
の通信路を持ち，通信を行う．ここで分散用メッセージは，Javaメソッド呼び出
しに完全に変換される．
ランタイム側にも LMNtalデーモンとの通信を担う”デーモン”が必要である．
これをLMNtalRuntimeManagerと呼ぶ．LMNtalRuntimeManagerは，ローカル
ホスト上にあるLMNtalデーモンとの接続や終了処理のほか，ID処理の一部を担
う．詳細は，第 9.6 節を参照されたい．通信を開始するクラスと実際に通信を行
うクラスの関係については，図?? を参照されたい．
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図 9.1: ホスト間通信機構模式図
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図 9.2: 通信機構実装図
LMNtalRuntimeManger
LMNtalDaemon
LMNtalDaemonMessageProcessor
SlaveLMNtalRuntimeLauncher
LMNtalDaemon
LMNtalDaemonMessageProcessor
LMNtalRuntimeMessageProcessor
LMNtalRuntimeMessageProcessor
通信
通信
通信
通信開始時
通信開始時
通信開始時
ソケット渡す
ソケット渡す
ソケット渡す
ソケット渡す
起動
ローカルホスト
遠隔ホスト
38
9.1 キャッシュ機構 通信機構
9.1 キャッシュ機構
分散処理を行うためにキャッシュ機構が必要である．
キャッシュの対象は，膜とルールセットであり，プロクシとして動作する．
全てのキャッシュ更新が終了するまで命令ブロックの実行は中断される．
キャッシュ機構の実装は，水野1 によって行われた．
キャッシュ機構は RemoteMembraneクラス内に内蔵されている．膜・ルール
セットは Javaオブジェクトを直接送付する．
その関係上，ルールセットの実装を変更し，seralizableに変更した．これは逐
次処理系に加えた数少ない変更のうちの 1つである．
9.1.1 膜のキャッシュ
膜のキャッシュは，膜がロックされる際に更新される．比較は，命令ブロック
を発行したホストへ照会され行われる．
既にある膜に対しルールを適用する場合，その膜はロック処理以前に他の計算
ノードによって書換えられている可能性がある．従って，膜はロック取得ごとに
キャッシュの更新内容を取得する必要がある．
ロックされた膜に関して，これは不要である．
膜にはアトム・リンク・子膜などグラフ構造が含まれているので，膜のみを送
付すればよい．
9.1.2 ルールセットのキャッシュ
キャッシュが存在しないルールセットの ID変換要求を受けた場合，キャッシュ
機構は遠隔ホストに対してルールセットを要求し，取得する．ルールセットはプ
ログラム実行中に変化しないので，その更新を確認する必要はない．
9.1.3 没案：全てのLMNtalオブジェクトを文字列エンコードす
る方式
キャッシュ機構を設計する際，全ての転送を文字列表現で行うという案が検討
された．
過去，LMNtalプロトタイプ処理系はRubyで実装されていたように，将来的
に Java以外の言語で書かれた LMNtal処理系が出現する可能性は否定できない．
実装言語に依存しないキャッシュ機構があればそのような処理系同士を接続する
事が可能になる．しかし，設計負担が大きいこと，そして特にファンクタのエン
1mizuno@ueda.info.waseda.ac.jp
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コード手法が確立されていない事から，Javaオブジェクトを直接送付する方式を
採用した．
この結果，1つのストリームでオブジェクト・文字列の双方を流せるHybridIn-
putStreamクラス及びHybridOutputStreamクラスが必要になってしまった．
9.2 ID管理
9.2.1 管理すべき資源
IDを振り，管理する必要のある資源は以下の通りである：
• LMNtalデーモン
• ランタイム
• ランタイムグループ
• メッセージ
• 膜
• ルールセット
膜とルールセットの IDと，実際の膜オブジェクトやルールセットオブジェク
トを変換するのは IDConverterクラスが行う．
メッセージ IDとメッセージ文字列を変換するのは LMNtalデーモンが行う．
ランタイム ID及びランタイムグループ IDとランタイムオブジェクトの変換は，
LMNtalデーモンが行う．
LMNtalデーモン
LMNtalデーモンの IDはそのホストに振られている IPv4アドレスの 10進数文
字列表現である．2
ランタイム
ランタイムの IDは代理ランタイムと通常ランタイムによって異なる．代理ラ
ンタイムは，プログラマが表記した位置情報に通し番号をつけたものである．例
えば，hostA:4である．通常ランタイムは，分散処理時にスレーブランタイムと
して動作する場合と逐次実行時では IDが異なり，スレーブランタイムの場合は
2例：192.168.1.1
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代理ランタイムが生成し通知してきた IDを用いる．逐次実行時は，IDを生成も
保持もしない．
ランタイムグループ
ランタイムグループの IDはそのランタイムグループのマスタランタイムが存在
するホストに振られている IPv4アドレスの 10進数文字列表現に 64bitランダム整
数を付加したものである．例えば，192.168.1.1:293739823828372313である．
メッセージ
メッセージに振られる IDはメッセージが生成されたホストに振られている IPv4
アドレスの 10進数文字列表現に 64bitランダム整数を付加したものである．例え
ば，192.168.1.1:1412683058561590759である．
膜
膜に振られる IDは新規作成時か否かで異なる．メッセージ内で子膜を新規生
成する場合，その実体となるオブジェクトがまだ生成されていないため，一意な
IDを渡すことができない．
新規作成時は NEW_通し番号，例えば NEW_4 という一時的な IDを付け，後に実
体膜が存在するホストに振られている IPv4アドレスの 10進数文字列表現に通し
番号をつけたもにに変換する．例えば，133.9.237.9:1である．
一時的な IDが必要な期間は子膜を新規生成するルールが適用されている間で
あり，これは単一の命令ブロック内である．このような一時的な IDは膜のほか
にアトムなどにも使用される．
ルールセット
ルールセットに振られる IDは，ルールセットが生成されたホストに振られて
いる IPv4アドレスの 10進数文字列表現に 64bitランダム整数を付加したものに
さらにローカル IDを付加したものである．
ローカル IDとは，逐次版処理系の機能で，ルールセットにそのランタイムに
おいて一意な 32bit整数値を振る機能である．例えば 601である．
ルールセット IDの例は 133.9.237.38:-6295379651052752595:601 である．
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9.2.2 管理方法
LMNtalデーモン
デーモンは起動時に InetAddressクラスを用いてそのホストに振られている
IPv4アドレスの 10進数文字列表現を取得する．なお，これは潜在的に問題を抱
えており，詳細は第 9.5.4 節を参照されたい．
ランタイム
代理ランタイムの IDを振るにあたっては，通し番号がそのホスト内において
一意な必要がある．LMNtalRuntimeManagerが通し番号を管理する．
メッセージ
メッセージ IDは，メッセージの送信先・発信元・経由ホストの全てにおいて
一意な必要がある．メッセージ生成時点においては，そのメッセージが通過する
範囲が不明なので全世界において一意な IDを生成することにした．LMNtalデー
モンにメッセージ ID生成用メソッドを実装する事により，これを実現した．
膜
新規作成に振られる仮 IDに用いられる通し番号は，そのランタイム内で一意
な必要がある．これはRemoteTaskクラスが管理する．
実 IDに使われる通し番号は，AbstractMembraneクラスのフィールドとして定
義されており，コンストラクタでインクリメントする．それに実体膜が存在する
ホストに振られている IPv4アドレスの 10進数文字列表現をキャッシュ更新に入
手し，付加し，登録する．
9.2.3 IDConverterクラス仕様
フィールド
• HashMap rulesetTable
ルールセット IDとルールセットオブジェクトの対応表
• HashMap memTable
膜 IDと膜オブジェクトの対応表
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メソッド詳細
• void registerRuleset(String globalid, Ruleset rs)
ルールセット rsを登録する
• Ruleset lookupRuleset(String globalRulesetID)
ルールセット globalRulesetIDを返す
• void registerGlobalMembrane(String globalMemID, AbstractMembrane mem)
膜memを登録する
• void unregisterGlobalMembrane(String globalMemID)
膜 globalMemIDを削除する
• AbstractMembrane lookupGlobalMembrane(String globalMemID)
膜 globalMemIDを返す
9.3 メッセージ機構
メッセージ機構は，代理膜に対する操作を遠隔ホストへの通信に変換し，遠隔
ホストにおいては通信を実体膜に対する操作に変換する．
実現手段は一般的な抽象化の方法を用いた．実体膜クラス (Membrane)と仮想
膜クラス (RemoteMembrane)は共に抽象膜クラス (AbstractMembrane)を継承し
ており，膜の操作は抽象クラスにメソッドとして定義されている．実体膜でオー
バーライドするメソッドは実際にグラフ構造を操作する手続きを記述し，仮想膜
でオーバーライドするメソッドはメッセージを発行する．
遠隔ホスト側において，メッセージを受け取り実体膜のメソッドを呼出し処理
を行うのは LMNtalRuntimeMessageProcessorクラスである．
メッセージとしては，上記ボディ命令の他に接続管理，メッセージそのものの
管理などを追加し，プロトコルを設計した．
ランタイム間の通信はメッセージで行われる．ノード間通信とランタイム間通
信に用いるメッセージは同一である．
メッセージは 36種類定義されており，接続管理に用いるメッセージ（5種類），
ボディ命令そのものであるメッセージ（23種類），コマンド転送用メッセージ（2
種類），ルールセット転送用メッセージ（1種類），返答メッセージ（5種類）の
4種類に分類される．
分類表は図 9.3 の通りである．
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図 9.3: メッセージの種類別分類
メッセージ中の本文には，分散用命令および膜のロックに関する命令が入る．
ボディ命令は，ランタイム側が発行する際にバッファリングされ，ロックが解除さ
れるタイミングで 1つのメッセージとして送られる．これを命令ブロックと呼ぶ．
図?? は遠隔ノードに新規接続し，処理を行った後に遠隔ノード上のランタイ
ムを終了させる場合の模式図である．
9.3.1 接続管理
遠隔ホストの利用をプログラマが意図する場合，膜に位置情報 hostnameを記
す．これはコンパイラによってガード connectRuntimeに変換され，ガード connec-
tRuntimeは中間命令CONNECTRUNTIMEに変換される．中間命令CONNEC-
TRUNTIMEはLMNtalRuntimeManager.connectRuntime(hostname)を実行する．
LMNtalRuntimeManager.connectRuntime(hostname)はローカルホスト上のLM-
Ntalデーモンに接続し，CONNECT命令を発行する．
接続プロトコルは図 9.4 に示される．nodeAには nodeBの利用を希望するプロ
グラマが存在し，利用を開始した．CONNECT命令がまず発行され，後に仮想ラ
ンタイムが nodeAにおいて作成される．そして LMNtalDaemonMessageProces-
sorにおいてスレーブランタイムが作成され，登録される．その時点でいったん，
CONNECT命令の返答が来る．これで接続処理は終了し，ボディ命令の実行に
移る．
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図 9.4: 遠隔ノード接続とメッセージ例
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9.4 終了処理
9.4.1 終了時に行うべき処理
LMNtal分散処理系において，分散資源の利用終了時に必要な処理は以下の通
りである：
• 全てのスレーブランタイムを終了
• 全てのノードのおいて登録済み ID及びオブジェクトの破棄
• 遠隔ノード内において，スレーブランタイムと LMNtalデーモン間の通信
路の破棄
• 可能であれば，ノード間通信路の破棄
LMNtal分散処理系において，スレーブランタイムは対応するマスタランタイ
ムからのみ利用される．別のマスタランタイムから同じノードの利用要求があっ
た場合，新規スレーブランタイムが作成される．よって，スレーブランタイムは
破棄する必要がある．
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LMNtal分散処理系では，ID管理の際に IDと実体のオブジェクトを対応表に
登録する．従って，Java実行環境のGC対象にならないため，対応表の使用メモ
リがどんどん増大する，“メモリリーク”が発生する．
スレーブランタイムはスレーブランタイムが存在するノードの LMNtalデーモ
ンを介しマスタランタイムと通信しているので，スレーブランタイムが存在する
ノードの LMNtalデーモンとの通信路を破棄する必要がある．
ノード間通信路は共有される．従って，あるランタイムグループの利用が終了
した時点ではまだ他のランタイムグループが通信路を利用している可能性がある．
ノード間通信路の破棄には，そのノード間通信を利用しているランタイムグルー
プが存在しない事を確認する必要がある．
9.4.2 没案：1パス方式終了処理
当初実装では，終了処理を司る命令はTERMINATE命令のみであった．これ
を「1パス方式」と呼ぶ．
TERMINATAE命令の処理は LMNtalRuntimeManager.terminateAll()メソッ
ドが以下の流れで行う．
1. 自分自身のフラグを立てる．フラグが既に立っていた場合は，FAIL（失敗）
を返答する．
2. 自ランタイムが保持する仮想ランタイム表に登録されている全てのランタ
イムに向けてTERMINATE命令を発行する．
3. その表にある全てのランタイムに向けての TERMINATE命令の発行が終
了し，全てのノードから返答OK（成功）が来るまで待つ
4. ローカルノード上の LMNtalデーモンへの通信路を閉じる
5. 自分自身がスレーブランタイムの場合は実行を終了する
当初の実装では遠隔ホスト（計算実行側）が通信路を閉じる仕様であったが，
これは必ずデッドロックを引き起した．その原因は，ローカルホスト（計算発行
側）がTERMINATE命令を発行しその返事待ちになっている所に遠隔ホストが
ローカルホスト宛に新規のTERMINATE命令を発行するためである．図 9.5 を
参照されたい．これはTERMINATE命令処理部をスレッド化する事により回避
した．
改良された実装では，TERMINATE命令は正しく伝播し，対象とすべきラン
タイムへ到達し，スレーブランタイムは終了する．スレーブランタイムとそれが
動作しているホストのデーモンとの通信路は破棄される．デーモン側では，例外
を補足する．
ホスト間通信路は破棄されない．
46
9.4 終了処理 通信機構
図 9.5: 1パス方式TERMINATE図
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LMNtalRuntimeManager
8. terminateAll() 9. 知っている全ての
runtimeへTERMINATE
10. CMD ... TERMINATE ...
3. CMD ... TERMINATE ...
接続できない
LMNtalRuntimeMessageProcessor
4. CMD ... TERMINATE ...
LMNtalRuntimeMessageProcessor
7. CMD ... TERMINATE ...
11. CMD ... TERMINATE ...
14. CMD ... TERMINATE ...
LMNtalDaemonMessageProcessor
5.CMD ... TERMINATE ... 12. CMD ... TERMINATE ...
13. CMD ... TERMINATE ...
1. terminateAll()
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9.4.3 1パス方式の問題点
1パス方式では，ホスト間通信路の破棄は困難である．
基本的にはある遠隔ホストとの通信路を使用しているランタイム数がゼロにな
れば，ホスト間通信路は閉じてよい．
この方式ではランタイムの破棄と通信路の破棄を同一フェーズで行っているの
でローカルホストからは TERMINATE命令が失敗した場合と TERMINATE命
令が成功し，遠隔ホスト上のランタイムが正常に終了した場合の区別がつかない．
そのため TERMINATE命令が失敗した場合に再送を試みる事が不可能になる．
この場合，ホスト間通信路を利用している可能性の判定が困難なうえ，ID登録抹
消の可否も判定が困難になる．
9.4.4 2パス方式による終了処理
，終了処理はTERMINATE命令とDISCONNECTRUNTIME命令の 2段階に
分けて実行する事にした．これを「2パス方式」と呼ぶ．
TERMINATE命令では，実際に終了対象となるランタイム及び通信路を調べ，
スパニングツリーを作成する．（図 9.6 ）
1. 自分自身のフラグを立てる．フラグが既に立っていた場合は，FAIL（失敗）
を返答する．
2. 自ランタイムが保持する仮想ランタイム表に登録されている全てのランタ
イムに向けてTERMINATE命令を発行する．
3. その表にある全てのランタイムに向けての TERMINATE命令の発行が終
了し，全てのノードから返答OK（成功）が来るまで待つ．返答が来たらス
パニングツリーに登録する．
スパイングツリー作成が終了した段階で，DISCONNECTRUNTIME命令をそ
のスパニングツリー上に発行する．（図 9.7 ）
DISCONNECTRUNTIME命令の処理は，スパニングツリーを消去し，自分
自身の LMNtalデーモンにある登録を抹消するよう LMNtalデーモンに向けて
UNREGISTERLOCAL命令を発行し，依頼を受けた LMNtalデーモンは登録を
抹消したのちスレーブランタイムとの通信路を閉じる．返答はしない．ローカル
ホスト側では，通信路が閉じられる例外を補足し，終了する．
ノード間通信路の利用の有無は LMNtalデーモンが管理可能であるので，ホ
スト間通信路を閉じることが可能になる．また，ID登録も正しく抹消される．
TERMINATE命令の処理が失敗した場合も補足可能なので，TERMINATE命令
の再送も可能である．
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図 9.6: 2パス方式TERMINATE図
計算発行側
計算実行側
FrontEnd
LMNtalRuntimeMessageProcessor
LMNtalRuntimeManager
LMNtalDaemonMessageProcessor
2. start()
LMNtalRuntimeMessageProcessor
8. CMD ... TERMINATE ...
LMNtalRuntimeManager
10. start() 12. 知っている全ての
runtimeへTERMINATE
13. CMD ... TERMINATE ...
5. CMD ... TERMINATE ...
LMNtalRuntimeMessageProcessor
6. CMD ... TERMINATE ...
LMNtalRuntimeMessageProcessor
9. CMD ... TERMINATE ...
14. CMD ... TERMINATE ...
17. CMD ... TERMINATE ...
LMNtalDaemonMessageProcessor
7.CMD ... TERMINATE ... 15. CMD ... TERMINATE ...
16. CMD ... TERMINATE ...
1. terminateAllThreaded()
TerminateAll
Processor
3. terminateAll()
4. 知っている全ての
runtimeへTERMINATE
TerminateProcessor
11. terminateAll()
TerminateProcessor
18. start()
19. terminateAll()
20. FAIL返答要求
21. RES ... FAIL ...
22. RES ... FAIL ...
23. RES ... FAIL ...
24. RES ... FAIL ...
25. RES ... FAIL ...
26. false
27. true
28. RES ... OK ...
29. RES ... OK ...
30. RES ... OK ...
31. RES ... OK ...
32. RES ... OK ...
34. true
35. true
33. RES ... OK ...
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図 9.7: 2パス方式DISCONNECTRUNTIME図
計算発行側
計算実行側
FrontEnd
LMNtalRuntimeMessageProcessor
LMNtalRuntimeManager
LMNtalDaemonMessageProcessor
LMNtalRuntimeMessageProcessor
8. CMD ... DISCONNECTRUNTIME ...
LMNtalRuntimeManager
10. start()
5. CMD ... DISCONNECTRUNTIME ...
LMNtalRuntimeMessageProcessor
6. CMD ... DISCONNECTRUNTIME ...
LMNtalRuntimeMessageProcessor
9. CMD ... DISCONNECTRUNTIME ...
LMNtalDaemonMessageProcessor
7.CMD ... DISCONNECTRUNTIME ...
1. disconnectAllThreaded()
DisconnectAllProcessor
2. start()
3. disconnectAll()
4. DISCONNECTRUNTIME送信要求
DisconnectRuntime
Processor
11. disconnectAll()
12. DISCONNECTRUNTIME送信要求（自分自身宛）
14. UNREGISTERLOCAL 15. ブチッ
13. true
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9.4.5 メッセージ詳細
• REGISTERLOCAL phase msgid (MASTER|SLAVE) rgid runtimeid
ランタイム runtimeidをデーモンに登録する
• UNREGISTERLOCAL phase msgid rgid runtimeid
デーモンにある，ランタイム runtimeidの登録を抹消する
• CMD phase msgid destination_runtimeid rgid コマンド
ランタイム destination runtimeid上でコマンドを実行する
コマンド：
– CONNECT dst_nodedesc dst_runtimeid src_nodedesc src_runtimeid
ホスト dst nodedescに接続する．既に接続済みの場合は生存を確認
する．
– BEGIN \n ボディ命令（列） \n END
ボディ命令（列）を送信する．ボディ命令（列）は遅延防止・バッファ
リング・ID管理効率化のため，一括して送信される．このメッセージ
を命令ブロックと呼ぶ．
• RES phase msgid 返答
メッセージmsgidに返答する
返答内容：
– OK
成功
– FAIL
失敗
– UNCHANGED
内容不変．キャッシュ更新が不要の場合に用いる．
– RAW bytes \n data
バイナリ転送 キャッシュ更新やルールセット転送時に用いる．
9.4.6 その他
• TERMINATE
終了処理を開始し，スパニングツリーを作成する
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• DISCONNECTRUNTIME
終了し，自分自身との通信路を閉じるようデーモンに依頼する
• REQUIRERULESET globalrulesetid
ルールセット globalrulesetidの転送を要求する
9.4.7 ボディ命令詳細
ロック操作
• LOCK globalmemid prio
globalmemidを優先度 prioでロックする
• BLOCKINGLOCK globalmemid prio
膜 globalmemidのロック取得を試みる．失敗した場合，膜 globalmemidを
管理するタスクのルールスレッドに終了要求を送り，そのタスクがシグナ
ルを発行するのを待ち，ロック取得を試みる．これをロックが取得できる
までくりかえす．
• ASYNCLOCK globalmemid
膜 globalmemidを非同期的にロックする．先祖膜のキャッシュは更新しな
い．ルート膜の親膜を活性化する時などに使用される．
• RECURSIVELOCK globalmemid
膜 globalmemidの全ての子孫膜を再帰的にブロッキングでロックする．
ロック解放操作
• UNLOCK srcmemid
膜 srcmemidのロックを開放する
• ASYNCUNLOCK srcmemid
膜 srcmemidから，膜 srcmemidを管理するタスクのルート膜までの全ての
膜の取得したロックを開放する
• RECURSIVEUNLOCK srcmemid
膜 srcmemidの全ての子孫膜のロックを再帰的に開放する
• QUIETUNLOCK srcmemid
膜 srcmemidのロックを開放する．実行膜スタックの操作をしない．
52
9.4 終了処理 通信機構
ルールの操作
• CLEARRULES dstmemid
膜 dstmemid内のルールセットを削除する
• LOADRULESET dstmemid rulesetid
ルールセット rulesestidを膜 dsmemidに読み込む
アトムの操作
• NEWATOM srcmemid NEW_atomid func
ファンクタ funcを持つアトムNEW atomidを膜 srcmemidに作成する．
• NEWFREELINK srcmemid NEW_atomid
自由リンク管理アトム (inside proxy)を生成し，膜 srcmemidに入れる
• ALTERATOMFUNCTOR srcmemid atomid func
膜 srcmemidにあるアトム atomidのファンクタを funcに変更する
• ENQUEUEATOM srcmemid atomid
アトム atomidを膜 srcmemidの実行アトムスタックに追加する
• REMOVEATOM srcmemid atomid
アトム atomidを膜 srcmemidから削除する
子膜の操作
• NEWMEM srcmemid NEW_memid
膜NEW memidを新規に作成し，膜 srcmemidの子膜とする．
• REMOVEMEM srcmemid
膜 srcmemidを削除する
• NEWROOT parentmemid NEW_memid nodedesc
ルート膜NEW memidをホストnodedesc上に新規作成し，膜parentmemid
の子膜とする．
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リンクの操作
• NEWLINK srcmemid atomid1 pos1 atomid2 pos2
膜 srcmemid内のアトムatomid1の第pos1引数と，アトムatomid2の第pos2
引数を接続する
• RELINKATOMARGS srcmemid atomid1 pos1 atomid2 pos2
膜 srcmemid内のアトムatomid1の第pos1引数と，アトムatomid2の第pos2
引数のリンク先を接続する．アトム atomid2の第 pos2引数は廃棄される．
• UNIFYATOMARGS srcmemid atomid1 pos1 atomid2 pos2
膜 srcmemid内のアトム atomid1の第 pos1引数のリンク先と，アトム ato-
mid2の第 pos2引数のリンク先を接続する
膜自身や移動に関する操作
• ACTIVATE srcmemid
膜 srcmemidを活性化する
• MOVECELLSFROM dstmemid srcmemid
膜 srcmemidにある全てのアトムと子膜を膜 dstmemidに移動する
9.5 ホスト境界におけるデーモン
LMNtalデーモンはホストの境界に位置し，他ホストとの通信を全て管理する．
各ホストに 1つ存在する．
ある 2つのホスト間の通信路は 1本である．同じ遠隔ホストへの計算要求があっ
た場合は，既存の通信路を用いる．
あるホスト内の全てのランタイムは LMNtalデーモンを通して他ホストとの通
信を行う．自ホスト内にある，他のランタイムとの通信も LMNtalデーモンを通
して行われる．
LMNtalデーモンはプログラマの指定するホストを表す IPv4アドレスに対応す
る LMNtalノードの表を保持する．すなわち，遠隔ホスト上にある LMNtalデー
モンへの通信路を管理する．
LMNtalデーモンはTCP60000番 [12] を監視する本体及びメッセージ処理部か
ら成り立つ．メッセージ処理部はメッセージ処理・本文処理・ボディ命令処理と
別れ，計 8個のクラスで実装した．理想的には全てのメッセージ・命令の種類に
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つきスレッドを用意するべきであるが，実装負担を考え処理に時間がかかると推
測されるメッセージ3のみを別クラス（スレッド）化した．
デーモンは，自ノード内に存在するマスタ／スレーブランタイムのうち，全て
のスレーブランタイムと遠隔ノードに計算を依頼しているマスタランタイムを管
理する．遠隔ノードに計算を依頼していないマスタランタイムは管理の対象外で
ある．
9.5.1 クラスLMNtalDaemon仕様
フィールド
• int portnum
LMNtalデーモンが待ち受けるTCPポート番号
• ServerSocket servSocket
LMNtalデーモンが待ち受けるソケット
• HashMap remoteHostTable
接続済みホストを管理する表．IPアドレス (String)と LMNtalNodeオブ
ジェクトの表．
• HashMap runtimeGroupTable
ローカルホストに存在するランタイムグループの表
• HashMap runtimeTable
ランタイムの管理表
• HashMap msgTable
メッセージを管理する表
• Random r
ID生成に用いるRandomオブジェクト
• String myhostaddress
自ホスト IPアドレスの String表現
3例：ロック処理
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メソッド詳細：コンストラクタ
• LMNtalDaemon()
コンストラクタ．LMNtalDaemon(60000)を実行する．
• LMNtalDaemon(int portnum)
コンストラクタ．ポート番号 portnumで ServerSocketを開き，接続を待つ．
メソッド詳細：接続の処理
• main(String args[])
接続待ち受けスレッドを起動する
• run()
接続待ち受けスレッド．接続が来たら LMNtalDaemonMessageProcessorク
ラスを起動して接続をそちらに振る．
• registerRemoteHostNode(LMNtalDaemonMessageProcessor node)
遠隔ホストを登録する
• sHostRegistered(String hostname)
ホスト hostnameが登録済みかを調べる
• String getIpstr(String hostname)
ホスト hostnameの IPアドレスを返す
• LMNtalNode getLMNtalNode(String hostname)
ホスト hostnameに対応する LMNtalNodeを返す
• boolean makeRemoteConnection(String fqdn)
ホスト fqdnに接続する
• boolean isRuntimeGroupRegistered(String rgid)
ランタイムグループ rgidが登録済みかを調べる
• boolean addRuntimeToRuntimeGroup(String rgid, String runtimeid)
ランタイムグループ rgidにランタイム runtimeidを追加する
• boolean registerRuntimeGroup(String rgid, LinkedList rg)
ランタイムグループ rgidを登録する
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• boolean unregisterRuntimeGroup(String rgid)
ランタイムグループ rgidの登録を抹消する
• LinkedList getRuntimeGroupNode(String rgid)
ランタイムグループ rgidを返す
• boolean registerRuntime(String runtimeid, LMNtalNode node)
ランタイム runtimeidを登録する
• LMNtalNode unregisterRuntime(String runtimeid)
ランタイム runtimeidの登録を抹消する
• LMNtalNode getRuntime(String runtimeid)
ランタイム runtimeidの実体を返す
メソッド詳細：メッセージ処理
• boolean registerMessage(String msgid, LMNtalNode node)
メッセージmsgidを登録する
• LMNtalNode unregisterMessage(String msgid)
メッセージmsgidの転送先を取得し，メッセージ管理表から削除する
• void dumpHashMap()
デバッグ用．全ての表を標準出力に吐き出す
• String makeID()
一意な IDを生成する．IDは「自ホスト IPアドレス:64bitランダム整数」
である．
• String getLocalHostName()
自ホスト IPアドレスを返す
9.5.2 クラスLMNtalDaemonMessageProcessor仕様
フィールド
このクラスはフィールドを持たない．
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メソッド詳細
• LMNtalDaemonMessageProcessor(Socket socket)
コンストラクタ
• void run()
メッセージ処理部
9.5.3 クラスLMNtalNode仕様
フィールド
• Socket socket
ソケット
• InetAddress ip
自ホスト IPアドレス
• HybridInputStream in
入力ストリーム
• HybridOutputStream out
出力ストリーム
メソッド詳細
• LMNtalNode(Socket socket)
コンストラクタ．IPアドレスをSocketクラスから取得し，LMNtalNode(Socket,
InetAddress)を実行する．
• LMNtalNode(Socket socket, InetAddress ip)
コンストラクタ．ストリーム in, outを開く．
• void close()
ストリームおよびソケットを閉じて終了する
• HybridInputStream getInputStream()
入力ストリームを返す
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• HybridOutputStream getOutputStream()
出力ストリームを返す
• Socket getSocket()
ソケットを返す
• InetAddress getInetAddress()
自ホスト IPアドレスを返す
• String toString()
文字列表現を返す
• boolean isMyself(String ipstr)
ホスト ipstrが自分自身かどうか判定
• boolean sendMessage(String message)
sendMessage(message, null)を実行する
• boolean sendMessage(String message, byte[] rawData)
出力ストリームにメッセージmessageおよび rawDataを書き込む
• void respond(String msgid, String message, byte[] rawData)
RESメッセージを発行する
• void respond(String msgid, String message)
RESメッセージを発行する
• void respond(String msgid, boolean value)
RES OKまたは FAILメッセージを発行する
• void respondAsOK(String msgid)
RES OKメッセージを発行する
• void respondAsFail(String msgid)
RES FAILメッセージを発行する
• void respondRawData(String msgid, byte[] data)
RES RAWメッセージを発行する
• String readLine()
入力ストリームから 1行読み込む
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• byte[] readBytes()
入力ストリームからデータを読み込む
• boolean isSocketClosed()
ソケットの状態を返す
9.5.4 IPアドレス取得問題
LMNtalデーモンは起動時に InetAddressクラスを用いてそのホストに振られ
ている IPv4アドレスの 10進数文字列表現を取得する．
この際，InetAddressクラスはそのホストのホスト名をOSより取得し，その名
前をそのホストのリソルバを用いて解決して IPアドレスを取得する．
上田研究室ネットワークでは，各ホストはプライベート IPアドレスを持つ．外
部からアクセスを実現するため，プライベートネットワークのゲートウェイにお
いてNetwork Address Transformation(NAT)を利用している．
例えば，ホスト goudaはネットワークインタフェースを 1つ持ち，それには IP
アドレス 192.168.1.3が割り振られている．外部からのアクセスには，プライベー
トネットワークのゲートウェイにおいてグローバル IP 133.9.237.25と 192.168.1.3
のNATを設定してある．
DNSの設定は，外部からの問い合わせには gouda 133.9.237. を応答し，内部
プライベートネットワークからの問い合わせには 192.168.1. を応答する．
内部プライベートネットワークから内部プライベートネットワークへの外部グ
ローバル IPアドレスを用いた通信ははゲートウェイにおいて遮断される．
内部プライベートネットワーク内ホスト上の Java実行環境において，InetAd-
dressクラスが外部グローバル IPを返答，あるいは，ループバックアドレス127.0.0.1
を返答する動作が多数確認され，このNAT環境下で分散処理系は正しく動作し
ない事が確認された．
これは JavaVMの実装に依存する問題であり，InetAddressクラスを用いない
方法で LMNtalデーモンを実装する事によりにより解決されると予想されるが，
そのようなライブラリの存在は確認できなかった．
9.6 ランタイム境界におけるデーモン
ランタイムの実体は Javaプロセスであり，章 9.5 で説明したデーモンとは別プ
ロセスとした．
そのためプロセス間通信が必要になり，これをソケット通信を用いて実装し，
それを管理するためのランタイム境界におけるデーモンが必要になった．これを
LMNtalRuntimeManagerと言う．
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図 9.8: 命令が処理されるクラス
メッセージを解釈実行するのは LMNtalRuntimeMessageProcessorクラスであ
る．
LMNtalRuntimeMessageProcessorクラスはさらにサブクラスに分けられる．理
想的には全てメッセージごとに専用スレッドを起動するのが望ましいが，実装
負担を考えその案は見送り，専用スレッドにするのが望ましい処理のみを専用
スレッド化した．その結果，命令ブロック処理（InstructionBlockProcessorクラ
ス）・ロック処理（LockProcessor, RecursiveLockProcessorクラス）・終了処理
（TerminateProceesor, DisconnectRuntimeProcessorクラス）がそれぞれ専用ス
レッドを用いるように実装された．
どの命令がどのクラスによって処理されるかは，図 9.8 を参照されたい．
9.6.1 クラスSlaveLMNtalRuntimeLauncher仕様
フィールド
このクラスはフィールドを持たない．
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メソッド詳細
• void main(String[] args)
スレーブランタイムを起動し，それをデーモンに登録する
9.6.2 クラスLMNtalRuntimeMessageProceesor仕様
フィールド
• LMNtalRuntimeMessageProcessor daemon
ローカルホスト上にあるデーモンとの通信路
• HashMap nodedescTable
プログラマの記述した位置情報と仮想ランタイムとの対応を記録する表
• ArrayList childNode
TERMINATE命令実行時に spanning treeを作成するが，その木を入れて
おく
メソッド詳細
• void init()
表の利用を開始
• String nodedescToFQDN(String nodedesc)
プログラマの記述した位置情報 nodedescをDNSホスト名に変換する
• AbstractLMNtalRuntime newRuntime(String hostname)
新規ランタイム作成
• AbstractLMNtalRuntime connectRuntime(String nodedesc)
プログラマの記述した位置情報 nodedescが対応するランタイムに接続する
• AbstractLMNtalRuntime connectedFromRemoteRuntime(String hostname,
String nodedesc)
接続を受けた時に実行する．対応する代理ランタイムが無ければ作成する．
• boolean connectToDaemon()
ローカルホスト上のデーモンに接続する
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• void disconnectFromDaemon()
デーモンとの通信路を閉じる
• boolean terminateAllThreaded()
TerminateAllProcessorスレッドを起動する
• boolean terminateAll()
TERMINATE命令の処理をする．スレッド化されてなく，デッドロックが
発生するので廃止．
• void disconnectAllThreaded()
DisconnectAllProceesorスレッドを起動する
• boolean disconnectAll()
DISCONNECTRUNTIME命令の処理をする．スレッド化されてなく，デッ
ドロックが発生するので廃止．
9.6.3 クラス InstructionBlockProcessor仕様
フィールド
• LMNtalRuntimeMessageProcessor remote
呼び出した LMNtalRuntimeMessageProcessor
• String msgid
処理するメッセージ
• LinkedList insts
処理する命令列
• HashMap remoteTable
remoteの代用としての遠隔ホスト表
• HashMap newMemTable
膜 IDとAbstractMembraneオブジェクトの対応表
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メソッド詳細
• InstructionBlockProcessor(LMNtalRuntimeMessageProcessor remote, String
msgid, LinkedList insts)
コンストラクタ
• void registerNewMembrane(String globalMemID, AbstractMembrane mem)
膜memを対応表 newMemTableに登録する
• AbstractMembrane lookupMembrane(String memid)
memid（膜 ID）に対応する膜オブジェクトを返す
• void run()
このクラスで処理すべきボディ命令を解釈実行する
• void ﬂush()
遠隔ホストに命令ブロックを転送し，返答が来るまでブロックする
9.6.4 クラスLockProcessor仕様
フィールド
• String command
実行すべき命令
• LMNtalNode node
返信すべき通信路を保持する LMNtalノード
• Membrane mem
ロック対象の膜
• String msgid
処理するメッセージ
メソッド詳細
• LockProcessor(String command, LMNtalNode node, Membrane mem, String
msgid)
コンストラクタ
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• void run()
命令 commandを解釈実行する
9.6.5 クラスRecursiveLockProcessor仕様
フィールド
• String command
実行すべき命令
• LMNtalNode node
返信すべき通信路を保持する LMNtalノード
• Membrane mem
ロック対象の膜
• String msgid
処理するメッセージ
メソッド詳細
• RecursiveLockProcessor(String command, LMNtalNode node, Membrane
mem, String msgid)
コンストラクタ
• void run()
RECURSIVELOCKを処理する
9.6.6 クラスTerminateProceesor仕様
フィールド
• LMNtalNode node
返信すべき通信路を保持する LMNtalノード
• String msgid
処理するメッセージ
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メソッド詳細
• TerminateProcessor(String msgid, LMNtalNode node)
コンストラクタ
• void run()
LMNtalRuntimeManager.terminateAll()を実行し，正常に終了したら成功
（OK）を返答，それ以外は失敗（FAIL）を返答
9.6.7 クラスDisconnectRuntimeProcessor仕様
フィールド
• LMNtalNode node
返信すべき通信路を保持する LMNtalノード
• rgid
自分自身が所属するランタイムグループ
メソッド詳細
• DisconnectRuntimeProcessor(String rgid, LMNtalNode node)
コンストラクタ
• void run()
LMNtalRuntimeManager.disconnectAll()を実行する
9.6.8 クラスLMNtalRuntimeManager仕様
フィールド
• LMNtalRuntimeMessageProcessor daemon
ローカルのデーモンとの通信路
• HashMap runtimeids
プログラマが記述した位置情報とその代理である RemoteLMNtalRuntime
オブジェクトの対応表
• ArrayList childNode
TERMINATE命令処理時に作成されるスパニングツリーを入れておく
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メソッド詳細：
• void init()
フィールドの初期化
• String nodedescToFQDN(String nodedesc)
プログラマが記述した位置情報を完全修飾ドメイン名に変換
• AbstractLMNtalRuntime connectRuntime(String nodedesc)
ホスト nodedescに接続し，代理ランタイムを作成する
• AbstractLMNtalRuntime connectedFromRemoteRuntime(String nodedesc)
ホスト nodedescに対応する代理ランタイムが存在しない場合，作成して登
録する．他ホストから接続を受けたときに実行される．
• boolean connectToDaemon()
ローカルのデーモンに接続する．接続済みのときは何もしない．
• void disconnectFromDaemon()
ローカルのデーモンとの通信路を閉じる
• boolean terminateAllThreaded()
terminateAll()メソッドを別スレッドで実行するためのラッパ
• boolean terminateAll()
TERMINATE命令処理においてスパニングツリーを作成する
• void disconnectAllThreaded()
disconnectAll()メソッドを別スレッドで実行するためのラッパ
• boolean disconnectAll()
ローカルのデーモンに通信路を閉じるように依頼する
9.6.9 クラスTerminateAllProcessor仕様
メソッド詳細
• void run()
LMNtalRuntimeManager.terminateAll()を呼出す
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9.6.10 クラスDisconnectAllProcessor仕様
メソッド詳細
• void run()
LMNtalRuntimeManager.disconnectAll()を呼出す
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第10章 考察と評価
10.1 利用方法
逐次処理系は，FrontEndクラスを起動する事に利用を開始できる．
分散処理系は，LMNtalデーモンをOSレベル別プロセスとして起動する必要
があるので，FrontEndクラスを拡張し，LMNtalデーモンを起動するオプショ
ン--start-daemonを追加した．また，LMNtalデーモンの出力を増やすオプショ
ン--debug-daemonを追加した．
プログラマは，--start-daemonを追加すれば逐次 LMNtalプログラムと同様
の操作体系で分散 LMNtalプログラムを動作させることができる．
しかし，LMNtalデーモンは各ホストに 1つ存在するので一般的なデーモンプ
ログラムと同様，管理者が起動時に自動的に起動し，停止は管理者が行う事が望
ましい．よって，LMNtalデーモンを停止する機能は提供されていない．
10.2 実行環境
本処理系の実行環境は表 10.1に示す．なお，Java実行環境はSun Microsystems
純正品を用いた．
ネットワーク環境は図 10.1 に示す．図 10.1 内の “Bld. 61”とは大久保キャン
パス 61号館のことである．“lambdax building”とは，大久保キャンパスと光ファ
イバで結ばれた，校外にあるビルディングである．
LMNtalデーモンは，あらかじめ起動させた．
\% java daemon.LMNtalDaemon 1 60000
処理系に与えたコマンドラインオプションは，解説のためトレースモード（-t）
で実行する必要があることなどから以下の通りにした．また，必要に応じてデバッ
グモードを用いた．デバッグレベルは 4で用いた．これはコマンドラインオプショ
ン-d4 で表現される．
\% java runtime/FrontEnd -d4 -t -e "LMNtalプログラム"
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表 10.1: 実行環境
ホスト名 garrotxa.ueda.
info.waseda.ac.jp
murol.ueda.
info.waseda.ac.jp
mahon.ueda.
info.waseda.ac.jp
機種 Apple PowerBook
G4 1.33GHz 12”
SuperDrive
Epson Direct
MT6100
Epson Direct
MT6100
CPU PowerPC G4
1.33GHz
Pentium4 1.7GHz Pentium4 1.7GHz
メモリ 1.25GB 512MB 512MB
OS MacOSX 10.3.8 Microsoft
Windows 2000
SP4
Vine Linux 3.1
Java実行環境 Java 1.4.2 05 Java 1.5.0 Java 1.4.2 06
10.3 実行例：第6.2 章解説コード
第 6.2 章で解説したプログラムを計算発行側（マスタランタイムが存在するホ
スト）として garrotxaを使用し，計算実行側（スレーブランタイムが存在するホ
スト）としてmurolを使用した．本章に記載する出力結果は，garrotxa（マスタ
ランタイム）上のものである．
a.
a :- {b}@"murol".
{b}@R :- {c}@R.
{c}@R :- {d}.
第 6.2 章にて解説した，このプログラムの動作を参照されたい．
 
$ java runtime.FrontEnd -d4 -t -e
"a. a:-{b}@\"murol\". {b}@R:-{c}@R. {c}@R:-{d}."
Compiled Rule ( :- a ( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 ) ( { b }@$R :-
string($R) connectRuntime($R) | { c }@$R ) ( { c }@$R :- string($R) | { d } ) )
--atommatch:
spec [2, 2]
--memmatch:
spec [1, 1]
jump [L118, [0], [], []]
--guard:L118:
spec [1, 1]
jump [L119, [0], [], []]
--body:L119:
spec [1, 2]
commit [( :- a ( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 ) ( { b }@$R :-
string($R) connectRuntime($R) | { c }@$R ) ( { c }@$R :- string($R) | { d } ) )]
loadruleset [0, @601]
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図 10.1: 実行環境ネットワーク図
Bld. 61 backbone network
langres
133.9.237.0/26DMZ network
133.9.196.211
133.9.237.1
133.9.237.2
garrotxa
192.168.2.0/24
VPN
192.168.1.1
serpa
metton
lambdax building
backbone network
133.9.91.158
192.168.2.1
192.168.2.10
mahon
murol
192.168.1.0/24
100Base-FX
192.168.1.205192.168.1.26
newatom [1, 0, a_0]
enqueueatom [1]
proceed []
Compiled Rule ( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 )
--atommatch:
spec [2, 2]
--memmatch:
spec [1, 2]
findatom [1, 0, a_0]
jump [L100, [0], [1], []]
--guard:L100:
spec [2, 3]
allocatom [2, murol_1]
connectruntime [2]
jump [L101, [0], [1, 2], []]
--body:L101:
spec [3, 5]
commit [( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 )]
dequeueatom [1]
removeatom [1, 0, a_0]
newroot [3, 0, 2]
newatom [4, 3, b_0]
enqueueatom [4]
freeatom [1]
freeatom [2]
unlockmem [3]
proceed []
Compiled Rule ( { b }@$R :- string($R) connectRuntime($R) | { c }@$R )
--atommatch:
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spec [2, 3]
--memmatch:
spec [1, 3]
anymem [1, 0]
findatom [2, 1, b_0]
jump [L106, [0, 1], [2], []]
--guard:L106:
spec [3, 4]
getruntime [3, 1]
connectruntime [3]
natoms [1, 1]
nmems [1, 0]
norules [1]
jump [L107, [0, 1], [2, 3], []]
--body:L107:
spec [4, 6]
commit [( { b }@$R :- string($R) connectRuntime($R) | { c }@$R )]
dequeueatom [2]
removeatom [2, 1, b_0]
removemem [1, 0]
newroot [4, 0, 3]
newatom [5, 4, c_0]
enqueueatom [5]
freemem [1]
freeatom [2]
freeatom [3]
unlockmem [4]
proceed []
Compiled Rule ( { c }@$R :- string($R) | { d } )
--atommatch:
spec [2, 3]
--memmatch:
spec [1, 3]
anymem [1, 0]
findatom [2, 1, c_0]
jump [L112, [0, 1], [2], []]
--guard:L112:
spec [3, 4]
getruntime [3, 1]
natoms [1, 1]
nmems [1, 0]
norules [1]
jump [L113, [0, 1], [2, 3], []]
--body:L113:
spec [4, 6]
commit [( { c }@$R :- string($R) | { d } )]
dequeueatom [2]
removeatom [2, 1, c_0]
removemem [1, 0]
newmem [4, 0]
newatom [5, 4, d_0]
enqueueatom [5]
freemem [1]
freeatom [2]
freeatom [3]
proceed []
Do spec [1, 1]
Do jump [L118, [0], [], []]
Do spec [1, 1]
Do jump [L119, [0], [], []]
Do spec [1, 2]
Do commit [( :- a ( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 ) ( { b }@$R
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:- string($R) connectRuntime($R) | { c }@$R ) ( { c }@$R :- string($R) | { d } ) )]
Do loadruleset [0, @601]
Do newatom [1, 0, a_0]
Do enqueueatom [1]
Do proceed []
a, @601
Do spec [1, 2]
Do findatom [1, 0, a_0]
Do jump [L100, [0], [1], []]
Do spec [2, 3]
Do allocatom [2, murol_1]
Do connectruntime [2]
Do jump [L101, [0], [1, 2], []]
Do spec [3, 5]
Do commit [( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 )]
Do dequeueatom [1]
Do removeatom [1, 0, a_0]
Do newroot [3, 0, 2]
Do newatom [4, 3, b_0]
Do enqueueatom [4]
Do freeatom [1]
Do freeatom [2]
Do unlockmem [3]
Do proceed []
==>
{b}, @601
Do spec [1, 2]
Do findatom [1, 0, a_0]
Do spec [1, 3]
Do anymem [1, 0]
Do findatom [2, 1, b_0]
Do jump [L106, [0, 1], [2], []]
Do spec [3, 4]
Do getruntime [3, 1]
Do connectruntime [3]
Do natoms [1, 1]
Do nmems [1, 0]
Do norules [1]
Do jump [L107, [0, 1], [2, 3], []]
Do spec [4, 6]
Do commit [( { b }@$R :- string($R) connectRuntime($R) | { c }@$R )]
Do dequeueatom [2]
Do removeatom [2, 1, b_0]
Do removemem [1, 0]
Do newroot [4, 0, 3]
Do newatom [5, 4, c_0]
Do enqueueatom [5]
Do freemem [1]
Do freeatom [2]
Do freeatom [3]
Do unlockmem [4]
Do proceed []
==>
{c}, @601
Do spec [1, 2]
Do findatom [1, 0, a_0]
Do spec [1, 3]
Do anymem [1, 0]
Do findatom [2, 1, b_0]
Do spec [1, 3]
Do anymem [1, 0]
Do findatom [2, 1, c_0]
Do jump [L112, [0, 1], [2], []]
Do spec [3, 4]
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Do getruntime [3, 1]
Do natoms [1, 1]
Do nmems [1, 0]
Do norules [1]
Do jump [L113, [0, 1], [2, 3], []]
Do spec [4, 6]
Do commit [( { c }@$R :- string($R) | { d } )]
Do dequeueatom [2]
Do removeatom [2, 1, c_0]
Do removemem [1, 0]
Do newmem [4, 0]
Do newatom [5, 4, d_0]
Do enqueueatom [5]
Do freemem [1]
Do freeatom [2]
Do freeatom [3]
Do proceed []
==>
{d}, @601
Do spec [1, 2]
Do findatom [1, 0, a_0]
Do spec [1, 3]
Do anymem [1, 0]
Do findatom [2, 1, b_0]
Do spec [1, 3]
Do anymem [1, 0]
Do findatom [2, 1, c_0]
 
10.4 実行例：2ノード時
計算発行側（マスタランタイムが存在するホスト）として garrotxaを使用し，
計算実行側（スレーブランタイムが存在するホスト）としてmurolを使用した．
本章に記載する出力結果は，別途記載がない限り garrotxa（マスタランタイム）
上のものである．
この例では，アトムを遠隔ホスト上に作成してみる．
$ java runtime.FrontEnd -t -e "a:-{b}@\"murol\". a."
a, @601
==>
{b}, @601
この例は，ホスト garrotxaにアトム aがある場合にホストmurolに子膜を作成
し，その子膜内にアトム bを生成する．これは遠隔ホスト上において，膜および
アトム生成が可能であることを示す．
上記出力では，遠隔ホストの利用が隠されるのでデバッグ出力を付加する．デ
バッグ出力では，ガード connectRuntimeが用いられていることがわかる．
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 
$ java runtime.FrontEnd -d4 -t -e "a:-{b}@\"murol\". a."
Compiled Rule ( :- a ( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 ) )
--atommatch:
spec [2, 2]
--memmatch:
spec [1, 1]
jump [L106, [0], [], []]
--guard:L106:
spec [1, 1]
jump [L107, [0], [], []]
--body:L107:
spec [1, 2]
commit [( :- a ( a :- "murol"($_1) connectRuntime($_1) |
{ b }@$_1 ) )]
loadruleset [0, @601]
newatom [1, 0, a_0]
enqueueatom [1]
proceed []
Compiled Rule ( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 )
--atommatch:
spec [2, 2]
--memmatch:
spec [1, 2]
findatom [1, 0, a_0]
jump [L100, [0], [1], []]
--guard:L100:
spec [2, 3]
allocatom [2, murol_1]
connectruntime [2]
jump [L101, [0], [1, 2], []]
--body:L101:
spec [3, 5]
commit [( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 )]
dequeueatom [1]
removeatom [1, 0, a_0]
newroot [3, 0, 2]
newatom [4, 3, b_0]
enqueueatom [4]
freeatom [1]
freeatom [2]
unlockmem [3]
proceed []
Do spec [1, 1]
Do jump [L106, [0], [], []]
Do spec [1, 1]
Do jump [L107, [0], [], []]
Do spec [1, 2]
Do commit [( :- a ( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 ) )]
Do loadruleset [0, @601]
Do newatom [1, 0, a_0]
Do enqueueatom [1]
Do proceed []
a, @601
Do spec [1, 2]
Do findatom [1, 0, a_0]
Do jump [L100, [0], [1], []]
Do spec [2, 3]
Do allocatom [2, murol_1]
Do connectruntime [2]
Do jump [L101, [0], [1, 2], []]
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Do spec [3, 5]
Do commit [( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 )]
Do dequeueatom [1]
Do removeatom [1, 0, a_0]
Do newroot [3, 0, 2]
Do newatom [4, 3, b_0]
Do enqueueatom [4]
Do freeatom [1]
Do freeatom [2]
Do unlockmem [3]
Do proceed []
==>
{b}, @601
 
この例は，上記例に加え，「アトム bがある膜が存在する場合，膜を新規作成し，
アトム cをその膜内に生成し，膜内のルールを移動する」というルールが加わる．
これは遠隔ホスト上において膜の移動が可能であること，および親膜（ローカル
ホスト上）のルールが子膜（遠隔ホスト）にも正しく適用されることを示す．
 
$ java runtime.FrontEnd -d4 -t -e "a:-{b.}@\"murol\". a. {b, @p} :- {c, @p}."
Compiled Rule ( :- a ( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 )
( { b @p } :- { c @p } ) )
--atommatch:
spec [2, 2]
--memmatch:
spec [1, 1]
jump [L112, [0], [], []]
--guard:L112:
spec [1, 1]
jump [L113, [0], [], []]
--body:L113:
spec [1, 2]
commit [( :- a ( a :- "murol"($_1) connectRuntime($_1) |
{ b }@$_1 ) ( { b @p } :- { c @p } ) )]
loadruleset [0, @601]
newatom [1, 0, a_0]
enqueueatom [1]
proceed []
Compiled Rule ( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 )
--atommatch:
spec [2, 2]
--memmatch:
spec [1, 2]
findatom [1, 0, a_0]
jump [L100, [0], [1], []]
--guard:L100:
spec [2, 3]
allocatom [2, murol_1]
connectruntime [2]
jump [L101, [0], [1, 2], []]
--body:L101:
spec [3, 5]
commit [( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 )]
dequeueatom [1]
removeatom [1, 0, a_0]
newroot [3, 0, 2]
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newatom [4, 3, b_0]
enqueueatom [4]
freeatom [1]
freeatom [2]
unlockmem [3]
proceed []
Compiled Rule ( { b @p } :- { c @p } )
--atommatch:
spec [2, 3]
--memmatch:
spec [1, 3]
anymem [1, 0]
findatom [2, 1, b_0]
jump [L106, [0, 1], [2], []]
--guard:L106:
spec [3, 3]
natoms [1, 1]
nmems [1, 0]
jump [L107, [0, 1], [2], []]
--body:L107:
spec [3, 5]
commit [( { b @p } :- { c @p } )]
dequeueatom [2]
removeatom [2, 1, b_0]
removemem [1, 0]
newmem [3, 0]
copyrules [3, 1]
newatom [4, 3, c_0]
enqueueatom [4]
freemem [1]
freeatom [2]
proceed []
Do spec [1, 1]
Do jump [L112, [0], [], []]
Do spec [1, 1]
Do jump [L113, [0], [], []]
Do spec [1, 2]
Do commit [( :- a ( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 )
( { b @p } :- { c @p } ) )]
Do loadruleset [0, @601]
Do newatom [1, 0, a_0]
Do enqueueatom [1]
Do proceed []
a, @601
Do spec [1, 2]
Do findatom [1, 0, a_0]
Do jump [L100, [0], [1], []]
Do spec [2, 3]
Do allocatom [2, murol_1]
Do connectruntime [2]
Do jump [L101, [0], [1, 2], []]
Do spec [3, 5]
Do commit [( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 )]
Do dequeueatom [1]
Do removeatom [1, 0, a_0]
Do newroot [3, 0, 2]
Do newatom [4, 3, b_0]
Do enqueueatom [4]
Do freeatom [1]
Do freeatom [2]
Do unlockmem [3]
Do proceed []
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==>
{b}, @601
Do spec [1, 2]
Do findatom [1, 0, a_0]
Do spec [1, 3]
Do anymem [1, 0]
Do findatom [2, 1, b_0]
Do jump [L106, [0, 1], [2], []]
Do spec [3, 3]
Do natoms [1, 1]
Do nmems [1, 0]
Do jump [L107, [0, 1], [2], []]
Do spec [3, 5]
Do commit [( { b @p } :- { c @p } )]
Do dequeueatom [2]
Do removeatom [2, 1, b_0]
Do removemem [1, 0]
Do newmem [3, 0]
Do copyrules [3, 1]
Do newatom [4, 3, c_0]
Do enqueueatom [4]
Do freemem [1]
Do freeatom [2]
Do proceed []
==>
{c}, @601
Do spec [1, 2]
Do findatom [1, 0, a_0]
Do spec [1, 3]
Do anymem [1, 0]
Do findatom [2, 1, b_0]
 
この例は，上記例と比較し，ルールに@構文を用いている．実行結果のデバッ
グ出力を見ると，前例では新規膜作成に newmem命令を用いているが，この例で
は newroot命令を用いている．すなわち，前例ではローカルホスト上に通常の膜
を作成し，遠隔ホスト上の膜 {b} の中身をローカルホストに移動していたが，今
回は遠隔ホスト上に新規にルート膜を作成し，その膜に移動している．
 
$ java runtime.FrontEnd -d4 -t -e "a:-{b.}@\"murol\". a. {b, @p}@R :- {c, @p}@R."
Compiled Rule ( :- a ( a :- "murol"($_1) connectRuntime($_1) | { b
}@$_1 ) ( { b @p }@$R :- string($R) connectRuntime($R) | { c @p }@$R ) )
--atommatch:
spec [2, 2]
--memmatch:
spec [1, 1]
jump [L112, [0], [], []]
--guard:L112:
spec [1, 1]
jump [L113, [0], [], []]
--body:L113:
spec [1, 2]
commit [( :- a ( a :- "murol"($_1)
connectRuntime($_1) | { b }@$_1 ) ( { b @p }@$R :-
string($R) connectRuntime($R) | { c @p }@$R ) )]
loadruleset [0, @601]
newatom [1, 0, a_0]
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enqueueatom [1]
proceed []
Compiled Rule ( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 )
--atommatch:
spec [2, 2]
--memmatch:
spec [1, 2]
findatom [1, 0, a_0]
jump [L100, [0], [1], []]
--guard:L100:
spec [2, 3]
allocatom [2, murol_1]
connectruntime [2]
jump [L101, [0], [1, 2], []]
--body:L101:
spec [3, 5]
commit [( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 )]
dequeueatom [1]
removeatom [1, 0, a_0]
newroot [3, 0, 2]
newatom [4, 3, b_0]
enqueueatom [4]
freeatom [1]
freeatom [2]
unlockmem [3]
proceed []
Compiled Rule ( { b @p }@$R :- string($R) connectRuntime($R) | { c @p }@$R )
--atommatch:
spec [2, 3]
--memmatch:
spec [1, 3]
anymem [1, 0]
findatom [2, 1, b_0]
jump [L106, [0, 1], [2], []]
--guard:L106:
spec [3, 4]
getruntime [3, 1]
connectruntime [3]
natoms [1, 1]
nmems [1, 0]
jump [L107, [0, 1], [2, 3], []]
--body:L107:
spec [4, 6]
commit [( { b @p }@$R :- string($R) connectRuntime($R) |
{ c @p }@$R )]
dequeueatom [2]
removeatom [2, 1, b_0]
removemem [1, 0]
newroot [4, 0, 3]
copyrules [4, 1]
newatom [5, 4, c_0]
enqueueatom [5]
freemem [1]
freeatom [2]
freeatom [3]
unlockmem [4]
proceed []
Do spec [1, 1]
Do jump [L112, [0], [], []]
Do spec [1, 1]
Do jump [L113, [0], [], []]
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Do spec [1, 2]
Do commit [( :- a ( a :- "murol"($_1) connectRuntime($_1) | { b
}@$_1 ) ( { b @p }@$R :- string($R) connectRuntime($R) | { c @p }@$R ) )]
Do loadruleset [0, @601]
Do newatom [1, 0, a_0]
Do enqueueatom [1]
Do proceed []
a, @601
Do spec [1, 2]
Do findatom [1, 0, a_0]
Do jump [L100, [0], [1], []]
Do spec [2, 3]
Do allocatom [2, murol_1]
Do connectruntime [2]
Do jump [L101, [0], [1, 2], []]
Do spec [3, 5]
Do commit [( a :- "murol"($_1) connectRuntime($_1) | { b }@$_1 )]
Do dequeueatom [1]
Do removeatom [1, 0, a_0]
Do newroot [3, 0, 2]
Do newatom [4, 3, b_0]
Do enqueueatom [4]
Do freeatom [1]
Do freeatom [2]
Do unlockmem [3]
Do proceed []
==>
{b}, @601
Do spec [1, 2]
Do findatom [1, 0, a_0]
Do spec [1, 3]
Do anymem [1, 0]
Do findatom [2, 1, b_0]
Do jump [L106, [0, 1], [2], []]
Do spec [3, 4]
Do getruntime [3, 1]
Do connectruntime [3]
Do natoms [1, 1]
Do nmems [1, 0]
Do jump [L107, [0, 1], [2, 3], []]
Do spec [4, 6]
Do commit [( { b @p }@$R :- string($R) connectRuntime($R) | { c @p }@$R )]
Do dequeueatom [2]
Do removeatom [2, 1, b_0]
Do removemem [1, 0]
Do newroot [4, 0, 3]
Do copyrules [4, 1]
Do newatom [5, 4, c_0]
Do enqueueatom [5]
Do freemem [1]
Do freeatom [2]
Do freeatom [3]
Do unlockmem [4]
Do proceed []
==>
{c}, @601
Do spec [1, 2]
Do findatom [1, 0, a_0]
Do spec [1, 3]
Do anymem [1, 0]
Do findatom [2, 1, b_0]
 
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10.5 実行例：3ノード時
計算発行側（マスタランタイムが存在するホスト）として garrotxaを使用し，
計算実行側（スレーブランタイムが存在するホスト）としてmurolおよびmahon
を使用した．本章に記載する出力結果は，別途記載がない限り garrotxa（マスタ
ランタイム）上のものである．
$ java runtime.FrontEnd -t -e "a:-{c}@\"mahon\".
{c}@R :- {d}@\"murol\". a."
a, @601
==>
{c}, @601
==>
{d}, @601
10.5.1 自分自身に戻ってくる時
3ホスト以上だと，自分自身に戻る可能性がある．本処理系は，そのような場
合でも正しく動く．
この例では，ホスト garrotxa（192.168.1.205）を計算を発行し，そのスレーブ
ランタイムが動作しているホストmahonが garrotxa上にスレーブランタイムを
作成する．
$ java runtime.FrontEnd -t -e "a:-{c}@\"mahon\".
{c}@R :- {d}@\"192.168.1.205\". a."
a, @601
==>
{c}, @601
==>
{d}, @601
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第11章 まとめと今後の課題
11.1 まとめ
LMNtal分散処理系を設計・実装した．
既存逐次処理系を分散拡張し，
• 通信機構
• ID管理機構
• キャッシュ機構
• メッセージ機構
を実現した．
膜に実行位置を示すプラグマ @を付加する構文を導入し，LMNtal言語の構文
を拡張する事なくこれを実現した．
LMNtalを用いて分散処理を記述できるようになった．
11.2 今後の課題
LMNtalによる分散システムを構築する上で，本研究によって達成できなかっ
た部分を述べる．
11.2.1 耐故障性
本研究の処理系では，ルール適用開始時に生存しており，ルール適用中に故障
する場合については，これをサポートしない．
現時点で考えられる対策を記す．
LMNtal言語側での対処
マッチングに失敗した場合の処理をプログラマが記述できるようにする事が考
えられる．
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上記以外の失敗時に対する対処を記述したい場合は構文を言語側で用意する必
要がある．
処理系の実装で対処
ランタイムは特定のアトム，例えばアトム failを生成する．
11.2.2 セキュリティ
セキュリティポリシは各ホストがホスト単位で設定できるようにする事が考え
られている．
LMNtalらしいセキュリティポリシの詳細は研究されていないが，例えば子膜
の作成を認証制にするといった案が考案されている．
なお，通信路におけるセキィリティの保証は，OSIモデルにおけるトランスポー
ト層によって実現されるべきものと考える．具体的には，通信路を SSLにより暗
号化する事が考えられる．
保護機構
悪意の有無にかかわらず，“危険な振舞い”1をするプログラムは実行されるべ
きではない．保護機構とは，“有害”なプログラムの実行を阻止，あるいは停止す
る機能である．
LMNtalでは，子膜が親膜の内容を閲覧・改変するのは不可能である．しかし，
親膜は子膜の内容を閲覧・改変可能である．
本研究の処理系では，計算実体はObjectiveに移動するので，例えばトロイの
木馬などは検出可能である．検出に際し詳細な解析も不要である．
静的に保証する手段としては型の導入が提案されている．型を導入すれば型検
査による静的検査を可能になるが，言語機能を拡張し LMNtalらしい型体系を設
計する必要がある．
親膜の子膜に対する操作に関する型検査により，対応可能になる．
ユーザ認証
セキュリティを向上させる一手段としてユーザ認証のサポートが挙げられる．
ユーザ認証をサポートするには，言語仕様を拡張する方法と処理系の実装によ
り実現する方法がある．処理系の実装により実現する方法は，将来的に複数の種
1例えば，遠隔ホスト nodeAを利用している時に nodeA上の他の膜内に任意のルールを挿入
するような振舞いである
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類の LMntal処理系が出現する可能性を考えると望ましくなく，言語仕様により
規定し，全ての処理系で標準機能として装備されるほうが望ましい．
膜に位置情報と共に認証情報を付加し，位置情報に指定された遠隔ホストの利
用権限があるかどうかを判定する手法が提案される．実現には，LMNtal言語の
構文を拡張し，認証情報を記述可能にする必要がある．
11.2.3 実行効率の向上（最適化）
また，分散処理では負荷分散や実行効率の向上を目的とした処理のスケジュー
リング・アルゴリズムの研究が盛んであるが，本研究はこれを対象をしない．
LMNtalらしいスケジューリング・アルゴリズムの研究は未開拓の分野である．
第 6.2 章の@の解釈では，
{}@R :- {}@R ホスト R上にあるランタイム内に膜を作成する
という説明をした．
これを最適化する場合は，膜を再利用し，
{}@R :- {}@R ホスト R上にあるランタイム内
の膜を継承する
という意味になると思われる．
すなわち，{b} がホスト hostA上に存在する時，
{b}@"hostA" :- {c}@"hostA".
，
は新規ランタイムを作成せずに，膜{b} 内のアトム bのみをアトム cに変更する
という意味である．
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付 録A LMNtalDaemon.java
1 package daemon;
2
3 import java.util.Collection;
4 import java.util.HashMap;
5 import java.util.Iterator;
6 import java.util.Random;
7 import java.io.*;
8 import java.net.InetAddress;
9 import java.net.ServerSocket;
10 import java.net.Socket;
11 import java.net.UnknownHostException;
12
13 import runtime.Env;
14
15 /**
16 * 物理的な計算機の境界にあって、LMNtalRuntime インスタンスとリモートノードの対応表を保持する。
17 * 通信部分の処理を行う。
18 *
19 * @author nakajima, n-kato
20 *
21 */
22
23 //todo 耐故障性　セキュリティ
24 /**
25 * このスレッドがデーモンとして物理的な計算機の境界にあり、
26 * tcp60000 番に居座っている。コネクションが来たら LMNtalMessageProcessor スレッドをあげて待ちに
入る。
27 * LMNtalDaemon は一つの物理的な計算機に 1 スレッドしかあがらない。
28 *
29 * @author nakajima, n-kato
30 *
31 */
32 public class LMNtalDaemon implements Runnable {
33 /*
34 * 凡例： rgid … runtime group id
35 */
36 int portnum = Env.daemonListenPort;
37
38 /** listen するソケット */
39 ServerSocket servSocket = null;
40
41 /**
42 * リモートのデーモンとの接続表: ipstr (String) -> LMNtalNode (obsolete)リモートのデーモンと
の接続表:
43 * InetAddress -> LMNtalNode
44 */
45 static HashMap remoteHostTable = new HashMap();
46
47 /**
48 * ローカルにあるランタイムの表: rgid (String) -> LMNtalNode
49 */
50 static HashMap runtimeGroupTable = new HashMap();
51
52 // todo msgTable と msgTagTable は LMNtalNode に移管する
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53
54 /**
55 * メッセージの表: msgid (String) -> LMNtalNode
56 */
57 static HashMap msgTable = new HashMap();
58
59 // /**
60 // * msgid (String) -> tag (String)
61 // */
62 // static HashMap msgTagTable = new HashMap();
63
64 /*
65 * id を作るのに使うランダムオブジェクト
66 */
67 static Random r = new Random();
68
69 /**
70 * 自ホストの fqdn。中身は InetAddress.getLocalHost()
71 */
72 static String myhostaddress;
73
74 /**
75 * LMNtalDaemon is ready if this is true.
76 */
77 public static boolean isReady = false;
78
79 /**
80 * コンストラクタ。 DEFAULT_PORT で指定されたポート番号に ServerSocket を開くだけ。
81 */
82 public LMNtalDaemon() {
83 this(Env.daemonListenPort);
84 }
85
86 /**
87 * コンストラクタ。 tcp の portnum 番ポートに ServerSocket を開くだけ。
88 *
89 * @param portnum
90 * ServerSocket に渡す tcp ポート番号
91 */
92 public LMNtalDaemon(int portnum) {
93 this.portnum = portnum;
94 try {
95 servSocket = new ServerSocket(portnum);
96 } catch (IOException e) {
97 System.out.println("ERROR in LMNtalDaemon.LMNtalDaemon() "
98 + e.toString());
99 e.printStackTrace();
100 }
101 }
102
103 static {
104 try {
105 myhostaddress = InetAddress.getLocalHost().getHostAddress();//Canonical
106 // //TODO
107 // (nakajima)NAT 対応
108 } catch (Exception e) {
109 myhostaddress = "DEFERRED"; // とりあえず放置
110 e.printStackTrace();
111 }
112
113 if (myhostaddress.equals("127.0.0.1")) {
114 //throw new RuntimeException("cannot resolve hostname. contact your
115 // system adminitrator and configure your DNS settings");
116 myhostaddress = "DEFERRED"; // とりあえず放置
117 }
118 }
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119
120 /**
121 * Is LMNtalDaemon ready?
122 *
123 * @author nakajima
124 * @return true if ready. false if not.
125 */
126 public static boolean isReady() {
127 return isReady;
128 }
129
130 /**
131 * メイソ。自分自身（スレッド）を 1 つあげる。
132 *
133 * @author nakajima
134 *
135 */
136 public static void main(String args[]) {
137
138 //java -classpath java.class.path daemon.LMNtalDaemon Env.debugDaemon
139 // Env.daemonListenPort
140 if (args.length < 2) {
141 System.out.println("Invalid option");
142 System.exit(-1);
143 }
144 try {
145 Env.debugDaemon = Integer.parseInt(args[0]);
146 Env.daemonListenPort = Integer.parseInt(args[1]);
147 } catch (NumberFormatException e) {
148 System.out.println("Cannot parse as integer");
149 e.printStackTrace();
150 System.exit(-1);
151 }
152
153 // NAT 噛んでたら糸冬了
154 try {
155 if (!InetAddress.getLocalHost().getHostAddress().equals(
156 InetAddress.getLocalHost().getHostAddress())) {
157 System.out
158 .println("!!! Distributed LMNtal Runtime does NOT work under NAT !!!");
159 System.exit(-1);
160 }
161 } catch (UnknownHostException e1) {
162 e1.printStackTrace();
163 System.exit(-1);
164 }
165
166 Thread t = new Thread(new LMNtalDaemon(Env.daemonListenPort),
167 "LMNtalDaemon");
168 t.start();
169 }
170
171 /**
172 * 接続を待ち、接続が来たら LMNtalNode を作成して登録、そして LMNtalDaemonMessageProcessor ス
レッドを起動する。
173 */
174 public void run() {
175 if (Env.debugDaemon > 0)
176 System.out.println("LMNtalDaemon.run()");
177 isReady = true;
178 if (Env.debugDaemon > 0)
179 System.out.println("LMNtalDaemon STARTED on port " + portnum);
180
181 while (true) {
182 try {
183 Socket socket = servSocket.accept(); //コネクションがくるまで待つ
184
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185 if (Env.debugDaemon > 0)
186 System.out.println("accepted socket: " + socket);
187 LMNtalDaemonMessageProcessor node = new LMNtalDaemonMessageProcessor(
188 socket);
189
190 //登録する
191 if (registerRemoteHostNode(node)) {
192 //登録成功。
193 Thread t2 = new Thread(node, "LMNalDaemonMessageProcessor");
194 t2.start();
195 } else {
196 //登録失敗。糸冬了
197 node.close();
198 }
199 } catch (IOException e) {
200 System.out.println("ERROR in LMNtalDaemon.run(): ");
201 e.printStackTrace();
202 break;
203 }
204 }
205 }
206
207 ////////////////////////////////////////////////////////////////
208
209 /**
210 * リモートホストのノードを remoteHostTable に登録する
211 *
212 * @param node
213 * LMNtalNode
214 * @return このホストが既に登録されていたら false
215 */
216 static boolean registerRemoteHostNode(LMNtalDaemonMessageProcessor node) {
217 if (Env.debugDaemon > 0)
218 System.out.println("LMNtalDaemon.registerRemoteHostNode("
219 + node.toString() + ")");
220
221 synchronized (remoteHostTable) {
222 if (remoteHostTable.containsKey(node.getInetAddress())) {
223 return false;
224 }
225 // remoteHostTable.put(node.getInetAddress(), node);
226 //nakajima 2004-10-22
227 //実は getIpstr は呼ばなくてよい
228 remoteHostTable.put(
229 getIpstr(node.getInetAddress().getHostAddress()), node);
230 }
231 return true;
232 }
233
234 /*
235 * IPv4アドレス ip を持つ計算機上で動作している LMNtalDaemonが既に登録されているかどうか確認す
る。
236 *
237 * @author nakajima
238 *
239 * @version 2004-10-20 @param ip ipv4 address (String) @return
240 * nodeTable に登録されている LMNtalNode の InetAddress からホスト名を引いて
String で比較する。合ってたら true。それ以外は false。
241 */
242 public static boolean isHostRegistered(String hostname) {
243 //if (Env.debugDaemon > 0) System.out.println("now in
244 // LMNtalDaemon.isHostRegisted(" + hostname + ")");
245
246 return (getLMNtalNode(hostname) != null);
247 }
248
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249 /**
250 * hostname -> ipstr
251 *
252 * @param hostname
253 * @return ipstr
254 */
255 public static String getIpstr(String hostname) {
256 try {
257 String ipstr = java.net.InetAddress.getByName(hostname)
258 .getHostAddress();
259 return ipstr;
260 } catch (UnknownHostException e) {
261 return null;
262 }
263 }
264
265 /**
266 *
267 * hostname に対応する LMNtalNode を探す。
268 *
269 * @param hostname
270 * @return
271 */
272 public static LMNtalNode getLMNtalNode(String hostname) {
273 //hostname -> ipstr
274 String ipstr = getIpstr(hostname);
275
276 //nodeTable.get して cast して返す。無かったら null を返す
277 return (LMNtalNode) remoteHostTable.get(ipstr);
278 }
279
280 /**
281 * @deprecated @see #getLMNtalNode(String)
282 *
283 * Fully Qualified Domain Name fqdn に対応する LMNtalNode を探す。
284 *
285 * @param fqdn
286 * ホスト名。Fully Qualified Domain Name である事。
287 * @return nodeTable に登録されている LMNtalNode の InetAddress からホスト名を引いて String で
比較する。合ってたらその LMNtalNode。それ以外は null。
288 *
289 */
290 public static LMNtalNode getLMNtalNodeFromFQDN(String fqdn) {
291 if (Env.debugDaemon > 0)
292 System.out.println("now in LMNtalDaemon.getLMNtalNodeFromFQDN("
293 + fqdn + ")");
294
295 Collection c = remoteHostTable.values();
296 Iterator it = c.iterator();
297
298 try {
299 InetAddress ip = InetAddress.getByName(fqdn);
300 String ipstr = ip.getHostAddress();
301 LMNtalNode node;
302
303 while (it.hasNext()) {
304 node = (LMNtalNode) (it.next());
305
306 if (node.getInetAddress().getHostAddress().equals(ipstr)) {
307 return node;
308 }
309 }
310 } catch (UnknownHostException e) {
311 e.printStackTrace();
312 }
313
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314 return null;
315 }
316
317 /**
318 * fqdn 上の LMNtalDaemon に接続する。
319 *
320 * @param fqdn
321 * ホスト名。Fully Qualified Domain Name である事。
322 */
323 public static boolean makeRemoteConnection(String fqdn) {
324 //「ブロックしないようにする」
325 //todo 3分間誰も通信できなくなるのを回避するために専用スレッドを作る（後回しでよい） n-kato 2004-08-20
326
327 if (Env.debugDaemon > 0)
328 System.out.println("LMNtalDaemon.makeRemoteConnection(" + fqdn
329 + ")");
330
331 if (isHostRegistered(fqdn))
332 return true;
333
334 Socket socket;
335 try {
336 //新規接続の場合
337 socket = new Socket(fqdn, Env.daemonListenPort);
338 //socket.setSoTimeout(180000); //とりあえず 3 分
339 //↑一旦つないで 3分通信がないときも timeoutが発生するのでとりあえずコメントアウト (2004-08-22 nakajima
340 //todo 「接続しようとしたときから n 分だめだったら timeout」にする
341 LMNtalDaemonMessageProcessor node = new LMNtalDaemonMessageProcessor(
342 socket);
343 if (registerRemoteHostNode(node)) {
344 Thread t = new Thread(node, "LMNtalDaemonMessageProcessor");
345 t.start();
346 return true;
347 }
348 node.close();
349 return false;
350 } catch (Exception e) {
351 System.out.println("ERROR in LMNtalDaemon.makeRemoteConnection("
352 + fqdn + ")");
353 System.out
354 .println("If java.net.SocketTimeoutException has raised, open TCP "
355 + Env.daemonListenPort);
356 e.printStackTrace();
357 //todo SocketTimeoutException のときはここで socket を閉じるべきか？
358 //"If the timeout expires, a java.net.SocketTimeoutException is
359 // raised, though the Socket is still valid." (1.4.1 api
360 // specitifation.)
361
362 return false;
363 }
364 }
365
366 ////////////////////////////////////////////////////////////////
367
368 public static boolean isRuntimeGroupRegistered(String rgid) {
369 return runtimeGroupTable.containsKey(rgid);
370 }
371
372 public static boolean registerRuntimeGroup(String rgid, LMNtalNode node) {
373 if (Env.debugDaemon > 0)
374 System.out.println("registerRuntimeGroup(" + rgid + ", "
375 + node.toString() + ")");
376
377 synchronized (runtimeGroupTable) {
378 if (runtimeGroupTable.containsKey(rgid)) {
379 if (Env.debugDaemon > 0)
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380 System.out.println("registerRuntimeGroup failed");
381 return false;
382 }
383 runtimeGroupTable.put(rgid, node);
384 }
385 if (Env.debugDaemon > 0)
386 System.out.println("registerRuntimeGroup succeeded");
387 return true;
388 }
389
390 //TODO (nakajima) 終了する時にちゃんとこれを呼ぶ
391 public static boolean unregisterRuntimeGroup(String rgid) {
392 if (Env.debugDaemon > 0)
393 System.out.println("unregisterRuntimeGroup(" + rgid + ")");
394
395 synchronized (runtimeGroupTable) {
396 if (runtimeGroupTable.containsKey(rgid)) {
397 runtimeGroupTable.remove(rgid);
398 if (Env.debugDaemon > 0)
399 System.out.println("unregisterRuntimeGroup succeeded");
400 return true;
401 }
402 }
403 return false;
404 }
405
406 public static LMNtalNode getRuntimeGroupNode(String rgid) {
407 return (LMNtalNode) runtimeGroupTable.get(rgid);
408 }
409
410 ////////////////////////////////////////////////////////////////
411
412 /**
413 * メッセージを HashMap に登録する。key は msgid, value は LMNtalNode。
414 * <p>
415 * メッセージに対する応答メッセージの送信先を記録する。 todo 応答メッセージの送信後、対応は削除
すべきである。
416 *
417 * @param msgid
418 * メッセージ ID
419 * @param node
420 * msgid なメッセージを発行した LMNtalNode。
421 * @return msgid なキーが存在していたら false
422 */
423 public static boolean registerMessage(String msgid, LMNtalNode node) {
424 if (Env.debugDaemon > 0)
425 System.out.println("registerMessage(" + msgid + ", "
426 + node.toString() + ")");
427
428 synchronized (msgTable) {
429 if (msgTable.containsKey(msgid)) {
430 return false;
431 }
432
433 msgTable.put(msgid, node);
434 }
435
436 if (Env.debugDaemon > 0)
437 System.out.println("registerMessage succeeded");
438
439 return true;
440 }
441
442 // /** タグ付きで msgTable に登録する */
443 // public static boolean registerMessageWithTag(String msgid, LMNtalNode
444 // node, String tag) {
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445 // synchronized(msgTagTable) {
446 // if (msgTagTable.containsKey(msgid)) return false;
447 // if (!registerMessage(msgid,node)) return false;
448 // msgTagTable.put(msgid, tag);
449 // return true;
450 // }
451 // }
452
453 /**
454 * メッセージ msgid の返却先を取得する
455 *
456 * @param msgid
457 * メッセージ ID
458 * @return メッセージ msgid を返却する LMNtalNode。見つからなかったら null。
459 */
460 public static LMNtalNode unregisterMessage(String msgid) {
461 synchronized (msgTable) {
462 return (LMNtalNode) msgTable.remove(msgid);
463 }
464 }
465
466 /**
467 * メッセージ msgid を発行したノードを探したい時に使う
468 *
469 * @param msgid
470 * メッセージ ID
471 * @return メッセージ msgid を発行した LMNtalNode。見つからなかったら null。
472 * @deprecated
473 */
474 public static LMNtalNode getNodeFromMsgId(String msgid) {
475 if (Env.debugDaemon > 0)
476 System.out.println("getNodeFromMsgId(" + msgid + ")");
477
478 synchronized (msgTable) {
479 return (LMNtalNode) msgTable.get(msgid);
480 }
481 }
482
483 // public static String getTagForMsgId(String msgid) {
484 // synchronized (msgTagTable) {
485 // if (!msgTagTable.containsKey(msgid)) return null;
486 // return (String)msgTagTable.remove(msgid);
487 // }
488 // }
489
490 ////////////////////////////////////////////////////////////////
491
492 /*
493 * デバッグ用。nodeTable, registedRuntimeTable, msgTable を出力する。
494 */
495 static void dumpHashMap() {
496 System.out.println("Dump nodeTable: ");
497 System.out.println(remoteHostTable.entrySet());
498
499 // System.out.println("Dump registedLocalRuntimeTable: ");
500 // System.out.println(registedLocalRuntimeTable.entrySet());
501
502 System.out.println("Dump registedRuntimeGroupTable: ");
503 System.out.println(runtimeGroupTable.entrySet());
504
505 System.out.println("Dump msgTable: ");
506 System.out.println(msgTable.entrySet());
507 }
508
509 /*
510 * 一意な intを返す。rgidとか msgidとかに使う。いまところは InetAddress.getLocalHost()+":"+Randmom.nextLong()
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の返り値を返しているだけ。
511 * todo 一意な ID を作る
512 */
513 public static String makeID() {
514 return myhostaddress + ":" + r.nextLong();
515 }
516
517 public static String getLocalHostName() {
518 return myhostaddress;
519 }
520 }
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MessageProcessor.java
1 package daemon;
2
3 import java.io.IOException;
4 import java.net.Socket;
5
6 import runtime.Env;
7
8 import util.StreamDumper;
9
10 //import runtime.Env;
11 //import runtime.Membrane;
12
13 /**
14 * デーモンが生成するオブジェクト。 コネクションごとに生成され、メッセージの受信を行う。
15 * <p>
16 * <strike>メッセージの中身を見て処理する。 </strike> 基本的に LMNtalDaemon のソケットが開かれる
と、これが生成される。
17 * つまり物理的な計算機 1 台の中に複数存在しうる。
18 *
19 * @author nakajima, n-kato
20 */
21 public class LMNtalDaemonMessageProcessor extends LMNtalNode implements
22 Runnable {
23 public LMNtalDaemonMessageProcessor(Socket socket) {
24 super(socket);
25 }
26
27 /*
28 * (non-Javadoc)
29 *
30 * @see java.lang.Runnable#run()
31 */
32 public void run() {
33 if (Env.debugDaemon > 0)
34 System.out.println("LMNtalDaemonMessageProcessor.run()");
35 String input;
36 while (true) {
37 try {
38 input = readLine();
39 } catch (IOException e) {
40 System.out
41 .println("LMNtalDaemonMessageProcessor.run(): ERROR:このスレッドには書けません!");
42 e.printStackTrace();
43 break;
44 }
45 if (input == null) {
46 System.out
47 .println("LMNtalDaemonMessageProcessor.run(): in.readLine(): （　´ ∀｀ ）＜　 input
がぬる");
48 break;
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49 }
50 if (Env.debugDaemon > 0)
51 System.out
52 .println("LMNtalDaemonMessageProcessor.run(): in.readLine(): "
53 + input);
54
55 /* メッセージ:
56 * RES msgid 返答
57 * REGISTERLOCAL (MASTER|SLAVE) msgid rgid
58 * UNREGISTERLOCAL rgid
59 * DUMPHASH
60 * CMD msgid fqdn rgid コマンド
61 * - fqdn が自分宛
62 * - fqdn が他人宛
63 * 返答:
64 * OK | FAIL | UNCHANGED | RAW bytes \n data
65 * コマンド:
66 * BEGIN \n ボディ命令... END
67 * CONNECT dst_nodedesc src_nodedesc
68 * SETENV variable value //TODO SETENV
69 * ...
70 */
71
72 String[] parsedInput = input.split(" ", 5);
73
74 if (parsedInput[0].equalsIgnoreCase("RES")) {
75 // RES msgid 返答
76 String msgid = parsedInput[1];
77 //転送する内容を取得する
78 String content = input + "\n";
79 byte[] rawData = null;
80 if (parsedInput[2].equalsIgnoreCase("RAW")) {
81 try {
82 //バイト数指定や、末尾の改行記号は readBytes 内で処理
83 rawData = readBytes();
84 } catch (Exception e) {
85 content = "RES " + msgid + " FAIL\n";
86 }
87 }
88
89 //戻す先
90 LMNtalNode returnNode = LMNtalDaemon.unregisterMessage(msgid);
91
92 if (Env.debugDaemon > 0)
93 System.out.println("res: returnNode is: " + returnNode);
94
95 if (returnNode == null) {
96 //戻し先が null
97 // todo (n-kato)
98 // 失敗は無視する。または、msgid でない別の新しい msgid を作り失敗を out に通知する
99 respondAsFail(msgid);
100 continue;
101 } else {
102 returnNode.sendMessage(content, rawData);
103 continue;
104 }
105 } else if (parsedInput[0].equalsIgnoreCase("REGISTERLOCAL")) {
106 // REGISTERLOCAL (MASTER|SLAVE) msgid rgid
107 // rgid と LMNtalNode を登録
108 String type = parsedInput[1];
109 String msgid = parsedInput[2];
110 String rgid = parsedInput[3];
111 // todo （中島君）ここはすでに登録されていたら FAILを返すのが正しいみたいですので直さない
でください。
112 //(nakajima 2004-10-13) 了解しました。
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113 boolean result = LMNtalDaemon.registerRuntimeGroup(rgid, this);
114 respond(msgid, result);
115 continue;
116 } else if (parsedInput[0].equalsIgnoreCase("UNREGISTERLOCAL")) {
117 //UNREGISTERLOCAL rgid
118 //TODO (nakajima) ちゃんと実装する
119
120 //rgid を削除
121 String rgid = parsedInput[1];
122 if (LMNtalDaemon.unregisterRuntimeGroup(rgid)) {
123 // 自分自身にある、マスタランタイム (LMNtalRuntimeMessageProcessor) との通信路を切る
124
125 System.out
126 .println("LMNtalDaemonMessageProcessor: now closing connection to "
127 + rgid);
128 close();
129 }
130 return;
131 } else if (parsedInput[0].equalsIgnoreCase("DUMPHASH")) {
132 // DUMPHASH
133 LMNtalDaemon.dumpHashMap();
134 continue;
135 } else if (parsedInput[0].equalsIgnoreCase("CMD")) {
136 // CMD msgid fqdn rgid コマンド
137
138 String msgid = parsedInput[1];
139 String fqdn = parsedInput[2].replaceAll("\"", "");
140 String rgid = parsedInput[3];
141
142 //メッセージを登録
143 LMNtalNode returnNode = this;
144 if (LMNtalDaemon.registerMessage(msgid, returnNode)) {
145 //メッセージ登録成功
146 try {
147 String[] command = parsedInput[4].split(" ", 3);
148
149 //転送する内容を取得する
150 String content = input + "\n";
151 if (command[0].equalsIgnoreCase("BEGIN")) {
152 StringBuffer buf = new StringBuffer(content);
153 // end が来るまで積み込む
154 while (true) { // BEGIN だけきてその後が来ないと break しない→それは仕様ですので
155 String inputline = readLine();
156 if (Env.debugDaemon > 0)
157 System.out
158 .println("LMNtalDaemonMessageProcessor.run(): after BEGIN: "
159 + inputline);
160 if (inputline == null)
161 break;
162 if (inputline.equalsIgnoreCase("END"))
163 break;
164 buf.append(inputline);
165 buf.append("\n");
166 }
167 buf.append("END\n");
168 content = buf.toString();
169 }
170
171 LMNtalNode targetNode = null;
172
173 if (command[0].equalsIgnoreCase("CONNECT")) {
174 //自分自身宛かどうか判断
175 if (isMyself(fqdn)) { //自分自身宛
176 if (!LMNtalDaemon
177 .isRuntimeGroupRegistered(rgid)) {
178 /* 登録されていない時 */
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179
180 //新規にランタイムを作る。
181 String classpath = System
182 .getProperty("java.class.path");
183 String newCmdLine = new String(
184 "java -classpath"
185 + " "
186 + classpath
187 + " "
188 + "daemon.SlaveLMNtalRuntimeLauncher"
189 + " " + msgid + " " + rgid
190 + " " + Env.debugDaemon);
191
192 if (Env.debugDaemon > 0)
193 System.out.println(newCmdLine);
194
195 Process slave = Runtime.getRuntime().exec(
196 newCmdLine);
197
198 Thread dumpErr = new Thread(
199 new StreamDumper(
200 "slave runtime.error",
201 slave.getErrorStream()));
202 Thread dumpOut = new Thread(
203 new StreamDumper(
204 "slave runtime.stdout",
205 slave.getInputStream()));
206 dumpErr.start();
207 dumpOut.start();
208
209 //OK 返すのは生成されたランタイムがする。
210 continue;
211 } else {
212 // 既に登録済みの時
213 targetNode = LMNtalDaemon
214 .getRuntimeGroupNode(rgid);
215 }
216 } else { //他ノード宛なら connect をそのまま転送する
217 LMNtalDaemon.makeRemoteConnection(fqdn); // TODO（効率改善）ブロックしないよ
うにする
218 //targetNode =
219 // LMNtalDaemon.getLMNtalNodeFromFQDN(fqdn);
220 targetNode = LMNtalDaemon.getLMNtalNode(fqdn);
221 }
222 } else {
223 // connect 以外のとき
224 // 自分自身宛かどうか判断
225 if (isMyself(fqdn)) { //自分自身宛
226 targetNode = LMNtalDaemon
227 .getRuntimeGroupNode(rgid);
228 } else {
229 //targetNode =
230 // LMNtalDaemon.getLMNtalNodeFromFQDN(fqdn);
231 targetNode = LMNtalDaemon.getLMNtalNode(fqdn);
232 }
233 }
234 if (targetNode != null
235 && targetNode.sendMessage(content)) {
236 if (Env.debugDaemon > 0)
237 System.out
238 .println("LMNtalDaemonMessageProcessor.run(): target node is "
239 + targetNode.toString()
240 + " and now sending: "
241 + content);
242 continue;
243 }
244 // 転送失敗したら下に抜ける
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245 } catch (IOException e) {
246 e.printStackTrace();
247 } catch (NullPointerException nullpo) {
248 System.out.println("（　´∀｀）＜　ぬるぽ");
249 nullpo.printStackTrace();
250 break;
251 }
252 LMNtalDaemon.unregisterMessage(msgid);
253 }
254 //既に msgTable に登録されている時 or 通信失敗
255 respondAsFail(msgid);
256 }
257 }
258 }
259 }
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付 録C IDConverter.java
1 package daemon;
2
3 //import java.net.InetAddress;
4 import java.util.HashMap;
5
6 import runtime.*;
7
8 /**
9 * グローバル ID -> ローカルの object という変換をするクラス（設計中）
10 *
11 * @author nakajima, n-kato
12 *
13 */
14 public class IDConverter {
15 /** グローバルルールセット ID (String) -> Ruleset */
16 static HashMap rulesetTable = new HashMap();
17
18 /** グローバル膜 ID (String) -> AbstractMembrane */
19 static HashMap memTable = new HashMap();
20
21 ////////////////////////////////////////////////////////////////
22
23 // static void init() {
24 // rulesetTable.clear();
25 // memTable.clear();
26 // }
27
28 /** 指定されたルールセットを表に登録する */
29 public static void registerRuleset(String globalid, Ruleset rs) {
30 rulesetTable.put(globalid, rs);
31 }
32
33 /**
34 * 指定された globalRulesetID を持つルールセットを探す
35 *
36 * @return Ruleset（見つからなかった場合は null）
37 */
38 public static Ruleset lookupRuleset(String globalRulesetID) {
39 return (Ruleset) rulesetTable.get(globalRulesetID);
40 }
41
42 /** 指定された膜を表に登録する */
43 public static void registerGlobalMembrane(String globalMemID,
44 AbstractMembrane mem) {
45 if (Env.debugDaemon > 0)
46 System.out.println("IDConverter.registerGlobalMembrane("
47 + globalMemID + ", " + mem.toString() + ")"); //todo
48 // use
49 // Env
50 memTable.put(globalMemID, mem);
51 }
52
53 /** 指定された膜を表から削除する */
54 public static void unregisterGlobalMembrane(String globalMemID) {
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55 memTable.remove(globalMemID);
56 }
57
58 /**
59 * 指定された globalMemID を持つ膜を探す
60 *
61 * @return AbstractMembrane（見つからなかった場合は null）
62 */
63 public static AbstractMembrane lookupGlobalMembrane(String globalMemID) {
64 return (AbstractMembrane) memTable.get(globalMemID);
65 }
66
67 ////////////////////////////////////////////////////////////////
68
69 /*
70 * グローバル膜 ID -> ローカル膜 ID を登録する
71 */
72 // boolean registerMemID(String globalMemID, String localMemID){
73 // if(memTable.get(globalMemID)== null){
74 // //登録されていなければ登録する
75 // memTable.put(globalMemID, localMemID);
76 // return true;
77 // } else {
78 // //登録済みなら現在登録されているのが localMemID と同じか調べる
79 // if(((String)memTable.get(globalMemID)).equalsIgnoreCase(localMemID)){
80 // return true;
81 // } else {
82 // //違っていたら false
83 // return false;
84 // }
85 // }
86 // }
87 //
88 // /*
89 // * 膜 ID 表を初期化
90 // */
91 // void clearMemIDTable(){
92 // memTable.clear();
93 // }
94 //
95 /*
96 * グローバルな膜 ID を作成して、同時に表に登録する。
97 *
98 * @return グローバルな膜 ID。中身は InetAddress.getLocalHost() + ":" +
99 * AbstractMembrane.getID()。getLocalHost() に失敗したら null が帰る。 @param mem
100 * グローバルな ID を振りたい膜
101 */
102 // public static String getGlobalMembraneID(AbstractMembrane mem){
103 // //もう登録済みなら登録されている ID を返す
104 // if(memTable.get(mem) != null){
105 // return (String)(memTable.get(mem));
106 // }
107 //
108 // String newid;
109 // try {
110 // //ID を生成する
111 // newid = InetAddress.getLocalHost().toString() + ":" + mem.getLocalID();
112 // //ID 登録
113 // memTable.put(mem,newid);
114 // return newid;
115 // } catch (Exception e){
116 // //ID 生成失敗
117 // e.printStackTrace();
118 // }
119 //
120 // return null;
106
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121 // }
122 }
107
付 録D LMNtalNode.java
1 package daemon;
2
3 import java.io.BufferedInputStream;
4 import java.io.BufferedOutputStream;
5 import java.io.IOException;
6 import java.net.InetAddress;
7 import java.net.Socket;
8
9 import runtime.Env;
10 import util.HybridInputStream;
11 import util.HybridOutputStream;
12
13 /**
14 * ソケット通信路を表すクラス。
15 * <p>
16 * LMNtalDaemonMessageProcessor および LMNtalRuntimeMessageProcessor の親クラス。
17 *
18 * @author nakajima, n-kato
19 */
20
21 public class LMNtalNode {
22 private Socket socket = null;
23
24 private InetAddress ip = null;
25
26 private HybridInputStream in;
27
28 private HybridOutputStream out;
29
30 // public static LMNtalNode connect(String hostname, int port) {
31 // try {
32 // Socket socket = new Socket(hostname, port);
33 // InetAddress ip = InetAddress.getByName(hostname);
34 // return new LMNtalNode(socket, ip);
35 // } catch (Exception e) {
36 // return null;
37 // }
38 // }
39
40 /** 通常のコンストラクタ */
41 public LMNtalNode(Socket socket) {
42 this(socket, socket.getInetAddress());
43 }
44
45 public LMNtalNode(Socket socket, InetAddress ip) {
46 try {
47 this.ip = ip;
48 in = new HybridInputStream(new BufferedInputStream(socket
49 .getInputStream()));
50 out = new HybridOutputStream(new BufferedOutputStream(socket
51 .getOutputStream()));
52 this.socket = socket;
53 } catch (Exception e) {
54 }
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55 }
56
57 //
58
59 public void close() {
60 if (Env.debugDaemon > 0)
61 System.out.println("LMNtalNode.close(): " + socket);
62 try {
63 in.close();
64 out.close();
65 if (Env.debugDaemon > 0)
66 System.out.println("LMNtalNode.close(): streams closed.");
67 socket.close();
68 if (Env.debugDaemon > 0)
69 System.out.println("LMNtalNode.close(): socket has closed.");
70 } catch (Exception e) {
71 e.printStackTrace();
72 }
73 }
74
75 ////////////////////////////////////////////////////////////////
76 // 情報の取得
77
78 public HybridInputStream getInputStream() {
79 return in;
80 }
81
82 public HybridOutputStream getOutputStream() {
83 return out;
84 }
85
86 public Socket getSocket() {
87 return socket;
88 }
89
90 public InetAddress getInetAddress() {
91 return ip;
92 }
93
94 public String toString() {
95 return "LMNtalNode[IP:" + ip + ", " + in.toString() + ", "
96 + out.toString() + "]";
97 }
98
99 /**
100 * ホスト fqdn が自分自身か判定。
101 *
102 * @author nakajima
103 * @param fqdn
104 * hostname
105 * @return 自分自身に割り振られている IP アドレスからホスト名を引いて、fqdn と文字列比較した結果
106 * @version 1.1
107 */
108 // public static boolean isMyself(String fqdn) {
109 // try {
110 // String hostaddr = InetAddress.getByName(fqdn).getHostAddress();
111 // if (hostaddr.equals("127.0.0.1")) return true;
112 // return InetAddress.getLocalHost().getHostAddress().equals(hostaddr);
113 // } catch (java.net.UnknownHostException e) {
114 // e.printStackTrace();
115 // return false;
116 // }
117 // }
118 public static boolean isMyself(String ipstr) {
119 //if(Env.debugDaemon)System.out.println("LMNtalNode.isMyself(" + ipstr
120 // + ")");
121
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122 boolean result = false;
123
124 if (ipstr.equals("127.0.0.1"))
125 result = true;
126 try {
127 if (InetAddress.getLocalHost().getHostAddress().equals(ipstr))
128 result = true; //TODO (nakajima)NAT 対応
129 } catch (java.net.UnknownHostException e) {
130 e.printStackTrace();
131 }
132
133 if (Env.debugDaemon > 0)
134 System.out.println("LMNtalNode.isMyself(" + ipstr + ") is "
135 + result);
136 return result;
137 }
138
139 ////////////////////////////////
140 // 送信用
141
142 /**
143 * この LMNtalNode が表すホストにメッセージを送信する
144 *
145 * @param message
146 * メッセージ
147 */
148 public boolean sendMessage(String message) {
149 return sendMessage(message, null);
150 }
151
152 /**
153 * この LMNtalNode が表すホストにメッセージを送信する
154 *
155 * @param message
156 * メッセージ
157 * @param rawData
158 * バイナリデータ。message の後に続けて送信される。
159 */
160 public boolean sendMessage(String message, byte[] rawData) {
161 if (Env.debugDaemon > 0)
162 System.out.println("LMNtalNode.sendMessage entered");
163 try {
164 synchronized (out) { //間に他のスレッドのメッセージが入らないようにする。
165 if (Env.debugDaemon > 0)
166 System.out.println("LMNtalNode.sendMessage write now!");
167 out.write(message);
168 if (rawData != null) {
169 out.writeBytes(rawData);
170 }
171 out.flush();
172 if (Env.debugDaemon > 0)
173 System.out
174 .println("LMNtalNode.sendMessage write finished!");
175 }
176 return true;
177 } catch (IOException e) {
178 System.out.println("ERROR in LMNtalNode.sendMessage()");
179 e.printStackTrace();
180 }
181 return false;
182 }
183
184 void respond(String msgid, String message, byte[] rawData) {
185 sendMessage("RES " + msgid + " " + message + "\n", rawData);
186 }
187
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188 void respond(String msgid, String message) {
189 // sendMessage("RES " + msgid + " " + message + "\n");
190 respond(msgid, message, null);
191 }
192
193 void respond(String msgid, boolean value) {
194 respond(msgid, value ? "OK" : "FAIL");
195 }
196
197 void respondAsOK(String msgid) {
198 respond(msgid, "OK");
199 }
200
201 void respondAsFail(String msgid) {
202 respond(msgid, "FAIL");
203 }
204
205 void respondRawData(String msgid, byte[] data) {
206 respond(msgid, "RAW", data);
207 }
208
209 ////////////////////////////////
210 // 受信用
211
212 protected String readLine() throws IOException {
213 return in.readLine();
214 }
215
216 protected byte[] readBytes() throws IOException {
217 return in.readBytes();
218 }
219
220 /*
221 * @author nakajima @return true if the socket has been closed
222 */
223 protected boolean isSocketClosed() {
224 return socket.isClosed();
225 }
226
227 }
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1 package daemon;
2
3 import java.io.IOException;
4 import java.net.Socket;
5 import java.util.HashMap;
6 import java.util.Iterator;
7 import java.util.LinkedList;
8
9 import runtime.AbstractLMNtalRuntime;
10 import runtime.AbstractMembrane;
11 import runtime.Atom;
12 import runtime.Functor;
13 import runtime.LMNtalRuntimeManager;
14 import runtime.Membrane;
15 import runtime.RemoteLMNtalRuntime;
16 import runtime.RemoteMembrane;
17 import runtime.RemoteTask;
18 import runtime.Ruleset;
19 import runtime.Env;
20 import util.HybridOutputStream;
21
22 /**
23 * ランタイムが生成するオブジェクト。 デーモンとのコネクションに対して生成され、メッセージの受信を
行う。
24 *
25 * todo LMNtalDaemonMessageProcessor と共通の処理を LMNtalNode に移管する。
26 *
27 * @author nakajima, n-kato
28 */
29 public class LMNtalRuntimeMessageProcessor extends LMNtalNode implements
30 Runnable {
31 /** この VM で実行する LMNtalRuntime が所属する runtimeGroupID（コンストラクタで設定） */
32 protected String rgid;
33
34 /** この VM で実行する LMNtalRuntime の runtimeid（未使用） */
35 protected String runtimeid;
36
37 /** 通常のコンストラクタ */
38 public LMNtalRuntimeMessageProcessor(Socket socket, String rgid) {
39 super(socket);
40 this.rgid = rgid;
41 }
42
43 /** ローカルデーモンに対して REGISTERLOCAL を発行し、返答を待つ */
44 public boolean sendWaitRegisterLocal(String type) {
45 // REGSITERLOCAL (MASTER|SLAVE) msgid rgid
46 String msgid = LMNtalDaemon.makeID();
47 String command = "registerlocal " + type + " " + msgid + " " + rgid
48 + "\n";
49 if (!sendMessage(command))
50 return false;
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51 return waitForResult(msgid);
52 }
53
54 /** ローカルデーモンに対して UN REGISTERLOCAL を発行する。（現状の UNREGISTERLOCAL の実装では返
事はこない） */
55 public void sendWaitUnregisterLocal() {
56 // UNREGSITERLOCAL rgid
57 String command = "UNREGISTERLOCAL " + rgid + "\n";
58 sendMessage(command);
59 }
60
61 ////////////////////////////////
62 // 送信用
63
64 /**
65 * 指定のホストにメッセージを送信し、返答を待つ。
66 *
67 * @return 返答が OK かどうか
68 */
69 public boolean sendWait(String fqdn, String command) {
70 return sendWaitText(fqdn, command).equalsIgnoreCase("OK");
71 }
72
73 /**
74 * 指定のホストにメッセージを送信し、返答を待つ。
75 *
76 * @return 返答に含まれる文字列
77 */
78 public String sendWaitText(String fqdn, String command) {
79 //if(Env.debugDaemon >
80 // 0)System.out.println("LMNtalRuntimeMessageProcessor.sendWaitText()");
81 Object obj = sendWaitObject(fqdn, command);
82 if (obj instanceof String) {
83 return (String) obj;
84 }
85 return "FAIL";
86 }
87
88 /**
89 * 指定のホストにメッセージを送信し、返答を待つ。
90 *
91 * @return 返答に含まれるオブジェクト
92 */
93 public Object sendWaitObject(String fqdn, String command) {
94 try {
95 HybridOutputStream out = getOutputStream();
96 String msgid = LMNtalDaemon.makeID();
97 out.write("CMD " + msgid + " \"" + fqdn + "\" " + rgid + " "
98 + command + "\n");
99 out.flush();
100 return waitForResponseObject(msgid);
101 } catch (IOException e) {
102 System.out
103 .println("ERROR in LMNtalRuntimeMessageProcessor.sendWaitObject(): ");
104 e.printStackTrace();
105 return null;
106 }
107 }
108
109 /** 指定ホストに対して DISCONNECT を送る。返事はこない。 */
110 public void sendDisconnect(String fqdn) {
111 try {
112 HybridOutputStream out = getOutputStream();
113 String msgid = LMNtalDaemon.makeID();
114 out.write("CMD " + msgid + " \"" + fqdn + "\" " + rgid + " "
115 + "DISCONNECTRUNTIME" + "\n");
116 out.flush();
113
LMNtalRuntime
MessageProcessor.java
117 } catch (Exception e) {
118 System.out
119 .println("ERROR in LMNtalRuntimeMessageProcessor.sendDisconnect(): ");
120 e.printStackTrace();
121 }
122 }
123
124 ////////////////////////////////////////////////////////////////
125
126 // /** msgid (String) -> ブロックしている Object */
127 // protected HashMap blockingObjects = new HashMap();
128
129 /** msgid (String) -> メッセージ msgid に対する res の内容 (String または byte[]) */
130 HashMap messagePool = new HashMap();
131
132 /**
133 * 指定したメッセージに対する返答を待ってブロックする。
134 *
135 * @return 返答が格納されたオブジェクト
136 */
137 synchronized public Object waitForResponseObject(String msgid) {
138 //System.out.println("LMNtalRuntimeMessageProcessor.waitForResponseObject("
139 // + msgid + ")");
140 while (!messagePool.containsKey(msgid)) {
141 try {
142 //System.out.println("LMNtalRuntimeMessageProcessor.waitForResponseObject():
143 // waiting...");
144 wait();
145 } catch (InterruptedException e) {
146 }
147 }
148 //System.out.println("LMNtalRuntimeMessageProcessor.waitForResponseObject():
149 // loop quit");
150 return messagePool.remove(msgid);
151 }
152
153 /**
154 * 指定したメッセージに対する返答を待ってブロックする。
155 *
156 * @return 返答に含まれる文字列
157 */
158 public String waitForResponseText(String msgid) {
159 Object obj = waitForResponseObject(msgid);
160 if (obj instanceof String)
161 return (String) obj;
162 return "fail";
163 }
164
165 /**
166 * 指定したメッセージに対する結果を待ってブロックする。
167 *
168 * @return 返答が OK かどうか
169 */
170 public boolean waitForResult(String msgid) {
171 return waitForResponseText(msgid).equalsIgnoreCase("ok");
172 }
173
174 ////////////////////////////////////////////////////////////////
175 // todo Cache へ移管する
176
177 // /*
178 // * この計算機にある膜のグローバルな ID を管理
179 // */
180 // //static HashMap localMemTable = new HashMap();
181
182 ////////////////////////////////////////////////////////////////
183
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184 /*
185 * (non-Javadoc)
186 *
187 * @see java.lang.Runnable#run()
188 */
189 public void run() {
190 if (Env.debugDaemon > 0)
191 System.out.println("LMNtalRuntimeMessageProcessor.run()");
192 String input;
193 while (true) {
194 //ソケットを閉じるとき、この段階で閉じらていれるより readLine() まで行って待っている場合のほ
うが考えられる。
195 /*
196 * if(isSocketClosed()){ return; }
197 */
198
199 try {
200 input = readLine();
201 } catch (IOException e) {
202 //todo disconnectFromDaemon() する時に、必ずこの例外が発生するのを防ぐ
203 //済 2004-08-24 nakajima
204
205 if (true) {//TODO (nakajima) ちゃんと判定する
206 System.out.println("program finished successfully");
207 break;
208 } else {
209 //System.out.println("LMNtalRuntimeMessageProcessor.run():
210 // ERROR:このスレッドには書けません!");
211 e.printStackTrace();
212 }
213
214 break;
215 }
216 if (input == null) {
217 System.out
218 .println("LMNtalRuntimeMessageProcessor.run(): （　´∀｀）＜　 input がぬる");
219 break;
220 }
221 if (Env.debugDaemon > 0)
222 System.out
223 .println("LMNtalRuntimeMessageProcessor.run(): in.readLine(): "
224 + input);
225
226 /* メッセージ:
227 * RES msgid 返答
228 * DUMPHASH
229 * CMD msgid fqdn rgid コマンド
230 * - fqdn が自分宛
231 * - fqdn が他人宛
232 * 返答:
233 * OK | FAIL | UNCHANGED | RAW bytes \n data
234 */
235 String[] parsedInput = input.split(" ", 5);
236
237 if (parsedInput[0].equalsIgnoreCase("RES")) {
238 // RES msgid (OK | FAIL | UNCHANGED | RAW bytes \n data)
239 String msgid = parsedInput[1];
240 String content = parsedInput[2];
241 Object res;
242 if (content.equalsIgnoreCase("RAW")) {
243 try {
244 //バイト数指定や、末尾の改行記号は readBytes 内で処理
245 res = readBytes();
246 } catch (Exception e) {
247 res = "FAIL";
248 }
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249 }
250 else
251 res = content;
252 synchronized (this) {
253 messagePool.put(msgid, res);
254 //System.out.println(res.toString());
255 //System.out.println(messagePool.toString());
256
257 // Object suspended = blockingObjects.remove(msgid);
258 // if (suspended == null) {
259 // System.out.println(
260 // "ERROR: no objects waiting for message id = " + msgid);
261 // continue;
262 // }
263
264 //System.out.println("notifyALL");
265 notifyAll();
266 }
267 continue;
268 } else if (parsedInput[0].equalsIgnoreCase("DUMPHASH")) {
269 // DUMPHASH
270 LMNtalDaemon.dumpHashMap();
271 continue;
272 } else if (parsedInput[0].equalsIgnoreCase("CMD")) {
273 // CMD msgid fqdn rgid コマンド
274 String msgid = parsedInput[1];
275 // 自分自身宛なので、自分自身で処理する
276
277 /* コマンド:
278 * BEGIN \n ボディ命令... END -> OK
279 * CONNECT dst_nodedesc src_nodedesc -> OK | FAIL
280 * TERMINATE -> OK
281 * DISCONNECTRUNTIME
282 * REQUIRERULESET globalrulesetid -> RAW bytes \n data | FAIL
283 * LOCK globalmemid prio -> UNCHANGED | RAW bytes \n data | FAIL
284 * BLOCKINGLOCK globalmemid prio -> UNCHANGED | RAW bytes \n data | FAIL
285 * ASYNCLOCK globalmemid -> OK | FAIL
286 * RECURSIVELOCK globalmemid -> OK | FAIL
287 */
288
289 String[] command = parsedInput[4].split(" ", 3);
290
291 if (command[0].equalsIgnoreCase("TERMINATE")) {
292 // TERMINATE
293
294 Thread t1 = new Thread(new TerminateProcessor(msgid, this));
295 t1.start();
296
297 continue;
298 } else if (command[0].equalsIgnoreCase("DISCONNECTRUNTIME")) {
299 //DISCONNECTRUNTIME
300
301 Thread t1 = new Thread(new DisconnectRuntimeProcessor(rgid,
302 this)); //TODO (nakajima) この rgid でよかったっけ？
303 t1.start();
304
305 } else if (command[0].equalsIgnoreCase("CONNECT")) {
306 // CONNECT dst_nodedesc src_nodedesc
307 String nodedesc = command[2];
308 LMNtalRuntimeManager.connectedFromRemoteRuntime(nodedesc);
309 respondAsOK(msgid);
310 continue;
311 } else if (command[0].equalsIgnoreCase("BEGIN")) {
312 // BEGIN \n ボディ命令... END
313 try {
314 LinkedList insts = new LinkedList();
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315 while (true) {
316 String inputline = readLine();
317 if (inputline == null)
318 break;
319 if (inputline.equalsIgnoreCase("END")) {
320 break;
321 }
322 insts.add(inputline);
323 }
324 InstructionBlockProcessor ibp;
325 ibp = new InstructionBlockProcessor(this, msgid, insts);
326 new Thread(ibp, "ibp").start();
327 } catch (IOException e) {
328 e.printStackTrace();
329 respondAsFail(msgid);
330 }
331 } else if (command[0].equalsIgnoreCase("REQUIRERULESET")) {
332 // REQUIRERULESET globalrulesetid
333 Ruleset rs = IDConverter.lookupRuleset(command[1]);
334 if (rs != null) {
335 byte[] data = rs.serialize();
336 respondRawData(msgid, data);
337 continue;
338 }
339 respondAsFail(msgid);
340 } else
341 onCmd(msgid, command);
342 } else {
343 //どれにも合致しない時
344 System.out
345 .println("LMNtalRuntimeMessageProcessor.run(): invalid message: "
346 + parsedInput[0]);
347 continue;
348 }
349 }
350 }
351
352 void onCmd(String msgid, String[] command) {
353 AbstractMembrane obj = IDConverter.lookupGlobalMembrane(command[1]); //TODO
354 // (nakajima)globalid
を作成する時に間違った ID を作成している？
355 // or
356 // 登録されていな
い？（こっちを先に調べる）
357 if (!(obj instanceof Membrane)) {
358 respondAsFail(msgid);
359 if (Env.debugDaemon > 0)
360 System.out.println("LMNtalRuntimeMessageProcessor.onCmd("
361 + command[1] + " is not found!)");
362 return;
363 }
364 Membrane mem = (Membrane) obj;
365 if (Env.debugDaemon > 0)
366 System.out.println("LMNtalRuntimeMessageProcessor.onCmd("
367 + command[1] + " is found.)");
368
369 if (command[0].equalsIgnoreCase("LOCK")
370 || command[0].equalsIgnoreCase("BLOCKINGLOCK")
371 || command[0].equalsIgnoreCase("ASYNCLOCK")) {
372 Thread t1 = new Thread(new LockProcessor(command[0], this, mem,
373 msgid));
374 t1.start();
375 return;
376 } else if (command[0].equalsIgnoreCase("RECURSIVELOCK")) {
377 // RECURSIVELOCK globalmemid
378 // ロックしたローカルの膜の全世界の子孫膜を再帰的にロック（キャッシュは更新しない）
379 Thread t1 = new Thread(new RecursiveLockProcessor(command[0], this,
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380 mem, msgid));
381 t1.start();
382 return;
383 }
384 }
385 }
386
387 class InstructionBlockProcessor implements Runnable {
388 LMNtalRuntimeMessageProcessor remote;
389
390 // String fqdn;
391 String msgid;
392
393 LinkedList insts;
394
395 InstructionBlockProcessor(LMNtalRuntimeMessageProcessor remote,
396 // String fqdn,
397 String msgid, LinkedList insts) {
398 this.remote = remote;
399 // this.fqdn = fqdn;
400 this.msgid = msgid;
401 this.insts = insts;
402 }
403
404 //
405
406 /** リモート転送表（remote の代用）: RemoteTask -> RemoteTask */
407 HashMap remoteTable = new HashMap();
408
409 ////////////////////////////////////////////////////////////////
410
411 /** グローバル膜 ID (String) -> AbstractMembrane */
412 HashMap newMemTable = new HashMap();
413
414 // /** ローカルアトム ID または NEW_ (String) -> Atom */
415 // HashMap newAtomTable = new HashMap();
416
417 /** 指定された膜を表に登録する */
418 public void registerNewMembrane(String globalMemID, AbstractMembrane mem) {
419 newMemTable.put(globalMemID, mem);
420
421 }
422
423 /**
424 * グローバル膜 ID または NEW_に対応する膜を探す
425 *
426 * @return Membrane（見つからなかった場合は null）
427 */
428 public AbstractMembrane lookupMembrane(String memid) {
429 if (Env.debugDaemon > 0)
430 System.out.println("LMNtalRuntimeMessageProcessor.lookupMembrane("
431 + memid + ")");
432
433 Object obj = newMemTable.get(memid);
434 if (obj instanceof AbstractMembrane)
435 return (AbstractMembrane) obj;
436 return IDConverter.lookupGlobalMembrane(memid);
437 }
438
439 // /** 指定されたアトムを表に登録する */
440 // public void registerNewAtom(String atomID, Atom atom) {
441 // newAtomTable.put(atomID, atom);
442 // }
443 // /** アトム ID に対応するアトムを探す
444 // * @param mem 所属膜
445 // * @return Atom（見つからなかった場合は null）*/
446 // public Atom lookupAtom(AbstractMembrane mem, String atomid) {
118
LMNtalRuntime
MessageProcessor.java
447 // Object obj = newAtomTable.get(atomid);
448 // if (obj instanceof Atom) return (Atom)obj;
449 // if (mem instanceof Membrane) {
450 // return (Atom)((Membrane)mem).lookupAtom(atomid);
451 // }
452 // return null;
453 // }
454
455 //
456 public void run() {
457 /* ボディ命令:
458 *
459 * [1] ルールの操作
460 * CLEARRULES dstmemid
461 * LOADRULESET dstmemid rulesetid
462 *
463 * [2] アトムの操作
464 * NEWATOM srcmemid NEW_atomid func
465 * NEWFREELINK srcmemid NEW_atomid // 現在は NEWATOM - - $inside と同じ
466 * ALTERATOMFUNCTOR srcmemid atomid func
467 * ENQUEUEATOM srcmemid atomid
468 * REMOVEATOM srcmemid atomid
469 *
470 * [3] 子膜の操作
471 * NEWMEM srcmemid NEW_memid
472 * REMOVEMEM srcmemid
473 * NEWROOT parentmemid NEW_memid nodedesc
474 *
475 * [4] リンクの操作
476 * NEWLINK srcmemid atomid1 pos1 atomid2 pos2
477 * RELINKATOMARGS srcmemid atomid1 pos1 atomid2 pos2
478 * UNIFYATOMARGS srcmemid atomid1 pos1 atomid2 pos2
479 *
480 * [5] 膜自身や移動に関する操作
481 * ACTIVATE srcmemid
482 * MOVECELLSFROM dstmemid srcmemid
483 * MOVETO srcmemid dstmemid
484 *
485 * [6] ロック解放操作
486 * UNLOCK srcmemid
487 * ASYNCUNLOCK srcmemid
488 * RECURSIVEUNLOCK srcmemid
489 * QUIETUNLOCK srcmemid
490 */
491
492 String result = ""; // 新しい子膜および inside_proxy に対する ID 代入列を積み込む
493 Iterator it = insts.iterator();
494 while (it.hasNext()) {
495 String input = (String) it.next();
496 try {
497 String[] command = input.split(" ", 6); // RemoteMembrane.send() の引数の個数を参照
せよ
498 command[0] = command[0].toUpperCase();
499
500 if (Env.debugDaemon > 0) {
501 System.out
502 .println("InstructionBlockProcessor.run(): command is : ");
503 for (int i = 0; i < command.length; i++) {
504 System.out.println("command[" + i + "] is:"
505 + command[i]);
506 }
507 }
508
509 // //todo （将来） ここで命令を書くのではなくて、Instruction.java の命令番号を引
いてくる。
510 // //そして変換表もひける。
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511 // //案: new InstructionList をする。
512 //
513 // //案：BEGINから ENDまで出てくる引数の中で NEWがつかないものを動的に仮引数リス
トにいれてやると
514 // //InterpretedRulset のコードが使えるので、そうする？
515
516 String memid = command[1];
517 AbstractMembrane m = lookupMembrane(memid);
518
519 if (m == null) {
520 // 未知の膜の場合、擬似膜の作成を試みる
521 String fqdn = memid.split(":", 2)[0];
522 AbstractLMNtalRuntime rt = LMNtalRuntimeManager
523 .connectRuntime(fqdn);
524 if (rt instanceof RemoteLMNtalRuntime) {
525 RemoteLMNtalRuntime rrt = (RemoteLMNtalRuntime) rt;
526 m = rrt.createPseudoMembrane(memid);
527 registerNewMembrane(memid, m);
528 IDConverter.registerGlobalMembrane(memid, m);
529 }
530 if (m == null) {
531 throw new RuntimeException("cannot lookup membrane: "
532 + memid);
533 }
534 }
535
536 // === リモート膜に対するボディ命令の場合 ===
537
538 if (m instanceof RemoteMembrane) {
539 // いくつかの特例を除き、その膜のホストに転送するだけ。
540
541 // [特例 1] このホストに対する NEWROOT 命令（リモート膜 m は新しいルート膜の親膜）
542 // (1) 親膜 m に対して newRoot メソッドを発行
543 // (2) リモートホスト H に対して、NEWROOT m H 命令を送信
544 // (3) ホスト H では、m を擬似膜として作成し、newRoot メソッドを発行
545 if (command[0].equals("NEWROOT") && m.remote == null) {
546 String nodedesc = command[3];
547 String fqdn = LMNtalRuntimeManager
548 .nodedescToFQDN(nodedesc);
549 if (LMNtalNode.isMyself(fqdn)) {
550 String tmpID = command[2];
551 AbstractMembrane newmem = m.newRoot(nodedesc);
552 registerNewMembrane(tmpID, newmem);
553 IDConverter.registerGlobalMembrane(newmem
554 .getGlobalMemID(), newmem);
555 result += tmpID + "=" + newmem.getGlobalMemID()
556 + ";";
557 continue;
558 }
559 }
560
561 // [特例終わり]
562
563 // 転送先 m.remote を決定する
564 RemoteTask tmpremote = (RemoteTask) remoteTable.get(m
565 .getTask());
566 if (tmpremote == null) { // リモートが未定義の場合
567 // - 先祖で最初のリモートタスクにリモートが存在する場合、そのリモートを継承する
568 AbstractMembrane tmpmem = m.getTask().getRoot()
569 .getParent();
570 while (tmpmem instanceof Membrane) {
571 tmpmem = tmpmem.getTask().getRoot().getParent();
572 }
573 if (tmpmem != null) {
574 tmpremote = (RemoteTask) remoteTable.get(tmpmem
575 .getTask());
576 }
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577 // - 存在しない場合、m を管理するタスクをリモートに設定する
578 if (tmpremote == null) {
579 tmpremote = (RemoteTask) m.getTask();
580 tmpremote.init();
581 }
582 remoteTable.put(m.getTask(), tmpremote);
583 }
584 m.remote = tmpremote;
585
586 // 転送する
587 m.remote.send(input);
588 continue;
589 }
590
591 // === ローカル膜に対するボディ命令の場合 ===
592
593 Membrane mem = (Membrane) m;
594
595 if (command[0].equals("END")) { // 実際には起こらない
596 break;
597 // [1] ルールの操作
598 } else if (command[0].equals("CLEARRULES")) {
599 mem.clearRules();
600 } else if (command[0].equals("LOADRULESET")) {
601 String rulesetid = command[2];
602 Ruleset rs = IDConverter.lookupRuleset(rulesetid);
603 if (rs == null) {
604 String fqdn = rulesetid.split(":", 2)[0]; // TODO
605 // （効率改善）依頼元に取りにいくようにする
606 Object obj = remote.sendWaitObject(fqdn,
607 "REQUIRERULESET " + rulesetid);
608 if (obj instanceof byte[]) {
609 rs = Ruleset.deserialize((byte[]) obj);
610 }
611 if (rs == null) {
612 throw new RuntimeException(
613 "cannot lookup ruleset: " + rulesetid);
614 }
615 IDConverter.registerRuleset(rulesetid, rs);
616 }
617 mem.loadRuleset(rs);
618 // [2] アトムの操作
619 } else if (command[0].equals("NEWATOM")) {
620 String tmpID = command[2];
621 Functor func = Functor.deserialize(command[3]);
622 Atom newatom = mem.newAtom(func);
623 mem.registerAtom(tmpID, newatom);
624 //idconv.registerNewAtom(tmpID,newatom);
625 if (func.equals(Functor.INSIDE_PROXY)) {
626 result += tmpID + "=" + mem.getAtomID(newatom) + ";";
627 }
628 } else if (command[0].equals("NEWFREELINK")) {
629 String tmpID = command[2];
630 Functor func = Functor.INSIDE_PROXY;
631 Atom newatom = mem.newAtom(func);
632 mem.registerAtom(tmpID, newatom);
633 result += tmpID + "=" + mem.getAtomID(newatom) + ";";
634 } else if (command[0].equals("ALTERATOMFUNCTOR")) {
635 Atom atom = mem.lookupAtom(command[2]);
636 mem.alterAtomFunctor(atom, Functor.deserialize(command[3]));
637 } else if (command[0].equals("REMOTEATOM")) {
638 mem.removeAtom(mem.lookupAtom(command[2]));
639 } else if (command[0].equals("ENQUEUEATOM")) {
640 mem.enqueueAtom(mem.lookupAtom(command[2]));
641 // [3] 子膜の操作
642 } else if (command[0].equals("NEWMEM")) {
643 String tmpID = command[2];
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644 AbstractMembrane newmem = mem.newMem();
645 registerNewMembrane(tmpID, newmem);
646 IDConverter.registerGlobalMembrane(newmem.getGlobalMemID(),
647 newmem);
648 result += tmpID + "=" + newmem.getGlobalMemID() + ";";
649 } else if (command[0].equals("REMOVEMEM")) {
650 mem.removeMem(lookupMembrane(command[2]));
651 } else if (command[0].equals("NEWROOT")) {
652 String tmpID = command[2];
653 AbstractMembrane newmem = mem.newRoot(command[3]); // 新しいリモートが初期化される
654 if (newmem instanceof RemoteMembrane) {
655 remoteTable.put(newmem.getTask(), newmem.getTask()); // 新しいリモートを登録する
656 }
657 registerNewMembrane(tmpID, newmem);
658 result += tmpID + "=" + newmem.getGlobalMemID() + ";";
659 // [4] リンクの操作
660 } else if (command[0].equals("NEWLINK")
661 || command[0].equals("RELINKATOMARGS")
662 || command[0].equals("UNIFYATOMARGS")) {
663 Atom atom1 = mem.lookupAtom(command[2]);
664 int pos1 = Integer.parseInt(command[3]);
665 Atom atom2 = mem.lookupAtom(command[4]);
666 int pos2 = Integer.parseInt(command[5]);
667 if (command[0].equals("NEWLINK")) {
668 mem.newLink(atom1, pos1, atom2, pos2);
669 } else if (command[0].equals("RELINKATOMARGS")) {
670 mem.relinkAtomArgs(atom1, pos1, atom2, pos2);
671 } else if (command[0].equals("UNIFYATOMARGS")) {
672 mem.unifyAtomArgs(atom1, pos1, atom2, pos2);
673 }
674 // [5] 膜自身や移動に関する操作
675 } else if (command[0].equals("ACTIVATE")) { // ENQUEUEMEM ボディ命令に対応（todo
676 // 名称変更？）
677 mem.activate();
678 } else if (command[0].equals("MOVECELLSFROM")) {
679 // todo 【実装】command[2] がリモート膜の場合、内容を取得しなければならない。
680 mem.moveCellsFrom(lookupMembrane(command[2]));
681 } else if (command[0].equals("MOVETO")) {
682 mem.moveTo(lookupMembrane(command[2]));
683 // todo 【検証】flush の前後関係が正しいかどうか確認する
684 // [6] ロック解放操作
685 } else if (command[0].equals("UNLOCK")) {
686 mem.unlock();
687 } else if (command[0].equals("ASYNCUNLOCK")) {
688 mem.asyncUnlock();
689 } else if (command[0].equals("RECURSIVEUNLOCK")) {
690 mem.recursiveUnlock();
691 } else if (command[0].equals("QUIETUNLOCK")) {
692 mem.quietUnlock();
693 } else { //未知の命令
694 System.out
695 .println("InstructionBlockProcessor.run(): unknown body method: "
696 + command[0] + "\n\tin CMD = " + input);
697 result = "FAIL;" + result;
698 }
699 } catch (Exception e) {
700 e.printStackTrace();
701 System.out.println("CMD = " + input);
702 result = "FAIL;" + result;
703 }
704 }
705 flush();
706 // 返答
707 if (result.length() > 0)
708 result = result.substring(0, result.length() - 1);
709 remote.respond(msgid, result);
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710 }
711
712 /** リモートに命令ブロックを転送し、返答が来るまでブロックする */
713 void flush() {
714 Iterator it = remoteTable.keySet().iterator();
715 while (it.hasNext()) {
716 RemoteTask innerremote = (RemoteTask) remoteTable.get(it.next());
717 innerremote.flush();
718 }
719 remoteTable.clear();
720
721 // m.remote が null に初期化されないのが問題かもしれない
722 }
723 }
724
725 /**
726 * LOCK, ASYNCLOCK, BLOCKINGLOCK の中の人
727 *
728 * @author nakajima
729 */
730
731 class LockProcessor implements Runnable {
732 String command;
733
734 LMNtalNode node;
735
736 Membrane mem;
737
738 String msgid;
739
740 LockProcessor(String command, LMNtalNode node, Membrane mem, String msgid) {
741 this.command = command;
742 this.node = node;
743 this.mem = mem;
744 this.msgid = msgid;
745 }
746
747 public void run() {
748 // LOCK globalmemid
749 // ローカルの膜をロック
750 boolean result = false;
751 if (command.equalsIgnoreCase("LOCK"))
752 result = mem.lock();
753 if (command.equalsIgnoreCase("BLOCKINGLOCK"))
754 result = mem.blockingLock();
755 if (command.equalsIgnoreCase("ASYNCLOCK"))
756 result = mem.asyncLock();
757 if (result) { // ロック取得成功
758 if (true) { // キャッシュ再送信チェック
759 byte[] data = mem.cache();
760 node.respondRawData(msgid, data);
761 } else {
762 node.respond(msgid, "UNCHANGED");
763 }
764 } else {
765 node.respondAsFail(msgid);
766 }
767 }
768 }
769
770 /**
771 * RECURSIVELOCK の中の人
772 *
773 * @author nakajima
774 *
775 */
776
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777 class RecursiveLockProcessor implements Runnable {
778 String command;
779
780 LMNtalNode node;
781
782 Membrane mem;
783
784 String msgid;
785
786 RecursiveLockProcessor(String command, LMNtalNode node, Membrane mem,
787 String msgid) {
788 this.command = command;
789 this.node = node;
790 this.mem = mem;
791 this.msgid = msgid;
792 }
793
794 public void run() {
795 if (mem.recursiveLock()) {
796 node.respondAsOK(msgid);
797 } else {
798 node.respondAsFail(msgid);
799 }
800 }
801 }
802
803 /**
804 * TERMINATE の中の人
805 *
806 * @author nakajima
807 *
808 */
809
810 class TerminateProcessor implements Runnable {
811 String msgid;
812
813 LMNtalNode node;
814
815 TerminateProcessor(String msgid, LMNtalNode node) {
816 this.msgid = msgid;
817 this.node = node;
818 }
819
820 public void run() {
821 //System.out.println("TerminateProcessor.run(): now starting
822 // LMNtalRuntimeManager.termnateAll()");
823 if (LMNtalRuntimeManager.terminateAll()) {
824 System.out
825 .println("TerminateProcessor.run(): LMNtalRuntimeManager.termnateAll() succeded");
826 node.respondAsOK(msgid);
827 } else {
828 node.respondAsFail(msgid);
829 }
830 }
831 }
832
833 /**
834 * DISCONNECTRUNTIME の中の人
835 *
836 * @author nakajima
837 *
838 */
839
840 class DisconnectRuntimeProcessor implements Runnable {
841 String rgid;
842
843 LMNtalNode node;
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844
845 DisconnectRuntimeProcessor(String rgid, LMNtalNode node) {
846 this.rgid = rgid;
847 this.node = node;
848 }
849
850 public void run() {
851 if (LMNtalRuntimeManager.disconnectAll()) {
852 node.sendMessage("UNREGISTERLOCAL" + " " + rgid);
853 } else {
854 System.out.println("DISCONNECTRUNTIME failed");
855 }
856 }
857 }
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1 package daemon;
2
3 import java.net.Socket;
4
5 import runtime.Env;
6 import runtime.LocalLMNtalRuntime;
7 import runtime.LMNtalRuntimeManager;
8
9 class SlaveLMNtalRuntimeLauncher {
10 //todo
11 // 名称変更。ここは LocalLMNtalRuntime と LMNtalDaemon の間にいて、ローカルホスト内 TCP 通信の
面倒を接続元がソケットを閉じるまで見続ける。
12
13 public static void main(String[] args) {
14 try {
15 //java -classpath classpath daemon.SlaveLMNtalRuntimeLauncher msgid
16 // rgid Env.debugDaemon
17 if (args.length < 2) {
18 System.out.println("Invalid option");
19 System.exit(-1);
20 }
21
22 String callerMsgid = args[0];
23 String rgid = args[1];
24 try {
25 int debug = Integer.parseInt(args[2]);
26 Env.debugDaemon = debug;
27 } catch (Exception e) {
28 System.out.println("Cannot parse as integer");
29 e.printStackTrace();
30 System.exit(-1);
31 }
32
33 Socket socket = new Socket("localhost", Env.daemonListenPort);
34 LMNtalRuntimeMessageProcessor node = new LMNtalRuntimeMessageProcessor(
35 socket, rgid);
36 LMNtalRuntimeManager.daemon = node;
37
38 Thread nodeThread = new Thread(node,
39 "LMNtalRuntimeMessageProcessor");
40 nodeThread.start();
41 if (node.sendWaitRegisterLocal("SLAVE")) {
42 //LocalLMNtalRuntime を起動
43 LocalLMNtalRuntime runtime = new LocalLMNtalRuntime();
44 node.respondAsOK(callerMsgid); // node.runtimeid を返す場合、この res の引数にする
45 nodeThread.join(); //socket が切断するまで待つ
46 //LMNtalRuntimeManager.terminateAll(); //TODO
47 // (nakajima) 計算が終了したらちゃんと終了するようにする
48 //LMNtalRuntimeManager.disconnectFromDaemon();
49 }
50 } catch (Exception e) {
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51 System.out.println("ERROR in SlaveLMNtalRuntimeLauncher.run()"
52 + e.toString());
53 e.printStackTrace();
54 }
55 }
56 }
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付 録G LMNtalRuntimeManager.java
1 package runtime;
2
3 import java.util.ArrayList;
4 import java.util.HashMap;
5 import java.util.Iterator;
6
7 import daemon.LMNtalNode;
8 import daemon.LMNtalRuntimeMessageProcessor;
9 import java.net.Socket;
10 import java.net.UnknownHostException;
11
12 /**
13 * 計算ノード管理クラス
14 *
15 * @author n-kato, nakajima
16 */
17
18 public final class LMNtalRuntimeManager {
19 /** ローカルのデーモンとの通信路 */
20 public static LMNtalRuntimeMessageProcessor daemon = null;
21
22 /** 計算ノード表: nodedesc (String) -> RemoteLMNtalRuntime */
23 static HashMap runtimeids = new HashMap();
24
25 /** TERMINATE 時に spanning tree を作成するが、その時に作った子を入れておく */
26 static ArrayList childNode = new ArrayList();
27
28 /** 計算ノード表を利用開始する */
29 public static void init() {
30 }
31
32 /**
33 * ノード識別子 nodedescを通信用ノード名（現在は globalIPAddressのテキスト表現）に変換する。 失
敗した場合 null を返す。
34 */
35 public static String nodedescToFQDN(String nodedesc) {
36 try {
37 String fqdn = java.net.InetAddress.getByName(nodedesc)
38 .getHostAddress();
39 return fqdn;
40 } catch (UnknownHostException e) {
41 return null;
42 }
43 }
44
45 /**
46 * 指定されたホストに接続し、計算ノード表に登録する。 すでに登録されている場合は生存を確認する。
生存を確認できない場合は null を返す。
47 * 初めての分散呼び出しならば、ローカルのデーモンに接続する。
48 * <p>
49 * 現在の実装では、生存の確認中にブロックする。 しかしルールスレッドが長期間ブロックするのでよく
ないという本質的な問題がある。
50 *
51 * @param nodedesc
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52 * ノード識別子
53 */
54 public static AbstractLMNtalRuntime connectRuntime(String nodedesc) {
55 //if(Env.debug >
56 // 0)System.out.println("LMNtalRuntimeManager.connectRuntime(" +
57 // nodedesc +")");
58
59 String fqdn = nodedescToFQDN(nodedesc);
60 if (fqdn == null)
61 return null;
62 //宛て先が localhost なら 自分自身を返す
63 if (LMNtalNode.isMyself(fqdn)) {
64 //if(Env.debug >
65 // 0)System.out.println("LMNtalRuntimeManager.connectRuntime():
66 // 宛て先が localhost だから自分自身を返す");
67 return Env.theRuntime;
68 }
69
70 //if(Env.debug >
71 // 0)System.out.println("LMNtalRuntimeManager.connectRuntime():
72 // 宛て先が remote にある場合");
73 //以下は宛て先が remote にある場合
74 if (!connectToDaemon())
75 return null;
76
77 RemoteLMNtalRuntime ret = (RemoteLMNtalRuntime) runtimeids.get(fqdn);
78
79 if (ret == null) {
80 ret = new RemoteLMNtalRuntime(fqdn);
81 runtimeids.put(fqdn, ret);
82 }
83
84 if (ret.connect()) {
85 //生きている
86 return ret;
87 } else {
88 //失敗したら null
89 return null;
90 }
91 }
92
93 /**
94 * リモートホストから接続があったときに呼ばれる。 対応する RemoteLMNtalRuntime が存在しなければ
作成する。
95 *
96 * @param nodedesc
97 * リモートホストが名乗ったノード識別子（現在は fqdn のみ）
98 */
99 public static AbstractLMNtalRuntime connectedFromRemoteRuntime(
100 String nodedesc) {
101 RemoteLMNtalRuntime ret = (RemoteLMNtalRuntime) runtimeids
102 .get(nodedesc);
103 if (ret == null) {
104 ret = new RemoteLMNtalRuntime(nodedesc);
105 runtimeids.put(nodedesc, ret);
106 }
107 return ret;
108 }
109
110 /** ローカルのデーモンに接続する。すでに接続している場合は何もしない。 */
111 public static boolean connectToDaemon() {
112 //if(Env.debug >
113 // 0)System.out.println("LMNtalRuntimeManager.connectToDaemon()");
114
115 if (daemon != null)
116 return true;
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117 try {
118 // この VM はマスタノードである
119 Socket socket = new Socket("localhost", Env.daemonListenPort);
120 String rgid = Env.theRuntime.runtimeid;
121 daemon = new LMNtalRuntimeMessageProcessor(socket, rgid);
122 Thread t = new Thread(daemon, "LMNtalRuntimeMessageProcessor");
123 t.start();
124 if (!daemon.sendWaitRegisterLocal("MASTER")) {
125 throw new Exception(
126 "LMNtalRuntimeManager.connectToDaemon(): cannot connect to daemon");
127 }
128 return true;
129 } catch (Exception e) {
130 System.out
131 .println("LMNtalRuntimeManager.connectToDaemon(): Cannot connect to LMNtal deamon (not started?)");
132 e.printStackTrace();
133 if (daemon != null) {
134 daemon.close();
135 daemon = null;
136 }
137 return false;
138 }
139 }
140
141 public static void disconnectFromDaemon() {
142 if (daemon != null) {
143 if (true)
144 System.out
145 .println("LMNtalRuntimeManager.disconnectFromDaemon()");
146 // 【質問】(n-kato) unregisterlocal を使わずに問答無用で切ればいいと思っていたんですけど、
ダメなんですか？
147 // 切れたら daemon側で勝手に MASTER表から除去して向こうのスレッドが終わるという風に。2004-08-27
148 // 【回答】(mizuno)
149 // LMNtalRuntimeMessageProcessor が in.readLine() でブロックしている最中にソケットを
閉じると SocketException が発生してしまうので、その回避方法として、中島さんと相談してこうしてみました。
150 // unregisterlocal によってデーモン側で OutputStream を閉じてもらえば、EOF が送られて
くるので readLine が null を返してくれます。
151 // 最も、この方法でもデーモン側が OutputStreamを閉じる前に closeが呼ばれてしまうと同じ
事なのでもうひと工夫必要なようです。（…ということに今気がつきました。）
152 // 「もうひと工夫」の案 : readLine() から null が帰ってきたら close する
153 // unregisterlocal を使わずに、readLine()で SocketException が発生したら黙って終了す
る、という方法ももちろんありますが、
154 // 本当に問題が起きたときの例外と区別ができないのがいやだ、という理由でこの方法を選択し
ました。
155
156 //(nakajima 2004-11-01) やっぱりいらないような気がします
157 //daemon.sendWaitUnregisterLocal();
158
159 daemon.close(); //TODO これが終わらない→ DISCONNECT 命令の実装が先
160
161 if (Env.debug > 0)
162 System.out
163 .println("LMNtalRuntimeManager.disconnectFromDaemon(): the socket has closed.");
164 daemon = null;
165 }
166 }
167
168 /**
169 * teminateAll() を専用スレッドで実行するためのラッパ
170 *
171 * @author nakajima
172 */
173 public static boolean terminateAllThreaded() {
174 // TODO (nakajima) 空のときはスレッドつくらないで return
175 TerminateAllProcessor tap = new TerminateAllProcessor();
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176
177 Thread t = new Thread(tap, "TerminateAllProcessor");
178 t.start();
179
180 synchronized (t) {
181 try {
182 t.join();
183 // System.out.println("terminateAllThreaded(): after
184 // thread.join");
185 } catch (InterruptedException e) {
186 e.printStackTrace();
187 }
188 }
189
190 return tap.result;
191 }
192
193 /**
194 * 登録されている全ての RemoteLMNtalRuntime を終了し、計算ノード表の登録を削除する。
195 * <p>
196 * Env.theRuntime も terminate する (n-kato) 2004-09-17
197 * <p>
198 * すでに呼ばれた場合、何もせずに false を返す
199 */
200 public static boolean terminateAll() {
201 // System.out.println("LMNtalRuntimeManager.terminateAll() entered");
202
203 synchronized (childNode) { // 重複転送防止のため
204 if (Env.theRuntime.isTerminated()) {
205 // System.out.println("LMNtalRuntimeManager.terminateAll():
206 // Env.theRuntime.isTerminated() is true");
207 return false;
208 } else {
209 // System.out.println("LMNtalRuntimeManager.terminateAll():
210 // Env.theRuntime.isTerminated() is false");
211 Env.theRuntime.terminate();
212 }
213 }
214
215 // System.out.println("LMNtalRuntimeManager.terminateAll():
216 // Env.theRuntime is terminated");
217
218 childNode.clear();
219 Iterator it = runtimeids.keySet().iterator();
220 while (it.hasNext()) {
221 //RemoteLMNtalRuntime machine =
222 // (RemoteLMNtalRuntime)runtimeids.get(it.next());
223 RemoteLMNtalRuntime machine = (RemoteLMNtalRuntime) runtimeids
224 .get(it.next());
225 if (Env.debugDaemon > 0)
226 System.out
227 .println("LMNtalRuntimeManager.terminateAll(): now sending TERMINATE to "
228 + machine);
229
230 if (daemon.sendWait(machine.hostname, "TERMINATE")) {
231 if (Env.debugDaemon > 0)
232 System.out
233 .println("LMNtalRuntimeManager.terminateAll(): i got answer from "
234 + machine);
235 childNode.add(machine);
236 }
237 }
238
239 if (Env.debugDaemon > 0)
240 System.out.println(childNode); //TODO
241 // (nakajima) なんで null なの、ここ...
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242
243 if (Env.debugDaemon > 0)
244 System.out
245 .println("LMNtalRuntimeManager.terminateAll(): everything finished and returning true");
246 return true;
247 }
248
249 /**
250 * disconnectAll() を専用スレッドで実行するためのラッパ
251 *
252 * @author nakajima
253 */
254 public static void disconnectAllThreaded() {
255 DisconnectAllProcessor dap = new DisconnectAllProcessor();
256
257 Thread t = new Thread(dap, "DisconnectAllProcessor");
258 t.start();
259
260 synchronized (t) {
261 try {
262 t.join();
263 if (Env.debugDaemon > 0)
264 System.out
265 .println("LMNtalRuntimeManager.diconnectAllThreaded(): after thread.join");
266 } catch (InterruptedException e) {
267 e.printStackTrace();
268 }
269 }
270 }
271
272 /**
273 * DISCONNECTRUNTIME の中の人の中の人
274 *
275 * @author nakajima
276 */
277 public static boolean disconnectAll() {
278 if (Env.debugDaemon > 0)
279 System.out.println("LMNtalRuntimeManager.DisconnectAll() entered");
280 Iterator it = childNode.iterator();
281 while (it.hasNext()) {
282 RemoteLMNtalRuntime machine = (RemoteLMNtalRuntime) it.next();
283 // if(daemon == null){System.out.println("DAEMON IS NULL");}
284 // if(machine == null){System.out.println("MACHINE IS NULL");}
285 if (Env.debugDaemon > 0)
286 System.out
287 .println("LMNtalRuntimeManager.DisconnectAll(): sending DISCONNECTRUNTIME to "
288 + machine.hostname);
289 daemon.sendDisconnect(machine.hostname);
290 }
291 childNode.clear();
292 runtimeids.clear();
293 if (Env.debugDaemon > 0)
294 System.out.println("LMNtalRuntimeManager.DisconnectAll() quitting");
295 return true;
296 }
297 }
298
299 class DisconnectAllProcessor implements Runnable {
300 boolean result;
301
302 public void run() {
303 if (Env.debugDaemon > 0)
304 System.out.println("DisconnectAllProcessor.run() entered");
305 result = LMNtalRuntimeManager.disconnectAll();
306 if (Env.debugDaemon > 0)
307 System.out.println("DisconnectAllProcessor.run(): now quitting...");
308 }
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309 }
310
311 /**
312 * terminateAllThreaded の中の人
313 *
314 * @author nakajima
315 *
316 */
317
318 class TerminateAllProcessor implements Runnable {
319 boolean result;
320
321 public void run() {
322 if (Env.debugDaemon > 0)
323 System.out.println("TerminateAllProcessor.run() entered");
324 result = LMNtalRuntimeManager.terminateAll();
325 if (Env.debugDaemon > 0)
326 System.out.println("TerminateAllProcessor.run(): result is "
327 + result + " and now quitting...");
328 }
329 }
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1 package runtime;
2
3 //import daemon.Cache;
4 //import daemon.LMNtalDaemon;
5 //import daemon.LMNtalNode;
6
7 /**
8 * リモート計算ノード
9 * <p>
10 * リモートに存在する LMNtalRuntime を表すクラス。
11 *
12 * @author n-kato, nakajima
13 *
14 */
15 public final class RemoteLMNtalRuntime extends AbstractLMNtalRuntime {
16 // /**
17 // * リモート側のホスト名。Fully Qualified Domain Name である必要がある。
18 // */
19 // protected String hostname; → AbstractLMNtalRuntime に移動してみた
20
21 /**
22 * コンストラクタ
23 *
24 * @param hostname
25 * 計算ノードが存在するホスト名（fqdn）
26 */
27 protected RemoteLMNtalRuntime(String hostname) {
28 // this.runtimeid = runtimeid; // todo
29 // 接続先から ID を受け取って代入する（今は未使用なので問題が発生しない）
30 this.hostname = hostname;
31 }
32
33 /**
34 * リモートにタスクを作成する。
35 *
36 * @param AbstractMembrane
37 * 親膜
38 * @return AbstractTask
39 */
40 public AbstractTask newTask(AbstractMembrane parent) {
41 //if(Env.debug > 0)System.out.println("RemoteLMNtalRuntime.newTask()");
42 RemoteTask task = new RemoteTask(this, parent);
43 RemoteMembrane newroot = (RemoteMembrane) task.getRoot();
44 if (newroot.remote == null) {
45 // 新しいタスクをしばらく転送先として使用するために初期化する
46 newroot.remote = task;
47 task.init();
48 }
49 String newmemid = newroot.remote.generateNewID();
50 newroot.globalid = newmemid;
51 newroot.remote.send("NEWROOT", newmemid, parent, hostname); // 親膜への命令を子ホストに
送る
52
53 newroot.remote.registerMem(newmemid, newroot); //(nakajima
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54 // 2004-10-25)
55
56 return task;
57 }
58
59 ////////////////////////////////
60 // RemoteLMNtalRuntime で定義されるメソッド
61
62 /**
63 * リモートホストに対して接続確認を行う。最初に接続するときにも使用される。
64 *
65 * @return 生存が確認できたかどうか
66 */
67 public boolean connect() {
68 return LMNtalRuntimeManager.daemon.sendWait(hostname, "CONNECT \""
69 + hostname + "\" \"" + daemon.LMNtalDaemon.getLocalHostName()
70 + "\"");
71 }
72
73 /**
74 * このリモートランタイム（ローカル内のみ）に擬似タスクおよび擬似膜を作成して返す。 擬似膜は、あ
るルート膜の親膜のプロキシとして使用される。
75 * <br>
76 * 擬似タスク ＝ ルート膜を持たないリモートタスク <br>
77 * 擬似膜 ＝ 擬似タスクが管理するリモート膜（親膜を持たない）
78 *
79 * @return 作成した擬似膜
80 */
81 public RemoteMembrane createPseudoMembrane(String globalid) {
82 RemoteTask task = new RemoteTask(this); // 擬似タスクを作成
83 RemoteMembrane mem = new RemoteMembrane(task);
84 mem.globalid = globalid;
85 return mem;
86 }
87
88 }
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付 録I RemoteMembrane.java
1 package runtime;
2
3 //import java.util.HashMap;
4 import java.io.ByteArrayInputStream;
5 import java.io.IOException;
6 import java.io.InputStreamReader;
7 import java.io.ObjectInputStream;
8 import java.util.HashMap;
9 import java.util.Iterator;
10
11 import compile.RulesetCompiler;
12 import compile.parser.LMNParser;
13
14 import daemon.IDConverter;
15
16 /**
17 * リモート膜クラス
18 *
19 * @author n-kato
20 */
21 public final class RemoteMembrane extends AbstractMembrane {
22 /**
23 * この膜のグローバル ID または NEW_n （ルート膜や擬似膜でない場合、親膜の連続するロック取得期間
中のみ有効）
24 * <p>
25 * Atom の remoteid に対応している
26 */
27 protected String globalid;
28
29 // /** この膜のアトムからリモート ID または NEW_n への写像 (Atom -> String) */
30 // protected HashMap atomids = new HashMap(); // Atom.remoteid に移管
31 // /** この膜の子膜からリモート ID への写像 (AbstractMembrane -> String) */
32 // protected HashMap memids = new HashMap(); // Membrane.globalid に移管
33
34 /**
35 * 仮ロック状態かどうか。簡単のため、ルート膜のみが仮ロック状態になれるものとする。
36 * （リモートではロックされていると見なし、ローカルではロック解放されているとみなす状態のこと）
37 */
38 private boolean fUnlockDeferred = false;
39
40 ////////////////////////////////////////////////////////////////
41
42 /**
43 * コンストラクタ。globalid は初期化しない（困った話）
44 */
45 public RemoteMembrane(RemoteTask task, AbstractMembrane parent) {
46 super(task, parent);
47 }
48
49 /**
50 * コンストラクタ。remoteid は明示的に渡す。
51 */
52 public RemoteMembrane(RemoteTask task, RemoteMembrane parent,
53 String remoteid) {
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54 super(task, parent);
55 this.globalid = remoteid;
56 }
57
58 /**
59 * 親膜を持たない膜を作成する。RemoteLMNtalRuntime.createPseudoMembrane から呼ばれる。
60 *
61 * @see RemoteLMNtalRuntime#createPseudoMembrane()
62 */
63 protected RemoteMembrane(RemoteTask task) {
64 super(task, null);
65 }
66
67 ///////////////////////////////
68 // 情報の取得
69
70 public String getGlobalMemID() {
71 return globalid;
72 }
73
74 public String getAtomID(Atom atom) {
75 //return (String) atomids.get(atom);
76 return atom.remoteid;
77 }
78
79 ///////////////////////////////
80 // ボディ操作
81
82 // ボディ操作 1 - ルールの操作
83
84 public void clearRules() {
85 remote.send("CLEARRULES", this);
86 super.clearRules();
87 }
88
89 public void copyRulesFrom(AbstractMembrane srcMem) {
90 Iterator it = srcMem.rulesetIterator();
91 while (it.hasNext()) {
92 Ruleset rs = (Ruleset) it.next();
93 remote.send("LOADRULESET", this, rs.getGlobalRulesetID());
94 }
95 super.copyRulesFrom(srcMem);
96 }
97
98 /** ルールセットを追加 */
99 public void loadRuleset(Ruleset srcRuleset) {
100 remote.send("LOADRULESET", this, srcRuleset.getGlobalRulesetID());
101 super.loadRuleset(srcRuleset);
102 }
103
104 // ボディ操作 2 - アトムの操作
105
106 /** 新しいアトムを作成し、この膜に追加し、この膜の実行アトムスタックに入れる。 */
107 public Atom newAtom(Functor func) {
108 Atom atom = super.newAtom(func);
109 String atomid = remote.generateNewID();
110 //atomids.put(atom,atomid);
111 atom.remoteid = atomid;
112 remote.send("NEWATOM", atomid, this, func.serialize());
113 if (func.equals(Functor.INSIDE_PROXY))
114 remote.registerAtom(atomid, atom);
115 return atom;
116 }
117
118 public void alterAtomFunctor(Atom atom, Functor func) {
119 remote.send("ALTERATOMFUNCTOR", this, getAtomID(atom) + " "
120 + func.serialize());
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121 super.alterAtomFunctor(atom, func);
122 }
123
124 public void removeAtom(Atom atom) {
125 remote.send("REMOVEATOM", this, getAtomID(atom));
126 super.removeAtom(atom);
127 }
128
129 /** 指定されたアトムをこの膜の実行アトムスタックに積む */
130 public void enqueueAtom(Atom atom) {
131 String atomid = getAtomID(atom);
132 if (atomid != null) { // AbstractMembrane#addAtom からの呼び出しは無視する
133 remote.send("ENQUEUEATOM", this, atomid);
134 }
135 }
136
137 /** リモートの moveCellsFrom で行われるため何もしなくてよい */
138 public void enqueueAllAtoms() {
139 }
140
141 // ボディ操作 3 - 子膜の操作
142
143 /** 新しい子膜を作成する */
144 public AbstractMembrane newMem() {
145 String newglobalid = remote.generateNewID();
146 RemoteMembrane submem = new RemoteMembrane((RemoteTask) task, this,
147 newglobalid);
148 //memids.put(submem.globalid, newglobalid);
149 mems.add(submem);
150 remote.send("NEWMEM", newglobalid, this);
151 remote.registerMem(newglobalid, submem);
152 return submem;
153 }
154
155 public void removeMem(AbstractMembrane mem) {
156 remote.send("REMOVEMEM", this, mem.getGlobalMemID());
157 super.removeMem(mem);
158 }
159
160 // ボディ操作 4 - リンクの操作
161
162 public void newLink(Atom atom1, int pos1, Atom atom2, int pos2) {
163 remote.send("NEWLINK", this, getAtomID(atom1), pos1, getAtomID(atom2),
164 pos2);
165 super.newLink(atom1, pos1, atom2, pos2);
166 }
167
168 public void relinkAtomArgs(Atom atom1, int pos1, Atom atom2, int pos2) {
169 remote.send("RELINKATOMARGS", this, getAtomID(atom1), pos1,
170 getAtomID(atom2), pos2);
171 super.relinkAtomArgs(atom1, pos1, atom2, pos2);
172 }
173
174 public void inheritLink(Atom atom1, int pos1, Link link2) {
175 remote.send("RELINKATOMARGS", this, getAtomID(atom1), pos1,
176 getAtomID(link2.getAtom()), link2.getPos());
177 super.inheritLink(atom1, pos1, link2);
178 }
179
180 public void unifyAtomArgs(Atom atom1, int pos1, Atom atom2, int pos2) {
181 remote.send("UNIFYATOMARGS", this, getAtomID(atom1), pos1,
182 getAtomID(atom2), pos2);
183 super.unifyAtomArgs(atom1, pos1, atom2, pos2);
184 }
185
186 public void unifyLinkBuddies(Link link1, Link link2) {
187 remote.send("UNIFYATOMARGS", this, getAtomID(link1.getAtom()), link1
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188 .getPos(), getAtomID(link2.getAtom()), link2.getPos());
189 super.unifyLinkBuddies(link1, link2);
190 }
191
192 // ボディ操作 5 - 膜自身や移動に関する操作
193
194 public void activate() {
195 remote.send("ACTIVATE", this);
196 }
197
198 /**
199 * srcMem のアトムと子膜をこの膜に移動する。 <b>ただしこの膜のキャッシュは更新されない（大丈夫
か？） </b>
200 */
201 public void moveCellsFrom(AbstractMembrane srcMem) {
202 remote.send("MOVECELLSFROM", this, srcMem.getGlobalMemID());
203 //remote.flush();
204 }
205
206 /**
207 * この膜を dstMemに移動する。 <b>ただし dstMemのキャッシュは更新されないことがある（大丈夫か？）
</b>
208 */
209 public AbstractMembrane moveTo(AbstractMembrane dstMem) {
210 remote.send("MOVETO", this, dstMem.getGlobalMemID());
211 if (!isRoot() && dstMem.task.getMachine() instanceof LocalLMNtalRuntime) {
212 AbstractMembrane mem = dstMem.newMem(); // mem は Membrane
213 mem.setTask(dstMem.task);
214 mem.setName(getName());
215 mem.moveCellsFrom(this);
216 return mem;
217 } else {
218 dstMem.addMem(this);
219 if (dstMem.task != task)
220 setTask(dstMem.task);
221 return this;
222 }
223 }
224
225 // ロックに関する操作 - ガード命令は管理する task に直接転送される
226
227 // - ガード命令
228
229 synchronized public boolean lock() {
230 // if (locked) return false;
231 if (lockThread != null)
232 return false;
233 if (fUnlockDeferred) {
234 fUnlockDeferred = false;
235 } else {
236 if (!doLock("LOCK"))
237 return false;
238 }
239 onLock(false);
240 return true;
241 }
242
243 public boolean blockingLock() {
244 //todo:locked==true のとき、この計算ノードの誰がロックしたか分からないのを何とかする
245 // [ロック解放要求の処理方法]
246 // * 仮ロックされた本膜のロックを解放してもらうときに必要。
247 // ルールスレッドがロックしていた場合、タスクの ID をリモートに渡す？【todo 本当に必要か？】
248 // 非ルールスレッドがロックしていた場合、タスクは存在しないが、
249 // 優先度無限大と見なすのでロックは解放できないことになっているので大丈夫。
250 if (!doLock("BLOCKINGLOCK"))
251 return false;
252 onLock(false);
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253 return true;
254 }
255
256 /**
257 * 非同期的にロックする。ルート膜の親膜を活性化するときなどに使用される。 先祖膜のキャッシュは更
新しない。
258 */
259 public boolean asyncLock() {
260 if (!doLock("ASYNCLOCK"))
261 return false;
262 onLock(true);
263 return true;
264 }
265
266 public boolean recursiveLock() {
267 return sendWait("RECURSIVELOCK");
268 }
269
270 // - ボディ命令
271
272 public void quietUnlock() {
273 remote.send("QUIETUNLOCK", this); //TODO
274 // メッセージ処理の実装
275 onUnlock(false);
276 }
277
278 public void unlock() {
279 if (false && isRoot() && remote.cmdbuffer.length() == 0) {
280 fUnlockDeferred = true;
281 } else {
282 remote.send("UNLOCK", this);
283 onUnlock(false);
284 }
285 }
286
287 public void forceUnlock() {
288 remote.send("UNLOCK", this);
289 onUnlock(false);
290 }
291
292 public void asyncUnlock() {
293 remote.send("ASYNCUNLOCK", this);
294 onUnlock(true);
295 }
296
297 public void recursiveUnlock() {
298 remote.send("RECURSIVEUNLOCK", this);
299 }
300
301 ///////////////////////////////
302 // RemoteMembrane で定義されるメソッド
303
304 private boolean doLock(String cmd) {
305 Object obj = sendWaitObject(cmd);
306 if (obj instanceof byte[]) { // ロック取得成功
307 updateCache((byte[]) obj);
308 } else if (obj instanceof String) {
309 String response = (String) obj;
310 if (response.equalsIgnoreCase("UNCHANGED")) {
311 // ロック取得成功
312 } else { // ロック取得失敗
313 return false;
314 }
315 }
316 return true;
317 }
318
140
RemoteMembrane.java
319 private void onLock(boolean signal) {
320 // locked = true;
321 lockThread = Thread.currentThread();
322 if (signal || isRoot()) {
323 if (signal || parent == null || parent.remote == null) {
324 remote = (RemoteTask) task;
325 remote.init(); // 命令ブロックの積み上げを開始する
326 }
327 } else {
328 remote = parent.remote;
329 }
330 }
331
332 private void onUnlock(boolean signal) {
333 if (signal || isRoot()) {
334 if (remote == task)
335 remote.flush(); // 命令ブロックの積み上げを終了する
336 }
337 remote = null;
338 // locked = false;
339 lockThread = null;
340 }
341
342 /**
343 * キャッシュを更新する
344 *
345 * @see Membrane#cache() author mizuno
346 */
347 protected void updateCache(byte[] data) {
348 //
349 //前処理
350 //
351
352 //前のキャッシュをクリア
353 //全部削除しなくても良いのかもしれないが、とりあえずは全部削除する。
354 mems.clear();
355 rulesets.clear();
356 //INSIDE_PROXY だけとっておく
357 HashMap proxyMap = new HashMap();
358 Iterator it = atomIteratorOfFunctor(Functor.INSIDE_PROXY);
359 while (it.hasNext()) {
360 Atom a = (Atom) it.next();
361 proxyMap.put(a.remoteid, a);
362 }
363 atoms.clear();
364
365 //
366 try {
367 ByteArrayInputStream bin = new ByteArrayInputStream(data);
368 ObjectInputStream in = new ObjectInputStream(bin);
369
370 //子膜
371 int n = in.readInt();
372 for (int i = 0; i < n; i++) {
373 String hostname = (String) in.readObject();
374 String memid = (String) in.readObject();
375 boolean isRoot = ((Boolean) in.readObject()).booleanValue();
376 //
377 RemoteLMNtalRuntime r;
378 r = (RemoteLMNtalRuntime) LMNtalRuntimeManager.runtimeids
379 .get(hostname);
380 if (r == null) {
381 AbstractLMNtalRuntime ar;
382 ar = (AbstractLMNtalRuntime) LMNtalRuntimeManager
383 .connectRuntime(hostname);
384 if (ar instanceof LocalLMNtalRuntime) {
385 AbstractMembrane am = IDConverter
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386 .lookupGlobalMembrane(hostname + ":" + memid);
387 if (am == null) { // 起こらないと思うけどどうだろう
388 throw new RuntimeException(
389 "SYSTEM ERROR: unknown local membrane id: "
390 + hostname + ":" + memid);
391 } else {
392 addMem(am);
393 }
394 continue;
395 }
396 r = (RemoteLMNtalRuntime) ar;
397 if (Env.debug > 0)
398 System.out
399 .println("RemoteMembrane.updateCache(): cast 成功");
400 }
401 //
402 RemoteTask t;
403 RemoteMembrane m;
404 if (isRoot) {
405 t = new RemoteTask(r, this);
406 m = (RemoteMembrane) t.getRoot();
407 m.globalid = memid;
408 } else {
409 t = (RemoteTask) getTask();
410 m = new RemoteMembrane(t, this, memid);
411 addMem(m);
412 }
413 // GlobalMemID の正しい作成方法は？→さっさとメソッドにした方がいいですね
414 String globalid = hostname + ":" + memid;
415 IDConverter.registerGlobalMembrane(globalid, m);
416 }
417
418 //アトム
419 n = in.readInt();
420 for (int i = 0; i < n; i++) {
421 Atom a = (Atom) in.readObject();
422 Functor f = a.getFunctor();
423 if (f.equals(Functor.INSIDE_PROXY)) {
424 //すでにある物と置き換える
425 Atom a2 = (Atom) proxyMap.get(a.remoteid);
426 //relinkAtomArgs を使うとメッセージが送信されてしまうので、直接書き換える。
427 a2.args[1] = a.args[1];
428 a2.args[1].getBuddy().set(a2, 1);
429 //同上
430 a2.mem = this;
431 atoms.add(a2);
432 } else {
433 a.mem = this;
434 atoms.add(a);
435 }
436 }
437
438 //ルールセット
439 n = in.readInt();
440 for (int i = 0; i < n; i++) {
441 String id = (String) in.readObject();
442 Ruleset r = IDConverter.lookupRuleset(id);
443 //todo これは IDConverter の中でやる事？→たぶん外でやった方がよいと思うけど根拠はない
444 if (r == null) {
445 //r = (Ruleset)sendWaitObject("REQUIRERULESET " + id);
446 // //膜のメソッドじゃなくて直にデーモンに要求しないといけない
447 Object res_rawdata;
448 res_rawdata = LMNtalRuntimeManager.daemon.sendWaitObject(
449 this.task.runtime.hostname, "REQUIRERULESET " + id); //todo
450 // あやしい
451 //if(Env.debug >
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452 // 0)System.out.println("RemoteMembrane.updateCache(): we
453 // did REQUIRERULESET and got: " + hoge);
454 if (res_rawdata instanceof byte[]) {
455 r = Ruleset.deserialize((byte[]) res_rawdata);
456 } else if (res_rawdata instanceof String) {
457 throw new RuntimeException("cannot load rulset " + id
458 + ", instead we got: " + r);
459 } else {
460 }
461
462 //if(Env.debug >
463 // 0)System.out.println("RemoteMembrane.updateCache(): we
464 // did REQUIRERULESET and got and casted: " + r);
465 }
466 rulesets.add(r);
467 }
468
469 //
470 stable = ((Boolean) in.readObject()).booleanValue();
471
472 } catch (IOException e) {
473 //ByteArrayOutputStream なので、発生するはずがない
474 throw new RuntimeException("Unwxpected Exception", e);
475 } catch (ClassNotFoundException e) {
476 throw new RuntimeException("Unwxpected Exception", e);
477 }
478 }
479
480 ///////////////////////////////
481 // 送信用
482
483 /** メッセージを直接送信し、返答を待ってブロックする。（仮） */
484 boolean sendWait(String cmd) {
485 String host = task.runtime.hostname;
486 String msg = cmd + " " + getGlobalMemID();
487 return LMNtalRuntimeManager.daemon.sendWait(host, msg);
488 }
489
490 /** メッセージを直接送信し、返答を待ってブロックする。（仮） */
491 String sendWaitText(String cmd) {
492 String host = task.runtime.hostname;
493 String msg = cmd + " " + getGlobalMemID();
494 return LMNtalRuntimeManager.daemon.sendWaitText(host, msg);
495 }
496
497 /** メッセージを直接送信し、返答を待ってブロックする。（仮） */
498 Object sendWaitObject(String cmd) {
499 String host = task.runtime.hostname;
500 String msg = cmd + " " + getGlobalMemID();
501 return LMNtalRuntimeManager.daemon.sendWaitObject(host, msg);
502 }
503
504 /**
505 * キャッシュテスト
506 */
507 public static void main(String[] args) throws Exception {
508 LMNParser lp = new LMNParser(new InputStreamReader(System.in));
509 compile.structure.Membrane m = lp.parse();
510 Ruleset rs = RulesetCompiler.compileMembrane(m, "Test");
511 // Inline.makeCode();
512 // ((InterpretedRuleset)rs).showDetail();
513 // m.showAllRules();
514
515 // 実行
516 MasterLMNtalRuntime rt = new MasterLMNtalRuntime();
517 LMNtalRuntimeManager.init();
518
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519 Membrane rootMem = rt.getGlobalRoot();
520 rs.react(rootMem);
521 System.out.println("src:");
522 System.out.println(rootMem);
523
524 RemoteMembrane remote = new RemoteMembrane(null);
525
526 byte[] data = rootMem.cache();
527 remote.updateCache(data);
528
529 Iterator it = rootMem.memIterator();
530 if (it.hasNext()) {
531 Membrane src = (Membrane) it.next();
532 data = src.cache();
533 Iterator it2 = remote.memIterator();
534
535 RemoteMembrane dst = (RemoteMembrane) it2.next();
536 dst.updateCache(data);
537 }
538
539 System.out.println("dst : ");
540 System.out.println(remote);
541 }
542
543 }
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付 録J RemoteTask.java
1 package runtime;
2
3 import java.util.HashMap;
4
5 import daemon.IDConverter;
6
7 /**
8 * リモートタスククラス
9 * <p>
10 * 命令ブロックを管理する。
11 *
12 * @author n-kato
13 */
14 public final class RemoteTask extends AbstractTask {
15 // 送信用
16 String cmdbuffer; // 命令ブロック送信用バッファ
17
18 int nextid; // 次の NEW_変数番号
19
20 // // 受信用
21 // HashMap memTable;
22
23 /**
24 * 通常のコンストラクタ。
25 * <p>
26 * 指定した親膜を持つ新しいロックされたリモートのルート膜および対応するリモートタスクを作成する
27 *
28 * @param runtime
29 * 作成したタスクを実行するランタイムに対応するリモートランタイム
30 * @param parent
31 * 親膜
32 */
33 RemoteTask(RemoteLMNtalRuntime runtime, AbstractMembrane parent) {
34 super(runtime, Task.ROOT_PRIORITY);
35 root = new RemoteMembrane(this, parent);
36 // root.locked = true;
37 root.lockThread = Thread.currentThread();
38 root.remote = parent.remote;
39 parent.addMem(root); // タスクは膜の作成時に設定した
40 }
41
42 /**
43 * 擬似タスク作成用のコンストラクタ（擬似タスクは root=null）
44 *
45 * @see RemoteLMNtalRuntime#createPseudoMembrane()
46 */
47 RemoteTask(RemoteLMNtalRuntime runtime) {
48 super(runtime, Task.PSEUDOTASK_PRIORITY);
49 }
50
51 //
52
53 /** 親膜の無い膜を作成し、このタスクが管理する膜にする。 */
54 public RemoteMembrane createFreeMembrane() {
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55 return new RemoteMembrane(this);
56 }
57
58 ///////////////////////////////
59 // 送信用
60
61 String generateNewID() {
62 return "NEW_" + nextid++;
63 }
64
65 /** 命令ブロック送信用バッファおよび NEW_変換表を初期化する */
66 public void init() {
67 cmdbuffer = "";
68 nextid = 0;
69 memTable.clear();
70 atomTable.clear();
71 }
72
73 /** 命令ブロック送信用バッファにボディ命令を追加する */
74 public void send(String cmd) {
75 cmdbuffer += cmd + "\n";
76 }
77
78 void send(String cmd, AbstractMembrane mem) {
79 cmdbuffer += cmd + " " + mem.getGlobalMemID() + "\n";
80 }
81
82 void send(String cmd, AbstractMembrane mem, String args) {
83 cmdbuffer += cmd + " " + mem.getGlobalMemID() + " " + args + "\n";
84 }
85
86 void send(String cmd, AbstractMembrane mem, String arg1, int arg2,
87 String arg3, int arg4) {
88 cmdbuffer += cmd + " " + mem.getGlobalMemID() + " " + arg1 + " " + arg2
89 + " " + arg3 + " " + arg4 + "\n";
90 }
91
92 void send(String cmd, String outarg, AbstractMembrane mem) {
93 cmdbuffer += cmd + " " + mem.getGlobalMemID() + " " + outarg + "\n";
94 }
95
96 void send(String cmd, String outarg, AbstractMembrane mem, String args) {
97 cmdbuffer += cmd + " " + mem.getGlobalMemID() + " " + outarg + " "
98 + args + "\n";
99 }
100
101 /**
102 * 命令ブロック送信用バッファの内容をリモートに送信し、バッファを初期化する
103 * <p>
104 *
105 * @throws RuntimeException
106 * 通信失敗（fatal）
107 */
108 public void flush() {
109 if (cmdbuffer.equals(""))
110 return;
111 String cmd = "BEGIN\n" + cmdbuffer + "END";
112 String result = LMNtalRuntimeManager.daemon.sendWaitText(
113 runtime.hostname, cmd);
114
115 if (result.length() >= 4
116 && result.substring(0, 4).equalsIgnoreCase("FAIL")) {
117 throw new RuntimeException("RemoteTask.flush: failure");
118 }
119
120 // BEGIN メッセージに対する返答を解釈する
121 if (result.length() > 0) {
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122 String[] binds = result.split(";");
123 for (int i = 0; i < binds.length; i++) {
124 String[] args = binds[i].split("=", 2);
125 String tmpid = args[0];
126 String newid = args[1];
127 //if(Env.debug > 0)System.out.println("RemoteTask.flush(): " +
128 // newid); //todo Env.debug
129 // todo もう少し拡張性の高い識別方法を考える。おそらく NEW_を分化させればよいはず。
130 if (newid.indexOf(’:’) >= 0) {
131 RemoteMembrane mem = (RemoteMembrane) memTable.get(tmpid);
132 if (mem != null) {
133 IDConverter.registerGlobalMembrane(newid, mem);
134 mem.globalid = newid;
135 }
136 } else {
137 Atom atom = (Atom) atomTable.get(tmpid);
138 if (atom != null)
139 atom.remoteid = newid;
140 }
141 }
142 }
143 //
144 cmdbuffer = ""; // nextid は初期化しない
145 }
146
147 ///////////////////////////////
148 // NEW_ （説明はいずれ）
149
150 /** NEW_memid (String) -> AbstractMembrane */
151 HashMap memTable = new HashMap();
152
153 /** NEW_atomid (String) -> Atom */
154 HashMap atomTable = new HashMap();
155
156 void registerMem(String memid, RemoteMembrane mem) {
157 memTable.put(memid, mem);
158 }
159
160 void registerAtom(String atomid, Atom atom) {
161 atomTable.put(atomid, atom);
162 }
163
164 ///////////////////////////////
165 // 受信用
166
167 // synchronized void registerMem(String id, String mem) {
168 // memTable.put(id, mem);
169 // }
170
171 // /*
172 // * "NEW_1"のような ID を渡すと、グローバルな膜 ID を返す。
173 // *
174 // * @param id "NEW_1"のような String
175 // * @return 膜 ID。なかったら null。
176 // */
177 // String getRealMemName(String id) {
178 // return (String) memTable.get(id);
179 // }
180 }
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