Abstract-In this paper, a constraints scattered memetic algorithm (CSMA), which integrates a novel constraints scattered genetic algorithm (CSGA) and the traditional interior point method, is proposed for solving constrained optimization problems. In CSGA, a constraint scattering operation, a sub-population crossover method and a new population performance evaluation mechanism are employed. The complete constraints of a problem are divided into several sub-populations and all these subpopulations are crossed after their respective evolution process. In this way, the difficulty of obtaining feasible individuals in many strong constrained conditions is well overcome. And according to the newly defined population performance index, individuals with larger population diversity are chosen for further local search. These new mechanisms are combined in CSGA and interior point method is further employed as a local search operator for exploitation. Experiments and comparisons over a set of standard test functions show that population with better performance can be generated during the iteration of CSGA and the proposed CSMA has a better solution precision at less computation cost than most of the other algorithms reported in literature.
I. INTRODUCTION
Genetic algorithm (GA) is a stochastic search algorithm which simulates the biological evolution. Due to its advantages of generality, feasibility and global search capability, it has been widely used in machine learning, pattern recognition, industrial optimal control and biology, etc [1, 2] . However, in solving practical problems, especially in the constrained nonlinear programming problem, GA is often subjected to lower accuracy and high time consumption. Thereby, how to improve the accuracy and solution efficiency is the main research focus of GA.
To improve the quality of individual solutions in the population, a type of hybrid genetic algorithms called memetic algorithm (MA) was proposed by Pablo Moscato in 1989 [3] . Based on the simulation of the process of cultural evolution, it is a marriage between a population-based global search and the heuristic local search made by each of the individuals. In many cases, MAs have been shown to be capable of finding (near-) optimum solutions [4] [5] [6] . Nevertheless, even MAs may still fall victim to either slow or premature convergence.
Generally speaking, a constrained optimization problem in engineering application can be described as follows: Where f(x) is the objective function of the problem, m is the number of inequality constraints and p is the number of equality constraints. Generally, a maximize function can be transformed to a minimize function.
Traditional methods of dealing with constraints include penalty function method, ranking based method, special representations and operators, repair method, separation of objectives and constraints and hybrid methods [7] . These methods either deal with constraints or adjust the gene during evolution, which help the population find better feasible solutions. However, during calculation of all these methods, populations iterate under full problem constraint conditions. It is known that the more constraints there are for the problem, the harder it is for the population to generate feasible solutions, which may soon dominate the whole population, just to result in the reduction of population diversity and deterioration of the global search capability. Thus to reduce the inhibition of constraints on generating feasible solutions during evolution could probably makes more feasible solutions and better population diversity.
In this paper, inspired by the concept of environmental stress in nature, a constraints scattered method is proposed to reduce resistance of constraints on generating feasible solutions, which improves population diversity while ensuring the generation of feasible solutions. Moreover, since this technique of providing diversiform feasible solutions mainly focuses on the global search ability, the interior point method which could accelerate the constrained local search is further introduced into the approach in order to improve the algorithm accuracy. Thus, a constraints scattered memetic algorithm is proposed for constrained optimization problem to enhance the global exploration ability while ensuring local exploitation by introducing interior point method into genetic local search in the meanwhile.
The remainder of the paper is structured as follows. This paper will first analyze the reason and strategy for scattering constraints and integrating interior point method and put forward a new indicator for evaluating population performance. Then the new interior point method based constraints scattered memetic algorithm (CSMA) will be proposed. Subsequently in the next section, a series of experiments will be carried on, not only to verify the effectiveness of constraint scattering operation on improving population diversity in genetic algorithm, but also to demonstrate the efficiency of the new CSMA on deriving more accurate optimal results with less time consumption. Lastly, the conclusions will be drawn.
II. INTERIOR POINT METHOD BASED CONSTRAINTS SCATTERED MEMETIC ALGORITHM

A. Constraint scattering Method
In the study of ecology, many researches believed that population diversity has a significant contact with natural environment. For example, water is one of the important affecting factors [8] . Water-rich areas always mean larger diversity of plant. The population diversity appears to be large in the place which is rich in water such as the tropical rain forest, and the diversity appears to be small in desert. In another word, the survival pressure from natural environment (i.e. whether the current environment is suitable for living beings to survive) has a considerable impact on the diversity of the population. Hostile environment highlights the superiority population in species, but in a comfortable environment, relatively more species can be multiplied. Analogy to the genetic algorithm, the number of constraints stands for the pressure from natural environment. If a population is to be evolved in a model with more constraint equations, then the diversity of this population will be greatly reduced, which will reduce the global search capabilities of genetic algorithm. If a large number of constraints are scattered, multiple sub-environments will be formed. In each of these sub-environments new sub-populations, for each of which the diversity is to be developed sufficiently, can be produced and thus to improve the global search capability of the algorithm. Each sub-population evolved to certain iterations represents a set of individuals which meet part of the original constraint functions. Thus to cross these sub-populations and combine the advantages of each sub-population can produce individuals which meet the whole constraint conditions faster.
B. Crossover of Sub-populations
Each of the multiple sub-populations produced through the method above occupied a certain sub-region of the whole searching space. As shown in Fig. 1, A , B, C, D represent four sub-populations produced under different constraint conditions. Under weak constraint conditions, there may be feasible solution individuals which meet complete constraints generated in sub-populations. However, since our study is mainly about the influences of infeasible solutions on generation of feasible solutions, only the infeasible individuals in the subpopulations are represented in the following figure. E is on behalf of the possible new population that may be generated by the crossover of four sub-populations. The feasible region of objective function with two variables is a plane, with three variables or more is a hyperplane. Crossing individuals from two subpopulations is possibly to get a new individual on the connecting line of the two sub-regions [9] . The figure shows that there is a chance for the new individual on behalf of the solution to achieve the feasible region. For the traditional single-population evolution, due to the difficulty in guaranteeing the number of outstanding individuals (feasible solutions) initialized randomly and the overwhelming superiority of these outstanding individuals in evolution, the population diversity reduces sharply along with iteration, which leads to the premature of population. However, through the crossover of several sub-species, the number of outstanding individuals generated during iteration is significantly larger than the former. More importantly, because each sub-population iterates in the different constraint conditions, the diversity of new individuals generated through crossover in between is also higher. 
C. Population Performance Evaluation
In order to investigate the influence of constrains scattered method on the ratio of number of feasible solutions to population size and the diversity of feasible solutions, a new population performance evaluation index is proposed as follows.
Assumed condition: the population size is N, individual length is L, and in the t th iteration, feasible 
larger the variance is, the better the diversity of feasible solutions is.
Definition 1: FSD which represent the diversity of feasible solutions is defined as follows:
Definition 2: PP which represents the population performance index is defined as follows:
The larger PP is, the better the population performance is, which means larger probability for the population to get the global optimal feasible solution.
D. Interior Point Method based Constraints Scattered Memetic Algorithm (CSMA)
Hybrid with the constraints scattered operation and crossover of sub-populations mentioned above, a new hybrid algorithm of CSGA is formed. The CSGA is supposed to be more promising in getting global feasible solutions with larger diversity. However, it still suffers from the drawback of slow convergence in the later iterations of genetic algorithm. Since MA which applies local search operators to improve the quality of individual solutions in the population can improve the searching efficiency of genetic algorithm greatly, it is considered to replace the genetic algorithm in CSGA. For constrained minimization, a suitable local search should be applied in the MA. Interior point method, which solves a sequence of approximate minimization problems derived by penalty function method by a series of attempts of Newton or conjugate gradient steps, represents the state of art in constrained minimization. Though it has been successfully applied in many scientific and engineering constrained optimization problems in the last several decades, it has the obvious drawbacks of dependence on initial feasible solutions and tendency to fall into local optima. Therefore, the interior point method is here used as a special operator to solve the local search in this paper. And together with the CSGA, which is supposed to provide various feasible individuals to serve as the initial points for interior point method, the interior point method based constraints scattered memetic algorithm (CSMA) is formed. The specific method is that we apply interior point method as the local search to each feasible individual after crossover of sub-populations derived after iterations of constraints scattered genetic algorithm. In this way, the local search for every feasible individual can help us to find a better solution.
It is worth to notice that, not all the feasible individuals would be selected to run the interior point method search for the consideration of computational cost, and neither may there be enough candidate feasible individuals for selection in some strong constrained problems. In this case, a repair method proposed by Chootinan [11] is introduced here to add additional feasible individuals. In this algorithm, the gradient information derived from the constraints is use to fix the infeasible individuals, then more feasible solutions can be generated.
Thus, the proposed CSMA is formed through combining the constraints scattered method, crossover of sub-populations and interior point method. The step of algorithm is described as follows:
Step 1: Initial the population and set the parameters (population size, crossover and mutation rate).
Step 2: Divide the population into several subpopulations with scattered constraints.
Step 3: In each sub-population use penalty function method to deal with constraints and use the individuals to perform crossover and mutation to generate the offspring.
Step 4: Cross all the sub-populations and reserve all the feasible individuals.
Step 5: Choose a certain number of feasible individuals to do the local search. If the number of feasible solution individuals is less than the set point, use repair method to generate additional feasible individuals.
Step 6: Export the global best feasible solution if the termination criteria are met, otherwise go to step 2.
III. EXPERIMENT AND COMPARISON
A. Comparison of CSGA and Standard Single-population Genetic Algorithm(SGA)
For comparing the constraints scattered genetic algorithm with the standard genetic algorithm, the standard test function g04 is taken. In CSGA, the complete constrains are scattered into 3 sub-population, each sub-population has two constrains. The population size is 120 and each sub-population size is 40. 10 is set as the iteration number for sub-population evolution. Other parameters are set the same in two algorithms as follows: the crossover rate is 0.5, mutation rate is 0.05, and arithmetical crossover and uniform mutation are taken. The crossover and mutation operators are described as follows: Arithmetical crossover: Obviously, the PP of CSGA is much larger than that of SGA, meaning a better population performance. For CSGA, the average feasible solution number is 64.89, and the diversity of feasible solutions is 22.0339, comparing with 48.65 and 10.59 of the standard GA. From this experiment we can see CSGA can get much more number of feasible solution which will benefit the interior point method to find the globe optimal.
Another experiment was carried out for analyzing the performance of PP versus iteration. All parameters are set as the same as in the first experiment except the iteration value is set equal to 300. The PP values during iterations are shown in Fig. 3 . As shown in Fig. 3 , the PP values in both algorithms are decreasing during the iterations, and PP of CSGA converged to about 10 after 25 generations. But as we can see, PP of SGA decreased sharply to 2 with convergence, which is apparently less than that of CSGA. Furthermore, the values of PP have a large oscillation than normal algorithm mainly due to the variety individuals of different sub-population. But it does not affect the performance of the whole algorithm, which is acceptable in the later experiments.
For the investigation of the effect on constrained optimization problem with less constrains, another experiment are carried out. In this experiment, all parameters are set as in the above experiment except the test function is replaced by g06, which only has two constraints. In CSGA, the two constraints are divided into two sub-populations. Fifty independent experiments are taken and the results of 20 runs randomly selected among them are shown in Fig. 4 and the detail data are shown in Table I . From Fig. 4 , the PP of CSGA is still larger than SGA. But with a deeper analysis from Table I we can see that the feasible solution number generated by two methods are nearly the same, compared 36.1000 with 33.4500. The reason for a larger PP derived by CSGA is that the diversity of feasible solutions obtained by CSGA is 20.3942, which is larger than 11.6416 obtained SGA, which confirmed the supposition in our previous analysis. 
B. Test on Constraint Allocation Scheme
In the study of CSGA, it is found that the way to scatter the constraints of a problem has a great impact on the result. In most circumstances, feasible solution can be generated by crossover operation of two infeasible solutions only if they are on different sides of the feasible area. If two sub-populations are on the same side of a feasible area, the crossover operation can hardly generate a feasible solution. In Fig. 1 , for instance, area A and B or area C and D are respectively on both sides of the feasible area, the solution generated by them can reach the feasible area most probably. On the contrary, area A and C or area A and D are on the same side of the feasible area, and then there is little chance to find a feasible solution according to our analysis.
It can be seen that with the same initial population size and other parameters, a larger number of subpopulation(less sub-population size) means a greater chance to generate an effective crossover, but small subpopulation size limit the number of feasible solutions generated. Meanwhile, a larger sub-population size (fewer sub-populations) can generate more feasible solution if the sub-populations are on both sides of the feasible area, but there will be much fewer feasible solutions if they are on the same side of the feasible area.
In order to achieve a balance between sub-population size and number, the allocation scheme of constraints is tested here. In this experiment, we use three different ways of constrains scatter for g04. Type-1 is that six constrains of g04 are divided into six sub-populations; Type-2 is that constrains are divided into three subpopulations, each one includes two constrains; Type-3 means that constrains are divided into two subpopulations and each one gains three constrains. Fifty independent experiments are taken and results are shown in Fig. 5 and Table II . Fig . 5 shows population performance comparison of three constraint allocation schemes of 20 runs in a histogram form. It is obvious that Type-2 achieves the best results in three types, the average PP of which is 11.4458, while the average PP of the Type-1 is 1.9891 and of Type-3 is 3.5198. Further from Table II, it can be seen that a proper way of constrains scattering has a significant effect on feasible solution searching, and if is chosen correctly, such as Type-2, a better population performance than standard genetic algorithm can be derived.
We can also see that if we can set the sub-population exactly on the both sides of the feasible area, then the effect of each crossover operation are guaranteed, leading to a better feasible solution searching. But in this paper we haven't do enough research on this problem and all of the constraints allocation schemes are determined by empirical method.
C. Experiments on the Influences of Population Size on Population Performance
In this section we did a series of experiments on the effect of sub-population size on feasible solution searching. Constraints allocation scheme Type-2 is chosen and the whole population size are set from 120 to 360(sub-population size is from 40 to 120). Fifty independent experiments are taken and the results are shown in Fig. 6 and Table III. From Fig. 6 , the value of PP increases with the increasing population size, till the population size reaches about 240, when the value of PP stop increasing and stabilizes to about 15. Also the stability of population performance is getting better with the increase of population size. It proves that the greater the population of a species, the greater the chance to survive. But as in genetic algorithm, computational cost is considered as a performance evaluation criterion, we should choose a proper population size to improve the algorithm's performance while ensuring the acceptance of computational cost as well.
D. Experiments on Standard Test Functions
In order to prove the feasibility and validity of the proposed method, the comparisons are taken among the three state-of-the-art approaches that are Simple Multimembered Evolution Strategy (SMES) [12] , Self Adaptive Penalty Function (SAPF) [13] , and Cultured differential evolution (CULDE) [14] . The standard test function g01, g04, g07, g10 are taken because they have relatively more constraints. These test functions are listed in Appendix A. All of their constraints are divided into three sub-populations. The parameters are set as follows: popsize is 120, crossover rate is 0.6, mutation rate is 0.05. 70 feasible individuals are selected from the subpopulation crossover. And the arithmetical crossover and uniform mutation are taken.
The value of function evaluations (FEs) is an important evaluation criterion for the computational cost. Less FEs indicate higher solution efficiency. Fifty independent experiments are taken for each test function. Comparing with the current three state-of-the-art approaches, the results are shown in Table IV . In the problem g01, the best result obtained by our approach was f(x) =-15.000, with x={1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 3.000, 3.000, 3.000, 1.000} and the values g i (x) ={0.000, 0.000, 0.000, -5.000, -5.000, -5.000, 0.000, 0.000, 0.000} for the constraints. SMES and SAPF can also reach the optimum, however they were not very robust in this problem, for the mean and worst value performed not well enough than ours. CULDE had competitive results of best mean and worst value compared with CSMA, and the standard deviation value is even better than ours.
G04 is a problem which is easy to solve, The best result obtained for this problem is f(x) =-30665.539, with x={1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 1.000, 3.000, 3.000, 3.000, 1.000} and g i (x) = {0.000, 0.000, 0.000, -5.000, -5.000, -5.000, 0.000, 0.000, 0.000} for the constraints. SMES and CULDE can also find the optimal solution but SAPF failed. Our CSMA can obtain a value very close to the optimum in all runs, which is better than SMES and SAPF. CULDE had the almost same result with ours.
The best result obtained by CSMA in g07 is f( The results of SMES were obtained with 240000 evaluations of the fitness function, the results of SAPF required 500000 evaluations, and the results of CULDE required 100100 evaluations of the fitness function. ISHGA only need 66000 FEs, which was apparently much less than the other three techniques.
For a more intuitive observation of the convergence process of our new proposed method, the evolution curve of CSMA for g04 in a specific run is compared with that of SGA and the result is shown in Fig. 7 . In Fig. 7 , the optimal solution (-30665.539) obtained by CSMA is much better than the one (-3.02e+4) obtained by SGA. Meanwhile the CSMA has an outstanding converge rate (converged at about 300 FEs), which is better than SGA (converged at about 1000 FEs), showing that the combination of CSGA and interior point method is successful.
In short, our CSMA approach performs well in solution precision and efficiency, which is better than SMES and SAPF. CULDE has the almost same solution ability but the computation cost is much larger than our method.
IV. CONCLUSIONS
In this paper, a constraint scattering method is employed in memetic algorithm to construct a novel constraints scattered memetic algorithm (CSMA) for solving constrained optimization problems. Three new mechanisms are combined in the new constraints scattered genetic algorithm (CSGA). In our proposed CSGA, the individuals evolve in a relatively weak constrained environment to gain more feasible solutions with larger diversity in each sub-population. In order to assess the effectiveness of this strategy, a new population performance evaluation index is defined, and experiments have shown that CSGA can get much more number of feasible solutions with larger population diversity. Further, constraint allocation schemes are discussed to help enlarge the whole population feasible solution number and diversity. Moreover, after a selection of feasible individuals, the interior point method is used here as the local search operator of the memetic algorithm to replace the genetic algorithm in CSGA especially for constrained optimization problems. The results of experiments on four standard test functions demonstrate that our method can achieve a better optimal solution with less computational cost (measured in FEs). Our future work is to improve the robustness of this algorithm which means to reduce the dependence on parameter selection for different problems. 
