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        After electric utilities deregulation, maintenance 
scheduling is likely becoming more complicated and 
important. Recently, due to the rapid growth of load demand, 
and the difficulties of generating system expansion, spinning 
reserve of Taiwan power system now is obviously far below 
the acceptable level of 20%. How to provide a reliable electric 
power to the customers has become a more important issue. 
Therefore, it definitely needs a feasible planning method for 
maintenance scheduling. This project aims to investigate the 
capability of the Particle Swarm Optimization (PSO) in 
solving the maintenance scheduling problem. PSO are general 
optimal algorithm and have been successfully applied to many 
applications. Compared with other method, the PSO can not 
only reduce the processing time but also increase the accuracy 
and reliability during the solution process. Results obtained 
from a sample system show that the proposed PSO method 
might be a good solution method. 
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   近幾年來，有一種以模擬鳥群覓食的過程之演算
法，“粒子最佳演算法 (Particle Swarm Optimization，
PSO)”[1][2]，它首先由 Eberhart 和 Kennedy 等學者提
出，也是一種很好的最佳化工具，廣受學術界及行銷界
高度重視。 
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3.1 問題描述 
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C  ：第 t時段之總發電量 
)(tR  ：第 t時段之備轉率 
aveR  ：所有備轉率的平均值 
)(tnP  ：第 n部機組在 t時段之淨尖峰出力 
)(tnu  ：第 n部機組於時段 t之狀態； 
 0：檢修、1：運轉 
tN  ：第 t時段機組總數 
T  ：總時段數 
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2. 備轉容量（spinning reserve）限制： 
tLtrtSR •≥)(  
)(tSR  ：第 t 時段之備轉容量 



















其中 ,tNn ,,3,2,1 L= Tt ,,3,2,1 L=  
t  ：維修規劃期 
ne  ：第 n部機組最早可維修期 
nl  ：第 n部機組最晚可維修期 
nd ：第 n部機組的需維修週期 




tnunS ≤∑= −•1 )(1  (7) 
nS  ：第 n部機組檢修時所需工作人數 
MP  ：檢修工作人員總數 
5. 同電廠機組維修數量之限制： 




)(1  (8) 
)(tsu  ：同一供電區域發電機組維修狀態 
δ  ：同一供電區域最多可同時維修機組的個數 
S  ：同一供電區域的發電機組 
sN  ：同一供電區域的發電機組總數 
 
3.2 粒子群最佳化演算法 



































3.2.2 粒子最佳化模型     
     定義粒子最佳化模型 
1. 每個進化問題的解都是搜尋空間中的每一隻鳥，我
們也稱為“粒子”(“Particle”)。 
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其中 
Vid ：每一粒子在第d維之速度 
w ：慣性權重(Inertia Weight)  
c1、c2：學習因子  












2.  Evaluation：依據適應函數(fitness function)計算出其
適應值(fitness value)以作為判斷每一粒子之好壞。 
3. Fine the pBest：找出每一粒子到目前為止的搜尋過
程中最佳解，這個最佳解我們將之稱為個別極值
(pBest)。 
4. Fine the gBest：找出所有粒子到目前為止所搜尋到
的整體最佳解，此最佳解我們稱之為最佳值
(gBest)。 








     一般取在 20 至 40 間，對於大問題時 10 個粒子已
能夠取得較好的姑果，但若是在面對較大問題或是特別
問題時，則可以選用 100或 200。 
2. 最大速度設定 
     最大速度決定了粒子在這個循環中最大的移動距
離，若速度Vid 介於   (-10,10)之間，則最大速度值為 20。 
3. 學習因子 
     設定學習因子c1、c2 通常會令 c1 = c2  = 2，但面對
不同的問題也會有不同的取法，但一般來說都是採用c1 
= c2  = 2，且範圍在 0到 4之間。 
4. 終止條件 
     解問題的長度，就像是 GA 中的世代數，也就是終
止條件。 
5. 慣性權重 
     慣性權重(w)在 Eberhart 和 Kennedy(1995)提出 PSO
時並未取用，而是 Shi 和 Eberhart 於 1998 所提出[5]。
Shi 和 Eberhart 說明慣性權重的取用可以使得求解的過程
中更快的找到全域的最佳解，而慣性權重的特性就像模
擬退火法(Simulated Annealing，SA) 中的溫度值類似，
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     假設有一四部機組的電力系統，需在十二週期內完
成機組維修工作，系統總裝置容量共 610MW。附錄之表 
4 為需進行維修排程的機組特性資料，表 5 為十二期的
負載資料，試利用粒子最佳演算法(Particle Swarm 
Optimization，PSO)來進行維修排程計劃。 
    圖 2 應用啟發法求解之維修排程圖 
      圖 3 應用粒子最佳演算法求解之維修排程圖 
 
 










指標  rf 0.790496 0.20044 
















     將本文所提的方法實際測試於台電的 33 部機組系
統，維修期間係將每個月分為六個時段，各時段以五天
或六天為單位，即一年分為 72個時段，並與傳統的動態
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表 2 動態規劃逐次逼近法對不同初解最佳化結果比較 
目標函數 初解 初解一 初解二 初解三 平均 
疊代前 1.114 0.883 1.757 1.251 
疊代後 0.451 0.473 0.451 0.458 
絕對差 0.663 0.410 1.306 0.793 
rf  
百分差 147% 86.6% 289.5% 174.36%
 
表 3 粒子最佳演算法對不同初解最佳化結果比較 
目標函數 初解 初解一 初解二 初解三 平均 
疊代前 1.114 0.883 1.757 1.251 
疊代後 0.352 0.391 0.358 0.367 
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1 250 75 10.2 1.2 4 11 15 3 
2 200 60 11.5 1.25 3 11 12 2 
3 100 25 14.7 1.4 3 11 10 2 
4 60 20 16.5 1.5 4 10 18 3 
 
 
表 5 四部機組的十二期負載資料 
 
時期 1 2 3 4 5 6 7 8 9 10 11 12 
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 七、計畫成果自評 









(8) 完整之程式模擬及實例分析。  
(9) 本計劃之結果與其它方法之比較。  
(10) 報告撰寫。 
 




   
        本計劃之研究成果達成預期目標，除了可提供國內學術界與工業界參考應用之外，且適合在
學術期刊中發表，並可提升國際學術研究水準。 
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