Diseases, in particular, vector-borne diseases are very important issues in crop protection. However, despite their impact on food safety, very few mathematical models have been developed in order to improve on control strategies. Motivated by existing literature, we begin by considering a temporal model of vector-borne diseases in (annual) crops. Using appropriate mathematical methods, we show the existence of threshold parameters and discuss several control strategies based on the model. Then, the model is modified to include spatial component in order to take into account that vectors are moving. We study both theoretically and numerically the related system and other subsystems that are easier to handle using the theory of monotone systems. We show that traveling wave solutions may exist, with traveling wave speed dependent on the virus lifespan and the contact rate between the pest and the crop. Finally, we discuss the consequences in terms of control strategies.
In the next decade, with the increase in world population and the reduction of lands dedicated to crops, compounded with climate change, there is a challenge to sustain and/or increase food production. Even now in many places around the world, food security is an important issue. It is well known that one quarter of the total crop production is lost because of pests and diseases. Despite many programs and studies to improve on food security, these losses have increased mainly because of the emergence of new diseases or new pests and also because of increasing climatic events. This work focuses on understanding vector-borne diseases in plants with the aim of improving on control strategies.
Like humans and animals, plants have to deal with viruses and/or obligate parasites. However, plant viruses have difficulties to overcome and there are some transmission restrictions due to plant immobility. Contrary to humans or animals, there is no plant-to-plant contact, at least in standard crops, and the wall made of cellulose and pectin that surround all plant cells limit the entries and exits of viruses. To circumvent these obstacles, plant viruses have developed different strategies to transfer efficiently from one host to another. In this case, plant viruses need some outside partners or some transport devices that allow an efficient transmission to new hosts. Such devices are usually called vectors, and are found among parasiti fungi, root nematodes and plant-feeding arthropods, particularly insects.
To be efficient in virus transmission, these vectors are able to break the cellulose and pectin barriers using their feeding organs, usually the stylet, and then move frequently from plant to plant. Thus any organism that may feed on an infected plant and travel between plants can potentially transport the virus and thus transmit it to healthy plants. In some sense, plant vectors are involved in the same way mosquitoes are involved in the transmission of diseases such as Malaria [34] , Dengue or Chikungunya [11, 12] . However, in the plant kingdom, transmission mechanisms are more complex.
Indeed, a very important difference between animal viruses and plant viruses lie in the transmission process. For animal/human viruses, no mechanical or direct transmission is possible. For example, an extrinsic incubation period is necessary such that an infected mosquito becomes infective, i.e., to be able to infect susceptible humans. For plant, virus transmission characteristics are different and depend on the interaction between the virus and the vector [19] . Mechanical and biological transmissions are considered to be the main way for viruses transmission by arthropod vectors. However theses terms are not always clear and do not represent efficiently the mechanism of insect transmission of plant-infecting viruses.
Following [19] , it is necessary to consider different types of transmission mechanisms described by time events. Three main transmission modes have been defined: also have the Vector Manipulation Hypothesis [6, 22] . This is a strategy by plant pathogens to enhance their spread to new hosts through their effects on mobile vectors, inducing, for instance, a migratory behavior [6] . Thus, virus transmission can be rather complex. That is why a good knowledge on Host-Vector-Virus interactions is necessary in order to develop appropriate vector control or crop protection strategies. It is important to note that non-persistent viruses are related to annual crops.
For decades, mathematical epidemiology has mainly focused on human diseases [1] and vector borne diseases, like Malaria [34, 28] , Dengue or Chikungunya [11, 12] , using various mathematical theories [1] , with some great successes or achievements. One of the greatest achievement is the so-called Mosquito Theorem, proved by Sir Ronald Ross [34] , who, using a mathematical model, was able to show that reducing the anopheles population is necessary (but not sufficient!) to lower the epidemiological risk. This theorem is more or less still used today for many vector-borne diseases. Another great achievement is the famous basic reproduction number R 0 , a threshold parameter related to some parameters of the model and aggregating important informations related to the dynamics of the disease, [1, 9] . In general, when R 0 < 1, the disease is supposed to die out, while the disease becomes endemic when R 0 > 1.
It is clear that for human and animal diseases, mathematical models have been helpful to better understand complex systems and improve health control strategies. However, from a modeling point of view, compared to human vector-borne diseases, plant or crop vector-borne diseases have been poorly studied though they use a similar compartmental approach leading to almost the same kind of equations. There are, however, some additional changes depending on the type of virus, vectors and the relationship between the virus and the vector.
The aim of this study is to extend the model studied in [3] by taking into account different control strategies (like sanitary harvest and/or the use of Barrier plants), and vector displacement. In section 1, we recall the temporal model, consider and study some control strategies like sanitary harvest or barrier plants. Then, in section 2, we build an ODE-PDE Model in order to take into account that vectors can move while plants are stationary. In section 3, we consider a simplified version to show the existence of traveling wave solutions, with a speed dependent on the virus lifespan or the daily contact rate between vectors and plants. Finally, in section 4, we present simulations to illustrate the theoretical results. The paper ends with a discussion and further possible ways of investigations both mathematically and experimentally.
The temporal Vector-borne plant disease model
We begin with the model developed in [3] , that is summarized in the following compartmental diagram: The plant population is divided into four epidemiological states: H p , the healthy plants, L p , the infected but not infectious plants, I p , the infected plants, and R p , the recovered plants. The insect population is divided into two epidemiological states: S v , the susceptible vectors and I v , the infectious vectors. We assume that in the field or the greenhouse, the total plant plant population is given by H p + L p + I p + R p = K for all time t > 0. We further assume here that the virus can impact the life-span of the plant. Here 1 k 1 is the mean time a plant stays in the compartment L p and 1 k 2 + γ represents the mean time a plant is infective, i.e., stay in the infective compartments. The vector population is assumed to follow the logistic growth equation
where α v − µ 1 > 0 is the net growth rate of the vector population and µ 2 is the death-rate due to the density effect. We set N = α v µ 1 , that is the basic offspring number related to the vector population. We assume that N > 1 for the rest the paper. We consider a mass action principle to model the disease transmission: φ, the contact rate, represents the mean number of plants visited by one insect per unit of time (day), b is the probability of being inoculated during a visit by an infected vectors I v . Thus φbI v represents the amount of plants infected by all infectious vectors per unit of time. Similarly φaI p represents the amount of vectors infected by I p infectious plants per unit of time, where a is the probability of being inoculated during a visit on an infected plant.
At this stage, we recover a model similar to some standard (human) vector-borne disease models. However, we have to take into account that plant virus might be non-or semi-persistent (non-circulative), meaning that the vector does not stay infective its life long (and the virus does not replicate) but becomes susceptible again. The recovery rate depends on the lifespan of the virus, say 1/δ, that is not constant. This may depend on the number of infective plants, I p . In other words, the larger I p the longer the vectors will stay in the infective compartments. We model this factor by exp − φaIp δK . Of course, when δ is large, this factor is close to one, and can be neglected. On the other hand, when δ = 0, meaning that once the vector is infected it remains infected until its death, the factor is assumed to be zero.
Contrary to [3] , we consider that (severely) infective plants can be harvested daily, in other words the parameter γ represents the sanitary daily harvest of infective plants. Harvesting infective plants is a way to reduce the spreading of the epidemic. Of course, this is only possible if the symptoms of the disease are visible.
Finally, we obtain the following system of ordinary differential equations (ODEs):
and
It is important to notice that the total plant population verifies dK dt = −γI p , such that when γ > 0 there is some loss in the plant population. The rest of the study of system (1) and (2) follows more or less [3] , except the computation of the basic reproduction number that was wrongly estimated in [3] . Using a suitable change of variables, i.e.,
, it suffices to study the simplified system:
where ρ = V /K and
with K(0) = K 0 > 0, and
It is straightforward to show that ρ is always non negative since (
Then, setting
system (3)- (4) Proof. Obviously, the right-hand side of system (3)- (4) is a continuously differentiable map (C 1 ). Then, by the Cauchy-Lipschitz theorem, system (3)- (4) is invariant by system (3), meaning that if x(0) ≥ 0, then x(t) ≥ 0, for all time t > 0. It is easy to verify
Therefore, we deduce that none of the orbits can leave Ω.
Since we already know the equilibria of system (4), i.e (K ∞ ,Ṽ ), we focus on equilibria of system (3) that belongs to the following set
The stability of equilibria is studied using the basic reproduction ratio which is typically derived using the next generation matrix (N GM ) approach. For every x ∈ P we compute N GM (h p ) [39] , and derive the reproduction ratio at h p . We rewrite our system for the vector
Then, computing the Jacobian F (V ) for at equilibrium, we have
Then, according to [39] , the reproduction ratio at x is defined as the spectral radius of N GM (x). Hence we have
from which we derive the Basic Reproduction Ratio, when h p = 1:
It is worth making a remark regarding the basic reproduction number in [3] compared to the value in (5). Unlike [3] , here the term −k 1 l p is considered as part of the rate of disease progression. Let [39] we deduce Theorem 2 (Stability). All stable equilibria of the dynamical system (3) belong to P s . The equilibria in P u = P \ P s are unstable. The set P s is a stable invariant set with basin of attraction Ω \ P u .
Remark 3. Practically, the previous theorem means that every trajectory initiated in Ω \ P u converges to a point in P s . There is no analytical formula to estimate h p,∞ , the long term healthy plant population.
Remark 4. According to (5) , φ, the contact rate, is an interesting parameter to control to reduce the epidemiological risk. For instance, a way to reduce the visits, and thus φ, is to use eco-friendly nets to protect the crops. This technique is under study, for example, in Kenya [37] .
We provide some numerical simulations to show the behavior of the system when introducing the disease through the vector or the plants. We consider the following parameters summarized in Table 1 . We also In Fig. 2 , page 7, we consider different levels of initially infected plants. Thus, the final number of infected plants will depend on the initial number of infected plants. As expected, even a small sanitary harvest can have a positive effect on the number of healthy plants at the end of the epidemic: compare Figs. 2a and 2b.
If the lifespan of the virus is longer (shorter), i.e. δ < (>)1, then h * p decreases (increases). This is meaningful since the longer the virus lifespan, the longer the infected pest stays infected which implies that In contrary, when the lifespan of the virus is short, then the impact of the epidemic is smaller. In Fig. 3 , page 7, all plants are susceptible (h p = 1). Then, depending on the level of initial infective vectors, the trajectories show that the whole susceptible plant population can be impacted completely.
Finally, in Fig. 4 , page 7, if we assume that a certain proportion of the seeds are resistant, then the impact of the disease can be limited. For instance, if the proportion of resistant plants/seeds is about 15%, then, according to the simulation the loss can be estimated around
85−50 85
× 100 ≈ 30% (see the yellow trajectory in Fig. 4 and compare to the yellow trajectory in Fig. 2a , where the loss was almost 60%). The use of a certain fraction of resistant plants can be a good strategy to lower the impact of the pest. However, in general resistant seeds are more expensive, and thus a balance should be found between the cost of resistant seeds and crop loss. Other control tools can also be considered as explained in the next subsection. Finally, if we consider resistant plant and sanitary harvest (Fig. 4b, page 7) , then h * p = 0.795 and the loss is around
85−68 85
× 100 ≈ 20% (see the yellow trajectory in Fig. 4b ). Clearly a combination of strategies is the best way to reduce the outbreak.
Control strategies
For decades, many control strategies have been developed with mitigated success like for malaria control. For plants diseases, the worst control method is the use of pesticides and it is acknowledged that they are mostly ineffective against aphids. First, because the time needed to transmit the virus is more or less immediate, and thus an infected aphid can transmit the non-persistent virus before being killed by the insecticide. Secondly, the use of pesticides can repell the aphids causing a rapid movement in (non-treated) parts of the crops, and thus causing greater spreading of the diseases.
As shown in the previous figures, infective plant harvest is a way to reduce the impact of the disease. However, it could be possible to choose the harvesting parameter γ = γ * such that h * p = 1. For instance, using the same parameters, we found that γ * ≈ 0.051 reduces the loss drastically (compare Fig. 5 with Fig.  2 ). Of course it is possible to choose γ > γ * , but then, probably this is not economically sustainable. A very interesting and promising technique is the use of barrier plants or secondary plants to protect the main crops from diseases. Here different strategies are possible. For example, border plants, intercrops, mixed cropping, etc. This is a kind of manipulation strategies to reduce the probability of contact between the crops and the aphids. In general, it suffices to consider plants suitable for the aphids (feeding, reproduction) based on good knowledge of their biology/ecology. For example:
• Aphids respond to visual stimuli and in particular visual contrast [10] .
• Aphids cannot distinguish host and non-host plants before landing. Then, as explained above, they can make exploratory probes with their mouth-parts, such that any virus particle can be released on to non-host plants. Of course, the longer they stay on a non-host plant, the less effective is the virus.
• Loosing time on non-host plants make the aphids less active to search new (host) plants.
It is possible to study the impact of barrier plants, as mixed cropping for instance, using the temporal model developed above. By introducing K b , the total amount of barrier plants, then model (1)- (2) is modified with K now replaced by K + K b . Using the following change of variables, i.e., h p =
, we obtain the same equations as in (3) and (4) 
We
, where
Straightforward computations of the basic reproduction number in the new setting gives
, such that
Thus obviously the use of barrier plants may have an impact on the basic reproduction number and thus on the number of healthy plants at the end of the epidemic as shown in Fig. 6 , page 9. It is interesting to notice that after the outbreak, the number of healthy individuals in Fig. 6 is significantly larger compared to healthy individuals in Fig. 2 . However, the improvement due to barrier plants is significant if the infection is low. For instance, when i p = 0.01 (yellow trajectory) the loss is only around 48% while, in Fig. 2 the loss is around 60%. In contrary, when the initial infective population i p is large, then the benefit of using barrier plant, at least when (1)- (2) is far from being realistic. Indeed, according to Fig. 13 , page 23, the homogeneous assumptions related to the temporal model is not available, and the space component becomes thereby very important.
In fact the space component is definitively necessary if we consider the following obvious fact: pests are moving, while plants are not. That is why it is necessary to extend our model using partial differential equations, on the vector components. This is what we intend to develop in the next section.
Towards a more realistic model
The previous model suffers from a constrained assumption of homogeneous distribution between plants and vectors. While for vectors this assumption is realistic, this is not the case for plants that do not move. In contrary, only vectors can move. Thus we propose to extend our model by introducing a diffusion operator in the vector equations in order to take into account a random dispersal of vectors.
Thus ODEs system (1)- (2) shifts to the following ODEs-PDEs system, for all (
with non-negative initial conditions and appropriate boundary conditions. It is straightforward to observe that the total vector population follows:
We recognized the well-known Fisher's reaction diffusion equation, for which we consider the following boundary conditions V (−∞, t) = V * and V (+∞, t) = 0 Let us recall that a traveling-wave solution of (11) is defined as V (x, t) = v(x − ct) = v(z), where z = x − ct and c ∈ R is called the traveling-wave speed. The function v is solution of
Using the notation of [40] , a [v 1 , v 2 ]-traveling wave is a solution of (12) If in addition v 1 or v 2 is stable while the other is unstable, then the [v 1 , v 2 ]-traveling wave is called a mono-stable traveling wave. For sake of simplicity, we will use this notation in the rest of the paper. Assuming N > 1, the following results hold [40] • Two homogeneous equilibria exist: 0 and
• The equilibrium 0 is unstable, while V * is asymptotically stable.
•
Equation (11) admits a monotone mono-stable [V * , 0]-wave [16, 40] .
Taking into account the dynamics of V , we expect the following behavior of the solutions at infinity
where H p,∞ and R p,∞ are unknown non negative constants, and
System (9)- (10) can be rewritten as follows
where D > 0 and
We derive briefly some results related system (9)-(10). First, we consider the following spaces
System (17) is a partly dissipative or partially degenerate system for which several works have been done (see for instance [29, 21] ).
Theorem 5 (Existence -uniqueness). For any initial values (u 0 , v 0 ) ∈ S K,V * , system (17) admits a unique non-negative bounded solution such that
Proof. To show (global) existence, we first need to show local existence and then give a priori estimates. Local existence and uniqueness can be obtained using Remark 6. Notice that system (9)-(10) is very close to the systems studied in [21] (except the boundary conditions, but as stated in [21] only few modifications in the proof lead to the same existence result).
In addition, it is possible and straightforward to study the long term behavior of the model. Indeed, the solution being non-negative and bounded for all x ∈ [0, L], and t ≥ 0, we have
• I v (x, t) converges to 0 in L 2 (R) and H 1 (R).
According to equation (9) 4 , ∂R p ∂t = k 2 I p ≥ 0, and, since R p is bounded by K, we deduce that R(x, t)
converges to some limit R ∞ P (x) as t goes to ∞, which also implies that
implies that I P + k 2 + γ k 2 R p converges to some limit, which implies that I p (x, t) converges to some limit I p,∞ .
Since
for all x, this implies necessarily that I p,∞ (x) = 0 for all x.
Finally, since ∂H p ∂t ≤ 0, we deduce that H p (x, t) converges to H ∞ p (x) too. Summing (9) 1 and (9) 2 , we deduce that H p (x, t) + L p (x, t) converges to some limit too as t goes to infinity, and in particular,
Multiplying equation (10) 2 by I v and integrating, leads to the following inequality 1 2
Using the fact that lim t→∞ 
. It would be nice to be able to go further in the qualitative study on system (9)-(10). In particular, studying the existence or not of traveling wave solutions, that are particular solutions of the form φ(x − ct), where c is the traveling wave speed. Different tools may exist [40] to study this system. However, as a first step, we propose to consider and study reduced or sub-models of system (9)-(10) in order to show that, traveling-wave solutions may exist. In addition, in some particular cases, we are able to obtain some information about pulse or front traveling-waves.
A useful and illustrative subsystem
Assuming that plants have only two epidemiological states, i.e., H p and I p such that H p +I p = K = constant, with γ = 0, system (9)-(10) reduces to
System (18) 
and it is possible to estimate I ∞ v . If we assume that all plants are infected or if t is large enough such that I p (x, t) = K, and V (x, t) = V * , then the previous system becomes
which admits only one homogeneous solution
In addition, as δ increases, I
∞ v decreases with a lower limit being
Since (18) 3 admits a traveling wave solution (up to a translation), it seems reasonable to expect the same properties for (18) 1,2 .
It is relatively obvious to show that system (18) is a (partially degenerate or partly dissipative) monotone system since some but not all diffusion coefficients are zero. For this type of (monotone) system, general result of existence of traveling-wave solution are available, in particular in [40] . In fact system (18) can be rewritten as follows
with D = diag(0, D, D) and
Let us study the following two sub-cases that will be helpful to deduce some dynamics of system (18). This will be done in Section 3.3. However, we can already observe in Figs. 8, page 20, that traveling waves exist for this system.
Assuming that all plants are already Infected
This is equivalent to consider that I p = K, which implies that system (18) reduces to
We recover a standard reaction-diffusion problem, with only two homogeneous equilibria (0, 0) and (I ∞ v , V * ). It is also worth to note that (0, 0) is unstable, while (I ∞ v , V * ) is globally asymptotically stable. In fact, setting (21) can be rewritten as follows
where we have used (22), the system can be rewritten as follows
with
for all t ≥ 0, we can easily deduce that system (23)- (24) 1. F(0) = 0 and there is a β 0 such that F(β) = 0, which is minimal in the sense that there is no w other than 0 and β such that F(w) = 0, and 0 w ≤ β. (20) is cooperative; i.e., F i (u) is non decreasing in all components of u with the possible exception of the ith one.
System
3. F does not depend explicitely on x and t, and the diagonal terms of D are constant.
F(p)
is continuous and piecewise differentiable in p for 0 ≤ p ≤ β and differentiable at 0. The Jacobian matrix F (0), whose off-diagonal entries are non-negative, has a positive eigenvalue whose eigenvectors has positive components. F(u), as it is defined in (24) , vanishes only at points 0 = (0, 0) and β = (i ∞ v , 1). In addition F is differentiable, with
Clearly F and D, as defined in (24) verify Assumptions (H). Let us just check assumption (H) 4 . Since such that Remark 9. In fact, it would have been possible to make some analogy between system (22) and system (2.2) studied in [25] , to prove theorem 8.
Remark 10. In other words, according to Theorem 8, when the crop is already infected, whatever the values taken by the virus death rate,δ, and the contact rate, φ, the traveling waves of the infected spread like the total population. This result is confirmed by the numerical simulations (see Figs. 7 , page 19).
Assuming that the vectors are already established in the crop
Assuming the vector is already established is equivalent to taking V = V * and we would like to know the effect of introducing an infected vector. Thus system (18) becomes
Here, we have a partially degenerate reaction diffusion system, for which the theorem, used in the previous section, does not work. Instead, we will use results from [13] . First we recall some of the main results in the appendix.
With u = (i p , i v ) and
the previous system (26) can be rewritten as follows
Obviously F is continuous and differentiable. In addition system (29) admits only two equilibria: 0 = (0, 0) and
We have the following result Theorem 11. System (29)- (28) admits a traveling-wave solution u(x − ct), for all c ≥ c, connecting 1 and 0.
Proof. We apply [13, Theorem 3.1] , that is recalled in the appendix (see Theorem 15, page 27), as well as the assumptions (K), page 26. Obviously we have
which implies that (29) is a monotone and cooperative system [36] . It is also straightforward to show that the solution u verifies 0 ≤ u ≤ 1, such that 0 and 1 are the only points that verify F(0) = F(1) = 0. We have
such that trace(F (0)) < 0 and det(F (0)) < 0, which implies that necessarily one eigenvalue is real and positive, such that the stability modulus of F (0), s(F (0), is strictly positive. In addition, since
Remark 12. If we consider the same problem, but with sanitary harvest, γ > 0 in the i p compartment, then F (0) becomes
Thus in order to verify det(F (0)) < 0, we have to verify γ(
which is a necessary condition to have 0 unstable for the corresponding ODE model.
Here, since we consider constant values for the parameters, the reaction-diffusion model and the temporal model have the same Basic Reproduction Number.
Following [13] , λ A (µ) = s(A µ ) is a simple eigenvalue of A(µ), where
The related characteristic polynomial is given by
such that we are able to deduce
with a positive eigenvector v(µ) = 1,
and we setc = inf µ>0 φ(µ). We want to show that the infimumc is reached for a positive valueμ. Let us briefly study Φ(µ):
such that looking for the zeros of Φ is equivalent to looking for the zeros of µλ (µ) − λ(µ). Setting x = Dµ 2 , and after some computations, this is equivalent to finding the roots of the following fourth order polynomial
where b = α v + δ and c = 4 abφ 2 V * K . Note also that the constant coefficient of p is always negative. It is possible to use Descartes rules of sign, to deduce either that p has only positive root when c > 3b 2 , either that p has one or three positive roots when c < 3b
2 . Thus, we deduce that there exists x * , a positive real, such that Φ reaches its minimum, which implies that c is reached at µ = x * D .
Remark 13. In Fig. 8(b) , page 20, we show that the infected front can travel faster than the total Pest front when δ is small enough (the virus being (semi-) persistent and circulative).
Let us now verify assumption (K) 4 and (K) 5 , page 26. Using the fact that
which implies that
Kλ A (µ) bφV * . Thus according to the previous computations, we can deduce that
for all ρ > 0 and µ ∈ (0,μ]. In addition, using again (30), we show that
Following [13, Theorem 3.1], we can apply Theorem 15, page 27, and deduce the existence of a wavefront U (x − ct) for each c ≥c connecting 0 and 1. (18) leads to the following
Existence of traveling-wave solutions for system (18)
Setting u = (i p , i v , v), the previous system can be rewritten as
Obviously, system (32) is a monotone and cooperative system. It is also straightforward to show that the solution u verifies 0 ≤ u ≤ 1, where 0 = (0, 0, 0) and (25) , page 14. It is also important to notice that system (32) admits four equilibria 0, 0 v = (0, 0, 1), 0 K = (1, 0, 0), and 1. The first three are unstable, while the last one is stable. The system being monotone, traveling-wave solutions between 0 and 0 v or 0 K cannot exist. Let us turn to the case [w − , w + ] where w − = 1, and w + = 0 or w + = 0 v .
Cases where w + = 0 v or w + = 0 K are related to the sub-cases, studied in sections 3.2 and 3.1. Thus, we know that for these cases, traveling-wave solutions exist and we were able to provide some informations about the traveling-wave speed.
In fact, only the last case remains: w + = 0 and w − = 1. Unfortunately, the two results used in sections 3.1 and 3.2 do not apply here: first because the system is partially degenerate, and second because a straightforward computations show that G (0) is not irreducible, but in fact is in Froebenius form
Another possibility is to verify Hypotheses 2.1 (see page 27) and apply Theorem 4.2 of [27] . Unfortunately the positive eigenvalue of G (0), i.e., α v − µ 1 , has an eigenvector with only one positive component. Finally, the last possibility is to consider a small parameter ε > 0 such that system (32) is replaced by
with (33) is a non-degenerate monotone and cooperative system. Thus, we can apply standard results, like [40, Theorem 3.2, page 178], to show the existence of a Mono-stable traveling wave between 0 and 1, and then, let ε → 0. However, even, with this regularization, we are not able to get information about the traveling waves. The numerical simulations in the next section show that the infected compartments may travel at a lower speed than the vector population. Since we consider additional compartments, L p and R p , the infected compartments will exhibit pulse traveling solution, that vanish at both endpoints.
Simulations
In this section we present numerical simulations to illustrate the previous results and we go further to discuss prevention and control strategies. In particular, we emphasize the impact of the virus lifespan, 1/δ, and the contact rate, φ. Since, we consider a one-dimensional PDE system, we use the well known method of lines: first discretizing in space, and then in time. We consider the finite difference method for the spatial discretization, and the nonstandard finite difference method for the time discretization (see for instance [2] and references therein).
The parameters values used in the forthcoming simulations are summarized in Table 2 , page 19. In Figs. 7, we present simulations related to system (21), page 14, when the whole crop is already infected, i.e. I p = K. Thus, no surprise: as expected from the theory, the infected vectors spread like the total vector-population, at speed c v , whatever the values taken for δ and φ. According to (19) , I is introduced at x = 0. In Fig. 8 , page 20, we represent the estimated velocity of the infected front versus δ, the virus decay rate for two main cases: Fig. 8(a) when the vector population V is not established and Fig. 8(b) when it is still established, V = V * . As expected, the larger δ, the lower the speed of the infected front, while the velocity of the pest population is constant. The contact rate φ also impacts the velocity of the infected front: compare the two curves.
When the vector population is still established, it is interesting to notice that, for δ small enough, the infected pest front can travel faster than the pest front when invading the crop (compare with the line in Fig. 8(a) ). In fact, as shown in Fig. 8(a) , the pest front velocity acts as an upper bound for the infected fronts, while it is not the case in Fig. 8(b) . This particular result may have a biological explanation through the Vector Manipulation Hypothesis discussed earlier. Indeed, when δ is small and less than unit, it means that the virus is semi-persistent or persistent and thus circulative, meaning that the virus replicates inside the vectors. It is well documented in the literature that virus may change the behavior of the insect thereby facilitating their spreading ability looking for susceptible hosts (plants). Also, when δ is large, it means that the lifespan of the virus is short (non-persistent) and thus cannot have an impact on the behavior of the insect. That is why the curves in Figs. 8(a) and 8(b) lead to the same velocity for a given δ, whether the vector population is established or not.
Finally, we present some simulations of the full system (9)-(10), page 10. We consider also two cases: γ = 0 and γ = 0.2, i.e., with and without sanitary harvest. In Figs. 9 and 10 , we show the impact of δ on the speed of the Pest-Infective-front. We also show that φ may have a big impact on the velocity (compare Figs. 9 and 10) . Indeed, reducing φ slows down rapidly the spread of the infection, when δ > δ * , where (7) when γ = 0(0.2). In particular as δ increases, the front speed decays to zero, more or less rapidly according to φ. Finally, it is interesting to notice that the harvest rate has an impact only when φ is small: compare Fig. 10(a) and Fig. 10(b) , page 21. In Fig. 11 , when γ = 0, then all plants become resistant. Like in the previous sub-models, the pulse traveling waves related to the infected compartments have a lower speed than the total vector population. However, the wave speed is even lower because we have several additional compartments, L p and R p , that introduce an additional delay.
Altogether, qualitatively, for the full model (9)- (10), we obtain a behavior almost similar to the submodels: the speed of the infective pulse wave reduces (strongly) according to the virus lifespan and the contact rate with the crops. 
Prevention and Control
In terms of prevention, it is important to capture the right invasive front, i.e., the infective front. Our results show that the lower the lifespan of the virus, the lower the speed of the infective front, meaning that diseases may appear in the field far after the initial invasion of (healthy) pest. In general, people in charge of pest control or prevention usually recommends setting-up of surveillance programs (using traps) during critical times of plant growth in order to start the control immediately after the arrival of the first pests (or when certain threshold has been reached). Here, clearly, according to our results, this strategy is not possible. In addition to the surveillance protocol, virus-detection using a real time PCR analysis 1 , would be a better strategy in order to capture the right front(s), i.e., the infected front(s), and thus start control strategies at the right time.
In terms of control, let us consider the same approach as in the temporal model where barrier plants are used as inter-crops. This leads again to a change in the contact rate. For instance, if we assume that the percentage of barrier plants over the "cash" crop is 16, 67%, then, we show in Fig. 12, page 23 , that we velocity of the infected pulse wave slows down, compared to Fig. 9 , page 21. When δ = 0, it is also interesting to notice that barrier plants have absolutely no effect. (9)- (10) with inter-cropping Barrier Plants, with and without sanitary harvest Thus the concept of plant barriers can be very effective to reduce the invasion of infected pest. However, as it is modeled, we don't take into account various possibility, and in particular, the fact that barrier plants can be used, not as inter-crop, but also as a barrier that may surround the cash crop. For instance, maize is often used as a barrier crop along the borders of tomato field, thus preventing the entry of whitefly (see Fig. 13 , page 23, obtained using Simeo simulator implemented in the AMAPstudio framework [20] ). 
Conclusions
Crop vector-borne disease modeling can lead to new and exciting mathematical problems, for which the existing theory is not always applicable. However, using suitable sub-models, and in particular models that enter the theory of monotone dynamical systems [36] , we are able to get some insights into the resulting partially degenerate non-monotone systems.
Here, in the case of non-persistent virus, we showed that the virus lifespan, 1/δ, can have an important impact on the speed of the infected traveling front, such that the infected vectors can invade a long time after the whole pest population has invaded the crop. The contact rate, φ, may also have the same impact on the infective front. Altogether, this may have strong implications on the surveillance and/or the control strategies.
It is now well acknowledge that viruses (parasites and pathogens, in general) can induce changes in host or/and vector behavior to enhance their transmission [22] , such that the dynamics of the whole system can become more complex. Of course for semi-persistent viruses, recent observations seem to indicate that the Vector Manipulation hypothesis [22] can impact the spreading of aphids in the field, preferably to susceptible plants, which in some sense may speed-up the infective front as seen in Fig. 8 , page 20. All these facts show how complex and diverse pest-virus-crop systems are. In other words, our model, though generic, can be improved or adapted in order to take into account specific facts related to a particular diseases.
In terms of control strategies or crop protection, we focused mainly on barrier plants or crops, because it is a reliable and sustainable strategy. Indeed, it is based on an accurate knowledge on pest biology and ecology and its interaction with the host plant(s). In this paper we started with a very simple use of barrier plants, showing that it can be efficient. However, we need to consider more realistic models in order to take into account concrete use of barrier plants. This implies considering more complex spatio-temporal models.
Of course other control strategies could be taken into account for comparison or in combination. For instance, eco-friendly nets [37] may be a good and sustainable control strategy, to reduce φ. However, the use of nets may change locally the environmental parameters (temperature, humidity) of the plants, and thus may have an impact on their (photosynthetic) growth, and eventually, foster other kind of diseases, e.g., fungi. In fact, there exists several other control strategies, including the use of natural enemies, natural pesticides or pesticides extracted from plants, fungi like Beauveria bassiana, etc, and traps. Indeed, traps are widely used around the world, using pheromones or food to attract and catch insects [4] , and/or for mating disruption [5] .
From the plant perspective, additional complexity could be taken into account if we add plant growth dynamics, since we know that plant's attractiveness may change according to physiological stages.
From the Mathematical perspective, the previous models need further investigations in order to get an estimate or bounds for the infected pulse-wave or front-wave velocity. Two-dimensional extension of our PDE-ODE model is also necessary in order to be even more realistic. And, finally, comparison with real experiments in order to validate/modify/adapt our models is mandatory.
6 Annexe
