Introduction
In what follows, for the sake of brevity, (a A ) denotes the sequence of A parameters given by a 1 ,a 2 ,a 3 ,...,a A in the contracted notation. Denominator parameters are neither zero nor negative integers and the Pochhammer symbol (a) n is defined by (a) n = Γ(a + n) Γ(a) = 1 i f n = 0, a(a + 1)···(a + n − 1) if n = 1,2,3,..., (1.1) where the notation Γ is used for the gamma function. We will use the following power series form of multiple hypergeometric function [13, 14] : 
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(1) j m1δ j , j = 1,2,...,E (k) ; for all k ∈ {1, 2,...,n}, are zero and real constants (positive and negative) [13, equations (5) , (6) , (7), (8) , (9) A , F (3) , F (4) A , K 10 ,
P , and F A:B (1) ;B (2) ;...;B (n)
D:E (1) ;E (2) ;...;E (n) are Appell's double hypergeometric function (see [3, (2) , page 73]; see also [9, (139) , page 265], [13, (3) , page 23]), Kampé de Fériet's double hypergeometric function (see [15, (26) , page 423]; see also [13, (28) The present note is devoted to the investigation of general multiple series identities which extend and generalize theorems of Buschman, Srivastava, and Bailey. The theorem given in Section 2 will be seen to be extremely useful, in that most properties of hypergeometric series carry over naturally and simply for these identities and provide connections with various classes of well-known hypergeometric functions and even new representations for special cases of these functions. Some applications of this theorem are given in Section 3. Clearly, the same procedure could have been utilized to extend many more results on hypergeometric functions. But, instead, we deduce fifteen special cases in Section 4.
General multiple series identities
Motivated by the works of Buschman, Srivastava, and Bailey, we will establish the following theorem for multiple series which is more generalized than multiple Gaussian hypergeometric functions F (3) , F (4) , and F 
provided that each multiple series involved converges absolutely.
Proof of Theorem 2.1. Let L denote the left-hand side of (2.1). Then using the series identities [8, Lemma 10(1), page 56 ] (i.e., replacing
we may write 
.
Now applying the well-known series identity
Second-power series on the right-hand side of (2.9) vanishes due to the presence of 1/Γ(−i) = 0, if i = 0,1,2,..., we may then write and after replacing the gamma functions by Pochhammer symbols, we get the right-hand side of (2.1). Again, now applying Srivastava's identities (see [12, pages 194-197] ; see also [14, (8) , page 214, (12) 
in (2.1), and then replacing the gamma functions by Pochhammer symbols, we get the right-hand sides of (2.2) and (2.3), respectively.
Applications of formulas (2.1), (2.2), and (2.3)
3.1. Buschman-Srivastava theorem associated with Srivastava's function F (3) . In formulas (2.1) and (2.2), setting (4) . In formula (2.3), setting provided that denominator parameters are neither zero nor negative integers.
Buschman-Srivastava theorem associated with Srivastava's function F
θ 1 = θ 2 = θ 3 = ··· = θ 12 = 1, S 2 (i + j + k) = S 3 (i + k + p) = 1, S 1 (i + j + k + p) = [(a A )] i+ j+k+p /[(b B )] j+i+k+p , S 4 ( j + p) = [(m M )] j+p /[(n N )] j+p , S 5 (i + k) = [(d D )] i+k /[(e E )] i+k , S 6 ( j) = [(g G )] j /[(h H )] j ,
Buschman-Srivastava theorem associated with Pathan's function F (4)
P . In formula (2.3), putting which is known as Buschman-Srivastava theorem (see [4, page 438 ]; see also [11, (47) , page 31]).
(ii) Setting A = B = 0 in (4.1), we get
which is a known result of Bailey (see [1, (2.11) , page 246]; see also [11, (186 
which is another result of Bailey (see [2, (4.4) , page 239]; see also [11, (191) a,a,a,a;g, q,c, f ;n,n,2c,2 f ;x,z, y,−y] (4.6) x 2 ,z 2 , y 2 . 
, page 323]). (iv) Setting
A = G = H = 1, a 1 = a, g 1 = g, h 1 = h, B = D = E = 0 in (3.1), we get-: c + f ,c + 1 2 , f + 1 2 ; h; y 2 4 ,x   . (4.4) (v) Setting B = D = E = G = N = Q = 0, A = M = H = R = 1, a 1 = a, m 1 = m, h 1 = h, r 1 = r in(vi) Setting B = D = E = M = H = R = 0, A = N = G = Q = 1, a 1 = a, n 1 = n, g 1 = g, q 1 = q in (3.3), we get K 13 [= 1 u,w=0 (a) u+w (g) u (q) w x u y w (n) u+w u!w! ×F((vii) Setting A = M = N = Q = R = 1, a 1 = a, m 1 = m, n 1 = n, q 1 = q, r 1 = r, and B = D = E = G = H = 0 in (3.4), we get F (4) A [a; f , q,m,c;2 f ,r,n,2c;−y,z,x, y] = 1 u=0 1 w=0 (a) u+w (m) u (q) w x u z w (n) u (r) w u!w! ×F((4.7) (viii) In (2.1), setting S 1 (θ 1 i + θ 2 j + θ 1 k + θ 3 p) = S 3 (θ 6 i + θ 6 k + θ 7 p) = S 4 (θ 8 j + θ 9 p) = S 5 (θ 10 i + θ 10 k) = S 7 (θ 12 p) = 1 and z = 0, we get ∞ i, j,k=0 S 2 θ 4 i + θ 5 j + θ 4 k S 6 θ 11 j (c) i ( f ) k x j y i (−y) k (2c) i (2 f ) k i! j!k! = ∞ i, j=0 S 2 2θ 4 i + θ 5 j S 6 θ 11 j (c + f )/2 i (1 + c + f )/2 i x j (y 2 /4 i (c + f ) i (c + 1/2) i ( f + 1/2) i i! j! . (4.8) (ix) In (4.8), setting θ 4 = θ 11 = 1, θ 5 = 2, S 2 (2 j + i + k) = (a) 2 j+i+k , S 6 ( j) = 1/(b) j , we get= θ 11 = 1, θ 5 = −1, S 2 (i + k − j) = (a) i+k− j , S 6 ( j) = (b) j (g) j , we get H 3,+ θ 5 j + θ 4 k) = S 3 (θ 6 i + θ 6 k + θ 7 p) = S 4 (θ 8 j + θ 9 p) = S 5 (θ 10 i + θ 10 k) = 1, we get ∞ i, j,k,p=0 S 1 θ 1 i + θ 2 j + θ 1 k + θ 3 p S 6 θ 11 j S 7 θ 12 p (c) i ( f ) k x j y i (−y) k z p (2c) i (2 f ) k i! j!k!p! = ∞ i, j=0 S 1 2θ 1 i + θ 1 t + θ 2 j + θ 3 p S 6 θ 11 j S 7 θ 12 p × (c + f )/2 i (1 + c + f )/2 i x j y 2 /4 i z p (c + f ) i (c + 1/2) i ( f + 1/2) i i! j!p! . (4.11) (xii) In (4.11), setting θ 1 = θ 3 = θ 11 = θ 12 = 1, θ 2 = 2, S 1 (2 j + i + k + p) = (a) 2 j+i+k+p , S 6 ( j) = 1/(b) j , S 7 (p) = (d) p /(h) p , we get= θ 11 = θ 12 = 1, θ 2 = θ 3 = 2, S 1 (2 j + 2p + i + k)= (a) 2 j+2p+i+k , S 6 ( j) = 1/(b) j , S 7 (p) = 1/(d) p , we get= θ 11 = θ 12 = 1, θ 2 = θ 3 = −1, S 1 (i + k − j − p) = (a) i+k− j−p , S 6 ( j) = (b) j (d) j , S 7 (p) = (g) p (h) p ,= θ 3 = θ 11 = θ 12 = 1, θ 2 = −1, S 1 (i + k + p − j) = (a) i+k+p− j , S 6 ( j) = (g) j (h) j , S 7 (p) = (b) p /(d) p ,
Call for Papers
This subject has been extensively studied in the past years for one-, two-, and three-dimensional space. Additionally, such dynamical systems can exhibit a very important and still unexplained phenomenon, called as the Fermi acceleration phenomenon. Basically, the phenomenon of Fermi acceleration (FA) is a process in which a classical particle can acquire unbounded energy from collisions with a heavy moving wall. This phenomenon was originally proposed by Enrico Fermi in 1949 as a possible explanation of the origin of the large energies of the cosmic particles. His original model was then modified and considered under different approaches and using many versions. Moreover, applications of FA have been of a large broad interest in many different fields of science including plasma physics, astrophysics, atomic physics, optics, and time-dependent billiard problems and they are useful for controlling chaos in Engineering and dynamical systems exhibiting chaos (both conservative and dissipative chaos). We intend to publish in this special issue papers reporting research on time-dependent billiards. The topic includes both conservative and dissipative dynamics. Papers discussing dynamical properties, statistical and mathematical results, stability investigation of the phase space structure, the phenomenon of Fermi acceleration, conditions for having suppression of Fermi acceleration, and computational and numerical methods for exploring these structures and applications are welcome.
To be acceptable for publication in the special issue of Mathematical Problems in Engineering, papers must make significant, original, and correct contributions to one or more of the topics above mentioned. Mathematical papers regarding the topics above are also welcome.
Authors should follow the Mathematical Problems in Engineering manuscript format described at http://www .hindawi.com/journals/mpe/. Prospective authors should submit an electronic copy of their complete manuscript through the journal Manuscript Tracking System at http:// mts.hindawi.com/ according to the following timetable:
Manuscript Due December 1, 2008
First Round of Reviews March 1, 2009 
