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The new numerical version of Wigner approach to quantum thermodynamics of strongly coupled
systems of particles has been developed for extreme conditions, when analytical approximations ob-
tained in different kind of perturbation theories can not be applied. Explicit analytical expression of
Wigner function has been obtained in linear and harmonic approximations. Fermi statistical effects
are accounted by effective pair pseudopotential depending on coordinates, momenta and degener-
acy parameter of particles and taking into account Pauli blocking of fermions. The new quantum
Monte-Carlo method for calculations of average values of arbitrary quantum operators has been pro-
posed. Calculations of the momentum distribution functions and pair correlation functions of the
degenerate ideal Fermi gas have been carried out for testing the developed approach. Comparison of
obtained momentum distribution functions of strongly correlated Coulomb systems with Maxwell –
Boltzmann and Fermi distributions shows the significant influence of interparticle interaction both
at small momenta and in high energy quantum ’tails’.
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I. INTRODUCTION
Computer simulations are ones of the main tools in quantum statistics nowadays. Some of the most powerful
numerical methods for simulation of quantum systems are Monte Carlo methods, based on path integral (PIMC)
formulation of quantum mechanics [1]. These methods use path integral representation for partition function and
thermodynamic values such as average energy, pressure, heat capacity etc. Possibility of explicit representation of
the partition function and density matrix in the form of the Wiener path integrals [1, 2] as well as making use of
Monte Carlo methods for further calculations allows quantum treatment of strongly coupled systems of particles
under extreme conditions, when analytical methods based on perturbation theories can not be applied. The main
disadvantage of this approach is that PIMC methods cannot cope with problem of calculation of average values of
arbitrary quantum operators in phase space and momentum distribution functions, while this problem may be central
in treatment of thermodynamic and kinetic properties of matter.
Considered in this paper Wigner formulation of quantum mechanics in phase space allows consideration not only
thermodynamic but also kinetic problems. Quantum effects can affect the shape of momentum Maxwellian distribution
functions since the interaction of a particle with its surroundings restricts the volume of available configuration
space, which, due to the uncertainty relation, results in an increase in the volume of the momentum space. This
results in increasing fraction of particles with higher momenta [3–9]. Quantum effects are important in studies of
such phenomena as the transition of combustion into detonation, flame propagation, vibrational relaxation and even
thermonuclear fusion at high pressure and low temperatures. Quantum effects are important in studies of kinetic
properties of matter at low temperatures and under extreme conditions, when particles are strongly coupled and
perturbative methods cannot be applied.
The main difficulty for path integral Monte Carlo studies of Fermi systems results from the requirement of anti-
symmetrization of the density matrix [1]. As a result all thermodynamic quantities are presented as the sum of terms
with alternating sign related to even and odd permutations and are equal to the small difference of two large numbers,
which are the sums of positive and negative terms. The numerical calculation in this case is severely hampered. This
difficulty is known in the literature as the ’sign problem’.
To overcome this issue a lot of approaches have been developed. Let us mention new original approaches developed
in [10–13]. The configuration path integral Monte Carlo (CPIMC) approach [10, 11] for degenerate correlated fermions
with arbitrary pair interactions at finite temperatures is based on representation of the N-particle density operator
in a basis of (anti-)symmetrized N-particle states. The main idea of this approach is to evaluate the path integral
in space of occupation numbers instead of configuration space (like in [1]). This leads to path integrals occupation
number representation allowing to treat arbitrary pair interactions in a continuous space. However it turns out
that CPIMC method exhibits a complementary behavior and works well at weak nonideality and strong degeneracy.
Unfortunately, the physically most interesting region, where both fermionic exchange and interactions are strong
simultaneously remains out of reach.
2Monte Carlo simulations at finite temperature over the entire fermion density range down to half the Fermi tem-
perature have been carried out by permutation blocking path integral Monte Carlo (PB-PIMC) approach [12, 13].
For purpose to simulate fermions in the canonical ensemble, it was combined a fourth-order approximation of density
matrix derived with a full antisymmetrization on all time slices in discrete versions of the paths. It was demonstrated
that this approach effectively allows for the combination of N! configurations from usual PIMC into a single con-
figuration weight of PB-PIMC, thereby reducing the complexity of the problem. Treatment of interacting fermions
has been carried out at very high densities. Obtained results for finite number of particles were extrapolated to the
thermodynamic limit.
Contrary to PIMC methods in configuration space we are going to develop the new numerical approach based on
Wigner formulation of quantum mechanics [14, 15] for treatment of thermodynamic properties of non ideal systems
of particles in phase space and allowing partially to overcome ’sign’ problem. This new approach allows to analyze
the influence of strong interparticle interaction on the momentum distribution functions under extreme conditions,
when there are no small physical parameters and analytical approximations obtained in different kind of perturbation
theories can not be applied. Here the new path integral representation of the Wigner function in the phase space has
been developed for canonical ensemble. Explicit analytical expression of the Wigner function has been obtained in
linear and harmonic approximations. Fermi statistical effects are accounted for by proposed effective pair pseudopo-
tential. Derived pseudopotential depends on coordinates, momenta and degeneracy parameter of fermions and takes
into account Pauli blocking of fermions in phase space. We have developed new quantum Monte-Carlo method for
calculations of average values of arbitrary quantum operators depending on momenta and coordinates. To test the
developed approach calculations of the momentum distribution functions and pair correlation functions of the degen-
erate ideal system of Fermi particles has been carried out in a good agreement with analytical Fermi distributions and
available pair correlation functions. Comparison of obtained momentum distribution function of strongly correlated
Coulomb systems of particles with Maxwell – Boltzmann and Fermi distributions shows the significant influence of
interparticle interaction both at small momenta and in the high energy quantum ’tails’.
Let us stress that a simple quasiclassical model of the quantum electron gas based on a quasiclassical dynamics with
an effective Hamiltonian was developed in [16], where the quantum mechanical effects corresponding to the Pauli and
the Heisenberg principles were modeled by constraints in the Hamiltonian.
II. WIGNER FUNCTION FOR CANONICAL ENSEMBLE
The Wigner function W (p, x; t) being the analogue of the classical distribution function in phase space has a wide
range of applications in quantum mechanics. Average values of arbitrary physical quantities can be calculated by
formulas similarly to classical statistics. The Wigner function of the multiparticle system in canonical ensemble is
defined as Fourier transform of the off – diagonal matrix element of density matrix in coordinate representation:
W (p, x;β) = Z(β)−1
∫
d3N˜ξei〈p|ξ〉/~〈x − ξ/2|e−βHˆ|x+ ξ/2〉, (1)
where N˜ is full number of particle in system, angle brackets in 〈p|ξ〉 mean the scalar product of coordinates and
momenta, ~ is Planck constant and β = 1/kBT is proportional to reciprocal temperature 1/T . Here we are going to
obtain new representation of Wigner functions in the path integral form [1, 2, 14, 17–20], which allows the numerical
simulations of strongly coupled quantum systems of particles in canonical ensemble.
Since operators of kinetic and potential energy in Hamiltonian do not commutate, the exact explicit analytical
expression for Wigner function does not in general exist. To overcome this difficulty let us represent Wigner function
in form of path integral similarly to path integral representation of the partition function [1, 2, 17–20]. As example of
Coulomb system of particles, we consider a 3D two-component mass asymmetric electron – hole plasma consisting of
Ne electrons and Nh heavier holes in equilibrium (Ne = Nh = N) [21]. The Hamiltonian of the system Hˆ = Kˆ + Uˆ
c
contains kinetic energy Kˆ and Coulomb interaction energy Uˆ c = Uˆ chh+ Uˆ
c
ee+ Uˆ
c
eh contributions. The thermodynamic
properties in the canonical ensemble with given temperature T and fixed volume V are fully described by the diagonal
elements of the density operator ρˆ = e−βHˆ/Z normalized by the partition function Z:
Z(Ne, Nh, V ;β) =
1
Ne!Nh!λ
3Ne
e λ
3Nh
h
∑
σ
∫
V
dx ρ(x, σ;β), (2)
where ρ(x, σ;β) denotes the diagonal matrix elements of the density operator ρˆ. In equation (2), x = {xe, xh}
and σ = {σe, σh} are the spatial coordinates and spin degrees of freedom of the electrons and holes, i.e. xa =
3{x1,a . . . xl,a . . . xNa,a} and σa = {σ1,a . . . σt,a . . . σNa,a}, λa =
√
2π~2β
ma
is the thermal wave length with a, b = e, h and
l, t = 1, . . . , Na.
Of course, the exact matrix elements of density matrix of interacting quantum systems is not known (particularly
for low temperatures and high densities), but they can be constructed using a path integral approach [1, 19, 20] based
on the operator identity e−βHˆ = e−ǫHˆ · e−ǫHˆ . . . e−ǫHˆ , where ǫ = β/M , which allows us to rewrite the integral in
Eq. (2) as
∑
σ
∫
dx(0) ρ(x(0), σ;β) =
∫
dx(0) . . . dx(m) . . . dx(M−1) ρ(1) · ρ(2) . . . ρ(M−1) ×
∑
σ
∑
Pe
∑
Ph
(±1)κPe+κPh S(σ, PˆePˆhσ′a) PˆePˆhρ(M)
∣∣
x(M)=x(0),σ′=σ
. (3)
The spin gives rise to the spin part of the density matrix (S) with exchange effects accounted for by the permutation
operators Pˆe and Pˆh acting on the electron and hole coordinates x
(M) and spin projections σ′. The sum is taken
over all permutations with parity κPe and κPh . In Eq. (3) the index m = 0, . . . ,M − 1 labels the off – diagonal
high-temperature density matrices ρ(m) ≡ ρ (x(m), x(m+1); ǫ) = 〈x(m)|e−ǫHˆ |x(m+1)〉. With the error of order 1/M2
arising from neglecting commutator ǫ2/2 [K,U c] the each high temperature factor can be presented in the form
〈x(m)|e−ǫHˆ |x(m+1)〉 ≈ 〈x(m)|e−ǫUˆc |x(m+1)〉ρ(m)0 , where ρ(m)0 = 〈x(m)|e−ǫKˆ |x(m+1)〉. In the limit M → ∞ the error of
the whole product of high temperature factors is equal to zero (∝ 1/M) and we have exact path integral representation
of the partition function in which each particle is represented by a trajectory consisting of a set of M coordinates
(“beads”). So the whole configuration of the particles is represented by a 3(Ne + Nh)M -dimensional vector x˜ ≡
{x(0)1,e, . . . x(M−1)1,e , x(0)2,e . . . x(M−1)2,e , . . . x(M−1)Ne,e ;x
(0)
1,h . . . x
(M−1)
Nh,h
}. Figure. 1 illustrates the representation of one (light)
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Figure 1: (Color online) Beads representation of electrons and holes. Here λ2e = 2π~
2β/me, λ
2
∆,e = 2π~
2ǫ/me and σ = σ
′. The
holes have a similar beads representation. For simplicity bead distribution of holes is not resolved in the figure.
electron and one (heavy) hole. The circle around the electron beads symbolizes the region that mainly contributes
to the path integral partition function. The size of this region is of the order of the thermal electron wavelength λe,
while typical distances between electron beads are of the order of the electron wavelength taken at an M -times higher
temperature. The same representation is valid for each hole but it is not shown. In the simulations discussed below
the holes are treated according to the full beads representation.
The problem of approximation of factoring the exponential of Hamiltonian e−iǫHˆ ≈ e−iǫUˆce−iǫKˆ in time-dependent
quantum-mechanical methods has been considered in details in [22]. For time-dependent problems short-time prop-
agators are described: the second-order differencing and the split operator. The time-independent approaches based
on a polynomial expansion of the evolution operator such as the Chebychev propagation and the Lanczos recurrence,
have been suggested and considered. These methods as applied to many particle systems result to additional com-
putational problems in comparison with used here simple approximation. Investigation of advantage of methods [22]
require special work.
4III. PAIR APPROXIMATION IN HIGH-TEMPERATURE ASYMPTOTICS FOR DENSITY MATRIX.
In this section we discuss approximations for the high-temperature density matrix useful for efficient path integral
Monte Carlo (PIMC) simulations. It involves the effective exchange pseudopotential allowing for Pauli blocking ( v˜alt)
and pseudopotential of interparticle interaction (Φab). Here, we closely follow [23] and earlier work [24], where details
and further references can be found.
A. Exchange effects in pair approximation
To explain the basic ideas of our approach it is enough to consider the system of ideal electrons and holes, so here
Uˆ ≡ 0. The hamiltonian of the system (Hˆ = Kˆ = Kˆe + Kˆh) consists of kinetic energy of electrons Kˆe and holes Kˆh.
Due to the commutativity of these operators the representation of density matrix (3) is exact at any finite number
M . For our purpose it is enough to consider the sum over permutations in pair approximation at M = 1:∑
σ
∑
Pe
∑
Ph
(±1)κPe+κPh S(σ, PˆePˆhσ′a) PˆePˆhρ
∣∣
x1=x(0),σ′=σ
=
∑
σe
∑
Pe
(±1)κPeS(σe, Pˆeσ′e) ρe
∣∣
x1e=x
(0)
e ,σ′e=σe
×
∑
σh
∑
Ph
(±1)κPhS(σh, Pˆhσ′h) ρh
∣∣
x1
h
=x
(0)
h
,σ′
h
=σh
=
∑
σe

1−
∑
l<t
f2e;lt +
∑
l,t,c
fe;ltfe;lcfe;tc − . . .


×
∑
σh

1−
∑
l<t
f2h;lt +
∑
l,t,c
fh;ltfh;lcfh;tc − . . .

 ≈
≈
∑
σe
∏
l<t
(1− f2e;lt)
∑
σh
∏
l<t
(1− f2h;lt) =
∑
σ
exp(−β
∑
l<t
v˜elt) exp(−β
∑
l<t
v˜hlt) (4)
where
fa;lt = exp(−
π|x(0)l,a − x(0)t,a |2
λ2a
))
v˜alt = −kT ln(1− fa;ltfa;tl) = −kT ln(1− δσl,aσt,a exp(−
2π|x(0)l,a − x(0)t,a |2
λ2a
)) (5)
is exchange potential [23]. This formula shows that the first corrections accounting for the antisymmetrization of the
density matrix result in the endowing particles by the pair exchange potential v˜alt. Below to take into account exchange
effects in Wigner functions we are going to use analogous pair potential depending on the phase space variables.
B. Kelbg potential
High-temperature density matrix ρ(m) = 〈x(m)|e−ǫHˆ |x(m+1)〉 can be expressed in terms of two-particle density
matrices (higher order terms become negligible at sufficiently high temperature M/β [24] ) given by
ρab(xl,a, x
′
l,a, xt,b, x
′
t,b;β) =
(mamb)
3/2
(2π~β)3
exp
[
− ma
2~2β
(xl,a − x′l,a)2
]
× exp
[
− mb
2~2β
(xt,b − x′t,b)2
]
exp[−βΦODab ] . (6)
This results from factorization of density matrix into kinetic and potential parts, ρab ≈ ρK0 ρUab. The off – diagonal
density matrix element (6) involves an effective pair interaction which is expressed approximately via its diagonal
5elements, ΦODab (xl,a, x
′
l,a, xt,b, x
′
t,b;β) ≈ [Φab(xl,a − xt,b;β) + Φab(x′l,a − x′t,b;β)]/2, for which we use the well known
Kelbg potential [25, 26]
Φab(xlt; ǫ) =
eaeb
λabxlt
[
1− e−x2lt +√πxlt (1− erf(xlt))
]
, (7)
where ea and eb are charges of particles, xlt = |xl,a − xt,b|/λab, λab =
√
~2ǫ/(2mab), mab = mamb/(ma +mb) is the
reduced mass of the (ab)-pair of particles and the error function is defined by erf(x) = 2√
π
∫ x
0 dte
−t2 .
Note that the Kelbg potential is finite at zero distance, which is a consequence of allowing for quantum effects. The
validity of this potential and its off–diagonal approximation are restricted to temperatures substantially higher than
the binding energy [27, 28] which puts lower bound on the number of time slices M . For discussion of other effective
potentials, we refer to [24, 27–29].
Summarizing the above approximations, we can conclude that approximations Eqs.(6,7) of each high-temperature
factors on the r.h.s. of Eq. (3) carries an error of the order 1/M2. Within these approximations, we obtain the result
ρ(m) = e−ǫU(x
(m),x(m+1))ρ
(m)
0 +O[(1/M)2]
where U denotes the sum of all interaction energies, each consisting of the respective sum of pair interactions given
by Kelbg potentials, U(x(m), x(m+1)) = (Uhh(x
(m)
h ) + Uee(x
(m)
e ) + Ueh(x
(m)
h , x
(m)
e ) + Uhh(x
(m+1)
h ) + Uee(x
(m+1)
e ) +
Ueh(x
(m+1)
h , x
(m+1)
e ))/2. Product of high temperature matrix elements ρ(m) in Eq. (3) has the total error proportional
to 1/M and in the limit M →∞ presents the exact path integral representation of partition function [24].
IV. PATH INTEGRAL REPRESENTATION OF WIGNER FUNCTION
Average value of arbitrary quantum operator Aˆ can be written as Weyl’s symbol A(p, x) averaged over phase space
with the Wigner function W (p, x;β) as weight:
〈Aˆ〉 =
∫
dpdx
(2π~)6N
A(p, x)W (p, x;β), (8)
where the Weyl’s symbol of operator Aˆ is :
A(p, x) =
∫
dξe−i〈ξ|p〉/~〈x− ξ/2|Aˆ|x+ ξ/2〉. (9)
Weyl’s symbols for usual operators like pˆ, xˆ, pˆ2, xˆ2, Hˆ , Hˆ2 etc. can be easily calculated directly from definition (9).
Antisymmetrized Wigner function can be written in the form:
W (p, x;β) =
1
Z(β)Ne!Nh!λ
3Ne
e λ
3Nh
h
∑
σ
∑
Pe
∑
Ph
(±1)κPe+κPhS(σ, PˆePˆhσ′)
∣∣
σ′=σ
×
∫
dξei〈ξ|p〉/~〈x− ξ/2|
M−1∏
m=0
e−ǫUˆ
c
me−ǫKˆm |PˆePˆh(x+ ξ/2)〉 (10)
Now replacing variables of integration x(m) with q(m) for any given permutation PePh:
x(m)e = (Pexe − xe)
m
M
+ xe + q
(m)
e −
(M −m)ξe
2M
+
mPeξe
2M
x
(m)
h = (Phxh − xh)
m
M
+ xh + q
(m)
h −
(M −m)ξh
2M
+
mPhξh
2M
(11)
we obtain
W (p, x;β) =
C(M)
Z(β)Ne!Nh!λ
3Ne
e λ
3Nh
h
∑
σ
∑
Pe
∑
Ph
(±1)κPe+κPhS(σ, PˆePˆhσ′)
∣∣
σ′=σ
∫
dξ
∫
dq(1) . . . dq(M−1) exp
{
−π 〈ξ|PePh + E|ξ〉
2M
+ i〈ξ|p〉 − π |PePhx− x|
2
M
−
M−1∑
m=0
[
π|q(m) − q(m+1)|2 + ǫU
(
(PePhx− x)m
M
+ x+ q(m) − (M −m)ξ
2M
+
mPePhξ
2M
)]}
(12)
6where E is unit matrix, while matrix presenting permutation PePh is equal to unit matrix with appropriately trans-
posed columns. Here and further we imply that momentum and coordinate are dimensionless variables like pl,aλ˜a/~
and xl,a/λ˜a, where λ˜a =
√
2π~β
maM
. Here constant C(M) as will be shown further is canceled in calculations of average
values of operators.
When ǫ → 0 this multiple integral turns to exact representation of the Wigner function W (p, x;β) in the form of
path integral with continuous dimensionless ’imaginary time’ τ [1], which corresponds to m/M in discrete case. Also
the set of independent variables q(m) turns into closed trajectory q(τ). This trajectory starts and ends in 0 when
τ = 0 and 1.
Let us note that integration here relates to the integration over the Wiener measure of all closed trajectories q(τ).
In fact, a particle is presented by the trajectory with characteristic size of order λa =
√
2π~β
ma
in coordinate space.
This is manifestation of the uncertainty principle.
V. HARMONIC AND LINEAR APPROXIMATION FOR WIGNER FUNCTION
The expression for Wigner function (12) is inconvenient for Monte Carlo simulations because it does not contain
explicit result of integration over ξ even in case of free particle (U(x) = 0). In general this integral can not be
calculated analytically. Exclusions are the linear or harmonic potentials.
To do this integration analytically and to obtain explicit expression for Wigner function let us take the approximation
for potential U(x) arising from the Taylor expansion up to the first or second order in the variables ξ:
U
(
(PePhx− x)m
M
+ x+ q(m) − (M −m)ξ
2M
+
mPePhξ
2M
)
≈ U
(
(PePhx− x)m
M
+ x+ q(m)
)
−
〈
(M −m)ξ
2M
− mPePhξ
2M
∣∣∣∣∂U((PePhx− x)mM + x+ q(m))∂x
〉
+
+
1
2
〈
(M −m)ξ
2M
− mPePhξ
2M
∣∣∣∣∂2U((PePhx− x)mM + x+ q(m))∂x2
∣∣∣∣ (M −m)ξ2M − mPePhξ2M
〉
. (13)
Here the second term means scalar product of the vector related to combination of ξ and the multidimensional gradient
of pseudopotential, while third term means quadratic form with the matrix of the second derivatives.
This approximation for Wigner function takes the form of gaussian integral and can be calculated analytically. Here
for simplicity let us consider expressions related to linear approximation accounting for the linear term in expansion.
Accounting for quadratic term is obvious. Then the Wigner function can be written in the following form:
W (p, x;β) =
C(M)
Z(β)Ne!Nh!λ
3Ne
e λ
3Nh
h
∑
σ
∑
Pe
∑
Ph
(±1)κPe+κPhS(σ, PˆePˆhσ′)
∣∣
σ′=σ
×
∫
dq(1) . . . dq(M−1) exp
{
−
M−1∑
m=0
[
π|q(m) − q(m+1)|2 + ǫU
(
(PePhx− x)m
M
+ x+ q(m)
)]}
× exp
{
−π |PePhx− x|
2
M
}∫
dξ exp
{
−π 〈ξ|PePh + E|ξ〉
2M
+
〈
ξ
∣∣∣∣∣ip+
M−1∑
m=0
∣∣∣∣ (M −m)2M E − m2MPePh
∣∣∣∣∂ǫU(x¯)∂x¯
〉∣∣∣∣∣
x¯=(PePhx−x)mM +x+q(m)
}
. (14)
This expression for Wigner function is obtained under assumption that potential energy U is expandable in Taylor
series on ξ with a good accuracy. Let us discuss the legality of such assumption for one particle in 1D case and
identical permutation. The Taylor expansion of potential function contains powers of ξ multiplied on
M−1∑
m=0
(m/M −
1/2)n ∂
nU(x+qm)
n!∂xn . Using mean value theorem, we can roughly get symbolic estimation of these sums as
M−1∑
m=0
(m/M − 1/2)n∂
nU(x+ q(m))
n!∂xn
≈
1∫
0
dτ
1
n!
∂nU(x+ q(τ))
∂xn
(
τ − 1
2
)n
≈ 1
n!
(1 + (−1)n)
(n+ 1)2n+1
∂nU(x+ q(0))
∂xn
, (15)
7where q(0) = q(M) = 0. We expect the fast convergence of the Taylor series for potentials averaged along the trajectories
x+ q(m) with sign alternating for odd n weight
(
τ − 12
)n
. Numerical valuee of this integral rapidly decreases as 1/24,
1/1920 and 1/322560 for n = 2, 4, 6 and are lesser for odd n. To check the accuracy of this approximation Monte
Carlo simulations of the thermodynamic values of particles in different arbitrary potentials have been carried out in
[17, 18]. These calculations confirm our expectations.
As was mentioned before it is enough for our purpose (see Eq.(4)) to take into account pair permutations. In
degenerate system average distance between fermions is less than the thermal wavelength λ and trajectories in path
integrals (14) are strongly entangled. This is the reason that pair permutations can not strongly affect the potential
energy in (14) in comparison with the case of identical permutation. So for any pair permutation the potential energy
in (14) can be presented as energy related to identical permutation (of order N2M/2) and small (in comparison with
identical permutation) difference (of order 2NM):
M−1∑
m=0
ǫU
(
(PePhx− x)m
M
+ x+ q(m)
)
−
M−1∑
m=0
ǫU
(
x+ q(m)
)
. (16)
So we can take only the first terms of the perturbation series on this relative difference and can obtain the following
simplification:
M−1∑
m=0
ǫU
(
(PePhx − x)mM + x + q(m)
)
≈
M−1∑
m=0
ǫU
(
x + q(m)
)
. Rigorous proof can be done within
generalization of Mayer expansion technique (so called algebraic approach) on non ideal systems of particles developed
in [30, 31]. Now all permutations in (14) are acting only on variables x and ξ and can be beared out of the path
integral.
So the Wigner function is determined by path integral over all closed trajectories and can be presented in the form
W (p, x;β) ≈ C(M)
Z(β)Ne!Nh!λ
3Ne
e λ
3Nh
h
∫
dq(1) . . . dq(M−1)
× exp
{
−
M−1∑
m=0
[
π|q(m) − q(m+1)|2 + ǫU
(
x+ q(m))
]}
× exp
{
M
4π
∣∣∣∣∣ip+ ǫ2
M−1∑
m=0
(M − 2m)
M
∂U(x+ q(m))
∂x
∣∣∣∣∣
2}
×
∑
σe
{
1−
∑
l<t
δσl,eσt,e exp(−2π
|xl,e − xt,e|2
M
)δ
(
(p˜l,e − p˜t,e)
√
M
2π
)}
×
∑
σh
{
1−
∑
l<t
δσl,hσt,h exp(−2π
|xl,h − xt,h|2
M
)δ
(
(p˜l,h − p˜t,h)
√
M
2π
)}
(17)
where
p˜t,a = pt,a +
ǫ
2
M−1∑
m=0
∂U(x+ q(m))
∂xt,a
The main idea of deriving expression (17) can be explained on example of two electrons in 1D space. For two
electrons the sum over permutations in (14) consists of two terms related to identical permutation (matrix P is equal
to unit matrix E) and non identical permutation (matrix P is equal to matrix E with transposed columns). To do
integration in (14) over ξ let us analyze eigenvalues of matrix P + E. For identical permutation the eigenvalues are
equal to each other and are equal to two, while the eigenvalues of matrix P +E related to non identical permutation
are equal to zero and two. Integration over ξ for identical permutation is trivial, while for non identical permutation
matrix P + E have to be presented in the form P + E = ODO−1, where D is diagonal matrix with zero and two as
the diagonal elements. Here matrix O and inverse matrix O−1 are given by the formulas:
O =
∣∣∣∣ 1 1−1 1
∣∣∣∣ .
O−1 =
1
2
∣∣∣∣ 1 −11 1
∣∣∣∣ .
8Replacing variables on integration by relation |ζ, η >= |O−1|ξ > one can obtain expression analogous (17).
To obtain the final expression we have to approximate delta-function by the standard Gaussian exponent with small
parameter α :
W (p, x;β) ≈ C(M)
Z(β)Ne!Nh!λ
3Ne
e λ
3Nh
h
∫
dq(1) . . . dq(M−1)
× exp
{
−
M−1∑
m=0
[
π|q(m) − q(m+1)|2 + ǫU(x+ q(m))
]}
× exp
{
M
4π
∣∣∣∣∣ip+ ǫ2
M−1∑
m=0
(M − 2m)
M
∂U(x+ q(m))
∂x
∣∣∣∣∣
2}∑
σ
exp(−β
∑
l<t
velt) exp(−β
∑
l<t
vhlt)
∣∣∣∣∣
2}
(18)
where
valt = −kT ln
{
1− δσl,aσt,a exp
(
−2π|xl,a − xt,a|
2
M
)√
M
2πα
exp
(
−π |(p˜l,a − p˜t,a)
√
M |2
(2πα)2
)}
(For functions valt we can imply here analytic continuation on complex plane.) Note that the expression (18) contains
term related the classical Maxwell distribution explicitly. The difference is in the other terms accounting for influence
of interaction on the momentum distribution function. To regularize integration over momenta in the limit of small
α it is necessary to rescale p by factor
√
M
2πα in (8), so one can use the simplified version of effective pair exchange
pseudopotential (π is included in small α2):
valt ≈ −kT ln
{
1− δσl,aσt,a exp
(
−2π|xl,a − xt,a|
2
λ2a
)
exp
(
−|(p˜l,a − p˜t,a)λa|
2
(2π~)2α2
)}
(19)
Here momenta and coordinates are written in natural units (λ2a =
2π~2β
ma
).
VI. AVERAGE VALUES OF QUANTUM OPERATORS
To calculate average values of quantum operators 〈Aˆ〉 we are going to use the Monte Carlo method (MC) [32, 33].
For this aim we have to use path integrals (18) in discrete form. As a result we obtain final expressions for MC
calculations as follows:
〈Aˆ〉 =
〈
A(p, x) · h(p, x, q(1), . . . , q(M−1))〉
w
〈h(p, x, q(1), . . . , q(M−1))〉w . (20)
Here brackets
〈
g(p, x, q(1), . . . , q(M−1))
〉
w
denote averaging of any function g(p, x, q(1), . . . , q(M−1)) with positive weight
w(p, x, q(1), . . . , q(M−1)):
〈g(p, x, q(1), . . . , q(M−1))〉w =
∫
dpdx
∫
dq(1) . . . dq(M−1)g(p, x, q(1), . . . , q(M−1))w(p, x, q(1), . . . , q(M−1)) (21)
while
w(p, x, q(1), . . . , q(M−1)) =
∣∣∣∣∣ cos
{
2
M
4π
〈
p
∣∣∣∣∣ ǫ2
M−1∑
m=0
(M − 2m)
M
∂U(x+ q(m))
∂x
〉}∣∣∣∣∣
× exp
{
−M
4π
(∣∣∣∣∣p
∣∣∣∣∣
2
+
∣∣∣∣∣ ǫ2
M−1∑
m=0
(M − 2m)
M
∂U(x+ q(m))
∂x
∣∣∣∣∣
2)}
× exp
{
−
M−1∑
m=0
[
π|q(m) − q(m+1)|2 + ǫU(x+ q(m))
]}∑
σ
exp(−β
∑
l<t
velt) exp(−β
∑
l<t
vhlt),
h(p, x, q(1), . . . , q(M−1)) = sign
(
cos
{
2
M
4π
〈
p
∣∣∣∣∣ ǫ2
M−1∑
m=0
(M − 2m)
M
∂U(x+ q(m))
∂x
〉})
. (22)
9Note that denominator in (20) is equal to nominator with A(p, x) = 1, so C(M) from (18) is canceled.
Eq. (20) can be rewritten in compact form:
〈A〉w =
∑N
i=1 A(pi, xi)h(xi)∑N
i=1 h(xi)
. (23)
where h(xi) is arbitrary weight function of the random quantity xi drawn from any distribution w(x)/Q (Q =∫
Ω
w(x)dx).
Metropolis – Hastings algorithm resides in designing a Markov process (by constructing transition probabilities
P (x → x′) ), such that its stationary distribution to be equal to w(x). The derivation of the algorithm starts with
the condition of detailed balance:
w(x)P (x→ x′) = w(x′)P (x′ → x) (24)
which can be rewritten as
P (x→ x′)
P (x′ → x) =
w(x′)
w(x)
. (25)
The idea is to separate the transition in two sub-steps: the proposal and the acceptance-rejection. The transition
probability can be written as the product: P (x → x′) = g(x → x′)A(x → x′). The proposal distribution g(x → x′)
is the conditional probability of proposing a state x′ for given x, and the acceptance distribution A(x → x′) is the
conditional probability to accept the proposed state x′. Inserting this relation in the previous equation, we have
A(x→ x′)
A(x′ → x) =
w(x′)
w(x)
g(x′ → x)
g(x→ x′) (26)
.
Then it is necessary to choose an acceptance that fulfills detailed balance. One common choice is the Metropolis’s
suggestion:
A(x→ x′) = min
(
1,
w(x′)
w(x)
g(x′ → x)
g(x→ x′)
)
(27)
This means that we always accept when the acceptance is bigger than 1 and we can accept or reject when the
acceptance is smaller than 1. As the conditional probability g we can use
g(x→ x′) = exp
{
−M
4π
(∣∣∣∣∣p′
∣∣∣∣∣
2
+
∣∣∣∣∣ ǫ2
M−1∑
m=0
(M − 2m)
M
∂U(x′ + q(m))
∂x′
∣∣∣∣∣
2)}
/ (28)
exp
{
−M
4π
(∣∣∣∣∣p
∣∣∣∣∣
2
+
∣∣∣∣∣ ǫ2
M−1∑
m=0
(M − 2m)
M
∂U(x+ q(m))
∂x
∣∣∣∣∣
2)}
(29)
.
The Metropolis – Hastings algorithm can consist in the following:
1) Initialization: pick an initial state point (p, x, q(1), . . . , q(M−1)) = x at random;
2) randomly pick a state x′ according to g(x→ x′);
3) accept the state according to the probability A(x → x′). If not accepted, that means that x′ = x, and so there is
no need to update anything. Else, the system transits to x′;
4) go to 2 until many M states were generated;
5) save the state x, go to 2.
It is important to notice that it is not clear, in a general problem, which distribution g(x → x′) one should use.
It is a free parameter of the method which has to be adjusted to the particular problem ’in hand’. This is usually
done by calculating the acceptance rate, which is the fraction of proposed samples that is accepted during the last N
samples. As has been shown theoretically the ideal acceptance rate have to be in interval of 23 – 50 %. The Markov
chain is started from an arbitrary initial value x0 and the algorithm is run for many iterations until this initial state
is "forgotten". These samples, which are discarded, are known as ’burn-in’. The remaining set of accepted values of
x represent a sample from the distribution w(x).
To construct Metropolis – Hasting algorithm [32, 33] we introduce three types of PIMC steps:
1. Variation of momentum of some particle.
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2. Variation of overall position of some particle.
3. Variation of trajectory representing some particle.
The first thousands of steps should be rejected during the calculation to "forget" initial configuration. Periodic
boundary conditions have to be used to reduce finite number effects [32].
Calculations of the average values of quantum operators depending only on coordinates of particles is more conve-
nient and reasonable to carry out in configurational space by standard path integral Monte Karlo method (PIMC).
Within considered above approach it can be done if we change the following functions:
w˜(x, q(1), . . . , q(M−1)) = exp
{
−
M−1∑
m=0
[
π|q(m) − q(m+1)|2 + ǫU(x+ q(m))
]}∑
σ
exp(−β
∑
l<t
v˜elt) exp(−β
∑
l<t
v˜hlt),
h˜(x, q(1), . . . , q(M−1)) ≡ 1. (30)
where v˜alt is defined by equation (5),
〈g(x, q(1), . . . , q(M−1))〉w˜ =
∫
dx
∫
dq(1) . . . dq(M−1)g(x, q(1), . . . , q(M−1))w˜(x, q(1), . . . , q(M−1)) (31)
and
〈 ˜ˆA〉 =
〈
A˜(x) · h˜(x, q(1), . . . , q(M−1))
〉
w˜
〈h˜(x, q(1), . . . , q(M−1))〉w˜
. (32)
VII. RESULTS OF NUMERICAL CALCULATIONS
We define momentum distribution functions and pair correlation functions for holes (a = h) and electrons (a = e)
by the following expressions:
wa(|p|) =
〈
δ(|p1,a| − |p|) · h(p, x, q(1), . . . , q(M−1))
〉
w
〈h(p, x, q(1), . . . , q(M−1))〉w
gab(r) =
〈
δ(|x1,a − x1,b| − r) · h˜(x, q(1), . . . , q(M−1))
〉
w˜
〈h˜(x, q(1), . . . , q(M−1))〉w˜
(33)
where δ is delta function, a and b are types of the particles. The pair correlation functions gab give a probability density
to find a pair of particles of types a and b at a certain distance r from each other and depend only on the difference of
coordinates due to the translational invariance of the system. In a noninteracting classical system, gab ≡ 1, whereas
interactions and quantum statistics result in a spatial redistribution of the particles.
The momentum distribution function wa(|p|) gives a probability density for particle of type a to have momentum
p. Non ideal classical systems of particles due to the commutativity of kinetic and potential energy operators have
Maxwell distribution function (MD) proportional to exp(−(pλa)2/4π~2) even at strong coupling. Quantum effects
can affect the shape of kinetic energy distribution function. Quantum ideal systems of particles due to the quantum
statistics have Fermi or Bose momentum distribution functions. Interaction of a quantum particle with its surroundings
restricts the volume of configuration space, which, can also affect the shape of momentum distribution function due to
the uncertainty relation. In this section we present results for both ideal and strongly coupled electron – hole plasmas
with different hole masses.
Test calculations for ideal electron – hole plasma. To extent the region of applicability of pair approximation
the small parameter α2 in Eq. (19) has been used as adjustable function of the universal degeneracy parameter of ideal
fermions nλ3, namely α2a = 0.00505+0.056nλ
3
a. To simplify calculations we fix the number of electrons and holes with
the same spin projection equal to Ne/2 and Nh/2 respectively. To test the developed approach calculations of the
path integral representation of Wigner function in the form (20) have been carried out for different number of particles
and beads presenting each particles. Results have been obtained by averaging-out over several hundred thousands
and several millions Monte Carlo steps. It turn out that for convergence is enough several hundred thousand Monte
Carlo steps and two hundred particles each presented by twenty beads.
Let us start from consideration of ideal fermions. For ideal electron – hole plasma Figure 2 shows the momen-
tum distributions wa(|pa|), (a = e, h) and pair correlation functions gab(|r|), (a, b = e, h) for electron parameters of
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Figure 2: (Color online) The momentum distribution functions wa(|p|) (left panels) and pair correlation functions gab(|r|), (a, b =
e, h) (right panels) for ideal electron - hole plasma at rs = 2. Left panels: lines 1, 3 show PIMC distributions wa(|p|) scaled by
ratio of Plank constant to the electron thermal wavelength ( ~
λe
), while lines 2, 4 demonstrate the ideal Fermi distributions for
electrons and two times heavier holes respectively; Right panels: lines 1, 2, 3 present PIMC electron – electron, hole – hole and
electron – hole correlation functions scaled by Bohr radius respectively, while line 4 show results of analytical approximations
[34] for electrons.
degeneracy equal to nλ3e = 5.6 (T/EF = 0.208, kFλe = 5.5) and nλ
3
e = 10 (T/EF = 0.141, kFλe = 6.66) for upper
to bottom rows respectively. Let us note that holes is this calculations are two times heavier than electrons, so the
related parameters of degeneracy is 23/2 times smaller. Presented momentum distribution functions are normalized to
one. As it follows from the analysis of figure 2 agreement between PIMC calculations and analytical Fermi distribu-
tions (FD) is good enough up to parameter of electron degeneracy equal to nλ3e = 10 (T/EF = 0.141). Here integral
characteristics such as energy resulting from PIMC and analytical distribution functions are practically equal to each
other.
In the right panels we compare with good agreement the calculated here pair correlation functions with analogous
analytical approximations obtained in [34] for electrons. At the distances lesser than thermal wave length of electron
or hole the influence of Fermi repulsion is evident with increasing parameter of degeneracy from upper to bottom
rows. At the same time the electron - hole pair correlation functions are identically equal to unit because exchange
interaction between particle of different type is missing.
Presented results for momentum distribution functions have been obtained in pair exchange approximation de-
scribed by effective pair pseudopotentials (19). Figure 3 presents contour panels of exchange pair pseudopotentials
for parameter of degeneracy equal to 5.6 (T/EF = 0.208). Momenta and coordinates axises are scaled by the electron
thermal wave length with Plank constant and factor ten for momentum. As before holes are two times heavier than
electrons. As it follows from analysis of Figure 2 the Pauli blocking in phase space accounted for by these exchange
pseudopotentials provides agreement of PIMC calculations and analytical FD in wide ranges of fermion degeneracy
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and fermion momenta, where decay of the distribution functions is at least of five orders of magnitude. It necessary
to stress that one of the reason of increasing discrepancy with degeneracy growth is limitation on available comput-
ing power allowing calculations with several hundred particles each presented by twenty beads. When parameter of
degeneracy is more than 10 (T/EF = 0.141) the thermal electron wave length is of order of Monte Carlo cell size and
influence of finite number of particles and periodic boundary conditions becomes significant as has been tested in our
calculations.
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Figure 3: (Color online) Contour plots of the repulsive effective exchange pair pseudopotentials in phase space. Left panel:
me = 1, dark area βv
e
lt ≈ 0, white area βv
e
lt ≥ 1.9. Right panel: mh = 2, dark area βv
h
lt ≈ 0, white area βv
h
lt ≥ 1.5.
Let us stress that detailed test calculation for interacting particle carried out within developed approach in [17, 18]
have demonstrated good agreement with results of independent calculations by standard path integral Monte Carlo
method and available analytical results.
Quantum ’tails’ in the momentum distribution functions. In classical statistics the commutativity of kinetic
and potential energy operators leads to the Maxwell distribution (MD) functions even for the strong interparticle
interaction. On the contrary for quantum systems the interparticle interaction can affect the maxwellian shape of the
particle kinetic energy distribution function, because the interaction of a particle with its surroundings restricts the
volume of configuration space and results in an increase in the volume of the momentum space due to the uncertainty
principle, i.e., in a rise in the fraction of particles with higher momenta. On other hand Fermi statistical effects
accounted by Pauli blocking of fermions can be also important at the same conditions. On account of these effects the
momentum distribution functions may contain a power-law tails even under conditions of thermodynamic equilibrium
[3–9]. In these papers in frameworks of some models and perturbation theories it was shown that for some system of
non-relativistic particles the momentum distribution in the asymptotic region of large momenta p may be described
by the sum of MD and quantum correction proportional to const/p8 (we use short notation as P8) or MD with added
product of const/p8 and Maxwell distributions with effective temperature that exceeds the temperature of medium
(short notation – P8MDEF) [9]. Reliable calculation of numerical parameters in these asymptotic is problematic.
PIMC calculations for the electron and hole momentum distribution functions in electron – hole plasma are presented
on Figure 4 by lines 1 and 4 for electrons and holes respectively. Here parameter of electronic degeneracy is equal
to four (T/EF = 0.261) and hole masses in two (left panels) and five (right panels) times larger than electron mass.
Figure 4 presents also several related analytical dependencies: FD (lines 2 and 5), MD (lines 3 and 6), P8 (lines 7
and 8), P8MDEF (lines 9 and 10).
Here constant in P8 and effective temperature in P8MDEF have been used as adjustable parameters to fit PIMC
momentum distribution functions in large momentum asymptotic regions. All MD and FD are normalized to one. As
it follows from analysis of Figure 4 dependence P8 may reliably fit PIMC distributions in intermidiate region between
FD and P8MDEF, while the P8MDEF fits PIMC at large momenta on almost all panels of Figure 4.
It is necessary to stress that each type of asymptotics fits PIMC momentum distribution function throughout
decaying region of two or even more order of magnitude. Interesting is the non monotonic behavior of discrepancy
between PIMC momentum distributions and FD or MD in asymptotic regions with increasing classical coupling
parameter Γ = βe2/(3/4πna)
1/3 from top (Γ = 1) to bottom (Γ = 4) panels. Namely for electrons and holes at low
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Figure 4: (Color online) The momentum distribution functions wa(|p|) for non - ideal electron – hole plasma. Results for
electrons and two (five) times heavier holes are presented by left (right) panels respectively. Electronic momentum distributions
are presented by lines (1,2,3,7,9), while analogous results for holes are presented by lines (4,5,6,8,10). Detailed description of
the meaning of these lines is given in text. Degeneracy of electrons is equal to 4 (T/EF = 0.261, kFλe = 4.91), while rs and
plasma classical coupling parameter is equal 1, 2, 4 from upper to bottom rows respectively. Oscillations of PIMC distribution
functions designate statistical errors.
14
0 5 10 15 20 25
1E-11
1E-9
1E-7
1E-5
1E-3
 9
 10
w
a(|
p|
/
)
|p| /
 1
 2 
 3
 4
 5
 6
 
 
0 10 20 30
1E-11
1E-9
1E-7
1E-5
1E-3  8
 9
 10
w
(|p
|
/
)
|p| /
 1
 2 
 3
 4
 5
 6
 
 
0 5 10 15 20 25
1E-10
1E-8
1E-6
1E-4
0,01
w
a(|
p|
/
)  8
 9
 10
|p| /
 1
 2 
 3
 4
 5
 6
 
 
0 5 10 15 20
1E-9
1E-7
1E-5
1E-3  7
 8
 9
w
a(|
p|
/
)
|p| /
 1
 2 
 3
 4
 5
 6
 
 
0 5 10 15 20 25
1E-11
1E-9
1E-7
1E-5
1E-3
w
a(|
p|
/
)
|p| /
 1
 2 
 3
 4
 5
 6
 
 
0 5 10 15 20
1E-9
1E-8
1E-7
1E-6
1E-5
1E-4
1E-3
0,01
 7
 9
w
a(|
p|
/
)
|p| /
 1
 2 
 3
 4
 5
 6
 
 
Figure 5: (Color online)The momentum distribution functions wa(|p|) for non - ideal electron – hole plasma. Results for
electrons and two (five) times heavier holes are presented by left (right) panels respectively. Electronic momentum distributions
are presented by lines (1,2,3,7), while results for holes are presented by lines (4,5,6,8,9). Detailed description of the meaning
of these lines is given in text. Degeneracy of electrons is equal to 2 (T/EF = 0.413, kFλe = 3.9), while rs = 2, 3, 4 and
plasma classical coupling parameter is equal 1.3, 2, 2.6 from upper to bottom rows. Oscillations of PIMC distribution functions
designate statistical errors.
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Γ ≈ 1 and high enough Γ ≈ 4 the PIMC distributions are approaching the FD or MD better than at Γ ≈ 2 or Γ ≈ 3.
Physical meaning of this phenomenon is the following. At small Γ ≤ 1 the influence of interparticle interaction is
negligible and PIMC momentum distribution functions due to the exchange pseudopotentials (valt ≈ 2) approximate
related Fermi distributions. At large Γ ≥ 4 average interparticle interaction is more important than weaker exchange
interaction and PIMC momentum distributions are approaching MD, which are very close to FD at large momenta.
This means that appearance of quantum ’tails’ in intermediate region of Γ ≈ 2, 3 may be explained by simultaneous
influence of Coulomb and interparticle exchange interactions.
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Figure 6: (Color online) Momentum distributions and pair correlation functions for electrons and two times heavier hole at
degeneracy of electrons equal to 4 (T/EF = 0.261, kFλe = 4.91).
Top left panel: wa(|p|) at pλ/~ ≤ 10 and rs = 2. Lines: 1,2 – PIMC and FD for electrons; 3,4 – PIMC and FD for holes
respectively.
Top right panel: gab(|r|), (a, b = e, h) at rs = 1 . Lines 1,2,3 present electron - electron, hole - hole and electron - hole
distribution functions respectively. Plasma classical coupling parameter is equal 1. Small oscillations of PIMC distribution
functions designate statistical error.
Bottom left panel: power-low approximations const/pn (P8) of PIMC momentum distribution in intermediate region at rs = 2.
Lines: 1 – PIMC momentum distribution; 2 – const/pn for n = 8; 3 – const/pn for n = 11; 4 – const/pn for n = 8.
Bottom right panel: Lines: 1 – PIMC for UEG; 2 – FD; 3 – MD; 4 – PIMC for electron – hole plasma. Classical coupling
parameter Γ equal to two, rs = 2
Figure 5 shows PIMC distribution functions for parameter of electronic degeneracy equal to two (T/EF = 0.413)
and mh = 2 (left panels) and mh = 5 (right panels). Presented results confirm even more clearly the basic features of
asymptotic behavior of PIMC distribution functions discussed above.
Figure 6 presents PIMC momentum distributions and pair correlation functions. At the top left panel at momenta
(pλ/~ ≤ 10) the PIMC distributions show systematic oscillations and exceeding of FD for both electrons and holes,
which is consequence of interparticle interaction resulting in partial ordering of electrons and holes as can be seen
from right panel. Typical particle configurations are described by the pair correlation functions presented by the
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top right panel. This panel shows results of calculation of pair correlation functions for non ideal electron – hole
plasma at Γ = 1. On the contrary to ideal plasma the electron – hole pair correlation function increases at the small
interparticle distance due to the Coulomb attraction, while electron - electron and hole - hole pair correlation function
decreases due to the Coulomb and Fermi repulsion. Coulomb electron - electron repulsion is lesser pronounced in
comparison with hole – hole repulsion due to tunneling effects, which are larger for lighter electrons. Here the electron
- electron Fermi repulsion is lesser pronounced in comparison with ideal plasma, because the coupling parameter is
strong enough (compare this function with related gee on Figure 2).
Bottom left panel of Figure 6 presents approximation of PIMC momentum distribution function in intermediate
region by several power – low dependences with different values of power. Analysis of figure 6 clearly shows validity
of approximation described by dependence P8.
To stress the role of interparticle interaction and correlation effects we have carried out calculations of electron
momentum distribution functions for the model of uniform electronic gas (UEG) being the quantum mechanical
model of interacting electrons where the positive charges are assumed to be uniformly distributed in space. Momentum
distribution functions for UEG model and electron – hole plasma are presented by bottom right panel of Figure 6
for parameter of degeneracy equal to four (T/EF = 0.261), rs = 2 and classical coupling parameter equal to 2.
(the same as for Figure. 4). Comparison of obtained results demonstrates disappearance of quantum ’tail’ and very
good agreement of electron momentum distribution functions of UEG with Fermi distribution. Let us stress that
studies of momentum distribution functions of UEG by developed approach are at present in progress, while studies
of thermodynamic properties of UEG by PIMC and detailed comparison with available data (see for example [35])
have been recently published by the authors of this paper in [36].
VIII. CONCLUSION
In our work we have derived the new path integral representation of Wigner function of the Coulomb system of
particles for canonical ensemble. We have obtained explicit expression of Wigner function in linear approximation
resembling the Maxwell – Boltzmann distribution on momentum variables, but with quantum corrections. This
approximation contains also the oscillatory multiplier describing quantum interference. We have developed new
quantum Monte-Carlo method for calculations of average values of arbitrary quantum operators depending both on
coordinates and momenta. PIMC calculations of the momentum distribution function and pair correlation functions for
non-ideal plasma have been done. Comparison with classical Maxwell – Boltzmann and quantum Fermi distribution
shows the significant influence of the interparticle interaction on the high energy asymptotics of the momentum
distribution functions resulting in appearance of quantum ’tails’.
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