Abstract. The basic goal of quantization for probability distribution is to reduce the number of values, which is typically uncountable, describing a probability distribution to some finite set and thus approximation of a continuous probability distribution by a discrete distribution. Mixed distributions are an exciting new area for optimal quantization. In this paper, we have determined the optimal sets of n-means, the nth quantization error, and the quantization dimensions of different mixed distributions. Besides, we have discussed whether the quantization coefficients for the mixed distributions exist. The results in this paper will give a motivation and insight into more general problems in quantization for mixed distributions.
Introduction
The quantization problem for a probability distribution has a deep background in information theory such as signal processing and data compression (see [GG, GN, Z] ). Although the work of quantization in engineering science has a long history, rigorous mathematical treatment has given by Graf and Luschgy (see [GL1] ). Let us consider a Borel probability measure P on R d and a natural number n ∈ N. Then, the nth quantization error for P is defined by:
where · denotes the Euclidean norm on R d . A set α for which the infimum occurs and contains no more than n points is called an optimal set of n-means, or optimal set of n-quantizers. Of course, this makes sense only if the mean squared error or the expected squared Euclidean distance x 2 dP (x) is finite (see [AW, GKL, GL, GL1] ). It is known that for a continuous probability measure an optimal set of n-means always has exactly n-elements (see [GL1] ). For a finite set α ⊂ R d , the number min a∈α x − a 2 dP (x) is often refereed to as the cost or distortion error for α with respect to the probability distribution P . The numbers D(P ) := lim inf n→∞ 2 log n − log V n (P )
, and D(P ) := lim sup n→∞ 2 log n − log V n (P ) , are, respectively, called the lower and upper quantization dimensions of the probability measure P . If D(P ) = D(P ), the common value is called the quantization dimension of P and is denoted by D(P ). For any s ∈ (0, +∞), the numbers lim inf n n 2 s V n (P ) and lim sup n n 2 s V n (P ) are, respectively, called the s-dimensional lower and upper quantization coefficients for P . If the s-dimensional lower and upper quantization coefficients for P are finite and positive, then s coincides with the quantization dimension of P . Main concerns in quantization problem include (i) the asymptotic properties of the quantization errors such as the quantization dimensions and the quantization coefficients; (ii) the optimal sets in the quantization for a given measure. It is known that for any Borel probability measure P on R d with non-vanishing absolutely continuous part lim n n 2 d V n (P ) is finite and strictly positive (see [BW] ); in other words, the quantization dimension of a Borel probability measure with non-vanishing absolutely continuous part equals the dimension d of the underlying space. Although absolutely continuous probability measures have been well studied, there are not many results on the optimal sets for such a measure. In fact, to determine the optimal sets for a probability measure, singular or nonsingular, is much more difficult than to determine the quantization dimension of such a measure. For some work in the direction of optimal sets for a probability measure, one can see [DR, GL2, R1, R2] . For a finite set α ⊂ R d , the Voronoi region generated by a ∈ α, denoted by M(a|α), is defined to be the set of all elements in R d which are nearest to a. The set {M(a|α) : a ∈ α} is called the Voronoi diagram or Voronoi tessellation of R d with respect to α. The point a is called the centroid of its own Voronoi region if a = E(X : X ∈ M(a|α)), where X is a P -distributed random variable. Let us now state the following proposition (see [GG, GL1] ). Proposition 1.1. Let α be an optimal set of n-means, a ∈ α, and M(a|α) be the Voronoi region generated by a ∈ α. Then, for every a ∈ α, (i) P (M(a|α)) > 0, (ii) P (∂M(a|α)) = 0, (iii) a = E(X : X ∈ M(a|α)), and (iv) P -almost surely the set {M(a|α) : a ∈ α} forms a Voronoi partition of R d .
(p 1 , p 2 , · · · , p N ) is a probability vector, by that it is meant that 0 < p j < 1 for all 1 ≤ j ≤ N, and N j=1 p j = 1. We now give the following definition. Definition 1.2. Let P 1 , P 2 , · · · , P N be Borel probability measures on R d , and (p 1 , p 2 , · · · , p N ) be a probability vector. Then, a Borel probability measure P on R d is called a mixed probability distribution, or in short, mixed distribution, generated by P 1 , P 2 , · · · , P N and the probability vector if for all Borel subsets A of R d , P (A) = p 1 P 1 (A) + p 2 P 2 (A) + · · · + p N P N (A). Such a mixed distribution is denoted by P := p 1 P 1 + p 2 P 2 + · · · + p N P N , and P 1 , P 2 , · · · , P N are called the components of the mixed distribution.
In this paper, in Section 2, we have considered a mixed distribution P := pP 1 + (1 − p)P 2 , where p = , 1}. For this mixed distribution, in Subsection 2.6, we have determined the optimal sets of n-means and the nth quantization errors for all n ≥ 2. We further showed that the quantization dimension of P exists, and equals the quantization dimension of P 1 , which again equals one, which is the dimension of the underlying space. For such a mixed distribution quantization coefficient also exists. In Section 3, for a mixed distribution P := pP 1 + (1 − p)P 2 , where P 1 is an absolutely continuous probability measure supported by the closed interval C := [0, 1], and P 2 is discrete on D := {0, 1}, we mentioned a rule how to determine the optimal sets of n-means. In Proposition 3.2, for a special case, we gave a closed formula to determine the optimal sets of n-means and the nth quantization errors for all n ≥ 2. In Remark 3.3, we proved a claim that the optimal sets for a mixed distribution may not be unique. In Section 4, we determined the optimal sets of n-means, and the nth quantization errors for all n ≥ 2 for a mixed distribution P := , 1}. We further showed that the quantization dimension of this mixed distribution exists, but the quantization coefficient does not exist. In Section 5, we mentioned some open problems to be investigated on mixed distributions. In Section 6, we considered a mixed distribution P := 1 2 P 1 + 1 2 P 2 , where both P 1 and P 2 are Cantor distributions. For this mixed distribution, we determined the optimal sets of n-means and the nth quantization errors for all n ≥ 2. Further we showed that the quantization dimension of this P exists, and satisfies D(P ) = max{D(P 1 ), D(P 2 )}, but the quantization coefficient for P does not exist. Finally, we would like to mention that mixed distributions are an exciting new area for optimal quantization, and the results in this paper will give a motivation and insight into more general problems.
2. Quantization with P 1 uniform and P 2 discrete Let P 1 be a uniform distribution on the closed interval C := [0,
], i.e., P 1 is a probability distribution on R with probability density function g given by
Let P 2 be a discrete probability distribution on R with probability mass function h given by h(x) = , 1}. Let P be the mixed distribution on R such that P = 1 2 P 1 + 1 2 P 2 . Notice that the support of P 1 is C, and the support of P 2 is D implying that the support of P is C ∪ D. Thus, for a Borel subset A of R, we can write
We now prove the following lemma.
Lemma 2.1. Let E(X) and V := V (X) represent the expected value and the variance of a random variable X with distribution P . Then, E(X) =
24
and V = 181 1728 = 0.104745.
Proof.
We have
, and
. Thus, the lemma is yielded.
Note 2.2. Following the standard rule of probability, we see that
) 2 , which yields the fact that the optimal set of one-mean consists of the expected value 13 24 , and the corresponding quantization error is the variance V of the random variable X. By P (·|C), we denote the restriction of the probability measure P on the interval C, i.e., P (·|C) =
, in other words, for any Borel subset B of C we have
. Notice that P (·|C) is a uniform distribution with density function f given by f (x) = 2 if x ∈ C, 0 otherwise, implying the fact that P (·|C) = P 1 . Similarly, P (·|D) = P 2 . In the sequel, for n ∈ N and i = 1, 2, by α n (P i ) and V n (P i ), it is meant the optimal sets of n-means and the nth quantization error with respect to the probability distributions P i . If nothing is mentioned within a parenthesis, i.e., by α n and V n , it is meant an optimal set of n-means and the nth quantization error with respect to the mixed distribution P . Proposition 2.3. Let P 1 be the uniform distribution on the closed interval [a, b] and n ∈ N. Then, the set {a + (2i−1)(b−a) 2n
: 1 ≤ i ≤ n} is a unique optimal set of n-means for P 1 , and the corresponding quantization error is given by V n (P 1 ) = (a−b) 2 12n 2 . Proof. Notice that the probability density function g of P 1 is given by
Since P 1 is uniformly distributed on [a, b] , the boundaries of the Voronoi regions of an optimal set of n-means will divide the interval [a, b] into n equal subintervals, i.e., the boundaries of the Voronoi regions are given by
This implies that an optimal set of n-means for P 1 is unique, and it consists of the midpoints of the boundaries of the Voronoi regions, i.e., the optimal set of n-means for P 1 is given by
: 1 ≤ i ≤ n} for any n ≥ 1. Then, the nth quantization error for P 1 due to the set α n (P 1 ) is given by
which yields the proposition.
Corollary 2.4. Let P 1 be the uniform distribution on the closed interval [0,
1 2 ] and n ∈ N. Then, the set { 2i−1 4n
: 1 ≤ i ≤ n} is a unique optimal set of n-means for P 1 , and the corresponding quantization error is given by V n (P 1 ) = 1 48n 2 . Remark 2.5. Notice that if β ⊂ R, then
, and so,
min
2.6. Optimal sets of n-means and the errors for all n ≥ 2. In this subsection, we first determine the optimal sets of n-means and the nth quantization error for the mixed distribution P . Then, we show that the quantization dimension of P exists and equals the quantization dimension of P 1 , which again equals one, which is the dimension of the underlying space. To determine the distortion error in this subsection we will frequently use equation (1).
Lemma 2.6.1. Let α be an optimal set of two-means. Then, α = { }. Then, the distortion error is
Since V 2 is the quantization error for two-means we have V 2 ≤ 0.0196759. Let α := {a 1 , a 2 } be an optimal set of two-means with a 1 < a 2 . Since the optimal points are the centroids of their own Voronoi regions, we have 0 < a 1 < a 1 < a 2 ≤ 1. If
which is a contradiction. So, we can assume that a 1 ≤ 13 32
. We now show that the Voronoi region of a 1 does not contain any point from D. For the sake of contradiction, assume that the Voronoi region of a 1 contains points from D. Then, the following two case can arise: Case 1.
which is minimum when a 1 = , 1}. Then, the distortion error due to the set β is
Since V 4 is the quantization error for four-means, we have V 4 ≤ 17 3456
= 0.00491898. Let α := {a 1 < a 2 < a 3 < a 4 } be an optimal set of four-means. Since the optimal points are the centroids of their own Voronoi regions, we have 0 < a 1 < · · · < a 4 ≤ 1. If the Voronoi region of a 2 does not contain points from C, then
which gives a contradiction, and so, we can assume that the Voronoi region of a 2 contains points from C. If the Voronoi region of a 2 contains points from D, then it can contain only the point 2 3
from D, and in that case a 3 = 5 6
and a 4 = 1, which leads to the distortion error as
2 2 − 102a 2 + 25 , which is minimum when a 1 = 0.191074 and a 2 = 0.573223, and then, the minimum value is 0.00830043 > V 4 , which is a contradiction. So, the Voronoi region of a 2 does not contain any point from D. If the Voronoi region of a 3 does not contain any point from D, then a 4 = 5 6
which leads to a contradiction. So, the Voronoi region of a 3 contains at least one point from D.
Suppose that the Voronoi region of a 3 contains points from C as well. Then, the following two cases can arise: Case 1. , and the distortion error is
which is minimum if a 1 = 0.118238, a 2 = 0.354715, and a 3 = 0.645285, and the minimum value is 0.00506623 > V 4 , which is a contradiction. , and a 4 = 11 12
) yielding the distortion error
which is a contradiction. So, we can assume that the Voronoi region of a 3 contains a point from D. In that case, we must have a 4 = 5 6
and a 5 = 1. Suppose that the Voronoi region of a 3 contains points from C as well. Then, the distortion error is
, which is minimum if a 1 = 0.118238, a 2 = 0.354715, and a 3 = 0.645285, and the minimum value is 0.00275142 > V 5 , which is a contradiction. So, the Voronoi region of a 3 does not contain any point from C yielding a 1 = and a 5 = 1, and the corresponding quantization error is V 5 = 1 384 = 0.00260417. Thus, the proof of the lemma is complete.
Theorem 2.6.5. Let n ∈ N and n ≥ 5, and let α n be an optimal set of n-means for P and α n (P 1 ) be the optimal set of n-means with respect to P 1 . Then, α n (P ) = α n−3 (P 1 ) ∪ D, and V n (P ) = 1 2 V n−3 (P 1 ).
Proof. If n = 5, by Lemma 2.6.4, we have α 5 (P ) = { , 1} and V 5 (P ) = 1 384
, which by Corollary 2.4 yields that α 5 (P ) = α 2 (P 1 ) ∪ D and V 5 (P ) = 1 2 V 2 (P 1 ), i.e., the theorem is true for n = 5. Proceeding in the similar way, as Lemma 2.6.4, we can show that the theorem is true for n = 6 and n = 7. We now show that the theorem is true for all n ≥ 8. Consider the set of eight points β := { , 1}. The distortion error due to set β is given by
Since V n is the nth quantization error for n-means for n ≥ 8, we have V n ≤ V 8 ≤ 0.000416667. Let α n := {a 1 < a 2 < · · · < a n } be an optimal set of n-means for n ≥ 8, where 0 < a 1 < · · · < a n ≤ 1.
To prove the first part of the theorem, it is enough to show that M(a n−2 |α n ) does not contain any point from C, and M(a n−3 |α n ) does not contain any point from D. If M(a n−2 |α n ) does not contain any point from D, then
which leads to a contradiction. So, M(a n−2 |α n ) contains a point, in fact the point 2 3
, from D. If M(a n−2 |α n ) does not contain points from C, then a n−2 = 2 3
. Suppose that M(a n−2 |α n ) contains points from C. Then, (a n−2 + a n−1 ) implies a n−2 ≥ 4 3 − a n−1 = (a n−3 + a n−2 ) < 1 2 implying a n−3 < 1 − a n−2 ≤ 1 − , and so
which leads to a contradiction. Case 3.
8
≤ a n−2 . Then, 1 2 (a n−3 + a n−2 ) < 1 2 implying a n−3 < 1 − a n−2 ≤ 1 − , and so
which gives contradiction. Thus, in each case we arrive at a contradiction yielding the fact that M(a n−2 |α n ) does not contain any point from C. If M(a n−3 |α) contains any point from D, say 2 3
, then we will have M(a n−2 |α) ∪ M(a n−1 |α) ∪ M(a n |α) = { 5 6 , 1}, which by Proposition 1.1 implies that either (a n−2 = a n−1 = 5 6
, and a n = 1), or (a n−2 = 5 6
, and a n−1 = a n = 1), which contradicts the fact that 0 < a 1 < · · · < a n−2 < a n−1 < a n ≤ 1. Thus, M(a n−3 |α) does not contain any point from D. Hence, α n (P ) = α n−3 (P 1 ) ∪ D, and so,
V n−3 (P 1 ). Thus, the proof of the theorem is complete.
Proposition 2.6.6. Let P be the mixed distribution as defined before. Then,
Proof. By Corollary 2.4 and Theorem 2.6.5, we have
and thus, the proposition is yielded.
Remark 2.6.7. By Proposition 2.6.6, it follows that lim
, i.e., one-dimensional quantization coefficient for the mixed distribution P is finite and positive implying the fact that the quantization dimension of the mixed distribution P exists, and equals one, which is the dimension of the underlying space. It is known that for a probability measure P on R d with non-vanishing absolutely continuous part lim n→∞ n 2 d V n (P ) is finite and strictly positive, i.e., the quantization dimension of P exists, and equals the dimension d of the underlying space (see [BW] ). Thus, for the mixed distribution P considered in this section, we see that D(P ) = D(P 1 ) = 1.
A rule to determine optimal quantizers
Let 0 < p < 1 be fixed. Let P be a mixed distribution given by P = pP 1 + (1 − p)P 2 with the support of P 1 equals C and the support of P 2 equals D, such that P 1 is continuous on C, and P 2 is discrete on D, and D ⊂ C. It is well-known that the optimal set of one-mean consists of the expected value and the corresponding quantization error is the variance V of the P -distributed random variable X. Assume that P 1 is absolutely continuous on C := [0, 1], and P 2 is discrete on D := {0, 1}. Then, in the following note we give a rule how to obtain the optimal sets of n-means for the mixed distribution P for any n ≥ 2.
Note 3.1. Let α n := {a 1 , a 2 , · · · , a n } be an optimal set of n-means for P such that 0 ≤ a 1 < a 2 < · · · < a n ≤ 1. Write
where M(a i |α) represent the Voronoi regions of a i for all 1 ≤ i ≤ n with respect to the set α n . Since the optimal points are the centroids of their own Voronoi regions, we have a i = E(X : X ∈ M(a i |α)) for all 1 ≤ i ≤ n. Solving the n equations one can obtain the optimal sets of n-means for the mixed distribution P . Once, an optimal set of n-means is known, the corresponding quantization error can easily be determined.
Let us now give the following proposition.
Proposition 3.2. Let α n be an optimal set of n-means and V n is the corresponding quantization error for n ≥ 2 for the mixed distribution P := 1 2
P 2 such that P 1 is uniformly distributed on C := [0, 1] with probability density function g given by
and P 2 is discrete on D := {1} with mass function h given by h(1) = 1. Then, for n ≥ 2,
Proof. As mentioned in Note 3.1, solving the n equations a i = E(X : X ∈ M(a i |α)), we obtain
for all 1 ≤ i ≤ n, and hence, the corresponding quantization error is given by
. Thus, the proof of the proposition is complete.
Remark 3.3. Let P 1 be absolutely continuous on C := [0, 1] and P 2 be discrete on D with D ⊂ C. Then, if D := {0, 1}, the system of equations in (3) has a unique solution implying that there exists a unique optimal set of n-means for the mixed distribution P :
is nonempty, where Int(C) represents the interior of C, then the optimal sets of n-means for the mixed distribution P for all n ∈ N is not necessarily unique, see Proposition 3.4.
Proposition 3.4. Let P := 1 2
P 2 , where P 1 is uniformly distributed on C := [0, 1] and P 2 is discrete on D := { 1 2 }. Then, P has two different optimal sets of two-means.
Proof. Let α := {a 1 , a 2 } be an optimal set of two means for P with 0 < a 1 < a 2 < 1. Then, P -almost surely, we have
Solving the above two equations, we have a 1 = 1 4
(−5 + 3 √ 5) and a 2 = 1 4
(1 + √ 5), and the corresponding quantization error is given by
Solving the above two equations, we have a 1 = 1 4 (3 − √ 5) and a 2 = 3 4
(3 − √ 5), and as before, the corresponding quantization error is give by
Thus, we see that there are two different optimal sets of two-means with same quantization error, which is the proposition.
Remark 3.5. For each even positive integer n, for the mixed distribution P := 1 2
P 2 given by Proposition 3.4, there are two different optimal sets of n-means, and between the two different optimal sets of n-means, one is the reflection of the other with respect to the point 1 2
. 4. Quantization with P 1 a Cantor distribution and P 2 discrete
In this section, we consider a mixed distribution P := 1 2 P 1 + 1 2 P 2 , where P 1 is a Cantor distribution given by P 1 = 1 2
for all x ∈ R, and P 2 is a discrete distribution on D := { , 1} with density function h given by h(x) = 1 3
for all x ∈ D. By a word, or a string of length k over the alphabet {1, 2}, it is meant σ := σ 1 σ 2 · · · σ k , where σ j ∈ {1, 2} for 1 ≤ j ≤ k. A word of length zero is called the empty word and is denoted by ∅. Length of a word σ is denoted by |σ|. The set of all words over the alphabet {1, 2} including the empty word ∅ is denoted by {1, 2}
* . For two words σ := σ 1 σ 2 · · · σ |σ| and τ := τ 1 τ 2 · · · τ |τ | , by στ , it is meant the concatenation of the words σ and τ . If
]. S 1 and S 2 generate the Cantor set C := k∈N σ∈{1,2} k J σ . C is the support of the probability distribution P 1 . Notice that the support of the Mixed distribution P is C ∪ D. For any σ ∈ {1, 3} k , k ≥ 1, the intervals J σ1 and J σ2 into which J σ is split up at the (k + 1)th level are called the children of J σ .
The following lemma is well-known and appears in many places, for example, see [GL2, R1] .
Lemma 4.1. Let f : R → R be Borel measurable and k ∈ N. Then
Lemma 4.2. Let X 1 be a P 1 -distributed random variable. Then, its expectation and the variance are respectively give by E(X 1 ) = 1 4
and V (X 1 ) = 1 32
, and for any
Proof. Using Lemma 4.1, we have E(X 1 ) = x dP 1 = 1 2 1 3
. Again,
, and hence
. Then, following the standard theory of probability, we have (
2 , and thus the lemma is yielded.
Definition 4.3. For n ∈ N with n ≥ 2, let ℓ(n) be the unique natural number with 2 ℓ(n) ≤ n < 2 ℓ(n)+1 . For I ⊂ {1, 2} ℓ(n) with card(I) = n − 2 ℓ(n) let β n (I) be the set consisting of all midpoints a(σ) of intervals J σ with σ ∈ {1, 2} ℓ(n) \ I and all midpoints a(σ1), a(σ2) of the children of J σ with σ ∈ I, i.e.,
The following proposition follows due to [GL2, Definition 3.5 and Proposition 3.7] .
Proposition 4.4. Let β n (I) be the set for n ≥ 2 given by Definition 4.3. Then, β n (I) forms an optimal set of n-means for P 1 , and the corresponding quantization error is given by
Lemma 4.5. Let E(X) and V := V (X) represent the expected value and the variance of a random variable X with distribution P . Then, E(X) = Proof. In this proof we use the results from Lemma 4.1. We have
) 2 , it follows that the optimal set of one-mean for the mixed distribution P consists of the expected value 13 24 , and the corresponding quantization error is the variance V of the random variable X. For any σ ∈ {1, 2} * , by a(σ), it is meant a(σ) := E(X 1 : X 1 ∈ J σ ), where X 1 is a P 1 distributed random variable, i.e., a(σ) = S σ (
4
). Notice that for any σ ∈ {1, 2} * , and for any x 0 ∈ R, we have
4.7. Optimal sets of n-means and nth quantization error. In this subsection, we determine the optimal sets of n-means and the nth quantization errors for all n ≥ 2 for the mixed distribution P . To determine the distortion error, we will frequently use the equation (3).
Lemma 4.7.1. Let α be an optimal set of two-means. Then, α = { }. Then, the distortion error is
Since V 2 is the quantization error for two-means, we have V 2 ≤ 0.0248843. Let α := {a 1 , a 2 } be an optimal set of two-means with a 1 < a 2 . Since the optimal points are the centroids of their own Voronoi regions, we have 0 < a 1 < a 1 < a 2 ≤ 1. If a 1 ≥ 29 72
), then
which leads to a contradiction. We now show that the Voronoi region of a 1 does not contain any point from D. Notice that the Voronoi region of a 1 can not contain all the points from D as by Proposition 1.1, P (M(a 2 |α)) > 0. First, assume that the Voronoi region of a 1 contains both 2 3 and 5 6
. Then, , which is a contradiction, as we assumed { } ⊂ M(a 1 |α). Next, assume that the Voronoi region of a 1 contains only the point 2 3 from D. Then, ) < S 222 (0), and E(X 1 :
, and so, we have
which is a contradiction. So, we can assume that
. Then, notice that
, but . The distortion error due to the set β is given by
Since V 3 is the quantization error for three-means, we have V 3 ≤ 0.0103009. Let α := {a 1 , a 2 , a 3 } be an optimal set of three-means with a 1 < a 2 < a 3 . Since the optimal points are the centroids of their own Voronoi regions, we have 0 < a 1 < a 2 < a 3 ≤ 1. If a 3 < 3 4
, then
which is a contradiction. So, we can assume that 3 4
≤ a 3 . We now show that the Voronoi region of a 3 does not contain any point from J 2 . Suppose that the Voronoi region of a 3 contains points from J 2 . Consider the following two cases: Case 1.
, and so the distortion error is
which leads to a contradiction. Case 2.
which is a contradiction. Thus, by Case 1 and Case 2, we can assume that the Voronoi region of a 3 does not contain any point from J 2 , and so 5 6 ≤ a 3 . If the Voronoi region of a 2 does not contain any point from D, then we will have a 1 = a(1), a 2 = a(2), a 3 = 5 6 yielding the distortion error as
which is a contradiction. So, we can assume that the Voronoi region of a 2 contains points from D. If the Voronoi region of a 2 does not contain any point from C, then
which leads to a contradiction. So, the Voronoi region of a 2 contains points from both C and D. Suppose that the Voronoi region of a 2 contains both (a 2 + a 3 ) < 1 implying 2 3 ≤ a 2 < 1. Moreover, as the Voronoi region of a 2 contains points from C,
which yields a contradiction. Thus, we can assume that the Voronoi region of a 2 contains only the point . If the Voronoi region of a 2 contains points from J 1 , then
, which is a contradiction as 0 < a 1 . Thus, the Voronoi region of a 2 does not contain any point from J 1 implying the fact that a 1 ≥ a(1) = 1 12
, and E(X 1 :
. Suppose that , and so, writing A = J 1 ∪ J 21 ∪ J 221 ∪ J 2221 , we have . Suppose that
. Then,
) < S 2112 (0). Using equation (3), it can be proved that for
. Thus, . Then, notice that , and the corresponding quantization error is given by V 3 = 89 8640 = 0.0103009. Thus, the lemma is yielded.
Lemma 4.7.3. Let α be an optimal set of four-means. Then, α = { , 1}. Then, the distortion error due to the set β is
Since V 4 is the quantization error for four-means, we have V 4 ≤ 7 1728 = 0.00405093. Let α := {a 1 < a 2 < a 3 < a 4 } be an optimal set of four-means. Since the optimal points are the centroids of their own Voronoi regions, we have 0 < a 1 < a 2 < a 3 < a 4 ≤ 1. If a 1 ≥
96
which is a contradiction. So, we can assume that a 1 < 19 96
. Suppose that the Voronoi region of a 2 contains points from D. Then, it contains only the point , and a 4 = 1. Moreover, ) < S 21122 (0) yielding
i.e., V 4 ≥ 153563 23887872 = 0.00642849 > V 4 , which gives a contradiction. Therefore, we can assume that the Voronoi region of a 2 does not contain any point from D. If the Voronoi region of a 3 does not contain any point from D, then
which leads to a contradiction. So, the Voronoi region of a 3 contains points from D. Suppose that the Voronoi region of a 3 contains points from C as well. Then, two cases can arise. . Then, < a 2 , then the Voronoi region of a 2 does not contain any point from J 1 , and
implies that a 2 < 1 − a 3 ≤ 1 − 9 16 = 7 16 < S 22 (0), and so, we have . Then, the Voronoi region of a 2 does not contain any point from J 1 . Moreover, using equation (3), we see that for
, and so, . Then, the Voronoi region of a 2 does not contain any point from J 1 . Moreover, using equation (3), we see that for
, and so, . Since by the assumption, the Voronoi region of a 3 contains points from C, we have
which is a contradiction. Thus, by Case 1 and Case 2, we can assume that the Voronoi region of a 3 does not contain any point from C. Again, we have proved that the Voronoi region of a 2 does not contain any point from D. Hence, (a 1 = a(1), a 2 = a(2), a 3 = , 1}. The distortion error due to the set β is given by
Since V 5 is the quantization error for five-means, we have V 5 ≤ 0.00173611. Let α := {a 1 < a 2 < a 3 < a 4 < a 5 } be an optimal set of five-means. Since the optimal points are the centroids of their own Vornoi regions, we have 0 < a 1 < a 2 < a 3 < a 4 < a 5 ≤ 1. Suppose that 1 6 ≤ a 1 . Then,
which is a contradiction. So, we can assume that a 1 < 1 6
. If the Voronoi region of a 1 contains points from J 2 , we must have
, and then the distortion error is
which leads to a contradiction. So, the Voronoi region of a 1 does not contain any point from J 2 implying a 1 ≤ 1 12
. Notice that the Voronoi region of a 2 can not contain any point from D, as α is an optimal set of five-means and D contains only three points. Thus, we have a 2 ≤ a(2) = . Suppose that the Voronoi region of a 3 contains points from C. Then, . The following three cases can arise:
Case A. 
which leads to a contradiction. Assume that , and so,
i.e., V 5 ≥ 37 13824 = 0.0026765 > V 5 , which is a contradiction. Next, assume that 1 3 < a 2 , and then, the Voronoi region of a 2 does not contain any point from J 1 . Recall that a 2 ≤ 5 12
. Thus, we have
i.e., V 5 ≥ 23 10368 = 0.00221836 > V 5 , which gives a contradiction. Case B. ), and so,
which give a contradiction. Next, assume that 1 3 < a 2 , and then the Voronoi region of a 2 does not contain any point from J 1 . Again,
implies that a 2 < 1 − a 3 ≤ 1 − , the error J 2 (x − a 2 ) 2 dP 1 is minimum if a 2 = 5 12
. Thus,
which leads to a contradiction. By Case A and Case B, we can assume that
. We now show that the Voronoi region of a 3 does not contain any point from C. On the contrary, assume that
which gives a contradiction. Assume that 1 3 < a 2 . Then, the Voronoi region of a 2 does not contain any point from J 1 . Using equation (3), we can show that for
, the error
, and so
which is a contradiction. So, we can assume that the Voronoi region of a 3 does not contain any point from C yielding a 1 = a(1), a 2 = a(2), a 3 = 2 3
, a 4 = 5 6
, and a 5 = 1, and so, by Proposition 4.4, we have α = α 2 (P 1 ) ∪ D, and the corresponding quantization error is
V 2 (P 1 ). Thus, the proof of the lemma is complete.
Theorem 4.7.5. Let n ∈ N and n ≥ 5, and let α n be an optimal set of n-means for P and α n (P 1 ) be the optimal set of n-means for P 1 . Then,
Proof. If n = 5, by Lemma 4.7.4, we see that the theorem is true for n = 5. Proceeding in the similar way, as Lemma 4.7.4, we can show that the theorem is true for n = 6 and n = 7. We now show that the theorem is true for all n ≥ 8. Consider the set of eight points β := {a(11), a(12), a(21), a(221), a(222), , 1}. The distortion error due to set β is given by
Since V n is the nth quantization error for n-means for n ≥ 8, we have V n ≤ V 8 ≤ 0.000150034. Let α n := {a 1 < a 2 < · · · < a n } be an optimal set of n-means for n ≥ 8, where 0 < a 1 < · · · < a n ≤ 1. To prove the first part of the theorem, it is enough to show that M(a n−2 |α n ) does not contain any point from C, and M(a n−3 |α n ) does not contain any point from D. If M(a n−2 |α n ) does not contain any point from D, then
. Suppose that M(a n−2 |α n ) contains points from C. Then, (a n−2 + a n−1 ) implies a n−2 ≥ 4 3 − a n−1 = ≤ a n−2 . Then, 1 2 (a n−3 + a n−2 ) < 1 2 implying a n−3 < 1 − a n−2 ≤ 1 − , and so
which leads to a contradiction.
By Case 1 and Case 2, we can assume that M(a n−2 |α n ) does not contain any point from C. If M(a n−3 |α) contains any point from D, say , then we will have M(a n−2 |α) ∪ M(a n−1 |α) ∪ M(a n |α) = { 5 6 , 1}, which by Proposition 1.1 implies that either (a n−2 = a n−1 = 5 6
and a n = 1), or (a n−2 = 5 6 and a n−1 = a n = 1), which contradicts the fact that 0 < a 1 < · · · < a n−2 < a n−1 < a n ≤ 1. Thus, M(a n−3 |α) does not contain any point from D. Hence, α n (P ) = α n−3 (P 1 ) ∪ D, and so,
Remark 4.7.6. Let β be the Hausdorff dimension of the Cantor set generated by the similarity mappings S 1 and S 2 . Then, β = log 2 log 3
. By [GL2, Theorem 6.6] , it is known that the quantization dimension of P 1 exists and equals β, i.e., D(P 1 ) = β. Since
we can say that the quantization dimension of the mixed distribution exists and equals the quantization dimension of the Cantor distribution P 1 , i.e., D(P ) = D(P 1 ) = β. Again, by [GL2, Theorem 6.3] , it is known that the quantization coefficient for P 1 does not exits. By Theorem 4.7.5, we have lim inf n→∞ n
lim inf n→∞ (n − 3) 2 β V n−3 (P 1 ), and similarly, lim sup n→∞ n 2 β V n (P ) = 1 2 lim sup n→∞ (n − 3) 2 β V n−3 (P 1 ). Hence, the quantization coefficient for the mixed distribution P does not exist.
Some remarks
Theorem 2.6.5 and Theorem 4.7.5 motivate us to give the following remarks.
Remark 5.1. Let 0 < p < 1 be fixed. Let P be the mixed distribution given by P = pP 1 + (1 − p)P 2 with the support of P 1 = C and the support of P 2 = D, such that P 1 is continuous on C and P 2 is discrete on D. Let card(D) = m for some positive integer m. Further assume that C and D are strongly separated : there exists a δ > 0 such that d(C, D) := inf{d(x, y) : x ∈ C and y ∈ D} > δ. Then, there exists a positive integer N such that for all n ≥ N, we have α n (P ) = α n−m (P 1 ) ∪ D, and so
Thus, we have
Remark 5.2. Let D be a finite discrete subset of C := [0, 1]. If P 1 is continuous on C, singular or nonsingular, and P 2 is discrete on D, then for the mixed distribution P := pP 1 + (1 − p)P 2 , where 0 < p < 1, the optimal sets of n-means and the nth quantization errors for all n ≥ 2 and for all D are not known yet. Some special cases to be investigated are as follows: Take p = , 1}. The optimal sets of n-means and the nth quantization errors for such a mixed distribution for all n ≥ 2 are not known yet. Such a problem can also be investigated by taking P 1 as a Cantor distribution, and P 2 discrete on D, for example, one can take P 1 the classical Cantor distribution, as considered in [GL2] , and D = { , 1}. Notice that p, P 1 and D can be chosen in many different ways.
6. Quantization where P 1 and P 2 are Cantor distributions Let P 1 be the Cantor distribution given by P 1 = 1 2
for all x ∈ R. Let P 2 be the Cantor distribution given by P 2 = for all x ∈ R. Let C be the Cantor set generated by S 1 and S 2 , and D be the Cantor set generated by T 1 and T 2 . Let P be the mixed distribution generated by P 1 and P 2 such that P = 1 2
* be the set of all words over the alphabet {1, 2} including the empty word ∅ as defined in Section 4. Write J := [0, , 1]. Then, we have C = k∈N σ∈{1,2} k J σ and D = k∈N σ∈{1,2} k K σ , where for σ ∈ {1, 2} * ,
, 1]). Thus, C is the support of P 1 , and D is the support of P 2 implying the fact that C ∪ D is the support of the mixed distribution P . As before, if nothing is mentioned within a parenthesis, by α n and V n , we mean an optimal set of n-means and the corresponding quantization error for the mixed distribution P .
The following two lemmas are similar to Lemma 4.2.
Lemma 6.1. Let E(P 1 ) and V (P 1 ) denote the expected value and the variance of a P 1 -distributed random variable. Then, E(P 1 ) = 1 6
and V (P 1 ) = 1 72
. Moreover, for any
Lemma 6.2. Let E(P 2 ) and V (P 2 ) denote the expected value and the variance of a P 2 -distributed random variable. Then, E(P 2 ) = . Moreover, for any
Lemma 6.3. Let E(P ) and V (P ) denote the expected value and the variance of a P -distributed random variable, where P is the mixed distribution given by P = 1 2
and V (P ) = 91 720
Proof. Let X be a P -distributed random variable. Then,
and so,
. Then, by the standard theory of probability, for any
Thus, the proof of the lemma is complete.
Remark 6.4. From Lemma 6.3, it follows that the optimal set of one-mean for the mixed distribution P is . Again, notice that for any x 0 ∈ R, we have
Definition 6.5. For n ∈ N with n ≥ 2, let ℓ(n) be the unique natural number with 2 ℓ(n) ≤ n < 2 ℓ(n)+1 . For σ ∈ {1, 2} * , let a(σ) and b(σ), respectively, denote the midpoints of the basic intervals J σ and K σ . Let I ⊂ {1, 2} ℓ(n) with card(I) = n − 2 ℓ(n) . Define β n (P 1 , I) and β n (P 2 , I) as follows:
The following proposition follows due to [GL2, Definition 3.5 and Proposition 3.7].
Proposition 6.6. Let β n (P 1 , I) and β n (P 2 , I) be the sets for n ≥ 2 given by Definition 6.5. Then, β n (P 1 , I) and β n (P 2 , I) form optimal sets of n-means for P 1 and P 2 , respectively, and the corresponding quantization errors are given by
Proposition 6.7. For n ≥ 2, let α n be an optimal set of n-means for P . Then, α n ∩ [0,
Proof. Consider the set of two-points
Since V n is the quantization error for n-means for n ≥ 2, we have V n ≤ V 2 ≤ 0.0152778. Let α n = {a 1 , a 2 , a 3 , · · · , a n } be an optimal set of n-means such that a 1 < a 2 < a 3 < · · · < a n . Since the optimal points are centroids of their own Voronoi regions, we have 0 < a 1 < · · · < a n < 1. Assume that
which is a contradiction, and so we can assume that a 1 < 1 3
. Next, assume that a n ≤ 2 3
,1]
which leads to a contradiction, and so we can assume that 2 3 < a n . Thus, we see that α n ∩[0,
, 1] = ∅, which proves the proposition.
Proposition 6.8. For n ≥ 2, let α n be an optimal set of n-means for P . Then, α n does not contain any point from the open interval ( ). Moreover, the Voronoi region of any point from α n ∩ J does not contain any point from K, and the Voronoi region of any point from α n ∩ K does not contain any point from J.
Proof. By Proposition 6.7, the statement of the proposition is true for n = 2. Now, we prove it for n = 3. Consider the set of three points β 3 := { 
Since V 3 is the quantization error for three-means, we have V 3 ≤ 43 5760 = 0.00746528. Let α 3 := {a 1 , a 2 , a 3 } be an optimal set of three-means such that 0 < a 1 < a 2 < a 3 < 1. By Proposition 6.7, we have a 1 < 1 3 and 2 3 < a 3 . Suppose that a 2 ∈ ( ). The following two cases can aries: Case 1. . Using an equation similar to (3), we can show that for 5 6 < a 3 < 1, the error
2 dP 2 is minimum if P -almost surely, a 3 = 5 6 , and the minimum value is 1 120 . Thus,
which is a contradiction. Case 2.
. the set α = α 1 (P 1 ) ∪ α 2 (P 2 ) forms an optimal set of three-means, and the corresponding quantization error is
which yields the lemma.
Lemma 6.12. Let α be an optimal set of four-means. Then, α = α (2,2) , and the corresponding quantization error is V 4 = 67 51840 = 0.00129244.
Proof. Let α be an optimal set of four-means. By Proposition 6.7 and Proposition 6.8, we can assume that either α = α 3 (P 1 )∪α 1 (P 2 ), α = α 2 (P 1 )∪α 2 (P 2 ), or α = α 1 (P 1 )∪α 3 (P 2 ) . Among all these possible choices, we see that α = α 2 (P 1 ) ∪ α 2 (P 2 ) gives the minimum distortion error, and hence, α = α 2 (P 1 ) ∪ α 2 (P 2 ) is an optimal set of four-means, and the corresponding quantization error is V 4 = 1 2 (V 2 (P 1 ) + V 2 (P 2 )) = 67 51840 = 0.00129244, which is the lemma.
Remark 6.13. Proceeding in the similar way, as Lemma 6.12, it can be proved that the optimal sets of n-means for n = 5, 6, 7, etc. are, respectively, α (3,2) , α (2 2 ,2) α (2 2 ,3) , etc.
Lemma 6.14. Let α (2 6n−4 ,2 5n−4 ) be an optimal set of 2 6n−4 + 2 5n−4 -means for P for some positive integer n. For 1 ≤ i ≤ 5 and 1 ≤ j ≤ 6, let ℓ i , k j ∈ N be such that 1 ≤ ℓ i ≤ 2 5n−4+(i−1) and
is an optimal set of 2 6n−4 +2 5n−4 +ℓ 1 -means; (ii) α (2 6n−4 +k 1 ,2 5n−3 ) is an optimal set of 2 6n−4 + 2 5n−3 + k 1 -means; (iii) α (2 6n−3 ,2 5n−3 +ℓ 2 ) is an optimal set of 2 6n−3 +2 5n−3 +ℓ 2 -means; (iv) α (2 6n−3 +k 2 ,2 5n−2 ) is an optimal set of 2 6n−3 +2 5n−2 +k 2 -means; (v) α (2 6n−2 ,2 5n−2 +ℓ 3 ) is an optimal set of 2 6n−2 +2 5n−2 +ℓ 3 -means; (vi) α (2 6n−2 +k 3 ,2 5n−1 ) is an optimal set of 2 6n−2 +2 5n−1 +k 3 -means; (vii) α (2 6n−1 ,2 5n−1 +ℓ 4 ) is an optimal set of 2 6n−1 +2 5n−1 +ℓ 4 -means; (viii) α (2 6n−1 +k 4 ,2 5n ) is an optimal set of 2 6n−1 + 2 5n + k 4 -means; (ix) α (2 6n ,2 5n +ℓ 5 ) is an optimal set of 2 6n + 2 5n + ℓ 5 -means; (x) α (2 6n +k 5 ,2 5n+1 ) is an optimal set of 2 6n + 2 5n+1 + k 5 -means; and (xi) α (2 6n+1 +k 6 ,2 5n+1 ) is an optimal set of 2 6n+1 + 2 5n+1 + k 6 -means.
Proof. By Remark 6.13, it is known that α (2 6n−4 ,2 5n−4 ) is an optimal set of 2 6n−4 + 2 5n−4 -means for n = 1. So, we can assume that α (2 6n−4 ,2 5n−4 ) is an optimal set of 2 6n−4 + 2 5n−4 -means for P for some positive integer n. Recall that α (n 1 ,n 2 ) is an optimal set of n 1 + n 2 -means, and contains n 1 elements from C and n 2 elements from D, and so, an optimal set of n 1 + n 2 + 1-means must contain at least n 1 elements from C, and at least n 2 elements from D. For all n ≥ 1, since 1 2
we can assume that α (2 6n−4 ,2 5n−4 +ℓ 1 ) is an optimal set of 2 6n−4 + 2 5n−4 + ℓ 1 -means for ℓ 1 = 1. Having known α (2 6n−4 ,2 5n−4 +1) as an optimal set of 2 6n−4 + 2 5n−4 + 1-means, we see that
and so, α (2 6n−4 ,2 5n−4 +ℓ 1 ) is an optimal set of 2 6n−4 +2 5n−4 +ℓ 1 -means for ℓ 1 = 2. Proceeding in this way, inductively, we can show that α (2 6n−4 ,2 5n−4 +ℓ 1 ) is an optimal set of 2 6n−4 + 2 5n−4 + ℓ 1 -means for 1 ≤ ℓ 1 ≤ 2 5n−4 . Thus, (i) is true. Now, by (i), we see that α (2 6n−4 ,2 5n−3 ) is an optimal set of 2 6n−4 + 2 5n−3 -means. Then, proceeding in the same way as (i) we can show that (ii) is true. Similarly, we can prove the statements from (iii) to (xi). Thus, the lemma is yielded.
Proposition 6.15. The sets α (2 6n−4 ,2 5n−4 ) , α (2 6n−4 ,2 5n−3 ) , α (2 6n−3 ,2 5n−3 ) , α (2 6n−3 ,2 5n−2 ) , α (2 6n−2 ,2 5n−2 ) , α (2 6n−2 ,2 5n−1 ) , α (2 6n−1 ,2 5n−1 ) , α (2 6n−1 ,2 5n ) , α (2 6n ,2 5n ) , α (2 6n ,2 5n+1 ) , α (2 6n+1 ,2 5n+1 ) , and α (2 6n+2 ,2 5n+1 ) are optimal sets for all n ∈ N.
Proof. By Remark 6.13, it is known that α (2 6n−4 ,2 5n−4 ) is an optimal set of 2 6n−4 + 2 5n−4 -means for n = 1. Then, by Lemma 6.14, it follows that α (2 6n−4 ,2 5n−4 ) is an optimal set of 2 6n−4 + 2 5n−4 -means for n = 2, and so, applying Lemma 6.14 again, we can say that α (2 6n−4 ,2 5n−4 ) is an optimal set of 2 6n−4 + 2 5n−4 -means for n = 3. Thus, by induction, α (2 6n−4 ,2 5n−4 ) are optimal sets of 2 6n−4 + 2 5n−4 -means for all n ≥ 2. Hence, by Lemma 6.14, the statement of the proposition is true.
Remark 6.16. Because of Lemma 6.3, Lemma 6.10, Lemma 6.11, Lemma 6.12, and Remark 6.13, the optimal sets of n-means are known for all 1 ≤ n ≤ 6. To determine the optimal sets of n-means for any n ≥ 6, let ℓ(n) be the least positive integer such that 2 6ℓ(n)−4 + 2 5ℓ(n)−4 ≤ n < 2 6(ℓ(n)+1)−4 + 2 5(ℓ(n)+1)−4 . Then, using Lemma 6.14, we can determine n 1 and n 2 with n = n 1 + n 2 so that α n = α (n 1 ,n 2 ) gives an optimal set of n-means. Once n 1 and n 2 are known, the corresponding quantization error is obtained by using the formula V n = 1 2 (V n 1 (P 1 )+V n 2 (P 2 )).
6.17. Asymptotics for the nth quantization error V n (P ). In this subsection, we investigate the quantization dimension and the quantization coefficients for the mixed distribution P . Let β 1 be the Hausdorff dimension of the Cantor set C generated by S 1 and S 2 , and β 2 be the Hausdorff dimension of the Cantor set D generated by T 1 and T 2 . Then, β 1 = log 2 log 3 and β 2 = 1 2 . If D(P i ) are the quantization dimensions of P i for i = 1, 2, then it is known that D(P 1 ) = β 1 and D(P 2 ) = β 2 (see [GL2] ).
Theorem 6.17.1. Let D(P ) be the quantization dimension of the mixed distribution P := 1 2 P 1 + 1 2 P 2 . Then, D(P ) = max{D(P 1 ), D(P 2 )}.
Proof. Define F (n) := 2 5n−4 (2 n +1) = 2 6n−4 +2 5n−4 , where n ∈ N. Notice that F (n) ≥ F (1) = 6. For n ∈ N, n ≥ 6, let ℓ(n) be the least positive integer such that F (ℓ(n)) ≤ n < F (ℓ(n) + 1). Then, V F (ℓ(n)+1) < V n ≤ V F (ℓ(n)) . Thus, we have 2 log (F (ℓ(n))) − log V F (ℓ(n)+1) < 2 log n − log V n < 2 log (F (ℓ(n) + 1)) − log V F (ℓ(n))
Notice that V F (n) = V (2 6n−4 ,2 5n−4 ) = 1 2 V 2 6n−4 (P 1 ) + V 2 5n−4 (P 2 ) = 1 240 2 17−20n + 5 · 3 7−12n .
Then, lim ℓ(n)→∞ 2 log (F (ℓ(n))) − log V F (ℓ(n)+1) = lim ℓ(n)→∞ 2 log(2 6ℓ(n)−4 + 2 5ℓ(n)−4 ) log 240 − log (2 −3−20ℓ(n) + 5 · 3 −5−12ℓ(n) ) ∞ ∞ form = lim ℓ(n)→∞ 2 6ℓ(n)−4 12 log 2+2 5ℓ(n)−4 10 log 2 2 6ℓ(n)−4 +2 5ℓ(n)−4 2 −3−20ℓ(n) 20 log 2+5·3 −5−12ℓ(n) 12 log 3 2 −3−20ℓ(n) +5·3 −5−12ℓ(n) = log 2 log 3 , and similarly, lim ℓ(n)→∞ 2 log (F (ℓ(n) + 1)) − log V F (ℓ(n)) = log 2 log 3 .
Since ℓ(n) → ∞ whenever n → ∞, we have log 2 log 3 ≤ lim inf n 2 log n − log Vn ≤ lim sup n 2 log n − log Vn ≤ log 2 log 3
implying the fact that the quantization dimension of the mixed distribution P exists and equals β 1 , i.e., D(P ) = D(P 1 ). Since D(P 1 ) = β 1 > β 2 = D(P 2 ), we have D(P ) = max{D(P 1 ), D(P 2 )}. Thus, the proof of the theorem is complete.
Theorem 6.17.1 verifies the following well-known proposition in [L] for d = 1 and r = 1.
Proposition 6.17.2. (see [L, Theorem 2 .1]) Let 0 < r < +∞, and let P 1 and P 2 be any two Borel probability measures on R d such that D r (P 1 ) and D r (P 2 ) both exist. If P = pP 1 +(1−p)P 2 , where 0 < p < 1, then D r (P ) = max{D r (P 1 ), D r (P 2 )}.
Theorem 6.17.3. Quantization coefficient for the mixed distribution P := 1 2 P 1 + 1 2 P 2 does not exist.
Proof. By Theorem 6.17.1, the quantization dimension of the mixed distribution exists and equals β 1 , where β 1 = log 2 log 3
. To prove the theorem it is enough to show that the sequence n 2 β 1 V n (P ) n≥1 has at least two different accumulation points. By Lemma 6.14 (i), it is known that α (2 6n−4 ,2 5n−4 ) is an optimal set of 2 6n−4 + 2 5n−4 -means. Again, by Lemma 6.14 (ii), it is known that α (2 6n−4 +2 6n−5 ,2 5n−3 ) is an optimal set of 2 6n−4 + 2 6n−5 + 2 5n−3 -means. Write F (n) := 2 6n−4 + 2 5n−4 , and G(n) := 2 6n−4 + 2 6n−5 + 2 5n−3 for n ∈ N. Recall that V F (n) = V (2 6n−4 ,2 5n−4 ) = 1 2 V 2 6n−4 (P 1 ) + V 2 5n−4 (P 2 ) = 1 240 2 17−20n + 5 · 3 7−12n , V G(n) = V (2 6n−4 +2 6n−5 ,2 5n−3 ) = 1 2 V 2 6n−4 +2 6n−5 (P 1 ) + V 2 5n−3 (P 2 ) = 1 15 2 9−20n + 5 16 81 1−3n .
Notice that (2 6n ) −6 = 0.0139496.
Since (F (n)
2 β1 V F (n) (P )) n≥1 and (G(n) 2 β1 V G(n) (P )) n≥2 are two subsequences of (n 2 β 1 V n (P )) n∈N having two different accumulation points, we can say that the sequence (n 2 β 1 V n (P )) n∈N does not converge, in other words, the β 1 -dimensional quantization coefficient for P does not exist. This completes the proof of the theorem.
