After recent work of Hill, Hopkins, and Ravenel on the Kervaire invariant one problem [9] , as well as Adams' solution of the Hopf invariant one problem [1] , an immediate consequence of Curtis conjecture is that the set of spherical classes in H * Q 0 S 0 is finite. Similarly, Eccles conjecture, when specialised to X = S n with n > 0, together with Adams' Hopf invariant one theorem, implies that the set of spherical classes in H * QS n is finite. We prove a filtered version of the above the finiteness properties. We show that if X is an arbitrary CW -complex such that H * X is finite dimensional then the image of the composition 2 π * Ω l Σ l+2 X → 2 π * QΣ 2 X → H * QΣ 2 X is finite; the finiteness remains valid if we formally replace X with S −1 . As an immediate and interesting application, we observe that for any compact Lie group G with dim g > 1, for any n > 0 and l > 0, the image of the composition
+ → 2 π * QΣ dim g BG These results are based on providing explicit upper bounds on the dimension of spherical classes in H * Ω l S l+1 as well as H * Ω l Σ l+2 X which will be achieved by eliminating higher powers of 2 in H * (QS 1 ; Z/2), respectively in H * (QΣ 2 X; Z/2), from being spherical. This corrects proof of [29, Lemma 3.6] in the case of n = 1 and consequently shows that there exist no spherical class in H * Ω l S l+1 when l 3 in dimensions 2 l−1 l + 3 and above. This generalises [29, Theorem 2.3] to the case n = 1.
Introduction and statement of results
For a pointed space X, let QX = colim Ω i Σ i X be the infinite loop space associated to Σ ∞ X and write Q 0 X for its base point component. Note that π Throughout the paper, we work at the prime 2 writing π s * and π * for the 2-component of homotopy and stable homotopy, and H * for H * (−; Z/2). Since Q is used for denoting operations (both upper and lower indexed) when appearing before a homology class as well as Ω ∞ Σ ∞ when appearing before a space, we then have diverted from the usual notation of writing Q(−) for 'the quotient module of indecomposable elements' functor and we instead write Ind(−) for the latter. To be consistent in notation, we write Prim(−) for the submodule of primitive elements functor.
A closely related conjecture is a conjecture due to Eccles which may be stated as follows.
Conjecture 1.2 (Eccles conjecture)
. Let X be a path connected CW -complex with finitely generated homology. For n > 0, suppose h(f ) = 0 where π The above statement should be well known, but we record a proof in the appendix. The above conjectures make predictions about the image of spherical classes under the unstable Hurewicz homomorphism h : π s * X ≃ π * QX → H * QX. After the recent solution to the Kervaire invariant one problem [9] , Curtis conjecture immediately implies that the image of π * Q 0 S 0 → H * Q 0 S 0 is finite. Also, Adams solution to Hopf invariant one problem together with the truth of Eccles conjecture would imply that the image of π * QX → H * QX is finite for X = S n with n > 0. This motivates the following weak form of the above conjectures.
Conjecture 1.4 (Weak geometric version of Curtis and Eccles conjectures). (i)
The image of the unstable Hurewicz homomorphism h : π * >0 Q 0 S 0 → H * Q 0 S 0 is finite. (ii) For a path connected space X, the image of the unstable Hurewicz homomorphism h : π * QX → H * QX is finite.
Note that, there are other weakened formulations of Curtis conjecture such as "weak conjecture on spherical classes" due to Hung [10, Conjecture 1.3] (proved in [12, Main Theorem] ). Such conjectures are mainly stated in terms of the Lannes-Zarati homomorphism; although, they provide strong evidence but they don't immediately imply the conjecture 1.1 as noted in [11] . We hope that geometric weak versions as above, allow a more accessible resolution of the above conjectures. In this note we prove a filtered version of the above conjectures. To put this in context, note that by definition QX = colim Ω i Σ i X is filtered by spaces Ω i Σ i X. Theorem 1.5 (Filtered Eccles conjecture(for double suspensions and X = S −1 )). Suppose X is a CW -complex of finite type such that for x ∈ H * X, dim x k. If ξ ∈ H * QΣ 2 X is spherical which arises from a class in
Consequently, the image of h : π * QΣ 2 X → H * QΣ 2 X when restricted to the image of the stabilisation map π * Ω l Σ l+2 X → π * QΣ 2 X is finite. The result is valid if we formally replace X with S −1 ; in particular, the image of the composition
is finite, with the composition vanishing in dimensions more than 2 l−1 l + 2.
Recall that the results of [29, Theorem 2.2] and [27, Theorem 1.11] deal with the cases of 0 < l < 4 related to the case of X = S k with k −1 of the above theorem where a complete verification of spherical classes in single, double, and triple loop spaces is achieved. Hence, the above theorem in the case of X = S −1 completes proof of the finiteness property of the image of π * QS 1 → H * QS 1 when restricted to finite loop spaces Ω l S l+1 with l > 0.
An immediate corollary of the above Theorem, upon applying homology suspension is the following 'filtered weak geometric version of Curtis conjecture (up to one suspension).
0 is a spherical class with σ * ξ = 0 which arise from a class in
Consequently, the image of the composition
is finite, with the composition vanishing in dimensions more than 2 l−1 l + 1.
An important corollary of Theorem 1.5 is on the image of certain transfer maps. Let G be a compact Lie group with Lie algebra g on which G acts through its adjoint representation; write ad G = EG× G g → BG for the adjoint bundle associated to this action. For the inclusion of a closed Lie group H < G and a (virtual) vector bundle α → BG, the transfer map of Becker-SchultzMann-Miller-Miller is a stable map [22] , [4] (see also [15] ) BG ad G ⊕α → BH ad H ⊕α| BH where α| BH denotes restricted of ad G to BH. We are interested in transfer maps associated to 1 < G which after twisting with −ad G yield a stable map Σ dim g BG + → S 0 . The following now is immediate.
Corollary 1.7. Let G be a compact Lie group with Lie algebra g so that dim g > 1. Then, for any n > 0 and l > 0, the image of the composition
is finite. Here, for a CW -complex X, we write X [n] for the n-th skeleton of X.
The cases with G = U(1) ×n with n > 0, G = S 3 are of special interest, as in homotopy one would be interested in framed manifolds with U(1)
×n -structures or S 3 -structures. By Corollary 1.7, for any i, j with i + j > 0, the image of the composition
is finite. Similarly, for any n > 0, the image of the composition Note that the map Ω l S l+1 → QS 1 is the l-fold loop of the stabilisation map S l+1 → QS l+1 , so in particular induces a multiplicative map. As the map in homology is injective, hence the above theorem also eliminates higher powers of 2 in H * Ω l S l+1 from being spherical. We note that the proof of [29, Lemma 3.6] in the case of n = 1 is not correct as it is based on the false assumption that [1] ∈ H * QS 0 is primitive which is not. Our result above then provides a correct proof for [29, Lemma 3.6] .
As an application, we record one application to the study of 'unstable' bordism groups of immersions [2] . 
Note that the groups Imm 
, ie n is very large compared to k and d (in fact exponentially with respect to d) then all of self-intersection manifolds of the image of (the bordism class of ) f under the stabilisation map Imm
We leave a more complete study of the effects of Theorem 1.5 to the theory of immersions to a future work. [5] ). We wish to recall the descriptions in both lower indexed, and upper indexed operations; both of these descriptions are useful in proving some of our statements.
Homology in terms of Q i operations. For an i-fold loop space X, the operation Q j is defined for 0 j < i as an additive homomorphism
so that Q 0 is the same as squaring with respect to the Pontrjagin product on H * X coming from the loop sum on X. The homology rings H * Ω i Σ i S n and H * QS n when n > 0, as algebras, can be described as
where, for n > 0, x n ∈ H n S n is a generator. Note that Q 0 Q J x n = (Q J x n ) 2 in the polynomial algebra, so this case is not included in the above description. In this description, we allow the empty sequence φ as a nondecreasing sequence of nonnegative integers with Q φ acting as the identity; this in fact realises the monomorphism
For the case n = 0, following Wellington [26] (see also the discussion [13, Section 2] as well as [13, Theorem 2.4]) we may describe H * Ω i+1 0 S i+1 as follows. Let M i S 0 be the free Z/2-module generated by symbols Q J ι 0 with J = (j 1 , . . . , j r ) a nonempty and nondecreasing sequence of nonnegative integers with j r < i + 1 so that J = (0, 0, . . . , 0).
where l(J) = r. We then have the following.
0 S i+1 is isomorphic to the free commutative algebra generated by M i S 0 modulo the ideal generated by
This allows to think of H
The empty sequence is excluded as it would give to many 0-dimensional classes whereas Ω i+1 0 S i+1 , being the base point component of Ω i+1 S i+1 , is path connected. We also not allow the Q 0 as it is acting as the squaring operation which is already implicit in the polynomial algebra structure. 
Note that for J being nondecreasing in Q J x is the same as I being admissible when we translate Q J x = Q I x in terms of upper indexed operations. Note that we have an obvious monomorphism of
Homology in terms of Q i operations. For some purposes, it is easier to use description of QX in terms of the operations Q i . For an infinite loop space Y these are additive homomorphisms Q i : H * Y → H * +i Y operations which relate to lower indexed operations by Q i z = Q i+d z for any d-dimensional homology class z. The description of homology in lower indexed operations, translated to the following
where I = (i 1 , . . . , i s ) is admissible if i j ≤ 2i j+1 , and excess(I) = i 1 − (i + · · · + i s ); in particular, note that for Q I x n = Q J x n , excess(I) = j 1 and I is admissible if J is nondecreasing. For S n with n > 0, we allow the empty sequence to be admissible with excess(φ) = +∞ and Q φ acting as the identity. In particular, in this description,
According to [5, Page 47 ] the homology suspension is characterised by the following properties: (1) σ * acts trivially on decomposable terms; (2) on the generators it is given by
The following is useful in the process of eliminating some classes from being spherical. 
consists only of decomposable classes.
Proof. We prove the Lemma for Q 0 S 0 , that is the case of i = +∞ and the case of i < +∞ is similar. If ξ ∈ H * Q 0 S 0 represents an element of Ind(
]+D where the sum nonempty and is running over certain terms excess(I) > 0 and consequently excess(I) 1. Then,
Hence, only decomposable classes belong to the kernel of σ * .
The action of the Steenrod algebra on H * Q 0 S n , n 0, is determined by iterated application of Nishida relations which read as follows
Here, Sq r * : H * (−; Z/2) → H * −r (−; Z/2) is the operation induced by Sq r using the duality of vector spaces over Z/2. Note that the least upper bound for t so that the binomial coefficient could be nontrivial mod 2, is [r/2] + 1 (depending on the parity of r this would be maximum value or maximum value of t plus 1). In particular, we have
We also have the Cartan formula Sq
On the geometry of QS 0 . We write Q i S 0 for the component QS 0 that correspond to stable map S 0 → S 0 of homological degree i. The composition of a map of degree i induces a translation map
In particular, each of these translations maps 
Homology of QY when Y is path connected.
Let {y α } be an additive basis for the reduced homology H * Y . Then, as a module over the DyerLashof algebra, we have
Here, the notion/definition of admissibility and excess are as the same as Section 2.1. The action of the Sq t * operations on H * QY is described using Nishida relations introduced in section 2.1.
The action of the homology suspension σ * : H * QY → H * +1 QΣY is described by σ * Q I y α = Q I Σy α . The same technique of Lemma 2.2 proves the following (which is of course well known).
Lemma 2.3. The kernel of σ * : H * QY → H * +1 QΣY consists of only decomposable terms.
Recollection on spherical classes
A class ξ ∈ H * X is called spherical if it is in the image of the Hurewicz homomorphism h : π * X → H * X. A spherical class ξ ∈ H * X has some basic properties: (1) it is primitive in the coalgebra H * X where the coalgebra structure is induced by the diagonal map X → X × X, (2) it is Aannihilated, i.e. Sq 
where sum is running over certain terms with excess(I) 1.
Proof. We prove (ii) and (i) is similar. Suppose f : S d → QS 1 is given with f * = 0 and d > 1. This means that the adjoint mapping f ′ :
for some admissible sequences I with excess(I) > 0 and D being a sum of decomposable term. Note that the sum cannot be empty as otherwise h(f ) = σ * h(f ′ ) = 0. Consequently,
We are interested in studying spherical classes in H * ΩY for some nice spaces Y = QX with X being of finite type. We work over Z/2 which is a field over which we have Künneth formula that turns H * ΩY into a Hopf algebra. The structure of Hopf algebras allows to make some early eliminations of spherical classes in H * ΩY . Writing Ω 0 Y for the component of ΩY corresponding to the constant loop, H * Ω 0 Y is also a connected Hopf algebra. Note that if π 0 ΩY ≃ G is a discrete group, then on the level of spaces we have a weak equivalence ΩY ≃ Ω 0 Y × G. We recall some well known facts from [29] . where F(−) is the free F-algebra functor, Prim(−) and Ind(−) are primitive and indecomposable functors, s : H → H is the squaring (a.k.a Frobenius map) and r : H → H is the square root map which is dual to the Frobenius map of the dual Hopf algebra H * . Since, we are interested in the odd dimensional primitive classes, so the above sequence yield
The dual of the Hopf algebra H * Q 0 S 0 is just H * Q 0 S 0 where on an n-dimensional class the squaring is just Sq n . Consequently, in homology the squaring root map is given by the dual operations Sq r * . Hence, using Nishida relations, we see that the square root map r : H * Q 0 S 0 → H * Q 0 S 0 is described by rQ 2i+1 = 0 and rQ 2i = Q i r which extends over H * Q 0 S 0 by requiring r to be linear and
The following is a triviality, but we record it for the reference. Now, we give a basis for the module of primitive in H * Q 0 S 0 over the Dyer-Lashof algebra. Note that by mixed Cartan formula, applying an operation Q i to a primitive class ξ, we have another primitive class Q i ξ. Note that this is slightly different from saying that Prim(H * Q 0 S 0 ) is the module over the Dyer-Lashof algebra that is generated by p J elements. Here, Q I p J are ought to be admissible, and writing a primitive class in the claimed form follows naturally from the construction that is proposed in the following proof. 
Note that by Cartan formula Q I ′ D I ′′ is a sum of decomposable terms. Hence, modulo decomposable terms we have
which is the desired equality. Also, note that I = (I ′ , I ′′ ) which is admissible by construction. This completes the proof. 
Higher powers of 2 in
where d = dim Q I x 1 and sum is running over certain admissible sequences I. By Lemma 2.2, for the adjoint map f ′ :
where D 1 is a sum of decomposable classes. Since h(f ′ ) is a primitive class, then the nondecomposable part of the above expression must belong to the kernel of the square root map. If d is even then by Lemma 3.1 each I in the above expression for h(f ′ ) must have at least one odd entry. Writing in terms of the notation that we used in the proof of Theorem 3.2, we may rewrite
By Cartan formula, the part
] provides a sum of decomposable terms in H * Q 0 S 0 . Hence, we have
where D denotes a sum of decomposable terms. By diagonal Cartan formula [5, Part I, Theorem 1.1(6)], applying an operation Q i to a primitive class yields another primitive class. Consequently, applying an iterated operation Q I to a primitive class yields a primitive class. Hence, any term
The translations maps are isomorphisms of coalgebras, hence yield primitive classes. Therefore, the first sum in the above expression is primitive. As h(f ′ ) is primitive. We deduce that D is also primitive. As a sum of decomposable classes, D must be a square but living in the odd dimension 2d − 1. Hence, D = 0. Consequently,
which upon applying Sq 1 * , using Nishida relation Sq
But, this contradicts the fact that h(f ′ ) is A-annihilated. Hence, d cannot be even.
In particular, the above lemma implies that if ξ = ζ 2 t ∈ H * Ω i S n+i with n > 0 is spherical then t < 2.
Remark 3.4. One may ask why we have not performed such a technique to eliminate higher powers of 2 in H * Q 0 S 0 from being spherical. It is possible to do this, but then for the action of Sq 1 * we obtain a square class in H * QS −1 which is an exterior algebra. For this reason this technique fails. It might be possible to adjoint such a map another time to land in H * QS −1 and then apply Sq 1 * . But, in this case we don't know whether the class the is obtained is nontrivial, and at the moment we have not resolved this case 3.3 Higher powers of 2 in H * QΣ 2 X Recall some simple observations. First, note that for any space Y the cohomology H * ΣY does not have any nontrivial product. Consequently, any class in H * ΣY is primitive. By diagonal Cartan formula [5, Part I, Theorem 1.1(6)], if ζ ∈ H * QZ is a primitive class so Q I ζ is where Z is an arbitrary space. This implies that all classes Q I Σy α in H * QΣY are primitive. Now, we are able to prove Theorem 1.8(ii) which completes proof of Theorem 1.8.
Theorem 3.5. Suppose X is an arbitrary space of finite type and ζ 2 ∈ H * QΣ 2 X is spherical, then ζ is odd dimensional.
where the sum is running over certain generators I, d = dim Q I Σy α , and {y α } is an additive basis for H * Y . Consequently, for the adjoint map f ′ :
where D is a sum of decomposable elements. Since Y is a suspension, so the terms of the first sum are primitive. Hence, D is a primitive which is also decomposable. Hence, D is a square term which lives in dimension 2d − 1. Therefore, D = 0. If d is even, then applying Sq
This contradicts the fact that h(f ′ ) is A-annihilated. This completes the proof.
Proof of Main results
We start with recalling some well known facts due to Wellington [25] modified to the case of p = 2 and n = +∞. Let X be a path connected space. For the reduced homology H * X of X, S ∞ X be the set {Q I x : I admissible, excess(I) dim x}. Note that H * QX is just free algebra generated by S ∞ X modulo the relation 
We wish to prove Theorem 1.5 which generalises [29, Theorem 2.3] to the case n = 1. Recall that according to [29, Theorem 2.3] if ξ ∈ H * Ω l S n+l is any class of dimension greater than 2 l n + 2 l−1 (l − 2) + 2 with n > 1 and 4 l +∞ then it is not spherical. Here, we proof the theorem for n = 1.
Proof of Theorem 1.5. Case of 1 which means that written in upper indexed operations, if Q I x 1 is any term of ζ then it must only consist of odd entries. Equivalently, if Q J x 1 is any terms of ζ then it has to be strictly increasing. The maximum dimension of such J would be achieved for J = (1, 2, . . . , l − 1). We then compute that
where we have used the equality
This implies that there are no spherical classes above this dimension. Case of Σ 2 X. The proof is similar to the previous case and is based on induction. If σ * h(f ) = 0 then σ * h(f ) is a spherical class in H i+1 QΣ 3 X. Applying the inductive hypothesis, we have a bound on i + 1 which immediately gives the desired bound on i. Therefore, assume σ * h(f ) = 0. By Lemma 2.3, h(f ) is a decomposable class in H * QΣY with Y = ΣX. By Lemma 3.3 and Theorem ??, h(f ) = ζ 2 for an odd dimensional A-annihilated primitive class ζ ∈ H * QΣY . By Corollary 2.4, if f : S d → QΣY is given with h(f ) = 0, then h(f ) is a sum of certain terms of the form Q I Σy α which as h(f ) is a square means that excess(Q I Σy α ) = 0 for any term involved in h(f ). Consequently, by Lemma 4.1, for h(f ) = ( Q I 1 Σy α ) 2 with I 1 = (i, . . . , i s ) the class I 1 will consist of only odd entries. Also note that, writing in lower indexed operations, Q I 1 Σy α = Q J Σy α , for I 1 having only odd entries is the same as j k + j k+1 being odd [29, Lemma 7.1] . Also recall that I 1 admissible is the same as J being nondecreasing. Together with j k + j k+1 being odd for k = 1, . . . , s − 1 if J = (j 1 , . . . , j s ), this latter implies that J has to be strictly increasing, i.e. j 1 < j < · · · < j s . Next, note that the stabilisation map E ∞ : Ω l Σ l+2 X → QΣ 2 X in homology sends classes of the form Q I Σy α identically where {y α } is a homogeneous basis for H * Y with Y = ΣX. Consequently, if
X is any pull back of f , then modulo ker(E ∞ * ), h(f 1 ) ∈ H * Ω l Σ l+2 X precisely will consist of the same terms Q I Σy α that belong to h(f ). Now we sum up. Suppose h(f ) = (Q J Σy α ) 2 modulo other terms where J = (j 1 , . . . , j s ) has to be a strictly increasing sequence with j k + j k+1 being odd. Our aim is to find the maximum possible dimension for such a class. If H * X has its top class in dimension n, then H * ΣY = H * Σ 2 X has its top class in dimension n + 2. The maximum dimension for Q J Σy α will be achieved if we choose J = (1, 2, . . . , l − 1) and Σy α is a top dimensional class. Let ζ n+2 ∈ H * ΣY be a class of dimension n + 2. We can compute that
This provides the claimed upper bound.
Applications to bordism of immersions
We start with fixing some notation and conventions. For a k-dimensional vector bundle ξ → X with X being compact, let f : X → BO(k) be the classifying map. For a subgroup G < O(k), we say ξ has a G-structure if the classifying map admits a lift f G : X → BG whose composition with BG → BO(k) equals to f . This is that same as saying ξ = f * G γ k | G with γ k → BO(k) being the universal bundle whose restriction over BG we denote by γ k | G . We abuse the notation by writing R n for both the Euclidean space and the n-dimensional trivial bundle over an arbitrary base space.
Bordism theory of immersions. The theory of bordism for immersions arises from bordism theory of embeddings. For an ambient n-dimensional manifold N, the notion of bordism between two embeddings i j : M j → N of compact manifolds M i with i = 0, 1 of the same codimension with the normal bundle of v i j having a ξ-structure is understood. Through the Thom-Pontrjagin construction, it yields a 1-1 correspondence
where Emb ξ (N) is the set of bordism classes of embeddings into N with a ξ-structure, and T (−) is the Thomification functor. Next, let f : M → N be a compact manifold with a codimension k immersion into N so that the normal bundle ν f has a ξ-structure. The compactness of M implies that there exists an embedding i : M → R d for some d. This allows to make the immersion
Moreover, we may define the bordism relation between to immersions of M into N in the usual way (see [2] ). An application of Thom-Pontrjagin construction to (1, * ) • f , or equivalently to (f, i), provides us with a map (
Note that for an immersion, it is the stable normal bundle which does not depend on the immersion which means that one has to let d → +∞. To go in the reverse direction, one may apply the multi-compression theorem of Rourke and Sanderson [24, Theorem 4.5] (see also [7, Theorem 2.2] ).
l is an embedding with l linearly independent normal vector fields so that ν f ≃ ν ⊕ R l for some k-dimensional vector bundle ν. If k > 0 then g is isotopic to an embedding g ′ : M → N × R l so that the composition
is an immersion with ν f ≃ ν. Here, the second arrow on right is just projection map. 
and f : M → R n+k a codimension k immersion with a trivialisation of its normal bundle which also can be made isotopic to an embedding M → R d × R n+k , may extend the above diagram to a commutative diagram as
To the author's knowledge, there is no answer to this question or questions like this in the literature.
A On the relation between Curtis and Eccles conjectures
This part is mostly expository and well known. We wish to record some observations on the relations between two conjectures. Below, we shall write P for the infinite dimensional real projective space, P n for the n-dimensional real projective space, and P n = P/P n−1 for the truncated projective space with its bottom cell at dimension n. We also write X n for the truncated of a CW -complex where all skeleta of dimension < n are collapsed to a point, i.e. X n = X/X n where X n is the n-skeleton of X.
Lemma A.1. Curtis conjecture, implies Eccles conjecture for S k with k > 0.
Proof. Suppose f : S n+k → QS k is given with h(f ) = 0. By adjointing down k times, we have a map, say f ′ : S n → QS 0 , so that σ k * h(f ′ ) = h(f ) where σ k * : H * Q 0 S 0 → H * +k QS k is the k-fold iterated suspension homomorphism. In particular, h(f ′ ) = 0 in H * Q 0 S 0 . Assuming Curtis conjecture, f ′ must be either a Hopf invariant or a Kervaire invariant one element. It is well known (see for example [20, Theorem 7.3] ) that the unstable Hurewicz image of a Kervaire invariant one element, if it exists, in H * Q 0 S 0 is square of a certain primitive class, say p 2 2 i −1 . However, decomposable classes are killed by homology suspension. So, f ′ and consequently f , as elements of π s * can only be Hopf invariant one elements, that is detected by a primary operation in its mapping cone. This prove Eccles conjecture for S k .
On the other hand, Curtis conjecture can be deduced from Eccles conjecture, thanks to KahnPriddy theorem, and its algebraic version due to Lin. . Suppose f ∈ π n Q 0 S 0 with h(f ) = 0. Let g ∈ π n QP be any pull back of f through λ. Then g maps nontrivially under the unstable Hurewicz map π n QP → H n QP . Assuming Eccles conjecture, implies that the stable adjoint of g is detected either by homology or a primary operation in its mapping cone. If the stable adjoint of g is detected by homology, then it is detected on the 0-line of the Adams spectral sequence for P . By Lin's result, f = λg is detected on the 1-line of the Adams spectral sequence. The 1-line of the Adams spectral sequence is known to detect Hopf invariant one elements, i.e. the stable adjoint of f is a Hopf invariant one element. Next, suppose the stable adjoint of g is detected by a primary operation in its mapping cone. That is for some i, j we have Sq i a j = g n+1 in C g ′ where we write g ′ : S n → P for the stable adjoint of g. From the action of Steenrod algebra on H * P and decomposition of Steenrod squares to operations of the form Sq 2 t , for such an equation to hold in C g ′ we need i = 2 s and j = 2 t for some s, t 0.
From this, we see that g ′ has to be detected in the 1-line of the Adams spectra sequence for P . By Lin's theorem, this means that the stable adjoint of f has to be detected in the 2-line of the Adams spectral sequence. It is known that [28] the only elements on the 2-line of the Adams spectral sequence that map nontrivially under h are the Kervaire invariant one element, i.e. f can only be a Kervaire invariant one element. This completes the proof.
