The paper presents an algorithm for the design of a single functional observer for a linear time-varying system. The proposed constructive procedure can be iterated to obtain a minimal order for the observer where the existence conditions are fufilled. As a specific feature, this procedure does not require the solution of any differential Sylvester equation.
Introduction
Since Luenberger's seminal work [11] a significant amount of research is devoted to the problem of observing a linear functional in a time-invariant setting, see for instance [14, 26, 1, 24] . Whereas, unlike the time-invariant counterpart, since [27] , few papers dealing with the observer design for time-varying systems. The main part of the proposed developments are limited to the case of state observers design [18, 4, 17, 29, 23] . The interest to consider linear time-varying systems is twofold [8, 6, 17] : on the one hand as general models of linear behaviour for a plant, on the other hand as linearized models of non linear systems about a given trajectory. As an example, in [30] a full order observer is used for the estimation of the imbalance in a speedvarying rotating machine. When the observation of the whole state is not needed and in order to obtain reduced-order observers we can observ a linear functional of the state. To obtain a minimum stable observer is always an open problem even in the time-invariant case [24] . To simplify, we consider here the problem of observing a single linear functional v(t) = l(t)x(t),
where, for every time t in R + , l(t) is a differentiable vector, and x(t) is the n-dimensional state vector of the * F. Rotella state space systeṁ
where u(t) is the p-dimensional control, and y(t) is the m-dimensional output. For every t in R + , A(t), B(t), and C(t) are known matrices of appropriate dimensions.
To avoid tedious counts and distracting lists of differentiability requirements, we assume every time-varying matrices and vectors are such that all derivatives that appear in the paper are continuous for all t. Without loss of generality and in order to avoid useless dynamic parts in the observer, we suppose
is a full row rank matrix for all t. Indeed if there exists λ (t) such that
Let us define the observability matrix of (2) by
where Γ 0 (t) = C(t), and Γ j (t) = Γ j−1 (t)A(t) +Γ j−1 (t) for j = 1, 2, ...n − 1. System (2), or shortly (A(t),C(t)), is completely observable if rank (Γ(t)) = n for some t in R + . It is uniformly observable if rank (Γ(t)) = n for every t in R + [21, 28] . Following [8] , if r states of (2) are not observable there exists a transformation which induces the following partitions for A(t) and C(t)
where (A 22 (t),C 2 (t)) is completely observable. Then the system is detectable when A 11 (t) is a Hurwitz matrix. A matrix F(t) is said to be a Hurwitz (convergent in [25] ) matrix if every solution x(t,t 0 , x 0 ) of the differential systemẋ is such that lim t→∞ x(t,t 0 , x 0 ) = 0 for every t 0 and x 0 . Now, it is well known that the observation of v(t) can be carried out with the design of the Luenberger observeṙ
where z(t) is a q-dimensional state vector. The timevarying matrices F(t), G(t), H(t), P(t) and V (t) must be determined such that (3) is an asymptotic observer of (1) for the system (2). Namely, they have to ensure
Following [25, 16] , the completely observable system (3) is an asymptotic observer of linear functional (1) for system (2) if and only if there exists a continuously differentiable solution T (t) of equations
and F(t) is a Hurwitz matrix. From the Cumming-Gopinath well known design procedure we can obtain a reduced-order state observer with q = n − m. Our main motivation is to give a simple procedure to design an asymptotic observer of the single linear functional with an order q < n − m. Several designs have been proposed (see for instance [19] ) always to solve the fixed in the outset behaviour of the observation error. In the opposite, our purpose is to obtain a stable observer. Namely, we solve the stable observer design for the single functional (1). This standpoint leads to smaller order observers than those obtained to solve the fixed poles in the outset observer problem. Obviously, the pole notion must be understood here in the time-varying setting (see for instance [13] ). Let us notice that the existence conditions of the asymptotic observer require the solution T (t) of the differential Sylvester equation (4) where F(t) is unknown as well as the initial conditions for T (t). The second motivation of our paper is to circumvent the determination of T (t) as solution of the differential equation (4) . Related to our design problem we use the following derivative operator D, for every time-varying matrix M(t) with n columns
D(M(t)) =Ṁ(t) + M(t)A(t),
and, we define D 0 (M(t)) = M(t) and, for i = 1, . . .
We use also two matrices, for i = 1, . . .
and,
The relationship between these two matrices will be the key point of the algorithm. Due to tedious calculations the procedure will not be explained in a general case. Consequently, the paper is organised as follows. In the first section are detailled the procedure and conditions to obtain a one-order observer and, secondly, a second-order observer. To generalize the previous steps, the second section is devoted to a discussion on several points which sum up the procedure.
Iterative observer design
In this section we detail only the first iterative steps of our procedure. The existence of a second-order observer points out the main features and the basic principles for the design of the single functional observer.
2.1. Existence of a one-order observer 2.1.1. Design. Let us suppose that for every t we have rank (Σ 1 (t)) = rank Σ 1 (t) . Thus, there exist m C,0 (t), m l,0 (t), and m C,1 (t) with, respectively, m, 1, and m columns such that
For simplicity sake we suppose that the derivative of m C,1 (t) exists. When we derivate the linear functional (1) we geṫ
The basic principle of our procedure is to detect in this expression known variables and their derivatives. For this purpose we can use the decomposition (8) which leads tȯ
Taking into account
we are led tȯ
To eliminate the derivative of y(t), let us define z(t) = v(t) − m C,1 (t)y(t), or, equivalently,
Thus, we obtaiṅ
When m l,0 (t) is a Hurwitz matrix we have designed a one-order asymptotic observer for l(t) given by (11) and the output (10).
Determination of T (t).
Identification of (11) and (3) leads to
It is obvious that if we let
this matrix verifies the differential equation (4) . This points ends the proof of the design of the one-order observer.
Existence of a second-order observer
When m l,0 (t) is not a Hurwitz matrix or rank (Σ 1 (t)) = rank Σ 1 (t) we can look for a second-order asymptotic observer. Iit design can be carried out by derivating (9) which leads tö
Let us suppose that rank (Σ 2 (t)) = rank Σ 2 (t) . Thus, there exist m C,0 (t), m l,0 (t), m C,1 (t), m l,1 (t) and m C,2 (t) with, respectively, m, 1, m, 1 and m columns such that D 2 (l(t)) is equal to
Thusv(t) can be written
))B(t)u(t) +Ḋ 0 (l(t))B(t)u(t) .
So the design of the observer needs, firstly, to recognize known variables and their derivatives, namely, y(t), y(t),ÿ(t), v(t) andv(t), and, secondly, to realize the obtained differential input-output relationship.
Use of known variables.
For the first step we use
C(t))B(t)u(t) +Ḋ 0 (C(t))B(t)u(t) ,
and
which leads tö
C(t))B(t)u(t) −Ḋ 0 (C(t))B(t)u(t) + D 1 (l(t))B(t)u(t) +Ḋ 0 (l(t))B(t)u(t) . (12)

Realization. To realize the previous inputoutput relationship we writev(t) as
where µ C,0 (t), µ l,0 (t), β 0 (t), µ C,1 (t), µ l,1 (t), β 1 (t) and µ C,2 (t) are defined by identification with (12) and p is the derivative operator with respect to time. For instance, we have
The usual method for realization is to write the previous relationship as
and to define the following state variables :
With v(t) = z 2 (t) + µ C,2 (t)y(t), and, z(t) = z 1 (t) z 2 (t) we get the following second-order observable realization :
y(t).
When the matrix
is a Hurwitz matrix we have designed a second-order asymptotic observer for l(t). Let us remark that this procedure does not need the determination of the matrix T (t). But, if we are interested in we can get it, through some calculations, obtain it.
As an example this point is detailled in the appendix.
Discussion
For shortness sake, and, in order to cope with the design of high-order asymptotic single functional observers, we will not detail the calculations but only discuss some points.
The general case
First of all the conditions for the existence of a q-order Luenberger observer are obtained through the calculus of the q-th derivative of v(t). The basic design principles are the same than previoulsy. Firstly, we recognize known variables and their derivatives. Namely, y(t), . . .,
, and, v (q−1) (t). Secondly, we realize the obtained differential input-output relationship. Namely, the procedure we adopted for the second-order can be generalized and the conditions to design a q-order Luenberger observer are :
1. rank (Σ q (t)) = rank Σ q (t) . Namely, there exist m C,0 (t), m l,0 (t), . . ., m C,q−1 (t), m l,q−1 (t) and m C,q (t) where the m C,i (t) have m columns and m l,i (t) are scalar such that
2. In the realization step, the scalar functions µ l,0 (t), . . ., µ l,q−1 (t) deduced from the scalar functions m l,0 (t), . . ., m l,q−1 (t) have to ensure that the matrix
is an Hurwitz matrix.
When these two steps are verified a q-order asymptotic observer is designed. In the case where rank (Σ q (t)) < rank Σ q (t) or F(t) is not an Hurwitz matrix we must iterate again by another derivation of v(t), namely, v (q+1) (t). Obviously, q is upper bounded with n − m.
The decomposition of D q (l(t)).
The design procedure lays on the solution of the linear equation (14) which can be solved by means of timevarying generalized inverses [2, 9, 10] . A generalized inverse Σ {1} q (t) for the linear transform Σ q (t) is a matrix defined [3] by, for every t,
For example, a generalized inverse, Σ {1} q (t), for Σ q (t) can be obtained from the time-varying singular value factorization of Σ(t) or from its QR factorization [7, 5] . The solution set of (14) can then be expressed a
where W (t) is an arbitrary matrix of adapted dimensions. When, for every t, rank (Σ q (t)) = rank Σ q (t) = (m + 1) q + m, the solution set is reduced to the unique element D q (l(t))Σ {1} q (t). Let us notice that this element is nondependent on the choice of Σ {1} q (t). Otherwise, when
In this last case there are r vectors, ω 1 (t), . . ., ω r (t),
which can be used to stabilize the designed q-order observer. Namely, to obtain a matrix F(t) which is an Hurwitz matrix. This step is a very important one but, for shortness sake, cannot be expressed here in a general way. The possibility for getting an Hurwitz matrix lays on detecting an uniformly observable part and using eigenvalues assignement techniques [20, 12, 4 ] to yield uniform exponential stability at any desired rate [6, 17] for the observation error systemη(t) = F(t)η(t). This procedure is an extension of the procedure we proposed in [16] to get a minimum functional observer for a time-varying linear system.
Conclusion
In the time-varying case, we have proposed a procedure to design a single functional linear observer. Some specific features of our algorithm can be underlined. The first step uses derivatives of the single functional to be observed. The second step uses the realization of an input-output differential relationship. For stabilization it uses two unique matrix factorizations based on linearly independent rows of a time-varying matrix. Let us mention that the procedure do not require the determination of T (t). So, with respect to other procedures [18] our design method overcomes the determination of the solution of a differential Sylvester equation. Moreover, the proposed algorithm points out whether we can fix at any desired rate the convergence of the observation error. In addition, if there exists a Lyapunov transform P(t) [6] such that F(t) = P(t)ΦP(t) −1 +Ṗ(t)P(t) −1 where Φ is a constant Hurwitz matrix, this can be performed by means of eigenvalues of Φ. This standpoint has already been used in [15] to design a minimal order single functional stable observer for linear timeinvariant systems and the proposed design can be considered as a nontrivial extension of this result to the time-varying case. Future developments will consider the unknown input single functional observer design.
Appendix
Let us see how T (t) can be determined for the secondorder single functional observer (13) . In this case, we have, with respect to the Luenberger observer (3) G(t) = β 0 (t) β 1 (t) with β 0 (t) = −m C,1 (t)D 0 (C(t)) − m l,1 (t)D 0 (l(t)) −m C,2 (t)D 1 (C(t)) +ṁ C,2 (t)D 0 (C(t)) +D 1 (l(t)) B(t), β 1 (t) = −m C,2 (t)D 0 (C(t)) + D 0 (l(t)) B(t).
Moreover G(t) = T (t)B(t).
Thus we can propose that
with γ 0 (t) = −m C,1 (t)D 0 (C(t)) − m l,1 (t)D 0 (l(t)) −m C,2 (t)D 1 (C(t)) +ṁ C,2 (t)D 0 (C(t)) +D 1 (l(t)), γ 1 (t) = −m C,2 (t)D 0 (C(t)) + D 0 (l(t)).
The last step consists in verifying that this expression verifies the differential Sylvester equation (4) . Some tedious calculations lead to conclud that (15) is the searched matrix. Let us remind that T (t) gives the relation ship between z(t) and x(t) with z(t) = T (t)x(t).
