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Abstract 
The compositionality of the semantics of logic programs with respect to (different varieties of) 
program union has been studied recently by a number of researchers. The approaches used can 
be considered quite ad hoc in the sense that they provide, from scratch, the semantic construc- 
tions needed to ensure compositionality and, in some cases, full abstraction in the given 
framework. In this paper, we study the application of general algebraic methods for obtaining. 
systematically, this kind of results. In particular, the method proposed consists in studying the 
adequate institution for describing the given class of logic programs and, then, in using general 
institution-independent results to prove compositionality and full abstraction. This is done in 
detail for the class of definite logic programs with respect to three kinds of composition 
operations: R-union, standard union and module composition. In addition two different 
institutions are considered: the standard institution of Horn clause logic and a new institution 
that better captures the input/output operational behaviour of logic programs. Finally, a sim- 
ilar solution is sketched for other classes of logic programs. 
1. Introduction 
In contrast with the original emphasis in equational logic, in recent years, much of 
the work conducted in the area of algebraic specification has dealt with modularity 
and structuring issues for general specification formalisms, i.e. the aim is that the 
results obtained should be applicable independently of the specific logic used for 
specification. This kind of work essentially started with the introduction of the notion 
of institution by Goguen and Burstall [16, 171. 
On the other hand, in the area of logic programming. in these years, a number of 
modular constructions for logic programming have been proposed (see e.g. [3, 14, 15, 
21,22,24]). These papers, after providing some semantic definition for their proposals. 
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often study properties related to the compositionality of the semantic constructions. 
In our opinion, there is much to gain in applying the institution-independent results to 
the area of logic programming. Some previous work already done in this direction is 
[17, 241. 
Following a certain tradition in this area, the semantics of logic programming 
language constructs, in particular of modular constructs, is often defined as some kind 
of set of clauses. Then, in order to prove compositionality results, this sort of semantic 
approach may give problems because of its low level of abstraction. However, it may 
be much easier to prove this kind of results at the proper abstraction level, making use 
of the structural properties of the underlying formalism. This is the basic idea 
underlying the institution-independent approach. 
In particular, we think that the proper way of approaching the problem of 
providing adequate compositional semantics for any kind of modular constructs is, 
first, to work at an abstract level by identifying the constructions with adequate 
algebraic constructions, then, proving the compositionality at the abstract level 
and, finally, if needed, providing a concrete representation of these algebraic onstruc- 
tions. 
In this paper we show the strength of this approach by studying some kinds of 
composition operations over corresponding kinds of (definite) logic program units 
already studied in the literature [3, 141. Being specific, first we study the operation of 
Q-union of open logic programs [3], then the operation of union of logic programs 
and, finally, a composition operation for a kind of logic programming modules [ 143. 
In all cases we provide an “abstract” algebraic semantics which is shown to be 
compositional and fully abstract. These semantics are “abstract” in the sense that they 
are parameterized by the underlying semantic framework (institution) used to define 
the semantics of standard logic programs. In particular, two such institutions are 
considered: the most standard one of Horn clause logic, in which the semantics of 
a program is defined as its least Herbrand model, and a new one that better captures 
the input/output operational behaviour of logic programs. In particular, in that 
framework the semantics of a program coincides with the so-called s-semantics [12]. 
However, it must be said that the results are, actually, quite more general. They are 
not restricted to the class of definite logic programs, but they apply to any class of 
logic programs provided that it can be proved to satisfy the right structural properties. 
In addition, our results are used to analyse and improve previous ones. Being 
specific, with respect o the operation of O-union of open logic programs, our results 
allowed us to understand why the semantics proposed in [3] was not fully abstract 
and to propose a new “concrete” semantics that is compositional and fully abstract. 
With respect to standard union, we prove that the semantics proposed in [14] is 
equivalent o our “abstract” semantics: this allows us to conclude that their semantics 
is not only fully abstract but also compositional. Finally, with respect o the operation 
of composition of logic modules, our results allow us to conclude that the operation, 
as defined in [14], should be considered methodologically inadequate. In this sense, 
we consider a slight (adequate) variation of that operation and prove that the 
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semantics proposed in [14] is equivalent to ours, allowing us to conclude, again, that 
their semantics is not only fully abstract but also compositional. 
The paper is organized as follows: in Section 2, we provide the algebraic results that 
are used in the rest of the paper; in Section 3 we study the two institutions associated 
to the class of definite logic programs that are considered in this paper; Section 4 is the 
core of the paper: the three operations are studied in detail; finally, in Section 5 we 
sketch how to apply our techniques to more general classes of logic programs. 
The reader is assumed to have a certain knowledge of the main concepts and 
terminology in the areas of algebraic specification and logic programming. In addi- 
tion, certain familiarity with basic constructs from category theory is required. For 
more details on some of these topics the reader may consult [l, 2, 8, 20, 261. 
2. Basic algebraic concepts 
In this section we briefly review some basic notions on algebraic specification 
needed in the paper (for further details see e.g. [S, 261 and also C16.17. S] for more 
details on institutions and specification frames). 
Institutions were invented by Goguen and Burstall as a means to describe. at an 
abstract level, logical systems that can be used for specification or other purposes. The 
idea was connected with the design of the Clear specification language [4]. In 
particular, Clear was defined as providing operations for structuring specifications 
independently of the underlying logic (institution). Technically, an institution is 
defined in terms of four parts: the category of signatures. i.e. the available classes of 
symbols for writing specifications in the given institution: a functor called Sent 
mapping each signature into the set of formulas that can be written in this institution 
in terms of the given signature; a functor called Mod mapping every signature C into 
the set of C-structures; and, finally, a satisfaction relation between sets of C-sentences 
and Z-structures, for every signature C. In addition. a certain “invariant” relation 
between formulas and structures translation, called the satisfuc‘tion condition. is 
assumed, i.e. : 
Definition 2.1. An institution 9 consists of four parts, 9 = (Sig, Sent, Mod, +). where 
Sig is the category of signatures; Sent : Sig -+ Set is a functor that defines the set of 
&%enc‘cs associated to a given signature; Modig --+wP is a functor that defines 
the category of models associated to every signature and, for each 1 in Sig, j=1 C_ 
Mod(C) x Sent(C) is a relation that states when a model satisfies a givensentence. 
Moreover, I= is assumed to satisfy that for every signature Z. every x in Sent(C). every 
signature morphism h : C -+ Z’ and every A in Mod(C’) 
where h#(r) denotes the translation, along h of the formula x, i.e. h#(sc) = Sent(h)(r) 
and I’,, called thefirgetfulfinctor associated to h, is a usual notation for Mod(h). 
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Example and Definition 2.2. Horn clause logic, &%‘L?, can be defined as the following 
institution: 
(i) Signatures are pairs C = (@, L’), where @ and L’ are, respectively, families 
PnLeN and {nJns~ of sets of operation and predicate symbols of arity n; signature 
morphisms h: (~0, II) + (CD’, II’) are pairs of mappings, (h,, hn), with he: @ + @ 
and h,: L7 + Ii” such that for all f~ @,, P E II, it holds h,(f) E @$, h,(P) E Ii’;, 
respectively. 
(ii) C-sentences in &%‘LZ are clauses VX.a:-ai, . . . , a,, where X is a set of 
variables and a, al, . . . , a, are C(X)-atoms. 
(iii) C-models, with C = (CD, II), in ~499 are Herbrand structures, i.e. sets of 
C-atoms. A C-homomorphism between C-models, f: Al + A2, is just an inclusion, 
Al c A2. Then, Mod : Sig -+ $&PP maps every signature C in Sig into the category of 
all C-models and C-homomorphism, and every signature morphism h : C -+ c’ into the 
corresponding forgetful functor I$ : Mod(Z) --) Mod(C) defined as usual, i.e. for every 
C’-model A’ we define V’,(A’) as the set of atoms whose translation via h is in A’, i.e. 
V&4’) = {a E Sent(Z)! h#(a) E A’). 
Also, iff’ : Al’ + A2’ is a homomorphism in Mod(Z), i.e. Al’ is included in A2’, then 
V,cf’) is the inclusion I/,(Al’) c V,,(A2’). 
(iv) Finally, satisfaction in &‘V?Z is defined in the standard way, i.e. A )=zVX.a:- 
ai, . . . , a, iff for every substitution G : X + TG if (TUT, . . , au, E A then ou E A. 
Remarks 2.3. (1) It is almost trivial to prove that &%3’_% is indeed an institution, 
i.e. that the satisfaction property holds in 335’9. 
(2) We could have defined a slightly more general institution, but this is sufficient 
for our purposes. For instance, we could have defined a more general notion of model, 
other than Herbrand structures, but this kind of models are standard in logic 
programming. 
Other logics commonly used in different areas of computer science are equational 
logic (&LY), conditional equational logic (%?&LY), clausal logic (V-Y), and first-order 
logic (909). All of them can be seen as sharing with %‘%_.Y a similar category of 
signatures and model functor. However, for these logics, sentences are equations, 
conditional equations, clauses and arbitrary first-order formula, respectively. The 
satisfaction relation is defined accordingly. 
Given an institution 9, one can define specifications (programs) over 9 in an 
obvious way, as pairs consisting of a signature and a set of axioms. On the other hand, 
the class of all specifications over a given institution _Y can also be made into 
a category by defining an appropriate notion of morphism. This may be done in 
several ways. In particular, in this paper, we consider the simplest one: 
Definition 2.4. Given an institution L? = (Sig, Sent, Mod, I= ), we define the category 
of speci$cations over 9, Spec, (or Spec if scan be inferred from the context), as the 
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class of pairs (1, Ax) where C is a signature in Sig and Ax is a set of C-sentences (called - 
the uxioms of the specification) (i.e. Ax G Sent(C)) together with specification mor- 
phisms h : (C. Ax) -+ (Z’, Ax’) consisting of a signature morphism h : C + C’ satisfying 
h#(Ax) c Ax’. 
Remark and Definition 2.5. The category of specifications over 9, Spec,, together 
with the model jiunctor Mod : Spec, -+ mP defined: 
(a) For every specification SP = (C, E), Mod(SP) is the full subcategory of Mod(X) 
including all objects that satisfy all axioms in E, i.e. A E Mod(SP) iff A E Mod(Z) and 
V’x E E A I=?. X. 
(b) For every h : (2, E) + (C’, E’), Mod(h) : Mod(C’, E’) + Mod(C, E) is the functor 
that maps every A in Mod(C’,E’) (and, therefore, in Mod(C’)) into V,(A) and every 
f’: A 1 ---f A2 in Mod(C’, E’) into V,(f). In both cases, the satisfaction condition ensures 
that V,,(A) and l’,(f) are in Mod(C, E). 
form an indexed category which we call a speci$cationfiame [lo, 111. 
Specification frames allow us to deal with institutions at a slightly higher abstrac- 
tion level. In particular, they are useful when the notions of formula or formula 
satisfaction are not needed to obtain the results wanted. In particular, this is the case 
for all the basic results that we need in this paper. 
Definition 2.6. A specification frame SF = (Spec,, Mod: Spec, -+ mP) hus jke 
constructions iff for every specification morphism f: SPl + SP2 in Spec, there is 
a functor f,: Mod(SP1) + Mod(SP2) which is left adjoint to I’,. F, (and, in general, 
any functor F: Mod(SP1) + Mod(SP2)) is strongly persistent iff V, - Ff = ID. 
Free constructions have been used at the model level to give semantics to para- 
meterized specifications and constructions. In this paper we consider free construc- 
tions as the semantics of the different kinds of open (or modular) logic programs. Horn 
clause logic (&VLY), equational logic (&_W’) and conditional equational logic (%&L)W) 
have free constructions (see [S]). In contrast clausal logic (g9) and first-order logic 
(.pC-40), in general, do not. 
Definition 2.7. A specification frame SF = (Spec,, Mod) has pushouts iff the category 
Spec, has pushouts. 
Pushouts are the operations, at the specification level, used to combine specifica- 
tions. Essentially, if we want to put together two specifications SPl and SP2 having 
a common subspecification SPO, the pushout, SP3, of SPl and SP2 with respect to 
SPO would provide the right combination. Almost all logics of practical interest have 
pushouts (see [S] for more details). 
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Definition 2.8. A specification frame SF = (Spec9, Mod) has amalgamations iff Mod 
transforms pushouts in Spec, into pullbacks in C& 
Amalgamation allows us to define the semantics of a combined specification purely 
on the semantic level as the amalgamation of the models classes of the specifications 
which are combined. The reason is that, as we show below, given a pushout of 
specifications: 
SPO 
.f 1 
,SPl 
SP2 
92 
) SP3 
amalgamation can be characterized as an operation for “building” the models 
of SP3 in terms of the models of SPO, SPl and SP2. Most logics have amalgamation. 
This is the case, for instance, of Horn clause logic (&%?J?), equational logic (&‘!L?), 
conditional equational logic (V&99), clausal logic (WZ), and first-order logic 
(RW). 
Theorem 2.9 (Ehrig et al [lo]). A specification frame SF has amalgamations @for 
every pushout diagram in Spec, as above we have: 
(1) For every Ai E Mod(SPi) (i = 0, 1,2) such that Vr, (Al) = A0 = V,, (A2) there is 
a unique A3 E Mod(SP3), called amalgamation of Al and A2 via AO, written 
A3 = Al +AO A2, such that we have 
V,, (A3) = Al and V,, (A3) = A2. 
(2) Conversely, every A3 E Mod(SP3) has a unique decomposition 
A3 = V,, (A3) +v~~,~~(A~) Vgz(A3). 
(3) Similar properties to (1) and (2) above hold if we replace objects Ai by morphisms hi 
in Mod(SPi) (0 < i < 3) leading to a unique amalgamated sum of morphisms 
h3 = hl fhO h2 with V,, (h3) = hl and V,, (h3) = h2. 
Definition 2.10. A specification frame SF = (Specy, Mod) has free extensions iff for 
every pushout diagram in Spec, as above, if F: Mod(SP0) -+ Mod(SP1) is a strongly 
persistent free functor with respect to f 1 then there is a strongly persistent functor 
F* : Mod(SP2) -+ Mod(SP3), called extension of F viaf2, such that: 
(1) F* is free with respect to 92. 
F. Orejas et al. /Theoretical Computer Science I73 (1997) 4X5-51 I 491 
(2) The following diagram commutes: 
Mod(SP0) ’ ,Mod(SPl) 
Mod(SP2) - 
I.? 
Mod(SP3) 
Extension may be, in some cases, a key construction for proving compositionality and 
full abstraction results. This is the case, in particular, when the semantics of the given 
construction is expressed as a persistent free functor. All logics that have amalgama- 
tions also have free extensions: 
Theorem 2.11 (Ehring et al. [lo]). [f a specijication ,frame SF = (*,, Mod) has 
amalgamations then SF has free extensions. 
The existence of extensions of strongly persistent free functors can be generalized to 
the non-persistent case under certain circumstances: 
Definition 2.12. A specification frame SF = (Spec,, Mod) has generalized ,fiee exten- 
sions iff for every pushout diagram as in Definition 2.6, if F : Mod(SP0) + Mod(SP1) 
is a free functor with respect tofl then there is a functor F* : Mod(SP2) + Mod(SP3), 
called generalized extension of F aia f2, such that: 
(1) F* is free with respect to 92. 
(2) There is a natural transformation 
such that the following diagram (lb) of natural transformations commutes: 
wheref3 = gl =.fl = g2of2 and u and U* are, respectively, the universal transforma- 
tions associated to F and F*. 
Theorem 2.13 (Ehring et al. [7]). If a specijcation frame SF has free constructions. 
pushouts in Spec, and pushouts in all model categories Mod(SP), for all abstract 
speci$cations SP in Spec,, then SF has generalized free extensions. 
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3. Institutions for definite logic programs 
In this section we define and study the properties of institutions for definite logic 
programs that allow us to obtain the intended compositionality and full abstraction 
results. The first one is the “standard” institution of Horn clause logic (JY&Y). This 
seems to be the most reasonable choice when defining the meaning of a logic 
programming language as a logic language. This institution is studied in Section 3.1. 
However, as is discussed below, if we are interested in logic programming languages as 
programming languages, then a reasonable choice would be one in which the in- 
put/output behaviour of programs were better captured. As a consequence, in Section 
3.2 we provide the definition of a new institution that we will call $999 which, 
obviously, shares the syntax with X’%?_%‘, i.e. it has the same category of signatures and 
the same functor Sent, but it is based on different notions of model and satisfaction. In 
both cases, it is shown that these institutions have free constructions, amalgamations, 
free extensions and generalized free extensions. 
3.1. The institution of Horn clause logic programs 
As said above, the most obvious choice for an institution for defining the (declar- 
ative) semantics of definite logic programs is Horn clause logic, as defined in Example 
and Definition 2.2. Actually, this is (implicitly) done by most authors. In particular, 
the “standard” declarative meaning of a logic program P is defined as the least 
Herbrand model of P (see, for instance, [20, 11). In algebraic terms, this is equivalent 
to defining the semantics of P as the initial model in Mod(P), where Mod corresponds 
to the model functor of %%‘9. 
For dealing with programs, following Definition 2.4, we can define the category of 
specifications (logic programs) over &%Y, which we will call m. In particular, the 
objects of this category are pairs (C, %), where Q? is a set of clauses over the signature C. 
Similarly, following Definition 2.4, the institution X’W_Y induces the definition of the 
specification frame (HCL, Mod : HCL + m*) which we also call %W_Y. In particu- 
lar, Mod maps every program P = (C, %) in HCL into the category of C-Herbrand 
structures satisfying the clauses in $9 (with inclusions as morphisms), and every 
specification morphism h: P -+ P into the corresponding forgetful functor 
Vh: Mod(P) + Mod(P). To simplify notation, we will often denote V,(A’) by A’lh or 
just by A’(, if h is implicit in the context. 
It is almost obvious to see that, given a program P = (C, W), Mod(P) is closed under 
intersection. This means that there is a least model in Mod(P), M,, which happens to 
be trivially initial according to the notion of homomorphism used (inclusions) in the 
categories of models. 
Theorem 3.1.1 (Properties of X%‘_Y). &%C.Y has pushouts, free constructions, amalga- 
mations, free extensions and generalized free extensions. 
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Proof. (1) #%?5? has pushouts. The construction is quite standard: let PO = (CO, (60). 
Pl = (Cl, VI) and P2 = (C2, V2) be programs in m, with kl: PO + Pl 
and k2: PO -+ P2. We can first construct a pushout at the level of signatures as 
follows: 
(a) Let C3’ be the disjoint union of Cl and 12, i.e. Z3’ = Cl + C2 and let z be the 
least equivalence relation defined on C3’ satisfying, for every symbol a in CO, kl(o) 
=:2(a). Then, we define C3 as the quotient C3’/= 
(b) Let gl’ and 92’ be the canonical injections from Cl and 12, respectively. into 
Cl + C2 and let g be the canonical morphism mapping every element into its 
equivalent class. Then, the following diagram can be shown to be a pushout diagram 
in the category of signatures of X979’: 
where gl and g2 are, respectively, g L kl’ and g 0 k2’. Now this pushout can be 
“lifted” into a pushout of programs and program morphisms by defining P3 = (23. 
‘63) with %3 = gl(S’1) u g2(%‘2) (or, to be precise, gl#(%kl) u g2#(%2), i.e. the union 
of the translation through gl and g2 of the clauses in VZ and %2, respectively). 
In particular, it is almost routine checking that the diagram below is a pushout in 
HCL -. 
171 
PO -Pl 
(1) 
P2 
It may be noted that if kl and k2 are inclusions and Cl n C2 = CO then P3 is just 
Pl u P2, i.e. (Cl u C2, %Tl u V2). 
(2) A%_Y has free constructions. The existence of free constructions in X%9 is 
a consequence of the existence of initial objects. In particular, given a morphism 
k: P -+ P’, with P = (C, 97) and P’ = (C’,W’) the free construction Fh: Mod(P) + 
Mod(P) is defined for every A in Mod(P) as the initial model of the program ((1’. 
% u k#(A)), noted MPcA.). We have to prove that F,(A) satisfies the universal 
property. In particular, it is easy to see that for each A in Mod(P), the inclusion 
A c V, 0 F,(A) holds by definition of V,, and Fh, and also that for each A’ in Mod(P) 
with A G V,(A’) we have F,(A) c A’ because F,,(A) is the least model of (C’. 
%’ u k#(A)) and A’ is also in Mod((C’, V’ u k#(A)) since it must contain k#(A). On the 
other hand, if F,(A) G A’ then I’,0 F,(A) c Vh(A’), which means that the diagram 
below commutes 
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(2) 
Finally, it must be considered that homomorphisms are inclusions of models, for 
every two models (in particular for F,(A) and A’) there is at most one homomorphism 
between them. 
(3) &%?_Y has amalgamations. Given programs Pi, 0 d i d 2, and given the 
pushout diagram(l), for every Ai E Mod(Pi), 0 d i d 2, with I/,,(Al) = V,,(A2) = AO, 
the amalgamation of Al and A2 along AO, A3 = Al +A,hl,h2A2, is defined just as 
A3 = gl#(Al) u g2#(A2), since it is routine to check that this is the unique model 
satisfying that I/,,(A3) = Al and I&(A3) = A2. Conversely, for each A3 in Mod(P3), 
A3 can be decomposed into three models Al = T/,,(A3), A2 = V,,(A3) and 
A0 = V,,(V,, (A3)) = V,,,(I/,,(A3)) such that A3 = gl”(A1) u g2#(A2). Moreover, 
this decomposition can be shown to be unique. The same properties hold for 
homomorphisms.It may be noted that if hl and h2 are inclusions and Cl n C2 = CO, 
the amalgamation of Al and A2 is just Al u A2. 
(4) &%?.9’ has free extensions since %‘%_Y has amalgamations. 
(5) &%?_Y has generalized free extensions. According to Theorem 2.13, it is enough 
to prove that for every program P, there are pushouts in Mod(P). But again, given 
models AO, Al, A2 in Mod(P), withfl : Al c A2 andf2 : Al c A3, we can define the 
pushout of A2 and A3 along fl and f2 just as A2 uA3. 0 
3.2. The institution of dejinite logic programs 
As said above, the institution studied in Section 3.1 is the most reasonable one when 
defining the meaning of a logic programming language in a “standard” way, i.e. as the 
least Herbrand model. However, following [12], we may consider that the declarative 
semantics defined in that institution is not fully adequate for a notion of input/output 
behaviour based on the computed answers of the given programs. For instance, given 
Pl = {p(X).} and P2 = {p(X)., p(a).}, both programs are obviously logically equiva- 
lent and hence have the same declarative meaning. However, if we consider the 
input/output behaviour defined as the relation between goals and their corresponding 
computed answers, they behave differently: given the goal ?-p(X). the only answer 
provided by Pl is the substitutions 01 defined as 
01(X)=X 
however P2 provides two answers 01, as above, and a2, defined as 
02(X)=a 
This was already noted in [12], where a new kind of declarative semantics, called 
s-semantics, capturing this kind of input/output behaviour was defined. In particular, 
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the idea is to define the models of logic programs as Herbrand structures not 
necessarily closed under substitution. In particular, (p(X)} and {p(X), p(n)) would be 
(the least) models of Pl and P2, respectively. In our context. we can easily provide an 
institutional framework for defining this kind of semantics as follows: 
Definition 3.2.1. Let Atom,(X) be the set of all Z-atoms over a denumerable set of 
variables X, the institution 999 of definite logic programs is defined as (Sig, Sent. 
Mod, k ), where: 
(1) Sig and Sent : Sig + Set are defined as for .X%Y’ (cf. Example and Definition 
2.2). 
(2) C-model A is any set of (non-ground) atoms, i.e. A g Atom,(X) for a denumer- 
able set of variables X, closed under variable renaming; a C-homomorphism among 
C-models,f: Al -+ A2, is just an inclusion, Al G 42. Mod is defined as for .Y? WY 
and V,(A’) = {a E Atom,(X)1 k+(a) E A’). 
(3) If 0, u1, uz, ) a, E Atom,(X) and A E Mod(C) then: 
-AI=a.iff~1E.4 
~AI=a:-a,,U2, . ..) a,. iff Vu;, a;, . ai E A such that there is a 0 = mgu{(cll. n;), 
“. 3 (u,, ai)] we have 8a E A 
Remarks 3.2.2. (1) It is again trivial to prove that the satisfaction property holds in 
99.Y. 
(2) As in the previous subsection, we can define the category of specifications (logic 
programs) over CZ99, which we call m, whose objects are pairs (C, V), where % is 
a set of clauses over the signature C. Similarly, the institution $79’9 induces the 
definition of the specification frame (u, Mod : DLP + mP) which we also call 
999. In particular, given a program P = (C, %), Mod(P) denotes the category of 
C-models satisfying the clauses in 55. 
(3) Again it is obvious to see that, given a program P = (Z, %), Mod(P) is closed 
under intersection and therefore Mod(P) has an initial model Sp. Moreover, as it is 
proved in [12], given two programs P and P’, Sp = SF - the computed answers of 
P and P’ coincide, denoted P zCa P’, i.e. if for each goal G, G is refutable from P with 
computed answer substitution (9 if and only if G is refutable from P’ with computed 
answer substitution f3p and p is a variable renaming. 
Theorem 3.2.3 (Properties of 999). 99.9 has puskouts, free constructions, umulgu- 
mations,,fvee extensions and generalized free extensions. 
Proof. A similar proof as for Theorem 3.1.1. works for 99.9’. 0 
4. Compositional semantics for definite logic programs 
In this section we study the three forms of composition of logic program units 
considered in the paper. In each case we provide some kind of semantic definition for 
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a given kind of program unit which is compositional with respect to the composition 
operation considered. This means that given two program units, Pl and P2, and 
a composition operation %bbmp(Pl, P2), the semantics of Vump(P1, P2) can be defined 
in terms of the semantics of Pl and P2. Moreover, we also show that this semantic 
definition is fully abstract with respect to the observations induced by Vamp and some 
basic observation criteria. This means that Sem(P1) = Sem(P2) iff for every 
P Obs(%bmp(P, Pl)) = Obs(%%mp(P, P2)), where Obs is the given basic observation 
criteria. For instance, if we are interested in the input/output operational behaviour of 
programs, we may consider Ohs(P) to be the set of computed answers associated to P. 
In particular, in this paper we consider Obs to be, in some cases, the set of computed 
answers of P and, in other cases, the set of all the ground consequences of P. In the 
former case, this is equivalent to considering Ohs(P) = Sp, i.e. the initial model 
associated to P in the institution E%‘. Similarly, in the latter case, this is equivalent 
to considering Ohs(P) = M,, i.e. the initial model associated to P in the institution 
&%?_Y. 
Both properties, compositionality and full abstraction, are very important when 
defining the semantics of a programming language. In particular, if the semantics of 
a programming language unit is not compositional with respect to the given opera- 
tions this means that for reasoning about a program, consisting of several such units, 
we would need to previously flatten the program by computing the operations at the 
“textual” level, if this is possible. For instance, for reasoning about a program 
consisting of several modules we would have to previously “delete” the modular 
structure of the program. On the other fact, if a semantics is fully abstract this 
guarantees that our notion of program equivalence is the right one for reasoning 
about implementation, i.e. a program unit could be substituted by another unit 
implementing the same abstraction iff they have the same semantics. 
We also compare our results with those obtained in two related papers [3,14]. In 
both cases, following a certain tradition in the area of logic programming, the 
meaning of these constructions is defined in terms of sets of some kind of clauses, i.e. 
the meaning of a program construction is seen as a special kind of program. In our 
context, we can see these meanings as special representatives for our general algebraic 
constructions. In this sense, the compositionality and full abstraction results obtained 
can be seen just as ad hoc versions of variations of the results presented in this section. 
Being more precise, in Section 4.1 we study the operation of Q-union of open logic 
programs. Open programs were introduced in [3] as incomplete programs where some 
of its predicates are only partially defined. In Sections 4.2 and 4.3 we study two kinds 
of composition operations defined in [14]: (standard) union of logic programs and 
composition of logic modules, where a logic module can be seen as a logic program 
including an additional import/export interface, with the restriction that clauses in the 
module are supposed not to include imported predicates in their heads. 
From our point of view, constructions in [3,14] are developed in 959 for 
Q-union, and in ~65’9 for the case of standard union and composition of modules. 
However, our compositionality and full abstraction results for the algebraic construc- 
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tions presented in this section are general in the sense that they are independent of the 
institution of logic programs considered: ~22.9, &%22? or a different one, as long as it 
satisfies the right properties. From now on, in order to simplify some technicalities, we 
will assume that the set of constants and function symbols, @, of the logic programs we 
are working with has been fixed a priori, i.e., from now on, the signature of a given 
logic program can be identified with the family of predicate symbols used by the 
program, II. Similarly, we will consider that a denumerable set of variables, X, disjoint 
from @, has also been fixed in advance. 
4.1. R-union of open logic programs 
Open programs were introduced in [3] to formalize the notion of programs which 
are incomplete, in the sense that some of its predicates are only partially defined. 
A typical example of an open program would be a deductive database, where the 
predicates defining the facts of the database can always be considered incompletely 
defined, in the sense that we may still extend their definition with new facts. Another 
typical example of an open program would be a program module, where the predi- 
cates imported by the module may be considered open. In [3], the main operation for 
“adding definition” to an open program is Q-union, which is a general form of union 
of programs where a prefixed set of predicates, those which are open, can be shared by 
the programs. 
Definition 4.1.1. A Q-open program M is a pair (Q, P), where P is a logic program, 
P = (l7, %), such that 52 G II. !J is the set of open predicates, i.e. the predicates which 
are considered partially defined. 
In our framework, we may consider that an open program (Sz, P) can be seen as 
a mapping that yields a complete program consisting of all the clauses from P and all 
the facts satisfied by A, for every structure A characterizing the “complete” definition 
of predicates in C2. This is equivalent to saying that the answers computed by (Q, P) 
with respect to some Q-structure A, characterizing the complete definition of the 
predicates in Q coincide with the answers that a program consisting of all clauses 
from P and all the facts satisfied by A would compute, i.e. we may consider that the 
meaning of (Q, P) is the free construction associated to the inclusion of programs 
(a, @) 5 P. 
Definition 4.1.2. The semantics of an open program M = (Q, P) in a given institution .f 
(either Y%L2 or 92?), Sem(M), is the free functor F: Mod(Q 0) -+ Mod(P), asso- 
ciated to the inclusion (CL?, 8) G P in the corresponding institution. 
It must be noted that, in general, the semantics of M is not a persistent functor. 
A common situation is the case when an open program defines an open predicate. 
for instance if M is Sz = {p} and P = {p(a).}, we will have F(g) = {p(a)) but 
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F@) IR = (~(4) Z 8. H owever, if M satisfies that the predicates of the heads of the 
clauses in P are in IZ\Q, then Sem(M) is persistent. 
Syntactically, !&union can be defined as follows: 
Definition 4.1.3. Let Ml = (01, Pl) and M2 = (522, P2) be open programs, if 
IZlnII2 = QlnS22 then the l&union of Ml and M2, Ml u, M2, is the open program 
(Q, PluP2) where Q = Ql us22. Otherwise Ml u, M2 is not defined. 
When dealing with open programs whose semantics is persistent, compositionality 
of our semantics with respect to SZ-union is a direct consequence of the fact that the 
institution has free extensions. However, in the general case, we have to use the more 
complex construction of generalized free extension: 
Theorem 4.1.4 (Compositionality of a-union). If Ml u, M2 is dejined then 
Sem(M1 u, M2) = Fl 0 Sem’(M2) = F2 0 Sem’(M1) 
where Sem’(M1) and Sem’(M2) are the generalized extensions of Sem(M1) and 
Sem(M2) via the inclusions (521, 0) G (Q, 0) and (Q2, 0) G (a, fl), respectively, and Fl 
and F2 are the generalized extensions of Sem’(M1) and Sem’(M2) via the inclusions 
(52, 8) c (al uI72, %?2) and (a, 8) G (G’2un1, %?l), respectively, where R = 01 u 522. 
Mod(!Sl,‘$) Sem(M’) ,h’hW) 
Mod(S22,$) - 
Mod(P2) - Mod(Q1 uIZ2,%‘2) - 
Proof. Let F be the free functor associated to the inclusion (Q 0) c Pl uP2. Since 
free functors are closed under composition, we know that Fl 0 Sem’(M2) (and 
F20 Sem’(M1)) is free. On the other hand, since all free constructions are naturally 
isomorphic then F coincides with Fl 0 Sem’(M2) (and with F2 0 Sem’(M1)). 0 
It must be noted that the above theorem really proves the compositionality of Sem 
with respect to Q-union, in the sense that the meaning of Ml u, M2 is defined in terms 
of the meaning of Ml and M2, since the generalized extension of free functor F via an 
inclusion i, is uniquely determined by F and i. 
On the other hand, full abstraction is a consequence of the fact that free construc- 
tions are unique up to natural isomorphism: 
F. Orejas et al. 1 Theoretical Computer Science I73 (I9!?7J 4X5-51 I 499 
Theorem 4.1.5. Given two open programs Ml = (Q Pl) and M2 = (Q, P2), 
Sem(M1) = Sem(M2) 
ifS.for every M such that M v, Ml is dejned Sem(M u!, Ml) = Sem(M y, M2) 
iflfor every M such that M v, M 1 is dejined T,w un .,,r 1 = T,w vn M2. 
where TM denotes the initial model of M in the corresponding institution. More precisely. 
if M = (52, P) and the underlying institution is A%9 then T_,,, is the minimal Herhrand 
model of P. On the other hand, if the underlying institution is ‘rA9 then T,w is Sp. 
Proof. Assume that Sem(M1) = Sem(M2) and let QO = Ql = Q2. Let M = (Q3. P3). 
such that My, Ml and Mu, M2 are defined with QluQ3 = Q2uC23 = Q. According 
to Theorem 4.1.4, Sem(Mu,Ml) = Fl L Sem(Mu,Q) and Sem(Mu, M2) = 
F2 0 Sem(Mu,, Q) where Fl and F2 are, respectively, the generalized extensions of 
Sem’(M1) and Sem’(M2) via the same inclusion (Q, 8) c (Qun3. ‘63) where 
Sem’(M 1) and Sem’(M2) are the generalized extensions of Sem(M 1) and Sem( M2) via 
the same inclusion (SZO, 8) c (Q 8). respectively, and Sem’(M) is the generalized 
extension of Sem(M) via the inclusion (R3, 0) G (Q, 8). Since free constructions are 
unique (up to natural isomorphism), Sem(M1) = Sem(M2) implies Sem’(M 1) = 
Sem’(M2) and Sem’(M1) = Sem’(M2) implies Fl = F2. But this means 
Sem(M u, M 1) = Sem(M u, M2). 
Now if for every M Sem(Mu,, M 1) = Sem(Mv, M2) then. trivially, for every M 
T -T My,.&41 - M_nMZ since TM-Ml = Sem(Mv,, Ml)(@) = Sem(Mu,, 12/12)(q) =
T M,xjM1, where 0 is the empty Herbrand structure. 
Finally, let us assume that for every M TM d) M1 = TMw~,w2 and let A be an 
GHerbrand structure. Then Sem(Ml)(A) = T.w,4,M1 = TJwI,,.,rz = Sem(M2)(A), 
where M is the Q-open program (Q, A). 0 
Let us now compare these results with the ones presented in [3]. According to [3], 
the semantics of M, (p”,(M), is defined as a set of clauses having in their tails predicates 
from s2 only. This set is defined as consisting of the limits of all resolution derivations 
over the original program enriched (because of technical reasons) by new clauses of 
the form p(X) :-p(X)., for every predicate p in Q It must be noted that we may consider 
this semantics as being defined in 99.9. The reason is that the semantics of an Q-open 
program P where Sz is empty would coincide with Sp. i.e. the initial model associated 
to P in C?%Iy~P. 
Definition 4.1.6 (Q-compositional computed answer substitution semantics [3]). Let 
M be the Q-open program (Q P), and let R be a fair selection rule. Then the semantics 
of M is defined as 
CflCj(M) = (a:-aI, . . , a,Ip(X,, .Xk)” ‘P.R b,, , b, i ‘p*,R aI, , a,,, 
X1, . . . Xk are distinct variables, 
a = p(X1, . . . , XJB; 
and the predicates in aI, , a, are in Q) 
where P* = PuId, where IdC2 = {p(Xi, , X,):-p(X,, , X,)lp E Q. 
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This semantics is shown to be compositional with respect to Q-union, 
U&Ml unM2) = 0,(8,(Ml)u,O,(M2)), but not fully abstract as the following 
counterexample shows: 
Counterexample 4.1.7. For the open programs Mi = (ai, Pi), i = 1,2,3, with Qi = (4): 
Pl = (1% PI> p(X) :- 4(X> b)) 
P2 = ((4, p>, P(X) :- 4(X, b), 0, b)) 
p3 = ((4, PI> P(X) :- 4(X> VI 
happens that Sem(M1 u, M3) = Sem(M2 u, M3) but 0n(Ml~M3) # Co,(M2%M3). 
The problem is that their semantics is too concrete, in the sense that two open 
programs defining the same free construction may have different semantics according 
to [3]: 
Proposition 4.1.8. Given two open programs Ml = (Q, Pl), M2 = (a, P2) then Lo,(Ml) 
= LOn(M2) implies that Sem(M1) = Sem(M2), but the converse is not true in general. 
Proof. Let us assume that OQ(M1) = 0Q(M2), we have to prove that for every A in 
Mod(Q) Sem(Ml)(A) = Sem(M2)(A), i.e. that the minimal models of Pl UA and 
P2uA coincide. We know that an atom a is in the minimal model of Pl u A iff 
p(Xr, . . , X,)’ ‘pl”” q and a = p(Xr, . . . , X,$9. Now, because of the independence of 
the selection function, we know that p(Xr, . . . , Xk)O.“‘pluA q iff there are atoms 
al, ... ,a, such that p(X1, . . . , X,)’ ‘p’ a,, . , ano2 “1 q and 8182 = 8. But if 
O,(Ml) = 0Q(M2) this means that p(X1, . . . , Xk)O1-+pl aI, . . . , a, iff p(X1, . . . ,X,)” *pi 
al, . . . , a, and, as a consequence, p(X1, . . . , X,Ja+ plu” q iff p(X1, . . . , X,)’ * pLuA. 0 
To prove that the converse is not true, it is enough to consider the programs Pl and 
P2 of the previous counterexample. q 
One may ask which kind of concrete semantics (i.e. defined in terms of sets of 
clauses) would be equivalent to the free functor semantics defined above and, as 
a consequence, would be compositional and fully abstract with respect to Q-union. 
A possible answer is given in the theorem below: 
Theorem 4.1.9. Given two open programs Ml = (Q, Pl), M2 = (52, P2) then _!&(Ml) = 
_!&(M2) ifs Sem(M1) = Sem(M2), where for any open program M = (C&P), S?,(M) is 
dejned us follows: 
f&(M) = {~:-a~, . . . , a, 1 Mod(P) +a:- al, u2, . , a, and 
the predicates in aI, . , a, are in 52). 
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Proof. Let us assume that &(Ml) = .&(hi12), we have to prove that for every A in 
Mod(Q) Sem(hill)(A) = Sem(M2)(A). Again, if p(Xr, . . . , X,)‘r ‘plcln q this means that 
there are atoms aI, . . . ,a, such that p(X1, . . . ,X,)“’ ‘I’> a,. , a,,” ‘* I and Hl (12 = (I 
which implies that p(Xr, . , X$11 :-LIP, , a, is in dcI(~l) and, as a consequence. in 
&(M2). Now, this means that 
Mod(P2)1= p(X1, . . . , XJfIl :- aI, . ,a, 
and. in particular, 
Sem(M2)(A) I= p(X1, ,Xk)81 :- ul, , a,. 
but if aI, . ,a, 02+d EI then (a,, . . . ,a,}02 c A. Therefore, p(X,, . . . ,XJHl 02 E 
Sem(n/l2)(A). 
Conversely, assume that Sem(M1) = Sem(M2) and ~:-a,, , a, is in &(Ml). Let 
us suppose that a :- aI, , a, is not in & (A42). This means that there is a model A in 
Mod(P2) such that there exist a;, a;, . . . , a; in A, with 0 = mgu{(a,, u’,), . . . , (a,,, ah). 
but Hn$A. Now, since A is already a model of P2, A = Sem(M2)(.4) = Sem(A4l)(A). 
But this means that &$Sem(hill)(A). However, this is not possible since if Sem(Ml)(A) 
+ cl :- a,, u2. , a, and a;, a;, ,a; are in A (and therefore in Sem(Ml)(A)). with 
(I = mgu{a,, a;). . , (a,, ai) then we must have flu E Sem(h/ll)(A). q 
A different way of showing that 2, is just a concrete version of the free functor 
semantics defined above would consist in showing that the category having, as 
objects, sets of clauses closed up to logical consequence satisfying that the predicates 
in the tail are in Q and having inclusions as morphisms, and the category having free 
constructions (associated to inclusions of this kind) as objects and natural transforma- 
tions as morphisms are isomorphic. Moreover. the corresponding isomorphism @ 
would be compatible with Q-union in the sense that @(2<,(Ml u M2) would coincide 
with the free construction associated with the inclusion (Q, 0) c Pl uP2. 
4.2. Standard union of logic programs 
In order to study the operation of union of logic programs, we may note that 
a definite logic program P = (II, %) may be seen as a special kind of R-open logic 
program where Q = II, i.e. where all predicates are considered open. In this case, 
Q-union and standard union coincide. Then, full abstraction and compositionality 
with respect to union of the given semantics are just a consequence of the results from 
the previous subsection. 
Definition 4.2.1. The semantics of a program P = (II, %), Sem(P), is the free functor 
F: Mod(IZ, 0) + Mod(P), associated to the inclusion (II, Qi) 5 P. 
It may be noted that, in this case, the semantics of P is never a persistent functor. 
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Definition 4.2.2. Let Pl = (nl, %?l) and P2 = (ZZ2,%?2) be programs, the standard 
union of Pl and P2, Pl u P2, is the program (I71 u ZZ2, %?lu%‘2). 
It must be noted that Pl u P2 coincides with the result of the following pushout 
diagram in &%Z’: 
PlnP2 -PI 
I 
P2 
I 
*PIuP 
Now, the following results are easy consequences of Theorems 4.1.4 and 4.1.5: 
Theorem 4.2.3. The semantics of Pl v P2 can be obtained as 
Sem(P1 uP2) = Fl 0 Sem’(P2) = F2 0 Sem’(P1) 
where Ii’ = nluII2. Sem’(P1) and Sem’(P2) are the generalized extensions ofSem(P1) 
and Sem(P2) via the inclusions (nl, 8) c (U, 8) and (L’2,@) c (II, 8), respectively, and 
Fl and F2 are the generalized extensions of Sem’(P1) and Sem’(P2) via the inclusions 
(II, 8) c (Ii’, 972) and (0, 8) c (I7, Vl), respectively: 
Mod(Ul,@ 3 Mod(P1) 
I I 
Mod(n2,0) - Mod(lT,@ sem’(pl) -Mod(U2unl,Vl) 
Sem(P2) 
I 
Sem’(P2) 
I I 
F2 
Mod(P2) - Mod(ZI1 ~n2$2)~Mod(Pl uP2) 
Theorem 4.2.4. Given two programs Pl and P2, 
Sem(P1) = Sem(P2) ifsfor every P 
Sem(Pu Pl) = Sem(Pu P2) ifffor every P TPuPl = TPin 2. 
where TP denotes the initial model of P in the corresponding institution, i.e. if the 
underlying institution is XW_$? then Tp is the minimal Herbrand model of P, T, = Mp 
On the other hand, if the underlying institution is aL?‘.P then TP = Sp. 
Let us now compare our results with the ones obtained in [14] for this operation. In 
that paper, the semantics associated to a logic program P, Sem,(P), is defined as the 
set of all minimal clauses which are a logical consequence of P: 
Definition 4.2.5 (Set of minimal clauses [14]). Let %? be a class of clauses on a signature 
Ii’. A clause c in %?, c = a :- aI, . . , a,,, is minimal in 97 if: 
F. Orejas et al. f Theoretical Computer Science 173 (1997) 4X5-51 1 503 
~ c is not a tautological clause: a # ai for each i = 1, , n. 
~ for each c’ = a’ :-a;, . . , a& in %? [a = a’ A {u’,, . , a;} c [ul, , u,,)] - 
[(a,, . . . ,a,,) G {a;, . . . ,a;}] and [n = m A 30: c’H = c] => [n = m A 30: CO = c’], 
i.e. c does not have a proper subclause in % neither is c a proper instance of another 
clause of ‘6 with the same number of literals. 
Definition 4.2.6 (Logic semantics for logic programs [ 141). The semantics of a program 
P, Sem,(P), is the set of minimal consequences of P, where a minimal consequence of 
P is a consequence which is minimal in the class of all consequences of P. 
Theorem 4.2.7 (Full abstraction [14]). Given two programs Pl and P2, 
Sem,(Pl) = Sem,(P2) ifSfor every program P Mp,,ip, = MIJupl 
In our framework, their results can be seen as obtained in the institution of Horn 
clause logic (X%9), since the basic observation criteria used for defining full abstrac- 
tion is defined in terms of the set of ground atoms which are a logical consequence of 
the program. Now, in this context, the semantics of a logic program P = (II. ‘6). as 
defined above, can be seen as a specific representative of the free construction 
associated to the inclusion (n, 0) E (L’, %?) in the institution ,ZW.=!?. Then, the full 
abstraction results of [14] are just a consequence of the results from Section 4.1 
applied to the institution X%9. On the other hand, according to our results, 
compositionality of the semantics with respect to union is also a consequence of 
results from Section 4.1. 
Theorem 4.2.8. Given two programs Pl and P2 we have that Sem, (Pl) = Sem, (P2) $f 
Sem(P1) = Sem(P2) in X%?S?. 
Proof. Trivially, according to Theorem 4.2.4 we know that Sem(P1) = Sem(P2) iff for 
every P MpLpl = MP~PZ. But, according to the previous theorem we know that for 
every P Mpulll = MP~~~z iff Sem,(Pl) = Sem,(P2). 0 
Corollary 4.2.9. Sem, is compositional. 
4.3. Composition of logic modules 
A logic module, as presented in [14], is seen as a program with import and export 
interfaces, M = (I, E, In, P), where P = (II,%?) is a logic program, I is the set of 
imported predicates (which are used but not defined in P), E is the set of exported 
predicates (i.e. predicates which are defined in P and are visible outside the module, 
disjoint from I) and In = L’\$(ZuE) is the set of internal predicates (i.e. predicates 
which are defined in P but cannot be used outside the module). Now, in our context. 
we can see a logic module as an Z-open program with an additional export interface. 
In particular, the existence of this interface means that we are not interested in 
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everything that is defined in the module but only in what is “exported”. This leads us 
to define the semantics of a module as the composition of two functors: a free functor 
associated to the inclusion (Z,0) c P and a forgetful functor associated to the 
inclusion (E, 0) c P: 
Definition 4.3.1. A logic module M is a 4-tuple (I, E, In, P), where I, E and In are 
signatures called, respectively, the import, the export and the internal signatures of 
M and P = (IZ, %) is a logic program, such that In = ZZ\(Zu E) and In E = @. The 
semantics of u logic module M = (I, E, In, P), Sem(M), is the functor I/, 0 F,, where 
I/, and F, are, respectively, the forgetful functor and the free functor associated to the 
inclusions v: (E, 8) E P and s: (I, 0) E P in u. 
Mod(Z,0) Se1nW) - Mod&B) 
Mod(P) 
It must be noted that, in this case, the free functor F, is always a persistent functor 
but the semantics of M in general is not a free construction. Now, in [14] composition 
of logic modules is defined as follows: 
Definition 4.3.2 (Composition of logic modules). Given the logic modules Ml = (II, El, 
Inl, Pl) and M2 = (Z2, E2, In2, P2), with Pl = (ZZl, 91) and P2 = (ZZ2, @?2), the com- 
position is defined to be the module Ml u~,~ M2 = (13, E3, In3, P3), where 
13 =(ZluZ2)\(EluE2), E3 = EluE2, In3 =InluIn2 and P3 = PluP2, if 
InlnZZ2=0,In2nZZl=0andElnE2=0. 
Unfortunately, in this case it seems impossible to obtain general (institution- 
independent) compositionality and full abstraction results for this kind of composi- 
tions. The problem is the circularity or mutual recursion that may occur when 
composing two modules Ml and M2: Ml may import definitions from M2 in order to 
define some exported predicates that, in turn, may be imported by M2 to define the 
predicates imported by Ml. In particular, whether it is possible to have composi- 
tionality for this kind of recursive composition of modules is an open problem [9]. 
As a consequence, one may consider that this is a case of weakness of this kind of 
general methods since, in [14], Gaifman and Shapiro were, at least, able to prove full 
abstraction. Actually, we do not agree with this conclusion: we believe that the 
impossibility of applying general methods is a reason to doubt the adequacy of this 
composition operation. In particular, in this case, we may consider this operation 
inadequate because it is not correctness preserving for some notions of correctness. For 
instance, consider the slightly more general framework of definite logic programs with 
equality. In this case, the property of persistency of modules is not preserved through 
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composition [9]. Also, consider that in the framework of this paper (i.e. definite logic 
programs without equality) we are interested in reasoning about termination as 
a correctness condition. Then, composition of modules does not preserve termination. 
as the following simple counterexample shows: 
Let Ml be the module (Zl,El,Inl,Pl) where I1 = (41, El = (p), In1 = 8 and 
Pl = {p(X) :- q(X).). We may consider that this module defines a predicate p (in terms 
of an imported predicate 4) which is terminating (provided that q is terminating). 
Similarly, let M2 be the module (12, E2, In2, P2) where I2 = (p), E2 = jqj, In2 = 0 
and P2 = q(X) :-p(X).). Again, we may consider that this module defines a predicate 
(1 (in terms of p) which is terminating (provided that p is terminating). Since both 
modules define terminating predicates (provided the imported predicates are termina- 
ting) we could expect that the predicates defined in the composition of the two 
modules would also be terminating (provided the imported predicates are termina- 
ting). However. this is obviously false since the composition of M 1 and M2 is the 
module M3 = (13, E3, In3, P3) where 13 = 0, E3 = (p, qj, In3 = 8 and P3 = (p(X):- 
q(X)., 4(X) :- P(X).) 
Actually, in software engineering, most methodologies for modular software devel- 
opment avoid this kind of problems by only allowing the development of systems 
where modules are organized into strict hierarchies, not allowing this kind of circular- 
ities. In our framework, if we restrict this kind of mutual recursion we can provide 
compositionality and full abstraction results without problems: 
Definition 4.3.3 (Non-recursive composition of logic modules). Given the logic modules 
Ml = (II, El, Inl, Pl) and M2 = (12, E2, In2, P2). with Pl = (IIl, %l) and P2 = (n2, 
%2), the composition is defined to be the module Ml u , H M2 = (13, E3, In3. P3). 
where 13 = (I1 uZ2)\(E2, E3 = El uE2, In3 = In1 uIn2 and P3 = Pl uP2, if 
Inln~2=~,(In2uE2)nI71 =@andElnE2=t?i. 
It must be noted that Pl uP2 is the pushout of the following diagram: 
I1 ‘-II -PI 
I 
I2 -P2 
I 
+Pl UP2 
where all the arrows are inclusions and II’ = I1 n E2. On the other hand, El uE2 can 
be seen as the coproduct of El and E2, i.e. the pushout of the following diagram: 
8 t (El,@ 
I I 
(E&0) . (El vE2,0) 
where, again, all the arrows are inclusions. 
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Theorem 4.3.4. The semantics of Ml V, ‘R M2 can be obtained as the result of the 
following amalgamation: For every A in Mod(Zl”uZ2), 
Sem(M1 Q,,~ M2)(A) = A2 +0 Sem(Ml)(A2 I,,’ +OA I I1,c) 
where A2 = Sem(M2)(Al12) and II” = Zl\Zl’. For homomorphisms in Mod(Zl”uZ2) 
Sem(M1 u,,, M2) is defined similarly. 
Proof, By the uniqueness properties of amalgamation, it is enough to prove that for 
every A in Mod(Z1” ~12) 
(Sem(M1 v,, eM2)(A))IE2 = Sem(M2)(&) and 
(Sem(Mlv,-,M2)(A))I,, = Sem(Ml)(A21,,. +OAII1,,) 
Consider the following diagram, where (1) and (2) are pushouts: 
*W&Q) 
\ 
(Zl”Uz2,0) -Il2UZl fr - PI UP2 -(El uE2,0) 
I 
(2) 
_I I 
(Il,0) Pl + (El ,0> 
and consider the corresponding diagram of model classes, where Fl, F2, Fl’ and F2’ 
are free functors and the rest of the arrows correspond to forgetful functors: 
Mod(Z2,0) 
b.2 
- Mod(P2) . Mod(E2,0) 
Mod& ,0) A Mo:(Pl) -Mod& 0) 
According to Definition 4.3.1, the semantics of Ml u, 8 M2 is defined as V, 0 F,, where 
u and s are, respectively, the inclusions (El u E2, 0) G Pl uP2 and (II” ~12, 0) z 
Pl u P2. Now, F, = Fl’ 0 F2’, therefore we have to prove that: 
(a) Fl’ UQ’(4)I ElUE2 I E2 = Sem(M2) (A I121 
04 Fl’ W”b4)I EluE21~~ = SemW1)Wl,Ir +0Al,d 
and similarly for homomorphisms in Mod(Zl”uZ2). Let us prove (a). 
Since forgetful functors commute, we have that 
Fl’(F2’(A))( EI~EZIE~ = F1’W’(4) I P~~wIP~IE~ 
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Now, since Fl is persistent this means that Fl’ is also persistent and, as a consequence, 
El’ (F2’(‘4))( P~~wIP~IE~ = E~‘(~))IP?IEz 
But, since F2’ is the extension of F2. 
F2’(4))IPzl~2 = F2(411J)IL1 = Sem(M2)(AIrJ 
(b) Again, since forgetful functors commute, we have that 
Fl’(F2’(.4))1 EluCZlEl = F~‘W”(~)IP,IEI 
and since Fl’ is the extension of Fl, 
F~‘(F~‘(~)IP,IEI = F~‘W’~~)III)IEI 
Therefore, we have to prove that 
F2’(.4112 = A2l,r +dl,,- 
where A2 = Sem(MZ)(AhJ. But because of the uniqueness properties of amalgama- 
tion, this is equivalent to showing 
(bl) F~‘(A)IIII,I, = SemUW(4~dL~ 
G’) F2’64)h I,,,, = A /,I,, 
Now, (bl) is trivial since 
F2’64)I11l,r = F~‘(~I.,IE~II,~ 
and we already have seen above that 
F2’(A)lmlm = SembW (A I A 
On the other hand, (b2) is also easy to prove since, by persistency of F2’. 
F2’ (A) 111 I 11” = F2’b4)Iwu,z 111” = A I /I” 
The proof for homomorphisms is similar. 0 
Theorem 4.35 Given two modules Ml = (11, El, Inl, Pl) and M2 = (12. E2, In2, P2). 
with I1 = 12 and El = E2. then: 
Sem(M1) = Sem(M2) 
iflfor every M, such that Mu, ,Ml is dtlfned, 
Sem(M u, /A Ml) = Sem(M u x M2) 
#for ezjery M such that Mu, ,#Ml is defined (TP,dPI)lEVE.Z = (TPUPZ)lEVF.Z. 
where TP denotes the initial model of P in the corresponding institution. 
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Proof. If Sem(M1) = Sem(M2) then, using the previous result and by the uniqueness 
properties of amalgamation, for every M = (03, P3), such that Mu, .# Ml and 
Mu, a M2 are defined, we must have 
Sem(Mu, ,Ml) = Sem(Mu, 8 M2) 
Now if for every M = (I, E, In, P) Sem(Mu, .* Ml) = Sem(Mu, M M2) then, trivially, 
for every M (TPUP1)IEv~i = TUZIWZ, since (TPUPIIEUEI = Sem(Mu, .#Ml)@) = 
Sem(Mu, +++M2)(@ =(TPUP2 I EUE~, where 8 is the empty Herbrand structure. 
Finally, let us assume that for every M = (I, E, In, P) (T,,,,)l EvEl = (TpUpZ) IEVE2 
and let A be an I-Herbrand structure. Then Sem(Ml)(A) = (TPUP,)IEvEl = 
(TPVPZ) I EuEZ = Sem(M2)(A), where M is the module (8, I, 8, P), where P is the 
program (I, A). 0 
Let us now compare our results with the ones obtained in [14] with respect to the 
non-recursive composition operation defined above. The semantics of M, Sem,, (M), 
is defined in [14] as the set of all minimal I/E-clauses which are a logical consequence 
of P, where an I/E-clause is a clause having an exported predicate in the head and only 
imported predicates in the tail. 
Definition 4.3.6 (Logic semantics for logic modules [14]). The semantics of a logic 
module M = (I, E, In, P), Sem,>,.(M), is the set of minimal I/E-consequence of M, 
where a minimal I/E-consequence of M is a minimal consequence of program P where 
all predicates in the body are from E and the predicate in the head is from 1. 
In this case, it is also proved that the semantics is fully abstract with respect to the 
observations induced by module composition (a form of union) but, again, it is not 
proved to be compositional. 
Theorem 4.3.7 (Full abstraction [14]). Given two modules Ml = (II, El, Inl, Pl) and 
M2 = (12, E2, In2, P2), with II = 12 and El = E2, then Sem,~,(Ml) = Sem,l,(M2) 
iffor every M such that Mv,..,Ml is defined (MPVP1)IEvEZ = (MpUp2) 1 EUEZ, where M is 
the minimal Herbrand structure satisfying P. 
As in the previous section, the fact that our semantics and the semantics defined in 
[14] are both fully abstract imply that they are equivalent and as a consequence 
Sem,, N is compositional: 
Theorem 4.3.8. Given two modules Ml and M2 then SemY,x(M1) = Sem,,,(M2) ifs 
Sem(M1) = Sem(M2) in &%?.9?. 
Corollary 4.3.9. Sem,. is compositional with respect to u,,.~. 
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5. Compositional semantics for other classes of logic programs 
In this section we briefly describe the extension of previous results to more general 
classes of logic programs. In particular, we consider the classes of logic programs with 
constraints, logic programs with equality and logic programs with negation. It must 
be taken into account that the results in Section 3.2 are very general. Actually, they 
apply to any class of logic programs as far as we are able to prove the properties 
mentioned in Theorem 3.1.1 for the underlying institution. 
5.1. Logic programs with constraints 
The application of the results in Section 3.2 to logic programs with constraints over 
a predefined structure [19] poses no problem. In particular, the properties of institu- 
tions and specification frames where some symbols are interpreted over a predefined 
structure (initial constraints, in algebraic terminology) has already been studied by 
a number of authors (see e.g. [6, 171). Actually, the connection between CLP and 
initial constraints was already exploited in [18]. 
Definition 5.1.1. Let SF = (Spec,, Mod: Spec, + CatoP) be a specification frame and - 
let 8 be a predejined structure constraining SF in the sense that Q is equipped with 
a functor ModA : Spec, -+ CatoP satisfying: 
(1) for every SP in Spec,, ModA E Mod(SP) 
(2) for every h: SPl + SP2 in Spec,, A2 E Mod, (SP2) iff V,(A2) E Mod, (SPl) 
then, the induced specijcation frame over 8, SF(b), is defined as (Spec,>, Mod,). 
The key result that we can use for our purposes is the following one (a more general 
version of this result can be found, for instance, in [6]): 
Theorem 5.1.2. Zf SF has pushouts, amalgamations and free extensions then for any 8. 
SF(&) also has pushouts, amalgamations and free extensions. 
This means that for any predefined structure 8, YYY(d) (and also X@_Y’(Q) has 
pushouts, amalgamations and free extensions. Then to prove that gYY(&) has 
generalized free extensions we have to prove that it has free constructions and that 
there are pushouts in all model categories. With respect to free constructions, there is 
no problem because the standard restrictions on programs in CLP impose that 
specification morphisms in G%_!@)(6) are consistent [9], which means that they have an 
associated free construction. On the other hand, the existence of pushouts in all model 
categories is true for 329(a), when 8 is some predefined data type (e.g. the reals). 
5.2. Dejinite logic programs with equality 
The institution of Horn clause logic with equality .X%_Y& is also well known in the 
area of algebraic specification. In particular, it is known that it satisfies all the required 
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properties for applying the results of Section 3.2. However, if we consider that %V_Y& 
is not the right institution for defining the semantics of logic programs with equality, 
then we may define a new institution g_%% of definite logic programs with equality, 
following the ideas from the definition of ST&. 
5.3. Normal logic programs 
Extending our results to the case of logic programming with negation is, in 
principle, quite more difficult. There are two problems to solve to apply our methods 
to this case. The first one has to do with the non-monotonic character of negation in 
logic programming, since institutions and specification frames are meant for describ- 
ing, at an abstract level, logics which are, in a sense, monotonic. Nevertheless, we think 
that this problem can be solved by handling negative literals as constraints. This 
seems to be equivalent to some forms of constructive negation [S, 251. 
The second problem is of more technical nature and refers to proving that such an 
institution satisfies the structural properties of Theorems 3.1.1 and 3.2.3. In particular, 
we may doubt the existence of free constructions since it has been proved that Horn 
logic with equality is the most expressive logic that has free constructions. 
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