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Máster Universitario en Ingenierı́a Informática
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The analysis of connectivity in brain networks has been widely researched and it has been shown
that certain cognitive processes require the integration of distributed brain areas. Functional connec-
tivity attempts to statistically quantify the interdependencies between these brain areas. For this study,
an analysis of functional connectivity in an ERP context, more specifically on the P300 component
using the Granger Causality metric was proposed.
To this end, an analysis method is proposed which consists in quantifying the causality in the
P300 signal and the non-P300 signal using the MVCG toolbox to determine if there are differences
between the two results obtained. In this respect, a dataset from a Brain-Computer Interface (BCI)
based on P300 is analyzed. Causality is determined in overlapping windows calculated from the
signals under three aspects: i) Using standard electrodes, ii) Using electrodes selected by Bayesian
Linear Discriminant Analysis and exhaustive search by forward selection (BLDA-FS), and iii) Using
electrodes selected by the coefficient of determination (r2).
Based on this analysis, it is shown that the Granger Causality metric is valid to show the existence
of a significant connectivity difference between the P300 signal and the non-P300 signal. This measure
shows higher connectivity values for the P300 signal and lower connectivity values for the non-P300
signal. Among the three approaches considered, the standard electrodes and the electrodes selected
with BLDA-FS were found to be more discriminative in showing differences between P300 and non-
P300 connectivity.
Furthermore, through this study, it was possible to differentiate the level of functional connectivity
between subjects with cognitive disabilities and nondisabled subjects, observing that the measured
functional connectivity was higher in subjects without an underlying cognitive pathology.
Studying functional connectivity with Granger Causality may help to incorporate this information
as new features that allow better detection of the P300 signal and consequently improve the perfor-
mance of P300-based BCIs.
Key words — Connectivity, brain networks, Event-Related Potentials, P300, Granger Causality,
Brain-Computer Interface, Standard Electrodes, Bayesian Linear Discriminant Analysis, exhaustive
search by ”forward selection”, Coefficient of determination of P300.




El análisis de la conectividad en redes cerebrales ha sido ampliamente estudiado habiéndose de-
mostrado que ciertos procesos cognitivos requieren la integración de áreas cerebrales distribuidas. La
conectividad funcional intenta cuantificar estadı́sticamente las interdependencias existentes entre estas
áreas del cerebro. Para este estudio, se ha propuesto analizar la conectividad funcional en el contexto
ERP, más especı́ficamente sobre componente la P300 utilizando la métrica de Causalidad de Granger.
Para ello, se propone un método de análisis que consiste en cuantificar la causalidad en la señal
P300 y la señal no P300 mediante el toolbox MVCG, para determinar si existen diferencias entre
los dos resultados obtenidos. Para este propósito, se analiza un conjunto de datos de una Interfaz
Cerebro-Computador (BCI) basada en P300. La causalidad es determinada en ventanas superpuestas
calculadas a partir de las señales desde tres puntos de vista: i) usando electrodos estándar, ii) usando
electrodos seleccionados por Análisis Discriminante Lineal Bayesiano y búsqueda exhaustiva medi-
ante ”forward selection” (BLDA-FS), y iii) usando electrodos seleccionados mediante el coeficiente
de determinación (r2).
Con base en este análisis, se demuestra que la medida de Causalidad de Granger es valida para
evidenciar la existencia de una diferencia de conectividad significativa entre la señal P300 y la señal
no P300. Esta medida muestra valores de conectividad más altos para la señal P300 y valores bajos
de conectividad para la señal no P300. Entre los tres enfoques considerados, se encontró que los
electrodos estándar y los electrodos seleccionados con BLDA-FS son más discriminantes para mostrar
diferencias entre la conectividad de P300 y no P300.
Además, a traves de este estudio fue posible diferenciar el nivel de conectividad funcional en-
tre sujetos con discapacidad cognitiva y sujetos no discapacitados, observando que la conectividad
funcional medida fue mayor en sujetos sin una patologı́a cognitiva subyacente.
El estudio de los niveles de conectividad funcional con Granger Causality puede ayudar a incor-
porar esta información como nuevas caracterı́sticas que permitan un mejor reconocimiento de la señal
P300 y, en consecuencia, mejorar el rendimiento de las BCI basadas en P300.
Palabras clave — Conectividad, redes cerebrales, Potenciales Relacionados con Eventos, P300,
Causalidad de Granger, Interfaz Cerebro-Computador, Electrodos standard, Análisis Discriminante
Lineal Bayesiano, búsqueda exhaustiva mediante ”forward selection”, Coeficiente de determinación
de P300.
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Due to the complexity of understanding brain activity, and despite significant advances in existing
computational analysis and experimental techniques, how cognitive function is generated in the brain
has not been fully understood. The paradigm commonly used for this purpose was based on the anal-
ysis of individual brain areas for cognitive constructs, but several studies suggest instead a common
behavior of brain areas integrated into networks that require a coordinated flow of information (Sporns
et al., 2005, Rubinov and Sporns, 2010, Bressler and Menon, 2010, Varela et al., 2001, Y. Li et al.,
2009).
Event-Related Potential (ERP) allow to capture neural activity related to sensory and cognitive
processes. It is manifested by electrical potentials generated by the brain in relation to a specific
event, such as: Stimuli, responses, decisions, etc. (Luck, 2012). The P300 signal is a ERP component
that has been studied to understand cognitive processes.
Several studies have shown that different brain areas are involved in the generation of a P300
signal (Polich, 2007, Tian et al., 2014, Y. Zhang et al., 2014). Networks within these areas correlate
with cognitive processes such as attention, intelligence, response selection, working memory, etc.
Based on this paradigm, the need arises to use analytical methods with the aim of understanding
the relationships between the structure and dynamics of networks in the context of ERP generation,
and more concretely the P300 ERP, in order to identify measures of connectivity between neural
regions. There are some definitions of connectivity and different criteria about the appropriate way
to measure it, however, some authors agree that there is a clear distinction between two types of
connectivity: functional and effective (Horwitz, 2003, Friston, 1994).
For this project, we will consider functional connectivity, which is defined in (Friston, 1994) as
the temporal correlations between spatially distant neurophysiological events, and as such can be
quantified by measures of statistical dependencies such as correlations, coherence, transfer entropy,
and so on.
Studies have shown that individuals with cognitive deficits exhibit variations in P300 behavior,
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such as variations in the latency and amplitude of the signal (Honig et al., 1992, Fusar-Poli et al.,
2011). In the context of functional connectivity, these behavioral differences found between the P300
and non-P300 signals can also be evidenced, it was observed that there is greater synchronization
between specific brain regions during target trials, i.e., where a cognitive process occurs. On the other
hand, low values of functional connectivity are observed when brain activity is at rest. To obtain these
results, some connectivity measures were used, such as: Phase Locking Value (Kabbara et al., 2016),
coherence (Thee, Nisar, and Soh, 2018), Pearson correlation (Thee, Nisar, Yeap, et al., 2018), Cross
correlation (Nisar et al., 2018,Guo et al., 2016), Wavelet coherence (J.-F. Gao et al., 2016), etc.
The concept of Granger causality (GC) was originally introduced by Nobel Prize in economics
(Granger, 1969) and was later introduced into the field of neuroscience in (Ding et al., 2006), it
has been used in various analyzes of functional connectivity on electroencephalography (EEG) data
(Protopapa et al., 2014, Coben and Mohammad-Rezazadeh, 2015, Barrett et al., 2012, Fahimi Hnazaee
et al., 2020), but as far as we know, Granger Causality method has not yet been applied to the study of
P300 in the current state-of-the-art.
1.2 Aim of study
The present project, proposed as a master’s thesis, consists of a theoretical and experimental investi-
gation of P300 Event-Related Potentials (ERPs) in the context of Brain Computer Interfaces (BCIs)
through the analysis of data acquired with EEG . This project is divided into two parts, this document
corresponds to the first part and focuses on a study and analysis of functional connectivity on P300
ERPs.
The aim of this study is to determine if there are connectivity differences between a P300 signal
(when a cognitive process is underlying) and a non-P300 signal (when the subject waits for the target
image), using the statistical concept of Granger Causality to characterize connectivity. To conduct the
proposed study, it is essential to consider the following secondary objectives:
• Understand the underlying statistical concepts of the chosen metric to adequately interpret the
neural interactions resulting from the analyzed ERPs.
• Study the available estimation tools for Granger Causality, to select the one that best fits the
conditions of the study to be conducted. Also understand the Granger Causality toolbox selected
and handle it appropriately to avoid misinterpretations of connectivity that can lead to incorrect
values.
• Analyze and appropriately pre-process the dataset selected for the study so that it can be used
for the connectivity analysis.
• Perform a connectivity analysis by calculating GC between electrodes of different brain regions.
1.3 Memory structure
This study includes five chapters distributed as follows:
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• Chapter 1 describes the introduction, which includes the motivation for the study in addition to
the aim of the study.
• As a summary of the state of the art, Chapter 2 details some concepts, theoretical underpinnings,
and developed research that are considered essential to the understanding of the present project.
• Next, Chapter 3 describes the methods used to develop this project, considering the entire pro-
cess used to prepare and analyze the selected dataset. In addition, the description and application
of the tool used for causality analysis is detailed and exemplified with preliminary results for
the study.
• The results and partial conclusions found after the analysis are included in Chapter 4.
• In Chapter 5, the discussion and conclusions arising from the proposed project is described and
the future work to be carried out from this analysis is also addressed.
• Finally, appendices with more detailed information on specific sections of the document are
included.
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State of the Art
The state of the art includes important concepts necessary to understand the development of this
project. A description of BCI systems is provided, as the data analyzed in the project belongs to a
P300-based BCI system. Furthermore, the connectivity analysis performed is intended to contribute
to the development of BCI systems in terms of connectivity in the future. Next, a description of
the P300 signal in the context of BCI is given, this component is analyzed to evaluate connectivity.
Finally, certain aspects and metrics of functional connectivity are presented in detail, focusing on
Granger Causality.
2.1 Brain-computer interface
This section focuses on the Brain-Computer interfaces and briefly explains their definition, the types
of BCIs that exist, and the brain signals used in the context of BCIs.
2.1.1 Definition and characteristics
Research in the field of neuroscience in recent years has allowed us to better understand the nervous
system at several levels. For this study, a greater focus will be placed on the central nervous system
(CNS). CNS activity includes a range of metabolic, electrophysiological, and neurochemical phenom-
ena that can be detected by monitoring electrical activity or magnetic field using sensors on the scalp,
on the surface of the brain, or within the brain (J. Wolpaw and Wolpaw, 2012).
A BCI is a system based on these neural activity registers, from which specific features are ex-
tracted. These are translated into outputs capable of interacting with the outside world or the human
body, replacing the brain’s normal output pathways. This means that the operation of the BCI depends
on the interaction of two controllers: the user’s brain, which generates the signal that is measured by
the BCI and the BCI itself, which extracts features from these signals and translates them into specific
commands (J. R. Wolpaw et al., 2002).
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Figure 2.1: Sequential steps of a BCI system process. Modified from (J. Wolpaw and Wolpaw, 2012)
According to (Nam et al., 2018), the development of a BCI system consists of a series of sequential
steps, which are divided into four categories: Generation of brain activity patterns for an external stim-
ulus (visual, auditory) or by neuromodulation, signal acquisition, feature extraction and classification;
after this process, control commands are generated that are finally used in BCI-based applications, this
is illustrated in Figure 2.1.
The process of executing a muscle movement generated by the CNS is illustrated in Figure 2.2A,
where specific areas of the CNS work together to control the motor neurons that activate the muscle
movement to generate an action. On the other hand, Figure 2.2B shows how BCIs are used to extract
the output signal that controls the action from the cerebral cortex and take over the role that motor
neurons normally do.
A BCI system aims to be a helpful tool for people with physical disabilities who are unable to
perform movements by themselves. It is an artificial channel between the brain and the final actuator,
with the ability to understand the intention of the individual to perform an action.
2.1.2 BCIs Types
According to (Hassanien, 2015), BCIs can be classified by the way the electrical signal is measured in
neurons, Figure 2.3, shows this classification. Each method is described in detail, providing a deeper
analysis of the non-invasive techniques used in the development of this project.
2.1.2.1 Invasive acquisition techniques
In invasive signal acquisition, electrodes are implanted directly into the brain through a surgical proce-
dure called a craniotomy, and signal recording occurs from within the gray matter, with the electrodes
placed within the brain (Niedermeyer and Silva, 2005).
Signal acquisition by invasive methods offers not only a very good temporal spatial resolution but
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Figure 2.2: Generation of an action based on a muscle movement. (A) Schematic of the process carried out by
the CNS to generate an action controlled by muscle movement. (B) Schematic of the process of generating an
action controlled by a BCI. (Modified from J. Wolpaw and Wolpaw, 2012).
also the best data quality.
2.1.2.2 Partially Invasive acquisition techniques
In this case, the electrodes are located outside the gray matter of the brain, this recording technique is
called electrocorticogram (ECoG), the signal quality is lower than the invasive method but there is a
lower risk of brain damage (Tiwari et al., 2018).
2.1.2.3 Non-Invasive acquisition techniques
This data acquisition technique uses sensors that are located on the skin, e.g., on the scalp. According
to (Nam et al., 2018), two methods of acquiring non-invasive signals can be distinguished: 1. Direct
measurements, these record the electrical (EEG) or magnetic activity of the brain (MEG), and 2.
Indirect measurements, these reflect the metabolism or hemodynamics of the brain, e.g., fMRI, fNIRS,
and PET, which does not directly characterize neuronal activity.
2.1.2.3.1 Electroencephalography EEG is a technique for monitoring electrical brain activity and
can be analyzed in the time domain or in the frequency domain. In the time domain, EEG is measured
as variations in voltage values at specific times in response to a stimulus. If the voltage changes
after a certain amount of time after an event or stimulus has occurred, it is referred to as event-
related potentials (ERPs). On the other hand, EEGs in the frequency domain are measured as voltage
fluctuations at certain frequencies (Graimann et al., 2010).
As explained in (Peng et al., 2015), to record EEG signals, it is necessary to use a helmet with at
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Figure 2.3: BCIs classification according to signal acquisition technique.
least three electrodes corresponding to the ground, reference, and recording electrodes. The electrodes
can be made of different materials such as silver, silver chloride or gold and these can be wet or dry.
In the first case, a conductive gel can be placed between the electrode and the scalp and the second is
directly over the skin.
The location of the electrodes in relation to the cortical areas is critical to obtain an accurate and
reliable recording. Therefore, the international 10/20 system describes the location of scalp electrodes
in the context of EEG (Homan et al., 1987). This method was developed to obtain standardized test
methods to ensure that the results of a subject’s study can be reproduced and compared. The system
is based on the relationship between the location of an electrode and the underlying area of the brain
(Klem et al., 1999). Electrode distribution of the 10/20 system is shown in Figure 2.4, which divides
the skull into six lobes or areas: frontopolar (Fp), frontal (F), temporal (T), parietal (P), occipital (O),
and central (C). From the Nz=Nasion to the Iz=Inion, the Z-electrodes are located along the midline,
at intervals of 10% (Fp), 20% (F), 20% (C), 20% (P), and 10% (O).
According to the analysis conducted in (Hwang et al., 2013), EEG is the most popular technique
used in BCI-related research between 2007 and 2011. EEG will be the technique used for the devel-
opment of this project.
2.1.2.3.2 Magnetoencephalography: Magnetoencephalography (MEG) technique, on the other
hand, measures the magnetic fields generated by the neuronal activity of the brain. This is due to
the small currents that occur when groups of neurons are activated due to a stimulus or spontaneous
activity (Hämäläinen et al., 1993).
2.1.2.3.3 Functional Magnetic Resonance Imaging Functional magnetic resonance imaging (fMRI),
records brain activity by measuring the hemodynamic response of the brain. When a neuron fires, there
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Figure 2.4: International 10-20 system for electrode placement on the scalp (Navarro, 2014 ).
is a decrease in blood oxygenation and an increase in the cerebral blood flow (CBF) (Kayser and Lo-
gothetis, 2013). Although this technique does not directly measure neuronal activity, it allows us to
infer this activity by varying the blood volume and its flow in specific areas.
2.1.2.3.4 Functional Near-Infrared Spectroscopy Since neuronal activity is driven by glucose
metabolism, this activity leads to an increase in oxygen consumption in the capillary region, which,
in turn, stimulates arterial vasodilation in the brain, which consequently increases CBF. The fNIRS
measures the changes between oxygenated and deoxygenated blood in the cerebral cortex, these are
distinguished by the amount of light they can absorb, in this way the ratios of absorbed light are related
to the detected brain activity (Irani, 2011).
2.1.2.3.5 Positron Emission Tomography Positron emission tomography (PET) technique is used
to show detailed images of structures in one plane by attenuating other images in the remaining planes
and to mesure the functional processes of the human body, including neuronal activity.
This method measures positrons produced by fludeoxyglucose, which is concentrated in areas of
greater metabolic needs. With these measures, it is feasible to build a 3D image of areas of the brain
with higher metabolic demand, which generally respond to the most active areas (Townsend, 2008).
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Table 2.1 shows a summary of the techniques described above, considering important features for BCI
analysis, such as temporal resolution, spatial resolution, and so on.
Method Activity Measured Risk Spatial Resol. Temporal Resol. Portability
ECoG Electrical Semi-invasive 1 mm 0.003 s Portable
EEG Electrical Non-invasive 10 mm 0.001 s Portable
MEG Magnetic Non-invasive 5 mm 0.05 s Non-portable
fMRI Metabolic Non-invasive 1 mm 1 s Non-portable
fNIRS Metabolic Non-invasive 2 cm 1 s. Non-portable
PET Metabolic Non-invasive 1 mm 0.2 s Non-portable
Table 2.1: Neuroimaging methods comparison. Modified from (Ramadan and Vasilakos, 2017).
2.1.3 Brain Signals Patterns for BCIs
BCIs respond to the type of signal for which they are designed. There are several types of signals used
to drive BCIs. The most common signals are briefly described below, with the P300 signal discussed
in detail later, which will be the signal to be analyzed for the development of this project.
2.1.3.1 Event Related Potentials
An ERP is an electrophysiological response to a stimulus reflected as a fluctuation in the EEG, elicited
by a sensory, motor, or cognitive event. The P300 wave is the largest ERP component; it is a positive
parieto-central wave that occurs when the subject perceives a relevant stimulus. It owes its name to
the fact that its peak latency occurs approximately 300 ms after a sensory discrimination has been
performed (Picton, 1992), i.e., after a relevant stimulus has been detected by other non-relevant ones.
In general, the P300 wave is generated by the oddball paradigm. The P300 wave is discussed in more
detail in the next section, as it is the object of study in this project.
2.1.3.2 Steady-State Evoked Potentials
Following the presentation of steady-state stimuli that can be visual, auditory, or tactile, rhythmic
activity occurs in the cortical area of the brain which mimics the frequencies it picks up from the
stimulus. Deppending on the nature of the stimulus, we can identify: SSSEPs that occur after a
vibrotactile stimulus (Müller-Putz et al., 2006), SSAEPs that are produced by an auditory stimulus
(Kim et al., 2011), and the SSVEPs most commonly used in BCI, which are generated following a
visual stimulus, usually light from light-emitting diodes (LEDs) at different frequencies (Müller-Putz
et al., 2005).
2.1.3.3 Sensory Motor Rhythms
Sensorimotor rhythms (SMRs) are patterns of brain waves that occur in the motor and somatosensory
cortex. Two relevant rhythms are distinguished between these waves: the Mu band, with a frequency
between 8 - 14 Hz, and the beta band, with frequencies between 14-30 Hz.
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The amplitude of the SMRs decrease (event-related de-synchronization) or increase (event-related
synchronization) when a real movement occurs in the first case or when the individual imagines a
different movement (Lu et al., 2012).
2.1.3.4 Slow Cortical Potentials
Slow cortical potentials (SCPs) are changes in the degree of polarization of neurons on the cortical
surface and provide a measure of the excitability of these cortical neural networks. (Birbaumer et al.,
1990) explains that the electrical sources of these potentials lie in the dendritic trees of pyramidal
cortical neurons, it is also known that negative potentials represent an increase in activity in the under-
lying neural tissue, and positive potentials, on the other hand, represent the general absence of activity.
The main characteristics of the different brain signals described are shown in Table 2.2.
Signal Characteristics Transfer rate(bits/min) Training Stimuli Needed
P300 Positive peaks by an infrequent
stimulus.
20-25 No Yes
SSVEP Based on signal modulations in
the cortex.
60–100 No Yes
SMR Modulations synchronized with
motor activities.
3-35 Yes No
SCP Slow voltages shift in the brain
signals.
5-12 Yes No
Table 2.2: Brain Signal Patterns features summarized. Modified from (Ramadan and Vasilakos, 2017).
2.2 The P300 ERP
As briefly mentioned before, the P300 signal is a positive deflection that can be detected in EEG
recordings. It occurs with a latency of about 300 ms after a stimulus has occurred under certain
experimental circumstances, this latency value can vary in a range from 250-750 ms, and depends on
the age of the subject, the stimulus modality, the characteristics of the task, and so on. (McCarthy and
Donchin, 1981, Comerchero and Polich, 1999, van Dinteren et al., 2014). It was first reported over 50
years ago (Sutton et al., 1965), and since then this signal has been used to study cognitive functions in
humans, such as attention (Gray et al., 2004, Brandeis et al., 2002, Becker and Shapiro, 1980, Riccio
et al., 2013, Dux and Marois, 2009), memory (Fabiani et al., 1986, Karis et al., 1984, Johnson et al.,
1985, Verschuere et al., 2009), learning (Peters et al., 1977, Amin et al., 2015, Pfueller et al., 2011),
etc.
2.2.1 Oddball paradigm
Despite the existence of other paradigms for eliciting a P300 signal (Polich and Margala, 1997), the
oddball paradigm is commonly used by researchers for experimental tasks because good amplitude
and latency values can be obtained with the P300 signal (Alexander et al., 1995, Furdea et al., 2009,
Hoffmann et al., 2008).
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The specific experimental conditions necessary to obtain a P300 signal from the odd ball paradigm
are described in detail below (Donchin and Coles, 1988):
• A person is confronted with a series of events or stimuli corresponding to two categories: ”tar-
get” and ”non-target”.
• Events belonging to the ”target” category are presented at a lower frequency than the ”non-
target” events.
• The subject’s task is to classify each event into one of the two classes: the events that belong to
the ”target” category and generate a P300 signal, and the events that belong to the ”non-target”
category.
As long as you have these attributes within the experimental design, its properties are free to vary.
2.2.2 P300 detection
The purpose of a BCI is to identify characteristics in the brain signals that allow to distinguish the
user’s intention to translate them into commands later. These characteristics are called features, there-
fore, for a correct detection of P300 it is necessary to perform an adequate feature extraction.
The process of feature extraction is to isolate the important features of the signal from noise and
artifacts. Artifacts are considered as interference from sources unrelated to neurological activity, while
noise is due to background neural activity. A high signal-to-noise ratio (SNR) value indicates minimal
interference from background noise relative to the signal of interest. Unfortunately, the SNR of EEG
signals is very low and usually contains muscle and ocular artifacts (Rivet et al., 2008). The feature
extraction process generally involves three steps:
• Signal conditioning, noise reduction, and enhancement of relevant aspects of the signal.
• Feature extraction from the conditioned signals.
• Feature conditioning and preparation of the feature vector for classification.
2.2.2.1 Signal conditioning:
This step is also called preprocessing stage and it is necessary to improve the signal by removing the
maximum possible interference or improving the relevant properties of the signal (Bashashati et al.,
2007). Signal conditioning may include various techniques such as:
• Frequency-range prefiltering: The signals are filtered to remove frequencies that are outside
the frequency range of brain activity. For P300 signals, a band-pass filter is often used to isolate
the relevant brain activity. In (Manyakov et al., 2010), the frequency interval [ f1, f2] suitable for
processing a P300 signal is analyzed, it was found that f1 should be a small value of about 0.1
Hz, also a frequency value of 10 Hz is recommended for f2, it was verified that this pre-filtering
range improves the classification results.
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• Normalization or data decimation: Decimation is the periodic removal of samples, reducing
the signal to the minimum effective sampling rate for more efficient processing and storage. In
this step, it is important to avoid aliasing, for this purpose the signal must be low-pass filtered
before decimation, with a cut-off frequency equal to half the decimated sampling frequency.
Typically, a signal is normalized by subtracting the mean from each signal and then dividing
the resulting signals by their variance. However, in (Naumann et al., 1992) three normalization
methods are proposed, which are adapted to the data depending on the type of stimulus that
elicited the P300 signal.
• Space filtering: A channel reflects the voltage fields generated by several nearby brain sources
and even non-brain sources. It depends on the source of each channel to be more sensitive
to some sources and less sensitive to others. If all recorded channels have an electrode in
common, it is possible to reconstruct an alternative set of channels by combining the channels
after digitization. This procedure is called spatial filtering. The common electrode or reference
electrode is generally placed at a relatively inactive or insensitive location with respect to brain
activity.
Spatial filters are generally designed to improve sensitivity to specific brain sources, to improve
source localization, or to suppress specific artifacts. In (Jian et al., 2017, Wu et al., 2018) it is
shown how their use improves the quality of the signal. Moreover, in (Rivet et al., 2012) spatial
filtering is highly dependent on the location of the most relevant sensors for the detection of
P300 signals.
• Environmental interference or biological artifacts removal: The interference of environmen-
tal factors includes electrical sources in the environment, on the other hand, biological artifacts
arise from biological sources such as muscle activity or electromyographic (EMG), eye move-
ment, or electrooculographic (EOG), heart or electrocardiographic (ECG) activity, respiratory
activity, etc.
Environmental artifacts can be removed with a filter because their frequency does not match
the desired signals. Biological artifacts are more difficult to filter because they require special
algorithms depending on their type (Jiang et al., 2019).
One of the main sources of artifacts in event-related potentials (ERP) and P300 is eye activity,
which is mostly unavoidable during the experiment, especially in visual paradigms, making the
elimination of these artifacts an essential step in signal processing. In (Ghaderi et al., 2014,
Semlitsch et al., 1986), certain techniques for filtering ocular artifacts are proposed, with satis-
factory results.
2.2.2.2 Feature Extraction
Features are characteristics of brain signals used to distinguish user intent. The process of defining the
relevant features to represent the user’s efficiently and meaningfully is called feature extraction.
In the field of BCIs, features such as linear or non-linear combinations, statistical measures, etc.,
are used which, if properly selected, can more accurately reflect the user’s intention. Most of these
features are based on spatial, temporal, or spectral analysis of brain signals, defined within a vector
of features. After conditioning the signal, as explained previously, the selected features are extracted
using different methods, the most commonly used methods of feature extraction for P300 signals are:
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2.2.2.2.1 Time-domain features: Some time domain feature extraction techniques used in BCI
contact are explained in more detail below.
Peak Picking: This technique finds the maximum or minimum value of the signal in a time block
and uses that value as the feature for that time block. In (Farwell and Donchin, 1988), peak picking is
used; calculated as the difference between the lowest negative point before the P300 window and the
highest positive point in the P300 window.
Correlation: The similarity of signal behavior to the expected behavior can be used as a fea-
ture, yielding higher correlation values when the analyzed segments behave according to the expected
behavior and vice versa.
2.2.2.2.2 Frequency-domain features: To transform signals from the time domain to the fre-
quency domain, the Fourier transform is commonly used, but there are other methods depending on
the objective, including:
Band Power: To track the amplitude modulations at a given frequency, the frequency of interest
must first be isolated by filtering the signal with a bandpass filter and obtaining the absolute value of
it to attain pure positive values. Then the adjacent peaks are smoothed by integration.
Fast Fourier Transform (FFT): The FFT is an efficient implementation of the discrete Fourier
transform and represents the frequency spectrum of a digital signal with a frequency resolution of the
sample-rate/FFT-point, where the FFT point is a scalar greater than or equal to the length of the digital
signal (J. Wolpaw and Wolpaw, 2012, Takahashi, 2019).
Autoregressive Modeling (AR): It is a representation of a stochastic process in which the variable
of interest depends on its past observations, i.e., there is a linear dependence on its previous values.
An AR model assumes that the signal to be modeled is generated by passing white noise through an
infinite impulse response (IIR) filter. The weights of the IIR filter shape the input of the white noise
to match the characteristics of the signal being modeled. White noise is random noise (scholastic
process) that is not correlated with any delayed version of itself.
In (Zetterberg, 1969) it is suggested that filtering a white noise process with an AR filter is a
suitable model for generating EEGs, due to the properties of EEGs, i.e., an EEG is a mixture of
sources firing spontaneously, and measured at different locations (synapses, electrode positions).
The main problem with AR modeling is that the precision of spectral estimation depends to a large
extent on the choice of model order (p). An insufficient model order tends to blur the spectrum, while
too high order can create artificial peaks in the spectrum. Model order can be calculated using standard
techniques such as the Akaike (AIC) or Bayesian information criterion (BIC) (McQuarrie and Tsai,
1998).
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AR modeling is appropriate for EEG because of its non-stationary properties, so it must be eval-
uated in short time periods where the data are assumed to be stationary. The spectral resolution of an
AR model is not limited by the duration of the input process and can therefore provide better resolu-
tion for short segments of data. In (C. W. Anderson et al., 1998), an autoregressive model was used to
extract features and was found to have better accuracy in classification.
2.2.2.2.3 Time-Frecuency features: There are several different techniques to formulate a time-
frequency distribution function used in EEG, such as: short-time Fourier transform (Bashar and
Bhuiyan, 2016), Hilbert-Huang transform (Yuyi1, 2017), etc. However, it is considered that the
wavelet transform for feature extraction gives favorable results for P300 signals.
Wavelet Transform: Wavelet analysis produces a representation of the signal in time and fre-
quency that allows to determine, in a sampling block, when a pulse occurs at a particular frequency.
Feature extraction for P300 ERPs based on the Wavelet transform has been used by some re-
searchers (Demiralp, Ademoglu, et al., 1999, Saavedra and Bougrain, 2010, Markazi et al., 2006), fur-
thermore, it has been considered to carry out the feature extraction process using the Discrete Wavelet
Transform (Demiralp, Yordanova, et al., 1999) , and the Continuous Wavelet Transform (Bostanov,
2004).
2.2.2.2.4 Similarity Features: Similarity measures used for feature extraction are described; among
these measures is the phase-locking value, which is discussed in more detail in the next sections.
Determination Coefficient: This statistical measure is computed on a pair of sampling distri-
butions and yields a measure of how much the means of the two distributions differ relative to the
variance.
In the context of BCI, specifically applied to P300 signals, the coefficient of determination r2
is calculated on the signals measured in two different task conditions (target and non-target), and
represents the fraction of the total variance of the signal attributable to the condition J. R. Wolpaw
et al., 2002, Blankertz et al., 2011, BCI2000 Wiki, 2013). The coefficient of determination is defined





where ”x”, are the values measured under two conditions (for example: target and non-target), and
”y” is the value of the condition to which the data belong (1 for target images and -1 for non-target
images).
Another similar alternative commonly used with P300 signals is the signed r2 (M. Li et al., 2013,
Riccio et al., 2018 , Changoluisa et al., 2020, Brunner et al., 2010), which is a useful tool or distin-
guishing between target and non-target responses.
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2.2.2.3 Feature Conditioning
The performance of the algorithm depends largely on the distribution and relationships of the features,
so proper feature translation is important. Proper feature conditioning improves the performance of
translation algorithms, and some methods used for this purpose are described below.
2.2.2.3.1 Normalization: It is usually achieved by subtracting the mean of the signal and scaling
the amplitude of the signal to have a variance equal to 1. It improves the translation algorithm if the
features that make up the feature vector have similar dynamic ranges, if not, it maximizes the features
with larger size even if they are not useful, so it should be used with caution. In (Liu et al., 2018),
Batch Normalization is proposed for features, its use improves the character recognition performance
in P300 speller systems.
2.2.2.3.2 Feature Smoothing: There are several feature smoothing techniques, but we will refer
to the ones most commonly used for P300 ERPs:
PCA and ICA: When highly correlated features are present, it is appropriate to perform Principal
Component Analysis (PCA) or Independent Component Analysis (ICA), to decorrelate the features
or reduce the dimensionality of the feature vector, which can simplify the training and effectiveness
of the translation algorithm. These techniques have been widely applied to P300 signals (Dien et al.,
2003, Tahirovic et al., 2015, Friedman, 1984) and improve classification accuracy by increasing the
discriminative features between target and non-target stimuli.
2.3 Brain Connectivity
The analysis of connectivity between brain networks is widely used to assess the interactions between
different areas of the brain. In the neuroscience context, it can be divided into two main types, func-
tional connectivity, and effective connectivity (Kabbara et al., 2016).
Effective connectivity refers to the effects or causal influences that one neural system exerts on
another (Friston, 1994), and for this reason considers itself superior to functional connectivity, (Aert-
sen and Preißl, 1991) suggests that ”the notion of effective connectivity should be understood as the
experimental and time-dependent simplest possible circuit diagram that would replicate the observed
temporal relationships between the recorded neurons”.
Functional connectivity (FC) focuses on temporal correlations or activities between neurons com-
pared to effective connectivity. Functional connectivity is said to exist when there is a statistical
dependence between the two sets of brain activity being compared.
Functional and effective connectivity refers to a coupled or joint activity of two areas or brain
regions during the performance of a task or cognitive process. An important limitation of both con-
nectivity types is that they operate at the level of measured signals (Stephan and Friston, 2009). In the
case of EEG signals, there is an important difference between the measured signals and the underly-
ing neuronal activity; consequently, the variation of neuronal activity in different brain areas causes a
change in the electrical potentials, which are linearly superimpose. Therefore, the electrodes register
activity mixed with the influence of potentials generated by several different sources.
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2.3.1 Functional Connectivity
Functional connectivity is defined as statistical dependencies that exist between remote neurophysio-
logical events as output when cognitive activity occurs. The main metrics used to measure functional
connectivity in ERPs are detailed below.
2.3.1.1 Functional Connectivity metrics
Quantifying neural interactions is challenging due due to the complex nature of the signals analyzed,
moreover there are several metrics used and each has a some complexity of understanding, use and
interpretation as shown in (H. E. Wang et al., 2014), most of them are based on a rigorous statistical
theory and it is not easy to give a valid interpretation of the results. In (Bastos and Schoffelen, 2015)
a possible taxonomy of FC metrics is proposed.
The first classification considered refers to the ability of the metric to provide information about
the direction of the interaction generated between two signals, which can be undirected and directed.
The first tries to capture a type of interdependence between signals without considering the direction
of influence, while the second tries to establish a statistical causality describing what causes certain
effects. In both classifications, model-based and model-free metrics can be distinguished. Model-
based metrics assume linearity in the interactions that occur between time series, while model-free
metrics do not assume this linear relationship.
Correlation, coherence, and phase looking value are considered within the model-based non-
directed metrics, these measures provide information about the directionality of interactions between
two signals in the time or frequency domain, but do not provide information about causal interactions.
Regarding model-free non-directed metrics, mutual information is considered.
On the other hand, within model-based directed metrics, cross-correlation and Granger Causality
are used to observe the relationship between electrodes in different time windows, the latter is also
used in phase analysis. Within model-free directed metrics, transfer entropy is used. The summary
of this classification is shown in detail in Figure 2.5. Some metrics considered for the analysis to be
performed in this project are described in detail.
2.3.1.1.1 Model-based non-directed metrics
In this section, within model-based non-directed metrics, there is Phase Locking Value, which is
described in more detail below.
Phase Locking Value: The Phase Locking Value (PLV) method was first proposed by (Lachaux
et al., 1999) and aims to study functional areas of the brain that oscillate within a defined frequency
range, in which precise phase-locking occurs during a limited period of time, referred to as ]phase
synchronization.
This method uses the response signals to a stimulus and looks for latencies where the phase dif-
ference has a minimal deviation, i.e., where there is a phase block. Given two signals x and y, and
a frequency f, a phase locking measure between these components is calculated for each latency, the
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Figure 2.5: Classification of common functional connectivity methods. (Modified from Bastos and Schoffelen,
2015)
.








where each pair of electrodes is represented by x and y in time ω , with trial k = 1,..,n trials, and
(ϕx(ω,k)−ϕy(ω,k) is the phase difference.
The assumption is that if two brain areas are connected, then the difference between the instanta-
neous phases of the signals should remain constant. PLV = 0 means that there is no phase synchrony
and PLV = 1 means that the phase between the analyzed signal is identical. As explained above, one of
the limitations of EEG measurements of brain activity, since the acquired signals may not only be the
result of mixing multiple sources, but multiple electrodes may acquire signals from the same source,
giving a false result of connectivity between the acquired time series.
In EEG signals, the reference electrode contributes components that are similar to the other signals,
which can influence false connectivity results. Several studies have shown that the estimation of
coherence or phase synchronization values is influenced by the reference electrode (Nunez et al.,
1997, Nunez et al., 2006, Guevara et al., 2005). To face and solve this problem, two approaches have
been proposed. The first consists of an inverse procedure that aims to create a source space, to be used
as a basis for the subsequent determination of synchronization patterns(Amor et al., 2005) but since
there is no single possibility of a source model, the results may be compromised.
The other approach attempts to identify information or features in the correlation structure between
the two time series being compared that cannot be explained by possible common sources. In (Stam
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et al., 2007), the phase lag index is proposed as a measure of statistical interdependence that aims to
be less sensitive to the problem of common source or also called volume conduction.
The phase-lag-index, which is a measure of the asymmetry of the distribution of phase differences
between two signals, which aims to exclude phase differences centered around zero phase, under
the assumption that the phase shift of the volume conduction signals is zero phase. The observed
non-zero phase relationships between two interdependent signals cannot be attributed to the volume
conduction, so they are attributed to a relationship between these time series. Mathematically,the PLI
can be expressed as follows in Equation 2.3:
PLI = |〈sign[∆Φ(tk)]〉|, (2.3)
where ∆Φ(tk),k = 1, ...,N is the phase difference time series, and sign is the sign function responsible
for discarding a phase difference of zero.
2.3.1.1.2 Model-based directed metrics
In this section, within model-based directed metrics are: Cross-correlation and Granger causality.
Both are described in more detail below.
Cross-correlation: Usually used to observe the relationship between electrodes at different time
points. This technique is linear in nature and measures the similarity between two series of variables
and the lag between these variables. This value varies between -1 and 1. The higher the correlation
value, the greater the similarity between the signals. The normalized cross correlation (NCOR) for a





( fm− f̄ )(t̄m+n)(t̄m+n− t̄)
σ f σt
, (2.4)
where n represents the time delay, T represents the total number of samples, m represents the number
of samples, and σ f and σt represent the deviations of f and t.
Granger Causality: The concepts of causality are generally related to the idea of cause and effect,
a variable X1 is causal for a variable X2, if X1 is the cause of X2 or vice versa. Granger causality (GC),
on the other hand, is a statistical concept of causality based on prediction. It does not test for a true
cause-effect relationship, but attempts to infer whether the past behavior of a time series X1 can predict
the behavior of a time series X2.
GC was proposed by Clive Granger (Granger, 1969) in 1969, and was planned as part of a bottom-
up strategy that assumes that the data generation processes in each time series are independent, so the
datasets are then analyzed to see if they are correlated (Kirchgässner and Wolters, 2008). GC analysis
is an adaptation of the definition of causality proposed by Norbert Wiener, which stated that if the
prediction of one time series can be improved by incorporating knowledge about a second, then the
second series has a causal influence on the first (Ding et al., 2006, Beckenbach, 2013).
Given two time series X1(t), X2(t), we intend to predict X1(t + 1) based on the past terms of
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X1(t). Then, we try to predict X1(t +1) using past terms of X1(t) and X2(t). If the second prediction
proves to be more successful, then the past of X2(t) seems to contain information that is useful in
predicting X1(t + 1), that is not in the past X1(t). Therefore, X2(t) ”G-causes” (has information flow
with) X1(t +1) if:
• X2(t) precedes X1(t +1).
• X2(t) contains useful information for predicting X1(t+1) that is not contained in other variables.
The roles of the two time-series can be reversed to analyze causality in the opposite direction.
Time flow plays an important role in determining the direction of causal influence between the time
series (Ding et al., 2006). GC is a directed version of Shannon’s mutual information.
Mathematical Formulation of Granger Causality: GC is usually tested in the context of linear
regression models. For the formulation, a linear vector autoregressive model (VAR) bivariate of two


















A22 jX2(t j)+E2(t). (2.6)
Where:
• p: maximum number of lagged observations (defines the order of the model).
• Matrix A: contains the coefficients of the model (weights or contribution of past observations to
the prediction > 0).
• E1 and E2: prediction errors.
If the variance of E1 (or E2) is reduced by including the terms X2 (or X1) in the first (or second)
equation, then X2(or X1) is said to be “G causes” X1 (or X2).
Granger causality was originally proposed for linear systems, but it was intended to extend this
concept to nonlinear problems (Ancona et al., 2004), but as with other approaches, there is the problem
of detecting false causalities. To address this problem, a method for performing connectivity analysis
using Granger Causality has been proposed, assuming an arbitrary degree of nonlinearity by exploiting
kernel properties (Marinazzo et al., 2008b).
The method reformulates Granger Causality for linear problems and introduces a statistical proce-
dure to reduce the over fitting problem. In the formulation, it was generalized to nonlinear cases using
the kernel trick, which achieved control over the nonlinearity of the regression model using the ker-
nel function, in addition to reducing the spurious causality problem using a Gram matrix (Marinazzo
et al., 2008a).
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2.3.1.1.3 Model-free non-directed metrics
In this section, within model-based non-directed metrics, there is Mutual Information, which is
described in more detail below.
Mutual Information: Mutual information (MI), is a measure of the amount of information that
one random variable contains about another random variable, i.e., it is the reduction in uncertainty of
one random variable due to the knowledge of the other.
Let us have two random variables X and Y with a joint probability mass function p(x,y) and
marginal probability mass functions p(x) and p(y). The mutual information I(X ;Y ) is the relative
entropy between the joint distribution and the product of the distributions p(x)p(y). MI can be calcu-
lated using the probability density function (PDF), with two time series, X(t) and Y (t), with t = 1,2,
..., T, at T discrete points and p(X(t),Y (t)), being the joint PDF between X(t) and Y (t) (Thomas M.
Cover and Joy A. Thomas, 2006), this is shown in Equation 2.7:






2.3.1.1.4 Model-free directed metrics
In this section, within model-based non-directed metrics, there is Transfer Entropy, which is de-
scribed in more detail below.
Transfer Entropy: Based on information theory of Wiener and Granger, in (Schreiber, 2000)
a measure of effective connectivity was introduced, Transfer Entropy (TE). This measure allows the
estimation of linear and non-linear connections between channels and quantifies the amount of infor-
mation transmitted between two random processes X and Y. Mathematically, TE can be expressed as
in Equation 2.8:
T E(X −→ Y ) = T EXY = ∑
(Y (t+1),Y nt ,Xmt )
log
p(Y (t +1))|Y nt ,Xmt )
p(Y (t +1))|Y nt )
. (2.8)
2.3.1.2 ERP and Functional Connectivity studies
In this section, we illustrate some examples of functional connectivity analysis in the context of ERP
and briefly present the techniques and metrics used for it.
The cognitive functions of humans have become a widely studied topic in an attempt to understand
their behavior. To this end, individual brain areas have been analyzed, but recent studies suggest
instead a shared behavior of integrated brain areas that have a coordinated flow of information and
are additionally connected by reciprocal and dynamic connections (Bressler and Menon, 2010, Varela
et al., 2001). This complex network structure is often referred to as the ”connectome” (Sporns et al.,
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2005).
To evaluate this behavior, functional connectivity analysis (FC) is used to understand the rela-
tionship between these areas as they perform different activities. Temporal correlations between brain
areas provide an estimate of the FC, and this is quantifiable by statistical measures, such as correlation,
transfer entropy, coherence, etc., to explain the observed dependencies between time series (Friston,
2011).
In neuroscience, FC, as mentioned above, can be estimated by bivariate and multivariate analysis.
The bivariate method only provides information about the directionality of interactions between two
signals, whereas multivariate analysis can provide information about the flow of direct or indirect
causality between neural systems (Kuś et al., 2004). It is important to note that several studies have
shown that nonlinear analysis of EEG signals provides important information about the dynamics of
the underlying neural networks (Lehnertz, 1999, Hosseinifard et al., 2013, Quian Quiroga et al., 2002).
In the literature, there are several metrics and techniques that have been used for connectivity
studies. Some of these studies are listed below, grouped where possible in terms of the methodology
used.
Non-Directed metrics
In (Kabbara et al., 2016) PLV was used to characterize the ERPs. The results showed that phase
synchrony provides relevant information for classification, with high synchrony observed between
brain regions during target trials. On the other hand, 9 features are extracted in (Z.-K. Gao et al.,
2016) from which correlation analysis is performed. Measures such as small-world, global efficiency
and local efficiency are used to characterize and define the topological structure of brain networks.
On the other hand, less common metrics have been used for the same purpose, such as Wavelet
Coherence in (J.-F. Gao et al., 2016), to assess FC between different brain regions, subjects had to
either tell the truth or lie when confronted with certain stimuli. This study showed that deceptive
responses elicited greater connectivity strength than truthful responses, these results indicate that both
groups can be effectively discriminated.
Directed metrics
In (Nisar et al., 2018) and (Guo et al., 2016), FC analysis was used to characterize the ERPs,
obtained by the oddball paradigm in the case of visual stimuli, cross-correlation was used for FC
analysis, examining connectivity across different brain lobes, in both of which the target stimuli were
found to have high connectivity.
In (Thee, Nisar, Yeap, et al., 2018) Pearson Correlation was used and it is clearly observed that
there is a difference between the results of FC, when the target and non-target stimuli are presented,
the resulting network density value is higher in the first case than the second. Similar behavior is
observed in (Thee, Nisar, and Soh, 2018), where coherence was used to analyze FC. This analysis was
able to identify the differences in FC patterns caused by the different oddball tasks and found a denser
brain network when the target stimulus occurs. In addition to coherence, graph theory was also used
for connectivity analysis in this study.
In (Chang et al., 2020), a concealed information test is proposed that uses functional connectivity
analysis to obtain information about the interdependence of different brain areas. For this study,
Phase Lag Index (PLI) was used, and also, as in previous cases, graph theory was used to represent
topological connectivity. PLI is also used in (Padilla-Buritica et al., 2020), but in this case a weighted
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PLI, to validate the proposed rule. Through this study, it was found that functional connectivity scores
increase significantly once the stimulus is presented. Similarly, in (F. Li et al., 2016), a Adaptive
Directed Transfer Function (ADTF), it was found that two cerebral hemispheres show asymmetric
functions in information processing for different phases of the P300 signal.
Metrics based on graph theory
In (Bola and Sabel, 2015) an event-related network analysis (ERNA) was performed to analyze the
topology of neural networks during cognitive processes using graph theory. Through this study, the
concept of the ”network fingerprint” of cognition has been defined. Furthermore, in (H. Wang et al.,
2016), a connectivity study is conducted for lie detection. In this study, a nonlinear interdependence
analysis was performed in addition to a graph analysis constructed from the nonlinear correlation
values computed between pairs of electrodes.
Also using graph theory, in F. Li et al., 2019 a connectivity analysis is used to quantitatively
describe the effect of the stimulus sequence in the P300 network through the properties of the brain
network. Following the evidence shown by the studies described above, the present research project
intends to use the GC metric to assess the functional connectivity between electrodes and seeks to find
differences in the results of time series analysis when the target and non-target stimuli were shown.
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3
Methods and initial analysis of the
problem
In this chapter, the methods used for the development of the proposed project are described in de-
tail. However, to illustrate the explanation of the methodology through examples, preliminary results
of the project are also presented.
3.1 Dataset : characteristics and structure
A dataset of a P300-based BCI system from (Hoffmann et al., 2008) was used to develop this project,
a six-choice P300 paradigm was used to collect data. The experiment was conducted on a population
of 8 subjects, 4 of whom were disabled.
The images shown to the participants in the experiment are shown in Figure 3.1, consisting of a
television, a telephone, a lamp, a door, a window, and a radio. These images were shown in random
order during a period of 100 ms, with a 300 ms period in which nothing was shown until the next
image was presented. Considering the display time of the image and the time when no image is shown
in an Inter-Stimulus Interval (ISI) of 400 ms can be defined.
As mentioned above, the set of subjects considered in the experiment consists of 4 participants
with disabilities, all of whom use wheelchairs and suffer from various communication disorders and
limb muscle control. For subjects 1 and 2, spoken communication was not possible and could only
make slight movements with their upper limbs. Subject 3 responded with ”yes/no” answers, by blink-
ing. It was not possible to establish spoken communication, this subject was only able to perform
movements with one of his hands without being able to control the other limbs. In subject 4. spoken
communication was possible, but there was mild dysarthria. The other subjects (subject 5 to subject
8) had no known neurological pathology.
The experiment consisted of 4 sessions, two per day, with an interval of less than two weeks
between each day. Each of the sessions had six runs, one run for each of the six selected images.
During the development of the experiment, the subject was asked to count how many times the target
Theoretical and experimental study of P300 ERP in the context of Brain-computer interfaces. 25
CHAPTER 3. METHODS AND INITIAL ANALYSIS OF THE PROBLEM
Figure 3.1: Set of images used to evoke the P300. Modified from (Hoffmann et al., 2008)
.
image was shown after hearing a warning tone.
During the development of the experiment, the following protocol that was used:
• The subject was asked to silently count the number of times the ”target” image appeared.
• The six pictures considered for the experiment were shown at the beginning.
• After 4 seconds, an alarm tone sounded and the sequence of random images was shown.
The sequence of flashes was block-randomized, and the number of blocks was randomly set be-
tween 20 and 25. On average, 22.5 target images and 22.5 x 5 = 112.5 non-target images were shown.
A session consists of approximately 810 trials and the dataset for each subject consists of an average
of 3,240 trials. The duration of a run was approximately one minute, and the duration of a session was
approximately 30 minutes.
For this analysis, it was decided to limit the blocks to 20 in all cases, i.e., a total of 20 target trials
and 100 non-target trials, 120 target trials and 600 target trials per session and, 480 target trials and
2400 non-target trials considering all sessions. The Figure 3.2 shows the structure of the dataset. As
mentioned earlier, a trial consists of six images, 5 of which correspond to a non-target image and 1
to a target image; a run consists of 20 trials; a session consists of 6 runs; and finally, a day consists
of 2 sessions. EEG signals were recorded at a sampling frequency of 2048 Hz from 32 electrodes
positioned according to the international 10-20 system shown in Figure 2.4.
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Figure 3.2: Dataset structure for one subject
.
3.2 Preprocessing
Data processing was performed in MATLAB, it was necessary to apply several preprocessing opera-
tions to the signals before performing the proposed functional connectivity analysis.
The mean value of the two electrodes corresponding to the mastoids was used as a reference. Then,
a sixth-order forward-backward Butterworth bandpass filter was applied based on the data processing
performed in (Hoffmann et al., 2008), which is preferred because it eliminates the side effect of phase
distortion (Y.-T. Zhang, 2013). The MATLAB functions BUTTER 1 was used to calculate the filter
coefficients and FILTFILT 2 for filtering. Cutoff frequencies of 1.0 Hz and 12.0 Hz were set. For
scaling the data, it was normalized considering the mean and standard deviation. Once filtered, the
data were downsampled to 32 Hz with every 64th sample selected from the filtered data.
Single trials of 1000 ms duration were extracted, a single trial started at stimulus onset and ended
1000 ms thereafter. Considering the ISI of 400 ms, as mentioned, the last 600 ms of each trial over-
lapped with the first 600 ms of the next trial. To reduce the effects of biological artifacts such as
blinks, eye movements, subject muscle activity, which may affect EEG data, data from each electrode
were windsorized, with values below the 10th percentile being replaced by the 10th percentile, and
similarly values above the 90th percentile replaced by the 90th percentile.
1BUTTER: https://www.mathworks.com/help/signal/ref/butter.html
2FILTFILT: https://www.mathworks.com/help/signal/ref/filtfilt.html
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3.3 Connectivity Analysis
As discussed in Chapter 2, connectivity analysis has been increasingly studied because of the infor-
mation it provides about network dynamics. Several studies have shown that connectivity can help in
detecting a P300 (F. Li et al., 2020). For this purpose, several metrics have been used, such as PLV
(Kabbara et al., 2016), PLI (Chang et al., 2020), Pearson Correlation (Thee, Nisar, Yeap, et al., 2018),
etc. For this reason, it was decided to explore the use of Granger causality to analyze the dynamics of
the network in the P300 signals.
3.3.1 Linear Granger Causality
Based on an approach that focuses on neural networks describing the flow of information, the behavior
of these networks can be described by non-deterministic processes that evolve over time, i.e., given
an input stimulus, a different outcome may occur at the output. The dynamics of the networks are
governed by probabilities, which is why they are treated as stochastic processes (Terrell, 2019).
In the present analysis, Granger Causality was used for linear systems in the time domain to
quantify information flow, it has been shown to solve some of the limitations that other metrics create
(Bressler and Seth, 2011). However, GC for nonlinear systems (Marinazzo et al., 2008b, Marinazzo
et al., 2008a) is an approach that should be considered in future analyzes.
The computational calculation of GC analysis requires the estimation of AR models of stochastic
processes, it is necessary that these stochastic processes must be stationary for the model to be esti-
mated, if the data are initially non-stationary, several pre-processing steps may be considered. For the
GC analysis on the data described above, the MVGC toolbox proposed in (Barnett and Seth, 2014) is
used, which is based on the Vector Autoregressive (VAR) model theory.
3.3.1.1 Vector Autoregressive Models
A Vector Autoregressive (VAR) model allows the analysis of the relationship between k variables in
a given period t = 1, ..., T. Each variable has an associated equation that models its evolution over
time, this equation contains information about the past values of the variables and other variables in
the model, as well as an error term.
The k variables are modeled as a linear function of their past values and are collected into a vector
Ut of length k. The components of the vector are denoted as unt which means the observation at time
t of the nth variable. VAR models are characterized by order p, the model order is the number of
previous time periods used by the model. A p− th order model VAR refers to a VAR model that
contains lags for the last p time period:





AkUt−k + εt , (3.2)
where Ak is the nxn matrix of regression coefficients, εt the residuals, representing a white noise
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process.
First, it is necessary to determine an appropriate model order for the regression, this is done using
standard procedures such as Akaike Information Criteria (AIC) (Akaike, 1974) or Bayesian Informa-
tion Criteria (BIC) (Stone, 1979), as explained earlier for AR models, in this case both calculations
are performed.
AIC is a measure of the relative quality of a statistical model, it balances the goodness of fit of
the model and its complexity. Models with the lowest AIC are considered ”the best” and models
where the difference in AIC relative to AICmin < 2 can be considered to have substantial support
(Burnham and Anderson, 2003). BIC, on the other hand, is a criterion for selecting models from a
finite set of models, closely related to AIC. As in the previous case, the model with the lowest BIC
is selected. Unlike AIC, BIC penalizes the model more for its complexity, i.e., more complex models
have a higher score; since the lower scores are selected, they are less likely to be selected in this case
(Bishop, 2006). The following equations are used to estimate both the AIC and BIC of a model:
AIC = 2k−2∗ ln(L), (3.3)
BIC =−2∗ ln(L)∗ ln(N)∗ k, (3.4)
where L is the likelihood, N is the number of recorded measurements, and k is the number of param-
eters in the model, in this case, the model order (Mohammed et al., 2015).
After defining the model order, the next step is to define the model parameters that maximize the
likelihood function for VAR models and minimize the model error. To this end, several techniques
are used, including the Ordinary Least Square (OLS) regression algorithm (Hamilton, 1994), which
computes least squares estimation as a standard method, and the Levinson, Wiggins, Robinson (LWR)
algorithm (Levinson, 1946), which is based on the idea of maximum entropy. OLS computes a least-
squares estimate for the sample estimators Âk. Given a time series u1, ...,um matrices of regression






where t = p+1,...,m. The values of Âk are chosen to minimize the squared error E2 = 1m−p ∑
m
t=p+1 ||εt ||.
LWR algorithm is an extension of the Morf variant to Durbin recursion (Morf et al., 1978, Durbin,
1960). The Morf variant estimates the regression coefficient matrices Âk recursively for k = 1,2,...
from the time series data ut (Barnett and Seth, 2014). It is very stable, and the covariance matrix of
the residuals is computed recursively, this is an advantage in OLS that need to be recomputed for each
model order. The calculation of Granger Causality is done in the order of the functions defined in
Figure 3.3, these functions are part of the MVGC Toolbox (Barnett and Seth, 2014).
The function TSDATA TO INFOCRIT 3 computes Akaike and Bayesian information criteria for
VAR models from time series data, which may be single- or multi-trial. The result is later used to
determine the model order. For the definition of VAR models, the function TSDATA TO VAR 4 is used,
the tool uses BIC by default to estimate the model order, as it works better with long time series as
3TSDATA TO INFOCRIT: https://users.sussex.ac.uk/∼lionelb/MVGC/html/tsdata to infocrit.html
4TSDATA TO VAR: https://users.sussex.ac.uk/∼lionelb/MVGC/html/tsdata to var.html
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Figure 3.3: Functions used to compute Granger Causality with the MVGC Toolbox (Barnett and Seth, 2014).
.
found in neural applications (Ding et al., 2006) and LWR to determine the coefficients.
After all relevant parameters of the model are computed, the function VAR TO AUTOCOV 5 is
used to calculate the autocovariance sequence Γk according to the previously defined VAR model, for
which the study of the ”reverse solution” of the Yule-Walker equations is necessary (Anderson, 1971).
Finally, the function AUTOCOV TO MVGC 6 computes the conditional causalities in the time domain,
using the autocovariance sequence G.
With this result, a statistical significance test is performed using the functions MVGC PVAL 7 and
SIGNIFICANCE 8. A Fisher test (F-test) is used, for which a null hypothesis is defined, in this case: “X2
no G-causes X1(t +1)” and an alternative hypothesis, in this case: “X2 G-causes X1(t +1) ”. A value
of α = 0.05 was set, if the probability values defined for the compared channels exceed this value, the
null hypothesis is rejected.
3.3.1.2 Collinearity and non-stationarity
Collinearity occurs when there are linear relationships between the individual time series, the presence
of collinearity is detected at the VAR model estimation stage, using the MVGC toolbox Barnett and
Seth, 2014, displaying this error as ”deficient range” regression. To eliminate linear dependencies,
different techniques can be used, such as a PCA analysis, a factorial modeling approach, or a signal
separation technique using ICA, as explained above.
5VAR TO AUTOCOV: https://users.sussex.ac.uk/∼lionelb/MVGC/html/var to autocov.html
6AUTOCOV TO MVGC: https://users.sussex.ac.uk/∼lionelb/MVGC/html/autocov to mvgc.html
7MVGC PVAL: https://users.sussex.ac.uk/ lionelb/MVGC/html/mvgc pval.html
8SIGNIFICANCE: https://users.sussex.ac.uk/∼lionelb/MVGC/html/significance.html
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P300 ERP characterization
































Figure 3.4: P300 ERP characterization, Cz channel. The top graph corresponds to subjects with disabilities,
and shows that the peak of the P300 signal occurs at approximately 400 ms. The lower graph corresponds to
abled subjects and shows that the peak of the P300 signal occurs at approximately 350 ms.
In this case, there are 32 time series corresponding to each of the electrodes where the EEG signals
were measured, with high collinearity verified. In order to reduce the computational complexity and
limit the existing collinearity between the analyzed time series, it was decided to limit the set of
analyzed variables which, after selection, was verified that there was no collinearity. The number
of variables chosen depends on the analysis performed, but in most cases a maximum number of 8
electrodes was used.
Stationarity, on the other hand, can be achieved by techniques such as detrending, or notch filtering
techniques. For the present analysis, stationarity was achieved by splitting the data into overlapping
windows and using shorter periods that provide stationarity to the data. This analysis also allows us
to analyze how the GC changes over time, as it is shown in (Ding et al., 2000).
3.3.2 GC calculation
After preprocessing, and due to the pursued goal of differentiating the existing causality between the
P300 signal and the non-P300 signal, the dataset was divided into two groups, the first group that
includes the trials containing the P300 signal, i.e., those generated by the target stimulus, and the
second group containing the trials of the non-P300 signal, i.e., the non-target stimulus.
To visually distinguish the two signals, the data corresponding to the Cz channel were averaged.
The data from all subjects were divided into two groups, the first group corresponding to the disabled
subjects (subject 1 to subject 4) and the second group corresponding to abled subjects (subject 5 to
subject 8). The signals corresponding to P300 and non-P300 were recorded as shown in Figure 3.4.
Both groups can clearly distinguish the peak of the P300 signal, but both groups show different
behaviors in terms of the latency and amplitude of the P300 signal. In the disabled subjects, it can be
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that the peak of the P300 signal occurs at about 450 ms, while in the abled subjects, the difference in
the signals is noticeable after 250 ms. As for the amplitude, the difference is small, but it exists and is
greater in the case of the abled subjects.
After splitting the data into both groups, P300 and non-P300, the first GC calculation is performed.
Three considerations were made for the analysis, in the first instance, the data is analyzed using all
subject sessions, this approach is called ”full analysis”. In the full analysis, after averaging the trials
corresponding to the 6 runs of each session and considering the 4 sessions, the structure is 32 x 32 x
480 for the P300 signal and 32 x 32 x 2400 for the non-P300 signal, which corresponds to electrodes
x samples x trials.
To explain the functional connectivity methodology used in this project, Subject 6 and Subject
1 are used as examples, in the first case due to the remarkable difference between the connectivity
estimates found between P300 and non-P300, and in the second case due to the similarity between the
measurements of both connectivity values.
In a first test, without prior processing, as expected, the tool shows collinearity and non-stationarity
errors. The Figure 3.5, shows the obtained result, using subject 8 as an example. The electrodes that
are compared are on the X and Y axes. The first column corresponds to the calculated GC values for
each pair of electrodes, the second column corresponds to the calculated p-values and the third column
shows the values considered significant. A p-value less than 0.05 is statistically significant showing
strong evidence against the null hypothesis. As explained in the previous sections, the null hypothesis
yields a causality value of zero, i.e., there is no causality between the compared pair of electrodes.























































































































































































































































































































































































































































































































































































































































































































Figure 3.5: GC results for subject 6 using standard electrodes shown in Figure 3.6. Complete analysis with 1000 ms signal. The first line shows the results for the
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After considering the results, due to the existing collinearity and the non-stationary nature of the
analyzed signals, the connectivity values are difficult to study, the calculated model order is 20, which
is the maximum, it is a high model order and GC does not work. It is also important to consider that
the evaluated nodes are not sources, the analysis of all electrodes can produce false values of causality,
as explained above, for this process PLI can be used (Stam et al., 2007), since this study is limited
to Granger Causality analysis to study the dynamics of brain network, its application is suggested in
future studies; for the above, to exhibit this problem, a reduction of the number of electrodes to a
smaller set is suggested.
For ERP, it is assumed that the electrodes located in the occipital and parietal lobes, considering the
international 10/20 system, are the ones that provide more information about recognition according to
several studies conducted (Vidal, 1977, Blankertz et al., 2011, Krusienski et al., 2006, Qin et al., 2016
Hoffmann et al., 2008), where very high precision was achieved in identifying the signals produced
by the target stimuli.
For this analysis, the first approach considered was to apply the combination of 8 standard elec-
trodes used in (Hoffmann et al., 2008), these electrodes are: Fz, Cz, Pz, Oz, P7, P3, P4, P8; their
location on the scalp can be seen in Figure 3.6.
The electrodes, which are referred to as the standard, are the result of extensive research and anal-
ysis by several authors, as shown in Table 3.1. These have used various techniques, such as forward
selection and backward elimination, to determine which electrodes are more suitable for different sub-
jects and different experimental conditions. depending on the accuracy of the classification obtained
with these electrodes. In Table 3.1, authors propose different electrodes, but it can be observed that
many of them are repetitive and it is precisely this consistency of results, despite the differences in the
analyzes, that has led to the definition of standardization in the use of the above electrodes.
Reference Electrodes
Vidal, 1977 Pz, Oz, O1, O2, Fz
Farwell and Donchin, 1988 Pz
Polikoff et al., 1995 Pz, Cz, Fz
Donchin and Coles, 1988 Pz, Cz, Fz, O1, O2
Kaper et al., 2004 Pz, Cz, Fz, Oz, P3, P4, PO7, PO8, C3, C4
Serby et al., 2005 Pz, Cz, Fz, Oz
Sellers and Donchin, 2006 Pz, Cz, Fz
Piccione et al., 2006 Pz, Cz, Fz, Oz
Krusienski et al., 2006 Pz, Cz, Fz, Oz, P3, P4, PO7, PO8
Hoffmann et al., 2008 Pz, Cz, Fz, Oz, P3, P4, P7, P8
Cecotti et al., 2011 Pz, Oz, P3, P7, P8
Ryan et al., 2017 Pz, Cz, Fz, Oz, P3, P4, PO7, PO8
Sheng et al., 2018 Pz, Cz, Fz, Oz, O1, O2
Table 3.1: Standard electrode selection for the detection of P300 ERPs. Approaches by different
authors. Modified from (Changoluisa et al., 2020).
Another observation made from the results is that the number of GC values considered significant
is larger for the non-P300 signals than for the P300 signals. This is partly attributed to the existing
asymmetry in the dataset. For this reason, to balance the available dataset, the trials corresponding
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Figure 3.6: Standard Electrodes location.
to the non-target stimulus cases were limited to the same number of trials as in the target stimulus
case. Bootstrapping is used to select the trials that provide some randomness for the selection of the
non-target set. The bootstrapping method was proposed in (Efron, 1979). The idea of this method is
that inference to a population can be modeled from sample data by performing a new sampling on the
sample data, and being able to make an inference to a sample from the re-sampled data.
For this step, the MATLAB function BOOTSTRP 9 is used, it is performed once at the beginning
of the analysis, the selected items are kept throughout the process. To remove the problem of non-
stationarity, the entire signal is no longer analyzed i.e., 1000 ms. Now the signal is divided into 4
windows of 250 ms each, where a priori stationarity can be assumed. The results can be seen in
Figure 3.7. Reducing the number of electrodes used for the analysis helped with the collinearity
problem, plus performing an analysis with shorter windows eliminated the non-stationarity problem.
9BOOTSTRP: https://www.mathworks.com/help/stats/bootstrp.html










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.7: GC results for subject 6 using standard electrodes shown in Figure 3.6. 250 ms window analysis. The first column of each window corresponds to GC
values, the second column corresponds to probability values calculated from GC, the third column corresponds to significant values, i.e., probability values < 0.05,
significant values are colored black.
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As can be seen in Figure 3.7, the window corresponding to the interval from 0 to 250 ms, similar
to the behavior of the characterization of the P300 signal for abled subjects shows greater connectivity
in the non-P300 signal. On the other hand, in the window between 250 and 500 ms, where a greater
connectivity of the P300 signal would be expected compared to the non-P300 signal, the difference is
clearly seen, and noticeable compared to the first window, where both signals behave similarly.In the
window corresponding to the interval from 500 to 750 ms, as in the previous window, the non-P300
values are still lower than in the P300 case. Finally, in the window from 750 to 1000 ms, the significant
values decrease in both cases. It can be seen that the connectivity increases in the non-P300 signal,
but the significant values of the P300 signal remain larger.
To analyze this behavior in depth, an analysis with overlapping windows is proposed in order not
to lose features of the signal that would otherwise be omitted. Since the goal is to eliminate the non-
stationarity without affecting the accuracy of the model fitting, the selection of the appropriate window
size is an important step, for this purpose, different window and overlap sizes have been tested.
3 An analysis of the results is proposed using overlapping windows of variable size, from 62 to 469
ms as a first approximation, attempting to analyze the behavior in extreme cases. It is also proposed
to analyze the differences that occur when varying the size of the overlap, i.e., the signal segment on
which the windows overlap; overlap sizes from 0 ms to 156 ms are initiallyproposed. When analyzing
extreme cases, as mentioned, it is found that in all cases the best window size is close to the 250
ms window, as can be seen in Figure 3.8, for this reason, for a more realistic analysis in a second
approximation, values close to 250 ms are proposed for the analysis, i.e., 118 ms, 219 ms, 250 ms,
281 ms. The sizes proposed for the overlap are kept.
Area comparision - Subject: 6















Figure 3.8: Area calculation results of overlapping windows curve for different and ’extreme’ windows and
overlap sizes, subject 6. W represents the window size, while O represents the overlap.
To quantify the causality value calculated in each window, 3 measures were proposed:
• The sum of GC values, considered significant per window.
• The mean of the p-values considered significant per window.
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• The sum of the significant values per window.
To illustrate this calculation, we again analyze the second case of an overlapping window of 188
ms, with an overlap of 31 ms, using subject 6 as an example. In this case, there are 26 windows along
the signal, so 26 values are generated per window. Figure 3.9 shows this result for the three measures
considered.
Figure 3.9: Results of the area calculation for subject 6 with overlapping windows of 188 ms and an overlap
of 31 ms. The first column shows the area curve obtained by addition of the significant GC values. The second
column shows the area curve obtained by averaging the significant P-values. The third column shows the sum
of the significant values. W represents the window size, while O represents the overlap.
The calculation of each point is performed as follows: the point corresponding to the window from
217 ms to 404 ms is taken as reference, the GC probability and significant values corresponding to
this window are shown in Figure 3.10. As can be seen in the third column of Figures 3.9 and 3.10,
there are 26 significant causality values in the case of P300 and 9 in the case of non-P300. The three
metrics considered are explained below:
• In the first column, a summation of GC values is performed, a GC value is considered if the
significance for this value is 1, i.e., 26 values for P300 and 9 values for non-P300. The result of
the sum is equal to 0.5609 for P300 and in case of non-P300 the sum is equal to 0.1994.
• The 26 and 9 significant values of p-values corresponding to P300 and non-P300 respectively
are averaged, the result of this calculation is 0.0058 for P300 and 0.00015 for non-P300.
• Finally, in the case of significance, the significant values are added, obtaining 26 significant
values for P300 and 9 significant values for non-P300, as mentioned.
After obtaining the results of the proposed metrics for each overlapping window, a curve is ob-
tained to parameterize the P300 signal, the non-P300 signal and the difference between them, in the
case of the analyzed example with 26 points per curve. The calculation of the area under the curve
was proposed to quantify the causality in each case.
For this calculation, only the first proposed measure is considered, i.e., the sum of the significant
GC values, since it is the measure that best captures the characteristics of the connectivity of the signal,
considering not only whether the connectivity is present or no, but also at what level it is present. From
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Figure 3.10: GC values, overlapping window from 217 ms to 404 ms. The first column corresponds to GC
values, the second column corresponds to probability values calculated from GC, the third column corresponds
to significant values, i.e. probability values ¡ 0.05, significant values are colored black.
the area calculation, a single value corresponding to each overlapping window and the overlap used is
obtained. The Figure 3.11, shows the area results obtained for both signals in all the cases considered.
From Figure 3.12, we can see that in the case of the example subject (subject 6), the window
that provides a larger P300 signal area value corresponds to the 219 ms window, and the best overlap
corresponds to 31 ms overlap in all cases. However, the same behavior is not observed for all subjects,
this is discussed in (Salazar, 2020).
Although the behavior observed in subject 6 is ”ideal”, this does not occur in all subjects due to the
variability present between and within subjects, this analysis is explained in detail in (Salazar, 2020),
Figure 3.13, shows one of the cases of the curves generated from the overlapping windows in subject
1. The difference between the P300 signal and the non-P300 signal is not clearly distinguishable in
subject 1, although an increase in the values for causality, p-values, and significance can be seen in
the standard P300 range. It is important to emphasize that the behavior observed in the first values of
each analyzed curve, where the non-P300 signal is larger than the P300 signal, was also observed in
other subjects. This behavior can be attributed to influence from other components of the ERP.
In the case studied, when evaluating the total signal without considering the window selection
technique, the area calculation with different overlapping windows shows that in most cases the non-
P300 signal is larger, as shown in Figure 3.14.
Due to the small difference between the analyzed curves, the initial behavior may strongly influ-
ence the result, and it may be found that in certain cases the expected behavior, i.e., there is a greater
connectivity in the P300 signal, is not fulfilled. For this reason, it is important to define the exact
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GC area results - Subject: 6
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Figure 3.11: Area calculation results of the overlapping window curve for different windows and overlap sizes
for subject 6. W represents window size, while O represents the overlap.
Area comparision - Subject: 6















Figure 3.12: Comparison of area values calculated for different overlapping window sizes, subject 6. Color
blue represents the P300 connectivity values, while color orange represents non-P300 connectivity values.
window in which the P300 activity occurs, from which the functional connectivity can be roughly
evaluated.
To define the proper size of the window, an interval of 250 ms and 750 ms is taken as a reference,
since this is the approximate range in which the latency variation of the P300 signal is detected, as
explained in the previous sections. From the established range, the lower threshold of the signal is
varied as a function of the minimum Θ values, which is defined by: Θmin = [220ms,255ms,290ms].
In the same way, the higher threshold of the signal varies as a function of the maximum theta value,
which is defined by: Θmax = [590ms,630ms,670ms]. Figure 3.15, illustrates in a better way what has
been explained, being observed in a representation of the signal, and how it is proposed to vary the
thresholds.
After calculating the area values corresponding to each window size variation as shown in Figure
3.16, it was found that the window providing the largest area of the P300 signal is the one in the range
from 210 ms to 710 ms. However, this area does not provide the greatest difference between the P300
and non-P300 signals. On the other hand, the window in the range from 290 ms to 670 ms provides
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Figure 3.13: Results of area calculation for subject 1 with overlapping windows of 188 ms and an overlap of
31 ms. The first column shows the area curve obtained by adding the significant GC values. The second column
shows the area curve obtained by averaging the significant P-values. The third column shows the sum of the
significant values. W represents the window size, while O represents the overlap.
the largest difference between the P300 and non-P300 signals.
Although what we are trying to demonstrate is the difference between the existing connectivity
levels between P300 and non-P300, we assume that this behavior is ignored. We will not select the
window that shows the largest difference between P300 and non-P300, but the one that provides the
largest value of area. In the case of subject 1, the window between 210 ms to 710 ms is chosen.
After selecting the appropriate window size in which the P300 signal is maximum, we will to
analyze what influence the number of electrodes has on this result, for this purpose tests will be
performed by varying the number of electrodes selected, the observations from this analysis will be
discussed in the next section. As it is obvious and has already been discussed, the connectivity levels
between P300 and non-P300 signals are highly dependent on the electrodes used for the analysis, for
this reason other electrode selection methods are also proposed to analyze the differences found in
functional connectivity.
3.3.2.1 Electrode Selection Methods
Two approaches are proposed for electrodes selection, the first is selection using the Bayesian Linear
Discriminant Algorithm (BLDA) with forward selection, and the second using values of the coefficient
of determination analysis, also called r2 analysis, both approaches are described in detail below.
3.3.2.1.1 Electrode selection using BLDA and forward selection:
Implementing an algorithm that can adapt to the possible differences in the data for each subject or
session allows for a more robust system and higher precision in event detection. (Speier et al., 2015,
Lotte et al., 2018, Changoluisa et al., 2020).
BLDA is a variation of Fisher’s Linear Discriminant Analysis (LDA), it is based on a probabilistic
regression network in which the targets ti depend linearly on the observed features X with an additive
Gaussian noise term n, as observed in the equation 3.6:
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Area comparision - Subject: 1











Figure 3.14: Comparison of area values calculated for different overlapping window sizes for subject 1, who
is not one of the subjects giving good results. In this case, the window selection is not considered, leading to a
poor GC result. The blue color represents the P300 connectivity values, while the orange color represents the
non-P300 connectivity values.
t = wT X +n, (3.6)
where w represents the weight vector. BLDA regularization is used to avoid overfitting in large and
noisy datasets, as is often the case with EEG signals. The degree of regularization can be estimated
automatically and quickly by Bayesian analysis based on training data. A more detailed explanation
of this algorithm can be found in Hoffmann et al., 2008, where the high classification accuracy that
can be achieved by its use was shown, results similar to those in (Cecotti and Ries, 2017, Ludwig and
Kong, 2017, Momennezhad et al., 2014).
For the selection of electrodes with BLDA-FS, we first propose a selection on all electrodes and
then a selection by ROIs. Electrode selection with BLDA was done by testing the electrode combi-
nations and finding the highest values of accuracy in classification, finally the electrodes that showed
the best results were selected, for this the forward selection method was used. Forward selection(FS)
is a straightforward variable selection strategy (Herrera et al., 2009), for this study electrode selection
was performed using BLDA and forward selection (BLDA-FS) as follows:
• To select the first electrode, it is necessary to calculate the accuracy values resulting from BLDA
classification, from these results the electrode that showed the best performance is selected.
• The first selected electrode is combined with another electrode between the unselected elec-
trodes. The results obtained after classifying each pair of electrodes are compared to select the
pair of electrodes that provides the highest accuracy.
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Figure 3.15: Suggested Θ thresholds for selecting the right window size depending on Θmin and Θmax.






































































Figure 3.16: Results of area calculation for subject 1 after window selection tests. The irst column shows the
P300 GC values for all Θmin and Θmax variations, the second column shows the non-P300 GC values for all
Θmin and Θmaxx variations and the third column shows the difference between P300 and non-P300 GC values
for all Θmin and Θmax variations.
• After the electrode pair with the best accuracy is selected, it is combined with another electrode
from the group of unselected electrodes to evaluate their performance in the classification and
select the 3 electrodes that provide the best performance.
• This process is repeated iteratively until the desired number of selected electrodes is reached.
This process was performed from two points of view, in the first the electrodes are selected consid-
ering the window selected for each subject with the process described previously, this window varies
around 250 ms to 750 ms as explained, being the interval in which the P300 activity is detected as
mentioned in the previous literature.
The second consideration provides for the division of the scalp into 4 regions of interest (ROIs),
this refers to partial volumes of the totality of the electrodes, these samples are used to analyze the
behavior of functional connectivity between the 4 defined quadrants. The electrodes assigned to each
ROI can be seen in Table 3.2. For the selection, a rule was established that adjacent electrodes cannot
be selected with a parameter n that defines the distance that must exist between the selected electrodes,
in this case being been set equal to 1. Furthermore, the selection was performed according to the
following procedure:
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• From the total set of electrodes, the one that achieves the best accuracy in classification is
selected.
• The ROI, to which this electrode belongs, is identified and the electrodes belonging to this ROI
are excluded.
• The first electrode selected is combined with the others, accuracy values are calculated from
each combination. The electrode pair with the highest accuracy is selected.
• The electrodes belonging to the second ROI are also excluded, and the process is repeated to
find a third electrode considering the maximum accuracy.
• The last electrode is selected from the last ROI. One electrode is selected for each ROI.
ROIs Location Electrodes
1 Left Frontal - Parietal Fp1, AF3, F7, F3, FC5, FC1
2 Right Frontal - Parietal Fp2, AF4, F4, F8, FC2, FC6, Fz
3 Left Occipital - Parietal T7, C3, CP5, CP1, P7, P3, PO3, O1
4 Right Occipital - Parietal Cz, C4, T8, CP2, CP6, Pz, P4, P8, PO4, Oz, O2
Table 3.2: Regions of Interest and their respective selected electrodes with BLDA.
A cross-validation scheme of type K-folds was used to validate the classification, with the value
of K varying depending on the case analyzed. For the full analysis, 3 of the 4 sessions are used for
training and the remaining session is used for testing.
3.3.2.1.2 Electrode selection using r2 selection:
As an alternative method for electrode selection, the calculation of r2 was implemented. As ob-
served, the behavior of r2 values varies by subject and shows discriminant information in different
regions. This study is similar to the one presented in (Changoluisa et al., 2020). The r2 results can
be seen in Figure 3.17. Darker colors represent high values of r2, while lighter colors indicate low
values.
To select electrodes based on r2, the values of r2 for each electrode are added, in this case 32 values
are considered. After the sum for each electrode is determined, the electrodes with the highest values
are selected. For electrode selection based on r2 values, non-adjacent electrodes are selected, i.e.,
channels that are not distributed adjacent to each other according to the international 10/20 system,
where the maximum values of r2 are determined. The window used for this selection was defined by
the procedure described previously.
For the selection of electrodes based on r2 for analysis by ROIs, a procedure is performed as
previously explained for the case of BLDA, where a single electrode is selected for each ROI. In this
case, after adding the r2 values of the electrodes that are part of each ROI, the one that gives the largest
value after the sum is selected.
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Figure 3.17: r2 results of general analysis.
3.3.3 Statistical Analysis
In order to analyze the differences found in functional connectivity between the P300 and non-P300
signals and to determine whether they are significantly different, the use of the t-test is proposed due to
the characteristics of the sample to be analyzed and the required discriminant analysis to be performed.
The hypotheses established for this analysis are:
• Null hypothesis: There is no difference between the means of the P300 (x̄P300) and non-P300
(x̄non−P300) signals, i.e., x̄P300x̄non−P300 = 0.
• Alternative Hypothesis: There is a difference between the mean values the P300 (x̄P300) and
non-P300 (x̄non−P300) signals, i.e. x̄P300 - x̄non-P300 0.
The significance level set for the study is 5%, however the resulting p-values for the analysis are
shown.




For the present analysis of the results, a study considering the 4 sessions of each subject as a single
dataset is proposed. The standard electrodes described earlier in the methodology are used as a first
approximation, and later two approaches of electrode selection are proposed, BLDA-FS and R2.
In Chapter 2, when explaining the GC calculation, how the GC was calculated in the dataset was
defined. This calculation starts with the preparation of the data, which consists in limiting the dataset
to the selected electrodes, then limiting the set of non-target trials to the total number of target trials by
selecting through bootstrapping, for the subsequent partitioning into sliding windows of the dataset.
For the causality calculation, the different pairs of selected electrodes are compared, from the
resulting values, those considered significant are selected and with these results the causality value of
each sliding window is determined. After these values are determined, a curve formed by the point
from each sliding window is obtained. The area of this curve is the one that defines the total value
of causality. The size of the final window is determined by this value, considering the thresholds that
maximize causality. Finally, the last causality value will be the amount calculated within the general
window defined as explained.
4.1 GC calculation using standard electrodes
For this analysis, the electrodes shown in Figure 3.6 are used. As explained in the previous section,
after proper data processing, a connectivity analysis can be started, for which the MVGC toolbox
(Barnett and Seth, 2014) is used. First, it is necessary to divide the dataset into P300 and non-P300
signals, limiting both sets to the same dimensions.
Then, the selection of overlap and overlapping window size for each subject is done as explained
in Chapter 2 3.15. Table 4.1, shows the resulting values of window size and ideal overlaps for each
subject, Appendix A, Table A.1 shows the area calculation performed for this selection. As men-
tioned earlier, the ideal window is considered the one that provides the largest area of the P300 signal,
although it does not necessarily indicate the largest connectivity difference between the P300 and
non-P300 signals.
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Subject 1 2 3 4 5 6 7 8
Window (ms) 281 281 281 281 250 250 281 250
Overlap (ms) 156 31 156 31 125 31 31 125
Table 4.1: Selected window and overlap size for subjects 1-8 with standard electrodes.
After selecting the overlap and overlap windows, the GC values for each one are estimated, pro-
ducing a curve on which the area can be calculated. Before calculating the area, the process of window
selection is performed, selecting the appropriate one for each subject. The results of this analysis are
shown in Table 4.2, where the maximum area value is used to determine the correct θmin and θmax.
Subject 1 2 3 4 5 6 7 8
θmin 220 220 220 220 220 255 220 220
θmax 670 670 670 670 670 670 670 670
Table 4.2: Selected window size for subjects 1-8. θmin and θmax values for window location with
standard electrodes.
Once the window size is determined, the area values are calculated for each subject within the
bounds of the selected window. Table 4.3, shows the calculated area values for the different subjects.
Figure 4.1, illustrates these results. The area values represent the value of causality calculated based
on the sum of causality in each overlapping window. The larger the area, the greater the causality
found and therefore the greater the information flow and functional connectivity. The calculation of
the area is described in detail in Session 3.2 of Chapter 3.
Subject 1 2 3 4 5 6 7 8
P300 0.2362 0.2949 0.2373 0.4268 0.3367 0.8393 0.3853 0.2298
no-P300 0.1683 0.3051 0.1036 0.4927 0.1054 0.1315 0.2030 0.1157
Table 4.3: Final area values for subjects 1-8 after window selection using standard electrodes.
As can be seen, in the case of the standard electrodes, all subjects except 2 and 4 satisfy the premise
that the functional connectivity found in the P300 signal is greater than that found in the non-P300
signal. In Figure 4.2, the average area values for connectivity calculated for the P300 signal are higher
than the average area values estimated for the non-P300 signal, as expected. The difference between
the two areas is greater than zero in all cases.
For statistical analysis, the t-test was used for samples composed of the area values calculated
for the P300 and non-P300 signals. The resulting p-value is equal to 0.067, this result is considered
not quite statistically significant, but close to the established significance. The null hypothesis is not
rejected, i.e., there is no significant difference between the P300 GC area and the non-P300 GC area
as shown in Figure 4.1. This means that using standard electrodes, no difference can be identified
between the causality results of the P300 signal and the non-P300 signal. Statistically, the difference
found is not significant.
Another factor to be analyzed is how the number of electrodes used in the analysis affects the
connectivity results. Several tests were performed to evaluate this behavior. The previous analysis
was repeated, varying the number of electrodes. Tests were performed with 2 to 8 electrodes. The
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Figure 4.2: Mean GC area, considering all subjects and 8 standard electrodes.
electrodes and results of this analysis are shown in Figure 4.3. On the other hand, Table 4.4 shows
the statistical and average results for all subjects. It is important to emphasize that this electrode
configuration was performed as a first approximation, based on the known results observed in (Serby
et al., 2005), where the electrodes Fz, Cz, Pz and Oz were proposed for P300 detection, and in (Polikoff
et al., 1995) where the electrodes Fz, Cz and Pz were selected, however it is necessary to perform a
more exhaustive search for future work to determine which are the electrodes that together produce a
greater flow of information related to Granger Causality.
Theoretical and experimental study of P300 ERP in the context of Brain-computer interfaces. 49
CHAPTER 4. RESULTS
GC values for all subjects using standard electrodes 
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Figure 4.3: GC results for all subjects varying the number of electrodes using standard electrodes.
N. Elec. Electrodes t-test p-value P300 GC non-P300 GC
8 Fz, Cz, Pz, Oz, P7, P3, P4, P8 0.0676 0.3733 0.2032
7 Fz, Cz, Pz, Oz, P7, P3, P4 0.0680 0.3526 0.1991
6 Fz, Cz, Pz, Oz, P7, P3 0.0329 0.2486 0.1297
5 Fz, Cz, Pz, Oz, P7 0.0240 0.1983 0.088
4 Fz, Cz, Pz, Oz 0.0489 0.1236 0.0544
3 Fz, Cz, Pz 0.0605 0.0694 0.0331
2 Fz, Cz 0.2577 0.0221 0.0112
Table 4.4: Comparison of area results, considering a variable number of standard electrodes.
As can be seen in Table 4.4, varying the number of electrodes reduces the size of the functional
connectivity measurements recorded in the analysis. It was found that by using a smaller number of
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electrodes, a significant difference between the two signals can be obtained, as is the case when using
4, 5, and 6 electrodes. It is important to note that for the selected configuration of electrodes, the lower
the number of electrodes, the higher the calculated p-value.
Figure 4.4 shows that when 4 electrodes are used, This case was chosen because it represents
the smallest number of electrodes necessary to measure connectivity. The average connectivity area
values for the P300 signal are higher than the average area values estimated for the non-P300 signal.

















Figure 4.4: Mean GC area, considering all subjects and 4 standard electrodes (Fz, Cz, Pz, Oz).
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4.2 GC calculation using BLDA-FS electrodes
To analyze the behavior of connectivity in other brain regions adapted to the characteristics of each
subject’s ERPs, a selection of electrodes is proposed using the BLDA algorithm and forward selection,
explained in the previous chapters.
As already indicated, the selection consists in choosing the electrode combinations that had the
highest accuracy after classification. The electrodes selected for each subject are shown in Table 4.5.
It should be noted that one of the conditions for selection was that the selected electrodes were not
adjacent, with a jump of n = 1 between electrodes. The location of the selected electrodes within the
scalp is shown in Appendix B in Figures B.1 and B.2. For this analysis, it was decided to select 6
electrodes because the collinearity error was repeatedly presented with a larger number of electrodes.
Subject Electrodes
1 AF3, T7, Fp2, C4, F7, OZ
2 FP2, FC2, AF3, OZ, CP6, P7
3 T7, F8, CP6, PO3, Fz, F4
4 FP1, P3, CP2, Fz, P8, O1
5 P3, FP1, Fz, CP6, F7, P7
6 F8, Cz O2, O1, F4, Fp1
7 Fp1, T7 AF4, FC6, Fz, P4
8 FC5, Fz, F8, Fp2, C4, Cz
Table 4.5: Electrodes selected with BLDA-FS for subjects 1-8. The location of the selected electrodes
is shown in Appendix B, Figure B.1.
The process carried out in the previous case is repeated, we first proceed to the selection of the
size of the overlapping window and the overlap, then the causality values per window are quantified.
From here it is possible to choose the window size after varying the value of θ both at the beginning
and at the end of the signal. The results of this calculation for all subjects are summarized in Table
4.6. In turn, Figure 4.5 illustrates these results. The window chosen for all cases was the 220 to 670
ms window.
Subject 1 2 3 4 5 6 7 8
P300 0.0478 0.1763 0.1255 0.0917 0.2429 0.2799 0.2237 0.0373
no-P300 0.0286 0.1062 0.0380 0.1379 0.0303 0.1065 0.1278 0.0141
Table 4.6: Final area values for subjects 1-8 after window selection using BLDA-FS electrodes.
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Figure 4.5: Final area results, mean for subjects 1-8 after window selection using BLDA-FS electrodes.
The t-test was applied obtaining a p-value of 0.0497, rejecting the null hypothesis, i.e., there
is a significant difference in connectivity results between the P300 and non-P300 signals using the
electrodes selected by BLDA-FS.
As in the previous case, it is also proposed to analyze how the connectivity results change by
varying the number of electrodes. For this purpose, the results obtained for all subjects by varying
the number of electrodes from 2 to 8 are shown in Figure 4.6 and in Table A.2 from Appendix A. In
addition, Table 4.7 shows the results of the statistical analysis and the average values for all subjects
of the connectivity found in both the P300 signal and the non-P300 signal.
N. Elec. t-test p-value P300 GC non-P300 GC
6 0.0497 0.1531 0.0737
5 0.1322 0.1203 0.0733
4 0.1197 0.895 0.0566
3 0.3234 0.0458 0.0303
2 0.2762 0.0272 0.0189
Table 4.7: Results of P value, GC area results for P300 signal and GC area results for non-P300 signal,
where the number of BLDA-FS electrodes was varied from 2 to 6.
As can be seen in the connectivity results calculated from the selected electrodes in Figure 4.7, the
calculated area in the case of causality measured in the P300 signals is larger than that in the non-P300
case. The difference between the two results is greater than zero.
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GC values for all subjects using standard electrodes 
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The third proposed approach was to select electrodes from R2 as explained in Section 3.2.1.2 of
Chapter 3, with the aim of contrasting the results obtained. For the selection of electrodes, as in the
previous case, the rule of adjacent electrodes is applied, limiting the selected electrodes to those that
are not spatially close to each other. The electrodes selected with this method are shown in Table 4.8.
Subject Electrodes
1 Fp1, Fp2, Oz, F3, PO4, Fz, F4, PO3
2 Fp2, Fp1, F7, PO3, Pz, F3, P7, F4
3 PO3, Fz,Oz, Pz, P7, Fp2 , PO4, Cz
4 FC2, FC1, Fp1, Cp2, Fp2, CP1, P7, FC5
5 P8, O2, Cz, O1, C4, P4, F4, Pz
6 PO3, PO4, P8, Pz, Oz, FC1, FC6, P7
7 P7, O2, Fp1, Fp2, O1, P3, P8, P4
8 O1, O2, CP1, FC2, FC1, CP5, F8, P8
Table 4.8: Electrodes selected with r2 for subjects 1-8. The location of the selected electrodes is
shown in Appendix B, Figure B.2.
As in the previous case, window selection is performed after defining the ideal values of overlap
and overlapping windows for each subject. The window defined in this analysis was a window of
220 ms to 670 ms for all subjects except for subject 7, whose calculated window was 255 ms to 670
ms. The results of this calculation for all subjects are summarized in Table A.3. In turn, Figure 4.8
illustrates these results.
Subject 1 2 3 4 5 6 7 8
P300 0.0318 0.2017 0.0568 0.1304 0.1892 0.3425 0.0679 0.0632
no-P300 0.0169 0.2033 0.0343 0.1374 0.0090 0.1646 0.0379 0.0230
Table 4.9: Final area values for subjects 1-8 after window selection using r2 electrodes.
The t-test was performed on the data and yielded a p-value = 0.2352, indicating that the results
were not significantly different. With this selection of electrodes, there are differences between the
measured causality in the P300 and non-P300 signals, but these differences are not significant.
Figure 4.9, shows the differences between the calculated mean areas for the P300 area as well as
for the non-P300 area and the difference between them. As expected, the area for the P300 causality
is larger than for the non-P300 case. The difference maintains a value greater than zero.
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Figure 4.9: Mean value of GC area, considering all subjects and 8 selected electrodes with r2.
We wanted to analyze how the connectivity results change by varying the number of electrodes.
The average connectivity results after this analysis are shown in Figure 4.10. On the other hand, Table
4.10 shows the p-values calculated for each case as well as the connectivity averages of both the P300
signal and the non-P300 signal.
N. Elec. t-test p-value P300 GC non-P300 GC
8 0.2350 0.1354 0.0783
7 0.1841 0.1125 0.0617
6 0.2700 0.0983 0.0570
5 0.3730 0.0751 0.0493
4 0.3294 0.0604 0.0364
3 0.0491 0.0405 0.0170
2 0.0723 0.0124 0.0057
Table 4.10: Comparison of area results, considering a variable number of R2 electrodes.
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GC values for all subjects using standard electrodes 
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Figure 4.10: GC results for all subjects varying the number of electrodes using R2 electrodes.
As can be seen, we were able to obtain a p-value of less than 0.05 when 3 electrodes were used,
indicating that in this case, the connectivity values between both signals have a significant difference.
The average connectivity values in this case are shown in Figure 4.11.

















Figure 4.11: Mean value of GC area, considering all subjects and 3 selected electrodes with r2 shown in Table
4.8
Despite the condition established for the selection of the electrodes, which suggests not choosing
two contiguous electrodes, it was observed that, especially when the electrodes were selected using r2,
in most cases they were very close within the distribution of the scalp. Moreover, it is known from the
literature analyzed at the beginning of this study that the distribution of the electrodes is crucial in the
study of functional connectivity. Spatial separation of electrodes used in the analysis can potentially
reduce erroneous values of causality.
Therefore, a second approach is proposed, which, as described in the methodology, essentially
consists of dividing the scalp into four regions of interest, selecting a representative electrode for each
region, and analyzing the existing behavior under these conditions. The following section shows the
results obtained after this analysis.
4.4 Regions of Interest
As mentioned in the previous chapter, the distribution of electrodes on the scalp was divided into 4
clusters, which are detailed in Table 3.2. For the electrode selection within each ROI , the previously
used selection approaches, BLDA-FS and r2, were also considered.
4.4.1 Electrode selection with BLDA and Forward Selection for ROIs
Window selection is performed after electrode selection. In the previous cases, it was observed that
the selected window sizes were the same for several subjects, but in this analysis, the windows per
subject are different. It was deemed necessary to show these results in Table 4.12.
After selecting the electrodes, as in the previous cases, the area values are calculated from the
calculated window and overlap parameters. Figure 4.12, shows the area values calculated by each
subject within the selected window, and in Figure 4.13, the differences in the mean of the Granger




Subject RO1 RO2 RO3 RO4
1 AF3 T7 Fp2 C4
2 Fp2 CP2 Fp1 P7
3 F8 Oz FC5 CP5
4 P3 CP6 Fz F7
5 F4 Oz F7 CP5
6 Cz P7 FC6 FC5
7 C4 P3 Fz AF3
8 P3 F3 Fp2 T8
Table 4.11: Electrodes selected with BLDA-FS using ROIs for subjects 1-8.The location of the se-
lected electrodes is shown in Appendix B, Figure B.3.
Subject 1 2 3 4 5 6 7 8
θmin 255 220 255 220 220 255 220 220
θmax 670 670 630 670 670 670 630 670
Table 4.12: Selected window size for subjects 1-8. Description of the θmin and θmax values for window
location using BLDA-FS with ROIs.
Subject 1 2 3 4 5 6 7 8
P300 0.0611 0.1458 0.0637 0.0961 0.2019 0.1582 0.0767 0.1107
no-P300 0.0419 0.1089 0.0247 0.1071 0.0718 0.0973 0.0510 0.0355
















Figure 4.13: Mean value of GC area, considering all subjects and BLDA-FS electrodes with ROIs.
Statistical analysis by t-test was applied to the data generated after analysis for each case and
obtained a resulting p-value of 0.0457, in this case the differences found in both samples are also
considered significant.
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Figure 4.12: Final area results for subjects 1-8 after window selection using BLDA-FS electrodes with ROIs.
4.4.2 Electrode selection with r2 for ROIs
As in the BLDA selection for ROIs, one electrode per cluster was considered for the R2 analysis and
the one giving the highest values in a given window was selected. The resulting electrodes are listed
in Table 4.14.
Subject RO1 RO2 RO3 RO4
1 Fp1 Fp2 O1 O2
2 Fp1 Fp2 O1 Pz
3 FC1 Fp2 PO3 Oz
4 FC1 FC2 CP1 CP2
5 Fp1 FC2 O1 P8
6 FC1 Fp2 PO3 PO4
7 Fp1 Fp2 P7 O2
8 FC1 FC2 CP1 O2
Table 4.14: Electrodes selected with r2 using ROIs for subjects 1-8. The location of the selected
electrodes is shown in Appendix B, Figure B.4.
After the electrodes are selected by BLDA, the sliding windows and the overlap for which the GC
values are calculated are determined. After generating the curve formed by the resulting points of each
sliding window, we proceed to calculate the values of θ that bound the window at the beginning and
end of the signal. The Table 4.15 shows the θmin and θmax values chosen for each subject, observing
that the resulting windows are similar for all subjects.
After window selection, the area values are calculated for each subject, and the values are shown
in both Figure 4.14 and the Table 4.16.
Figure 4.15, shows the calculated average area values for the P300 signal, the non-P300 signal,




Subject 1 2 3 4 5 6 7 8
θmin 220 220 220 220 255 220 255 220
θmax 670 670 670 670 670 670 670 670
Table 4.15: Selected window size for subjects 1-8. Description of the θmin and θmax values for window
location using r2 with ROIs.
Subject 1 2 3 4 5 6 7 8
P300 0.0442 0.1409 0.1144 0.0756 0.0922 0.00143 0.1298 0.0842
no-P300 0.0320 0.1147 0.0374 0.1074 0.0412 0 0.0688 0.0422


















Figure 4.15: GC area considering all subjects and r2 selected electrodes with ROIs.
The t-test was applied to both samples and it was found that despite the difference that exists
between the signals found, the differences are not considered significant, the p-value calculated by the
test is equal to 0.183.
4.5 Granger Causality for abled and disabled subjects
Finally, according to the analyzes performed, it was found that there was a remarkable difference
between the results of the able-bodied subjects and the subjects with disabilities. These differences in
the area means for each case are shown in Figure 4.16.
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Figure 4.16: Comparison between abled and disabled subjects, data normalized as a function of the number of
electrodes.
For Figure 4.16, the data were normalized as a function of the number of electrodes which are 4, 6,
and 3 for standard, BLDA-FS (Table 4.5) and r2 (Table 3.7) electrodes respectively. These results were
selected from the electrode combinations for which the alternative hypothesis was accepted according
to the applied t-test.
From these results, we can first see that the difference in the connectivity values of the P300
and non-P300 signals calculated from the electrodes selected with BLDA-FS is the highest, followed
by the standard electrodes and finally by r2, whose difference between the two analyzed groups is
minimal.
Moreover, after dividing the subjects into two groups: abled (1-4) and disabled (5-8), we can see
how the connectivity values are significantly lower in the case of the disabled subjects. These results
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may suggest that functional connectivity occurs to a lesser extent in subjects with disabilities. The
use of this metric can be used to quantify neuronal interactions, which may indicate some type of
underlying neuronal pathology when low connectivity values are detected.
4.5.1 Summary of results
The following Table 4.17,summarizes the main features of the three general analyzes including the
results of the hypothesis test, which are satisfactory in all cases, and ROIs analysis. It is worth noting
how the area values of the causality generated from the P300 signal are slightly higher when using the
electrodes selected by BLDA-FS in both analyses.
The electrodes selected for the general analysis with BLD - FS and r2 can be seen in the Tables 4.5
and 4.8. On the other hand, the electrodes selected for the analysis of ROI can be seen in the Tables
4.14 and . From these results, it can be seen that selection by r2 gives poor performance when using
ROIs.
General Analysis
N. Elec. N. Electrodes t-test p-value P300 GC no-P300 GC
Standard 4 0.01197 0.118 0.053
BLDA-FS 6 0.0497 0.153 0.073
R2 3 0.0491 0.0405 0.0170
ROIs Analysis
N. Elec. N. Electrodes t-test p-value P300 GC no-P300 GC
BLDA 4 0.0457 0.1143 0.0673
R2 4 0.183 0.0853 0.0555
Table 4.17: Comparison of area results, between the analyzed approaches for electrode selection in
general analysis and ROIs analysis.




Several studies have shown that different brain areas are involved in the generation of a P300
signal (Polich, 2007, Tian et al., 2014, Y. Zhang et al., 2014), and as mentioned earlier, it has been
found that it is networks within these areas that correlate with various cognitive processes such as
attention, intelligence, working memory, etc. (Y. Li et al., 2009).
In this work, the levels of functional connectivity in P300 ERP-based EEG signals were evalu-
ated. For this analysis, Granger Causality was used as a measure to quantify functional connectivity.
As mentioned earlier, unlike several studies conducted in this case, this metric was used to try to
distinguish neural networks when a target image is displayed and when it is not.
In this study, functional connectivity was evaluated by limiting the number of electrodes to elim-
inate the problem of noncollinearity, according to three selection methods: standard electrodes, elec-
trodes selected by BLDA, electrodes selected by r2. In addition, the dataset was divided into indepen-
dently selected windows to eliminate the problem of non-stationarity.
In a first approximation, the calculation of functional connectivity is analyzed, based on standard
electrodes. From this analysis, it was found that after the presentation of a stimulus, i.e., when a target
image is presented and a P300 signal is generated, there is a higher causality value, consequently, less
activity was detected when the subject waits for the stimulus.
The second approach considered, using electrodes selected with BLDA-FS, shows similar results
to the previous case, where higher causality values are detected when a target stimulus is presented,
but causality values are higher for electrodes selected with BLDA-FS than when standard electrodes
are used.
As a third approximation, the connectivity calculation considering r2 in the selection of electrodes
is proposed. In this case, an increase in connectivity values is also observed when a P300 signal
is generated, but this value is not much higher than the calculated one when no target stimulus is
present. From this analysis, it is concluded that r2 selection is not a good selection approach because
the connectivity results found between signals are less discriminative.
From the analysis carried out in this project, it could be establish that there is indeed a clear
difference between the activity during a non-target trial, which tends to be lower, and the results of
Theoretical and experimental study of P300 ERP in the context of Brain-computer interfaces. 65
CHAPTER 5. CONCLUSIONS AND DISCUSSION
brain activity during a target trial, in which the values of functional connectivity are higher in all
cases, showing that the brain areas analyzed are closely connected and that during the development of
cognitive functions there is a greater transmission of information.
The results obtained in this study using Granger Causality are consistent with those of (Kabbara
et al., 2016), who demonstrates through the use of PLV that it is possible to clearly observe high
synchronization between brain regions during a target trial, but no significant synchronization values
were observed during a non-target trial.
It was also shown that a good electrode selection was crucial in measuring functional connectiv-
ity. The different selection of electrodes allowed various results to be found regarding the values of
connectivity during the activity of P300. The results also suggest that the standard electrodes and elec-
trodes selected from BLDA-FS are more discriminative. The r2 metric, on the other hand, was found
to be not very discriminative. Furthermore, despite the small number of subjects examined, this study
demonstrated that subjects with disabilities had lower connectivity values compared to non-disabled
subjects.
The functional connectivity study performed in the present work could be extended in a future
work by combining it with methods that achieve higher accuracy in visual stimulus classification
(target vs. non-target) and P300 detection. In this way, connectivity measured by Granger causality
can be used as a new feature for the classification of visually evoked responses, as it has been seen
in other studies (Kabbara et al., 2016, H. Wang et al., 2016), since significant differences have been
found in the characterization of target and non-target evoked responses.
The GC analysis performed focuses on the linear case, this type of approach, as pointed out in
(Paluš and Vejmelka, 2007), generates some distrust in the correct detection of causality, since it can
sometimes detect false causality. To address this limitation, as a next step we could use the method
proposed in (Marinazzo et al., 2008b), which allows a non-linear computation of Granger Causality
based on kernel functions. It is considered important to analyze the results that can be generated with
this analysis and compare them with those obtained in this project. It is also suggested that an analysis
be conducted with more subjects. More information would allow for more analysis and comparison
parameters to validate the results obtained in this study.
Several connectivity studies have focused on going beyond connectivity to analyze the existing
flow of information during cognitive processes using various directed metrics (F. Li et al., 2016, Astolfi
et al., 2005, Astolfi et al., 2007, Baccalá and Sameshima, 2001, Kamiński et al., 2001). As a future
study, the use of Granger Causality may be proposed to evaluate the information flow between different
brain regions in the context of P300 ERPs. For this, it is necessary to improve the ROIs methodology
used and adapt the proposed methodology to a directed connectivity analysis.
In Stam et al., 2007, the notion of the ”common sources problem” is introduced, referring to the
influence that can exist between time series measured from the the scalp, and explaining how signals
measured at nearby electrodes can register the same activity, leading to spurious correlations between
these time series. One of the proposed strategies to deal with this problem is to try to determine the
location of the sources. For this purpose, techniques such as (Low Resolution Electromagnetic Tomog-
raphy) LORETA Winterer et al., 2001 have been used, managing to show that this technique allows
the correct localization of cortical activity related to P300. This study attempted to limit electrode
selection to non-adjacent electrodes; however, for a future study, the methodology proposed for this
project can be directed towards using source localization methods to assess functional connectivity
with Granger Causality between sources.
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This appendix shows the causality results per subject, calculated with the three proposed consid-
erations, with each electrode combination.
A.1 Standard Electrodes
This section of the Appendix presents the results of causality for each subject, taking into account all
the variants of standard electrodes considered in the Table 4.4.
A.1.1 Comparison of results after varying the number of standard electrodes.
Subject 1 2 3 4 5 6 7 8
P300 - e:7 0.2235 0.3645 0.1864 0.4728 0.3221 0.6835 0.3644 0.2038
no-P300 - e:7 0.1230 0.3525 0.0686 0.4799 0.1014 0.1008 0.1605 0.2060
P300 - e:6 0.1090 0.2517 0.1224 0.2971 0.3040 0.4530 0.2633 0.1882
no-P300 - e:6 0.0747 0.1687 0.0873 0.3200 0.1158 0.0218 0.1151 0.1344
P300 - e:5 0.0537 0.2162 0.1250 0.1587 0.2729 0.4293 0.1837 0.1471
no-P300 - e:5 0.0148 0.1018 0.0781 0.1640 0.1002 0.0260 0.1024 0.1166
P300 - e:4 0.0615 0.0864 0.0896 0.0824 0.1997 0.3061 0.0989 0.0637
no-P300 - e:4 0.0438 0.0332 0.0692 0.1062 0.0817 0.0119 0.0414 0.0475
P300 - e:3 0.0377 0.0443 0.0643 0.0421 0.1208 0.1596 0.0446 0.0421
no-P300 - e:3 0.0353 0.0068 0.0578 0.0596 0.0444 0.0139 0.0083 0.0391
P300 - e:2 0.0104 0.0046 0.0382 0.0260 0.0068 0.0651 0.0183 0.0069
no-P300 - e:2 0 0 0.0473 0.0128 0 0.0105 0.0075 0.0116
Table A.1: Final area values for subjects 1-8 after window selection varying the number of standard
electrodes shown in Table 4.4. e represents electrodes.
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A.2 BLDA-FS Electrodes
A.2.1 Comparison of results after varying the number of BLDA-FS electrodes.
This section of the Appendix presents the results of causality for each subject, taking into account all
the variants of electrodes selected with BLDA-FS considered in the Table 4.5.
Subject 1 2 3 4 5 6 7 8
P300 - e:6 0.0565 0.1876 0.1241 0.0981 0.2433 0.2872 0.2141 0.4824
no-P300 - e:6 0.0497 0.1051 0.0561 0.124 0.0467 0.1042 0.1273 0.0231
P300 - e:5 0.0865 0.1422 0.0774 0.1332 0.1643 0.1578 0.2112 0.012
no-P300 - e:5 .0.0765 0.093 0.021 0.1412 0.0281 0.0912 0.1281 0.016
P300 - e:4 0.0521 0.1365 0.0501 0.0876 0.1022 0.1292 0.1422 0.0251
no-P300 - e:4 0.0286 0.1062 0.0380 0.1379 0.0303 0.1065 0.1278 0.0141
P300 - e:3 0.0412 0.0485 0.0398 0.0256 0.0387 0.0745 0.1182 0.0135
no-P300 - e:3 0.0282 0.0261 0.0189 0.0253 0.0104 0.0702 0.0714 0.0141
P300 - e:2 0.0083 0.0375 0.0311 0.0365 0.0201 0.0151 0.0582 0.0211
no-P300 - e:2 0.0061 0.0211 0.0060 0.0372 0.0201 0.0178 0.0381 0.0198
Table A.2: Final area values for subjects 1-8 after window selection varying the number of BLDA-FS
electrodes shown in Table 4.5. e represents electrodes.
A.3 R2 Electrodes
This section of the Appendix presents the results of causality for each subject, taking into account all
the variants of electrodes selected with r2 considered in the Table 4.8
82
APPENDIX A. APPENDIX: RESULTS
A.3.1 Comparison of results after varying the number of R2 electrodes.
Subject 1 2 3 4 5 6 7 8
P300 - e:7 0.0330 0.2193 0.0505 0.0639 0.1749 0.2385 0.0783 0.0414
no-P300 - e:7 0.0207 0.1670 0.0375 0.0644 0.0084 0.1349 0.0458 0.0149
P300 - e:6 0.0275 0.2038 0.0482 0.0376 0.1618 0.2164 0.0549 0.0362
no-P300 - e:6 0.0192 0.1728 0.0380 0.0308 0.0145 0.1347 0.0378 0.0081
P300 - e:5 0.0220 0.1795 0.0585 0.0468 0.0843 0.1530 0.0264 0.0303
no-P300 - e:5 0.0096 0.1556 0.0241 0.0545 0.0158 0.0950 0.0297 0.0102
P300 - e:4 0.0228 0.1591 0.0485 0.0295 0.0579 0.1304 0.0229 0.0120
no-P300 - e:4 0.0071 0.1083 0.0123 0.0448 0.0095 0.0828 0.0163 0.0099
P300 - e:3 0.0192 0.0800 0.0382 0.0122 0.0276 0.0891 0.0349 0.0229
no-P300 - e:3 0.0059 0.0364 0.0120 0.0076 0.0041 0.0315 0.0207 0.0175
P300 - e:2 0.0043 0.0238 0.0229 0.0055 0.0156 0.0146 0.0114 0.0009
no-P300 - e:2 0.0018 0.0151 0.0051 0.0045 0.0021 0.0078 0.0088 0.0004
Table A.3: Final area values for subjects 1-8 after window selection varying the number of r2 elec-
trodes shown in Table 4.8. e represents electrodes.




B.1 Electrodes locations: BLDA-FS and R2 selection for all subjects
and ROIs
This section of the Appendix shows, first, the location of the electrodes selected by BLDA-FS from
the Table 4.5 and r2 from the Table 4.8 considering all electrodes. Second, it shows the location of the
electrodes selected by BLDA-FS from the Table 4.11 and r2 from the Table 4.14 when analysed by
ROIs.
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Figure B.4: Electrode location using r2 selection for ROIs in subjects 1-8 from Table 4.14 .
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