Metaresoning is again under focus in the AI community. Here in this paper, a new classification for types of metareasoning has been proposed. In recent years, only the ones that are here named as pre-metareasoning and para-metareasoning have been studied. The first one is for predicting the best computation path for having better performance programs. The second, mostly known as interruptible anytime algorithm, is to limit the computation time externally when the approximate answer is better than nothing. One other type of metareasoning (called here as post-metareasoning) is discussed in a case study. It has been shown as an effective method for reducing error in self-localization. Based on the measurements in the case study, the post-metareasoning argued as useful when the effectiveness of reasoning methods are not known by the designer or when the system learns the reasoning methods and should evaluate and use the best one automatically. As the post-metareasoning is based on the results of different isolated reasoning methods, it is possible to be handled in parallel. The speed of post-metareasoning in such a case is determined by the time required by the slowest reasoning method and the post-metaresoning itself.
Introduction
The history of AI shows that, early AI focused on extremely ambitious goals while more recent AI has focused on smaller, more attainable goals. Now, it is time to return to more ambitious goals, and that metareasoning is one such goal. It is declared that, the existing insights of reasoning are insufficient to model all aspects of intelligence [34] . The very complicated intelligent activities like creativity is claimed to be possible through meta level reasoning [4] .
Metareasoning is reasoning about reasoning and not about the external objects. The term "metareasoning" is defined as the meta-level deliberation about internal objects such as computations and beliefs and in contrast with object-level deliberation about external entities (such as another agent) [33] . In some cases, it is planning about reasoning and not planning about external activities [36] . When we use computer to help us in landing of an aircraft, all the objects like the aircraft and the landing are external to our system. The represented landing scenarios are examples of internal objects encoded as bits in our system. Metareasoning is to process the internal objects like creating, selecting, or deleting a landing scenario by the system itself.
Meta level reasoning is an instance of the meta level programming. A meta program is a program that processes another program. A compiler is an example of a meta program. When the meta program runs in parallel with the processed program, the system should switch between meta level and object level computation repeatedly. When a system switches between meta level and object level processing, it exploits reflection [9] . There are implementations of reflection like FOL [43] , Omega [1] , 3-Lisp [39] and Reflective Prolog [8] . MetaProlog [2] was an effort to amalgamate the meta-level and lower level languages. FreshML [37] and Elf [28] are efforts in meta-programming. GET-FOL [14] is a mixture of 3-Lisp and FOL. GETFOL is intended to give the theorem-provers, the ability of implementing flexible control strategies to be adapted to the particular situation by reflection. Obj VProlog [24] is a language which lets its objects to be modified by the use of a "meta-object protocol" which affects meta-objects. Flexible Inference Engine [31] is designed to amalgamate the knowledge and meta-knowledge and to process both in the same manner. It uses Lisp as its knowledge representation language so it represents the programs and data structures beside the meta-programs in Lisp within its knowledgebase (as knowledge and meta-knowledge).
The proposed taxonomy of meta-reasoning has three elements: meta-reasoning before, during, and after domain-level reasoning. Maybe the most attractive type of metareasoning is the one that is done before the low level reasoning. It can save the resources of the intelligent system better than other types. There are sorts of meta-reasoning to be done in parallel with problem space reasoning. This kind of metareasoning is useful especially when the intelligent system is still searching for new reasoning methods and concurrently runs the existing domain-level reasoning. Here we see that in a case, it is still useful to continue metareasoning even after completion of one, two or more reasoning procedures. The experiment involves combining results from different known techniques for (simulated) robot self-localization. Specifically, each technique is employed separately, and the one result with the smallest total distance to all of the other results is selected. Experiments show that this mechanism outperforms all of the competing mechanisms proposed for combining results of different techniques.
All the types of metareasoning as any other program can be distributed over multiple processors. Post-metareasoning has an interesting characteristic that could be easily distributed over parallel systems. The reasoning methods in post-metareasoning run isolated and there is no need for complicated task assignment to run the reasoning methods, although it may be optimized.
Meta level computation is already used in customizable and adaptable execution of concurrent systems such as the scheduling problem of the Time Wrap algorithm for parallel discrete event simulation [44] . It is also used in distributed computation of Two level Actor Model when the meta actors control the resources and execution behavior of base actors which deal with problem domain [42] . Reasoning about Meta Level Activities of Open Distributed Systems [41] is also a research on two-level computation in concurrent systems based on actors. In all these efforts, metareasoning is a tool to help parallel processing. Here in this paper we show a case that parallel computation helps metareasoning.
Metareasoning may change the source code of a system and reload the modified program with new functionality. In its maximum extent it may go as far as changing the meaning of a programming language by assigning different machine instructions to a chunk of the source code. These capabilities can increase the time of execution. We will study a case in which we have equal choices of reasoning and parallel processing can be used so effectively to improve the overall performance.
In Section 2 metareasoning will be described as an important topic deserving further research. The next two chapters will include the classes of metareasoning and a more indepth look at one of these classes called here as: post-metareasoning. Conclusion is the last chapter and includes the results and some proposed topics for further research.
Why metareasoning?
Until 1990's, there was a long time that metareasoning was forgotten: Early in the '80's there was much hope that many hard problems could be solved by "going meta."So far, metareasoning has not turned out to be a panacea [3] . After early efforts in the development of the process (reasoning and metareasoning), some researchers switched to content (knowledge) and this has been done due to the weakness of the general problem solvers and the success of powerful expert systems (see comments by Feigenbaum in [19] ).
Cyc [21] was an effort to show that AI systems do not need the sophisticated reasoning mechanisms. Only modus ponens is enough. We only need more (common sense) knowledge. It is obvious that, having huge amounts of (domain) knowledge, will make the system more powerful. But there are cases that all aspects of intelligence can not be implemented just by more object level knowledge. When trying to simulate fast and correct but imprecise responses of human, we have to make use of other types of inference like abduction and approximate reasoning. Metareasoning is a tool to select the appropriate inference method, based on the constraints imposed by environment. Metareasoning is even necessary when we have more than one inference method to choose.
If an agent is unable to perform the rational action due to limited time, the agent is facing the problem of bounded rationality [7, 15, 38] . Metareasoning is really what the agent can do to select the best deliberation action to minimize the required time and have the rational response. This way, metareasoning tackles the combinatorial explosion and this approach has been more or less survived during recent years from early 1990's.
Oliver Selfridge, in his comments about the greatest trends and controversies in AI [19] says: "Find a bug in a program, and fix it, and the program will work today. Show the program how to find and fix a bug, and the program will work forever". He has mentioned that "AI software should be more concerned with being changeable-and all that that implies." In his opinion, machine learning, along with neural nets and genetic programming are tools for building such an AI software. Here we accept the importance of the topic and argue that, metareasoning could deal with the same important problem of changing the programs by themselves especially when we want to make the system evaluate the modified parts of code in itself. This approach to metareasoning (compared with bounded rationality case above) does not necessarily control the combinatorial explosion.
Classes of metareasoning
Basic metareasoning problems have been classified as: (1) allocating anytime algorithm time across problems, (2) dynamically allocating evaluation effort across actions, and (3) dynamically choosing how to disambiguate state [6] . In the first type, the agent should do both the actions, say, A and B. It can assign different processing times to each of actions A or B. This means that the actions are handled by anytime algorithms [10] and could give better results if they have more time. Metareasoning in such a case, will help the agent to decide on how much time to allocate for each action.
In the second type, there are (say) three equivalent actions A and B and C to achieve a unique goal. Only one of them is sufficient to be selected by the agent. The agent needs to evaluate all three actions, and has time to evaluate only two of them. Otherwise there will be no time left for taking one of the actions.
In the third category of basic metareasoning problems, the agent should do all actions but just one of the possible orders of precedence among A, B and C will be acceptable. Consider that doing B before doing C may be fatal. In this situation, metareasoning is to define the order to do A, before or after B, before or after C.
In our approach we categorize all the three above types of metareasoning in one class called here as pre-metareasoning. The reason is simple. In all cases above, we are doing metareasoning before starting the reasoning (action) itself. It is obvious that the metareasoning could be done in parallel with reasoning specially when we have interruptible anytime algorithms [35] . And also we may have post-metareasoning which is the major topic covered in the case study section of this paper (see Section 4) .
A more complete taxonomy of metareasoning covers more dimensions of metareasoning beside the time when the metareasoning occurs. One may classify metareasoning by considering its role to increase the speed of reasoning [27] , to improve the quality of results (see the case study in Section 4), and to change the functionality of the reasoner [18, 40] . These aspects are related to and evaluated by the outcome of metareasoning. Here, the interaction and precedence of levels of reasoning are under focus and the impact of this approach can be directly translated to the design constraints in the architecture of the intelligent system: the intelligent system should (1) have reasoning and metareasoning as concurrent processes, (2) have metareasoning as the parent process of the reasoning process(es), (3) continue metareasoning for ever from the time before reasoning, during the reasoning and after reasoning.
Pre-metareasoning
The meta-level reasoning will select the best choice among the paths before running them. The selection is based upon encoded background knowledge of expert in most cases. When (1) we have not enough expertise for selecting the reasoning path, (2) the input data is incomplete to do path-selection metareasoning, and (3) conflicted constraints do not converge to a unique answer, the pre-metareasoning fails.
All the metareasoning processes which deal with utility estimation [32] , the contract anytime algorithms [35] and any other metareasoning system which does its job by prediction and selection of the best deliberation path, does pre-metareasoning.
Para-metareasoning
In systems that metareasoning runs as a separate task and does handshaking steadily or in some inter-process communication points, the system will do para-metareasoning. One possible architecture to implement the para-metareasoning is a system with interruptible anytime algorithms [35] . It is obvious that the architecture of an agent powered by parametareasoning, should be different. The agent should have hierarchical concurrent communicating processes for reasoning and metareasoning. Lacking such an architecture prevents us to embed para-metareasoning within the agent.
Post-metareasoning
In the situations that we have time to run a good amount of equivalent processes and postpone the selection of them, we have the chance to select the returning values of those processes instead of selecting the processes themselves. To have safe environment and not let one process to have effect on the data required by others, these processes should not use shared writable data to be isolated enough. They make good anytime algorithms. The more time they have, the more processes they can run. So they have more chance to find a better answer.
Post-metareasoning is ideal when we have too much candidate (alternative) processes for a single task. Especially when the evaluation function which selects the best process, takes more time than running any of the processes. So we can run one (preferably fast) process to have an answer and then try to run others which require more time.
Post-metareasoning is useful in cases that we can not pre-determine the best algorithm by our knowledge. And there is no utility estimation function at all. In these cases there could be some functions which work on the returned values for minimizing the errors. In the next section we will see one of these cases. It will be shown that post-metareasoning will help us choose among results of the different self-localization algorithms.
The self-localization functions in the case study are examples of the reasoning methods. We have a bunch of reasoning methods for a single task. We do not know which one is better in the current situation. We can determine it after calling all functions and doing some calculation based on the returning values of all functions. It is possible to distribute the functions over multiple processors. This way, the time required for post-metareasoning is the sum of (1) the time required by the slowest reasoning method, plus (2) the evaluation function which chooses the best answer and (3) the time required for distribution of methods and gathering of results. We expect that the last term will be very small if we know which method is slower in advance. We start the slowest and continue the distribution.
Post-metareasoning in a case study
Many computational solutions for real world problems could not give acceptable outputs in special circumstances. One of these problems is self-localization which deals with estimating the pose (position and orientation) of an agent. There are three most frequently used self-localization algorithms. Grid-based Markov localization [5, 13] could not be exact enough when computational considerations force us to make the grids with low resolution. But it works fine in global search of the agent position. Kalman Filtering method for selflocalization [17, 20, 23, 25] has a better precise output but it is unable to globally localize the agent or to recover from total localization failures [16] . The Monte Carlo method of localization [11, 12, 22] is really inefficient when an external system changes the location of the agent [16] .
To have a better self-localization, the combined and mixed methods have been proposed and evaluated [16] . The alternative approach is to choose the best self-localization method on the fly. So, instead of mixing the methods, all methods run apart and isolated from each other and only an external evaluation function selects the winner. This will keep us safe from the situations in which the statistically great algorithms fail repeatedly in some time intervals. The finest paradigm is to select one algorithm according to the situation and predict the best beforehand by pre-metareasoning. So we will use just one computational path, among the alternatives and reduce the required processing power. But when the (1) situation analysis takes a long time or (2) situation analysis fails to predict the best algorithm, or (3) we need to know how perfect the prediction was done in tests, we do our algorithm selection after running all our algorithms in a way called here as post-metareasoning.
To make a testing environment for this approach, we need more than three algorithms to have more choices. Voting with only two people is not that wise. These algorithms should also have almost equal precision and we should not be able to select one of them as " always the best". 1 So it is not possible to mix two less powerful methods to above three great ones. We have to find five simple trigonometric self-localization methods and three most frequently used methods (see above) are not used. The goal is just to determine the effect of a post-metareasoning algorithm selection system and not the validity, correctness or efficiency of each individual algorithm. This approach is neither an effort to find a new self-localization algorithm nor to prove empirically the usefulness of post-metareasoning. We use this example just to explain post-metareasoning better.
The software robot (softbot) used as the test bed, is a soccer playing robot. It is an agent which its sensors and actuators are connected over UDP/IP protocol. The softbot as defined in RoboCup simulation league, has been chosen and designed [29, 30] as a base. Then it has been re-implemented in Lisp for the availability of tools. At startup, the Lisp interpreter loads the virtual player (softbot) into memory. Next, it evaluates the elements of the positioning KB which contains five positioning routines. It repeatedly modifies the correctness values of elements in KB dealing with positioning. In other words, the selflocalization procedures have varying levels of correctness. These levels of correctness have been set according to the positions calculated by all procedures. The closer two positions we have, the more scores we give to their originating procedures.
Consider that we keep all alternative procedures in a list called Alternatives. As Figure has the name of the main function (say X), its evaluation function (say EvalX ), and a number of function names with their correctness values. Our goal is to use the best function/returning value when the main function is called. Figure 2 shows the sample concurrent output of all five self-positioning procedures at a specific random time. In this figure ( Figure 2 ) the Average point has been shown. This point is calculated in our tests to measure how the output of proposed method is compared with the average. The five points and their relative distances are shown in Figure 3 .
Any self-positioning method generates a position which could be selected as the best one. The "Best" position is one of the positions which is near the others. To be precise, we assign a higher score to both end points of the shortest line interconnecting positions. The more distance between two end points, the less score will be assigned to both end points. Any end point will get four scores (n −1 scores for n alternative coordinates). By adding the scores of a coordinate to each other, we have the total score. The coordinate with greatest total score will be selected.
The third point in Figure 4 has four scores: 0.8, 0.7, 0.3, 0.2 from top to the bottom. After adding all scores in each column, the best point (number four in this example) will be chosen. In practice we assign the scores from the bottom to the top. The last row (at the bottom) in the Figure 4 will always get 0.1 scores. So the d1 and d5 both will have 0.1 scores. The next row (from the bottom) has less value in its Length column. This means that we add 0.1 to the score of this row (d1 and d3 will have 0.2 scores). The row of d12 will have the same score, because its Length field has not been reduced compared with its lower row. By repeating the above steps for all rows, the table will be filled as shown in Figure 4 .
The errors of the methods gathered is based on the real and exact coordinates reported by the simulator. To check the results, we have changed the simulator and forced it to send the real position of player at the end of the SEE message. 2 After the change, the received message from the soccer server (simulator) became (SEE . . . (RP 10 15) ) that means the real position of player is (10 15) or x = 10 and y = 15. Figure 5 shows the error of six calculated values for the player's position. By error we mean the length of a line connecting the calculated position and the real position. As we see in Figure 5 the errors of different methods are between zero and two meters. We have assigned the value of 2 to the error in cases when the method fails due to lack of required object(s). In all tests, the "Best" position is mostly one of the two coordinates with least linear errors (around 90% of observations). Besides, the bad coordinates attract the "Best" one toward themselves. This means that, the "Best" coordinate will seldom become the one with least linear error (only in 15% of situations).
Loosing the chance to be the really best one, is a disappointing consequence of having too bad coordinates. At first, we may imagine that this will make all our selections wrong, but how much wrong? There is another method to see total errors. To do so, one should notice that the good stand alone methods (like say CalcPos03) sometimes have really bad results too. And the better mechanism to compare them is to sketch the graph of accumulative linear errors of each method. This has been done and is illustrated in Figure 6 .
It is important that the "Best" position is not the point with average x and average y like the point shown in Figure 2 . To show this, we also calculated the coordinates of the average position. And in Figure 5 , the average point is not even near the "Best" selected position, which has been filled to be different. In Figure 6 we see that the selected position with the proposed use of post-metareasoning does better after repeated cycles. The proposed post-met areasoning method takes over very soon when some self-positioning methods lack the necessary input data or have an inaccurate output.
To have a better qualification for the proposed "Best" point selection process, it is possible to generate the results of other simple or complicated heuristics and compare these all. Figure 7 compares the accumulative errors of some other methods. It is shown that based on the last scores in previous simulation cycle, we could not have a good prediction. In other words, the points labeled as "Last" in Figure 7 are not doing that good. And this has a more important result: the selected method is always changing. Besides, even if we use scores of methods in two recent cycles, and select the output of a method which has been the best Figure 6 . The accumulative error of each single method compared with the "Best" one.
among them, the result becomes only a little bit better. The points labeled as "2-Last" in Figure 7 show the matter. To better evaluate the methods which are based on history, we also have the "5-Last" and "All" points, which are the points generated by methods which were better in last five cycles and from the beginning respectively. These also did not produce better results. 
Conclusion
Metareasoning, here has been under focus as a key in a complex and messy path to make programs that will find their own bug and will fix that bug themselves. Any program that changes itself, may change the critical parts, dealing with intelligent tasks. Metareasoning, is a tool to have the safe modification in the code. By metareasoning approach we can start our way toward general intelligence and this can be done by making programs with creativity (see Section 1 or [4] ), learning the learning [31] and a teachable intelligent machine [26] . To do so, we have to make systems capable of handling all classes of metareasoning.
There are many possible aspects to classify metareasoning. It is obvious that we may have metareasoning, before, during and after domain-level reasoning. This taxonomy is important as it can have a great influence in the design of new intelligent systems. By making a system with all three above types of metareasoning, we have a complete metareasoning system. This system will have a steady and continuous metareasoning in parallel with low level reasoning with at least three points of interaction between reasoner and metareasoner.
Although the primitive self-localization methods in this paper are not among the best and sophisticated ones, they are good enough to demonstrate the usefulness of postmetareasoning. These methods are simple enough to be calculated for several times during the simulation period in a not that fast (interpreting) Lisp environment. The methods could be replaced by sophisticated ones, to dynamically choose the superior pose determination algorithm on the fly. Such a try requires a good computing power (a fast processor) and an optimizing programming language. It is also recommended that, the very bad primitive methods with large linear errors are not added to primitive methods. Such methods will make the overall results unstable.
This paper is not to show a specific self-localization method. Instead it is to show the use of meta-reasoning in spatial inference. The evaluation function, chooses one of the localization procedures. It is to infer what reasoning procedure is the one with the best output.
Hundreds of repeated tests, showed that, the positions found by the proposed postmetareasoning, have less errors than any individual positioning procedure. It is also better than the average position of all outputs generated by all procedures.
To check the possibility of reproducing such an output by history based fitness estimation, we tried to have a prediction for best procedure in next required localization. We tried last best procedure, the best procedure among last two invocations, the best one in last five invocations, and the best among all invocations so far. It was interesting that none of these estimation/prediction techniques, has better results compared with what post-metareasoning gives.
As we could have alternatives for the evaluation function, it is possible to try other evaluation functions in parallel with the existing one. The system will automatically choose the best evaluation function and it is not required to check these functions in advance. We have never checked the self-localization functions in advance. It means that if the system itself learns a new method for self-localization or even the evaluation function(s), the best one among them may be selected and used later automatically by post-metareasoning.
Although the recent research results shows just the use of reflection and meta level computing to help the resource management of distributed and parallel processing, the research in this paper shows that metareasoning itself can be improved by supercomputing. As an example, the post-metareasoning is shown as a task to be easily distributed over multiple processors. These processors could be networked virtual supercomputers or real vector processors. The distribution will be fast and we expect to be highly effective in terms of increasing the performance.
Notes
1. Otherwise, we can use the "always the best" and forget the other choices. 2. The normal simulator only sends the distance and orientation of viewable objects relative to the robot, similar to what a real sensor reports.
