Abstract. In this paper we consider an extended growth curve model with two hierarchical within-individuals design matrices, which is useful in analyzing mean profiles of several groups with parallel polynomial growth curves. The covariance structure based on a random e¤ects model is assumed. The maximum likelihood estimators (MLE's) are obtained under the random e¤ects covariance structure. The e‰ciency of the MLE is discussed. A numerical example is also given.
Introduction
Suppose that a response variable x has been measured at p di¤erent occasions on each of N individuals, and each individual belongs to one of k groups. is a q Â p within-individuals design matrix of rank q ða pÞ. Yokoyama and Fujikoshi [10] 
Then the model of X can be written as [5] ) with a linear restriction on mean parameters.
Fujikoshi and Satoh [3] obtained the MLE's in the growth curve model with two di¤erent within-individuals design matrices when S has no structures, i.e., is any unknown positive definite. When there is no theoretical or empirical basis for assuming special covariance structures, we need to assume that S is any unknown positive definite. However, for analysis of repeated measures or growth curves, it has been imposed to consider certain parsimonious covariance structures. As one of such structures, we are interested in a random e¤ects covariance structure (see, e.g., Rao [6] ). In our model, the structure can be expressed as
where d 2 b 0 and s 2 > 0. The covariance structure (1.5) can be introduced by assuming the following random e¤ects model: is given by (1.5) . This implies that
In this paper we consider the problems of estimating the unknown parameters
2 and s 2 when S has the structure (1.5). In O 2 we obtain a canonical form of (1.7). In O 3 we obtain the MLE's in the model (1.7), using a canonical form. In O 4 it is shown how much gains can be obtained for the maximum likelihood estimation of x 1 by assuming a random e¤ects covariance structure. In O 5 we give a numerical example of the results of O 4.
Transformation of the model
In order to transform (1.7) to a model which is easier to analyze, we use a canonical reduction. Let H ¼ ½H 1 N À1=2 1 N H 3 be an orthogonal matrix of order N such that
where H 1 : N Â ðk À 1Þ, and L 11 : ðk À 1Þ Â ðk À 1Þ is a lower triangular matrix.
where Q 2 : ðq À 1Þ Â p, and G 22 : ðq À 1Þ Â ðq À 1Þ is a lower triangular matrix. Then the mean structure of (1.7) can be written as
Here we note that ðx 1 ; x 2 Þ is an invertible function of ðy 1 ; y 2 Þ. In fact, x 1 and x 2 can be expressed in terms of y 1 and y 2 as
Using the above transformation, we can write a canonical form of (1.7) as It is easy to see that the MLE's of y 1 and y 2 are given bŷ
. Hence the MLE's of x 1 and x 2 are given bŷ 2) . Now we express the MLE's given in (3.1) and (3.2) in terms of the original observations. Let S w and S t be the matrices of the sums of squares and products due to the within variation and total variation, i.e.,
where x ðgÞ and x are the sample mean vectors of observations of the g-th group and all the groups, respectively. Further, let
Then, from the definitions of L and G it is easily seen that
Using these results, we have the following theorem.
2 and s 2 in the extended growth curve model (1.7) are given as follows: 
respectively.
We note that the MLE'sd d 2 andŝ s 2 are not unbiased. The usual unbiased estimators of d 2 and s 2 may be defined by 
E‰ciency ofx x 1
Next we consider the e‰ciency of the MLE for x 1 in the case when the covariance structure (1.5) is assumed. When no special assumptions about S are made, the MLE of x 1 is given bỹ
The estimatorsx x 1 andx x 1 have the following properties.
Theorem 4.1. In the extended growth curve model (1.7) it holds that both the estimatorsx x 1 andx x 1 are unbiased, and
, we obtain the result onx x 1 . It can be shown that for any positive definite covariance matrix S,
Under the assumption that
which proves the desired result onx x 1 .
From Theorem 4.1, we obtain
which implies thatx x 1 is more e‰cient thanx x 1 in the model (1.7) . This shows that we can get a more e‰cient estimator for x 1 by assuming a random e¤ects covariance structure. Especially, when p is large relative to N, we can obtain greater gains.
Numerical example
In this section we give a numerical example to illustrate the e‰ciency ofx x 1 by assuming a random e¤ects covariance structure. We apply the results of O 4 to the data (see, e.g., Srivastava 
