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Concentration of multi-overlaps for random ferromagnetic spin models
Jean Barbier?∗, Chun Lam Chan† and Nicolas Macris†
Abstract
We consider ferromagnetic spin models on dilute random graphs and prove that, with suitable one-body
innitesimal perturbations added to the Hamiltonian, the multi-overlaps concentrate for all temperatures, both
with respect to the thermal Gibbs average and the quenched randomness. Results of this nature have been
known only for the lowest order overlaps, at high temperature or on the Nishimori line. Here we treat all
multi-overlaps by a non-trivial application of Griths-Kelly-Sherman correlation inequalities. Our results
apply in particular to the pure and mixed p-spin ferromagnets on random dilute Erdoes-Rényi hypergraphs.
On physical grounds one expects that multi-overlap concentration directly implies the correctness of the cavity
(or replica symmetric) formula for the pressure. The proof of this formula for the general p-spin ferromagnet
on a random dilute hypergraph remains an open problem.
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1 Introduction
Disordered spin models have a long history and despite much progress their statistical mechanics is far from
understood. Among them, mean-eld models have a special status because they can often be solved exactly
by means of replica or cavity methods [1]. These solutions are generally controlled by a set of “multi-overlap
parameters” (simply called “overlaps” in the following). If σi = ±1 for i = 1, . . . , n denote a set of n binary spins
of the model, the overlap parameters are generally dened as Qk ≡ 1n
∑n
i=1 σ
(1)
i σ
(2)
i . . . σ
(k)
i where k ≥ 1 is an
integer and (σ(α)i )
α=1,...,k
i=1,...,n are distributed according to the replicated Gibbs distribution, in other words the product
of k copies of the Gibbs distribution. It is believed that the distribution of the overlaps controls the nature of the
solution and in particular whether it displays a “replica symmetric” behaviour or a more complicated sequence
of “replica symmetry broken” phases. In the replica symmetric phase the overlaps are concentrated on single
numerical values, while in the replica symmetric broken phase they do not self-average and their distribution
displays non-trivial ultrametric properties [1].
Much progress on this picture has been done in the relatively recent literature, starting from pioneering results
of Pastur and Scherbina [2, 3], Ghirlanda and Guerra [4–6], and Aizenman and Contucci [7]. We refer to [8–11]
and references therein for more recent progress as well as comprehensive reviews.
Most results in the literature concern models dened on the complete graph with quenched random coupling
constants, e.g. the Sherrington-Kirkpatrick model and generalizations to p-spin interactions with p ≥ 3, as well
as their spherical incarnations. For such models, on the complete graph, the whole statistical mechanical solution
is generally controlled by the lowest order overlaps, namely Q1 and Q2, and known results mainly concern Q1,
Q2 (note that Q1 is related to the magnetization and Q2 to the Edwards-Anderson order parameter).
In contrast, on dilute graphs (typically locally tree-like sparse Erdoes-Rényi random hpergraphs) the whole
sequence of overlaps {Qk, k ≥ 1} controls the replica solution, and the corresponding study of their distribution
for all k ≥ 1 is largely open. Note that [9, 10] discusses the high temperature case for the lowest order overlaps
of some dilute graph models. Another interesting recent piece of work is the one by Chatterjee on the random
eld Ising model over generic graphs, and in any dimensions [12]. There, again, only the lowest order overlap is
controlled but for (almost) all temperatures and external eld strenghts. The author claims that his result implies
the replica symmetry of the model. We believe that in order for such a claim to hold in the most generic sense
one should in addition show that such concentration results imply the validity of the replica symmetric fomula
for the free energy. This is a non-trivial task even for models on dense graphs (see the discussion at the end of
the introduction) and for dilute models it is probably necessary to control overlaps of all orders.
In [13–16] non-trivial constraints analogous to the Aizenman-Contucci and Ghirlanda-Guerra ones are de-
rived for all overlaps of dilute models but one cannot deduce the concentration properties from these (nevertheless
some of the techniques used in the present contribution are inspired from these works).
In this contribution our main interest is the study of uctuations and self-averaging properties of all overlaps
{Qk, k ≥ 1} for the Ising multi-body ferromagnets on sparse random hypergraphs (typically of Erdoes-Rényi
type). We distinguish two types of uctuations, namely the thermal ones and those with respect to the disorder,
informally measured by the two quantities E〈(Qk − 〈Qk〉)2〉 and E[(〈Qk〉 − E〈Qk〉)2]. Adding these two uctu-
ations one nds the total uctuations E〈(Qk − E〈Qk〉)2〉. Here 〈−〉 denotes the Gibbs expectation with respect
to the “replicated” Gibbs measure and E the expectation with respect to the quenched disorder (see Section 2 for
the precise denitions). Our main result states that both types of uctuations vanish in the thermodynamic limit
for all temperatures. For this result to hold at all temperatures, we must add suitable “innitesimal” one-body
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perturbations to the Hamiltonian1. Indeed, concentration may hold only within a “pure state” and it is well known
that one must add suitable perturbations in order to select pure states (that may coexist at low temperatures).
We would like to stress that, for disordered systems, the nature of the perturbation that one should add is not
always clear. For example all p-spin interactions are sometimes added to the two-body Sherrington-Kirkpatrick
Hamiltonian, or even in the nite-dimensional short-range Edward-Anderson model, and it is perhaps not so clear
what the physical interpretation of such perturbations is [11]. Here we limit ourselves to the simple one-body
perturbations that can physically be interpreted as innitesimal external magnetic elds.
To the best of our knowledge this is the rst time a concentration result is established for all overlaps {Qk, k ≥
1} in a dilute disordered spin model for all temperatures. Examples of models that are covered by our results
are the pure and mixed p-spin dilute ferromagnets on random Erdoes-Rényi hypergraphs2. Here the coupling
constants are ferromagnetic and this allows the use of the Grith-Kelly-Sherman (GKS) inequality which plays
an important role in our analysis. There are at least two interesting directions where one might hope to extend
this type of result. First, the p-spin dilute ferromagnet in a random external magnetic eld (taking both negative
and positive signs), as considered in [12] for p = 2. In fact many of our intermediate results still hold with almost
identical proofs by using the Fortuin-Kasteleyn-Ginibre (FKG) inequality instead of GKS. A combination of FKG
and the Ghirlanda-Guerra identities actually forms the basis of the analysis in [12] for the lowest order overlap.
Second, dilute p-spin models with random coupling constants (taking both signs) on their Nishimori line. These
models have important applications, for example in communications [17–20] or in community detection (see [21]
and references therein).
Let us briey discuss possible applications of our analysis, to which we hope to come back in the future. It
is known folklore that the self-averaging of the overlaps should imply that the solution of the model is replica
symmetric, and in particular that the replica symmetric expression of the thermodynamic pressure is valid. How-
ever, to our knowledge, this logical implication has never been mathematically settled in a clear way. In [2] the
authors show (for models on complete graphs) that if the pressure is not given by a replica symmetric expression
then the overlaps cannot concentrate. Also, the Guerra-Toninelli interpolation method [22] makes it clear that if
the pressure is not replica symmetric then the overlaps of an “interpolated model” cannot concentrate. Recently
two of us have developed an “adaptive interpolation method” [23] (a powerful extension of the Guerra-Toninelli
method) which deduces the replica symmetric expression of the pressure from the total concentration of the
overlaps of an interpolated model with suitable perturbation added. Here it is important to stress that (currently
at least) we need to control both type of uctuation introduced above. This adaptive interpolation method has
been applied with success to many models on complete graphs [24–28] where concentration of the lowest order
overlap suces (and the solution is replica symmetric for all temperatures). It is still largely an open problem to
extend the method to situations on dilute graphs where all overlaps must be analyzed. The present paper is a rst
step towards developing this program for the p-spin Ising ferromagnet on dilute hypergraphs.
We point out that the replica symmetric (or cavity) formula has been proved for the case p = 2 by dier-
ent methods [29] using the GKS and Griths-Hurst-Sherman (GHS) inequalities as well as algorithmic message
passing ideas. Other related models where the replica symmetric formula for the pressure is established are p-spin
models on dilute graphs with random couplings on their Nishimori line [30]. This work uses the Aizenman-Sims-
Starr approach to the cavity method [31], in conjunction with the Guerra-Toninelli interpolation method rst
developed for dilute spin models in [32] and applied to communication models in [18–20, 33] or used for sys-
tematically proving the existence of the thermodynamic limit of various quantities in spin models and constraint
1By innitesimal perturbations we mean perturbations that do not change the thermodynamic limit of the pressure when we take the
limit of zero perturbation after the thermodynamic limit.
2With minor adjustments in the formulation of the models we can also cover ferromagnets on dense graphs.
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satisfaction problems in [34, 35]. When the Nishimori symmetry is present, concentration for the thermal uc-
tuations has already been established (and used in these works) in various guises [20, 30, 36] by using special
identities implied by the Nishimori symmetry. However a proof of concentration for uctuations with respect to
the quenched disorder and full concentration of all overlaps is still elusive.
In Section 2 we formulate the models and state our main theorems. The proofs are found in Section 3. The
appendices contain technical intermediate results.
2 Ferromagnetic spin models and overlap concentration
Consider a collection of n binary spins σi ∈ {−1, 1}, i = 1, . . . , n. For any subset X ⊂ {1, . . . , n} we denote
σX =
∏
i∈X σi. A generic ferromagnetic spin system has Hamiltonian
H0(σ) ≡ −
∑
X⊂{1,...,n}
JXσX (1)
where JX ≥ 0 and the sum runs over all possible 2n subsets of {1, . . . , n}. The only subsets of spins that truly
participate in the interactions are of course those for which JX > 0. The random models that we consider
have independently distributed coupling constants JX , X ⊂ {1, . . . , n}, with distribution supported on R≥0. As
already said in the introduction our main interest is in dilute systems, a typical example of which is given below.
The thermodynamic potential of interest is the pressure
Pn ≡ 1
n
lnZ = 1
n
ln
∑
σ∈{±1}n
exp(−H0(σ))
where Z is the partition function of the model. Without loss of generality we consider the inverse temperature
β = 1 as this amounts to a simple global rescaling of the interactions. The average pressure is dened as pn ≡
EPn where E is the expectation over all the coupling constants. For models of physical interest one expects that
Pn concentrates over pn. Our theorems on overlap concentration stated below are formulated in a generic setting
and hold as long as the concentration of the pressure holds:
E[(Pn − pn)2] ≤ CP
n
(2)
for CP > 0 a constant independent of n. In Appendix B we verify by standard arguments that the following
simple condition implies (2) (we do not need JX ≥ 0 for this implication, see Proposition 13):
Condition 1. We assume that JX , X ⊂ {1, . . . , n} are independent random variables with nite second moment
and such that
∑
X⊂{1,...,n}Var(JX) ≤ CPn for a numerical constant CP > 0 independent of n.
Models of physical interest also have a well-dened thermodynamic limit for pn. This requires a little bit more
structure on the distribution of the couplings JX and will not be used (see [34, 35] for proofs of the existence of
such limits). For completeness we give a simple hypothesis and standard argument in Appendix B that guarantees
the existence of the thermodynamic limit in the case of ferromagnetic models (see Proposition 14).
Let us give a canonical example of ferromagnetic spin system on a dilute random graph where Condition 1
is satised as well as the existence of the thermodynamic limit of the pressure. Note that our results also cover
dense graph systems as long as JX are suitably rescaled with n so that Condition 1 is met.
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Example 1 (p-spin models on the Erdoes-Rényi hypergraph). A dilute ferromagnetic p-spin model with coupling
strength J > 0 and magnetic eld H > 0 can be constructed as follows. For all subsets X ⊂ {1, . . . , n} with
cardinalities dierent from 1 and p set JX = 0. For all X such that |X| = 1 set JX = H . In other words the
Hamiltonian contains the one-body term −H∑ni=1 σi. For all subsets with |X| = p take for JX Bernoulli random
variables with P(JX = J) = γn/
(
n
p
)
and P(JX = 0) = 1− γn/
(
n
p
)
where γ > 0. The Hamiltonian thus contains
on average of the order of γn interaction terms of the form −Jσa1σa2 . . . σap where ai, i = 1, . . . , p are chosen
uniformly at random in {1, . . . , n} without repetition.
This model can be generalized to mixed p-spin models as follows: Fix H > 0, J2, . . . , Jp∗ > 0, γ2, . . . , γp∗ > 0.
Let k = 2, . . . , p∗. We then draw Bernoulli random variables for the couplings of subsets with cardinality |X| = k
such that P(JX = Jk) = γkn/
(
n
k
)
and P(JX = 0) = 1 − γkn/
(
n
k
)
. And again of course JX = H for X such
that |X| = 1 and JX = 0 if instead |X| 6= 1, 2, . . . , p∗. These models are generalizations of the Ising two-body
ferromagnet on a standard Erdoes-Rényi random graph. In Appendix B we verify that Condition 1 is satised so that
Pn concentrates on pn, and also that the thermodynamic limit of pn exists.
Any observable is a linear combination over subsets T ⊂ {1, . . . , n} of σT ≡
∏
i∈T σi and their Gibbs
expectation is denoted by
〈σT 〉 ≡ 1Z
∑
σ∈{±1}n
σT exp(−H0(σ)) .
The crucial property of ferromagnetic models that will be instrumental in our analysis are the Griths-Kelly-
Sherman (GKS) correlation inequalities. In their most general form these state that
〈σT 〉 ≥ 0 and 〈σTσS〉 − 〈σT 〉〈σS〉 ≥ 0 (3)
for any subsets T, S ⊂ {1, . . . , n} and any set of coupling constants JX ≥ 0, X ⊂ {1, . . . , n}.
The multi-overlaps (simply called overlaps) are dened for any integer k ≥ 1 as
Qk ≡ 1
n
n∑
i=1
σ
(1)
i · · ·σ(k) (4)
where {σ(α), α = 1, . . . , k} is a set of k replicas of the spin congurations drawn according to the k-fold tensor
product of the Gibbs measure. We emphasize that in this work the replicas are always uncoupled and i.i.d.. The
Gibbs average w.r.t. the tensor product Gibbs measure is still indicated as 〈−〉. Note that
〈Qk〉 = 1
n
n∑
i=1
〈σ(1)i · · ·σ(k)〉 =
1
n
n∑
i=1
〈σi〉k, k ≥ 1 .
It is well known that concentration results for overlaps generally require the addition of small perturbation
terms whose role is to select “pure states.” With suitable such perturbations, and under a suitable concentration
hypothesis for the pressure (of the perturbed model) we show that for large n: i) For any instance of the random
model (i.e. of the quenched disorder) Qk concentrates over 〈Qk〉; and ii) 〈Qk〉 concentrates over E〈Qk〉. These two
concentration properties imply that overall Qk concentrates on E〈Qk〉. One then expects that the pressure is
given by the cavity (or replica symmetric) formula but this is still an open problem.
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We consider one-body perturbation termsHpert(σ) added to the generic Hamiltonian (1):
Hpert(σ) ≡ −h0
n∑
i=1
σi − h1
n∑
i=1
τiσi (5)
with h0 ∈ [0, 1], h1 ∈ [0, 1], τi ∼ Poi(αnθ−1) i.i.d. for i = 1, . . . , n and α ∈ [0, 1], θ ∈
(
1/2, 7/8]. The rst part
of the perturbation, proportional to h0, is called homogeneous perturbation while the second part proportional to
h1 is called Poisson perturbation. Both are purely ferromagnetic such that the GKS inequalities remain valid. Note
that in distribution h1
∑n
i=1 τiσi
d
= h1
∑Γ
v=1 σiv where Γ ∼ Poi(αnθ) and iv is randomly and uniformly chosen
from {1, . . . , n}. While this second expression might seem more natural, the rst equivalent expression allows a
more compact notation in our analysis. We associate to the total Hamiltonian (1) + (5), i.e.
H(σ) ≡ H0(σ) +Hpert(σ) , (6)
its partition function Zh0,h1,α, Gibbs expectation 〈−〉h0,h1,α, pressure Pn(h0, h1, α) ≡ n−1 lnZh0,h1,α and aver-
age pressure pn(h0, h1, α) ≡ EPn(h0, h1, α) dened similarly as before with H0 replaced by H. Here E is the
expectation over all quenched variables, i.e., JX ,X ⊂ {1, . . . , n} and τ = (τ1, . . . , τn). An elementary argument
shows that the perturbation does not modify the thermodynamic properties as long as h0 → 0+ (α can be taken
xed). More precisely in Appendix A.1 we show
|pn(h0, h1, α)− pn(0, 0, 0)| ≤ h0 + αh1
n1−θ
. (7)
In particular limh0→0+ limn→+∞ |pn(h0, h1, α)− pn| = 0.
We can now state the main concentration results. From now on in the rest of the paper it is understood that
n is always large enough.
Theorem 1 (Thermal concentration of the overlaps). Assume the Hamiltonian H given by (6) satises 〈σiσj〉 −
〈σi〉〈σj〉 ≥ 0 for all i, j = 1, . . . , n. Then for any [h, h¯] ⊂ (0, 1), h1 ∈ [0, 1], α ∈ [0, 1], we have for any instance
of the random Hamiltonian ∫ h¯
h
dh0
〈(
Qk − 〈Qk〉h0,h1,α
)2〉
h0,h1,α
≤ 2k
n
.
The next two results use the concentration of the pressure (2) for the total Hamiltonian (6). This holds under
Condition 1 and the constant CP can easily be made independent of h0, h1, α.
Theorem 2 (Total concentration of the magnetization/rst overlap). Assume the Hamiltonian H given by (6)
satises 〈σiσj〉 − 〈σi〉〈σj〉 ≥ 0 for all i, j = 1, . . . , n and assume also that Condition 1 holds. Then for any
[h, h¯] ⊂ (0, 1), h1 ∈ [0, 1], α ∈ [0, 1] we have∫ h¯
h
dh0 E
〈(
Q1 − E〈Q1〉h0,h1,α
)2〉
h0,h1,α
≤ 5CP + 42
n1/3
.
Remark: Let us make a few remarks about these two theorems. First of all the Poisson perturbation is not needed
and we can set h1 = α = 0. Second, when both GKS inequalities hold 2k/n can be replaced by k/n in Theorem
1 as it will become clear from the proof. More interestingly: Assuming only 〈σiσj〉 − 〈σi〉〈σj〉 ≥ 0 is weaker
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than assuming both GKS inequalities and even weaker than assuming only the second one. This assumption is
satised (for example) for all Hamiltonians satisfying the FKG inequality. An example is JX ≥ 0 except for one-
body terms (magnetic elds) that may have any sign. So in particular, Theorems 1 and 2 cover the random eld
Ising model (RFIM). Another example is strong enough ferromagnetic two-body terms and any sign for magnetic
elds and higher order interactions.
The next theorem assumes both GKS inequalities and its extension to systems satisfying only FKG is an open
problem. It would be of interest to extend this theorem to the RFIM. Moreover both the homogeneous and Poisson
perturbations play an important role in the proof.
Theorem 3 (Total concentration of the overlaps). Assume the Hamiltonian H given by (6) satises both GKS
inequalities (in other words assume all JX ≥ 0) and also that Condition 1 holds. Then for any [h, h¯] ⊂ (0, 1),
[α, α¯] ⊂ (0, 1), h1 ∈ (0, 1] and θ ∈ (1/2, 7/8] we have∫ h¯
h
dh0
∫ α¯
α
dαE
〈(
Qk − E〈Qk〉h0,h1,α
)2〉
h0,h1,α
≤ 4k
2
(tanhh1)k
√
5CP + 40
n(θ−1/2)/3
.
The bound yileds a decayO(n−1/8) for θ = 7/8. Also note that the prefactor on the r.h.s. grows exponentially
fast with k. The details of the proof show that a slowly growing h1 can be accommodated and we can take
h1 = O(lnn) to mitigate this growth.
3 Proofs of concentrations for the overlaps
The main aim of this section is to prove Theorem 3. The proof is generic and essentially requires only two
ingredients: i) That the HamiltonianH given by (6) is purely ferromagnetic so that the two GKS inequalities (3)
are veried; ii) the pressure of the perturbed model concentrates in the sense of (2). In the process we also obtain
the proofs of Theorems 1 and 2.
To ease the notations in this section we do not indicate explicitly the arguments h0, h1, α in the Gibbs brackets
and pressure.
3.1 Preliminary remarks
Theorem 3 will be a consequence of the individual control of three types of overlap uctuations. One can verify
by expanding the squares that the total overlaps uctuations can be decomposed as
E
〈
(Qk − E〈Qk〉)2
〉
= E
〈(
Qk − 〈Qk〉
)2〉
+ E
[(〈Qk〉 − Eτ 〈Qk〉)2]+ E[(Eτ 〈Qk〉 − E〈Qk〉)2] . (8)
The rst type of uctuations are purely thermal uctuations and are controlled in Theorem 1 thanks to the ho-
mogeneous part of the perturbation in (5); for the analysis of these uctuations the Poisson perturbation can be
dropped. The last two terms are the disorder uctuations due to the quenched variables. Their control requires
the Poisson perturbation3. The second term are uctuations directly related to the Poisson perturbation itself,
called Poisson uctuations, and is controlled by Lemma 6. The third term are the uctuations due to all other
quenched couplings in the unperturbed Hamiltonian and is controlled by Lemma 10. In Section 3.6 we show how
to combine all these concentration results in order to obtain Theorem 3.
We will repeatedly make use of the following technical lemma:
3It is an open problem to assess if these can be dropped and the uctuations controlled only thanks to the homogeneous perturbation.
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Lemma 4 (A bound on dierences of derivatives due to convexity). Let I ⊂ R an open interval and G : x ∈ I 7→
G(x) ∈ R and g : x ∈ I 7→ g(x) ∈ R convex and dierentiable functions. Fix x ∈ I and let δ > 0 small enough so
that x± δ ∈ I . Dene C+δ (x) ≡ g′(x+ δ)− g′(x) ≥ 0 and C−δ (x) ≡ g′(x)− g′(x− δ) ≥ 0. Then
|G′(x)− g′(x)| ≤ δ−1
∑
u∈{x−δ,x,x+δ}
|G(u)− g(u)|+ C+δ (x) + C−δ (x) .
Proof. Convexity implies that we have
G′(x)− g′(x) ≤ G(x+ δ)−G(x)
δ
− g′(x)
≤ G(x+ δ)−G(x)
δ
− g′(x) + g′(x+ δ)− g(x+ δ)− g(x)
δ
=
G(x+ δ)− g(x+ δ)
δ
− G(x)− g(x)
δ
+ C+δ (x) ,
G′(x)− g′(x) ≥ G(x)−G(x− δ)
δ
− g′(x) + g′(x− δ)− g(x)− g(x− δ)
δ
=
G(x)− g(x)
δ
− G(x− δ)− g(x− δ)
δ
− C−δ (x) .
Combining these two inequalities ends the proof.
3.2 Thermal uctuations of overlaps: Proof of Theorem 1
We start by considering the thermal uctuations for a xed realization of quenched variables. Note that
dPn
dh0
=
1
n
n∑
i=1
〈σi〉 = 〈Q1〉 , 1
n
d2Pn
dh20
=
1
n2
n∑
i,j=1
(〈σiσj〉 − 〈σi〉〈σj〉) =
〈
(Q1 − 〈Q1〉)2
〉
. (9)
The second identity shows that the pressure Pn, as well as its expectation pn, are convex in h0 (a generic fact in
statistical mechanics models).
By the denition (4) of Qk we have
〈
(Qk − 〈Qk〉)2
〉
= 〈Q2k〉 − 〈Qk〉2 =
1
n2
n∑
i,j=1
(
〈σiσj〉k − 〈σi〉k〈σj〉k
)
=
1
n2
n∑
i,j=1
(〈σiσj〉 − 〈σi〉〈σj〉)
k−1∑
l=0
〈σiσj〉k−1−l〈σi〉l〈σj〉l . (10)
Using 〈σiσj〉 − 〈σi〉〈σj〉 ≥ 0 for all i, j = 1, . . . , n and the triangle inequality, (10) is upper bounded as
〈
(Qk − 〈Qk〉)2
〉 ≤ k
n2
n∑
i,j=1
(〈σiσj〉 − 〈σi〉〈σj〉) .
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Hence integrating this inequality over h0 ∈ [h, h¯] and using (9) we have∫ h¯
h
dh0
〈
(Qk − 〈Qk〉)2
〉 ≤ k ∫ h¯
h
dh0
1
n
d2Pn
dh20
=
k
n
[〈Q1〉]h0=h¯h0=h ≤
2k
n
.
Note that if the rst GKS inequality also holds then 〈Q1〉 ≥ 0 so 0 ≤ [〈Q1〉]h0=h¯h0=h ≤ 1 and 2k/n becomes k/n. 
3.3 Disorder uctuations of the magnetization
Before considering the concentration of general overlaps we need to control the quenched uctuations of the rst
overlap Q1, that is the magnetization. Indeed, our proof of the concentration of the overlaps w.r.t. the quenched
variables in Section 3.5 is based on an induction argument where the induction is on the order k of the overlaps
Qk, and the following lemma will serve as the base case for the induction. In order to control these uctuations
the homogeneous perturbation alone is again sucient.
Lemma 5 (Concentration of the magnetization w.r.t. the quenched disorder). Assume that Condition 1 holds. Then
for any [h, h¯] ⊂ (0, 1) we have ∫ h¯
h
dh0 E
[
(〈Q1〉 − E〈Q1〉)2
] ≤ 5CP + 40
n1/3
.
Remark: There is no need to assume JX ≥ 0 here. So this lemma holds generally even if GKS or FKG inequalities
do not hold.
Remark: Combining Theorem 1 and Lemma 5 yields Theorem 2.
Proof. Below it will be convenient to indicate explicitly the h0 dependence in the pressure. Recall pn(h0) =
EPn(h0). From (9) we have
〈Q1〉 − E〈Q1〉 = dPn(h0)
dh0
− dpn(h0)
dh0
.
Since Pn and pn are convex in h0 as seen from (9), we can use Lemma 4 to obtain
|〈Q1〉 − E〈Q1〉| ≤ δ−1
∑
u∈{h0−δ,δ,h0+δ}
|Pn(u)− pn(u)|+ C+δ (h0) + C−δ (h0)
where
C+δ (h0) ≡
dpn(h0 + δ)
dh0
− dpn(h0)
dh0
≥ 0 , C−δ (h0) ≡
dpn(h0)
dh0
− dpn(h0 − δ)
dh0
≥ 0 . (11)
Squaring both sides, applying (
∑k
r=1 ur)
2 ≤ k∑kr=1 u2r , and then taking an expectation we have
E
[
(〈Q1〉 − E〈Q1〉)2
] ≤ 5δ−2 ∑
u∈{h0−δ,δ,h0+δ}
E[(Pn(u)− pn(u))2] + 5C+δ (h0)2 + 5C−δ (h0)2 . (12)
9
Under the assumption (2) about concentration of the pressure the rst term is smaller than 5CP /(nδ2). Next,
using |dpndh0 | = |E〈Q1〉| ≤ 1 allows to assert from (11) the crude bound C±δ (h0) ≤ 2. Then using C±δ (h0) ≥ 0,∫ h¯
h
dh0
(
C+δ (h0)
2 + C−δ (h0)
2
) ≤ 2∫ h¯
h
dh0
(
C+δ (h0) + C
−
δ (h0)
)
= 2
[(
pn(h¯+ δ)− pn(h¯− δ)
)
+
(
pn(h− δ)− pn(h+ δ)
)] ≤ 8δ
where the mean value theorem has been used to get the last inequality. When (12) is integrated over h0 we reach∫ h¯
h
dh0 E
[
(〈Q1〉 − E〈Q1〉)2
] ≤ 5CP
nδ2
+ 40δ .
The proof is ended by optimizing the bound by choosing δ = n−1/3 for n large enough.
3.4 Poisson uctuations of overlaps
Lemma 6 (Concentration of overlaps w.r.t. the Poisson perturbation). Assume the HamiltonianH given by (6) is
fully ferromagnetic so that both GKS inequalities hold. Then for any [h, h¯] ⊂ (0, 1) we have∫ h¯
h
dh0 Eτ
[
(〈Qk〉 − Eτ 〈Qk〉)2
] ≤ αkh1
n1−θ
.
Proof. Recall τ is a random vector with i.i.d. components τj ∼ Poi(αnθ−1) for j ∈ {1, . . . , n}. Let τ j be the
random vector that diers from τ only at the j–th component, which is replaced by a new τ ′j ∼ Poi(αnθ−1)
drawn independently from everything else. For this proof we explicitly keep track of the τ dependence in Gibbs
expectations 〈−〉τ . The Efron–Stein inequality states (1(·) is the indicator function)
Eτ
[
(〈Qk〉τ − Eτ 〈Qk〉τ )2
] ≤ 1
2
n∑
j=1
Eτ\τjEτjEτ ′j
[
(〈Qk〉τ j − 〈Qk〉τ )2
]
=
1
2
n∑
j=1
Eτ\τjEτjEτ ′j
[
1(τ ′j > τj)(〈Qk〉τ j − 〈Qk〉τ )2
]
+
1
2
n∑
j=1
Eτ\τjEτjEτ ′j
[
1(τ ′j = τj)(〈Qk〉τ j − 〈Qk〉τ )2
]
+
1
2
n∑
j=1
Eτ\τjEτjEτ ′j
[
1(τ ′j < τj)(〈Qk〉τ j − 〈Qk〉τ )2
]
=
n∑
j=1
Eτ\τjEτjEτ ′j
[
1(τ ′j > τj)(〈Qk〉τ j − 〈Qk〉τ )2
]
. (13)
To get the second equality we used that the term with τ ′j = τj vanishes and that the terms with τ ′j > τj and
τ ′j < τj are equal by symmetry (under exchange of τ ′j and τj). The two GKS inequalities imply
d〈Qk〉τ
dτj
=
kh1
n
n∑
i=1
〈σi〉k−1(〈σiσj〉 − 〈σi〉〈σj〉) ≥ 0
and therefore 〈Qk〉τ j − 〈Qk〉τ ≥ 0 when τ ′j > τj (here note that τj is an integer but we formally consider it
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real when computing a derivative and then restrict the obtained monotonicity result to the integer case). This
together with 0 ≤ 〈Qk〉τ ≤ 1 (by GKS) implies (〈Qk〉τ j − Eτ 〈Qk〉τ ) ∈ [0, 1]. Then (13) implies
Eτ
[
(〈Qk〉τ − Eτ 〈Qk〉τ )2
] ≤ n∑
j=1
Eτ\τjEτjEτ ′j
[
1(τ ′j > τj)(〈Qk〉τ j − 〈Qk〉τ )
]
. (14)
Let ∆j ≡ τ ′j − τj and uj = (0, . . . , 0, 1, 0, . . . , 0) with uj = 1. This allows us to rewrite τ j = τ + ∆juj . An
interpolation gives
〈Qk〉τ+∆juj − 〈Qk〉τ =
∫ 1
0
ds
d
ds
〈Qk〉τ+s∆juj
=
kh1∆j
n
∫ 1
0
ds
n∑
i=1
〈σi〉k−1τ+s∆juj
(〈σiσj〉τ+s∆juj − 〈σi〉τ+s∆juj 〈σj〉τ+s∆juj) . (15)
Under the condition τ ′j > τj the integrand in (15) is non-negative by the two GKS inequalities. Also note that,
again by the two GKS inequalities,
d
dτj
(〈σiσj〉τ − 〈σi〉τ 〈σj〉τ ) = −2h1〈σj〉τ (〈σiσj〉τ − 〈σi〉τ 〈σj〉τ ) ≤ 0
so that, as ∆j > 0,
〈σiσj〉τ+s∆juj − 〈σi〉τ+s∆juj 〈σj〉τ+s∆juj ≤ 〈σiσj〉τ − 〈σi〉τ 〈σj〉τ . (16)
Thus substituting (15), (16) into (14) and simply upper bounding 〈σi〉k−1τ+s∆juj by 1, we obtain
Eτ
[
(〈Qk〉τ − Eτ 〈Qk〉τ )2
] ≤ kh1
n
n∑
i,j=1
EτEτ ′j
[
1(τ ′j > τj)(τ
′
j − τj)
(〈σiσj〉τ − 〈σi〉τ 〈σj〉τ )] . (17)
The part containing τ ′j has an upper bound independent of j:
Eτ ′j
[
1(τ ′j > τj)(τ
′
j − τj)
] ≤ Eτ ′j [τ ′j ] = αn1−θ
because τj ≥ 0 and τ ′j ∼ Poi(αnθ−1). This further relaxes (17) to
Eτ
[
(〈Qk〉τ − Eτ 〈Qk〉τ )2
] ≤ αkh1
n2−θ
n∑
i,j=1
Eτ
[〈σiσj〉τ − 〈σi〉τ 〈σj〉τ ] = αkh1nθEτ 〈(Q1 − 〈Q1〉τ )2〉τ (18)
(recall (9) for the last equality). Finally, integrating (18) over h0 ∈ [h, h¯] and using Theorem 1 with k = 1 (the
factor 2 can be removed here because we assume both GKS inequalities) ends the proof.
3.5 Last type of uctuations of overlaps
In this section we tackle the last kind of uctuations in the decomposition (8). Before proceeding let us say a few
words about the strategy. The proof is decomposed in three steps (where the rst two follow the ideas used in
proving the Ghirlanda-Guerra identities for spin glasses [4]). The rst step shows that the α-derivative of the
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pressure concentrates which will lead to Lemma 7 (recall α controls the mean of the Poisson quenched variables
τi). In the second step we derive an identity which links a “generating series” containing overlap covariances to
the product of an overlap and the pressureα-derivative uctuations. Using the concentration result of step one we
can show that this generating series concentrates, leading to Lemma 8. In the third step, from the concentration of
this generating series we extract the concentration of each overlap covariance, leading to Lemma 10. In particular,
this will imply the control of the third kind of uctuations in (8). The third step is non-trivial as the generating
series has alternating signs. Nevertheless, we overcome this problem using an induction argument over k (the
order of the overlap) thanks to the GKS inequalities and to Lemma 5 for the base case k = 1.
3.5.1 Step 1: Concentration of the pressure α-derivative
Let Pˆn(α) ≡ EτPn. Note that the pressure pn(α) = E Pˆn is obtained by taking an expectation over the rest of
the quenched variables. We start with a few preliminaries about these functions. We emphasize the α depend-
ence in this section. As before let uj = (0, . . . , 0, 1, 0, . . . , 0) with uj = 1. Recall τi ∼ Poi(αnθ−1). Then a
straightforward algebra using the Poisson property (45) yields the following identities:
dPˆn(α)
dα
=
1
n2−θ
n∑
i=1
Eτ ln〈eh1σi〉τ
=
1
n2−θ
n∑
i=1
Eτ ln(1 + 〈σi〉τ tanhh1) + 1
n1−θ
ln coshh1 , (19)
d2Pˆn(α)
dα2
=
1
n3−2θ
n∑
i,j=1
(
Eτ ln〈eh1σi〉τ+uj − Eτ ln〈eh1σi〉τ
)
=
1
n3−2θ
n∑
i,j=1
(
Eτ ln(1 + 〈σi〉τ+uj tanhh1)− Eτ ln(1 + 〈σi〉τ tanhh1)
)
, (20)
where we used eσx = coshx(1 + σ tanhx) for σ = ±1. The derivatives for pn(α) can directly be obtained by
taking an expectation over the rest of the quenched variables:
dpn(α)
dα
=
1
n2−θ
n∑
i=1
E ln(1 + 〈σi〉τ tanhh1) + 1
n1−θ
ln coshh1 , (21)
d2pn(α)
dα2
=
1
n3−2θ
n∑
i,j=1
(
E ln(1 + 〈σi〉τ+uj tanhh1)− E ln(1 + 〈σi〉τ tanhh1)
)
. (22)
The second GKS inequality (3) implies that d〈σi〉τ/dτj = h1(〈σiσj〉τ−〈σi〉τ 〈σj〉τ ) is non-negative, and therefore
〈σi〉τ ≤ 〈σi〉τ+uj . Thus the identities (20) and (22) imply (using also 1+〈σi〉 tanhh1 ≥ 0) that d2Pˆn(α)/dα2 ≥ 0
and d2pn(α)/dα2 ≥ 0, which means that Pˆn(α) and pn(α) are convex in α (note that in order to obtain this
convexity we used only the second GKS inequality, no need of the rst one here). One can also see that∣∣∣dpn(α)
dα
∣∣∣ ≤ h1
n1−θ
. (23)
We can now show a concentration result for the α-derivative of the pressure based on Lemma 4.
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Lemma 7 (Concentration of the pressure α-derivative). Assume the HamiltonianH given by (6) satises 〈σiσj〉−
〈σi〉〈σj〉 ≥ 0 for all i, j = 1, . . . , n and assume also that Condition 1 holds. Then for any [α, α¯] ⊂ (0, 1), h0 ∈ (0, 1),
h1 ∈ (0, 1] and θ ∈ (1/2, 1) we have∫ α¯
α
dαE
[(dPˆn(α)
dα
− dpn(α)
dα
)2] ≤ 5CP + 40h21
n(5−4θ)/3
.
Proof. The proof is similar to the one of Lemma 5. Using Lemma 4, the convexity of Pˆn and pn in α implies that
for any δ > 0 we have
∣∣∣dPˆn(α)
dα
− dpn(α)
dα
∣∣∣ ≤ δ−1 ∑
u∈{α−δ,α,α+δ}
|Pˆn(u)− pn(u)|+ C+δ (α) + C−δ (α)
(note we can take δ small enough so that α− δ > 0) where
C+δ (α) ≡
dpn(α+ δ)
dα
− dpn(α)
dα
≥ 0 , C−δ (α) ≡
dpn(α)
dα
− dpn(α− δ)
dα
≥ 0 .
Squaring both sides, applying (
∑k
r=1 ur)
2 ≤ k∑kr=1 u2r and averaging we get
E
[(dPˆn(α)
dα
− dpn(α)
dα
)2] ≤ 5δ−2 ∑
u∈{α−δ,α,α+δ}
E[(Pˆn(u)− pn(u))2] + 5C+δ (α)2 + 5C−δ (α)2 . (24)
It is easy to check that
E[(Pˆn(α)− pn(α))2] = E[(Pn(α)− pn(α))2]− E[(Pn(α)− Pˆn(α))2] ≤ E[(Pn(α)− pn(α))2] .
Thus under the concentration assumption (2) for the pressure, the rst term in the r.h.s. of (24) is smaller than
5CP /(nδ
2). Next, we recall (23) which implies the crude bound C±δ (h0) ≤ 2h1/n1−θ , so using C±δ (h0) ≥ 0,∫ α¯
α
dα
(
C+δ (α)
2 + C−δ (α)
2
) ≤ 2h1
n1−θ
∫ α¯
α
dα
(
C+δ (α) + C
−
δ (α)
)
=
2h1
n1−θ
[(
pn(α¯+ δ)− pn(α¯− δ)
)
+
(
pn(α− δ)− pn(α+ δ)
)] ≤ 8δh21
n2−2θ
where we used the mean value theorem for the last inequality. Thus when (24) is integrated over α we obtain∫ α¯
α
dαE
[(dPˆn(α)
dα
− dpn(α)
dα
)2] ≤ 5CP
nδ2
+
40δh21
n2−2θ
. (25)
The proof is ended by choosing δ such that n−1δ−2 = δn−2+2θ , in other words δ = n(1−2θ)/3, which is possible
for θ > 1/2 (because we must have δ small enough in (25)). With this choice the upper bound in (25) becomes
(5CP + 40h
2
1)/n
(5−4θ)/3. Note that 5− 4θ > 0 because θ < 1 anyway.
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3.5.2 Step 2: Linking the uctuations of the pressure α-derivative to a series of overlap covariances
In this stepK ≥ 1 is an integer xed throughout. Dene the set of multi-overlap covariances (w.r.t. the quenched
variables except the Poisson ones τ ) as
CovK,k ≡ E[Eτ 〈QK〉Eτ 〈Qk〉]− E〈QK〉E〈Qk〉 , k ≥ 1 . (26)
The task is to bound the variance of Eτ 〈Qk〉 using Lemma 7. However, here is a case where constructing a bound
for the covariances is more exible and feasible. Roughly speaking, we will show in this step that a generating
series for the set {CovK,k, k ≥ 1} is small. From this knowledge, and despite this series has alternating signs,
we will in step 3 deduce that all individual covariances CovK,k are also small. In particular this will hold for the
variance term k = K .
Lemma 8 (Concentration of a generating series). Assume the Hamiltonian H given by (6) satises 〈σiσj〉 −
〈σi〉〈σj〉 ≥ 0 for all i, j = 1, . . . , n and assume also that Condition 1 holds. Then for any [α, α¯] ⊂ (0, 1), h0 ∈ (0, 1),
h1 ∈ (0, 1], θ ∈ (1/2, 1) and any xed integerK ≥ 1 we have∫ α¯
α
dα
∣∣∣ ∞∑
k=1
(−1)k+1
k
(tanhh1)
k CovK,k
∣∣∣ ≤ √5CP + 40h21
n(θ−1/2)/3
. (27)
Proof. By the Cauchy-Schwarz inequality and Lemma 7 we have∫ α¯
α
dα
∣∣∣E[Eτ 〈QK〉(dPˆn(α)
dα
− dpn(α)
dα
)]∣∣∣
≤
{∫ α¯
α
dαE
[(
Eτ 〈QK〉
)2]}1/2{∫ α¯
α
dαE
[(dPˆn(α)
dα
− dpn(α)
dα
)2]}1/2
≤
√
5CP + 40h21
n(5−4θ)/6
. (28)
The next step is to expand the α-derivatives of the pressure. For that we recall the formulas (19) and (21). Taylor
expanding the logarithms in (19) and recalling n−1
∑n
i=1〈σi〉k = 〈Qk〉 gives
dPˆn(α)
dα
=
1
n1−θ
∞∑
k=1
(−1)k+1
k
(tanhh)k Eτ 〈Qk〉+ 1
n1−θ
ln coshh1 .
The series expansion of dpndα is obtained similarly based on (21), and is thus the same with Eτ replaced by the full
expectation E. Substituting these expansions in the left-most hand side of (28) yields∫ α¯
α
dα
∣∣∣ ∞∑
k=1
(−1)k+1
k
(tanhh1)
k
{
E[Eτ 〈QK〉Eτ 〈Qk〉]− E〈QK〉E〈Qk〉
}∣∣∣ ≤ √5CP + 40h21
n(5−4θ)/6
n1−θ .
Recognizing (26) then ends the proof.
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3.5.3 Step 3: Induction argument over the overlap covariances
We start with a useful monotonicity lemma that will allow us to control the alternating signs of the generating
series in Lemma 8.
Lemma 9 (A monotonicity property). Assume the Hamiltonian H given by (6) is fully ferromagnetic and thus
satises both GKS inequalities. Then we have
1
k
CovK,k − tanhh1
k + 1
CovK,k+1 ≥ 0 .
Proof. Let J ≡ (JX , X ⊂ {1, . . . , n}). Dene gK(J) ≡ Eτ 〈QK〉 and g˜k(J) ≡ 1kEτ 〈Qk〉 − tanhh1k+1 Eτ 〈Qk+1〉.
One can then recognize
1
k
CovK,k − tanhh1
k + 1
CovK,k+1 = E[gK(J) g˜k(J)]− E gK(J)E g˜k(J) (29)
so it is enough to verify that gK(J) and g˜k(J) are positively correlated. Note that the expectations in (29) only
carry over the set of i.i.d. random coupling constants JX , X ⊂ {1, . . . , n}. By the GKS inequalities the following
derivatives are non-negative:
d
dJX
gK(J) =
K
n
n∑
i=1
Eτ
[〈σi〉K−1(〈σiσX〉 − 〈σi〉〈σX〉)] ≥ 0 ,
d
dJX
g˜k(J) =
1
n
n∑
i=1
Eτ
[〈σi〉k−1(1− 〈σi〉 tanhh1)(〈σiσX〉 − 〈σi〉〈σX〉)] ≥ 0 .
In other words, gK(J) and g˜k(J) have same monotonicity w.r.t. each JX for all X ⊂ {1, . . . , n}. We can then
apply the Harris inequality (reproduced in Lemma 12, Appendix A.3) to nish the proof.
Now we have all the necessary ingredients in order to inductively extract the concentration of each individual
overlap from Lemma 8.
Lemma 10 (Concentration of the overlaps w.r.t. the quenched variables). Assume the Hamiltonian H given by
(6) is fully ferromagnetic so that it satises both GKS inequalities, and also that Condition 1 holds. Then for any
[h, h¯] ⊂ (0, 1), [α, α¯] ⊂ (0, 1), θ ∈ (1/2, 1), h1 ∈ (0, 1] and any k,K ≥ 1 we have∫ h¯
h
dh0
∫ α¯
α
dα |CovK,k| ≤ kMk
(tanhh1)k
√
5CP + 40
n(θ−1/2)/3
,
whereMk is dened byM1 = 1,M2k = M2k−1 + 1,M2k+1 = M2k + 2 (soMk < 3k/2). In particular for k = K ,∫ h¯
h
dh0
∫ α¯
α
dαE
[(
Eτ 〈Qk〉 − E〈Qk〉
)2] ≤ 3k2
2(tanhh1)k
√
5CP + 40
n(θ−1/2)/3
.
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Proof. We start the induction with the base case k = 1. From (26) we note that
CovK,1 = E[Eτ 〈QK〉Eτ 〈Q1〉]− E〈QK〉E〈Q1〉
= E[Eτ 〈QK〉 〈Q1〉]− E〈QK〉E〈Q1〉 = E[Eτ 〈QK〉(〈Q1〉 − E〈Q1〉)] .
Then, using successively Fubini’s theorem, the Cauchy-Schwarz inequality and Lemma 5, we have∫ h¯
h
dh0
∫ α¯
α
dα |CovK,1| =
∫ α¯
α
dα
∫ h¯
h
dh0
∣∣E[Eτ 〈QK〉(〈Q1〉 − E〈Q1〉)]∣∣
≤
{∫ α¯
α
dα
∫ h¯
h
dh0 E
[(
Eτ 〈QK〉
)2]}1/2{∫ α¯
α
dα
∫ h¯
h
dh0 E
[(〈Q1〉 − E〈Q1〉)2]}1/2
≤
√
5CP + 40
n1/6
≤
√
5CP + 40
n(θ−1/2)/3 tanhh1
. (30)
Note that the last inequality is valid because 0 < tanhh1 ≤ 1 and θ < 1. For k ≥ 2 we adopt an induction in
two steps: From 2k − 1 to 2k and then from 2k to 2k + 1.
We start with the induction step from 2k − 1 to 2k. Suppose∫ h¯
h
dh0
∫ α¯
α
dα |CovK,2k−1| ≤ (2k − 1)M2k−1
(tanhh1)2k−1
√
5CP + 40
n(θ−1/2)/3
. (31)
The left hand side of (27) is∫ α¯
α
dα
∣∣∣ ∞∑
k′=1
(−1)k′+1
k′
(tanhh1)
k′CovK,k′
∣∣∣
=
∫ α¯
α
dα
∣∣∣ ∞∑
k′=1
(tanhh1)
2k′−1
( 1
2k′ − 1CovK,2k′−1 −
tanhh1
2k′
CovK,2k′
)∣∣∣
=
∫ α¯
α
dα
∞∑
k′=1
(tanhh1)
2k′−1
∣∣∣ 1
2k′ − 1CovK,2k′−1 −
tanhh1
2k′
CovK,2k′
∣∣∣ (32)
≥
∫ α¯
α
dα
∣∣∣(tanhh1)2k−1
2k − 1 CovK,2k−1 −
(tanhh1)
2k
2k
CovK,2k
∣∣∣ (33)
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where (32) follows from h1 ≥ 0 and Lemma 9. By the triangle inequality we have
(tanhh1)
2k
2k
∫ h¯
h
dh0
∫ α¯
α
dα |CovK,2k|
=
∫ h¯
h
dh0
∫ α¯
α
dα
∣∣∣((tanhh1)2k−1
2k − 1 CovK,2k−1 −
(tanhh1)
2k
2k
CovK,2k
)
− (tanhh1)
2k−1
2k − 1 CovK,2k−1
∣∣∣
≤
∫ h¯
h
dh0
∫ α¯
α
dα
∣∣∣(tanhh1)2k−1
2k − 1 CovK,2k−1 −
(tanhh1)
2k
2k
CovK,2k
∣∣∣
+
(tanhh1)
2k−1
2k − 1
∫ h¯
h
dh0
∫ α¯
α
dα |CovK,2k−1|
≤
∫ h¯
h
dh0
∫ α¯
α
dα
∣∣∣ ∞∑
k′=1
(−1)k′+1
k′
(tanhh1)
k′CovK,k′
∣∣∣+ (tanhh1)2k−1
2k − 1
∫ h¯
h
dh0
∫ α¯
α
dα |CovK,2k−1| (34)
≤
√
5CP + 40h21
n(θ−1/2)/3
+M2k−1
√
5CP + 40
n(θ−1/2)/3
(35)
≤ (M2k−1 + 1)
√
5CP + 40
n(θ−1/2)/3
(36)
where (34) follows from (33), then (35) follows from Lemma 8 and the hypothesis (31), and nally (36) uses
h1 ∈ (0, 1]. Summarizing, we have shown∫ h¯
h
dh0
∫ α¯
α
dα |CovK,2k| ≤ 2kM2k
(tanhh1)2k
√
5CP + 40
n(θ−1/2)/3
(37)
with M2k = M2k−1 + 1.
Now we proceed similarly for the induction from 2k to 2k + 1. This time we start with∫ α¯
α
dα
∣∣∣ ∞∑
k′=2
(−1)k′+1
k′
(tanhh1)
k′CovK,k′
∣∣∣
=
∫ α¯
α
dα
∣∣∣ ∞∑
k′=1
(tanhh1)
2k′
( 1
2k′
CovK,2k′ − tanhh1
2k′ + 1
CovK,2k′+1
)∣∣∣
=
∫ α¯
α
dα
∞∑
k′=1
(tanhh1)
2k′
∣∣∣ 1
2k′
CovK,2k′ − tanhh1
2k′ + 1
CovK,2k′+1
∣∣∣ (38)
≥
∫ α¯
α
dα
∣∣∣(tanhh1)2k
2k
CovK,2k − (tanhh1)
2k+1
2k + 1
CovK,2k+1
∣∣∣ (39)
where (38) follows from Lemma 9 and h1 ≥ 0. Also we have∫ α¯
α
dα
∣∣∣ ∞∑
k′=2
(−1)k′+1
k′
(tanhh1)
k′CovK,k′
∣∣∣ = ∫ α¯
α
dα
∣∣∣ ∞∑
k′=1
(−1)k′+1
k′
(tanhh1)
k′CovK,k′ − tanhh1CovK,1
∣∣∣
≤
∫ α¯
α
dα
∣∣∣ ∞∑
k′=1
(−1)k′+1
k′
(tanhh1)
k′CovK,k′
∣∣∣+ tanhh1 ∫ α¯
α
dα |CovK,1| . (40)
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Then we proceed as
(tanhh1)
2k+1
2k + 1
∫ h¯
h
dh0
∫ α¯
α
dα |CovK,2k+1|
=
∫ h¯
h
dh0
∫ α¯
α
dα
∣∣∣((tanhh1)2k
2k
CovK,2k − (tanhh1)
2k+1
2k + 1
CovK,2k+1
)
− (tanhh1)
2k
2k
CovK,2k
∣∣∣
≤
∫ h¯
h
dh0
∫ α¯
α
dα
∣∣∣(tanhh1)2k
2k
CovK,2k − (tanhh1)
2k+1
2k + 1
CovK,2k+1
∣∣∣+ (tanhh1)2k
2k
∫ h¯
h
dh0
∫ α¯
α
dα |CovK,2k|
≤
∫ h¯
h
dh0
∫ α¯
α
dα
∣∣∣ ∞∑
k′=2
(−1)k′+1
k′
(tanhh1)
k′CovK,k′
∣∣∣+ (tanhh1)2k
2k
∫ h¯
h
dh0
∫ α¯
α
dα |CovK,2k| (41)
≤
∫ h¯
h
dh0
∫ α¯
α
dα
∣∣∣ ∞∑
k′=1
(−1)k′+1
k′
(tanhh1)
k′CovK,k′
∣∣∣+ tanhh1 ∫ h¯
h
dh0
∫ α¯
α
dα |CovK,1|
+
(tanhh1)
2k
2k
∫ h¯
h
dh0
∫ α¯
α
dα |CovK,2k| (42)
≤
√
5CP + 40h21
n(θ−1/2)/3
+
√
5CP + 40
n(θ−1/2)/3
+M2k
√
5CP + 40
n(θ−1/2)/3
(43)
≤ (M2k + 2)
√
5CP + 40
n(θ−1/2)/3
where (41) follows from (39), then (42) follows from (40), and nally (43) follows from Lemma 8, (30) and (37).
Summarizing, ∫ h¯
h
dh0
∫ α¯
α
dα |CovK,2k+1| ≤ (2k + 1)M2k+1
(tanhh1)2k+1
√
5CP + 40
n(θ−1/2)/3
with M2k+1 = M2k + 2, which ends the induction argument.
3.6 Proof of Theorem 3
We nally show how to combine all the concentration results we obtained in order to prove the following theorem.
This theorem is a mild variant of Theorem 3. Inequality (44) below is exactly Theorem 3.
Theorem 11 (Overlap concentration). Assume the HamiltonianH given by (6) satises both GKS inequalities and
also that Condition 1 holds. Then for any moment p ≥ 2, [h, h¯] ⊂ (0, 1), [α, α¯] ⊂ (0, 1), h1 ∈ (0, 1], θ ∈ (1/2, 7/8],∫ h¯
h
dh0
∫ α¯
α
dαE
〈∣∣Qpk − E[〈Qk〉]p∣∣〉 ≤ 2pk(tanhh1)k/2 (5CP + 40)
1/4
n(θ−1/2)/6
.
Proof. We integrate both sides of (8) over h0 and α. As all the square terms are bounded by 1, by Fubini’s theorem
we are free to exchange the order of the integrals. Theorem 1, and Lemmas 6 and 10 are applied accordingly and
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lead to the estimate (for any k ≥ 1)∫ h¯
h
dh0
∫ α¯
α
dαE
〈(
Qk − E〈Qk〉
)2〉 ≤ 2k
n
+
(α¯2 − α2)kh1
2n1−θ
+
kMk
(tanhh1)k
√
5CP + 40
n(θ−1/2)/3
≤ 4k
2
(tanhh1)k
√
5CP + 40
n(θ−1/2)/3
(44)
using θ ∈ (1/2, 7/8] (the 7/8 is enforced by (θ − 1/2)/3 ≤ 1 − θ), [α, α¯] ⊂ (0, 1), h1 ∈ (0, 1] and Mk < 3k/2.
Finally, observe that
E
〈∣∣Qpk − E[〈Qk〉]p∣∣〉 = E〈∣∣∣(Qk − E〈Qk〉) p−1∑
l=0
Qp−1−lk E[〈Qk〉]l
∣∣∣〉 ≤ pE〈∣∣Qk − E〈Qk〉∣∣〉 .
By the Cauchy-Schwarz inequality we then have∫ h¯
h
dh0
∫ α¯
α
dαE
〈∣∣Qpk − E[〈Qk〉]p∣∣〉 ≤ p{∫ h¯
h
dh0
∫ α¯
α
dα
}1/2{∫ h¯
h
dh0
∫ α¯
α
dαE
〈(
Qk − E〈Qk〉
)2〉}1/2
which ends the proof once combined with (44).
A Some technicalities
A.1 Proof of the approximation inequality (7)
Note that∣∣pn(h0, h1, α)− pn(0, 0, 0)∣∣ = ∣∣pn(h0, h1, α)− pn(0, h1, 0)∣∣
≤ ∣∣pn(h0, h1, α)− pn(0, h1, α)∣∣+ ∣∣pn(0, h1, α)− pn(0, h1, 0)∣∣ .
We have |dpn(h0,h1,α)dh0 | = |E〈Q1〉| ≤ 1 and from (23) we also have |
dpn(0,h1,α)
dα | ≤ h1n−(1−θ). Thus by the mean
value theorem we obtain (7), i.e. |pn(h0, h1, α)− pn(0, 0, 0)| ≤ h0 + αh1n−(1−θ).
A.2 A property of the Poisson distribution
Any function g : N→ R of a random variable X ∼ Poi(ν) with Poisson distribution and mean ν, and such that
E g(X) exists, satises
dE g(X)
dν
=
∞∑
k=0
d
dν
{
νke−ν
k!
}
g(k) =
∞∑
k=1
νk−1e−ν
(k − 1)! g(k)−
∞∑
k=0
νke−ν
k!
g(k)
=
∞∑
k=0
νke−ν
k!
g(k + 1)−
∞∑
k=0
νke−ν
k!
g(k) = E g(X + 1)− E g(X) . (45)
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A.3 Multivariate Harris inequality
For completeness we provide here a simple proof of the multivariate version of the Harris inequality. We refer
to [37] for more information.
Lemma 12 (Multivariate version of the Harris inequality). Let g, g˜ : Rn 7→ R be two functions of the random vector
x = (x1, . . . , xn) where all components are independent random variables. If for all i ∈ {1, . . . , n} g and g˜ are both
monotone w.r.t. xi with same monotonicity, i.e. ∂xig(x) ∂xi g˜(x) ≥ 0 ∀ i, then E[g(x) g˜(x)]− E g(x)E g˜(x) ≥ 0.
Proof. Let xji ≡ (xi, xi+1, . . . , xj). The monotonicity w.r.t. x1 implies
Ex1Ex′1
[(
g(x1,xn2 )− g(x′1,xn2 )
)(
g˜(x1,xn2 )− g˜(x′1,xn2 )
)] ≥ 0
which by expanding the product can be simplied to
Ex1 [g(x) g˜(x)]− Ex1g(x)Ex1 g˜(x) ≥ 0 .
The proof then proceeds by induction. Suppose
Exi−11 [g(x) g˜(x)]− Exi−11 g(x)Exi−11 g˜(x) ≥ 0 . (46)
Again, the monotonicity w.r.t. xi implies
ExiEx′i
[(
Exi−11 g(x
i−1
1 , xi,x
n
i+1)− Exi−11 g(x
i−1
1 , x
′
i,xni+1)
)
· (Exi−11 g˜(xi−11 , xi,xni+1)− Exi−11 g˜(xi−11 , x′i,xni+1))] ≥ 0
which can be simplied to
Exi
[
Exi−11 g(x)Exi−11 g˜(x)
]− Exi1g(x)Exi1 g˜(x) ≥ 0 . (47)
The induction is ended by noting that with the hypothesis (46) the identity (47) can further be relaxed to
Exi1 [g(x) g˜(x)]− Exi1g(x)Exi1 g˜(x) ≥ 0 .
This ends the induction argument and the proof.
B On the concentration and existence of the pressure
We consider Hamiltonian (1) with independent random couplings JX , X ⊂ {1, . . . , n} and prove the following
generic result used in (2). We then discuss a simple argument and condition that guarantees the existence of the
thermodynamic limit using the rst GKS inequality. We verify that these results apply to Example 1.
Proposition 13 (Concentration of the pressure). Let JX , X ⊂ {1, . . . , n} be independent random variables such
that
∑
X⊂{1,...,n}Var(JX) ≤ CPn for some numerical constant CP > 0. Then we have E[(Pn − pn)2] ≤ CP /n.
Proof. The proof is a simple application of the Efron-Stein inequality. Set J ≡ (JX , X ⊂ {1, . . . , n}). Let J (X)
be a vector such that J (X) diers from J only at the X–th component which becomes J ′X drawn independently
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from the same distribution as the one of JX (note that the random variables JX for dierentX do not necessarily
have the same distribution). Efron Stein’s inequality tells us that
E
[
(Pn − EPn)2
] ≤ 1
2
∑
X⊂{1,...,n}
EJ\JXEJXEJ ′X
[
(Pn(J)− Pn(J (X)))2
]
. (48)
An elementary interpolation gives
∣∣Pn(J)− Pn(J (X))∣∣ = 1
n
∣∣∣ ∫ 1
0
ds
d
ds
ln
∑
σ∈{±1}n
exp
{−H0(σ,J (X)) + s(JX − J ′X)σX}∣∣∣
=
1
n
∣∣∣ ∫ 1
0
ds (JX − J ′X)〈σX〉s
∣∣∣ ≤ 1
n
|JX − J ′X | .
Replacing in (48) (and recalling pn ≡ EPn) gives
E
[
(Pn − pn)2
] ≤ 1
2n2
∑
X⊂{1,...,n}
EJXEJ ′X
[
(JX − J ′X)2
]
=
1
n2
∑
X⊂{1,...,n}
Var(JX) .
With the hypothesis on Var(JX) the proof is complete.
An easy and more or less standard superadditivity argument proves that the thermodynamic limit exists for
the ferromagnetic model (1). We give the argument for completeness. For simplicity we consider that there exists
a maximal size xmax independent of n such that |X| ≤ xmax. We suppose furthermore that all JX are independent
with a distribution that depends only on the cardinalities |X| (in other words given a cardinality they are i.i.d.)
and also
1
n
∑
X⊂{1,...,n}
E JX =
1
n
xmax∑
|X|=1
(
n
|X|
)
m(|X|) ≤ C (49)
where m(|X|) ≡ E JX and C a positive constant independent of n.
Proposition 14 (Existence of the thermodynamic limit of the pressure). Let JX , X ⊂ {1, . . . , n} be independent
random variables with a probability distribution supported onR≥0 depending only on |X|. Moreover assume JX = 0
for |X| > xmax independent of n. Let (49) be satised. Then limn→+∞ pn exists and is nite.
Proof. Fix non-zero integers n1, n2 both greater than xmax and n ≡ n1 + n2. Consider a set of realizations
S ≡ {JX , X ⊂ {1, . . . , n}}. This set can be split in three disjoint sets S = S1 ∪ S2 ∪ S12 with S1 ≡ {JX , X ⊂
{1, . . . , n1}}, S2 ≡ {JX , X ⊂ {n1 + 1, . . . , n}} and S12 ≡ {JX , X ∩ {1, . . . , n1} 6= ∅, X ∩ {n1 + 1, . . . , n} 6=
∅}. Let lnZ(S)/n the pressure corresponding to the Hamiltonian with couplings in S and lnZ(S1)/n1 and
lnZ(S2)/n2 the pressures corresponding to the Hamiltonians with couplings from S1 and S2 only. One can
show, using the rst GKS inequality, that4
lnZ(S) ≥ lnZ(S1) + lnZ(S2) .
4Interpolating from t = 0 to 1 over ln
∑
σ∈{±1}n exp(−Ht(σ)) with Ht(σ) ≡ −
∑
X:JX∈S1∪S2 JXσX − t
∑
X:JX∈S12 JXσX
shows that lnZ(S) = lnZ(S1) + lnZ(S2) +∑X:JX∈S12 JX ∫ 10 dt〈σX〉t (using that S1 and S2 are disjoint). Then the rst GKS
inequality gives 〈σX〉t ≥ 0. As JX ≥ 0 too, we obtain the result.
21
Then averaging over all coupling constants in S, using that they are independent with distributions depending
only on the cardinality |X| and that all cardinalities are contained in S, S1 and S2, we obtain
ES lnZ(S) ≥ ES1 lnZ(S1) + ES2 lnZ(S2)
which is equivalent to npn ≥ n1pn1+n2pn2 (for n1, n2 greater than xmax). This means that the function n 7→ npn
is a superadditive sequence and therefore by Fekete’s lemma the limit limn→+∞ pn equals supn pn. To show that
supn pn is nite note that
pn ≤ − 1
n
E min
σ
H(σ) + ln 2 = 1
n
∑
X⊂{1,...,n}
E JX + ln 2 ≤ C + ln 2
using JX ≥ 0 and condition (49). This ends the proof.
Consider now Example 1 for n large and p xed. We have JX = 0 for all subsets with cardinalities |X|
dierent from 1 and p. For |X| = 1 the coupling constants JX = H are deterministic so obviously Var(JX) = 0.
For |X| = p the couplings JX are independent Bernoulli variables taking value J with probability γn
(
n
p
)−1 and
0 with complementary probability, so Var(JX) = J2γn
(
n
p
)−1(
1− γn(np)−1). Thus
∑
X⊂{1,...,n}
Var(JX) =
(
n
p
)
J2γn
(
n
p
)−1(
1− γn
(
n
p
)−1)
< J2γn .
Therefore Proposition 13 applies. Similarly the condition for the existence of the thermodynamic limit of the
pressure is also met because the left hand side of (49) equals
1
n
∑
X⊂{1,...,n}
E JX = H + Jγ .
The mixed p-spin models can be treated similarly.
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