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Abstract
For any different odd primes ℓ and p, structure of constacyclic codes of length 2ℓmpn over a finite
field Fq of characteritic p and their duals is established in term of their generator polynomials. Among
other results, all linear complimentary dual and self-dual constacyclic codes of length 2ℓmpn over Fq
are obtained.
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1 Introduction
Constacyclic codes over finite fields form a remarkable class of linear codes, as they include the important
family of cyclic codes. In fact, the class of cyclic codes is one of the most significant and well studied
of all codes. Many well known codes, such as BCH, Kerdock, Golay, Reed-Muller, Preparata, Justesen
and binary Hamming codes, are either cyclic codes or can be constructed from cyclic codes. Constacyclic
codes also have practical applications as they can be efficiently encoded using simple shift registers. They
have rich algebraic structures for efficient error detection and correction, which explains their preferred
role in engineering.
Let Fq be the finite field of order q, where q is a power of a prime p. Given a nonzero element λ
of Fq, λ-constacyclic codes of length n over Fq are classified as the ideals 〈g(X)〉 of the quotient ring
Fq[X ]/〈X
n−λ〉, where the generator polynomial g(X) is the unique monic polynimial of minimum degree
in the code, which is a divisor of Xn − λ.
Obviously, there are q − 1 classes constacyclic codes of length n over Fq. However, it turned out that
many of them are equivalent in the sense that they have same structures. Thus, the natural question,
that under what conditions on λ and µ such that λ-constacyclic codes of length n and µ-constacyclic
codes of length n have the same algebraic structures, has been studied by many authors. Particular cases
of this question have been considered since the late 1990s, even for the more general alphabets of finite
rings. Wolfmann [33] showed that cyclic and negacyclic codes over Z4, the ring of integers modulo 4,
have the same structure for odd code lengths. Dinh and Lo´pez-Permouth [10] generalized that to obtain
that this fact holds true for cyclic and negacyclic codes of odd lengths over any finite chain ring. When
the lengths are a prime power, say ps, Dinh [13] showed that all constacyclic codes over the finite field
Fq have the same structure; and over the chain ring Fq + uFq, the author gave the classification that
all (α+ uβ)-constacyclic codes have the same structures, and all γ-constacyclic codes are equivalent, for
arbitrary nonzero elements α, β, γ of the field Fq.
Recently, we introduced an equivalence relation “ ∼n ” called n-equivalence for the nonzero elements
of Fq to classify constacyclic codes of length n over Fq such that the constacyclic codes belonging to the
same equivalence class have the same distance structures and the same algebraic structures [9].
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Definition 1.1. Let n be a positive integer. For any elements λ, µ of F∗q, we say that λ and µ are
n-equivalent in F∗q and denote by λ ∼n µ if the polynomial λX
n − µ has a root in Fq.
We obtained that λ and µ are n-equivalent if and only if they belong to the same coset of 〈ξn〉 in 〈ξ〉.
That means the distinct cosets of 〈ξn〉 in 〈ξ〉 give all the n-equivalence classes, thus each n-equivalence
class contains the same number of elements. Moreover, we showed that, for any λ, µ ∈ F∗q , λ ∼n µ if and
only if there exists an a ∈ F∗q such that
ϕ : Fq[X ]/〈X
n − µ〉 → Fq[X ]/〈X
n − λ〉
f(X) 7→ f(aX),
is a ring isomorphism, and hence, the generator polynomial of the µ-constacyclic code C and the generator
polynomial of the λ-constacyclic code ϕ(C) are linked in a very simple way.
For any nonzero λ ∈ Fq, Fq[X ]/〈X
n − λ〉 is a principal ideal ring, i.e., every ideal of Fq[X ]/〈X
n − λ〉
can be generated by a monic divisor of Xn − λ. It follows that the irreducible factorization of Xn − λ
in Fq[X ] determines all λ-constacyclic codes of length n over Fq. Most of the authors assume from the
outset that the code length n is coprime to q. This condition implies that every root of Xn−λ is a simple
root in an extension field of Fq, which provides a description of all such roots, and hence, λ-constacyclic
codes, by cyclotomic cosets modulo n. In contrast to simple-root codes, constacyclic codes with p dividing
n are called repeated-root constacyclic codes, which were first studied in 1967 by Berman [5], and then
by several authors such as Massey et al. [26], Falkner et al. [18], Roth, Seroussi [27] and Salagean [28].
Repeated-root codes were first investigated in the most generality in the 1990s by Castagnoli et al. [6],
and van Lint [31], where they showed that repeated-root cyclic codes have a concatenated construction,
and are not asymptotically good. However, it turns out that optimal repeated-root constacyclic codes
still exist [12, 13, 22]. In particular, it has been proved that self-dual cyclic codes over a finite field exist
precisely when the code length is even and the characteristic of the underlying field is two [21, 20]. These
motivate researchers to further study this class of codes.
Recently, Dinh, in a series of papers [14, 15, 16], determined the generator polynomials of all con-
stacyclic codes over Fq, of lengths 2p
s, 3ps and 6ps. Dual constacyclic codes of these lengths were also
discussed. These results have been extended to more general code lengths. The generator polynomials
of all constacyclic codes of length 2tps over Fq were given in [1], where q is a power of an odd prime p.
The generator polynomials of all constacyclic codes of length ℓps over Fq were characterized in [7] and
[9], where ℓ is a prime different from p. Moreover, [9] identified the duals of all such conctacyclic codes,
and provided all self-dual and all linear complimentary dual constacylic codes.
In this paper, we continue to extend the main results of [14, 15, 16] to a more general code length of
2ℓmpn, for any different odd primes ℓ and p. According to the equivalence classes induced by “ ∼2ℓmpn ”,
all constacyclic codes of length 2ℓmpn over Fq and their duals are characterized in Sections 3 and 4,
respectively. As an application, all linear complimentary dual constacylic codes of length 2ℓmpn are
obtained. Since it is known that self-dual constacyclic codes can only occur among the classes of cyclic
and negacyclic codes, and self-dual cyclic codes over Fq does not exist because p is odd, it follows that all
self-dual constacyclic codes of length 2ℓmpn over Fq can only occur among the class of negacyclic codes.
We provide all such self-dual negacyclic codes.
2 Preliminaries
Starting from this section till the end of this paper, Fq denotes the finite field of order q, where q is a
power of an odd prime p. Let F∗q = Fq \ {0}. For β ∈ F
∗
q , we denote by ord(β) the order of β in the group
F∗q ; then ord(β) is a divisor of q − 1, and β is called a primitive ord(β)th root of unity. It is known that
F∗q is generated by a primitive (q − 1)th root ξ of unity, i.e., F
∗
q = 〈ξ〉. As usual, for integers a, b and a
prime l, a | b means that a divides b, la‖b means that la | b but la+1 ∤ b.
Let m be a positive integer and ℓ an odd prime different from p. Let Zℓm = {[b]ℓm | b is an integer}
be the ring consisting of all residue classes modulo ℓm and Z∗ℓm be the unit group of the ring. It is well
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known that Z∗ℓm is a cyclic group. We denote by 〈q〉, the cyclic subgroup of Z
∗
ℓm generated by [q]ℓm . Let
〈q〉 act on Zℓm by the following rule:
qi · [b]ℓm = [bq
i]ℓm , for any integer i and [b]ℓm ∈ Zℓm .
For any integer t, the orbit of [t]ℓm ,
Ct =
{
t, tq, tq2, · · · tqmt−1
}
is called the q-cyclotomic coset of t modulo ℓm, where the elements in the brace are calculated modulo
ℓm and mt is the cardinality of the orbit of [t]ℓm . It is readily seen that mt is equal to the multiplicative
order of q modulo ℓ
m
gcd(ℓm,t) .
We denote by ordℓ(q) = f , the multiplicative order of q in Z
∗
ℓ . Write
qf = 1 + ℓst, ℓ ∤ t, s ≥ 1.
For any integer r, 1 ≤ r ≤ m, let
λ(r) := fℓmax(r−s,0). (2.1)
One knows that ordℓr (q) = λ(r) (see [2] or [30]). Let δ(r) =
φ(ℓr)
λ(r) , where φ denotes Euler’s phi-function.
Let g be a fixed generator of the cyclic group Z∗ℓm . By [30, Theorem 1], C0 = {0}, and
Cℓm−rgk =
{
ℓm−rgk, ℓm−rgkq, · · · , ℓm−rgkqλ(r)−1
}
, 0 ≤ k ≤ δ(r) − 1, 1 ≤ r ≤ m,
consist all the distinct q-cyclotomic cosets modulo ℓm. For simplify, we write Cρ0 = {0} and Cρk ,
1 ≤ k ≤ e to denote all the distinct q-cyclotomic cosets modulo ℓm. We then see that e =
∑m
r=1 δ(r).
Take η to be a primitive ℓmth root of unity (maybe in an extension field of Fq), and denote byMρk(X),
the minimal polynomial of ηρk over Fq. It is well known that (e.g. see [19, Theorem 4.1.1]):
Xℓ
m
− 1 = Mρ0(X)Mρ1(X)Mρ2(X) · · ·Mρe(X), (2.2)
with
Mρ0(X) = X − 1, Mρk(X) =
∏
s∈Cρk
(X − ηs), 1 ≤ k ≤ e,
all being monic irreducible in Fq[X ].
We need to determine the distinct q2-cyclotomic cosets modulo ℓm. It requires to consider two
subcases. If f = ordℓ(q) is odd, namely λ(r) = ordℓr(q) is odd for each 1 ≤ r ≤ m, then ordℓr(q) =
ordℓr (q
2), which means that the cyclic subgroup generated by [q]ℓr in Z
∗
ℓr is equal to the cyclic subgroup
generated by [q2]ℓr , i.e. 〈q〉 = 〈q
2〉 in Z∗ℓr ; in particular, 〈q〉 = 〈q
2〉 in Z∗ℓm . By the definition of q
2-
cyclotomic cosets, Cρ0 = {0} and Cρk , 1 ≤ k ≤ e, also consist all the distinct q
2-cyclotomic cosets
modulo ℓm. It follows that Formula (2.2) gives the irreducible factorization of Xℓ
m
− 1 in Fq2 [X ]. If f is
even, we deduce that ordℓr (q
2) = λ(r)2 for any 1 ≤ r ≤ m. It is straightforward to verify that D0 = {0},
Dℓm−rgj =
{
ℓm−rgj , ℓm−rgj · q2, · · · , ℓm−rgj · q2(
λ(r)
2 −1)
}
,
and
Dℓm−rgjq =
{
ℓm−rgjq, ℓm−rgjq · q2, · · · , ℓm−rgjq · q2(
λ(r)
2 −1)
}
consist all the distinct q2-cyclotomic cosets modulo ℓm, where 0 ≤ j ≤ δ(r) − 1 and 1 ≤ r ≤ m. Observe
that
Cℓm−rgj = Dℓm−rgj
⋃
Dℓm−rgjq, for each 0 ≤ j ≤ δ(r) − 1 and 1 ≤ r ≤ m.
For simplify, we write Dρ0 = {0}, Dρk and Dρkq, 1 ≤ k ≤ e such that Cρk = Dρk
⋃
Dρkq, to denote all
the distinct q2-cyclotomic cosets modulo ℓm. By [19, Theorem 4.1.1] again, we have
Xℓ
m
− 1 = (X − 1)Nρ1(X)Nρ1q(X)Nρ2(X)Nρ2q(X) · · ·Nρe(X)Nρeq(X), (2.3)
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with
Nρk(X) =
∏
s∈Dρk
(X − ηs), Nρkq(X) =
∏
t∈Dρkq
(X − ηt), 1 ≤ k ≤ e,
all being monic irreducible in Fq2 [X ].
In the rest of this section, we recall some basic concepts and results about constacyclic codes over
Fq. Let F
n
q be the Fq-vector space of n-tuples. A linear code C of length n over Fq is an Fq-subspace
of Fnq . If λ is a nonzero element of Fq, a linear code C of length n over Fq is called λ-constacyclic if
(λcn−1, c0, · · · , cn−2) ∈ C for every (c0, c1, · · · , cn−1) ∈ C. When λ =1, λ-constacyclic codes are just
cyclic codes and when λ = −1, λ-constacyclic codes are known as negacyclic codes.
For any λ-constacyclic code C of length n over Fq, the dual code of C is defined as C
⊥ = {u ∈
Fnq |u · v = 0, for any v ∈ C}, where u · v denotes the standard Euclidean inner product of u and v in F
n
q .
The code C is said to be self-orthogonal if C ⊆ C⊥ and self-dual if C = C⊥. It turns out that the dual
of a λ-constacyclic code is a λ−1-constacyclic code; specifically, the dual of a cyclic code is a cyclic code
and the dual of a negacyclic code is a negacyclic code (e.g. see [14, Proposition 2.2.]).
We know that any λ-constacyclic code C of length n over Fq is identified with exactly one ideal of
the quotient algebra Fq[X ]/〈X
n − λ〉, which is generated uniquely by a monic divisor g(X) of Xn − λ.
In this case, g(X) is called the generator polynomial of C and denote it by C = 〈g(X)〉. Assume that
C = 〈g(X)〉 is a λ-constacyclic code of length n over Fq, where g(X) is the generator polynomial of
C. Let h(X) = X
n
−λ
g(X) . It is known that its dual code C
⊥ has generator polynomial h∗(X), where
h∗(X) = h(0)−1Xdeghh( 1X ) is called the reciprocal polynomial of h(X). Note that h
∗(X) is a monic
divisor of Xn−λ−1. If a polynomial is equal to its reciprocal polynomial, then it is called self-reciprocal.
Suppose that f(X) ∈ Fq[X ] is a polynomial with leading coefficient an 6= 0. We denote by fˆ(X), the
monic polynomial such that fˆ(X) = a−1n f(X).
3 Constacyclic codes of length 2ℓmpn over Fq
Let ℓ be an odd prime different from p as before. Recall from (2.1) that ordℓr(q) = λ(r) and δ(r) =
φ(ℓr)
λ(r) ,
1 ≤ r ≤ m. We take a primitive ℓmth root η of unity in the finite field Fqλ(m) ; by (2.2), we have the
factorization of X2ℓ
mpn − 1 into irreducible factors over Fq as follows:
X2ℓ
mpn − 1 = (X2ℓ
m
− 1)p
n
= (Xℓ
m
− 1)p
n
(Xℓ
m
+ 1)p
n
=
e∏
i=0
Mρi(X)
pnMˆρi(−X)
pn . (3.1)
The following lemma (proven in [9]) shows that in order to obtain all constacyclic codes of length n
over Fq, we only need to consider λ-constacyclic codes, where λ runs over any fixed transversal of 〈ξ
n〉
in 〈ξ〉.
Lemma 3.1. For any λ, µ ∈ F∗q, the following four statements are equivalent:
(i) λ−1µ ∈ 〈ξn〉.
(ii) (λ−1µ)d = 1, where d = q−1gcd(n,q−1) .
(iii) λ and µ are n-equivalent in F∗q, namely there exists an element a ∈ F
∗
q such that a
nλ = µ.
(iv) There exists an a ∈ F∗q such that
ϕa : Fq[X ]/〈X
n − µ〉 → Fq[X ]/〈X
n − λ〉
f(X) 7→ f(aX),
is an Fq-algebra isomorphism.
In particular, the number of the n-equivalence classes in F∗q is equal to gcd(n, q − 1).
If λ and µ are n-equivalent, we say that, the λ-constacyclic codes of length n are n-equivalent to the
µ-constacyclic codes of length n. That is, it is enough to study the n-equivalence classes of constacyclic
codes.
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By Lemma 3.1, the number of 2ℓmpn-equivalence classes in F∗q is equal to gcd(2ℓ
mpn, q − 1) =
gcd(2ℓm, q − 1). Clearly, the cases gcd(ℓ, q − 1) = 1 and gcd(ℓ, q − 1) = ℓ are distinguishable.
We first consider the case gcd(ℓ, q − 1) = 1. In this situation, we have
F∗q =
〈
ξ
〉
=
〈
ξ2ℓ
mpn
〉
∪ ξp
n〈
ξ2ℓ
mpn
〉
,
which means the λ-constacyclic codes are 2ℓmpn-equivalent to the cyclic codes or ξp
n
-constacyclic codes
by Lemma 3.1. Now we take an element α1 in Fq2 satisfying α
2
1 = ξ. We see that α1 ∈ Fq2 and α1 6∈ Fq,
because X2 − ξ ∈ Fq[X ] is irreducible. It is readily seen that α1 ∈ Fq2 is a primitive 2(q − 1)th root of
unity. Let S = {α ∈ F∗q2 |α is a primitive 2(q − 1)th root of unity}. It follows from gcd(ℓ
m, 2(q− 1)) = 1
that there is a bijection θ : S → S such that θ(α) = αℓ
m
for any α ∈ S. Thus, a unique element of S,
say β1, can be found such that α
−1
1 = θ(β1) = β
ℓm
1 , i.e., β
ℓm
1 α1 = 1. Obviously, β1 6∈ Fq. We claim that
βq1 = −β1. To see this, it is enough to show that (X − β1)(X + β1) ∈ Fq[X ], i.e., β
2
1 ∈ Fq. Noting that
β2q−21 = 1, which implies β
2q
1 = β
2
1 , as claimed.
Theorem 3.2. With respect to the above notations, we assume further that gcd(ℓ, q − 1) = 1. Let C be
a λ-constacyclic code of length 2ℓmpn over Fq. Then one of the following statements holds:
(A) either λ ∈ 〈ξ2〉, then a2ℓ
mpnλ = 1 for some a ∈ F∗q, and we have
C =
〈
e∏
i=0
Mˆρi(aX)
εiMˆρi(−aX)
ǫi
〉
, 0 ≤ εi, ǫi ≤ p
n, for any i = 0, 1, · · · , e;
(B) or λ /∈ 〈ξ2〉, then b2ℓ
mpnλ = ξp
n
for some b ∈ F∗q, and there are two subcases:
(B1) if f = ordℓ(q) is odd, we have that
C =
〈
e∏
i=0
Sˆi(bX)
εi
〉
, 0 ≤ εi ≤ p
n, for any i = 0, 1, · · · , e,
where Si(X) = Mˆρi(β1X)Mˆρi(−β1X) for each 0 ≤ i ≤ e.
(B2) if f = ordℓ(q) is even, we have that
C =
〈
Pˆ (bX)ε
e∏
i=0
Qˆi(bX)
εiRˆi(bX)
ǫi
〉
, 0 ≤ ε, εi, ǫi ≤ p
n, for any i = 0, 1, · · · , e,
where P (X) = (X−β−11 )(X+β
−1
1 ), Qi(X) = Nˆρi(β1X)Nˆρiq(−β1X) and Ri(X) = Nˆρiq(β1X)Nˆρi(−β1X)
for each 0 ≤ i ≤ e.
Proof. Since gcd(ℓ, q− 1) = 1, it is clear that 〈ξ2ℓ
mpn〉 = 〈ξ2〉. From λ ∈ 〈ξ2〉, we have λ−1 ∈ 〈ξ2〉, which
implies that an element a ∈ F∗q can be found satisfying a
2ℓmpn = λ−1, i.e., a2ℓ
mpnλ = 1. By (3.1),
(aX)2ℓ
mpn − 1 =
e∏
i=0
Mρi(aX)
pnMˆρi(−aX)
pn .
This leads to
X2ℓ
mpn − λ = X2ℓ
mpn − a−2ℓ
mpn =
e∏
i=0
Mˆρi(aX)
pnMˆρi(−aX)
pn ,
proving (A).
Assume now that λ /∈ 〈ξ2〉, which forces λ ∈ ξp
n
〈ξ2〉. We first give the irreducible factorization
of X2ℓ
mpn − ξp
n
over Fq. Clearly, it suffices to determine the irreducible factors of X
2ℓm − ξ over Fq.
As discussed previously, we take α1 to be an element in Fq2 so that α
2
1 = ξ. That is, we have the
irreducible factorization of X2 − ξ in Fq2 [X ], X
2 − ξ = (X − α1)(X + α1). It follows that X
2ℓm − ξ =
5
(Xℓ
m
− α1)(X
ℓm + α1). There exists an element β1 ∈ Fq2 such that β
ℓm
1 α1 = 1; furthermore, β1 satisfies
βq1 = −β1.
At this point, the cases f being odd and even diverge.
Assume first that f is odd. By the discussion in Section 2, we know that Cρ0 = {0} and Cρk ,
1 ≤ k ≤ e, consist all the distinct q2-cyclotomic cosets modulo ℓm. That is to say, Formula (2.2) gives
the irreducible factorization of Xℓ
m
− 1 over Fq2 . Substituting β1X for X into Formula (2.2), we get the
irreducible factorization of Xℓ
m
− α1 over Fq2 :
Xℓ
m
− α1 = Mˆρ0(β1X)Mˆρ1(β1X) · · · Mˆρe(β1X).
Similarly, we have the irreducible factorization of Xℓ
m
+ α1 over Fq2 :
Xℓ
m
+ α1 = Mˆρ0(−β1X)Mˆρ1(−β1X) · · · Mˆρe(−β1X).
Combining these results, we have
X2ℓ
m
− ξ = (Xℓ
m
− α1)(X
ℓm + α1) =
e∏
i=0
Mˆρi(β1X)Mˆρi(−β1X),
which is the monic irreducible factorization of X2ℓ
m
− ξ over Fq2 . Let Si(X) = Mˆρi(β1X)Mˆρi(−β1X)
for each 0 ≤ i ≤ e. We claim that Si(X) is an irreducible polynomial over Fq. Recall that
Mˆρi(β1X) =
∏
k∈Cρi
(X − β−11 η
k) and Mˆρi(−β1X) =
∏
k∈Cρi
(X + β−11 η
k).
Then β−11 η
k gives all the roots of Mˆρi(β1X) when k ranges over Cρi . Now (β
−1
1 η
k)q = β−q1 η
kq = −β−11 η
kq ,
which is the root of Mˆρi(−β1X). We deduce that Si(X) = Mˆρi(β1X)Mˆρi(−β1X) is an irreducible
polynomial over Fq, as claimed. We get the irreducible factorization of X
2ℓmpn − ξ over Fq as follows:
X2ℓ
mpn − ξp
n
= (X2ℓ
m
− ξ)p
n
=
e∏
i=0
(
Mˆρi(β1X)Mˆρi(−β1X)
)pn
=
e∏
i=0
Si(X)
pn . (3.2)
Since λ ∈ ξp
n
〈ξ2ℓ
mpn〉, there exists an element b ∈ F∗q such that b
2ℓmpnλ = ξp
n
. We establish the following
Fq-algebra isomorphism:
Fq[X ]/〈X
2ℓmpn − ξp
n
〉 −→ Fq[X ]/〈X
2ℓmpn − λ〉, f(X) −→ f(bX).
By (3.2), we get the irreducible factorization of X2ℓ
mpn − λ over Fq:
X2ℓ
mpn − λ =
e∏
i=0
Sˆi(bX)
pn ,
which gives the desired result.
It remains to consider the case when f is even. It is known that D0, Dℓm−rgj and Dℓm−rgjq consist
all the distinct q2-cyclotomic cosets modulo ℓm, where 0 ≤ j ≤ δ(r) − 1 and 1 ≤ r ≤ m. That is,
Xℓ
m
− 1 = (X − 1)Nρ1(X)Nρ1q(X)Nρ2(X)Nρ2q(X) · · ·Nρe(X)Nρeq(X),
gives the irreducible factorization of Xℓ
m
− 1 over Fq2 as has been shown in (2.3). Working as the same
with the case of f being odd, we get the irreducible factorizations of Xℓ
m
− α1 and X
ℓm + α1 over Fq2 :
Xℓ
m
− α1 = (X − β
−1
1 )Nˆρ1(β1X)Nˆρ1q(β1X)Nˆρ2(β1X)Nˆρ2q(β1X) · · · Nˆρe(β1X)Nˆρeq(β1X),
Xℓ
m
+ α1 = (X + β
−1
1 )Nˆρ1(−β1X)Nˆρ1q(−β1X)Nˆρ2(−β1X)Nˆρ2q(−β1X) · · · Nˆρe(−β1X)Nˆρeq(−β1X).
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Now the irreducible factorization of X2ℓ
m
− ξ over Fq2 is given by
X2ℓ
m
−ξ = (Xℓ
m
−α1)(X
ℓm+α1) = (X−β
−1
1 )(X+β
−1
1 )
e∏
i=0
Nˆρi(β1X)Nˆρiq(β1X)Nˆρi(−β1X)Nˆρiq(−β1X).
Let P (X) = (X − β−11 )(X + β
−1
1 ), Qi(X) = Nˆρi(β1X)Nˆρiq(−β1X) and Ri(X) = Nˆρiq(β1X)Nˆρi(−β1X)
for each 0 ≤ i ≤ e. Using arguments similar to the proof in (A), we see that P (X), Qi(X) and Ri(X)
are irreducible polynomials over Fq. Then we get the irreducible factorization of X
2ℓmpn − ξp
n
over Fq
as follows:
X2ℓ
mpn − ξp
n
= (X2ℓ
m
− ξ)p
n
= P (X)p
n
e∏
i=0
Qi(X)
pnRi(X)
pn . (3.3)
Finally, we get the irreducible factorization of X2ℓ
mpn − λ over Fq:
X2ℓ
mpn − λ = Pˆ (bX)p
n
e∏
i=0
Qˆi(bX)
pnRˆi(bX)
pn .
Next we consider the case gcd(ℓ, q − 1) = ℓ, namely ℓ | (q − 1). We use Lemma 3.1 again to obtain
the concerning results. We first adopt the following notations: ℓu‖(q − 1), v = min{m,u} and ζ = ξ
q−1
ℓv .
Theorem 3.3. With respect to the above notations, we assume further that ℓ | (q − 1). For any nonzero
element λ of Fq and any λ-constacyclic code C of length 2ℓ
mpn over Fq, one of the following holds:
(I) λ ∈ 〈ξ2ℓ
v
〉, then c2ℓ
mpn
1 λ = 1 for an element c1 ∈ Fq and we have (The empty product is taken to be
1):
C =
〈
ℓv−1∏
i=0
(
X − c−11 ζ
i
)εi(
X + c−11 ζ
i
)ǫi
·
m−u∏
j=1
ℓv∏
k=1
ℓ ∤ k
(
Xℓ
j
− c−ℓ
j
1 ζ
k
)τ j
k
(
Xℓ
j
+ c−ℓ
j
1 ζ
k
)σj
k
〉
,
where 0 ≤ εi, ǫi ≤ p
n for any 0 ≤ i ≤ ℓv − 1, and 0 ≤ τ jk , σ
j
k ≤ p
n for each 1 ≤ j ≤ m− u and 1 ≤ k ≤ ℓv
with ℓ ∤ k.
(II) λ ∈ ξℓ
vpn〈ξ2ℓ
v
〉, then c2ℓ
mpn
2 λ = ξ
ℓvpn for an element c2 ∈ Fq and one of the following holds:
(II.A) if m ≤ u, then
C =
〈
ℓm−1∏
i=0
(X2 − c−22 ξα
i)εi
〉
, 0 ≤ εi ≤ p
n, for any i = 0, 1, · · · , ℓm − 1,
where α = ξ
q−1
ℓm is a primitive ℓmth root of unity in Fq;
(II.B) otherwise, we have that
C =
〈
ℓu−1∏
i=0
(
X2 − c−22 β
−1ζi
)εi
·
m−u∏
j=1
ℓu∏
k=1
ℓ ∤ k
(
X2ℓ
j
− c−2ℓ
j
2 β
−ℓjζk
)σj
k
〉
, 0 ≤ εi, σ
j
k ≤ p
n
where β is an element in 〈ξℓ
u
〉 such that βℓ
m
ξℓ
u
= 1.
(III) λ ∈ ξjp
n
〈ξ2ℓ
v
〉 with 1 ≤ j ≤ 2ℓv−1 except j = ℓv, then there exists d1 ∈ F
∗
q such that d
2ℓmpn
1 λ = ξ
jpn ;
write j = yℓz with gcd(y, ℓ) = 1 and 0 ≤ z ≤ v − 1. There are two subcases:
(III.A) if the integer y is odd, then we have
C =
〈
ℓz−1∏
i=0
(X2ℓ
m−z
− d−2ℓ
m−z
1 δ
iξy)εi
〉
, 0 ≤ εi ≤ p
n;
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(III.B) otherwise, writing y = 2y0, we have
C =
〈
ℓz−1∏
i=0
(Xℓ
m−z
− d−ℓ
m−z
1 δ
iξy0)εi(Xℓ
m−z
+ d−ℓ
m−z
1 δ
iξy0)ǫi
〉
, 0 ≤ εi, ǫi ≤ p
n,
where δ = ξ(q−1)/ℓ
z
is a primitive ℓzth root of unity in Fq.
Proof. Consider the multiplicative group F∗q = 〈ξ〉 which is a cyclic group of order q−1 generated by ξ. It
is easy to check that 〈ξ2ℓ
mpn〉 = 〈ξ2ℓ
m
〉 = 〈ξ2ℓ
v
〉 and the index |F∗q : 〈ξ
2ℓv 〉| = 2ℓv. Thus the multiplicative
group F∗q is decomposed into disjoint union of cosets over the subgroup 〈ξ
2ℓv 〉 as follows:
F∗q = 〈ξ〉 = 〈ξ
2ℓv 〉 ∪ ξp
n
〈ξ2ℓ
v
〉 ∪ · · · ∪ ξ(2ℓ
v
−1)pn〈ξ2ℓ
v
〉. (3.4)
So the element λ of F∗q belongs to exactly one of the cosets, i.e. there is a unique integer j with
0 ≤ j ≤ 2ℓv − 1 such that λ ∈ ξjp
n
〈ξ2ℓ
v
〉. We get that λ is 2ℓmpn-equivalent to ξjp
n
.
Case (I): j = 0, i.e., λ and 1 are 2ℓmpn-equivalent. We have an element c1 ∈ F
∗
q such that c
2ℓmpn
1 λ = 1.
It needs to obtain the irreducible factorization of X2ℓ
mpn − 1 over Fq. Obviously,
X2ℓ
mpn − 1 = (Xℓ
mpn − 1)(Xℓ
mpn + 1) = (Xℓ
m
− 1)p
n
(Xℓ
m
+ 1)p
n
.
By [8, Theorem 3.1], we have the irreducible factorization of Xℓ
m
− 1 over Fq as follows (The empty
product is taken to be 1):
Xℓ
m
− 1 =
ℓv−1∏
i=0
(
X − ζi
)
·
m−u∏
j=1
ℓv∏
k=1
ℓ ∤ k
(
Xℓ
j
− ζk
)
.
Since ℓ is odd, we can easily get the irreducible factorization of Xℓ
m
+ 1 over Fq:
Xℓ
m
+ 1 =
ℓv−1∏
i=0
(
X + ζi
)
·
m−u∏
j=1
ℓv∏
k=1
ℓ ∤ k
(
Xℓ
j
+ ζk
)
.
Then
X2ℓ
mpn − 1 =
ℓv−1∏
i=0
(
X − ζi
)pn(
X + ζi
)pn
·
m−u∏
j=1
ℓv∏
k=1
ℓ ∤ k
(
Xℓ
j
− ζk
)pn(
Xℓ
j
+ ζk
)pn
.
Hence
X2ℓ
mpn − λ =
ℓv−1∏
i=0
(
X − c−11 ζ
i
)pn(
X + c−11 ζ
i
)pn
·
m−u∏
j=1
ℓv∏
k=1
ℓ ∤ k
(
Xℓ
j
− c−ℓ
j
1 ζ
k
)pn(
Xℓ
j
+ c−ℓ
j
1 ζ
k
)pn
.
The conclusion (I) holds.
Case (II): j = ℓv. We have an element c2 ∈ F
∗
q such that c
2ℓmpn
2 λ = ξ
ℓvpn . We need to obtain the
irreducible factorization of X2ℓ
m
− ξℓ
v
over Fq. There are two subcases, namely m ≤ u and m > u.
If m ≤ u then m = min{m,u} = v. We assume that α = ξ
q−1
ℓm is a primitive ℓmth root of unity in Fq.
Thus,
X2ℓ
mpn − ξℓ
vpn =
(
X2ℓ
m
− ξℓ
m)pn
=
ℓm−1∏
i=0
(X2 − ξαi)p
n
,
gives the irreducible factorization of X2ℓ
mpn − ξℓ
vpn over Fq (Use [24, Theorem 3.75]).
Otherwise, u = min{m,u} = v. Then there exists an element β in 〈ξℓ
u
〉 such that βℓ
m
ξℓ
u
= 1. Indeed,
ψ : 〈ξℓ
u
〉 → 〈ξℓ
u
〉, x 7→ xℓ
m
, is a group automorphism. This implies that a unique element β ∈ 〈ξℓ
u
〉
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can be found such that ψ(β) = βℓ
m
= ξ−ℓ
u
, i.e., βℓ
m
ξℓ
u
= 1. In particular, β is a primitive q−1ℓu th root
of unity. We get the irreducible factorization of Xℓ
m
− ξℓ
u
as follows:
Xℓ
m
− ξℓ
u
=
ℓu−1∏
i=0
(
X − β−1ζi
)
·
m−u∏
j=1
ℓu∏
k=1
ℓ ∤ k
(
Xℓ
j
− β−ℓ
j
ζk
)
.
Useing [24, Theorem 3.75], it is easily checked that
X2ℓ
m
− ξℓ
u
=
ℓu−1∏
i=0
(
X2 − β−1ζi
)
·
m−u∏
j=1
ℓu∏
k=1
ℓ ∤ k
(
X2ℓ
j
− β−ℓ
j
ζk
)
gives the irreducible factorization of X2ℓ
m
− ξℓ
u
over Fq.
Case (III): 0 < j < 2ℓv except j = ℓv. We can assume that j = yℓz with gcd(y, ℓ) = 1 and
0 ≤ z ≤ v − 1. Since ℓv | (q − 1), we see that δ = ξ(q−1)/ℓ
z
is a primitive ℓzth root of unity in Fq. Noting
that z < m, we have
(
Xℓ
m−z
ξy
)ℓz
− 1 =
(
Xℓ
m−z
ξy
− 1
)(
Xℓ
m−z
ξy
− δ
)
· · ·
(
Xℓ
m−z
ξy
− δℓ
z
−1
)
,
hence (
Xℓ
m−z
ξy
)ℓzpn
− 1 =
(
Xℓ
m−z
ξy
− 1
)pn (
Xℓ
m−z
ξy
− δ
)pn
· · ·
(
Xℓ
m−z
ξy
− δℓ
z
−1
)pn
;
that is,
Xℓ
mpn − ξyℓ
zpn = (Xℓ
m−z
− ξy)p
n
(Xℓ
m−z
− δξy)p
n
· · · (Xℓ
m−z
− δℓ
z
−1ξy)p
n
.
Thus
X2ℓ
mpn − ξyℓ
zpn = (X2ℓ
m−z
− ξy)p
n
(X2ℓ
m−z
− δξy)p
n
· · · (X2ℓ
m−z
− δℓ
z
−1ξy)p
n
. (3.5)
Now we need to give the irreducible factorization of X2ℓ
mpn − ξyℓ
zpn over Fq. There are two subcases:
(III.A) The integer y is odd. In this case, we assert that Equation (3.5) gives the irreducible factorization
of X2ℓ
mpn − ξyℓ
zpn over Fq. It suffices to check that each polynomial X
2ℓm−z − δiξy is irreducible over Fq,
0 ≤ i ≤ ℓz−1. Recall that ℓ ∤ y, ℓz < ℓm and ℓu‖ord(ξ). One can check that ℓ | ord(δiξy) and ℓ ∤ q−1ord(δiξy) ;
meanwhile 2 | ord(δiξy) and 2 ∤ q−1ord(δiξy) . Using [24, Theorem 3.75], we get the desired result.
(III.B) We are left to investigate the case y = 2y0. Clearly, X
2ℓm − ξ2y0ℓ
z
= (Xℓ
m
− ξy0ℓ
z
)(Xℓ
m
+ ξy0ℓ
z
).
Hence, we get the irreducible factorization of X2ℓ
mpn − ξyℓ
zpn over Fq:
X2ℓ
mpn − ξyℓ
zpn =
ℓz−1∏
i=0
(Xℓ
m−z
− δiξy0)p
n
(Xℓ
m−z
+ δiξy0)p
n
.
4 Dual codes
In this section, the duals of all constacyclic codes of length 2ℓmpn over Fq are explicitly obtained, where
ℓ is an odd prime different from p. Among other results, all linear complementary-dual (LCD) cyclic and
negacylic codes are provided; all self-dual negacyclic codes of this length are also determined.
We give our results according to Theorem 3.2 and Theorem 3.3. The next two results give the
structures of the duals of all constacyclic codes of length 2ℓmpn over Fq.
Corollary 4.1. With the notation of Theorem 3.2, we have that
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(A) λ ∈ 〈ξ2〉. If C is a λ-constacyclic code presenting in Theorem 3.2 (A), then its dual code is the
λ−1-constacyclic code given by
C⊥ =
〈
e∏
i=0
Mˆ−ρi(a
−1X)p
n
−εiMˆ−ρi(−a
−1X)p
n
−ǫi
〉
;
(B1) λ /∈ 〈ξ2〉 and f is odd. If C is a λ-constacyclic code presenting in Theorem 3.2 (B1), then its dual
code is the λ−1-constacyclic code given by
C⊥ =
〈
e∏
i=0
Sˆ−i(b
−1X)p
n
−εi
〉
,
where S−i(X) = Mˆ−ρi(β
−1
1 X)Mˆ−ρi(−β
−1
1 X) for each 0 ≤ i ≤ e;
(B2) λ /∈ 〈ξ2〉 and f is even. If C is a λ-constacyclic code presenting in Theorem 3.2 (B2), then its dual
code is the λ−1-constacyclic code given by
C⊥ =
〈
Pˆ ∗(b−1X)p
n
−ε
e∏
i=0
Qˆ−i(b
−1X)p
n
−εiRˆ−i(b
−1X)p
n
−ǫi
〉
,
where P ∗(X) = (X−β1)(X+β1), Q−i(X) = Nˆ−ρi(β
−1
1
X)Nˆ−ρiq(−β
−1
1
X) and R−i(X) = Nˆ−ρiq(β
−1
1
X)Nˆ−ρi(−β
−1
1
X)
for each 0 ≤ i ≤ e.
Proof. We just give a proof for (A), the other cases can be proved similarly. As shown in the proof of
Theorem 3.2, the monic irreducible factorization of X2ℓ
mpn − λ over Fq is given by
X2ℓ
mpn − λ =
e∏
i=0
Mˆρi(aX)
pnMˆρi(−aX)
pn .
Then
h(X) =
X2ℓ
mpn − λ
g(X)
=
e∏
i=0
Mˆρi(aX)
pn−εiMˆρi(−aX)
pn−ǫi .
It follows that C⊥ has generator polynomial
h∗(X) =
e∏
i=0
Mˆ−ρi(a
−1X)p
n
−εiMˆ−ρi(−a
−1X)p
n
−ǫi .
The next result is a direct consequence of Theorem 3.3, so we omit its proof here.
Corollary 4.2. With the notation of Theorem 3.3, we have that
(I) If C is a λ-constacyclic code given as in Theorem 3.3 (I), then its dual code is the λ−1-constacyclic
code given by
C⊥ =
〈
ℓv−1∏
i=0
(
X − c1ζ
−i
)pn−εi(
X + c1ζ
−i
)pn−ǫi
·
m−u∏
j=1
ℓv∏
k=1
ℓ ∤ k
(
Xℓ
j
− cℓ
j
1 ζ
−k
)pn−τ j
k
(
Xℓ
j
+ cℓ
j
1 ζ
−k
)pn−σj
k
〉
.
(II.A) If C is a λ-constacyclic code given as in Theorem 3.3 (II.A), then its dual code is the λ−1-
constacyclic code given by
C⊥ =
〈
ℓm−1∏
i=0
(X2 − c22ξ
−1α−i)p
n
−εi
〉
.
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(II.B) If C is a λ-constacyclic code given as in Theorem 3.3 (II.B), then its dual code is the λ−1-
constacyclic code given by
C⊥ =
〈
ℓu−1∏
i=0
(
X2 − c22βζ
−i
)pn−εi
·
m−u∏
j=1
ℓu∏
k=1
ℓ ∤ k
(
X2ℓ
j
− c2ℓ
j
2 β
ℓj ζ−k
)pn−σj
k
〉
.
(III.A) If C is a λ-constacyclic code given as in Theorem 3.3 (III.A), then its dual code is the λ−1-
constacyclic code given by
C⊥ =
〈
ℓz−1∏
i=0
(X2ℓ
m−z
− d2ℓ
m−z
1 δ
−iξ−y)p
n
−εi
〉
.
(III.B) If C is a λ-constacyclic code given as in Theorem 3.3 (III.B), then its dual code is the λ−1-
constacyclic code given by
C⊥ =
〈
ℓz−1∏
i=0
(Xℓ
m−z
− dℓ
m−z
1 δ
−iξ−y0)p
n
−εi(Xℓ
m−z
+ dℓ
m−z
1 δ
−iξ−y0)p
n
−ǫi
〉
.
We devote the rest of this section to apply our results to investigate the situations of linear complimentary-
dual (LCD) codes and self-dual codes. These are the two extreme connections between C and C⊥, where
C
⋂
C⊥ = {0} (for LCD codes) and C = C⊥ (for self-dual codes). The concept of LCD codes was
introduced by Massey [25] in 1992. In the same paper, he showed that asymptotically good LCD codes
exist, and presented applications of LCD codes such as they provided an optimum linear coding solu-
tion for the two-user binary adder channel. It was proven by Sendrier [29] that LCD codes meet the
Gilbert-Varshamov bound. Necessary and sufficient conditions for cyclic codes [34] and certain class of
quasi-cyclic codes [17] to be LCD codes were obtained.
For the case of LCD constacyclic codes, it was shown that any λ-constacyclic code with λ 6∈ {−1, 1}
is a LCD code ([16]). So in order to obtain all LCD λ-constacyclic codes, we only need to work on cyclic
and negacyclic codes.
Recall that ordℓ(q) = f , the multiplicative order of q in Z
∗
ℓ . Also recall that ordℓr (q) = λ(r) and
δ(r) = φ(ℓ
r)
λ(r) , 1 ≤ r ≤ m. We have to distinguish the cases when f is odd or even. If f = ordℓ(q) is
even, it has been shown that the monic irreducible factors of Xℓ
m
− 1 are self-reciprocal (e.g. see [23,
Theorem 1]). The next lemma is concerned with the case when f is odd, in which case it shows that all
the irreducible factors of Xℓ
m
− 1 are not self-reciprocal except the trivial factor X − 1.
Lemma 4.3. Let ℓ be an odd prime relatively prime to q. Assume further that f = ordℓ(q) is odd. If g
is a fixed generator of the cyclic group Z∗ℓm , then all the distinct q-cyclictomic cosets modulo ℓ
m are given
by C0 = {0},
Cℓm−rgk =
{
ℓm−rgk, ℓm−rgkq, · · · , ℓm−rgkqλ(r)−1
}
,
C−ℓm−rgk =
{
− ℓm−rgk,−ℓm−rgkq, · · · ,−ℓm−rgkqλ(r)−1
}
,
where 1 ≤ r ≤ m, 0 ≤ k ≤ δ(r)2 − 1.
Proof. We first claim that the cyclotomic cosets Cℓm−rgk and C−ℓm−rgk with 1 ≤ r ≤ m, 0 ≤ k ≤
δ(r)
2 − 1
are distinct from each other. Suppose otherwise that Czℓm−r1gk1 = Cℓm−r2gk2 for some 1 ≤ r1, r2 ≤ m,
0 ≤ k1, k2 ≤
δ(r)
2 − 1 and z ∈ {1,−1}. Then there exists some integer j such that
zℓm−r1gk1 ≡ ℓm−r2gk2qj (mod ℓm). (4.1)
It follows that gcd(zℓm−r1gk1 , ℓm) = gcd(ℓm−r2gk2qj , ℓm), which forces r1 = r2. Therefore, zg
k1 ≡
gk2qj (mod ℓr1), which gives g2λ(r1)k1 ≡ g2λ(r1)k2 (mod ℓr1). We get 2λ(r1)(k1 − k2) ≡ 0 (mod φ(ℓ
r1)),
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since g is of order φ(ℓr1) in Z∗ℓr1 . Hence, k1 = k2. Then (4.1) gives z ≡ q
j (mod ℓr1). Using ordℓr1 (q) =
λ(r1) again, we have that λ(r1) divides 2j. Since λ(r1) is odd (f and ℓ are all the divisors of λ(r1)), we
get λ(r1) divides j. This leads to 1 ≡ q
j (mod ℓr1). We then see that z = 1, as claimed.
Finally,
|C0|+
m∑
r=1
δ(r)
2 −1∑
k=0
(|Cℓm−rgk |+ |C−ℓm−rgk |) = 1 +
m∑
r=1
δ(r)
2 −1∑
k=0
2λ(r) = 1 +
m∑
r=1
λ(r)δ(r) = ℓm.
This completes the proof.
Assuming that ordℓ(q) = f is odd, by Lemma 4.3,
Xℓ
m
− 1 = (X − 1)
m∏
r=1
δ(r)
2 −1∏
k=0
Mℓm−rgk(X)M−ℓm−rgk(X) (4.2)
gives the irreducible factorization of Xℓ
m
− 1 over Fq. Clearly, in this case, (X − 1)
∗ = X − 1 and
M∗ℓm−rgk(X) = M−ℓm−rgk(X) for each 1 ≤ r ≤ m, 0 ≤ k ≤
δ(r)
2 − 1.
The next result characterizes all LCD cyclic codes of length 2ℓmpn over Fq.
Theorem 4.4. Let ℓ be an odd prime different from p. The following statements hold:
(i) If f = ordℓ(q) is odd, then there are exactly 2
e+2 LCD cyclic codes of length 2ℓmpn over Fq generated
by
(X − 1)ε0(X + 1)ǫ0
m∏
r=1
δ(r)
2 −1∏
k=0
Mℓm−rgk(X)
εrkM−ℓm−rgk(X)
εrkMˆℓm−rgk(−X)
σrkMˆ−ℓm−rgk(−X)
σrk ,
where ε0, ǫ0, ε
r
k, σ
r
k ∈ {0, p
n}, for every 1 ≤ r ≤ m and 0 ≤ k ≤ δ(r)2 − 1;
(ii) if f = ordℓ(q) is even, then there are exactly 2
2(e+1) LCD cyclic codes of length 2ℓmpn over Fq
generated by
e∏
i=0
Mˆρi(X)
εiMˆρi(−X)
ǫi , εi, ǫi ∈ {0, p
n}, i = 0, 1, · · · , e.
Proof. We just give a proof for (i), since the proof for (ii) is similar. We get the desired result by
computing the intersection of C and C⊥. Form Lemma 4.3 and (4.2), we can assume that C is a cyclic
code of length 2ℓmpn over Fq generated by
(X − 1)ε0(X + 1)ǫ0
m∏
r=1
δ(r)
2 −1∏
k=0
Mℓm−rgk(X)
εrkM−ℓm−rgk(X)
ǫrkMˆℓm−rgk(−X)
σrkMˆ−ℓm−rgk(−X)
τrk ,
where 0 ≤ ε0, ǫ0 ≤ p
n, 0 ≤ εrk, ǫ
r
k, σ
r
k, τ
r
k ≤ p
n for every 1 ≤ r ≤ m and 0 ≤ k ≤ δ(r)2 − 1. Then its dual
code C⊥ has generator polynomial
(X−1)p
n
−ε0(X+1)p
n
−ǫ0
m∏
r=1
δ(r)
2
−1∏
k=0
M
−ℓm−rgk(X)
pn−εrkMℓm−rgk (X)
pn−ǫrkMˆ
−ℓm−rgk (−X)
pn−σrkMˆℓm−rgk(−X)
pn−τrk .
Thus, C
⋂
C⊥ = {0} if and only if
pn = max{ε0, p
n − ε0} = max{ǫ0, p
n − ǫ0}
= max{εrk, p
n − ǫrk} = max{ǫ
r
k, p
n − εrk}
= max{σrk, p
n − τrk} = max{τ
r
k , p
n − σrk},
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for every 1 ≤ r ≤ m and 0 ≤ k ≤ δ(r)2 − 1, which is equivalent to
ε0, ǫ0 ∈ {0, p
n}, εrk, σ
r
k ∈ {0, p
n}, εrk = ǫ
r
k, σ
r
k = τ
r
k .
We complete the proof of statement (i).
Next we give all LCD negacyclic codes of length 2ℓmpn over Fq. Note that 1 and −1 are 2ℓ
mpn-
equivalent if q ≡ 1 (mod 4); in this case, let γ be a primitive fourth root of unity in Fq. That is,
X2 + 1 = (X − γ)(X + γ). We take an element β in Fq so that β
ℓmγ = 1. Clearly, β−1 = −β. If q ≡
3 ( mod 4), then X2+1 is irreducible over Fq; let ς be an element in Fq2 satisfyingX
2+1 = (X−ς)(X+ς).
We take θ in Fq2 so that θ
ℓm ς = 1. It follows that θ−1 = θq = −θ.
Theorem 4.5. Let f = ordℓ(q). With the notation given above, we have that
(i) if q ≡ 1 (mod 4), then there are exactly 2e+1 LCD negacyclic codes of length 2ℓmpn over Fq
generated by
e∏
i=0
Mˆρi(βX)
εiMˆ−ρi(−βX)
εi , εi ∈ {0, p
n}, i = 0, 1, · · · , e;
(ii) if q ≡ 3 (mod 4) and f is odd, then there are exactly 21+
e
2 LCD negacyclic codes of length 2ℓmpn
over Fq generated by
(X2 + 1)ε0
m∏
r=1
δ(r)
2 −1∏
k=0
Ir,k(X)
εrkJr,k(X)
εrk , ε0, ε
r
k, ǫ
r
k ∈ {0, p
n},
where Ir,k(X) = Mˆℓm−rgk(θX)Mˆℓm−rgk(−θX) and Jr,k(X) = Mˆ−ℓm−rgk(θX)Mˆ−ℓm−rgk(−θX) for every
1 ≤ r ≤ m and 0 ≤ k ≤ δ(r)2 − 1;
(iii) if q ≡ 3 (mod 4) and f ≡ 2 (mod 4), then there are exactly 21+2e LCD negacyclic codes of
length 2ℓmpn over Fq generated by
(X2 + 1)ε0
e∏
k=1
Sk(X)
εkTk(X)
ǫk , ε0, εk, ǫk ∈ {0, p
n}, k = 1, · · · , e,
where Sk(X) = Nˆρk(θX)Nˆρkq(−θX) and Tk(X) = Nˆρk(−θX)Nˆρkq(θX);
(iv) if q ≡ 3 (mod 4) and f ≡ 0 (mod 4), then there are exactly 21+e LCD negacyclic codes of length
2ℓmpn over Fq generated by
(X2 + 1)ε0
e∏
k=1
Sk(X)
εkTk(X)
εk , ε0, εk ∈ {0, p
n}, k = 1, · · · , e.
Proof. (i) We first indicate that, Cρ0 = {0} and
C−ℓm−rgk = {−ℓ
m−rgk,−ℓm−rgkq, · · · ,−ℓm−rgkqλ(r)−1}, 0 ≤ k ≤ δ(r) − 1, 1 ≤ r ≤ m,
also consist all the distinct q-cyclotomic cosets modulo ℓm. That is,
Xℓ
m
− 1 = M−ρ0(X)M−ρ1(X)M−ρ2(X) · · ·M−ρe(X),
gives the monic irreducible factorization of Xℓ
m
− 1 over Fq. Since γ is a primitive fourth root of unity
in Fq, it follows that X
2ℓm + 1 = (Xℓ
m
− γ)(Xℓ
m
+ γ). Then
Xℓ
m
− γ = γMρ0(βX)Mρ1(βX)Mρ2(βX) · · ·Mρe(βX),
Xℓ
m
+ γ = −γM−ρ0(−βX)M−ρ1(−βX)M−ρ2(−βX) · · ·M−ρe(−βX),
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where β is an element in Fq with β
ℓmγ = 1. This implies that
X2ℓ
mpn + 1 =
e∏
i=0
Mˆρi(βX)
pnMˆ−ρi(−βX)
pn ,
gives the irreducible factorization of X2ℓ
mpn + 1 over Fq. Recall that
Mρi(X) =
∏
j∈Cρi
(X − ηj), 1 ≤ i ≤ e.
Now it is routine to check that
Mˆ∗ρi(βX) =
∏
j∈Cρi
(X − β−1ηj)∗ =
∏
j∈Cρi
(X − βη−j) =
∏
j∈C
−ρi
(X − βηj) = Mˆ−ρi(−βX).
Using arguments similar to those of Theorem 4.4, we get the statement of (i).
(ii) From Lemma 4.3, the monic irreducible factorization of Xℓ
m
− 1 can be given as follows:
Xℓ
m
− 1 = (X − 1)
m∏
r=1
δ(r)
2 −1∏
k=0
Mℓm−rgk(X)M−ℓm−rgk(X).
As discussed previously, an element ς ∈ Fq2 can be found such that X
2+1 = (X− ς)(X+ ς), which gives
X2ℓ
m
+ 1 = (Xℓ
m
− ς)(Xℓ
m
+ ς). Further, we have θℓ
m
ς = 1, where θ ∈ Fq2 satisfies θ
−1 = −θ = θq.
Thus,
Xℓ
m
− ς = (X − θ−1)
m∏
r=1
δ(r)
2 −1∏
k=0
Mˆℓm−rgk(θX)Mˆ−ℓm−rgk(θX)
and
Xℓ
m
+ ς = (X + θ−1)
m∏
r=1
δ(r)
2 −1∏
k=0
Mˆℓm−rgk(−θX)Mˆ−ℓm−rgk(−θX).
Therefore, the irreducible factorization of X2ℓ
mpn + 1 over Fq are given as follows:
X2ℓ
mpn + 1 = (X2 + 1)p
n
m∏
r=1
δ(r)
2 −1∏
k=0
Ir,k(X)
pnJr,k(X)
pn ,
where Ir,k(X) = Mˆℓm−rgk(θX)Mˆℓm−rgk(−θX) and Jr,k(X) = Mˆ−ℓm−rgk(θX)Mˆ−ℓm−rgk(−θX) for every
1 ≤ r ≤ m and 0 ≤ k ≤ δ(r)2 − 1. We just note that
Mˆ∗ℓm−rgk(θX) = Mˆ−ℓm−rgk(−θX), Mˆ
∗
ℓm−rgk(−θX) = Mˆ−ℓm−rgk(θX).
That is, I∗r,k(X) = Jr,k(X).
Using similar arguments, we obtain (iii) and (iv).
It is known that self-dual λ-constacyclic codes can only occur among the classes of cyclic and negacyclic
codes, i.e., λ = 1 or −1 (e.g. [16]). It is also known that self-dual cyclic codes over a finite field exist if
and only if the code length is even and the characteristic of the underlying field is two ([20]). Thus, we
focus on self-dual negacyclic codes, which also have received a good deal of attention.
Corollary 4.6. With the notations as in Theorem 4.5, we have that
(i) if q ≡ 1 (mod 4), then there are exactly (pn+1)e+1 self-dual negacyclic codes of length 2ℓmpn over
Fq generated by
e∏
i=0
Mˆρi(βX)
εiMˆ−ρi(−βX)
pn−εi , 0 ≤ εi ≤ p
n, i = 0, 1, · · · , e;
(ii) if q ≡ 3 (mod 4), then there does not exist self-dual negacyclic codes of length 2ℓmpn over Fq.
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Proof. From Theorem 4.5 (i) and its proof, we know that
X2ℓ
mpn + 1 =
e∏
i=0
Mˆρi(βX)
pnMˆ−ρi(−βX)
pn ,
gives the irreducible factorization of X2ℓ
mpn+1 over Fq. Moreover, Mˆ
∗
ρi(βX) = Mˆ−ρi(−βX). We deduce
that (i) holds true.
(ii) It follows from 4.5 (ii)-(iv) that X2 + 1 is a self-reciprocal irreducible polynomial of X2ℓ
mpn + 1
over Fq. This gives that there does not exist self-dual negacyclic codes of length 2ℓ
mpn over Fq.
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