Abstract
Introduction
The problem of mining hidden links from complementary and non-interactive biomedical literature was exemplified by Swanson's pioneering work on Raynaud disease/fish-oil discovery in 1986 [11] . Two complementary and non-interactive literature sets of articles (independently created fragments of knowledge), when they are considered together, can reveal useful information of scientific interest not apparent in either of the two sets alone [ 11] [ 12] . Swanson formalizes the procedure to discover UPK from biomedical literatures as follows: Consider two separate literature sets, CL and AL, where the documents in CL discuss concept C and documents in AL discuss concept A. Both of these two literature sets discuss their relationship with some intermediate concepts B (also called bridge concepts). H owever, their possible connection via the concepts B is not discussed together in any of these two literature sets as shown in Figure Figure 1 . Through analyzing the document set that discusses Raynaud disease he found that Raynaud disease ( C) is a peripheral circulatory disorder aggravated by high platelet aggregation (B), high blood viscosity (B) and vasoconstriction ( B) . Then he searched these three concepts (B) against Medline to collect a document set relevant to them. With the analysis on the document set he found out those articles show the ingestion of fish oils (A) can reduce these phenomena (B); however, no single article from both document sets mentions Raynaud disease (C) and fish oils ( A) together. Putting these two separate literatures together, Swanson hypothesized that fish oils ( A) may be beneficial to people suffering from Raynaud disease (C). This novel hypothesis was later clinically confirmed by DiGiacomo in 1989 [3] .Later on, Swanson used the same approach to uncover 11 connections of migraine and magnesium [10] .
One of the drawbacks of Swanson's method is that the method requires large amount of manual intervention and very strong domain knowledge, especially in the process of qualifying the intermediate concepts Swanson call the " B" concepts. In this paper, we present a fully automated approach for mining hidden links from biomedical literature. Our approach replaces manual ad-hoc pruning by using semantic knowledge from biomedical o ntologies. We use semantic information to manage and filter the sizable branching factor in the potential connections among a huge number of medical concepts. Our method requires the minimum human intervention. Unlike other approaches [4] [8] [9] , our method only requires the user to specify the possible semantic relationships between the starting concept and the to-be-discovered target concepts rather than possible semantic types of the target concepts and the bridge concepts. Our method utilizes semantic knowledge ( e.g., semantic types, semantic relations and semantic hierarchy) on t he bridge concepts and the target concepts to filter out those irrelevant concepts and meaningless connections between the concepts. 
Related Work
Several algorithms have been developed to overcome the limitations of Swanson's approach. Hristovski, et al. [4] used the MeSH descriptors rather than the title words of the documents. They use association rule algorithms to find the co-occurrence of the words. Their methods find all B concepts as bridges that are related to the starting concept C. Then all A concepts related to B concepts are found through Medline searching. But in Medline each concept can be associated with many other concepts, the possible number of BàC and AàB combinations can be extremely large. In order to deal with this combinatorial problem, the algorithm incorporates filtering and ordering capabilities [8] [9] . Pratt and Yetisgen-Yildiz [ 8] used Unified Medical Language System (UMLS) concepts instead of MeSH terms assigned to Medline documents. Similar to Swanson's method, their search space is limited by only the titles of documents for the starting concept. They can reduce the number of terms (B concepts and A concepts) by limiting the search space b efore generating association rules, they tried to group the concepts (B or A concepts) to get a much coarser level of synonyms. Their method still requires strong domain knowledge, especially on selecting semantic types for A and B concepts and also some vague parameters on defining "too general" concepts. Srinivasan [9] viewed Swanson's method as two d imensions. The first dimension is about identifying relevant concepts for a given concept. The second dimension is about exploring the specific relationships between concepts. However, only Srinivasan [9] deals with the first dimension. These research works have made significant progress on Swanson's method. However, none of the approaches considers the specific semantic relationships. T he association problem should be tackled by not only the information measure but also the semantic information among the concepts. In contrast, we focus on developing fully automated approaches to this problem based on the semantic knowledge about the medical concepts and their relationships. We use semantic information to prune irrelevant medical concepts and bogus or noninteresting relationships among the medical concepts. Our approach replaces manual ad-hoc pruning by using an existing biomedical ontologies. Our use of an intermediate set of automated identified semantic types helps to manage the sizable branching factor.
Semantic-based Mining Algorithm for UPK: Bio-SbKDS
We introduce a semantic-based mining algorithm Biological Semantic-based Knowledge Discovery System ( Bio-SbKDS) to discover the hidden relationships or associations among biomedical concepts. The algorithm uses the semantic types and semantic relationships from the ontology UMLS. Figure 2 shows the relationships of concepts, semantic types, and semantic relations of Raynaud Disease, Blood Viscosity and Fish Oils.
Figure 2. An illustrative example of the UMLS
Our algorithm takes a full advantage of the semantic knowledge in UMLS to select appropriate semantic types for B and A concepts through mutual qualifications and to identify relevant B and A concepts. The advantage of the algorithm is that, using only initial relations (possible relationships between C concept and A concepts), all the semantic types for both B concepts and A concepts are automatically derived using the biomedical o ntology (UMLS). Because there must be at least one relationship between the semantic types for B and the semantic types for A concepts, the derived semantic types for A and B concepts are mutually qualified by considering their relationships. In Bio-SbKDS, t he input is a Medline search keyword as a "MajorTopic" MeSH term plus date range, the possible semantic relationships between C (the starting concept) and the to-be-discovered target concepts, and the role of the keyword for the initial semantic relations. For example, if the starting concept is Raynaud Disease, the relations selected are "treats" and "prevents" because we try to find something (the target concepts A) that "treats" or "prevents" Raynaud Disease.
Algorithm Bio-SbKDS Input: Starting concept C as MeSH term plus date range, the initial semantic relations ISR between the starting concept and the to-be-discovered target concept, the role of keyword for possible relations (subject or object) Output: Target Concept List (A concepts)
Step 1: Find the semantic types ST_C of the starting concept C from the ontology UMLS;
Step 2: Find all the possible semantic types of the tobe-discovered concepts B related to ST_C; the semantic types derived are called ST_B_can (can means candidates), and are used as the category restriction for B concepts.
Step3 : Extract all semantic types related to ISR, which are the candidate semantic types for the to-bediscovered target concepts A, the result is denoted as ST_A_can.
Step 4: Extend ST_A_can obtained in STEP 3 by following through the ISA relations; the extended semantic types are called ST_A_can_ext.
Step 5 Step 6: Search the biomedical literature to get all the documents CL related to C; CL is the source of B concepts. Then, extract MeSH terms from CL; the terms are called B_can.
Step 7: Apply B concept category restriction (ST_B) to B; selecting the terms that only belong to at least one semantic type of ST_B. In addition, Bi-Decision Maker [5] further qualifies B_can. Here, the top ranked B terms, called B_top, are selected.
Step 8: Search all B_top terms to get all the documents AL; A L is the source of the to-be discovered A concepts. Then, extract MeSH terms from AL; the terms are called A_can.
Step 9: Apply A concept category restriction (ST_A) to A_can. In addition, Bi-Decision Maker further qualifies A_can.
Step 10: From A_can, retain those not co-occurred with C concept in Medline. The top ranked A concepts are selected. Figure 3 shows the data flow of the procedure of mining the hidden links. Each number circled in Figure 3 indicates the corresponding step in the algorithm. Below we explain each step in great details using the Raynaud disease as our example.
Step 1: The semantic type of the starting concept C (ST_C) is identified through UMLS semantic network. At this time, only a MeSH term is allowed as a starting concept because the semantic type of the starting concept is used to construct the semantic type list for the B terms. For example, for the Raynaud disease, its semantic type is [Disease or Syndrome].
Step 2: All the semantic types (ST_B_can), which have at least one of the relations in the relation filters with ST_C (the semantic type of the keyword), are selected by considering the role of the initial keyword (i.e. as subject or as object). For example, in Table 1 [Physiologic Function] and [ Steroid] are selected because the role of the initial keyword is set as an object on the interactive system and the relation filter includes "process_of", "result_of", and "causes"; just regarding each record in Table 1 Step 3: In order to derive the semantic types of A terms, the initial semantic relations (e.g. treats, prevents) are used. Here, it is important that the C term is set as "a subject" or "an object" for the initial relations. If the term is set as an object, only the semantic types on the first (not third) column in the Table 2 are considered in the search space. Step 6 : In order to collect B term candidates, the starting concept C is searched against Medline. Here, we should consider what B terms should be. Because there should be some meaningful semantic relationships between B terms and C term (for B terms to be a bridge between A terms and C term), B terms should be the major topics (concepts) of the documents by the keyword searching against Medline. Therefore, we collect only MajorTopic MeSH terms from the downloaded documents and calculate their counts. The rationale to consider the counts of B candidates here is that we try to find something (as A concepts) that is strongly associated with C concepts.
Step 7: B term category restrictions, which consist of semantic types obtained in STEP 5, are applied to the MeSH terms extracted in STEP 6. Also "too general" MeSH terms are excluded. The top N terms are selected as B concepts (Currently, N is 5).
Step 8: Unlike the initial search based on the starting concept C in STEP 6, Bio-SbKDS searches all top B terms against Medline. The B terms are ranked by the counts of the terms . On searching, the same date range is used as the initial keyword. However, the documents, relevant to C concept should be excluded. Thus, the search keyword would be "B term AND Date_Range NOT C term". Similar to STEP 6 , only MajorTopic MeSH terms are collected. A sample keyword to be searched is the following:
"Blood Viscosity"[MAJOR] 1983[dp]:1985[dp] NOT "Raynaud Disease"[MeSH]
Step 9: A term category restrictions, which consist of the semantic types obtained in STEP 5, are applied to the MeSH terms extracted in STEP 8. Also "too general" MeSH terms are excluded. In addition to those qualifications, Bi-Decision Maker [5] determines if the MeSH terms are appropriate to A concepts. Through these processes, A concept candidates are generated.
Step 10: Because we try to find only novel C-A relationships, the system eliminates A candidates that already have some relationships with C concept by searching Medline; if C and A concepts co-occur together in the biomedical literature, those A concepts are dropped from the candidate list. From the A candidates, the top N a as A concepts are selected based on their weights from the B term.
Experimental Results
In our experiments, we reimplemented two existing approaches: LSI-based [2, 6, 7,13] and association-rule based [1, 8] for mining the hidden links and compared them with our Bio-SbKDS on two of Swanson's famous medical discoveries, "Raynaud Disease -Fish Oils" and "Migraine -Magnesium".
LSI-based Algorithm
The particular "latent semantic indexing" (LSI) analysis that we have tried uses singular-value decomposition (SVD). SVD allows the arrangement of the space to reflect the major associative patterns in the data, and ignore the smaller, less important influences [7] . For any matrix X (m by n), it can be decomposed as three matrices 
=
. The cosine between two row vectors reflects the extent to which two terms have a similar pattern. By cosine measure, the larger the value is, the more similar the two terms are. Theoretically, this will achieve a better comparison than that of standard cosine measure on original matrix. Thus, we use this technique to compare the similarities between the input term and all the other terms extracted from the documents. For example, for "Raynaud disease" (C)as input term, we can calculate the closeness of all the other terms after SVD analysis. Then we choose those top ranked terms (B ) as input terms, thereby we can rank all the other terms (A) that are disjointed with "Raynaud disease". The procedure of LSI algorithm:
(1) Download k documents from P ubMed through concept "C term" query (2 Here we take C concept as input, and then we calculate all BàC rules. Then we generate all AàB rules. Last, we apply the transitive law to get the hidden link: AàC. It must be noted that associate rule algorithm can not be applied to get AàC directly because A and C are not supposed to occur in the same data set. A and C are connected through the bridge concept B. For association rule, Support (B) indicates the probability that B occurs. Accordingly, Support (Bn C) indicates the possibility that B and C occur together. Conf means confidence. Conf=Sup(B n C)/sup(B) indicates the confidence that B implies C (BàC). F (BàC) measure is a measure of confidence of BàC. The larger the value is, the more we are confident that BàC.
The procedure of AR algorithm: Input: C term query; Output: candidate A terms 1. Download the top k documents from P ubMed through concept "C term" query within certain time period. 
"Raynaud Disease -Fish Oils"
In the first experiment (table 4), the starting concept C is "Raynaud Disease". Because we try to find something to "treat" or "prevent" the disease, we selected "treats" and "prevents" as the initial semantic relation. Using these initial semantic relations, the semantic types as category restrictions for B and A terms are generated. Our automatically-generated semantic types include most of the semantic types that [8] and [9] manually generated. While [8] and [9] used the same semantic types for both A and B terms, our model uses the different semantic types for B and A concepts because the roles of B and A concepts for C concept are different. 
Fish Oils
In our LSI-based experiments, the initial query is "Raynaud Disease [major] 1980:1985[edat]". We ranked the top 100 B terms close to "Raynaud Disease", from which we then submit each "B term 1980:1985[edat]" query. We download k=300 documents from PUBMED each time. We have approximated the original termdocument matrix using 100 (<300) orthogonal factors. We make six experiments all together. Each experiment has a different matrix according to the terms extracted only from MeshHeadingList or extracted both from MeshHeadingList and Title, Abstract, also according to the cell of matrix, term frequency (TF), term frequency and inverse document frequency (TFIDF), and Z-Score. Plethysmography is an important B term since it occurs in four experiments. The reason that it does not come up with the other two experiments is that it ranks below 100, while we only find A terms close to the first 100 B terms. Besides, we also found some other B terms from which fish oil is discovered such as hypertension, arterial occlusive diseases, prostaglandins E, arteries, blood platelets, platelet aggregation, and collagen.
From the rank of each fish oil, we can see that LSI might not be a good method to discover A concept. Although it might get a little bit better result if we include some most frequently used MeSH terms in the stop list, it would not change the whole image of the ranking. 
"Migraine -Magnesium"
Swanson inferred the relationship between migraine and magnesium in 1988 [ 10] . He noticed that spreading cortical depression (B concept) is implicated in migraine (C concept) and also perceived that magnesium ( A concept) inhibit spreading cortical depression ( B concept).
Using Bio-SBKDS, it identifies that Cerebrovascular Circulation is strongly related to migraine (table 7) . Actually Cerebrovascular Circulation is related to the spreading cortical depression. Therefore, we believe our results are very promising because our system finds out and ranks all the correct A concept in 4th and 15th. The terms in bold and italic, are those Swanson found manually. , we also found intermediate terms from which magnesium is discovered such as puerperal disorders, postpartum, hydrocortisone, ergotamine, gastrointestinal motility, phenethylamines, aerospace medicine, nicotinic acids, nimodipine, propranolol, blood platelets, cerebrovascular circulation, myotonia, chlorpromazine, chlorpromazine, iris, stress, and muscle contraction. These terms are all ranked within top 50 according to the term cosine value with C term migraine. Both experiments indicate that Bio-SbKDS generates fewer novel but relevant connections than the association rule based algorithm.
Conclusion and Future Work
This paper proposed a semantic based biomedical literature mining method for Undiscovered Public Knowledge. For a given starting medical concept, it discovers new, potentially meaningful relations/connection with other concepts that have not been published in the medical literature before. The discovered relations/connections are novel and can be useful for domain expert to conduct new experiment, try new treatment etc. As our future research, we will reduce and rank A concepts in a semantic manner, which would be a challenging issue. For this problem, we may need more disease specialized biomedical ontology, such as Systematized Nomenclature of Medicine (SNOMED) [http://www.snomed.org/].
