In this paper, we present a framework for a robotic system with the ability to perform real-world manipulation tasks. The complexity of such tasks determines the precision and freedoms controlled which also affects the robustness and the flexibility of the system. The aspect is on the development of visual system and visual tracking techniques in particular. Since precise tracking and control of a full pose of the object to be manipulated is usually less robust and computationally expensive, we integrate vision and control system where the objectives are to provide the discrete state information required to switch between control modes of different complexity. For this purpose, an integration of simple visual algorithms is used to provide a robust input to the control loop. Consensus theory is investigated as the integration strategy. In addition, a general purpose framework for integration of processes is used to implement the system on a real robot. The proposed approach results in a system which can robustly locate and grasp a door handle and then open the door.
Introduction
Robotic appliances are gradually becoming a part of our everyday lives. If these systems are to operate in a complex and unpredictable environment, such as a domestic or office one, there is a high demand for their robustness and flexibility. The major bottleneck and by far strongest limiting factor to a widespread use of these systems is that they still lack the ability to perceive and adapt to complex and unpredictable surroundings. This limitation determines the complexity of the tasks they are capable of performing, since, in a general case, it might not be possible or feasible to know the a priori state of the outside world.
One of the important capabilities of a robot operating in a domestic environment is to perform manipu-lation tasks such as to open doors or fetch objects. For such a system, machine vision is an important sensory modality. With an assumption that the robot is already able to safely navigate through the environment, giving it the ability to manipulate and interact with the surrounding is one step closer to augmenting its autonomy. Mobility implies that manipulation has to be extended from pre-engineered, structured settings into an unstructured and changing environment. The need for both manipulation and mobility challenges us to address the issues of richer and robust sensing and its use in a flexible framework.
Our initial work regarding the issues of flexibility and robustness evolves around visual techniques used to perform the manipulation tasks. We present an application of visual tracking for a door-opener, a robotic platform capable of opening doors. This particular application is part of the efforts toward building a system capable of both mobility and manipulation. As in any real-world task, a number of problems and difficulties arise and some of them are outlined here. The objective is to demonstrate an integration of visual tracking methods for robust operation in the context of a realistic task.
A door-opening task
We address the issues and problems related to the design of a visual system used to perform a door-opening task. One of the major problems to the design of reliable and robust visual servoing systems is coping with a significant change in distance (depth) between the object to be manipulated and the visual sensor. Three views of a door handle taken during a door-opening task are shown in Fig. 1 . The left figure is obtained at the beginning of the task when the robot is placed in front of a door but it does not know where the door handle is. The distance to the door is approximately 1 m. After the door handle is detected, the robot starts to approach the door keeping the handle centered in the image. The middle figure shows the door handle when the robot is at about 40 cm from the door. The figure on the right shows the door handle at the distance of approximately 10 cm from it. Before the grasping can start, assuming that the robot is at the position from which it can grasp the door handle and open the door, the robot has to move an additional 5 cm. These three images show how a significant change in relative distance between the object and the sensor change the appearance of the object. It is thus obvious that, in such cases, it is very difficult or even impossible to find one unified approach to solve the task. In other words, it is impossible to use the same set (type) of features from the beginning step ("I-have-detected-a-door-handle") to the end step ("I-am-near-to-the-door-handle").
It has been proposed in [1] that manipulation skills should be decomposed into varying level of specificity ranging from coarse to fine movements. Accordingly, a range of associated vision algorithms should be developed from observations that are low-dimensional and approximate to those which are multi-dimensional and precise. Following these ideas, robotic manipulation tasks can be solved robustly and efficiently by identifying the level of precision needed at a particular step of the task. Given the required level of precision, a suitable visual algorithm can then be chosen.
The idea of dividing a complex task to a number of simple and easy performable tasks has been studied extensively in the literature. In [2] , the idea of elementary schemas/processes is proposed. Basic perceptual and motion capabilities of an agent inspired by biology are presented. These basic schemas are instantiated based on the task to be accomplished.
In general, a set of steps is usually involved in a manipulation task:
1. Detection/recognition of the object; 2. Alignment/servoing onto object; 3. Preshaping of gripper; 4. Grasping of object; 5. Manipulation and placement of object.
Each of the above-mentioned steps are research area of its own and a number of approaches have been proposed to solve each of them. Some of the solutions, however, forget the "real-time" issue which is a crucial factor in an application such as opening doors. Rather than solving each of the problems in a general way, the problem at hand is studied and it is determined what are the possible solutions that will result in a reliable/robust performance. After the basics are at place, the generality of the solution may be studied. That is, if and how the solution may be scaled to a wider range of problems to design a flexible system. Our reasoning here is that low-level capabilities and simple visual algorithms should be used in a temporal composition framework to design a system capable of solving more sophisticated tasks. This calls for an approach where a complicated task is composed of a few simple ones. Let us consider a typical manipulation task with steps as mentioned above. The first step, detection/segmentation/recognition may be solved using simple visual cues similar to those presented in [8] , where color and image differencing were used together with some a priori knowledge about the object during the initialization step of the visual tracking system. During this step, the precision is not crucial-it is enough to determine if and approximately where, in the image, the object of interest is. On the other hand, the alignment step (or bringing the manipulator to the vicinity of the object) will require higher accuracy. Here, point (center of mass)-based approach may be used as the input to a point-to-point-based visual servoing algorithm. Finally, to grasp the object, a high accuracy will usually be needed. If the previous step did not provide accurate positioning, a model-based approach may be employed (similar to the one presented in [8] ). So, a combination of simple tasks in order to solve a more sophisticated one was the main motivation for the approach taken here. Two important problems are addressed: (i) how to use a multitude of low-level capabilities in a framework capable of error detection and thereafter recovery, and (ii) choice and integration of visual cues to provide fast and reliable feedback to the control system.
In the following section, a brief overview of the overall system is given. Thereafter, the theoretical background and implementation details for the part of the system that relies on the visual input are presented.
System overview
The robotic platform used to perform door opening is shown in Fig. 2 . The robot is Nomadic Technologies XR 4000 with a Puma 560 manipulator on the top. At the end of the last link of the manipulator, a force-torque sensor and a parallel jaw gripper are mounted. A CCD camera, Sony XC-333 with a 6 mm focal length is mounted on the gripper and used during visual servoing.
The problem of opening a door was decomposed into the following steps: (i) move to a position in front of the door, (ii) find the door handle using a camera, (iii) servo on the door handle, (iv) grasp the handle, (v) rotate the handle, and (vi) open the door. Fig. 3 shows the whole process of door opening decomposed into different states together with the sensory input.
Step (i) is accomplished using the general localization and navigation modules of the ISR system [3] .
Step (ii) uses a model-based approach to detect the door handle and will be presented later in the text. The robot then servos towards the door handle. In the vicinity of the door handle, either a vision-based approach or a laser range sensor are used to measure the distance to the door (the reason for using either laser or vision to determine the distance to the door will be discussed in Section 3.4). When the end-effector is about 5 cm away from the handle, a blind grasp is performed since the handle is no longer completely visible in the image (see Fig. 1 , right). This grasp continues in the depth direction until the force sensor indicates that contact is made (step (iv)). The gripper is then closed around the door handle, the door handle is rotated and the door-opening algorithm starts.
Vision system design
Although a number of "door openers" have been proposed in the literature, the main concern was usually put on the door-opening strategy rather then on the detection and servoing to the door handle. In [5] , an approach where the emphasis is on the extraction of visual information is presented. Instead of assuming a perfect positioning in front of a door and performing a completely "blind" grasp, visual input is used to detect a door handle. A number of intermediate target states are defined where vision is used for the purpose of detecting a handle. Visual processing is divided into two different modes: visual search and visual tracking. For the search mode some a priori knowledge is used: the color of the door handle, its position in the world (most of the door handles occur at the waist height), its shape (dominant horizontal edges), it can be modeled by a rectangle, etc. It is argued that even all of these assumptions are valid for a number of different objects in the environment, not all of them will be satisfied at the same time, allowing for the recognition.
Continuing in a similar direction, the task was divided into following states (see Fig. 4 ):
1. Search-move the robot left/right until there is enough information in the image. Use edges and texture. 2. Initialize-construct a two-dimensional, template model of the door handle. 3. Detect-detect a door handle using the constructed template model. 4. Servo-servo on the back-plate using vertical lines. 5. Approach-servo on the door handle using a corner feature. 6. Stop-if a state fails, report the failure.
The robot is first positioned in the vicinity of the door using the navigation and localization modules (see [3] for details). Since these modules cannot position the robot precisely in front of the door or may even fail, vision is used to compensate for this.
Search
The search state is initialized after the robot is positioned near the door it is supposed to open. From a world map, the information about the type of the door handle is received (right or left side of the door, i.e., whether the handle is left-or right-handed). If the localization module fails, the robot will not be positioned accurately in front of the door. This means that the robot (camera) may face a door (but not the handle) or a wall. Both the door and the wall are completely white and there will not be almost any texture detected in the image. For that reason, a search step is used to move the platform for approximately 30 cm to the left and right until there is some "valuable" information (edge/texture-rich regions) in the image. During this step, image gradient I x is computed for the whole image and if it is above some predefined threshold, it is assumed that the robot may be facing a door handle. At this point, vision cannot take care of complete failure of the localization module since the approach proposed here is a simple one. However, during a series of runs the localization system usually made no more than a few centimeters of error in positioning and the proposed approach was therefore also successful. To speed up the process and narrow the search region, a priori knowledge about the height on which door handles appear is used. This height is used to place the manipulator and the camera into a suitable configuration that will ensure the occurrence of a door handle in the image.
Initialize
After the search step is performed, it is assumed that a door handle may be observed in the image. In this state, a model used to detect a door handle is initialized (see Fig. 5 ). The model is a template with a homogeneous background and two cross-like lines. After a number of initial tests, it was noticed that the size of the template has to be made adaptive depending on the size of the door handle in the image. The size of the door handle in the image is a function of camera's distance to the door. For that reason, one should either: (i) determine the approximate distance from the door or (ii) use image information to determine the size of the template. In the first case, a laser sensor may be easily employed to estimate both the distance and the angle of the door with respect to the camera. However, not all the robots are equipped with the laser which, again, calls for the use of vision. The approach developed here uses image gradient I x to determine two vertical lines of similar length placed at approximately same height in the image. This is then used to construct the template model. Here, the following assumption is made: it is known whether the door is left-or right-handed (this information is available from the world model). Depending on that, the image is searched from the left or right for the lines. The distance between the lines determines the width and the height of the template.
Our initial implementation considered the use of color-based segmentation to detect a blob of approximately rectangular shape. As it can be seen in Fig. 6 , the material of the door handle (and the back-plate) is metal which makes it highly specular and almost mirror-like. Most of the doors the robot is supposed to open are situated on one side of a long corridor (see Fig. 2 ). At the opposite side of the doors, there are big windows which cause a significant variation in color during a day for both the handle and the back-plate. For that reason, relying just on the color information was not robust enough and a different approach was taken. This approach is outlined in the following section.
Detect
After the model is constructed, it is used to find a door handle in the image by matching the model to different parts of the image. Here, cue integration by consensus is used to find the initial image position of the door handle given in the model. Two visual cues are employed here: color and image gradients. Since there are just two cues used, we have adopted some ideas from consensus theory to develop a voting rule. We start by a brief overview of the 
In consensus theory, the information from different processes is aggregated by a global membership function, M. The data are classified according to some maximum selection rule into given a number of information classes (in our case, information classes are color and gradient). We address the case of two cues and set of possible values being V = [0, 1]. Given the output of each cue, the combination formula obtained is called a consensus rule. The two most commonly used consensus rules are:
where LOP represents linear opinion pool and LOGP represents logarithmic opinion pool. After the aggregation using a global membership function, the data are usually classified using the maximum selection rule. If the action space A is an image, LOP and LOGP might be used in two different ways:
(i) For each pixel, posterior probabilities p(c i |z i ) are computed. A consensus rule is then used individually for each pixel giving a probability value for a pixel of simultaneously belonging to the desired classes. (ii) For each cue c i , a consensus rule is used to find one pixel in the image with the highest probability of containing the desired value. After that, a consensus rule might be used again to integrate the outputs from individual cues.
The following approach has been taken here: for each pixel in the image, the direction of the gradient is estimated. This is then used together with the intensity value of each pixel to estimate the "degree of membership" with respect to the desired value or p(c i |z i ) using Π -function in a form of a look-up table: 1
where c * is the desired value and β the allowed deviation. Concerning the gradient, the desired value is either 0 or π/2, the image is searched for the pixels lying on a vertical or a horizontal edge. For the second cue, the desired value is determined by the "learned" color of the door handle. This value is generated off-line using a set of images taken during different lighting conditions. The gradients are denoted with c 1 , c 2 and color with c 3 . In Fig. 5 , an example of this approach is presented where an image of a door handle is presented together with the examples after a Π-function was applied to the image. Cues are assumed to have equal reliability, λ 1 = λ 2 = 0.5. For each pixel in the image, a linear opinion pool is used to estimate the probability that a pixel belongs to a vertical or horizontal edge and contains the desired intensity value as following:
Using the template model, image region that best fits to the model is chosen. Sum of squared differences (SSDs) correlation is used to fit the model to the image data. It is required that the minimum of the SSD is less than some predefined threshold, otherwise a failure is reported. This approach was tested for many different robot positions for cases where the door was either closed or open. The results from a few runs are shown in Fig. 6 . The size of the overlaid model (black lines) is different depending on the size of the back-plate.
Reliability
Since the response of the color and gradient are fused they are considered as working in parallel. With an assumption of statistical independence between cues, the outcome of a cue, in terms of success or failure, can be described by a Bernoulli random variable. That is, C : C = 1 when the outcome of a process is successful (or larger than some threshold) and C = 0 if it is a failure. The probability mass function of C is given by
Given n processes with reliability λ k , k = 1, . . . , n, the reliability of the system can be computed in following way:
r(λ i , . . . , λ n )
which for λ 1 = λ 2 = 0.5, yields r(λ 1 , λ 2 ) = 0.75, i.e., the reliability of the system where two cues are used in parallel is higher than the reliability of each cue individually.
Servo and approach
After the door handle is located, the servo state is entered. At the beginning, two vertical line trackers are initiated. The first line tracker is initiated at the image position where the template model was fitted to the image (see Fig. 6 ). The second line tracker is initiated for the nearest vertical line of same length (searching on the left or right depending on the type of the door handle). After the trackers are initiated, the lines are continuously tracked in the image. To track the lines, the ideas for fast line tracking described in [6] are adopted. The image positions of the lines are used to control the motion of the robot. The robot is controlled so that, while approaching the door, the door handles (vertical lines), are kept centered in the image. When the camera (robot) is approximately 10 cm from the door, the vertical lines of the back plate are almost out of the image and cannot be used anymore for tracking. Therefore, the approach state is used to guide the final positioning of the robot in front of the door handle. Here, a corner between the handle and the plate is tracked (see Fig. 6 ). For the final positioning, Fig. 7 . A few example frames taken during a door-opening sequence. The robot starts from a distance of about 1 m from the door. After the door handle is detected, visual feedback is used to servo the robot at the position from which the grasp can be performed.
this corner has to be centered in the image. When the end-effector is about 5 cm away from the handle, the grasp state is initiated where a "blind" grasp is performed using a force-torque sensor (for details, [4] is referred).
A natural question here is why vertical lines are tracked at all and why corner tracking is not used during the whole servoing task. The reason is simple to determine the distance from the door. With an assumption that the robot is approaching the door in the direction perpendicular to it, the distance between the lines are used together with camera parameters to estimate the distance. This way it is known how far away from the door the robot is and when the servoing should stop to change the state to grasping. During experimental evaluation, it was noticed that specular reflections significantly affect the detection of vertical lines and therefore the estimation of the depth. There are two solutions to this problem: temporal filtering or the use of a laser range sensor. The latter approach was already tested and satisfactory results were obtained. The former solution is currently investigated since not all of the platforms are equipped with a laser.
Stop
As presented in Fig. 4 , at this point two of the states report if they fail to perform their task: initialize and detect. If, for some reason, the template is not initialized or if a door handle is not detected, the states are considered failed and a failure message is generated. This message is taken care of by a dedicated process in order to perform an adequate measure.
A few images taken during the execution of door opening are presented in Fig. 7 . The robot starts from a distance of about 1 m from the door (first row, left). The arm is placed into a configuration such that the camera placed on the end-effector is at about waist height. This way, it is ensured that a door handle will be observed in the image. The robot starts to search for a door handle and after it is detected, the robot starts to servo on it (first and second rows). After the final position is achieved, the grasping starts and the door is open (third row).
Control system
The described system could be implemented in a way that is dedicated only to this particular task. However, since it has quite a few states and the complexity is fairly high, a more general purpose framework for integration of processes was used. The benefits of this approach is of course that the door-opening system can easily be extended or integrated in a larger robotic system. The details of this framework, distributed control architecture (DCA), can be found in [9] . DCA is a system for hierarchical composition of processes that is transparent to the location (host) of the processes. In particular, there is a process algebra controlling the execution and evolution of the states. This formal model of computation was developed by Lyons and Arbib [10] .
The system to implement in the framework of DCA is the one depicted in Fig. 4 . A natural approach to break the system down into manageable pieces was to use one process for each state. This also increases the flexibility and reusability of the components. The resulting processes then became the ones in Fig. 8 . Note that although the arrows indicating the data flow intersect, the processes they are associated with do not necessarily run concurrently.
In the formal model of computation that is implemented in DCA there exists a number of operators. These will not be described in detail here, but to get some insight in the following it can be said that ',' means concurrent execution, ';' means sequential execution, ':;' can be compared to a while statement and '#' is a disabling operator.
There is one process that will run all the time regardless of the state and that is the motion control. However, when the state of the system changes the motion control changes input source. The sequence of actions then is Search, Initialize, Detect, Servo and Approach. In the event that Servo loses the view of the door handle, the Detect state is entered again. Omitting some technical details of the specification language, a system with these characteristics can be described with:
MotionControl, ((Search;Initialize; Detect;(Servo:; Detect); Approach)#Monitor Failure); Stop As indicated in Fig. 8 , the processes Search, Servo, Approach and Stop all send motion commands to the MotionControl module, but not at the same time as can be seen in the above. The states (processes) that can report fail, i.e., Initialize and Detect also send information to the process MonitorFailure whose only purpose is to disable the sequence of actions if a failure is reported.
Naturally, many implementation details have been excluded, but it is clear that the control and understanding of the complete system is confined to relatively few lines of code in one place. Also, the door-opening skill can now be easily integrated in a larger system.
Summary and discussion
Beside mobility, one of the prerequisites of a robotic system operating in a domestic environment is the ability to manipulate objects, to perform pick-and-place tasks, to fetch mail, open doors, etc. We have presented a robot capable of opening doors. Although the most important issue here is the design of the overall system, the main emphasis was on the presentation of the part of the system providing visual feedback for the control of the robot.
It has been pointed out that one of the major challenges is to develop a visual feedback that is flexible, robust and computationally inexpensive. The example presented here demonstrates that a sophisticated task may easily be solved by dividing it to a number of task of low complexity. The problems of detection and tracking were addressed where simple approaches were used to design algorithms that have proven to be robust during many test runs.
The "door handle detector" is by no means a general one-at this stage the algorithm cannot be applied to an arbitrary door handle. Both environmental-(left-or right-handed) and appearance-based constraints were used in the design of the door handle detector. However, it is shown that even with a simple model, a door handle is successfully detected from many different viewing positions and under different lighting conditions. The simplicity of the model makes things more difficult in case of clutter. Some of the presented figures showed that the approach works well even if the door is not completely closed. However, a highly textured door or cases where the door is open so that more than a half of the image is occupied by the background would probably be quite a challenge for the algorithm. Cases like these are part of the future work.
One more important issue is error recovery or the ability to detect the error and, if possible, to continue to perform the task after that. In the presented framework, recovery from failures in connection with the vision system (temporal occlusion, lost of tracking) is possible. Although just two of the presented states have this ability, extensions for all of the states involved are currently considered.
One of the interesting issues is also the scalability of the approach. In other words, can tasks like fetch mail or use elevator be performed in a similar manner. The first task, fetch mail was already considered and implemented (see, e.g. [7] for one of the early efforts). A number of states similar to the ones discussed here were defined: detect, servo/approach, fetch. In addition, a set of similar visual cues was employed (color, gradient). The important question here is the choice of elementary strategies that the system should have. In order to make a general, easily reconfigurable system capable of executing a large variety of tasks, one has to address the question of task representation. The representation of the task at hand requires serious and deep analysis which gives us a plenty of ideas and a direction for future work. 
