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The forces that control peptides conformations in solution have intrigued scientists over
the decades. Understanding the former is of high interest, since they present a direct
impact in the function and stability of enzymes and proteins.
The emphasis of this work is on the study of peptide-ion interactions, as well as the
effect of the solvent in the overall peptide conformation. The latter was explored for
the specific case of β-peptides. These are known to present an intrinsic propensity to
fold into a variety of secondary structures. These features were verified in a variety of
solvent environments and peptidic chains.
In the present thesis, one proposes to study such effects by quantum mechanics. From
the several methods available, one gives focus to local correlation methods, namely
LMP2. Solvent effects were introduced by using an implicit solvation model. For the
latter, COSMO was the model of choice. The COSMO-LMP2 model was shown to be
quite promising in the treatment of amino acid-anions specific interactions, as well as
in the study of the stability of β-peptides conformers. The final work is dedicated to
the development of a Perturbative Monte Carlo QM/MM scheme. Under this approach,
the MM steps are treated perturbatively in their interaction with the QM system. The





BSSE Basis set superposition error
cis-ACPC cis-2-aminocyclopentanecarboxylic acid
cis-FAA cis-3-aminotetrahydrofuran-2-carboxylic acid
COSMO Conductor-like screening model
CSM Continuum solvation model
DF Density-fitting
DFT Density functional theory
FF Force field
GGA Generalized gradient approximation
HF Hartree-Fock approximation
LDA Local density approximation
LMO Localized molecular orbital




MP2 Møller-Plesset pertubation theory of second order
OPLS Optimized Potentials for Liquid Simulations
PCM Polarizable continuum model
PertMC Perturbative Monte Carlo
PES Potential energy surface
QM Quantum Mechanics
QM/MM Quantum Mechanics/Molecular Mechanics
SASA Solvent-accessible surface area




The study of the physical chemical processes that control the conformational behaviour
of peptides in solution is the centrepiece of this work. It has been the subject of research
for generations of scientists, as we try to better understand the functionality and stability
of proteins and enzymes.
In the later years of the nineteen century, Franz Hofmeister explored the stability of
proteins in ionic aqueous solution. The experiments involved the addition of several salts
to a solution of egg-white protein. He verified that some salts lead to the precipitation
of the protein (salting-out) while others maintained the protein in solution (salting-in).
Following his observations, he ordered the ions in a series which bear his name, the
Hofmeister series. This discovery had a significant impact towards proteins purification,
and is still used in our days for such purpose. However, the effects behind such processes
are not completely understood. They were originally explained in terms of the ion effects
in the hydrogen bond network of liquid water. However, recent experimental findings
contradict such theory.1–3 They lead one to believe that ion-water interactions do not
play a major role. Therefore, one needs to take into consideration other effects, such as
ion-protein and protein-water interactions. Part of the present manuscript is dedicated
to explore ion-protein specific interactions in solution.
Natural proteins are predominantly built from α-amino acids. Closely related are
the β-amino acids, which are mostly synthetic. These present an extra carbon be-
tween the amine and the carboxyl groups. This allows them to fold into several sec-
ondary structures, such as helices and sheet like conformations, separated by only a few
kcal·mol−1 in the potential energy surface with high dependence on the solvent. Con-
trary to α-peptides, they present high resistance to enzymatic degradation. In this way,
although unnatural, with the exception of β-alanine, this family of peptides present a
high potential in drug design. In this work one makes use of the high variety of sec-
ondary structures adopted by β-peptides to better understand the solution impact on
the interactions between the peptidic chains.
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In computational studies, the effect of the solvent can be simulated explicitly or im-
plicitly. In the first case one makes use of an atomistic description of the solvent,
while in the latter the solvent is represented by a dielectric continuum.4,5 The use of
explicit solvent models is commonly found in Molecular Dynamics and Monte Carlo
simulations. The main disadvantage of such approaches is the need of a high number
of solvent configurations in order to obtain a reasonable description. Models that use
an implicit approach are known as continuum solvation models (CSMs).4,5 Among the
various CSMs developed to date, the conductor-like screening model (COSMO)6,7 is one
of the most popular approaches. It holds a low computational cost and has proven to
deliver good accuracy in the treatment of polar solvents. Alternative formulations, such
as the polarizable continuum model (PCM),8,9 may hold more developed approximations
for the external potential or even include empirical corrections for dispersion.10 These
may prove important when dealing with apolar solvents, where the latter forces have
a stronger weight in the overall interaction. However, the agreement between different
CSMs is fairly good, and for most applications the computed results will not depend
strongly on the choice made.
When compared with an explicit solvation model the use of CSM avoids the need of
an extensive search of solvent configurations treated with statistical mechanics. This
results in significant computational time savings. In this way the use of CSM is quite
advantageous, but in circumstances where specific interactions between the solute and
the solvent are important an explicit description of the latter is necessary. This is
considered to be the main disadvantage of the CSMs. A possible way to overcome this is
to introduce some explicit solvent molecules in areas where such interactions take place,
and simulate the effect of the rest of the solvent by a CSM. As an alternative one can
make use of hybrid QM/MM methods.
In QM/MM schemes the solvent is treated explicitly, while a specific solute can be
treated by quantum mechanics.11–14 Assuming a solvated biomolecule, the latter could
be treated at the QM level, while the solvent is treated at the MM level through the
use of a force field. Time development, however, requires that both solute and solvent
energies/gradients are computed at each step. This leads to a high computational cost
since the number of degrees of freedom to be sampled in solution is extremely high.
The latter could be alleviated if one could decouple the QM from the MM movements.
Such an approach was proposed by Truong et al. in the development of a perturbative
Monte Carlo QM/MM scheme.15,16 The main advantage of such method if the fact that
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it avoids the need to perform a full QM calculation per every solvent movement. This
method has been explored in this work in an attempt to bridge explicit and implicit
solvation models.
In the quantum mechanical methods the main challenges, besides the choice between
the several approaches available, is the scaling of the computational time with the system
size. This mainly results from the use of canonical orbitals as for example in Hartree-Fock
and post-Hartree-Fock methods, the latter used in the treatment of electronic correlation.
A way to overcome such disadvantage was proposed by Pulay and Saebø in the late years
of the past century.17–21 Taking into account the local character of dynamic correlation,
the authors proposed to treat the correlation through local orbital spaces. This lead
to a large family of local correlation methods. The latter became over the last years
an established approach for the study of ground state properties, with extensions to
excited states already developed.22–24 Not only do they accomplish drastic savings in the
computational cost, they also reduce the basis set superposition error by construction.
Such properties make them state-of-the-art tools in the study of weakly interacting
systems. Although it would be of great interest to use such methods in the treatment
of condensed systems, applications have been mostly restricted to gas phase molecules.
In this way it would be advantageous to couple such approaches with CSMs.
One starts in Chapter 3 by discussing an implementation of COSMO-LMP2 analytical
gradients and its use in the optimization of molecular structures in solution. A bench-
mark study is presented involving several model systems. The geometries obtained at
the COSMO-LMP2 level of theory were characterized and compared with the canonical
approach. An extension to the evaluation of the interaction energy between an amino
acid model system, halide anions and water is also presented for gas phase and solution.
At the end of the chapter one presents a complementary study that involves the ap-
plication of COSMO-LMP2 in the study of the conformational stability of a β-peptide
tetramer.
In Chapter 4 one probes the interaction of specific anions with several amino acids
in solution through the use of COSMO-LMP2. In order to address the ionic affinity
toward different amino acid residues, one focuses on anions with the same valence,
specifically halide anions. The latter are positioned in the Hofmeister series in the
relative order [F− > Cl− > Br− > I−], where I− is a salting-in anion, and at the left
end, F− (salting-out). A detailed view of the interaction energy of such systems is
presented. Based on the latter the ordering of the anions in the mentioned series is
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discussed and their effects towards protein stability in ionic solutions.
Chapter 5 is dedicated to the study of the conformational landscape from β-peptides
in solution. The latter are known to present a more flexible backbone than α-peptides.
In this section one studies the effect of the side chain, as well as solvent environment on
the folding of such peptides. For this purpose several hexapeptides composed of different
β-amino acids were investigated. The latter are separated into two groups, amino acids
with cyclic and aliphatic side chains. The conformations were analysed in gas phase and
in solution, where the effects of the latter were introduced by the COSMO model.
Chapter 6 is dedicated to the implementation of a Perturbative Monte Carlo QM/MM
based on the seminal work of Truong et al.15,16 This approach is based on the assump-
tion that a movement of a molecule in the MM region does not affect significantly the
wavefunction from the QM molecule. This allows one to treat the MM movements per-
turbatively. This procedure avoids the need to perform a full QM calculation for each
MM step, the first is only executed after a certain number of perturbative steps in order
to update the wavefunction of the QM part. One presents details of such pertubative
approach as well as some preliminary results.
2 Theoretical background
2.1 Quantum Mechanics
In Quantum Mechanics, all the system information can be found in its wavefunction,
Ψ. In order to access a certain property, one needs to apply the appropriate operator to
the wavefunction. An example is the Schrödinger equation. In the latter the energy of
a certain state is obtained by applying the Hamiltonian operator to the wavefunction.
For a system composed of M nuclei and N electrons in the absence of an external


































In the former the indices i and j are related to the electrons, while the indices A and
B run over the nuclei. M and Z represent the masses and atomic charges, respectively,
and r is the interatomic or interelectron distances.
Using the kinetic and potential operator notation to describe each term of equa-
tion (2.1) one obtains
Ĥ = T̂e + T̂n + V̂ne + V̂ee + V̂nn. (2.2)
In the previous equations (2.1 and 2.2) the first two terms take into account the elec-
tronic (e) and nuclear (n) kinetic energy, while the remaining are related to Coulombic
interactions. The latter include the attraction between electron and nuclei, the repulsion
between electrons and repulsion between nuclei.
The analytical resolution of the Schrödinger equation can not be obtained for a many-
electron system. This is manly related to the fact that the eigenfunctions of the Hamil-
tonian, in equation (2.1), depend explicitly on the coordinates of all electrons and nuclei
of the system in study. In order to overcome this problem, one can make use of a sim-
plification proposed by Julius Oppenheimer and Max Born,25 which allows one to treat
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the motion of electrons and nuclei separately.
The Born-Oppenheimer approximation is based on the fact that the nuclei are much
heavier than the electrons. When compared to the nuclei the electrons move at a much
higher speed. In this way the nuclei can be considered as fixed when compared to the
electrons and the Coulombic repulsion between the nuclei considered as constant.
This approximation simplifies the eigenvalue problem, since the electronic wavefunc-
tion is parametrized in relation to the nuclei depending only on the coordinates of the
electrons. This although considered a mild approximation, leads to the fundamental
concept of a potential energy surface (PES), where the latter is defined as the elec-
tronic energy over all possible nuclear coordinates.26 Such approximation breaks down
when two solutions (states) of the electronic Schrödinger equation come close together
energetically, as in the case of conical intersections.27
A consequence of this approximation the total energy of the system can be defined as








where the electronic energy, Eelec, can be obtained by solving the time-independent
Schrödinger equation only for the electronic degrees of freedom. One can then rewrite
the Schödinger equation as
ĤelecΨelec = EelecΨelec. (2.4)
where Ψelec is the wavefunction for the N electrons present in the system.
Since one is focused in discussing the electronic eigenvalue problem one will omit from
now on the elec subscript in equation (2.4). The Coulombic repulsion between nuclei
(V̂nn) will also be omitted from now on, but the addition of the latter can be made a
posteriori in order to obtain the total energy of the system. In the previous equation the
Hamiltonian operator is Hermitian, the eigenvalues are real and its eigenfunctions are
orthogonal, normalized and form a complete set.27 The wavefunction must present the
following properties: it needs to be continuous, single-valued, square integrable, must
not be zero everywhere (if this was true the system just does not exist) and must vanish
to infinity.28
Let us assume that one picks a trial wave function, Φ, that obeys to the above men-
tioned constraints and that is operated by the Hamiltonian. If {Ψi} is the complete set






where ci are the coefficients on the basis formed by the eigenfunctions. The energy























where δij is the Kronecker delta, whose value is 1 when i = j otherwise is 0. One can
see that the trial energy is defined as the sum of the eigenvalues of Ĥ weighed by the
coefficients ci.26 In the set of all possible Ei there must be one that presents the lowest
energy possible. The latter is the ground state energy (E0). Therefore the trial energy
must be larger or equal to the ground state energy (Etrial ≥ E0). By definition, (Ei−E0)
must be greater than or equal to zero,26 so that
⟨Φ|Ĥ|Φ⟩ − E0 ⟨Φ|Φ⟩ =
∞∑
i
c2i (Ei − E0)





A consequence of the Variational Principle is that any energy obtained with the trial
wavefunction will always be higher than the exact energy of the system. Therefore the
solution of the Schrödinger equation can be formulated as a minimization problem.
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2.1.1 Hartree-Fock
In order to solve the Schrödinger equation to a system of N -electron, one can make use
from the Hartree-Fock (HF) approximation. In the latter the wavefunction of a system





ψ1(x1) ψ2(x1) · · · ψN(x1)
ψ1(x2) ψ2(x2) · · · ψN(x2)
... ... . . . ...
ψ1(xN) ψ2(xN) · · · ψN(xN)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= Ψ(x1,x2, . . . ,xN), (2.8)
where N is the normalization constant, ψ are molecular spin orbitals and x is the vector
with both spatial and spin coordinates from the electron i, xi = {ri, si}. For a closed
shell configuration, one can use the same spatial orbitals, ϕ, for both α and β spin
electrons.
A Slater determinant is only exact for non-interacting systems. The former is known
to assure the antisymmetry of the wavefunction when applied to a system of N -electrons.
As a first approximation the HF takes advantage of the last property and applies it to
an interacting system. This simplification is the basis for general wavefunction theory.
Solving the Schrödinger equation under this ansatz means finding a set of spin orbitals
that build the single Slater determinant with the lowest energy.
According to the Slater-Condon rules29 when the Hamiltonian operates on a Slater
determinant it generates a sum of one- and two-electron contributions.29 So when this
operates on the determinant (2.8) for the closed shell system taking already into account
the spin integration leads to29

























respectively. In the previous equations Jij is the Coulomb integral which represents the
classical repulsion between two electrons occupying two spatial orbitals i and j, while
Kij is the non-classical exchange integral. In the case of i = j both integrals cancel out
since an electron does not interact with itself.
The set of orbitals that minimize the HF energy, EHF , can be found using the La-
grangian function
L = EHF − 2
N/2∑
ij
lij(⟨i|j⟩ − δij), (2.12)
where EHF is defined as in equation (2.9), the lij are the Lagrange multipliers and ⟨i|j⟩
is an overlap integral. Since L is real and (i|j) = (j|i)∗ then lij = l∗ji. Under an
orthonormality constraint, ⟨i|j⟩ = δij , the minimal energy can be obtained by setting





lij |j⟩ , (2.13)
where f̂ is the Fock operator. The latter is defined as




= ĥ(i) + ĝ(i)
(2.14)
where ĥ(i) is a one-electron operator and ĝ(i) is a two-electron operator. The latter
represents the mean field potential generated by the electrons. J andK are the Coulomb
10 Theoretical background







Any single determinant wavefunction contains a certain flexibility and the spin orbitals
can be mixed without changing the eigenvalue. In order to obtain HF in the canonical
form one needs to diagonalize the Fock operator (equation (2.13)) using an unitary
transformation of the spin orbitals.29 This gives origin to the so called HF canonical
equations:
f̂ |i⟩ = εi |i⟩ , (2.17)
where eigenvalues εi are the orbital energies.
The Hartree-Fock approximation simplifies the N -particle problem to a set of coupled
equations. Under this approximation each electron only feels the average potential pro-
duced by all the other electrons. These are in fact a set of pseudo-eigenvalue equations
since the Fock operator depends on all occupied molecular orbitals.27 One Fock orbital
can only be determined if all the occupied molecular orbitals are known, therefore the
problem needs to be solved iteratively.27 In order to solve these equations one question
still remains, the definition of the spatial orbitals.
For a molecular system the spatial molecular orbitals are described as a linear combi-





where χµ is an atomic orbital and Ciµ is the coefficient matrix. The Hartree-Fock energy
























where hµν and fµν are integral matrices for the operators ĥ and f̂ in the atomic orbital
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that are in great number.29 The calculation and transformation of these four-index two
electron integrals lead to a scaling O(N 4) where N is a measure of the system size.26
Hartree-Fock is able to retrieve as much as 99 % of the total energy for simple organic
molecules.30 The remaining energy is due to instantaneous interactions between the elec-
trons, designated as electron correlation. The latter is indispensable when describing
reactions where bond breaking and bond formation are involved.30 The electron cor-
relation energy can then be defined as the difference between the HF energy and the
total non-relativistic energy of the system.30 In order to retrieve this energy one can
make use of so called post-Hartree-Fock methods. The choice of the latter can then be
a compromise of accuracy and computational time, since not all are feasible due to the
dimensions of the system. Perhaps the most commonly used correlation methods are
based on Møller–Plesset Perturbation Theory. This will be discussed in the following
section.
2.1.2 Møller-Plesset Perturbation Theory
Møller-Plesset Perturbation Theory takes advantage from the fact that HF theory is
able to describe quite well the energy of the system and introduces into the Hamilto-
nian an additional term in order to retrieved the dynamic correlation. In this way the
Hamiltonian is composed of two parts, one reference Ĥ(0) and one perturbation Ĥ(1).
Introducing this approach in the Schrödinger equation, this will take the form













Ĥ(1) = Ĥ − Ĥ(0).
(2.23)
The choice of the unperturbed Hamiltonian in the form of a sum over Fock operators
leads to the so called Møller-Plesset (MPk) perturbation theory, where k is a cardinal
number that indicates the order of the perturbation. According to Rayleigh-Schrödinger
perturbation theory one can estimate the eigenfunctions and eigenvalues of a more com-
plex operator, taking advantage of a simpler one.27 This is done by expanding the eigen-








λkΨ(k) = Ψ(0) + λ1Ψ(1) + λ2Ψ(2) + · · · ,
(2.24)
where the superscripts k are the order of correction to the zeroth order. Inserting
equation (2.24) in (2.22), one obtains a set of equations
λ0 : Ĥ(0) |Ψ(0)⟩ = E(0) |Ψ(0)⟩
λ1 : Ĥ(0) |Ψ(1)⟩+ Ĥ(1) |Ψ(0)⟩ = E(0) |Ψ(1)⟩+ E(1) |Ψ(0)⟩
λ2 : Ĥ(0) |Ψ(2)⟩+ Ĥ(1) |Ψ(1)⟩ = E(0) |Ψ(2)⟩+ E(1) |Ψ(1)⟩+ E(2) |Ψ(0)⟩
· · ·





MP takes as a reference the HF wavefunction Ψ(0) = ΨHF . In order to obtain the
correlation energy one needs to multiply equation (2.25) on the left by |Ψ(0)⟩ which
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leads, in the case of second order, to
λ0 : E(0) = ⟨Ψ(0)|Ĥ(0)|Ψ(0)⟩
λ1 : E(1) = ⟨Ψ(0)|Ĥ(1)|Ψ(0)⟩
λ2 : E(2) = ⟨Ψ(0)|Ĥ(1)|Ψ(1)⟩ .
(2.26)
From the previous equations one can see that the sum of the two first order terms (0, 1)
give the HF energy, EHF = E(0) +E(1). The first correction to the reference energy will
be obtained at second order. This requires a first order wavefunction (Ψ(1)). According
to the Brillouin’s theorem single excited determinants do not interact with the reference
determinant.27 In this way Ψ(1) is expanded in doubly excited determinants, Φabij .31 The
latter is defined with the help of second quantization31 as
|Φabij ⟩ = ÊaiÊbj |ΨHF ⟩ , (2.27)
where the Êmn is a single excitation operator that excites the electron from the occupied
orbital n to the virtual orbital m. The first order wavefunction Ψ(1) is then constructed











where T ijab are the amplitudes. The single excitation operators in equation (2.27) com-




ba. The definition used for the double excited
configuration in equation (2.27) presents the disadvantage that these are not orthonor-
mal. The problem can be alleviated through the use of contravariant configurations Φ̃abij

































The contravariant configurations have the following properties:
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⟨Φ̃abij |Φcdkl⟩ = δacδbdδikδjl + δadδbcδilδjk
⟨Φ̃abij |Ψ(1)⟩ = T
ij
ab




where Kijab is an exchange integral. Taking into account the expression for the energy
E(2) in equation (2.26), one can them define the MP2 energy contribution as
E(2) = ⟨ΨHF |Ĥ(1)|Ψ(1)⟩












































where fmn are elements of the Fock matrix. When canonical orbitals are used, fmn = εmδmn
and the previous expression is reduced to
T ijab = −
Kijab
(εa + εb − εi − εj)
. (2.34)
Taking into account the second order energy present in equation (2.32), the canonical









εi + εj − εa − εb
. (2.35)
MP2 is known to retrieve about 80 to 90 % of the correlation energy for organic
molecules.27 MP2 presents a scaling of O(N 5). This approach is one of the most used
post-HF methods to date.26,27
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2.1.3 Local Correlation Methods
Dynamic correlation is a short range effect that decreases with r−6 as the dispersion
energy. The high computational cost of treating this effect arises from the use of canon-
ical orthogonal orbitals that are delocalized over the entire system. A way to overcome
this effect is to take advantage of such short-range character and to treat correlation
through local orbital spaces. For this effect Saebø and Pulay proposed the use of non-
orthogonal virtual orbitals.17,18,32 It was demonstrated that with a moderate truncation
of the configuration space, about 98 % of the correlation energy could be recovered when
compared with the correspondent canonical approach.33
Local molecular orbitals (LMO) can be obtained from the HF canonical orbitals by










where the canonical molecular orbitals are expressed as a linear combination of atomic
orbitals. This transformation retains the requirement of orthonormality. Several lo-
calization schemes have been proposed, like the Pipek-Mezey34(PM), Boys35(B) and
Edmiston-Ruedenberg36(ER). In the B localization one maximizes the distance between
orbital centroids, while in the ER method one maximizes the repulsion between or-
bitals.35 Unsaturated bonds in the first normally appear as banana shaped, while the
ER method gives conventional σ and π bonds. As in the case of the latter, the PM
localization scheme is able to separate between σ and π orbitals by maximizing the
orbitals partial charges. An alternative scheme using natural local atomic orbitals has
been proposed.37
The LMOs are projected from the AOs. The resulting orbitals are known as projected
















where P is the projection matrix. The latter can be expressed as




where Cocc and Cvirt are the MO coefficient matrices for the occupied and virtual space
respectively and S is the overlap matrix. This approach has the following properties.
(1) All used orbitals are localized. (2) All the occupied orbitals are orthogonal between









(4) Since the virtual space is not orthogonal, there must be linear dependencies.
Methods that take advantage of such localization procedure are known as local meth-
ods. In order to distinguish them from a canonical approach the prefix “L” is added.
In this fashion the MP2 theory when used under a local approach is denominated as
LMP2, as for CCSD will be LCCSD. This family of local methods is implemented in the
Molpro quantum chemistry package.38
In local methods one restricts the excitations from an occupied orbital to a nearby
virtual orbital space. Such constraint will contribute to a lower scaling when compared
with the respective canonical method. The subset of PAOs next to a localized molecular
orbital i is called the domain of i ([i]). The selection of the PAOs can be achieved by
several orbital domain selection criteria, like the method proposed by Boughton and
Pulay (BP),35 and the natural population analysis (NPA).37 The latter exhibits a lower
basis set dependency.37
A single excitation from an occupied molecular orbital i to a virtual orbital s is only
possible, if s belongs to the domain of i ([i]). In the same fashion, one can describe
double excitations from occupied molecular orbitals i and j to virtual orbitals s and t,
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ij → st, only if st ∈ [ij], where [ij] = [i]
∪
[j]. A consequence of such a truncation is
that for a given pair the amplitudes do not increase quadratically with the system size,
but instead become independent of the molecular size.31
Domain truncation schemes by itself do not impose linear scaling relative to the system
size. Since electron correlation is a short-range effect, one would expect that orbital pairs
that are very far apart have only a slight contribution to the correlation energy. This
results in a second approximation in local methods. The orbital pairs are classified
according to the distance between them and a hierarchical treatment is used.
The orbital pairs are divided in five classes: strong pairs, close pairs, weak pairs,
distant pairs and very distant pairs. If one considers Rij as the distance between two
LMOs i and j, then Rc > Rij one has the strong pairs, when Rw > Rij ≥ Rc one has close
pairs. The weak pairs are considered in the interval Rd > Rij ≥ Rw and distant pairs
for Rvd > Rij ≥ Rd. Very distant pairs are those for which Rij > Rvd. The constants
Rc, Rw, Rd and Rvd are distances, with values of 1, 3, 8 and 15 Bohr respectively.38 The
very distant pairs are neglected since their contribution to the total correlation energy
is negligible. The strong pairs are treated at the higher level of theory, i.e. in LMP2
these are treated at the MP2 level while in LCCSD this are treated at the CCSD level
of theory. The remaining pairs are treated hierarchically with several approximations
according to the local method. In the present work one made use only of the LMP2
method.
In order to obtain the LMP2 energy, one can define the first order wave function in







T ijrs |Φrsij ⟩




where P is the pair list which contains the pair domains [ij]. |Φrsij ⟩ is a double excited de-
terminant, while r and s are indices for the non-orthogonal PAOs (virtual space).31 Tak-
ing into account the residuals equation from canonical MP2 present in equation (2.33),
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where the matrix S̃rs is the overlap matrix in equation (2.39). In the local basis the
Fock matrices f are not diagonal. In order to solve the doubles residual equation in the
PAO basis for the amplitudes one needs to perform it iteratively.31 A more complete
derivation from the LMP2 equations is available in Reference [31]. The second order







2T ijrs − T ijsr
)
Krsij , (2.42)









One should notice that in order to solve the residuals one only needs to solve a small














which represent the most expensive part from the LMP2 calculations. But due to domain
pairs and distance approximations the method runs much faster than canonical MP2.
LMP2 analytical gradients have been developed by Werner et al..41,42 LMP2 with density
fitting approximations has been shown to improve the speed of the calculations relative
to the basis set size with negligible errors added.43
Treating the occupied and virtual space with local approximations allows one to decom-
pose the interaction energy through an analysis of the excitations. A scheme illustrating
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this analysis is given in Figure 2.1.
Considering the interaction between two monomers, the interaction energy can be
decomposed into:44
• Intramolecular correlation effects that result from the double excitation from LMOs
and the pair domains belonging to the same monomer, Figure 2.1-a)
• Dispersive effects, that result from single excitations from the LMOs of each
monomer to the domain that belongs to the respective monomer, Figure 2.1-b)
• Dispersion-exchange effects that result from cross single excitations from the LMOs
of each monomer to the virtual space from the other monomer, Figure 2.1-c)
• Ionic effects that result from the excitation of electrons in the occupied LMOs from
monomer A to the corresponding virtual space in A and electronic transfer from
the monomer B to the virtual space of A, i.e. i→ [i] and j → [i], where i ∈ A and
j ∈ B, Figure 2.1-d)
a) b) c) d)
Figure 2.1: Schematic representation of possible double excitations in local correlation methods applied
to intermolecular interactions between two monomers A and B. The rectangles represent
ground and excited states of theses two monomers and the arrows excitations. The several
components in the interaction energy are: a) intramolecular correlation, b) dispersion, c)
dispersion exchange and d) ionic effects
Double ionic substitutions from the type j → [i] and j′ → [i] as well as ones from the
type i → [i] and i′ → [j] are excluded by construction. The schematics of such effects
that are not taken into account in local methods are represented in Figure 2.2. The
first is the main responsible for basis set superposition errors (BSSE).44 Neglecting this
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a) b)
Figure 2.2: Schematic representation of possible double excitations that are excluded from local cor-
relation methods applied to intermolecular interactions between two monomers A and B.
The rectangles represent ground and excited states of theses two monomers and the arrows
excitations. The components in the interaction energy are: a) BSSE and b) ionic.
last two effects may result in a reduction of the correlation energy up to 10 % when
comparing LMP2 with MP2.44
2.1.4 Density Functional Theory
The methods presented so far are known as wavefunction methods, an alternative to the
latter is density functional theory (DFT). The main motivation of the latter is to be
able to calculate the energy of a system avoiding an explicit solution of the Schrödinger
equation. In order to achieve this, DFT is focused in determining the energy of a system
using a physical observable.
In wavefunction methods the Hamiltonian depends on the positions of the nuclei and
the total number of electrons. The dependence of the latter seems to indicate that the
use of the electron density, ρ(r), is a plausible observable, since the integration over all




Through the knowledge of the density one can also define the nuclei, since in their
position ρ presents a local maxima. In DFT the electrons interact between themselves
and with an external potential, Vext.
In order to define the energy in terms of the density, one needs to take into consid-
eration the Hohenberg-Kohn theorems.26 The first also known as the Hohenberg-Kohn
existence theorem,26 implies that the non-degenerated ground-state density determines
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not only the external potential but also the Hamiltonian and therefore the wavefunction.
The second is a variational theorem, that states that any trial density gives an upper
bound to the exact ground-state energy. Only the exact ground-state density will give
the exact ground-state energy. The main inconvenience in this approach is the rational
choice of the density.
Further approximations were proposed by Kohn and Sham. They suggested the use
of an operator for a non-interacting system, defined as a sum of one electron operators.
The key point in their approximation is to take as starting point a fictitious system of
non-interacting electrons with a ground state density that is the same as in the real
system. The energy functional is then defined as
E[ρ(r)] = Tni[ρ(r)] + Vne[ρ(r)] + Vee[ρ(r)] + ∆T [ρ(r)] + ∆Vee[ρ(r)], (2.46)
where Tni is the kinetic energy of non-interacting electron, the following two terms are
the classical nuclear-electron and electron-electron interactions and the two last terms
are a correction to the kinetic energy between the fictitious and real system. The sum
of the last two terms is the exchange-correlation energy, Exc. Making use of a Slater






























where N is the number of electrons, M the number of nuclei, and ρ(r′) is the density for
the non-interacting system. As in HF the next step is to find the orbitals that minimize
the energy. This leads to the pseudo-eigenvalue equations
hKSi |ϕi⟩ = εi |ϕi⟩ , (2.49)
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Since the density of the non-interacting system is identical to the one for the real system,
the kinetic energy of the fictitious system will be very close to the real system.
In the limit of the exact Exc, DFT is an exact theory. Unfortunately, the exact
form of the exchange functional is not known. Over the years several formulations
of the exchange functional were proposed. In some of these, the value of Exc in a
given position is computed exclusively from the value of the density in that position,
this is known as local density approximation (LDA).26,45 In this family of functionals
the exchange and correlation kernel are derived from the uniform electron gas.27 The
correlation functional was not deduced from first principles but instead, obtained from
Monte Carlo simulations. Between the most used LDA correlation functionals are the
ones from Vosko et al.46 and Perdew.47
In a molecular system the density is far from being uniform and it is expected that
LDA faces some limitations. In order to correct the locality of the previous functional,
a term has to be introduced which will take into account how the density is locally
changing. The latter information is given by the gradient of the density. This is known
as generalized gradient approximation (GGA).26,45 Some examples from the latter in-
clude the B88,48 and PBE49 functionals for exchange and the PBE49 and LYP50 for the
correlation.
The exchange and correlation functionals can be combined giving rise to a high variety
of methods. Between these one of the most famous is the B3LYP.51 The latter has been
applied to a huge variety of systems and is so successful that some authors even tend to
mention it only as DFT.45 The exchange correlation functional is defined as follows











where the exchange is composed by the exact HF exchange, EHFx , and by the B88 and
Slater-Dirac.52 The correlation part is composed by the LYP and VWN8046 functionals.
This functional is known as a hybrid functional, since it makes use of Hartree-Fock
exchange.
Although DFT can be applied to a large variety of systems, the current functionals are
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known to have some disadvantages. They are unable by construction, to describe weak
interactions like dispersion forces. In order to overcome this, empirical based corrections
to the DFT functionals have been proposed with significant success.53–55 DFT is also
known to poorly describe charge transfers, due to the local character of the exchange-
correlation functional.27 Contrary to wavefunction methods, there is not a well defined
hierarchy of methods which converge to the exact total energy of the system.
2.2 Molecular Mechanics
The methods presented so far have been approximations to solve the Schödinger equa-
tion. Under the Born-Oppenheimer approximation, one is interested in the electronic
structure of the system. However, due to the high computational cost involved, these
can not be applied to systems with thousands of atoms. In this way quantum mechanical
calculations are not applicable to biomolecular systems, such as proteins.
In order to be able to compute systems with such large dimensions one can use molecu-
lar mechanics (MM) instead of quantum mechanics. In the former the energy is described
by classical physics, parametrizing the degrees of freedom in the system. In other words
the total energy is given by the sum of the energies resulting from bond stretching, an-
gles, torsion and non-bonded contributions. This expression is parametrized according
to experimental and to QM calculations performed in smaller systems. The resulting
energy expression is referred as a force field (FF).
There are a high variety of FFs.26 They are normally separated in two major categories,
the all-atom and united-atom force fields. The former treat explicitly all the atoms of
the system in study, while in the latter there is a formation of a pseudo-atom which
contains the information of non-polar hydrogens and the heteroatom to which they are
bonded. In other words, in the united atom FFs some atoms are grouped into one that
describes the properties of all the set. As an example, the optimized potentials for liquid
simulations (OPLS) force field is presented. The latter is parametrized for biomolecules
and some organic compounds.56–58
EOPLS = Ebond + Eangles + Etorsion + Enon−bonded (2.52)
The total energy is defined as a sum of several terms that describe properties of the
system. These are the bond stretches (Ebond), bond angles (Eangles), torsions (Etorsion)
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as well as non-bonded terms (Enon−bonded). The latter include van der Waals and elec-
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The first two terms are parametrized through an harmonic potential. In both a force
constant, K, needs to be fitted as well as an equilibrium distance, req or angle θeq,
which depend on the atoms type. Under this formalism bond breaking is not taken into
account. The torsion potential describes the contribution of the dihedral angles, ϕi. In
the former contribution, V are coefficients in the Fourier series, while fi1, fi2 and fi3 are
phase angles. The non-bonded contribution is defined by Coulomb and van der Waals








The van der Waals interactions are represented by a 12-6 Lennard-Jones potential. The
non-bonded interactions occur between all pair of atoms (i < j) separated by three or
more bonds. fij parameter is equal to one but for 1-4 intramolecular interactions it
presents the value of 0.5.
The use of molecular mechanics is quite useful for example in conformational studies.
In order to retrieve a reliable information of the system one needs many configurations.
The latter can be obtained through molecular dynamics or Monte Carlo simulations.
Molecular dynamics simulations (without the use of thermostats or barostats) will run
under a microcanonical ensemble (NV E), this is at a fixed number of particles (N),
volume (V ) and total energy (E). The latter is composed by the sum of the kinetic
and potential energy. In MD the system evolves along a time coordinate and new
configurations are obtained by solving Newton’s equations for motion under the law of
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conservation of energy.
In Monte Carlo simulations are carried out mostly with a canonical ensemble (NV T ),
where T stands for temperature. In the former unlike molecular dynamics, the config-
urations of the system are generated by random trial movements. Since one does not
solve Newton’s equations for motion, this permits the decoupling of the kinetic energy
from the total energy of the system. The kinetic term can then be added a posteriori.
Under this ensemble the simulation is carried out at constant temperature, and unlike
molecular dynamics there is no need for additional thermostat algorithms.59
One of the main drawbacks of Monte Carlo comes from the fact that one does not follow
the evolution of the system over time. In this way one lacks the information about the
dynamics of the system. As a result Monte Carlo focuses in retrieving thermodynamic
and physical properties of a system in equilibrium.
Monte Carlo algorithms are also known to be embarrassingly parallel, this means that
they can easily run in parallel in CPUs clusters or even GPUs.
The results obtained by any MM simulation method are analysed through the use
of statistical mechanics. Since in a MM approach a great number of configurations are
generated, enough disk space to keep this information can become an issue. Nonetheless,
this approach is quite successful in the study of big biologic systems in solution.
In the next section one will present a general description of the Metropolis Monte
Carlo method.
2.2.1 Metropolis Monte Carlo
In the Metropolis Monte Carlo (MC)60 method constrained to a canonical ensemble,


















where U is the potential energy, rNi is the configuration and kB the Boltzmann constant.
The denominator of equation (2.55) is commonly designated as the configurational inte-
gral, Z. The main problem for the calculation of the average property is the calculation
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of the latter integral.
An elegant way to solve the problem is to consider that the probability density of
finding the system in a certain configuration rN is defined by the Boltzmann distribution.














where ρ(x) is an arbitrary probability density. If one needs to solve it numerically by
performing trial attempts, τmax where each trial τ is an aleatory number between a and








where f(τ) is the property f in the trial τ . Taking into consideration equations (2.55)
and (2.59) and the fact that the density of probability of a certain state presents the
form of a Boltzmann distribution, one can see that this avoids the need to calculate
the integral Z. In this way in MC the property A can be defined approximately as an






where Mtot is the total number of MC configurations and A(rNi ) is the property mea-
sured in a certain configuration rNi . In this approach one does not known the absolute
probability of visiting a certain configuration but only the relative probability.
In MC one starts by defining a configuration, which will be referred to as old (o). In
the next step a new configuration (n) is generated by performing a random displacement.
The new configuration is then accepted or neglected according to a certain criterion.61
If one considers a transition from an old state to a new state, that preserves the system
in equilibrium, the former will be associated with a transition probability of πon defined
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as
πon = αonγon. (2.61)
The πon depends on the probability of accepting the trial configuration (γon) and from
a transition matrix αon which is related with the so called Markov chain of states. The
latter in the Metropolis method is symmetric, where αon = αno.
The Markov model is a probabilistic model that is applied to systems that present a
specific type of dependency, this is, the state of the system in the configuration i presents
only a dependency from the previous state, i − 1. In this way a future configuration
depends only on the current state and not how the current state was obtained. In this
way MC is a memoryless procedure.
For a system in equilibrium one can write that the ratio between the probability of







If the new state presents a lower energy then the previous state then the new con-
figuration is accepted. If this is not true then one proceeds as follows. According to
equation (2.62) the new configuration should be accepted with a probability of
γon = e
−β[U(n)−U(o)] < 1. (2.63)
The next step involves the generation of a random number within a uniform distribution
in the interval [0, 1]. If the random number is lower than γon in equation (2.63) then
the new configuration is accepted. If the new state does not obey the two previously
mentioned restrictions then it is rejected.
So far nothing has been said in relation to the random move in a Monte Carlo step.
If one assumes that the molecules present a fixed geometry, one can define the trial
movements in terms of translation and rotation, for example in relation to the center of
mass.
In order to create a translational movement, one starts by creating a random vector
(ex, ey, ez) where e2x + e2y + e2z = 1. Then one creates two random numbers ξ1 and ξ2
independent and uniform on an interval [−1, 1] until S = ξ21+ξ22 < 1. The unitary vector
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is then defined as62




1− S, 1− 2S). (2.64)





where δmax is a random number in an uniform distribution between zero and the max-
imum displacement allowed. If the latter is too small, it will lead to an increase of the
number of accepted configurations but to a very poor sampling from the phase space.
This is, consecutive states would be highly correlated and one would need a higher num-
ber of MC steps to explore the phase space. If the maximum displacement is too large,
then most of the trial moves are rejected and the accepted configurations do not really
represent the phase space.63 Some authors mention that usually the maximum displace-
ment should be defined in such a way so as to obtain 50 % of accepted steps, although
this percentage is not clear to be the optimum choice.61,63
A MC procedure needs to be ergodic, this means that every state in the phase space
should be reached by a finite number of steps from any other state.61 Monte Carlo
algorithms have also been carried out with the other ensembles like the isothermal-
isobaric (NPT ), grand-canonical (µV T ). In the previous ensembles P stands for pressure
and µ for the chemical potential.63
The NPT is mostly applied when the system in study is expected to suffer a change
of state. This is, to create two phases with different density. In this case the use of the
canonical ensemble would not be a rational choice, since the system under this ensemble
is confined to a fixed density.61
The use of the grand-canonical ensemble is the most reasonable choice when one is
interested in understand the average behaviour of particles under the influence of an
external property. As for example to study adsorption phenomena in heterogeneous
catalysis as a function of the temperature.
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2.3 Quantum Mechanics/Molecular Mechanics
The main drawback in MM approaches is related to their inability to properly describe
chemical reactions, where bond breaking and bond formation are involved. The same is
not true for QM methods. Normally the region in space where significant changes in the
electronic structure occur is quite small. As example of such cases are enzymes. In the
latter one uses the concept of an active center, with the rest of the enzyme keeping its
structural properties. For these systems it would be convenient to be able to treat the
active site with accurate electronic structure methods, while for the rest of the super-
system a model with lower level of complexity could be used. In this way one would
divide the system in two parts, one which is treated at higher level by QM and another
at the MM level. The interface between the two regions is defined as an hybrid of QM
and MM.64 This formalism is known as QM/MM approach. The total Hamiltonian of
the system can be translated in a simple fashion as
Ĥtot = ĤQM + ĤMM + ĤQM/MM , (2.66)
where ĤQM accounts for all interactions of the quantum mechanical particles with each
other at the QM level. ĤMM accounts for the classical interaction between MM particles
and ĤQM/MM accounts for all the interactions between the quantum mechanical particle
and the classical system.26
Several formalisms have been proposed to carry out QM/MM calculations. In the



























where the QM part is composed by Nse electrons and Nsn nuclei and the MM region is
composed ofM atoms. In the previous equation qm stands for the charge of a MM atom,
rkm is the distance between a QM electron and a MM atom and rkm is the distance
between an atom QM and a MM atom. In this case the van der Waals interactions
between the two regions is described as a 12-6 Lennard-Jones potential. The first two
terms are the electrostatic interaction between the two regions.26
Under this formalism the QM is polarized due to the MM charges (also known as
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electrostatic embedding), but the reverse is neglected. This approach can be considered
unbalanced. This can be overcome through the use of polarizable force fields. The latter
are more elaborated in terms of implementation.
Let us consider large systems, where one defines two regions, one small and one large,
in which the latter is to be treated at the MM level, while the small more interesting part
of the system will be treated at the QM level. In this approach the energy of the whole
system can be expressed as a linear combination of model compounds with different sizes





QM − EsmallMM ) (2.68)
where the large system is treated only at the MM level and the small region, also known
as core, is treated at the QM and MM level. The third therm in equation (2.68) is
to avoid double counting. This formalism is known as subtracting scheme. Since the
calculations are decoupled this allows one to have more than two regions. Within this
approach it is possible, for example, to have the QM region separated in subregions each
one treated with different levels of theory.13 This methodology is known as ONIOM.65
In its initial formalism EsmallQM was obtained in vacuum and the polarization of the small
part by the rest of the molecule was neglected. The latter effect was overtaken through
the inclusion of electrostatic embedding.66 Another example of a subtracting scheme is
the so called electrostatic embedded generalized molecular fractionation with conjugates
caps (EE-GMFCC). In the latter the system is fractioned in smaller parts and one makes
use of capping fragments.67 The energy of the system is then calculated as the difference
of the energy from the sum of the individual capped parts and the sum of the caps.
2.4 Implicit Solvation Models
In this thesis one proposes to study phenomena that occur in solution. In computational
chemistry the effects of the latter can be simulated through the use of explicitly or
implicitly solvation models. In the first case one has a full atomistic description, while
in the latter the influence of the environment is included with a continuum medium.
Although the latter can be applied to describe any kind of media, in the following
manuscript one is more interested in its applicability to describe a solvent. Taking this
into account, one will provide a general overview of implicit solvation models. We will
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focus in its application to quantum mechanics.
Under the Born-Oppenheimer approximation one can define the effective Hamiltonian
as Ĥeff = Ĥ0 + Ĥenv. Hereby Ĥ0 is the Hamiltonian of the solute in gas phase and
Ĥenv describes the environment. In the case of continuum solvation models (CSMs),
Ĥenv = Vcont, which depends only on the coordinates of the solute.68,69 When the effective
Hamiltonian under the previous formalism is used in HF or DFT, it can be solved as a
regular self-consistent reaction field (SCRF) problem.68,69
Upon solvation the wavefunction of the solute interacts with the charge distribution
from the solvent. In a continuum approach the latter is substituted by apparent charges.
The latter result as a response of the dielectric continuum to the presence of the solute,
thereby including a statistical average of the solvent degrees of freedom in equilibrium.
One could say that under this approximation the solvent exists because the solute exists.
In CSMs the solute and solvent have a mutual polarization effect.68
The foundations of the continuum solvent models is the description of the electrical
potential by a Poisson equation of classical electrostatics. The latter is defined as a





In a CSM the solute is thought to be inside of a cavity that is defined by the ε. Taking
into account the two regions, equation (2.69) can be rewritten as
∇ε(r) · ∇Vele(r) = −4πρ(r). (2.70)
The previous equation is valid when the solution ionic strength is zero. When electrolytes
are taken in consideration, then one makes use of the Poisson-Boltzmann (PB) equation
∇ε(r) · ∇Vele(r)− ε(r)λ(r)κ2Vele(r) = −4πρ(r), (2.71)
where λ is zero or one, depending if the region is accessible to the electrolyte or not,
and κ2 is the Debye-Hückel parameter defined as 8πq2I/εkBT . q is the charge of the
electrolyte, I the ionic strength, T the temperature and kB the Boltzmann constant.
For ideal cavities the Poisson-Boltzmann equation has a simple resolution.
There are a high variety of CSMs. The latter can be separated in six categories ac-
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cording to their electrostatics: the apparent surface charge methods; multipole expansion
methods; generalized Born approximation; image charge methods; the finite elements
methods and the finite element methods.5 Belonging to the first group are the polarizable
continuum model (PCM)5,8,9,70–72 and the conductor-like screen model (COSMO).5,6 The
latter is the implicit solvation model used in the present work.
Under such approaches the cavity of the molecular system can be considered to be
formed by overlapping spheres from the constituting atoms, considering the van der
Waals raddi of the latter. The cavities formed are not considered ideal and the PB
equation needs to be solved numerically. The determination of the cavity involves a
construction of a grid followed by the construction of the molecular cavity. Then one
discretizes the solute charge distribution into the inside of the grid points. Lastly, one






In order to facilitate calculations the surface is tessellated into triangles, and the charge
density collapsed in the center.73 Some instability can occur from short charge-charge
interactions. To avoid this some regions can be deleted near the overlap of the spheres.26
In Figure 2.3 one presents an example of a solute in a cavity surrounded by charges that
result as a response of the medium to the presence of the solute.
Figure 2.3: Protonated arginine involved in a cavity with COSMO charges on the surface.
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The target electronic structure method is then solved in the presence of the potential.
In the case of the Fock equations, this would take the form26
(fi − V )ψi = eiψi, (2.73)
with the potential being an effective one-electron operator.
In COSMO the charges on the tessellated molecular surface are determined using a
Poisson equation using a volume element approach.6,26
Although PCM and COSMO seem to have different approaches both give very similar
results. The COSMO approach was thought only to give appropriate results for solvents
with high dielectric constants, but several studies have found a good agreement also in
the case of apolar solvents.74
The electrostatic component of the solvation free energy is not physically observed.26
So it is impossible to discuss if one CSM algorithm is more or less accurate in terms
of this component. The non-electrostatic component, as the previous, can not be mea-
sured. In this way some experimental results can be biased when one effect or another
dominates. The non-electrostatics in CSM is assumed to be a characteristic of the atoms
and is proportional to their solvent accessible surface area (SASA).26 The treatment of
dispersion is CSM is still a matter of investigation. It has been proposed to use a single
scaled approach based on high semi-classical parametrization in conjunction with the
PCM model, which revealed quite promising.75
CSMs can be considered faster than explicit solvation models, since they include by
construction a configurational sampling of the solvent avoiding the need of a statistical
treatment of many solvent configurations, as it happens in the latter.76 In the CSM the
SCRF part adds normally about 15 % to the total time of an SCF calculation. Nonethe-
less, the speed up in the computational time is not an advantage if the result reveals to
be incorrect. CSMs due to the lack of an atomistic description of the solvent, perform
poorly when specific interactions between the solute and solvent are involved, like hy-
drogen bonds. Nonetheless, in general a good agreement between the two approaches
have been shown to exist.68,73,77 CSMs have been successfully applied to the study of
activation energies in SN2 reactions of acetate ions and ethyl halide with aprotic and
protic solvents.78 The authors report a maximum deviation of 2.6 kcal·mol−1 from ex-
perimental results.78 Pliego et al. demonstrated that the extra addition of some explicit
solvent molecules to the solute improves the entropy and free energy of solvation.79 The
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previous author also applied the same methodology to assess the pKa of several organic
and inorganic acids, where they obtained a better agreement with experimental results
than in the case where the explicit solvent molecules were absent.80 The inclusion of the
latter seems to improve the performance of the CSMs. Nonetheless one question still
remains. How many explicit solvent molecules are necessary to include according to a
specific system? One possible way to choose the position of the solvent molecules around
the solute would be to make use of molecular mechanics. Nonetheless one would need
to choose several configurations in order to obtain a reasonable picture of the solvent
influence.
3 Local MP2 in combination with
COSMO
In the first part of this thesis one discusses the implementation of COSMO-LMP2 an-
alytical gradients in the Molpro software package.38 The performance of the method
was then evaluated towards geometry optimizations of several benchmark systems in
solution. In the latter set one also considers the interaction energy between a charged
amino acid model and halide anions and water. One also assessed the behaviour of such
approach towards conformational studies of a larger system. The latter was composed
of a β-peptide tetramer with 74 atoms.
3.1 Method
One will start by discussing the COSMO model. The most marking difference between
COSMO and other CSMs, is in the approximation condition to describe the dielectric
continuum. The former uses a scaled conductor to describe the effect of the continuum,
under a vanishing boundary condition. The solute is then contained inside of a cavity
that results from interlocking spheres. The latter are formed taking into account the van
der Waals radii of the atoms of the solute. The surface of the cavity is then charged, as
the result from the induced polarization due to the presence of the solute. The charges
on the former are denominated apparent screen charges. The surface is then tessellated
into several segments in order to facilitate the computation of the electrostatic potential.
If one represents the latter with a vector VX , for a certain solute X, the boundary
condition can be represented as
0 = V = VX + Aq∗, (3.1)
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where A is the Coulomb interaction matrix of the screening charges, and q∗ the screening
charges of a true conductor. The latter is verified for ϵ = ∞. In order to describe a
finite dielectric, as in the case of usual solvents, there is the need to scale the screening
charges. The expression that traduces the relation of the solute electrostatic potential
and the screening charges q on the surface of the cavity is given by
Aq = − ϵ− 1
ϵ+ x
VX = −f(ϵ)VX. (3.2)
In the previous equation f(ϵ) is a scaling factor, which is dependent on the permittivity
of the solvent. Normally x is set to 0.5 by default.
The solute electrostatic potential is defined by the charge density that is described in
a QM calculation. At the HF level the solvent polarization can be carried out by adding
to the gas phase Fock operator Fg,n at each SCF cycle n, the external potential Q of
the screening charges q. Q is determined by the charge density P(n−1) of the (n− 1)th
cycle. This can be represented as
F(s,n) = F(g,n) + Q(P(n−1)). (3.3)
In the previous equation the superscript s stands for solution, while g stands for gas
phase. F(s,n) is the Fock operator used to calculate the Hartree-Fock solution. The use
of CSMs at the HF level is well established. Nonetheless the inclusion of the former
at a perturbative level is still doubtful. There are three possible ways to tackle the
problem.70,81–88
The first is usually mention as the non-iterative energy only scheme (PTE). Under such
approach one starts to converge the Fock operator from a COSMO-HF calculation. The
electron correlation treatment is then performed with the Fock operator and canonical
orbitals from the latter mentioned calculation. In this way the screening charges are
exclusively defined at the HF level.
A second alternative would be to recalculate the screening charges on the basis of the
MP2 density, generating a new effective potential. The latter would be then reintro-
duced in a new COSMO-HF calculation. This procedure is then repeated until energy
convergence within a threshold. This methodology is denominated as iterative energy
and density scheme (PTED).
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The third alternative can be seen as a truncation of the previous scheme, known as
PTD scheme. Under this approach the new potential generated by the MP2 density is
kept frozen and reused in a HF and MP2 calculation.
Ángyán et al., pointed out that the only scheme which provides an energy correction
consistent with the Wigner’s (2n + 1) rule is the simplest PTE scheme.83,89 One will
therefore give focus on the PTE model, and the remaining of this work will reference
exclusively this approach, the latter being mentioned as COSMO-LMP2 throughout this
manuscript.
In the PTE framework, the treatment of electron correlation is decoupled from the
COSMO perturbation. In this way the extra gradient terms are derived in the same
fashion as in the PCM gradient. The latter is present in Reference [70]. The main
difference lies in the definition of the boundary condition. In this way one only needs to
replace the PCM solvent operator for the COSMO equivalent (in equation (37) in the
before mentioned reference). The variation in the Coulomb interaction J (2)Rα between the
MP2 density (P(2)) and the converged COSMO-HF solution in respect to the nuclear











The COSMO-LMP2 gradient is then computed in the same way as equation (3.4). The
second order correction to the density matrix is computed by solving a set of coupled-
perturbed Hartree-Fock equations (CPHF). For LMP2 one still needs to compute an
additional set of coupled-perturbed localization (CPL) equations, taking into account
the effect of the nuclear displacements on the LMO coefficients.41 The calculation of
these coupled-perturbed equations are necessary for the LMP2 gradients in gas phase.
To take into account the solvent effect one needs to perform the update of the boundary
potential during the CPHF cycles, while the CPL equations are kept unchanged.
In the following section one will make use of such an approach in the study of several
molecular systems.
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3.2 Test systems
In order to test the viability of the previously presented method a series of benchmark
calculations has been carried out for several molecules. The set was composed of water,
ammonia, furan, ethanol, diethyl ether, cytosine, acetyl alcohol, glycine, water dimer,
ammonia dimer and formic acid dimer.
Two solvents were considered, namely toluene and water. These were chosen since they
present two extremes in terms of polarity. Toluene is an apolar solvent with a dielectric
constant (ε) of 1.89 and water a polar solvent with a dielectric constant of 80.4. One
should take into account that toluene presents a dielectric constant very close to some
of the values usually applied when approximating the effect of an enzyme pocket (with
ε= 3-5). Another set of test systems consisted of arginine interacting with chloride,
bromide and water and another composed of a tetrapeptide of cis-2-amino-cyclopentane
carboxylic acid (cis-ACPC) in two conformations, β-sheet and a 14-helix.
3.2.1 Computational Details
For the benchmark systems, structure optimizations were carried out with the cc-pVTZ
Duning basis sets90 at the MP2 and LMP2 levels of theory in solution. For the latter
two solvent were simulated, toluene and water, through the use of the COSMO solva-
tion model.6 In the arginine interacting with the halide anions and water, the amino
acid was acetylated in the N-terminus and methylaminated at the C-terminus, thereby
removing the acidic and basic moieties of the backbone. This allows one to focus on
the interactions with the guanidinium groups avoiding the interference of the terminal
groups. The interacting species were placed in three possible docking sites in the plane
of the guanidinium group as specified in Figure 3.1. The interacting systems were then
optimized with the cc-pVDZ Dunning basis set90 at the MP2 and LMP2 levels of theory.
The optimizations were performed for gas phase and aqueous medium. The effects of
the latter were introduced with the COSMO model with a ε = 80.4.
As a peptide model one built a cis-ACPC tetrapeptide composed of 74 atoms in two
conformations, β-sheet like and a 14-helix. The geometries were optimized with the
cc-pVDZ Dunning basis set90 at the LMP2 level of theory in methanol (ε = 32.63) using
the COSMO model. As a comparison with wavefunction methods, additional DFT
calculations were carried out by Dr. Johannes Dieterich in a course of a collaboration.91
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Figure 3.1: Schematic representation of the three interaction sites considered for building the protonated
arginine minima. At sites S2 and S3, the anion/water species interact with two protons.
Density-fitting (DF) calculations have been used throughout,43,92 so one will drop the
“DF”-prefix in this chapter. The density-fitting basis sets used were the JKFIT and
MP2FIT for the corresponding basis.93 The local MP2 calculations were carried-out
using Pipek-Mezey localized orbitals.34 The orbital domains were determined with the
use of natural population analysis criteria, with TNPA=0.03.37 Canonical and local MP2
calculations were carried out with a development version of Molpro 2010.2.38
It is important to note that for every considered molecule in this study, independent of
the dielectric constant used, the domains were found to be constant. This was also veri-
fied in the case of β-peptides structures, where different conformers have been computed,
the applied criteria led to the same domain definition.
3.2.2 Benchmark Results
One started by optimizing a series of small molecules. The molecules taken into ac-
count were: water, ammonia, furan, ethanol, diethyl ether, cytosine, acetyl alcohol,
glycine. The selected geometrical parameters are shown in Table 3.1 for optimizations
with COSMO-MP2 and COSMO-LMP2 methods using a cc-pVTZ basis set.
As it is visible in Table 3.1,the differences between canonical and local MP2 are rather
small. One can note the the trend is, as in gas-phase,39 that LMP2 gives slightly larger
bonds. This effect is due most likely to reduced basis set superposition effects, a charac-
teristic from local methods by construction.44,94 However, these differences are usually
around 0.001-0.004 Å. The values obtained for the angles are also quite comparable be-
tween both methods. The effect of the variation of the solvent is very small, being in
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the same order of magnitude as the differences observed between MP2 and LMP2. One
should note that the trends are kept, irrespective of the method.
In this first set of molecules, acetyl alcohol and glycine are quite interesting due to
their intramolecular hydrogen bond. The latter is the smallest of 21 natural α-amino
acids found in eukaryotes. These can serve as model systems for protein coils. Looking in
more detail in the acetyl alcohol geometric parameters one can note that the solvent has
a bigger impact in the internal hydrogen bond length r(H· · ·O) and angle α(O· · ·H-O).
In toluene the internal hydrogen bond is 0.029 Å shorter with MP2 than with LMP2.
As pointed out before, this should be an effect of reduced basis set superposition errors
in the local methods in comparison to the canonical ones.
Comparing the hydrogen bond length in toluene and water one observes that in toluene
the bond length is 0.007 Å shorter from the canonical to the local method, while in water
this difference is 0.005 Å. This shows that the solvent has a similar effect. The same
holds for the angle of the hydrogen bond which is calculated to be 120.6 degrees with
MP2 and 119.9 degrees with LMP2 in toluene. Changing to aqueous solvation reduces
the angle by 0.4 degrees for MP2 and 0.1 degrees for LMP2, again preserving the same
overall trend.
As a further test set, the structure of a few dimers of water, ammonia and formic
acid were also optimized. The geometries correspondent to a minimum in toluene using
COSMO-LMP2 are presented in Figure 3.2. Intermolecular degrees of freedom (DOFs)
are more strongly affected by the use of continuum solvation models (CSMs) and/or local
correlation approaches than internal parameters. The selected intermolecular DOFs
are presented in Table 3.2. Just as observed in the case of monomers, the geometric
parameters obtained for canonical and local MP2 agree very well, with slightly larger
intermolecular distances in the latter structures.
a) b) c)
Figure 3.2: Dimer optimized geometries with COSMO-LMP2 in Toluene. a) water dimer b) ammonia
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Table 3.2: Selected geometric parameters for water, ammonia and formic acid dimer structures at the
COSMO-MP2 and COSMO-LMP2 levels of theory. The basis set used was cc-pVTZ through-
out. The bond distances are given in Å and angles in degrees. The ’d’ and ’a’ superscripts are
used to distinguish between hydrogen bond donor and acceptor, respectively. Two solvents
were considered, toluene(ε = 1.89) and water (ε = 80.4).
Toluene Water
Molecule DOF MP2 LMP2 MP2 LMP2
(H2O)2 r(Oa · · ·H) 1.911 1.958 1.844 1.890
α(Oa · · ·H-Od) 176.0 175.4 180.0 179.4
θ(H-Oa Od-H) 124.3 124.5 123.0 123.3
(NH3)2 r(Na · · ·H) 2.244 2.297 2.202 2.257
α(Na · · ·H-Nd) 172.9 169.9 177.8 179.4
θ(H-Na Nd-H) 68.8 72.6 65.2 68.5
(HCO2H)2 r(Oa · · ·H) 1.653 1.656 1.656 1.717
α(O-C=O) 126.2 125.6 125.6 125.6
α(Oa · · ·H-Od) 178.9 177.7 177.6 178.2
One could discuss these results in terms of variations on bond lengths and angles with
the continuum, but the conclusions wouldn’t be more than a repetition from what was
mentioned before. It would be more interesting to advance to more usual application
systems like the interaction of charged systems, as arginine with halide anions, and the
conformation of peptides, in this case a small β-peptide. The latter are known to adopt
a large number of secondary structures, presenting also a dependence on the solvent.
3.2.3 Amino acid Interactions
In this section one presents the application of COSMO-LMP2 to analyse specific amino
acid interactions with water and halide anions. The guanidinium cation has deserved
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considerable attention in the past,95,96 as it has been shown to serve as an effective motif
for binding anions.97 This moiety is present in the protonated arginine side chain, which
can be used by proteins to dock anionic species. Up until now, quantum mechanical
calculations have been mostly performed in the gas phase. Computed interaction ener-
gies of guanidinium and chloride are in the range of 450 kJ·mol−1. The study of such
systems in solution is quite relevant. The guanidinium cation is present in the proto-
nated arginine in natural proteins and enzymes. Therefore the study of such systems
is highly connected to the comprehension of effects that contribute to the stability and
functionality of proteins and enzymes in solution.
In the study of interacting species in solution, one is, most of the times, interested
in the solvated complex energy formation. This is the difference between the energy of
the solvated complex and the energy of the separate constituents, also solvated. It is
expected that the latter should be significantly smaller when studying an ion-pair, since
the solvation energy for the complex will be much lower than the separated species.
In order to study the systems above mentioned, one considered a series of minima
around the arginines guanidinium group. The docking sites are displayed in Figure 3.1.
Calculations were carried out in both gas phase and with COSMO in order to include
water solvation effects. One measured the distance between the amino acid to each
interacting site and also the angle formed according to the scheme represented in Figure
3.1. The contact with the acidic hydrogen from the guanidinium group is taken as
reference. The results are presented in Table 3.3.
Upon the geometry optimization of arginine with chloride in position S1 in the gas
phase, chloride actually deprotonates the guanidinium group, and so these results are
omitted from Table 3.3. The geometries are presented in Figure 3.3. The same effect
is not observed in the optimization using COSMO. This is naturally related with the
role of the solvent in stabilizing the system. This shows the importance of the solvent
effects in the geometry, since a study of complex formation energy of this system would
be impossible to perform with gas phase geometries. The same effect was also observed
for bromide in the same position, although with to a lesser extension, since the proton
abstraction was not verified. Nonetheless the distance between the bromide and the
proton is shorter in the gas phase by 0.4 Å, which is a sign of strong attraction. The
same trend was also observed for other interactions sites with chloride and bromide. The
distances in gas phase are significantly shorter (0.3-0.5 Å). In these sites no deprotonation
was observed.
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a) b)
Figure 3.3: Optimized structures of protonated arginine and chloride in position S1: a) in water (ε=80.4)
and b) gas phase.
For the arginine/water system, the distance was measured between the oxygen and the
proton of the guanidinium group. For this case the variations in the distance between
solution and gas phase are one order of magnitude smaller (0.02-0.04 Å) than the ones
registered in the case of the anions. This small variation is a result of the fact that the
water is not charged. In general, one can observe that gas phase geometries optimizations
for the present cases tend to overestimate the interaction, as expected.
The interaction energies for the studied systems were also computed, these results are
presented in Table 3.3 in solution and in the gas phase. These were computed by single
points calculations at the LMP2/aug-cc-pVTZ level of theory. The internal geometry of
the separated components of each system were the same as in the complex optimization.
The values obtained for solution are quite different from gas phase. This is related to
the fact that the geometries that resulted from the structure optimization are different
and for solution simulation one also takes into account the difference in the solvation
energy of each of the species.
The interaction energies in the docking site S1 are weaker than in the others. This
is related to the fact that in the latter only one interacting proton is available. The
difference to the other sites is quite constant with differences around 10 kJ·mol−1. It
is important to notice that chloride and bromide present larger stabilization energies
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than water. This goes towards the idea that arginine can interact with anions and that
these can compete with water to interact with the guanidinium moiety of arginine. The
energy differences in solution are around 7 to 15 kJ·mol−1 depending on the anion and
the docking site. Much bigger differences are registered for gas phase. Nevertheless the
latter are quite comparable with calculations with only the guanidinium moiety. Rozas
et al.96 reported an interaction energy between -437.7 and -449.9 kJ·mol−1 at site S2 for
the chloride anion. One computed an interaction of -476.0 kJ·mol−1 which is somewhat
closer to their CBS-QB398 value of -473.8 kJ·mol−1. The anions interaction energies
show the largest difference to the values in solution. This is connected to the fact that a
neutral complex is formed, with a lower solvation energy compared to what one obtains
for the separated ions. In the case of water, the complex formed is positively charged.
Table 3.3: Geometric parameters (distances in Å, angles in degrees) for the interacting anion/molecule
and the acidic proton in the optimized arginine systems. The calculations in the gas phase
were carried out with LMP2/cc-pVDZ, calculations in water with COSMO-LMP2/cc-pVDZ
(ϵ = 80.4). The energy difference ∆E (in kJ·mol−1) between the complex and the isolated
species has been computed with the aug-cc-pVTZ basis set.
Water Gas phase
Distance Angle ∆E Distance Angle ∆E
S1 Cl− 2.132 166.4 -26.3 — — —
Br− 2.382 163.4 -19.8 1.964 171.1 -430.1
H2O 1.864 168.3 -11.6 1.844 171.3 -51.9
S2 Cl− 2.346 153.0 -35.9 1.917 156.4 -476.0
Br− 2.496 156.0 -28.5 2.130 156.5 -443.6
H2O 1.971 149.6 -21.9 2.003 149.1 -65.7
S3 Cl− 2.175 160.0 -34.2 1.865 162.0 -483.5
Br− 2.370 162.0 -30.7 2.075 164.2 -481.7
H2O 1.938 151.8 -20.9 1.973 149.9 -100.4
The interaction sites S2 and S3 seem to be more energetically favourable when com-
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pared to S1. This maybe due to the fact that in these positions the species interact with
two acidic hydrogens. Another interesting observation is that in site S3, contrary to
the other sites, the chloride and bromide present a very similar energy, with differences
smaller than 3.5 ·mol−1 , while one would expect a stronger interaction for chloride. This
could be related to a poor sampling during the complexes optimization or to shortcom-
ings in the use of CSM for this particular application. Maybe a more accurate description
of the system using explicit solvent molecules would be needed. One also optimized the
previous systems using canonical MP2 with COSMO and compared the distances with
the local approximation, shown in Figure 3.4. The solid line represents the case where
the distances obtained at MP2 and LMP2 levels would be strictly the same.






















Figure 3.4: Shortest H-X (X=Cl−,Br−, H2O) distances, in Å, for the optimized structures using
COSMO-MP2 and COSMO-LMP2 using cc-pVDZ basis set.
As expected, the structures optimized with LMP2 present slightly longer distances,
with deviations between 0.03 to 0.07 Å when compared with MP2. Nonetheless the
LMP2 distances follow the same trend as the MP2.
3.2.4 β-Peptide Conformers
In this section, we take a look into β-peptide conformations. β-peptides conformational
studies will be discussed in more detail in Chapter 5. These oligomers are identified ac-
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cording to their intramolecular hydrogen bonds pattern in the backbone.99 The majority
of first principle calculations done to date for these kind of systems has been achieved
with DFT methods. The latter are known to lack the description of dispersion forces. In
order to overcome this flaw, empirical corrections were recently proposed by Grimme et
al..53 Nonetheless the latter are defined independently of the surroundings, being their
contribution to the energy the same for gas phase and for solution. In order to obtain a
consistent treatment of the interactions within a CSM description, a dependence on the
external potential should be included. In this context one will use cis-ACPC tetrapep-
tides in the above mentioned conformations, using the proposed method. This will test
the applicability of the latter in the study of large systems. The cis-ACPC tetrapeptides
molecules are composed of 74 atoms. Upon geometry optimization with starting hand-
generated structures, two conformations were obtained, a sheet and a 14-helix, present
in Figure 3.5. The sheet conformer is very similar to an unfolded protein structure. The
14-helix is a coil like structure, which is characterized according to a specific hydrogen
bond pattern in the backbone. The latter occurs between the amides hydrogen atom
from the ith monomer and the carbonyl group from the (i+2)th monomer. The small-
est possible oligomer to present such conformation is a tetrapeptide. In experimental
β-peptides synthesis one of the commonly solvents used is methanol. This is the reason
for its use in this simulation.
Upon optimization, the folded tetrapeptide structure does not correspond a hundred
percent to a 14-helix. From the two observed turns only one presents a 14-helix pattern,
the second shows a 10-helix loop contact. This is related to the fact that for a small
oligomer system, like a tetrapeptide, in a 14-helix structure the ending groups have also
some influence on the terminal hydrogen bond pattern. The backbone in the terminal
monomers, when compared to inner monomers, in the peptide, present a higher freedom
of movements. This can lead to the rearrangement into other hydrogen patterns. The
sheet like formation presents a conformation comparable to the one observed for larger
peptide chains.100 In a published work with other authors91 one presents results from
the conformational stability of the two oligomers using LMP2 and density functional
calculations. The results are presented in Table 3.4.
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a) b)
Figure 3.5: Optimized structures of the cis-ACPC tetrapetide conformers with COSMO-LMP2/cc-
pVDZ in methanol (ε = 32.63): a) β-sheet, b) 14-helix conformation. The allylic hydrogens
were removed for a better visualization.
Table 3.4: Energy difference [∆E = E(sheet)−E(helix)] between the two conformers of the cis-ACPC
tetrapeptide (in kJ·mol−1). Geometry optimizations and single points were computed at










cis-ACPC presents no aromatic side chain, and one would expect that LMP2/aug-
cc-pVTZ should deliver close to converged results for the conformational energy as is
observed for the case of α-peptides.101 For the two geometries considered, LMP2 favours
the helix conformer by 24.6 kJ/mol. The same trend is observed for DFT-D3. In general
the dispersion correction seems to be a determinant factor, since pure DFT functionals
favour the sheet like conformation. Unlike in the latter, in the helix conformation one
would expect that dispersion forces would play a more dominate role. The importance
of dispersion corrections for this system can be notice when comparing the optimization
and single points at the DFT level with and without dispersion corrections.
The COSMO-LMP2 optimizations were carried out with the cc-pVDZ basis set. A
full Hartree-Fock calculation plus LMP2 and gradient calculation (with density fitting
approximations) took about 4.3 hours.91 In the latter more than half of the time was
taken by the LMP2 part with the gradient.91 The use of COSMO was found to add
small time variations. The latter is more significant in the HF part. This is due to
the inclusion of COSMO in each HF cycle. The gradient take only an additional 7.2
minutes to compute. The use of COSMO did not demonstrate to affect the memory
requirements.91 The results show that such an approach could be effectively applied to
the studies of conformational properties of a small oligopeptide composed of 74 atoms,
at a high level of theory.91

4 Specific ion-amino acid interactions
4.1 Overview
The role of specific ion effects on the structure of water and proteins in ionic solutions is
a key aspect to the understanding of different processes in chemistry and biology. The
molecular mechanisms underlying the stability of proteins in distinct ionic solutions are
partially hidden in the interplay of these specific ion interactions.
Such effects are known to follow the trend of the so called Hofmeister series.102 In the
later years of the nineteen century Hofmeister and his co-workers observed that some
salts present a more precipitant character (salting-out) on the egg white protein, while
others maintained the protein in solution (salting-in).103 He ordered these salts in a
series according to their ability to produce the salting-out, known in our days as the
Hofmeister series.104 The anionic Hofmeister series ordered according to the ability to
originate salting-out is102
CO2−3 > SO2−4 > H2PO−4 > F− > Cl− > Br− > NO−3 > I− > ClO−4 > SCN−.
In the previous chloride normally is the delimiter between the anions that cause salting-
out (left-hand side) and salting-in (right-hand side). The formers are known to increase
the protein stability leading to a consequent decrease of their solubility. The anions on
the right-hand side of chloride present the opposite properties of the latter.
Originally, the effects that lead to the anions ordering in the series were described
in terms of ion-solvent interactions.102 Anions on the left of chloride are called kos-
motropes (structure makers) while anions on the right are called chaotropes (structure
breakers).105 Kosmotropic species are high hydrated ions that are able to strengthen the
hydrogen-bond network of several layers of water molecules (water makers) and can even
remove waters from the protein solvation shell inducing their precipitation.105,106 On the
other hand, chaotropic species are weakly hydrated ions that eventually interrupt the
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hydrogen-bond network.105,106
The concepts above mentioned are related to the ability of the anions to reshape
the hydrogen bond pattern from their solvation shell into the bulk (so described as a
long-range effect). However, these long-range effects are still a matter of debate.105,107
Recent experiments have cast serious doubts on these concepts. Bakker and co-workers
studied the magnesium perchlorate and sodium perchlorate and sulphate in aqueous
solution using femtosecond pump-probe spectroscopy. They observed that the ions did
not have any influence on the water dynamics outside their first solvation shell.1 Later in
2004, Pielak and co-workers using pressure perturbation calorimetry studied the impact
of protein stabilizing and destabilizing solutes on the water structure and found no
correlation.2 More recently Saykally et al. studied the water OH vibration through
Raman spectroscopy in the presence of potassium halide salts and also did not find
any evidence in support of the previous nomenclature.3 Suggestions have been made
to change the classification in terms of weak and heavy ions.108 These observations do
not mean that water-ion interactions are unimportant, only insufficient do describe the
ion position in the Hofmeister series. Therefore, in a molecular description of protein
solubility in the presence of different salts one should also take in account protein-water,
protein-ion interactions.102 It should be emphasize that the target of this work is not to
clarify the concepts of structure makers and structure breakers. Instead, one is focused
in to study the nature of peptides-ion interactions in solution and their role in protein
stability.
In this section we take a closer look at the interaction of specific anions with several
amino acids. In order to address the ionic affinity towards different amino acids residues
we have focused on monovalent halide anions. The latter are positioned in the Hofmeister
series in the following relative order F−> Cl− > Br−> I−. Iodide is a protein denaturant
promoting protein solubility (salting-in) and on the other end, fluoride increases protein
stability and decreases protein solubility (salting-out).
4.2 Anion Specific Effects
In order to study the specificity of ion-amino acid interactions, one combined five amino
acid models and four different halide anions. The models considered were the neutral
histidine and the protonated forms of histidine, arginine, lysine and a model system
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for the backbone composed of alanine. These charged systems were chosen taking into
account a high variety of possible interaction sites with anions. Arginine, histidine and
lysine are known to exist in the cationic form, being composed of the guanidinium,
imidazolium and ammonium terminal group respectively. The halides anions used were
fluoride, chloride, bromide and iodide. The choice of this anionic series is related with
the fact that it allows the study of ion-amino acid interactions within a series from small
hard anion like fluoride to a hard soft anion like iodide. Another reason its also their
position in the Hofmeister salting-out series. The interaction of these four amino acid
systems with the same halide anions were also considered in molecular dynamics studies
by Heyda et al..108
4.2.1 Computational details
All calculations, unless otherwise noted, were performed with the LMP2 method, where
solvation effects were introduced through the use of the COSMO model, as described in
section 3.1. The dielectric constant (ε) used to describe the aqueous environment was
80.10 with the default optimized atom radii (H = 1.30, C = 2.00, N = 1.83, O = 1.72,
F = 1.72, Cl = 2.05, Br = 2.16 and I = 2.32 Å). The amino acid models were acetylated
in the N-terminus and methylaminated at the C-terminus. This was carried out in order
to prevent the influence of charged terminal groups and to obtain a more protein-like
description of the backbone. With these approximations one can simulate intermediate
amino acids side-chains on the protein surface. Geometry optimizations were carried
out at the COSMO-B3LYP/6-31G* level of theory,6 with different torsion angles of the
backbone section. The most stable structures were taken for further calculations. In
order to characterize the potential energy surface of the interaction of the anion with
the amino acid models, the energy was calculated by placing the anion in several points
of an automatically generated grid, while the amino acids were kept fixed.
For each of the five studied systems under study, a point grid with a 0.2 Å mesh was
built. The amino acids grid was aligned according to the inertia tensor of the side-
chain, computed from the gamma carbon onward (Cγ) and excluding hydrogen atoms.
In the case of the backbone model all atoms were included with exception of the methyl
side-chain of the alanine.
In the description of the PES one started by calculating the LMP2 energy and the
domains at a large non-interacting distance (100 Å). Then the LMP2 energy was recom-
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puted in each point of the grid, placing the ions in a certain position using the saved
domains for consistency.94 The interaction energy was taken has the difference between
the LMP2 value at the grid point and the non-interacting configuration. The grid points
next to the model system were rejected according to scaled atomic van der Waals radii
(with a factor of 0.6) and on the basis of an energy cutoff (interaction energies superior
to 50 kJ·mol−1 were neglected). For the PES, the interpolation of the surface points was
performed through the use of bicubic splines using MATLAB.
The basis set used were correlation-consistent with triple ζ valence Dunning basis sets
(cc-pVTZ, up to p functions for hydrogen atoms and f for the heavier atoms), with added
diffuse s and p functions to non-hydrogen atoms. For bromide and iodide, Stuttgart-
Dresden pseudopotentials were used (EPC10MDF for Br− and EPC28MDF for I−),
together with the cc-pVTZ-PP basis set (up to f functions) and aug-cc-pVTZ-PP s and
p diffuse functions.109,110 Density-fitting approximations were used with cc-pVTZ/JKFIT
and cc-pVTZ/MP2FIT,93 except for I− for which the QZVPP/JKFIT111 and QZVPP/
MP2FIT112 were applied. The basis sets used were a compromise between accuracy and
computational cost since each PES is composed of several thousand points.
Single point calculations in each point of the grid showed a maximum error of 3
kJ·mol−1 when compared with full aug-cc-pVTZ and aug-cc-pVTZ-PP basis set. The
error introduced by using density-fitting approximations were found to be negligible,
with deviations inferior to 0.1 kJ·mol−1. The LMP2 calculations were carried-out using
Pipek-Mezey localized orbitals.34 The orbital domains were determined with the use of
natural population analysis criteria, with TNPA=0.03.37 All calculations were performed
with a development version of Molpro 2009.2.38
4.2.2 Results and Discussion
Anion Specific Effects
We will start by comparing the obtained energy surfaces of different amino acids in
the presence of the same anion. Points with energy above 50 kJ·mol−1 were excluded
from all plots. In this first part one is only interested in the interaction of the anion
with the amino acid side chain, therefore ion/backbone interactions will be discussed
and presented far ahead. In Figure 4.1, the results with four amino acid model systems
interacting with iodide are presented.
Upon inspecting the PES one finds, as expected, that the minima are found next to
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a) b)
c) d)
Figure 4.1: Potential energy surfaces (energy in kJ·mol−1) for different amino acid models interact-
ing with the I− anion. a) protonated arginine, b) protonated lysine, c) histidine and d)
protonated histidine.
the positively charged sites, such as guanidinium, imidazolium and ammonium groups.
Considering the minima depth, one can order the interaction of the iodide with the
moieties from the most to the less stable as follows: guanidinium > ammonium >
imidazolium.
One important piece of information that is left out, due to this two dimensional ap-
proach, is the study of anion interactions with the histidine ring and with the guani-
dinium group along the plain normal axis. There could be favourable interactions be-
tween the π-system and the anion since the former holds a positive charge. Calculations
along the normal axis of histidine and arginine were also carried out and are later pre-
sented and discussed.
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Figure 4.2 depicts a series of PES for the fluoride anion. These results should be con-
sidered with caution since the latter is a much stronger base than the other anions. A
proton abstraction of the ammonium group in lysine moiety could occur. Nevertheless,
since in the used approach the amino acid geometry is kept fixed, this is not possible.
The interaction energy could be in any case overestimated. Nonetheless, these results are
important in order to have a more complete trend of the anions behaviour. As expected
in the case of fluoride, the minima depth are significantly more pronounced when com-
pared with the minima found for iodide. One can observe a stronger interaction with the
ammonium group, weaker with guanidimium. The minima stability can be ordered as
follows: ammonium > imidazolium > guanidinium. The guanidinium group, however,
in opposition to the charged histidine and lysine holds more comparable minima. This is
a reflex of the electronic delocalization in the protonated group. One should note that in
protonated histidine only a single acidic hydrogen atom is accessible to interact with the
anion in this specific geometry. In the case of the other acidic hydrogen, this presents
an intrinsic intramolecular interaction with the amide carbonyl group of the backbone.
Nevertheless, this second acidic hydrogen is responsible for a deformation of the PES
when comparing the neutral and protonated histidine. It is also important to refer that
in Figure 4.2 d), the hydrogen of the terminal methyl is shown to be overlapping with
the potential energy surface, when in fact it is above the plane of the grid.
Comparing the behaviour of the iodide and fluoride with the neutral and protonated
histidine systems, one can notice that in the case of iodide, the presence of an extra
hydrogen in the amino acid has little influence on the energy profile. Two main minima
are observed. The first minimum depth changes from -10 to -13 kJ·mol−1 and the second
changes from -9 to -14 kJ·mol−1 . The profiles in the presence of fluoride show much
larger differences. The more dominant minimum changes from -32 to -50 kJ·mol−1, a
second less intense minimum changes from -5 to -18 kJ·mol−1. This results reveals how
dominant electrostatic effects are in these interactions. It is interesting to notice that
the more significant minimum in the neutral histidine is comparable to the values found
for the protonated arginine.
Considering these results one could try to compare them with the ones obtained by
Heyda et al.108 with molecular dynamics for the same amino acid systems (although
geometries differ). The latter calculation were carried out with a polarized and non-
polarizable versions of the parm99 force field. In the former the POL3 water model
was used, while in the latter case the SPCE water model was used. The latter authors
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c) d)
Figure 4.2: Potential energy surfaces (energy in kJ·mol−1) for different amino acid models interact-
ing with the F− anion. a) protonated arginine, b) protonated lysine, c) histidine and d)
protonated histidine.
verified that with the first version of the force field, all anions exhibit a high affinity
for the charged group of the amino acids. With the use of a polarized force field one
could verified that larger anions presented a more diffused density distribution to more
hydrophobic regions of the side chains of the amino acids.
The authors concluded that small anions like fluoride exhibit a strong affinity for
positively charged groups in the order guanidinium > imidazolium > ammonium. The
specific ordering is divergent with the one obtained in this work. This might be due
to the fact that the positive charged groups are constrained to the plane and therefore
cannot be mapped exactly onto the MD results.
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Specific Arginine-Ion Interactions
The guanidinium group in protonated arginine depicts a less dissimilar minima, among
the different ionic side chains studied. This might favour the observation of large resi-
dence times and density distributions of fluoride near the latter. This is due to the fact
that all the hydrogens from the guanidinium group present a high acidic character.
One should consider not only the minima depth but also the overall shape of the
potential. In a second set of results, interaction between the protonated arginine and
the anion series is investigated. This allows one to observe specific differences between




Figure 4.3: Potential energy surfaces (energy in kJ·mol−1) for different anions interacting with the
protonated arginine model. a) F−, b) Cl−, c) Br−, d) I−.
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Comparing the four potential energy surfaces, one observes that the location and the
number of minima only changes slightly. The location is mainly influenced by the size
of the anion, with fluoride showing the closest minima to the amino acid structure.
The most marking difference is in the depth of the minima. Fluoride presents the
strongest interaction with the moiety, with the minima energy varying between -30 to
-39 kJ·mol−1. These minima become consistently smaller for larger anions. For iodide
they vary between -10 and -17 kJ·mol−1. This is expected since fluoride will have much
stronger electrostatic interactions with the charge amino acid. Iodide on the other
hand, due to its very diffused electro cloud, interacts less with the positive charge in
guanidinium. The profiles are slightly asymmetric around the arginine guanidinium
group, mostly due to the in-plane orientation of the N-H group next to the Cδ. For all
the four cases three main minima regions can be observed.
Moving farther away from the charged group, one notices further differences between
the anions. It is visible that the iodide and bromide PES are much flatter than for
the remaining two. For fluoride and chloride the minima are very sharp and present
a repulsive potential near the non-charged groups. The difference in the shape of the
potential between the several anions leads to believe that small anions present a higher
residence time near the charged group, while larger anions present smaller differences in
the residence time between hydrophobic and hydrophilic sites of the amino acids. One
could order the anions towards the guanidinium group according to their stability as
fluoride > chloride > bromide > iodide.
Comparing these results with the ones in Chapter 3.2 at the S1 docking site, the
distance between chloride and the proton is 2.132 Å compared with 2.192 Å in the PES
presented in Figure 4.3. The same trend can also be observed for the case of bromide
in S1 2.382 Å compared with 2.392 Å. One should take in account that the basis set
used in the results from Chapter 3.2 is not the same and in the present study and the
whole system is relaxed (the anion is not constrained to a grid). Nonetheless the two
approaches are in good agreement.
A comparison between the PES for the protonated arginine interacting with the four
halide anions in this study with the density distribution from the same interacting system
from Heyda et al.108 is presented in Figure 4.4 It is very interesting that the two different
approaches are in quite good agreement. The localization of the minima from our PES
coincide with the locations of high anion density observed by Heyda and coworkers. This
leads to believe that our approach seems suitable for the study of such systems.
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Figure 4.4: Comparison between the PES resultant from the interaction between protonated arginine
and the four considered anions in this study (right) and the anions density distribution
around the same amino acid (left), resultant from a MD simulations with polarizable parm99
force field. The pictures from the latter were adapted with permission from Reference [108].
Copyright 2009 American Chemical Society.
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Backbone Interactions
In the previous section, the amino acids used are models systems where preferential
anions interactions may occur. Nonetheless, due to the adopted approach, it was not
possible until this point to retrieve information about anion interactions with the back-
bone. These interactions can also be a determinant factor for Hofmeister-type effects.
With this in mind, one built a backbone model with alanine and computed the PES
for two extremes of the chosen anion series, for fluoride and iodide. The results are
presented in Figure 4.5. It is important to notice that the methyl group from alanine is
above the plane of the grid, with only the amide groups of the backbone and the used
caps accessible to interact with the anions.
a) b)
Figure 4.5: Potential energy surfaces (energy in kJ·mol−1) for fluoride (a) and iodide (b) interacting
with a backbone model.
The PES shows an interaction site next to the amide N-H site. This is predictable,
since the latter is expected to bear a positive charge. When comparing the potential
plots for the two anions, one observes that the surface presents a much flatter profile.
Interestingly, the PES for iodide depicts a less intense minimum near the second N-H
with -2 kJ·mol−1, which has a carbonyl group pointing in the same direction, whereas is
absent for fluoride. This is a symptom of concomitant weak electrostatic interaction and
stronger dispersion forces that counteracting the repulsion towards the carbonyl group.
In the case of fluoride, one would expect a favourable interaction in cases where the
carbonyl group is tilted out of the plane.
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The rest of the surface is featureless. One further the repulsion of the anions towards
the carbonyl group, due to the excess charge located at the oxygen.
Dispersion Contributions
In order to investigate the specific contribution of dispersion forces, one made used of the
local correlation treatment to single out these interactions. In this section one present
results where one subtract the dispersion contribution to the total PES. A comparison
between PES of the interaction of fluoride and iodide with protonated histidine with
and without dispersion forces are shown in Figure 4.6.
a) b)
c) d)
Figure 4.6: Potential energy surfaces (energy in kJ·mol−1) for the protonated histidine system with a)
fluoride and c) iodide. The dispersion forces have been subtracted in b) for fluoride and d)
for iodide.
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One can observe that the main interactions occur around the histidine ring, as ex-
pected. The minima in the PES preserve their location upon subtraction of the disper-
sion forces contribution. One of the most interesting facts to note is that the dispersion
contribution to the minima depth in the case of fluoride is about half of the one reg-
istered for iodide. Thus, the interaction is decreased by 3-4 kJ·mol−1 for fluoride and
6-8 kJ·mol−1 for iodide. The relative effect is much larger in the case of iodide than for
fluoride. In the case of the first, dispersion contributes with 50 % to the more intense
minima, whereas only 5 % to the latter. This difference further stresses the disparity
between the electrostatics and dispersion contributions for fluoride and iodide. It also
explains the relative affinity of large anions, like iodide, for apolar hydrophobic regions,
in contrast to small anions like fluoride, which interacts almost exclusively with charged
groups of the amino acids. This conclusion goes towards others works that address
specific anion effects.106
A well-known example is the molecular interpretation of the surface tension enhance-
ment of the ionic aqueous solutions relative to neat water.113,114 Thus similar reasons
have been pointed out to explain the affinity of large anions for both air-water interface
and other hydrophobic interfaces.
Anion-π Interactions
In the previous sections one has discussed the anion-amino acid interaction in terms of
2-D potential energy surfaces, where anions are placed on an arbitrary plane. In the case
of lysine, the rotation of the side-chain would lead to a different PES, but new type of in-
teractions are to be expected. In the case of histidine and arginine, however, one should
also consider the π-system and how the anions may interact from other orientations.
Anion-π interactions have become a topic of interest for theoreticians and experimen-
talists alike.115,116 Similar systems have been the subject of several recent theoretical
studies, but mostly without including solvation effects.117–122 In this case, electrostatics
dominate the energy profile. However, embedded in a polar environment, the relative
effect of the latter contributions will decrease. Smaller absolute contributions, like dis-
persion, can be particularly significant in establishing the difference between the different
anions. With this purpose in mind, one carried out 1-D calculations, placing each anion
along the normal axis of the histidine’s ring and of the guanidinium group at varying
distances. Just like the previous calculations, one started by computing the anion-amino
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acid system at a large non-interacting distance, saving the domains information and then
using the latter in computing each point along the normal axis. In this way a consistent
description of the virtual space is used.
In Figure 4.7 one has plotted the potential energy surfaces for neutral histidine model
and the four anions. One can observe that only in the case of bromide and iodide
Figure 4.7: Potential energy curve (in kJ·mol−1) with COSMO-LMP2 for the neutral histidine system
in combination with the anions F−, Cl−, Br− and I−, relative to the distance r along the
ring normal axis.
significant minima are found, -3.6 and -8.9 kJ·mol−1 in depth, respectively. The mini-
mum found for iodide is in fact comparable to the values found in Figure 4.6 (around
-14 kJ·mol−1). These results highlight the significance of anion-π interactions for the
heavier anions. The fluoride potential profile is purely repulsive. This may be due to
a dominance of the effect of the solvent. In Figure 4.8, one has removed the dispersion
contributions to the energy. In this case, all the potentials are shown to be repulsive.
The effect is much stronger in the iodide case, with a drastic change of the curve partic-
ularly in the region of the minimum at 3.9 Å. It is also possible to note that by removing
dispersion effects the profile of the potential curves for chloride, bromide and iodide are
almost identical. The major difference is in the onset of the strong repulsion curve,
which happens slightly earlier for heavier anions. This is maybe related with the anion
size.
One repeated almost the same set of calculations for the guanidinium group, taking
the central carbon atom as a reference and approaching the anions along the axis. In
Anion Specific Effects 65
these calculations one used fluoride, chloride and iodide. The results are presented in
Figure 4.9.
Figure 4.8: Potential energy curve (in kJ·mol−1) with COSMO-LMP2 without dispersion interactions
for the neutral histidine system in combination with the anions F−, Cl−, Br− and I−,
relative to the distance r along the ring normal axis.
Figure 4.9: Potential energy curve (in kJ·mol−1) with COSMO-LMP2 for arginine system in combi-
nation with the anions F−, Cl− and I−, relative to the distance r along the guanidinium
normal axis.
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The obtained energy profiles show the same behaviour as in the case of the histidine
ring. Fluoride and chloride present a pure repulsive behaviour towards the above plane
of the guanidinium plane. On the other hand, iodide presents a minimum around 3.9 Å
with a depth of -5.9 kJ·mol−1. As observed for the histidine ring,123 upon the removing
dispersion effects (see Figure 4.10), the profiles depict a pure repulsive behaviour. This
once more empathizes the role of dispersion effects in the interactions of anions with
π-systems.
Figure 4.10: Potential energy curve (in kJ·mol−1) with COSMO-LMP2 without dispersion interactions
for arginine system in combination with the anions F−, Cl− and I−, relative to the distance
r along the guanidinium normal axis.
Final Remarks
In this Chapter, the PES surface of different amino acids models were calculated with
the LMP2 method including solvation effects through the COSMO model. The obtained
profiles show the increase of affinity from iodide to fluoride towards the charged groups
of the different amino acid models. PES for fluoride present sharp and deep minima next
to charged groups, which suggests higher residence times in these more hydrophilic areas.
Bromide and iodide, on the other hand, present more shallow minima which spread to
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hydrophobic regions of the amino acid. This suggests lower residence times next to
charged groups, with higher mobility to visit more hydrophobic regions in peptides.
The previous statement is also supported when analysing a backbone model and the
anion-π interactions. The PES for iodide and histidine shows that 50 % of the depth
in the sharpest minimum of the iodide with the imidazolium group is due to dispersion
effects. For fluoride, however, dispersion forces contribute with only 5 %. The competi-
tion of large anions with water for the amino acid charged groups should also promote
their interaction with hydrophobic groups of the former. For small anions like fluoride,
this competition is not expected, and the stronger electrostatic interactions coupled to
a weak contribution from dispersion should prohibit significant interactions with hy-
drophobic groups. The high affinity of the small anions for polar amino acids (or more
hydrophilic parts), allows the backbone of the protein to be able to fold and to aggregate
with other proteins leading to the protein salting-out, Figure 4.11-a). Contrary to the
latter, large anions are able to interact more hydrophobic parts of the amino acid. This
allows them to visit regions very next to the backbone, Figure 4.11-b), constraining the
latter. As a consequence, they prevent the backbone folding and therefore contribute to
the protein solubilization.
a) b)
Figure 4.11: Schematics for a possible model of Hofmeister-type effects, where small anions (in red) and
big anions (in green) interact with polar (white circles) and apolar (black circles) amino
acids of a protein and influence its folding.
68 Specific ion-amino acid interactions
This work provides a solid picture of the molecular origin of specific anion effects and
their ordering in the Hosfmeister series. On one end, the results support the scenario
where large polarizable anions can interact with hidden hydrophobic groups in the pro-
tein. This promotes protein destabilization and their solubilization. On the opposite
end, the inability of small anions to visit hydrophobic regions, due to a high affinity for
charged groups in the protein, should promote the dehydration of the latter, stabilizing
it and triggering slating-out.
5 β-Peptides conformational studies
5.1 Overview
β-amino acids are non-natural occurring organic molecules which, just as their α-counter-
parts can build oligomeric structures. The differences lies in an extra methylene group
between the C-terminus and the N-terminus of the amino acids. A general scheme for
both types α- and β-amino acids is present in Figure 5.1. This carbon can be designated
as carbon beta (Cβ) or carbon three (C3). The latter results from counting the carbon
from the carboxylic acid (C1) in direction of the amine group. This additional spacer
between the peptidic bonds (in a peptide) gives β-peptides additional degrees of freedom
and generates a high structural diversity.124 Besides enantiomeric isomers, the possible
substitution of the hydrogens of the Cβ or of Cα (β3- and β2-homoamino acids) results
in structural isomers.124–126 Cyclic side chains that share the Cα and Cβ are also possi-
ble.124–129 β-peptides are known to adopt several conformations that can be characterized
by internal dihedral angles, ϕ, θ and ψ defined as ϕ = C-N-Cβ-Cα, θ = N-Cβ-Cα-C and
ψ = Cβ-Cα-C-N.125 Their are shown in Figure 5.1. Their secondary structures can be
generally defined as helical and sheet like conformations.125,127 Five types of helical con-
formations have been identified, namely the 8-, 10-, 12-, 14- and 10/12-helix.125,127,130
The cardinal numbers indicate the number of atoms between hydrogen bond membered
rings formed in the backbone as shown in Figure 5.2.
In the 14-helix the pattern is originated by the interaction between the amide hydrogen
(N-H) from the ith residue and the oxygen from the amides carbonyl group of the (i+2)th
residue.99,125,127 The discovery of the 14-helix can be attributed to Gellman131 and to See-
bach132 and their co-workers. The first showed that trans-2-aminocyclohexanecarboxylic
acid (trans-2-ACHC) adopts a 14-helix conformation in methanol as well as in the solid
state. Seebach suggested that an hexapeptide with β3-hVal, β3-Ala and β3-hLeu formed
a 14-helix in pyridine where the side chains were atop each other. Due to the backbone
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a) b)
Figure 5.1: Schematic representation of the backbone of a dipeptide of a) α-amino acids and b)
β-amino acids and definition of their internal dihedral angles. The latter are defined as
ϕ = C-N-Cβ-Cα, θ = N-Cβ-Cα-C and ψ = Cβ-Cα-C-N. .
Figure 5.2: Schematic representation of some of the hydrogen bond pattern adopted by β-peptides
secondary structures.
constraints, β-peptides are known to form a stable 14-helix with four residues.127
In the case of the 12-helix, the hydrogen bonds are between the oxygen from the amides
carbonyl group of the ith residue and the amide hydrogen (N-H) from the (i+3)th and
contrary to other structures it requires a θ dihedral angle of 90 degrees.99,125,127 This
conformation presents the particularity that the internal hydrogen bond orientation and
macrodipole are similar to the ones from α-helix from α-peptides.133
The 10/12-helix is somewhat different, as it presents intersperse 10- and 12-membered
ring hydrogen bonds. Contrary to the other helical structures in which all the carbonyl
groups point in the same direction and the amide hydrogens in the opposite direction,
in the 10/12-helix the carbonyl groups point in two alternate directions.99,125,127 This
conformation is composed by residues that are alternated β2- and β3-amino acids.
In sheet like conformations are structures like hairpin,134 C6-ribbon99 or 6-strand.125
The latter are stabilized by 6 membered ring hydrogen bonds. An example of this type of
conformation is reported by Martinek and co-workers relative to cis-2-aminocyclopentane
carboxylic acid (cis-ACPC) oligomers.135 The authors observed experimentally by NMR
cross-relaxation data and circular dichroism in methanol and by molecular dynamic sim-
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ulations using the MM3 force field that this type of oligomers adopted a C6-strand like
conformation.125 This supports the suggestion that β2,3-amino acids with a like (syn)
conformation tend to fold into sheet like conformations.127
Contrary to cis-ACPC, the trans-ACPC, in which the side chain is in an unlike (anti)
conformation, it was found to adopt a very stable 12-helix conformation in organic
solvents, proved experimentally by circular dichroism and X-ray diffraction.136 This sug-
gests that through the design of the side chains conformations one can have some control
on the preferential conformations.129 The reason of the stability of the C6-strand is be-
lieved to be related with the gauche conformation of the θ dihedral angle. This is
stabilized by electrostatic interactions between the negatively charged nitrogen and the
positively charged carbon from the backbone’s amide.99 This sheet like conformation has
also been studied in a combination of side by side strands structures.137–139
The strands can be classified as polar or apolar. In the former all the carbonyl groups
from the backbone point all in the same same direction, while in of apolar strands,
the carbonyl are facing alternate directions.137 Theoretical calculations with geometry
optimization at the B3LYP/6-31G* level followed by energy refinement with a higher
level of theory have been applied to the conformation stability of this systems, and shown
to reproduce experimental results.137–139
Martinek et al. states that hydrogen bonds that stabilize the β-peptides secondary
structures can have parallel or antiparallel orientations in relation to the direction of
the peptide chain, this is, from the N-terminus to the C-terminus.125 This orientation
is connected to the pattern of the hydrogen bond membered ring. In the parallel ori-
entation, the amide hydrogens (hydrogen bond donor) are pointing in the direction of
the C-terminus, while the carbonyl oxygens (hydrogen bond acceptor) point into the
N-terminus. This is observed for the 10- and 14-helix and C6-strand. In the case of an-
tiparallel, the hydrogen bond acceptor and donor point in the opposite direction. This
is observed for the 8- and 12-helix.
In addition to the hydrogen bond pattern to distinguish the β-peptides conforma-
tion, one can also characterize them in terms of helical twist. Seebach and co-workers
use in their adopted nomenclature (M) and (P) to differentiate left from right handed
conformations.128 Besides the nomenclature used so far in this manuscript to describe
β-peptides secondary structures other variants can also appear in the literature.127 One
helical handedness can be obtained just by carrying out a mirror operation. This would
correspond to multiplying their dihedral angles by -1 on a conformation with oppo-
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site helical handedness and by inverting the configuration of the Cα and Cβ.125 Several
nomenclatures have been used for the secondary structures of β-amino acids.127
In terms of the stability of unsubstituted β-peptides conformers, the 10- and 12-helix
are more stable than the 14-helix in gas phase. Nevertheless, in solution the 14-helix most
stable than the before conformations. This effects were observed for helical structures
with more than four residues. The destabilization of the previous conformations over
the 14-helix is believed to be related to their reduce dipole moment.99 The effect of
different side chains has been investigated by Lin et al.140 using molecular dynamic
simulation using GROMOS force field on β-heptapeptides. In the latter the fifth residue
was changed into different branched (like β3-hVal) and non-branched (like β3-hAla) side
chains.140 The authors come to the conclusion that the dominant conformation was the
14-helix. It was found that there was a very small stabilization (2 kJ·mol−1) due to the
presence of branching side chains on the Cγ (carbon of the side chain that is directly
connected to the backbone), but no effect was found due to the variation of the length
of the side chain or its polarity.140
The work presented in this chapter is dedicated to the study of β-peptides stability
in several secondary conformations. The latter are composed by a hexamer of β-amino
acids in a β-sheet like, 12- and 14-helix structures. For this effect a set of four amino acids
were selected, with cyclic and aliphatic side chains. The conformational studies were
carried out using quantum mechanical methods in gas phase and in solution. Solvent
effects were simulated using an implicit solvation model.
5.2 Computational Details
For the β-peptides conformational studies, one built β-amino acid hexamers. The latter
are mainly divided in two groups. One where the amino acids present a cyclic side chain,
while the second is constituted by aliphatic side chain. The structures of the β-amino
acids used in this work are present in Figure 5.3.
For the first set, the model structures of cis-2-aminocyclopentanecarboxylic acid
(cis-ACPC) and cis-3-aminotetrahydrofuran-2-carboxylic acid (cis-FAA) hexamers were
built on the basis of experimental structural studies141 with a β-sheet (C6 strand like
structure) and a 14-helix left handed conformations.
The second test set is composed of β3-hVal and of β3-hLeu conformers built in a
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Figure 5.3: Structure of the β-amino acids used in the present study. The former are composed of:
a) cis-2-aminocyclopentanecarboxylic acid (cis-ACPC), b) cis-3-aminotetrahydrofuran-2-
carboxylic acid (cis-FAA), c) β3-hValine and d) β3-hLeucine.
14-helix and 12-helix, both in a right (P) and left (M) handedness. For each of the four
structures one built all the possible configurations of the side chain according to the
conditions referred by Seebach et al..128 Here for a 14-helix conformation only the axial
positions of the side chain relative to the helix are possible. Taking this into account in
the case of β3-hVal only 3 configurations of this side chain are possible. In the case of
β3-hLeu this number increases to 9 for each helical structure, as shown in Figure 5.4.
The oligomers were capped in the N-terminus with azide and in the C-terminus with
methyl ester. In order to generated suitable starting structures, the initial handmade
geometries were optimized with RM1 semiempirical method as implemented in MOPAC
quantum chemistry program package.142
The obtained structures for the peptides with cyclic side chains were then optimized
at the B3LYP/6-31G* level of theory in gas phase and in solution.51 The DFT optimized
structures were also used in estimating starting geometries for the cis-FAA hexamers.
This was accomplished by substituting a CH2 in the cyclopentane rings by an oxygen,
according to Figure 5.3. This was followed by geometry optimizations at the same level
of theory.
For the peptides with an aliphatic side chain, the structures were optimized at the
B3LYP/6-31G* level of theory.51 A set of geometries were then selected in a range
of 50 kJ mol−1 in relation to the most stable conformation and optimized again with
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B3LYP/6-31G* including dispersion corrections,53 (B3LYP-D3), for gas phase and in
solution.
LMP2 single points with density fitting approximations were carried out in each struc-
ture.43 Single points with B3LYP with and without dispersion corrections53 were also
carried out. Energy single points were both in gas phase and in solution. The solvent
effects were introduced both in geometry optimizations and energy single points through
the use of the COSMO model.6 The former include trifluoroethanol (TFE) and water
(W) with dielectric constants of ε=26.14 and 80.10 respectively.
For the peptides with cyclic side chains, the basis set used was the Dunning cc-pVTZ
basis143 with diffuse functions added to non-hydrogen atoms.90 This will be hereafter
referred to as aug’-cc-pVTZ. While for the peptides with aliphatic side chains were
computed with with a cc-pVTZ basis set.90
In the local calculations, Pipek-Mezey orbitals34 were used in combination with Nat-
ural Population Analysis (NPA) domain selection criteria, with TNPA=0.03.37 LMP2
calculations were carried out with a development version of Molpro 2010.2.38 Single
points using density functional theory were performed with the Orca quantum chem-
istry software package.144
Figure 5.4: Schematic representation of the study of the stability of β3-hVal and of β3-hLeu hexamers
in a right (P) and left (M) handed conformations. The cardinal number in parenthesis
indicates the number of structures built.
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5.3 Results and Discussion
5.3.1 β-peptides with cyclic side chains
The focus of this work is to study the stability of cis-ACPC and cis-FAA in β-sheet
and 14-helix conformations. The initial structures of the cis-FAA were created from the
optimized geometries of the cis-ACPC with the above mentioned changes. This proce-
dure was applied in order to maximize the similarities in the secondary structures of the
oligomers of the two β-amino acids. This allows a comparison between the two hexapep-
tides on a relative equal footing, while avoiding an extensive minima search. This would
be prohibitive using quantum mechanics due to the system size, even if semiempirical
methods were to be used. Alternatively one could opt for the use of molecular mechanics.
Although recently efforts have been made in obtaining reliable force field parameters for
the description of β-peptides, such as in the case of cis-ACPC,145 there is no consistent
set available for both monomers considered in this study.
Both the β-sheet and 14-helix structures for the cis-ACPC and cis-FAA hexamers were
optimized in gas phase and in solution. In solution two different polarity environments
were used. They were included using a continuum description of trifluoroethanol and
water. In Figure 5.5 one presents the optimized geometries of β-sheet and 14-helix con-
formations of the two β-amino acids in study obtained for gas phase. Allylic hydrogens
were removed for a better visualization.
One will start by discussing the optimized 14-helix structures. A comparison between
the cis-ACPC and cis-FAA shows that the differences are very subtle. A first observation
would be that the cis-ACPC hexamer presents a hydrogen bond between the methyl
ester cap carbonyl group and the amide hydrogen from the (i+2)th residue. Such was
observed for all three simulated environments. This hydrogen bond presents the same
characteristic of the hydrogen pattern observed in a 14-helix. This formation was found
to be absent in the case of the cis-FAA conformer. This is due to the fact that the ester
group in cis-ACPC presents an eclipsed conformation, instead of a gauche conformation
as it is observed in the cis-FAA oligomer. It is difficult to judge whether this is an
effect directly linked to the substitution in the ring or an artifact from the geometry
optimization. A possible way to overcome this doubt would be to perform an extensive
study of the conformational landscape, using several structures for each conformer. It is
important to note that such changes in the terminal groups can easily happen since they
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Figure 5.5: Structures of the most stable conformations for the cis-ACPC hexamer in a a) β-sheet and
c) 14-helix and for the cis-FAA hexamer in b) β-sheet and d) 14-helix . The geometries
were optimized with B3LYP-D3/6-31G* in trifluoroethanol (TFE). The solvent effects were
introduced by using the COSMO model. Allylic hydrogens were removed for clarity.
exhibit a higher flexibility. Nonetheless, they should have a small effect in the relative
conformational energies.
An average value for the hydrogen bond distances and angles is presented in Table 5.1.
It can be noticed that for the gas phase the hydrogen bond length of cis-FAA is 0.05 Å
smaller than cis-ACPC. The angles are basically the same. When one goes to solution
more significant differences are observed. cis-FAA presents hydrogen bond 0.16 Å smaller
than cis-ACPC and smaller angles by about 8 degrees. This observation suggest that is
only in solution that there are significant differences between the hydrogen bonds of cis-
ACPC and cis-FAA 14-helices structures. Smaller hydrogen bond lengths for cis-FAA
suggest that it presents a tighter packing than cis-ACPC. If one compares the 14-helix
cis-ACPC conformers, one notices that the major differences occur between the gas
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phase and solution geometries. No significant differences are observed for the hydrogen
bond lengths and angles between the two simulated solvents. The previous evidences
are also observed for the cis-FAA.
Table 5.1: Average hydrogen-bonds lengths (in Å) and angles (in degrees) present in cis-ACPC and
cis-FAA 14-helix conformations. For the optimized structures in the gas phase (GP), triflu-
oroethanol(TFE) and water (W) with B3LYP/6-31G*.
cis-ACPC cis-FAA
Distance Angle Distance Angle
GP 2.834 151.6 2.697 151.6
TFE 2.373 161.5 2.205 153.2
W 2.363 161.9 2.218 153.8
The side chain in the cis-FAA and cis-ACPC in a 14-helix conformation exhibits a
strong influence on the tightness of the helix loop. Comparing the distances between the
amide hydrogen from the backbone and the ring oxygen in cis-FAA and the carbon in
cis-ACPC (in the equivalent position of the oxygen in the former) the ones in the former
case are found to be much shorter (Figure 5.6). In the cis-FAA 14-helix the hydrogen
and the oxygen are 2.1-2.1 Å far apart. In the case of cis-ACPC the distance between
the hydrogen and the carbon is found to be 2.5-2.6 Å. The reason for this is obvious.
By replacing a CH2 group with an oxygen in the cyclic side chain, the steric effects
are reduced and also introduces a favourable electrostatic interaction between the latter
and the hydrogen. This favourable interaction contributes to a more compressed helical
structure which is also reflected in shorter hydrogen bonds in the 14-helix pattern.
One also calculated the solvent accessible surface area (SASA) for these conformers in
the three media. Calculating the difference between the SASA of cis-FAA and cis-ACPC
shows that in gas phase this is 6 % smaller for the former . The same trend is observed in
solution, being 8 % smaller for both simulated solvents. This suggests that the cis-FAA
14-helix exhibits a more compact conformation.
The previous effect should also be reflected in the backbone properties such like the
dihedral angles. This is presented in Table 5.2. The ψ angles are usually taken as the
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determining parameters for the backbone conformation.146 It can be observed that for
the gas phase the cis-FAA 14-helix presents a smaller ψ angle. This supports the idea
of a tighter packing in the cis-FAA in good agreement with the SASA values.
The effect of the medium on the optimized geometries for the 14-helix of each β-amino
acids was also assessed through the root mean square deviation (RMSD), Table 5.5. The
superposition of the hexamer structures for cis-ACPC is presented in Figure 5.7 and for
cis-FAA in Figure 5.8. The allylic hydrogens were removed for better visualization. For
the cis-FAA 14-helix a significant difference in the RMSD is only observed between the
gas phase and solution geometries, with variations of 0.45 Å for trifluoroethanol and
0.42 Å for water. Comparing the two simulated solvents this difference is more subtle,
0.12 Å. In the case of cis-ACPC 14-helix the same trend is observed. This reveals that
the absence or presence of solvent has some impact on the geometry, while there is only
very small effect between the two solvents.
Figure 5.6: Schematic representation of favourable intrinsic interactions that stabilizes the cis-FAA
14-helix that is absent in the case of the cis-ACPC.
Now one will compare the β-sheet conformers for cis-FAA and cis-ACPC. In this type
of conformation the hydrogen bond pattern results from the interaction of the amide
hydrogen and the oxygen of the carbonyl group that belong to the same amino acid. In
this case the donor and acceptor sites are separated by 6 atoms. Their average length and
angles are presented in Table 5.3. One can notice that, as in the case of the 14-helix, the
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Table 5.2: Average backbone dihedral angles (in degrees) for 14-helix conformation of cis-ACPC
and cis-FAA hexamers. Values for the geometries optimized in gas phase (GP), trifluo-
roethanol (TFE) and water (W). The torsional degrees of freedom are defined as follows:
ϕ = C-N-Cβ-Cα, θ = N-Cβ-Cα-C and ψ = Cβ-Cα-C-N.
cis-ACPC cis-FAA
ϕ θ ψ ϕ θ ψ
GP -138.7 46.1 -124.1 -145.9 38.7 -114.6
TFE -130.3 43.3 -128.4 -142.6 34.4 -110.8
W -122.1 44.0 -128.6 -140.7 35.0 -112.4
cis-FAA presents shorter hydrogen bonds than cis-ACPC. When going from gas phase
to solution this difference increases approximately by 0.07 and 0.19 Å in TFE and W,
respectively. Comparing the angles one can notice that they are quite comparable for gas
phase while in solution cis-FAA presents angles up to 12 degrees larger than cis-ACPC
in water. The smaller hydrogen bond lengths registered seem to be related to a more
tight conformation as it was observed in the case of the 14-helix.
Table 5.3: Average hydrogen-bonds lengths (in Å) and angles (in degrees) present in cis-ACPC and
cis-FAA β-sheet conformations. For the optimized structures in gas phase (GP), trifluo-
roethanol(TFE) and water (W) with B3LYP/6-31G*.
cis-ACPC cis-FAA
Distance Angle Distance Angle
GP 2.155 120.4 2.089 124.5
TFE 2.216 118.5 2.022 129.0
W 2.209 116.9 2.025 129.0
In order to have an idea of the structure packing one can again take a look into the
dihedral angles. The average dihedral angles for the cis-FAA and cis-ACPC in a β-sheet
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conformation are presented in Table 5.4. In general, the same trend is observed in
the three simulated environments. The θ angles for cis-FAA and cis-ACPC are quite
comparable. In the case of ψ, smaller values were obtained for cis-FAA indicating that
this presents a more compact packing. This idea is supported by the obtained SASA
values. The SASA of cis-FAA in gas phase is 3 % smaller than cis-ACPC. In solution
this difference reaches 6 % for both solvents.
Table 5.4: Average backbone dihedral angles (in degrees) for β-sheet conformation of cis-ACPC and
cis-FAA hexamers. Values for the geometries optimized in gas phase (GP), trifluo-
roethanol (TFE) and water (W). The torsional degrees of freedom are defined as follows:
ϕ = C-N-Cβ-Cα, θ = N-Cβ-Cα-C and ψ = Cβ-Cα-C-N.
cis-ACPC cis-FAA
ϕ θ ψ ϕ θ ψ
GP -111.0 -41.9 159.1 -119.8 -41.4 146.7
TFE -110.8 -41.8 149.9 -132.7 -43.7 140.0
W -112.0 -41.9 160.9 -132.9 -43.9 140.5
The effect of the medium on the optimized geometries for the β-sheet of the hexamers
was also assessed through the root mean square deviation (RMSD). The values are given
in Table 5.5. The superposition of the hexamer structures for cis-FAA is presented in
Figure 5.8 and for cis-ACPC in Figure 5.7. The allylic hydrogens were removed for
clarity. For the cis-FAA β-sheet a significant difference is observed between the gas
phase and solution geometries, with variations of 0.76 Å for trifluoroethanol and 0.75
Å for water. Comparing the two simulated solvents this difference is more subtle, 0.03
Å. In the case of cis-ACPC β-sheet the same trend is observed. This reveals that the
solvent has some impact on the geometry, while there is only a very small difference
between the two solvents.
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Table 5.5: RMSD for cis-ACPC and cis-ACPC in the β-sheet and 14-helix optimized geometries (in Å)
obtained in gas phase (GP), trifluoroethanol(TFE) and water (W).
cis-ACPC cis-FAA
β-sheet 14-H β-sheet 14-H
GP vs. TFE 0.39 0.32 0.76 0.45
GP vs. W 0.40 0.39 0.75 0.42
TFE vs. W 0.05 0.03 0.03 0.12
The relative energies for cis-ACPC and cis-FAA hexapeptides are displayed in Table
5.6. The values are given as the energy difference between the 14-helix and the β-
sheet conformations, E(14-helix)−E(β-sheet). Positive values in the table indicate a
larger stabilization in the β-sheet case, whereas negative values indicate that the 14-helix
conformation is more stable. The results obtained also include COSMO corrections.
In the case of trifluoroethanol and water, the COSMO model was used both in the
optimization procedure and in the energy refinement.
In the case of cis-ACPC, B3LYP and LMP2 favour a β-sheet conformation in the three
simulated environments. The LMP2 stabilization energies vary from 6.0 kcal·mol−1
in gas phase and 3.3 kcal·mol−1 in trifluoroethanol. The relative energies are almost
unchanged in going from trifluoroethanol to water. B3LYP predicts a stabilization of
the β-sheet in a range of 17.6 kcal·mol−1 in gas phase and 16.7 kcal·mol−1 in water. In
the two simulated solvents the β-sheets are stabilized to about the same extent. These
observations are in good agreement with experimental135,141 and theoretical results.138,141
The considerable differences between LMP2 and DFT can be attributed to the well
known deficiency of the latter to account for dispersion effects. In order to overcome
this disadvantage of DFT when compared to wavefunction methods, the energy was
refined by carrying out B3LYP single points with dispersion corrections (B3LYP-D3),
as proposed by Grimme and co-workers.53 The obtained relative energies do not seem
consensual. In gas phase the most favourable conformation is the β-sheet. When one
introduces solvent effects the most stable conformation is the 14-helix.
The LMP2 method with the same basis set as used in this work has been applied to the
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Figure 5.7: Superimposed optimized structures for the cis-ACPC β-sheet (left) and cis-ACPC 14-helix
(right) under different solvent descriptions. The structures are color coded distinguishing
gas phase (blue) from trifluoroethanol (red), and water (grey)
a) b)
Figure 5.8: Superimposed optimized structures for the cis-FAA β-sheet (left) and cis-FAA 14-helix
(right) under different solvent descriptions. The structures are color coded distinguishing
gas phase (blue) from trifluoroethanol (red), and water (grey).
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conformational study of α-alanine tetra-, hexa- and octamers.101 The energy differences
of the previous method compared to the basis set limit were shown to be less than 1
kcal·mol−1. Taking this into account it may be expected that the results at the LMP2
level of theory can be considered as a reference.
Table 5.6: Relative energy differences (in kcal·mol−1) between the β-sheet and the 14-helix conformers
computed at the DF-LMP2, B3LYP and B3LYP-D3 methods with the aug’-cc-pVTZ basis set
[E(14-helix)-E(β-sheet)]. The structures were optimized with B3LYP/6-31G*. The COSMO
model was used to approximate solvent effects for both single point and optimization runs.
cis-ACPC cis-FAA
B3LYP B3LYP-D3 LMP2 B3LYP B3LYP-D3 LMP2
GP 17.6 1.5 6.0 -4.3 -17.6 -16.7
TFE 16.9 -1.0 3.3 4.3 -10.0 -7.7
W 16.7 -1.4 3.4 4.4 -10.0 -8.6
In the case of cis-FAA, contrary to what was observed for cis-ACPC, B3LYP-D3 is
in better agreement with LMP2 than B3LYP. They show higher stabilization of the
14-helix over the β-sheet. This conclusion is in good agreement with experimental work
from Pandey et al..141 The LMP2 relative energy are in between -16.7 kcal·mol−1 for gas
phase and -7.7 kcal·mol−1 for trifluoroethanol. For B3LYP-D3 these values are between
-17.6 kcal·mol−1 for gas phase and -10.0 kcal·mol−1 for solution. At the B3LYP the
14-helix conformation is more favourable only in gas phase, while in solution the β-sheet
conformation dominates. It is important to notice that the B3LYP-D3 energies correlate
very well with the ones at the LMP2 level. The differences between the two methods
vary from 0.9 kcal·mol−1 for gas phase to 2.3 kcal·mol−1 for triluorethanol.
These results show that LMP2 can be applied in β-peptides conformational studies,
as it was in α-peptides.101 B3LYP and B3LYP-D3 relative energies follow same trend as
LMP2 for cis-FAA and cis-ACPC with the same basis set. This shows that LMP2 is a
robust method when compared with the B3LYP with and without dispersion corrections.
Although B3LYP is a relatively suitable method for obtaining qualitative structures of
β-peptides, one should be cautious about comparing the energetics of such system at the
DFT level. This is particularly true when comparing packed and extended conformers.
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The reason for the stabilization of the 14-helix over the β-sheet for cis-FAA like confor-
mation may be related to its tighter packing, favouring close dispersion contacts. This is
evidenced in comparing the DFT with the LMP2 results. The more compact structure of
the cis-FAA hexapeptide should be due to a favourable interaction between the oxygen
of the side chain of the residue i and the amide hydrogen from the backbone which has
its origin in the (i-1)th residue. Such effect is presented in Figure 5.6. This is absent
in the case of cis-ACPC. Although this argument is in favour of the stabilization of the
cis-FAA helical conformation, it appears to have an opposite effect for the β-sheet like
conformation. This suggests that for this β-peptide this extra constrain seems to induce
the helical conformation. In the case of the cis-ACPC the preferred conformation is the
β-sheet like conformation stabilized by 6-membered hydrogen bonds. This is an apolar
structure, it results from the alternate hydrogen bonds above and bellow the plane of
the cyclic side chains. This type of conformers are mentioned as being self-stabilizing
by intrinsic, according to the authors, weak hydrogen bonds.147
5.3.2 β-peptides with aliphatic side chains
This section focusses on studying the stability of β3-hVal and β3-hLeu hexamers in
several conformations in two different environments, gas phase and trifluoroethanol. The
conformations under study were the 14-helix and the 12-helix both in a right (P) and
left (M) handedness. Several nomenclatures have been used for the secondary structures
of β-amino acids.127 Here we adopt the one from Gellman127 to describe the helical
membered ring hydrogen bonds pattern, which is defined by the cardinal number, and the
one from Seebach124 to define the handedness. The most stable conformers for β3-hVal
and β3-hLeu hexamers in trifluoroethanol are presented in Figure 5.9 and Figure 5.12
respectively.
Taking into account the 12-helix conformations one can notice that independently
from the handedness the carbonyl oxygens from the amide in the backbone point in the
direction of the methyl ester cap, while the amide hydrogens point in the direction of the
N-terminus. This is in agreement with structures of β-hGly in a 12-helix conformation
presented by Wu et al..99 In the 14-helix, the direction of the oxygens and hydrogens
of the peptidic bond is the inverse of the case of the 12-helix. With the amide oxygens
pointing in the direction of the N-terminus, while the amide hydrogens point in the
direction of the C-terminus. This is in agreement with the 14-helix β-hGly presented
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by Wu et al. and for the generic 14-helices of β3-amino acids by Gellman et al..99,124
In the case of the β3-hVal 14-helices the side chains are basically almost atop of each
other every 3 residues.127 In the case of the β3-hLeu the 14-helices the side chains are




Figure 5.9: Structures of the most stable conformations for the β3-hVal in a 12-helix conformation a) left
handed (M), b) right handed (P) and in a 14-helix conformation c) left handed (M) d) right
handed (P). The geometries were optimized with B3LYP-D3/6-31G* in trifluoroethanol
(TFE). The solvent effects were introduced by using the COSMO model. Aliphatic hydro-
gens were removed for clarity.
In order to understand the differences between the several conformations for the above
mentioned amino acids, the intrinsic properties of each structure are considered. One will
start by discussing the β3-hVal oligomers. Assessing the hydrogen bonds length, Table
5.7 one can see that for the 14-helix in gas phase they are around 2.076 and 2.139 Å for
the right (P) and left (M) conformers respectively. According to Rozas, hydrogen bond
lengths between 1.5-2.2 Å are considered to be strong hydrogen bonds.148 Upon inclusion
of solvent effects in the geometry optimizations their length is decreased by 0.17 Å . This
decrease is accompanied by an increase of the hydrogen bond angle by about 2 degrees
for the right handed and by about 9 degrees for the left handed structures. This seems
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to indicate an accommodation of the conformers to the presence of the solvent. This is
reflected by originating stronger hydrogen bonds. The same trend is observed for the
12-helix conformers. The obtained hydrogen bond lengths are in good agreement with
the ones presented by Wu et al., 2.21 Å for the 14-helix and 2.08 Å for the 12-helix.99
Table 5.7: Average hydrogen-bonds lengths (in Å) and angles (in degrees) for β3-hVal in a 12-helix and
14-helix conformations both with a left (M) and right (P) helical folding. The structures
were optimized in gas phase (GP) and in trifluoroethanol(TFE) with B3LYP-D3/6-31G*.
GP TFE
Distance Angle Distance Angle
(P)-14-H 2.076 160.7 1.881 162.9
(M)-14-H 2.139 150.0 1.971 158.7
(P)-12-H 1.950 160.8 1.873 163.7
(M)-12-H 1.968 158.5 1.862 163.7
As it was shown for the cyclic β-amino acids oligomers the dihedral angles are impor-
tant in order to characterize the secondary structures. The dihedral angles for β3-hVal
in a 14-helix and 12-helix both right and left handed are presented in Table 5.8. As a
first observation one can notice that one can obtain the the left handedness by multi-
plying the dihedral angles of the right handedness by -1. As observed by Fülöp et al., a
conformation with opposite helical direction can be obtained by a mirror operation and
by inverting the chirality of the side chain in Cα and/or in Cβ. This allows to discuss
the dihedral angles in general terms for (M)-14-helix and (M)-12-helix since for the right
handedness the conclusions are identical.
For the (M)-14-helix conformer the angle θ indicates a synclinal (gauche) conforma-
tion, this conformation allows for helix conformation.149 The ϕ and ψ are in a anticlinal
conformation (between 90 to 150 degrees or between -90 to -150 degrees) in good agree-
ment with the 14-helix conformations obtained by MD using GROMOS force field99 and
for the values presented by Martinek et al.149 for β3-amino acids. Comparing the dihe-
dral angles from gas phase with the ones simulated in trifluoroethanol a slight decrease
of dihedral angles is observed.
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Table 5.8: Average backbone dihedral angles (in degrees) for β3-hVal in a 12-helix and 14-helix confor-
mations both with a left (M) and right (P) helical folding. The structures were optimized in
gas phase (GP) and in trifluoroethanol(TFE) with B3LYP-D3/6-31G*. The torsional degrees
of freedom are defined as follows: ϕ = C-N-Cβ-Cα, θ = N-Cβ-Cα-C and ψ = Cβ-Cα-C-N.
GP TFE
ϕ θ ψ ϕ θ ψ
(P)-14-H 132.9 -60.0 142.5 131.9 -53.4 135.9
(M)-14-H -149.9 56.2 -125.0 -145.3 56.1 -125.5
(P)-12-H -102.4 91.6 -87.7 -98.1 88.3 -88.5
(M)-12-H 102.1 -89.4 84.0 97.9 -88.0 88.1
In order to have a better visualization of structural differences between the gas phase
and solution geometries, one overlapped these structures. The superposition of the most
stable conformers of the 14-helix in both right and left handed conformations in gas phase
and in trifluoroethanol are present in Figure 5.10-b) and Figure 5.10-c) respectively.
It can be noticed that for the (M)-14-helix no significant differences are observed.
This is supported by a RMSD of 0.23 Å. For the β3-hVal in a (M)-14-helix geometry the
same conformation of the side chain revealed to be the minimum both in gas phase and
in solution. In the case of the (P)-14-helix significant differences were observed, which
are reflected in a RMSD of 6.05 Å. This huge discrepancy between the two structures
is related to the fact that in trifulorethanol a different conformation of the side chain
was preferred. The two conformations are present in Figure 5.11. The most stable
conformer in gas phase when optimized in solution is 6.2 kcal·mol−1 less stable at the
DF-LMP2/aug’-cc-pVTZ level than the one obtained in solution.
Keller et al. studied the effect of the side chain in β-peptides by molecular dynamics
using the GROMOS 43A1 force field.146 The peptides were constituted by β3-hVal and
β3-hLeu. The authors stated that the side chains have no influence on the backbone
conformation, only the amino acid sequence is relevant for the stability of a certain
conformation.146
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Figure 5.10: Superimposed optimized structures for the β3-hVal in a 12-helix conformation a) left
handed (M), b) right handed (P) and in a 14-helix conformation c) left handed (M) d)
right handed (P). The structures are color coded distinguishing gas phase (blue) and tri-
fluoroethanol (red). Aliphatic hydrogens were removed for clarity.
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a.1) a.2) b.1) b.2)
Figure 5.11: Scheme of the Newman projections of the β3-hVal (P)-14-helix most stable conformer in
a) gas phase and in b) trifluoroethanol. 1) is the projection by looking in the direction of
the Cα-Cβ bond, while 2) is the projection by looking in the direction from the tertiary
carbon of the β3-hVal side chain towards the Cβ .
Kritezer and co-workers studied the influence of side chains in the stabilization of the
14-helix in water by Monte Carlo simulations using a OPLS-AA force field. They found
that β3 side chains that are branched in the first carbon stabilize the 14-helix confor-
mation.150 The previous authors also report that β3-homovaline and β3-homoleucine
promote the 14-helix, where the first have a more stabilizing effect than the latter.
In the case of the (M)-12-helix β3-hVal conformer, it is interesting to notice that
the dihedral angles possess opposite signs to the (M)-14-helix although they present the
same handedness. This is then reflected in the different orientation of the amide oxygens
and hydrogens to the different N and C-terminus, as it was mentioned before. in the
(M)-12-helix β3-hVal conformer the angles θ present an average value of -89.4 degrees
in agreement with the literature.99,127 The angles ϕ and ψ present a clinal conformation
(between 30 and 150 degrees or between -30 and -150 degrees) which is in good agreement
with ones reported in previous studies..99,127,149 The solvents effects on the dihedral
angles of the (M)-12-helix seem to be rather small. The ϕ and θ decrease by 4 and by
1.4 degrees respectively, while ψ registers a slight increase by 4 degrees in solution. The
same trend is observed for the (P)-12-helix. In the case of the 12-helix in both (M)
and (P) conformations, the β3-hVal side chain presents the same configuration of the in
gas phase and in solution. The superposition of the geometries optimized in gas phase
and in solution are present in Figure 5.10-a) and Figure 5.10-b for the (M)-12-helix and
(P)-12-helix respectively. The small differences in the dihedral angles between gas phase
and solution are reflected in a good overlap of the conformations. For the case of the
(P)-12-helix the RMSD between the two environments is 0.23 Å, in the case of the
(M)-12-helix the RMSD is 3.63 Å. The latter is mainly due to small rotations of the
90 β-Peptides conformational studies
β3-hVal side chains and the cap of the C-terminus.
In order to study the stability of the β3-hVal hexapeptides the conformational energies
were refined with DFT and wavefunction methods with local approximations. The rela-
tive energies related to the most stable conformation are presented in Table 5.9. In gas
phase B3LYP, LMP2 and SCS-LMP2 seem to predict that the 14-helix left handed is the
most stable conformation. Nonetheless, the difference between the latter conformation
and the (P)-12-helix and (M)-12-helix at the LMP2 level is very small, only 0.1 and 0.3
kcal·mol−1 receptively. This leads to believe that the 12-helix could still occur at this
level of theory.
Table 5.9: Relative energy differences (in kcal·mol−1) to the most stable conformations of β3-hVal hex-
amers computed which B3LYP and B3LYP-D3 with the cc-pVTZ basis set and with LMP2
and SCS-LMP2 with the aug’-cc-pVTZ basis set. A comparison is made between the 12-
helix and the 14-helix both in a left (M) and right (P) helical folding. The structures were
optimized with B3LYP-D3/6-31G*. The COSMO model was used to approximate solvent
effects for both single point and optimization runs.
GP TFE
DFT DFT-D3 LMP2 SCS-LMP2 DFT DFT-D3 LMP2 SCS-LMP2
(P)-14-H 2.8 5.2 2.7 3.0 2.1 3.1 1.9 2.2
(M)-14-H 0.0 2.9 0.0 0.0 0.0 0.0 0.0 0.0
(P)-12-H 1.0 0.0 0.1 2.1 6.6 1.6 3.7 4.7
(M)-12-H 1.8 0.4 0.3 2.3 6.9 2.1 4.2 5.3
The 12-helices present two hydrogen bonds between two nitrogens of the azide ter-
minal group and the (i-2)th residue that maybe contribute to the stability of this con-
formation. B3LYP with dispersion corrections gives that the preferential conformation
is the (P)-12-helix with the right handed structure being destabilized by less than 0.5
kcal·mol−1. When one includes solvent effects, all the methods predict that the prefer-
ential adopted conformation is the (M)-14-helix. B3LYP-D3 predicts that the latter in
a right helical folding is even more destabilized than the 12-helix in both handedness.
All the other methods predict that both 12-helix conformers are less stable than the
Results and Discussion 91
(P)-14-helix.
Wu et al. reported that the 12-helix is preferred over the 14-helix in gas phase while
in methanol (using the SCIPCM model) the stability of the latter dominates.99 The
stabilization of the 14-helix over the 12-helix in organic solvents like methanol or tri-
fluoroethanol may result from its macrodipole that stabilizes the gauche conformation
of θ.127 The macrodipole results from the electrostatic interaction between the carbonyl
carbon and nitrogen from the amide in the backbone.127 Martinek and co-workers also
point out that in terms of side chain interactions, the conformation more sensitive to
hydrophobic van der Waals interactions is the 14-helix.125 The solvent is said to induce
attractive interactions between the hydrophobic side chains leading to an increase of the
stability of the 14-helix conformation.125 Another possible explanation for the higher
stability of the 14-helix in solution can be related to the fact that the backbone is more
shielded from the solvent. In the 14-helix the hydrogen bond pattern happens between 3
residues, resulting in three residues per turn.99 The 12-helix presents around 2.5 residues
per turn.99 So comparing for example the β3-amino acid hexamers in the 14- and 12-helix
folding the latter presents a more stretched geometry. The backbone is therefore more
accessible to the solvent leading to a possible destabilization of the helix.
The β3-hLeu, when compared with β3-hVal, presents an extra CH2 adjacent to the
backbone. This allows the side chains to have more rotational degrees of freedom. The
optimized structures in trifluoroethanol are shown in Figure 5.12.
Comparing β3-hLeu with β3-hVal 14-helix one can notice that the side chains are not
in atop position as in the case of the latter, but instead they present a rotation of around
15 degrees. This results as a response to the hindrance of the side chains. Contrary to
what was observed in the case of the β3-hVal, the β3-hLeu side chains conformation was
retained for the most stable conformations of the 14-helix and 12-helix for gas phase and
solution.
Looking into the hydrogen bond lengths presented in Table 5.10, one can notice that
the 14-helices present slightly larger bond lengths than the 12-helices. When one goes
from the gas phase to solution there is in general a slight decrease of the bond lengths
and a slight increase of the angles due to solvation. The hydrogen bonds with the present
lengths are known to be characterized as being strong hydrogen bonds.148
Internal torsional angles are presented in Table 5.11. One can notice that they are very
similar to the ones observed for the β3-hVal oligomers. For the gas phase geometries,
the 14-helices the θ presents a characteristic gauche conformation, while ϕ and ψ are in
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a) b)
c) d)
Figure 5.12: Structures of the most stable conformations for the β3-hLeu in a 12-helix conformation
a) left handed (M), b) right handed (P) and in a 14-helix conformation c) left handed
(M) d) right handed (P). The geometries were optimized with B3LYP-D3/6-31G* in tri-
fluoroethanol (TFE). The solvent effects were introduced by using the COSMO model.
Aliphatic hydrogens were removed for clarity.
a anticlinal conformation. This angles as it was discussed before for the β3-hVal are in
agreement with what should be expected for these conformations.
For the case of the 12-helices the θ is very close to the expected 90 or -90 degrees,
depending if the helical conformation is right or left handed. The angles ϕ and ψ
present a clinal conformation which is in good agreement with the ones reported in the
literature.99,127,149
Upon including solvent effects there is a slight decrease of the θ and ψ angles. The
ψ angle in the case of the β-peptides with cyclic side chains was shown to be a good
indicator of the tightness of the conformation. Taking this into account, one could say
that the solvent effects originate a more tight structure, which is reflected by a decrease
of the ψ angle.
Superposing the most stable conformations obtained in gas phase and in solution
(Figure 5.13), one can see that for 14-helical conformers no significant difference in the
geometries is observed. This is also reflected in the small RMSD values of 0.15 Å and of
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0.16 Å for the (P)-14-helix and (M)-14-helix respectively. In the case of the 12-helices,
a RMSD of 0.91 Å is obtained for the right handed and 1.97 Å for the left handed
structures. These larger differences can be a consequence of the decrease of the θ angle
from the gas phase to solution. The latter decreases by 8 degrees for the (P)-12-helix
and by about 10 degrees for the (M)-12-helix.
Table 5.10: Average hydrogen-bonds lengths (in Å) and angles (in degrees) for β3-hLeu in a 12-helix and
14-helix conformations both with a left (M) and right (P) helical folding. The structures
were optimized in gas phase (GP) and in trifluoroethanol(TFE) with B3LYP-D3/6-31G*.
GP TFE
Distance Angle Distance Angle
(P)-14-H 1.998 163.2 1.883 169.0
(M)-14-H 1.987 168.4 1.910 170.3
(P)-12-H 1.953 161.6 1.933 154.2
(M)-12-H 1.950 155.5 1.852 165.5
Table 5.11: Average backbone dihedral angles (in degrees) for β3-hLeu in a 12-helix and 14-helix con-
formations both with a left (M) and right (P) helical folding. The structures were op-
timized in gas phase (GP) and in trifluoroethanol(TFE) with B3LYP-D3/6-31G*. The
torsional degrees of freedom are defined as follows: ϕ = C-N-Cβ-Cα, θ = N-Cβ-Cα-C and
ψ = Cβ-Cα-C-N.
GP TFE
ϕ θ ψ ϕ θ ψ
(P)-14-H 137.8 -59.2 140.7 137.8 -58.6 138.2
(M)-14-H -137.6 59.8 -137.8 -133.3 58.6 -137.4
(P)-12-H -114.4 92.4 -97.9 -119.2 83.9 -82.7
(M)-12-H 103.2 -93.3 91.1 107.7 -82.4 80.0
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a) b)
c) d)
Figure 5.13: Superimposed optimized structures for the β3-Leu in a 12-helix conformation a) left handed
(M), b) right handed (P) and in a 14-helix conformation c) left handed (M) d) right handed
(P). The structures are color coded distinguishing gas phase (blue) and trifluoroethanol
(red). Aliphatic hydrogens were removed for clarity.
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The conformational stability was assessed in the same way as in the case of the β3-hVal.
The relative energies to the most stable conformation are present in Table 5.12. Contrary
to what was observed for β3-hVal hexamers, in gas phase the most stable conformation for
the β3-hLeu oligomers are the 12-helices. Between the handedness of the latter, B3LYP
seems to favour the (M)-12-helix, while the other methods indicate that the most stable
conformation is the (P)-12-helix. This disagreement may be related to dispersion forces
than are neglected in this method. In the case of B3LYP-D3 and LMP2 the difference
to the second most stable conformation is about 2.4 kcal·mol−1. The stability of the 12-
helix in gas phase is in good agreement with what has been reported in the literature,
in gas phase the 12-helix dominates over the 14-helix.99 Upon inclusion of solvent effects
most methods predict that the most stable conformer is the (M)-14-helix. This is in
good agreement with the literature, which attributes this stability to the macrodipole
of this helical conformation.99 B3LYP-D3 predicts the (M)-12-helix as the most stable
conformation. However the energy difference for the (M)-14-H and (M)-12-H is quite
small, indicating the possible existence of such conformations in solution.
Table 5.12: Relative energy differences (in kcal·mol−1) to the most stable conformation for β3-hLeu
hexamers computed at the B3LYP and B3LYP-D3 methods with the cc-pVTZ basis set
and with LMP2 and SCS-LMP2 with the aug’-cc-pVTZ basis set. A comparison is made
between the 12-helix and the 14-helix both in a left (M) and right (P) helical folding.
The structures were optimized with B3LYP-D3/6-31G*. The COSMO model was used to
approximate solvent effects for both single point and optimization runs.
GP TFE
DFT DFT-D3 LMP2 SCS-LMP2 DFT DFT-D3 LMP2 SCS-LMP2
(P)-14-H 3.5 2.6 2.4 1.1 6.0 2.1 1.4 2.8
(M)-14-H 0.1 4.1 3.4 0.9 0.0 1.0 0.0 0.0
(P)-12-H 5.0 0.0 0.0 0.0 9.3 0.0 3.9 6.0
(M)-12-H 0.0 2.3 6.4 4.5 4.2 1.0 8.3 9.0
From these results one can conclude that the change of the side chain from β3-hVal to
β3-hLeu does not seem to have influence in the adopted preferential conformation, which
is in agreement with Glättli et al..151 For the hexamers constituted by only β3-hVal or
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β3-hLeu the most stable conformation in solution seems to be the (M)-14-helix. Raguse
et al. reported some experimental circular dichroism spectra with very similar systems
used in this work.152 The previous authors observed that β3-hVal presented a 14-helix in
methanol, while β3-hLeu seems to adopt a different conformation, a 12-helix. Nonethe-
less the authors mention that in order to prove the existence of β3-hLeu in a 12-helix,
high resolution NMR techniques should be used.152
The inclusion of solvent effects leads to a stabilization of the (M)-14-helix over the
(P)-12-helix. The 14-helix when compared with the 12-helix presents a more compressed
structure along the axis defined by the terminal groups. This is a direct consequence
of the hydrogen bond pattern. This results in a larger residue/turn relation, 3.0 for the
14-helix and 2.5 for the 12-helix.99 As a consequence, the backbone of the 12-helix is
easily accessed by the solvent, which contributes to the destabilization of the peptide
folding. This associated with a small macrodipole proposed by Wu et al. seem plausible
reasons to justify the stabilization of the 14-helix over the 12-helix in solution. This
behaviour underlines the importance of including solvent effects when handling this
type of systems.
6 Perturbative-Monte Carlo QM/MM
Hybrid QM/MM methods coupled with molecular dynamics (MD) are a widespread
methodology for the study of chemical processes in condensed media. In the latter, the
total system is separated into two regions, each treated at a different level of theory. One
small region is treated with QM while the remaining system (e.g. solvent) is treated with
classical force fields. Nevertheless, a large number of electronic structure calculations
(wavefunction methods or DFT) are necessary at each MD step. In order to obtain
reliable information on the dynamics and thermodynamics of the system, these have to be
in the order of hundreds of thousands. This feature makes QM/MMMD computationally
demanding, even though most of the degrees of freedom sampled are found in the MM
part.153 An alternative to the former would be to analyse the MM region by using Monte
Carlo. Although the latter is embarrassingly parallel, the need of a QM calculation for
every solvent move makes it computationally expensive. In the next section one will
present a cost-effective methodology for sampling a system in solution.
6.1 Method
Before going into details, it is important to mention that the method will be discussed
in terms of a solute in a aqueous environment. The former will be treated at the QM
level while the latter at the MM level. But one should keep in mind that the method
by itself can be farther applied for example to system in a proteic surrounding.
Under a QM/MM approach the total Hamiltonian of the system is described by equa-
tion (2.66) and one can write the total energy of the system as














+ EvdWs−S + E
MM
S , (6.1)
where the indices i and A refer to the solute electrons and nuclei, and α runs over the
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solvent atoms. ĤQM stands for the Hamiltonian in vacuum of the QM region and Ψ
is the converged wave function. EvdWs−S contains the classical van der Waals interactions
described by a 12-6 Lennard-Jones potential between the solute (s) and the solvent (S)
and EMM is the classical energy of the solvent. In a Metropolis Monte Carlo simulation















where r′ is the new position of the solvent molecule.
Truong et al.15,16 proposed that one could make use of Monte Carlo in a way where the
QM and MM sampling are separated. The effect of solvent movements on the QM system
could then be treated perturbatively, leading to a low cost simulation method.15,16 This
methodology will be referred to as perturbative-Monte Carlo QM/MM (PertMC).
In the PertMC one assumes that a random move of a solvent molecule does not change
significantly the wavefunction of the solute, in this way one can calculate the effect of
this change in the QM energy by using the wavefunction from the previously accepted
step.15,16 This approach avoids the need to carry out a full SCF calculation in every
solvent random move.
In a PertMC, the effect of the lattice change on the wavefunction of the solute is
deemed to be small, so that the difference in the energy can be calculated by means
of perturbation theory. This avoids a new SCF cycle and only requires trivial nuclear
integrals. The change in the total energy is then computed as





























where ∆Epert is the contribution to the energy due to a perturbative movement of a
solvent molecule. Pµν is the density matrix in the AO basis from the previous SCF
calculation. The former is calculated in the beginning of the PertMC run and every
time one performs an update of the wave function. A schematic representation of the
PertMC is presented in Figure 6.1
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Figure 6.1: Schematic representation of the Perturbative-Monte Carlo QM/MM algorithm.
From equation (6.3), one can see that the main computational cost associated with
this procedure is the calculation of the one-electron integrals. In this way it is expected
a significant saving in the computational time when compared to a non-perturbative MC
approach. The PertMC and MC algorithms were coded in C++ with an interface to the
Molpro38 and Orca144 computational chemistry software packages. The former generates
the trial moves and computes the classical energy terms, while the latter programs are
responsible for non-classical energy calculations and the ∆Epert term.
In the next subsection one will provide details about the water model used, how the
random moves are defined as well as the applied boundary conditions.
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6.1.1 Water model
Over the years several intermolecular potentials have been proposed to describe pure
water in solution in molecular mechanics. One of these classes is the one proposed by
Jorgensen et al. designated by TIPnP (Transferable Intermolecular Potential) with n
interacting sites.154,155 The original models describe the water as non-polarized with a
fixed atom structure. Nonetheless there are also flexible and polarized versions of the
TIPnP model.156,157
In this work one used the water model TIP3P as in their original formulation.154 The

















where q is the partial charge of the atom and rij is the distance between the two atoms.
rOO is the distance between oxygens of the two water molecules and C and D are 12-6
Lennard-Jones parameters relative to the oxygens. The geometry specifications and
the parameters for the potential function for a water molecule TIP3P are presented in
Table 6.1.
Table 6.1: Geometric and Lennard-Jones parameters for water in the TIP3P model.154
r(O-H) α(H-O-H) C × 10−3 D qO qH
Å degrees kcal Å12·mol−1 kcal Å6·mol−1
0.9572 104.52 629.4 625.5 -0.82 0.41
6.1.2 Translation and rotation movements
Under our implementation, the translation and rotation movements of the solvent mo-
lecules are made in relation to their center of mass. The translational movements were
implemented as described in section 2.2.1.
In terms of orientational moves for rigid non-linear molecules, like rotation, used was
made of quaternions.61,62,158,159 The latter are directly connect with the Euler angles.61
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The latter are not so effective to work with, since the rotation operation under this de-
scription is associated to trigonometric relations. These are known to be computationally
more expensive.
The rotation of a rigid molecule can be related to a quaternion vector (Q). The latter







3 = 1. One starts by creating a random vector (ex, ey, ez) with unitary
norm, e2x + e2y + e2z = 1. Then one generates two random numbers ξ3 and ξ4 independent
and uniform in an interval [−1, 1] until S = ξ23 + ξ24 < 1. These new random numbers
are different from the ones created for translation. The random vector is defined as in
equation (2.64) but in respect to the new random numbers. The components of the Q























where θ is the rotation angle in radians. The latter is a random number in a uniform
distribution between zero and a maximum angle that the molecule is allowed to rotate.
In order to obtain a new set of coordinates, one can represent the latter as a column
matrix in 3D space, Xnew. The new set of coordinates is then obtained by solving
Xnew = RXold, were Xold is the matrix that contains the old coordinates and R is the





1 − q22 − q23 2(q1q2 − q0q3) 2(q1q3 + q0q2)
2(q1q2 + q0q3) q
2
0 − q21 + q22 − q23 2(q2q3 − q0q1)
2(q1q3 − q0q2) 2(q2q3 + q0q1) q20 − q21 − q22 + q23.
 (6.6)
A complete derivation of such matrix is given in Reference [159].
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6.1.3 Simulation of non-periodic systems
Normally MD and MC simulations are carried out using a periodic boundary condition
under a minimal image convention,61 this allows the simulation of a periodic system.
An alternative to the previous approach is the use of a “spheric boundary condi-
tion”.160,161 This was imposed by a harmonic potential in order to guarantee the system
integrity. This is, that the system is maintained at an approximately constant density.
The following presents the form
V (r) =
 k(ri − rsphere)
2 if ri > rsphere
0 if else,
(6.7)
where ri is the distance between the center of mass of the MM molecule and the center
of mass of the system. A graphic of the shape of the potential is presented in Figure 6.2.
Figure 6.2: Schematic representation of a spheric boundary condition.
One should notice that the potential is only applied when a MM molecule goes beyond
the limit of the spheric volume. In this way when one molecule suffers a displacement
that puts it in a region of space very far away from the system that configuration will
be rejected.
In the next section one present some preliminary results performed with some test
systems, where one compares results from a MC QM/MM with a PertMC approach.
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6.2 Test systems
Truong et al.15,16 developed and applied the perturbative-Monte Carlo in a QM/MM
approach to study the microsolvation of alkali metals and of halogen anions by water
clusters. In the latter study the largest system was composed of 9 water molecules. In
a latter studies the first author also report a study of sodium with a 125 water cluster
where the QM part was treated with HF and MP2 theory with a 6-31G* basis set.162
These studies did not include any molecular solute.
As a first approach one is interested in comparing the performance of the perturbative
Monte Carlo used in a QM/MM approach with a regular MC run. The test systems
are composed of methanol and an arginine amino acid with a small backbone attached
in an aqueous surrounding. The water model used was the TIP3P, which presents the
characteristics mentioned in the previous section. The QM and respective ∆Epert were
calculated using the Orca software package, with the Hartree-Fock with three corrections
method (HF-3c).144,163
The first test system is composed of one methanol molecule treated at the QM level,
while the MM part is composed by 213 water molecules. In the second system the QM
part is composed of an arginine amino acid caped in the same way as in previous sections
of this thesis, while the MM part is composed of 581 TIP3P waters. Both QM molecules
were optimized at the B3LYP/6-31G* level of theory.
An initial cubic water box was constructed with the TINKER Molecular Mechanics
software package,164 where the QM molecule is placed in the center. The geometry of
the latter molecule is fixed and also static during all the simulation, only the solvent is
able to perform trial moves.
A spheric boundary condition was imposed with a force constant of 5 kJ· mol−1Å−2
for both systems. The value for the force constant was achieved by trial and error. The
obtained value was shown to be strong enough to maintain the cohesion of the system
and at the same time smooth enough to allow the rearrangement of the water molecules
in the outside layer. For the methanol-water cluster the radius of the sphere used was
9 Å, while for the arginine-water cluster was 14 Å. The water molecules in the initial
cubic box beyond this distance were deleted.
The system composed of methanol was let to evolved to equilibrium by a simulation
run of 8 × 105 steps, followed by a production run with 6 × 105 steps. For the second
system the equilibrium was achieved by a simulation run of 1× 106 steps followed by a
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production run with the length of 2 × 106 steps. The simulation was carried out using
a NVT ensemble with a temperature of 298 K.
The solvent random steps are composed by simultaneous translation and rotation
movements in respect to the molecules center of mass. They were constrained to a max-
imum displacement and a maximum rotation angle of 0.25 Å and 20 degrees respectively.
This was reflected in an acceptance ratio of about 45 % in both systems.
In the PertMC method an update of the solute wavefunction is carried out in an
interval of perturbative solvent steps, Nupdate. Simulations were carried out with several
Nupdate values namely 250, 500, 1000, 2000 and 4000 for the first system, while for the
larger system values of 250, 1000, 4000 and 8000 were used. This allows one to study
the influence of the regularity of the wavefunction updates on the energy of the system.
It should be noticed that, in the limit of Nupdate = 1 the PertMC will correspond to the
regular Metropolis Monte Carlo (MC). In every accepted configuration of the PertMC
simulation one also performed a full SCF calculation and the results that outcome from
the latter are mentioned as regular MC.
One will present a comparison between the average interaction energy of the system







































are the total energy of the system
and the energy of the MM part in configuration rNi respectively, while EQM term is the
energy of the QM part in gas phase.
One will also assess the difference between the interaction energy obtained by regular
MC and by PertMC in terms of absolute values. The former is defined as
|Eerr| =










are the interaction energies given by MC and by
PertMC respectively, in every configuration rNi . It would be also interesting to see how
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large the differences between the interaction energy in the MC and the PertMC can be
during the simulation run. The maximum value will be represented as Eerr,MAX
One will start by looking to the results for the first test system, composed of methanol
solvated by 213 waters. A snapshot from the production run is presented in Figure 6.3.
The results for the interaction energy in relation to the system size as a function
of the interval of the wavefunction update for the first test system are presented in
Figure 6.4. Each energy value is an average value of four simulation runs, where the
standard deviation was found to be quite small, with a maximum value of 29 J·mol−1 for
a Nupdate = 4000 in the PertMC approach. The value of ⟨Eint⟩ presents a variation with
the Nupdate. This is as expected, since with the increase of the latter one would predict
a deviation from the reference value. The energy difference between the ⟨Eint⟩ from
Nupdate = 250 and Nupdate = 4000 is lower than 40 J·mol−1 for the simulated system. It
is very interesting to see that comparing the two extremes of Nupdate used, where the
latter is 16 times bigger than the first, there is not a drastic difference in the interaction
energy. One can also notice that the results from the PertMC and MC correlate quite
well.
The difference between the MC and the PertMC interaction energies in term of absolute
values, |Eerr|, as a function of Nupdate is presented in Figure 6.5.
Figure 6.3: System snapshot during the production run of methanol with 213 water molecules TIP3P.
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Figure 6.4: Average interaction energy in relation to the system size for MC and PertMC as a function
of Nupdate for the methanol-water system.
Figure 6.5: Average absolute differences between the interaction energies of the MC and PertMC ap-
proaches as a function of Nupdate during the simulation of methanol in aqueous solution.
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The |Eerr| tends to increase with the increase of Nupdate with a maximum difference
of 0.2 kJ·mol−1 for Nupdate = 4000. This result is quite relevant, taking into account
that one is comparing results where a full SCF cycle is carried out in each accepted
structure with values obtained by a perturbative approach. This is an evidence that
the assumptions of the PertMC are valid, this is, that not all solvent movements affect
significantly the wavefunction of the solute.
The maximum energy differences, Eerr,MAX , between the MC and PertMC during the
simulation run as a function of Nupdate are presented in Figure 6.6. Eerr,MAX tend to
increase with Nupdate. The former presents values in an interval of 0.5 to 2.0 kJ·mol−1,
which correspond to a Nupdate of 250 and 4000 respectively. The latter presents the
highest standard deviation of 0.8 kJ·mol−1. This seems to indicate that the perturbative
approach is quite a robust method, since there is no huge discrepancy when compared
with the non-perturbative approach.
Figure 6.6: Maximum absolute difference between MC and PertMC approaches during the simulation
run as a function of Nupdate during the simulation of methanol in aqueous solution.
Now one will take a closer look to the second test system, composed of an arginine
model with 281 waters TIP3P. A snapshot from the production run is presented in
Figure 6.7.
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The average interaction energy in relation to the system size as a function of the
interval of the wavefunction update are presented in Figure 6.8.
Figure 6.7: System snapshot during the production run of arginine with 581 water molecules TIP3P.
Figure 6.8: Average interaction energy in relation to the system size for MC and PertMC as a function
of Nupdate for the arginine-water system.
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As it was observed for the first system |Eerr| tends to increase with the increase of
Nupdate, Figure 6.9, with a maximum difference of 1.1 kJ·mol−1 for Nupdate = 8000.
Taking into account the system size, this seems to imply once again that not all solvent
movements affect significantly the wavefunction of the solute.
Figure 6.9: Average absolute differences between the interaction energies of the MC and PertMC ap-
proaches as a function of Nupdate during the simulation of arginine in aqueous solution.
The Eerr,MAX between the MC and PertMC during the simulation run as a function
of Nupdate are presented in Figure 6.10. As it was observed for the methanol system the
Eerr,MAX tends to increase with Nupdate. The former presents values in an interval of 0.1
to 4.3 kJ·mol−1, which correspond to a Nupdate of 250 and 8000 respectively. The latter
presents the highest standard deviation of 0.7 kJ·mol−1.
Comparing the Eerr,MAX at Nupdate = 4000 for the two test systems it is surprising to
see that the Eerr,MAX registered are quite close. the difference between the latter are
about 1 kJ·mol−1. This seems to indicate that Eerr,MAX is independent of system, but
instead dependent of the Nupdate.
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Figure 6.10: Maximum absolute difference between MC and PertMC approaches during the simulation
run as a function of Nupdate during the simulation of arginine in aqueous solution.
In general, one would expect that solvent movements that have a higher impact in the
wavefunction of the QM molecule are those that take place in the vicinity of the latter.
This argument could also be explored in the future in order to regulate the periodicity
of the Nupdate.
Although the results presented in this section are preliminary, one showed that PertMC
can be applied to more complex systems than the ones studied by Truong et al.. These re-
sults are quite promising, since the differences between the MC and PertMC approaches
are rather small. In this way using the perturbative approach in QM/MM calculations
will result in significant computational savings. One should also have in mind that this is
still an ongoing project. In this way the assumptions here taken, as for example the fixed
and static geometry of the methanol, are valid only for terms of comparison between the
MC and PertMC, and to prove the legitimacy to the latter.
7 Conclusions
The main objective of this work was to explore the effects that lead peptides to adopt
a certain preferential conformations in solution. Taking this into account one directed
our attention to the study of the stability of peptides conformations in solution, as well
as to the study of the forces behind their stability in ionic solutions.
On the first work of this manuscript one presented LMP2 calculations in combination
with the COSMO model. Use was made of analytical energy gradients under a non-
interactive energy only scheme. The method was applied to the optimization of several
systems composed of monomers and dimers of small molecules to more complex systems
in solution. The simulated solvents were toluene and water, since they represent two
very different polarity environments. The degrees of freedom of the studied test set were
examined and compared with the canonical method COSMO-MP2. One verified that
the effects on the molecular geometries due to local approximations were rather small
for both continuum media.
It was observed that the solvent presents a strong effect in the geometries of charged
species as in the case of amino acid-halides, this was more evident for protonated
arginine-chloride. Upon the inclusion of solvent effects, the interaction energy of such
systems was reduced by one order of magnitude, when compared with the gas phase.
These observations highlight the importance of including solvent effects when studying
such interactions, even if through an implicit solvation model.
The COSMO-LMP2 approach demonstrated to be a cost-effective method for the study
of molecular systems in solution when compared to the canonical approach. The former
exhibits a reduced computational scaling and the advantage of neglecting by construction
the basis set superposition effects in the correlation energy. These features make it a
suitable method to be applied to systems with over 50 atoms. This was demonstrated
by applying such procedure to study the conformational stability of a small β-peptide
constituted by 74 atoms with quite promising results.
In the second work, PES for a series of different α-amino acids model systems in the
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presence of halide anions were calculated with COSMO-LMP2. The calculated PES
demonstrated that there is an increase in the affinity from iodide to fluoride for the
charged residues. In the case of bromide and iodide, the PES exhibit a quite flat surface
around the amino acid moiety. This suggests that these anions present a larger mobility
than chloride and fluoride. This leads one to believe that they present the ability to
interact with hydrophobic regions within the peptide. This is confirmed by the analysis
of the anions interaction with a backbone model and with the π-systems from the amino
acid moieties.
Our results are shown to be in agreement with the observations from Heyda et al.
in a molecular dynamics study with similar systems.108 The previous authors mapped
the anion density around the amino acid moieties, and verified that fluoride has a high
affinity towards the charged group of the amino acid. Such density was shown to be
more diffuse along the studied anionic series. In the case of iodide, the density was likely
distributed over the amino acids, including hydrophobic areas of the latter. Although
our methodology is based in a total different approach, it is in quite surprising agreement
with the one from Heyda et al.. This observation contributes to the validation of our
approach towards the treatment of such specific amino acid-ion effects.
The use of COSMO-LMP2 presents the advantage of allowing the partition of the
interaction energy. This allows one to gain access to the contribution of dispersion forces
in the latter. The interaction energy profiles for iodide and the protonated histidine
demonstrated that such forces contribute with about 50 % for the interaction energy at
the sharpest minimum. For the case of fluoride, on the other hand, this contribution is
rather small, only about 5 %. This outlines the importance of dispersion forces in such
systems.
If one also considers the observations from Chapter 3, one would expect a competition
of the large anions with water for the amino acid charged groups, which should also
promote the interaction of the former with hydrophobic regions of the amino acid. For
fluoride, such effect is not expected, due to strong electrostatic interactions with the
charged regions of the amino acid.
One can map the anionic series used in this work with the Hofmeister’s anionic salting-
out series. In the latter, the fluoride is known as salting-out anion. One can attribute
such behaviour to the propensity of this anion to specifically interact with the hydrophilic
areas of the peptide. This would allow the backbone of the protein to present enough
malleability to fold into a certain conformation. On the other end, iodide is known
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as a salting-in anion. This effect may be related to the possibility of iodide to visit
hydrophobic regions near the protein backbone, promoting a hindrance effect. The latter
might possibly provoke constraints in the backbone preventing the folding of the peptide.
This would contribute to the destabilization of the latter, increasing its solubility.
In the third work one applied COSMO-LMP2 to conformational studies of β-peptides
with cyclic and aliphatic side chains. The β-peptides with cyclic side chains were con-
stituted of hexamers of homo-oligomers of cis-ACPC and cis-FAA. It was observed that
the first presents a sheet-like structure, while the latter adopts a distinct 14-helix with a
left-handed helicity. These observations are in agreement with circular dichroism spec-
tra in TFE and NOESY experiments in deuterated chloroform performed by Pandey
and coworkers.141
When compared with cis-ACPC, cis-FAA presents a CH2 group replaced by an oxygen.
The cis-FAA hexamer proved to have a more compact conformation than cis-ACPC,
which favours close dispersion contacts. This was evidenced by comparing COSMO-
B3LYP with COSMO-LMP2 results, in which the former lacks the description of van der
Waals forces. Dispersion corrections, when applied to DFT energies, greatly compensates
the short-coming of the functional. The more compact packing of the cis-FAA is found to
be due to a more favourable interaction between the ring and the backbone of the peptide.
This occurs namely between the amide hydrogen from the peptidic bond that points
towards the oxygen of the side chain. On the cis-ACPC this electrostatic interaction is
absent and steric repulsion dominates.
The study involving β-peptides with aliphatic side chains involved hexamers of β3-hVal
to β3-hLeu in a 12- and 14-helix conformations both with a left and right handedness.
From our results, one could conclude that the change of the side chain from β3-hVal to
β3-hLeu does not seem to have an influence in the adopted preferential conformation.
This is in agreement with the work of Glättli et al..151 It was shown that both β3-hVal
and β3-hLeu adopt preferentially a (M)-14-helix. The stabilization of the latter over the
12-helix may be related to a more compact structure. This results as a direct consequence
of the hydrogen-bonding pattern. In the 14-helix each turn presents a larger number
of residues per turn. As a consequence of such structural characteristic, the side chains
can contribute to shield the backbone from the solvent and therefore to an increase of
the stability of the conformation. The latter effect associated with a small macrodipole
proposed by Wu et al. seem plausible reasons to justify the stabilization of the 14-helix
over the 12-helix in solution.
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The use of local correlation methods to the study of β-peptides holds good promise,
as one should be able to benchmark the conformational properties of small chains, just
as previously done in the case of α-peptides. The first are particularly challenging, due
to the large number of energetically close lying conformers which have to be analysed.
The last Chapter of this manuscript was dedicated to a Perturbative Monte Carlo
QM/MM scheme. Under this approach the steps in the MM system are handled pertur-
batively. The code is responsible for generating trial movements in the MM part and
the computation of the classical energy terms. The algorithm presents an interface to
Molpro38 and Orca144 software packages, which are responsible for the calculation of the
non-classical terms to the total energy.
The main advantage of a pertMC approach is to avoid the need to perform a full
SCF calculation per MM step. This, by obvious reasons, leads to a decrease in the
computational effort. As a first set of preliminary studies, one applied this approach
to the study of the interaction energy using two clusters. One composed of a methanol
and another composed of an arginine amino acid with a small section of a backbone in
aqueous medium. Several QM wavefunction updates intervals were explored. In every
accepted configuration from the PertMC one also performed a full SCF single point in
order to evaluate the error from the perturbative approach.
In general, the error between the perturbative and non-perturbative approaches re-
vealed to be rather small, increasing with the increase of the interval of the QM wave-
function update. This was shown even for the cases where the wavefunction update was
up to some thousand perturbative steps. This seems to reinforce the idea that some
MM perturbative movements do not have a significant impact in the wavefunction of
the QM part. One should have in mind that one made use of a static QM conformation.
Nonetheless, the obtained results, demonstrate that the use of a perturbative Monte
Carlo in QM/MM is quite promising.
Normally in a Monte Carlo QM/MM scheme, one needs to perform a QM calculation
per MM step. The latter are usually around several millions in order to have a good
statistic. The use of a perturbative approach can easily reduce the number of QM calcu-
lations by a factor of 1×103. Although this can be reflected in significant computational
savings, one is still limited at the QM level. In the latter, the size of the system is still
a delimiting factor. One could think that in a future work, it would be interesting for
example to explore the potential of local correlation methods, such as LMP2, within a
PertMC approach. Another possibility would be to apply perturbative Monte Carlo into
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a QM/MM/CSM scheme. This would allow a decrease of the number of explicit sol-
vent molecules and at the same time compensate the treatment of solute-solvent specific
interactions, which is deficient in CSMs.
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