Abstract: In [6] G. Y. Katona and P. G. N. Szabó introduced a new natural definition for hypertrees in k-uniform hypergraphs and gave lower and upper bounds on the number of edges. They also defined edge-minimal, edge-maximal and l-hypertrees and proved an upper bound on the edge-number of l-hypertrees.
In the present paper, we verify the sharpness of the n k−1 upper bound for the number of edges of k-uniform hypertrees given in [6] . We also make an improvement on the upper bound of the edgenumber of 2-hypertrees and give a general construction with its consequences.
We give lower and upper bounds on the maximal number of edges in k-uniform edge-minimal hypertrees and a lower bound on the number of edges in k-uniform edge-maximal hypertrees. In the first case, the sharp upper bound is conjectured to be asymptotically
Introduction
The concept of chains were applied succesfully in the generalisation of Hamiltonian-cycles to hypergraphs [5] . This definition seems to be useful for other purposes, for example, if one looks for an extension of a definition that involves paths to hypergraphs. Based on this idea, a new concept for trees in k-uniform hypergraphs was introduced in [6] , and several different definitions were given for various types of hypertrees.
The authors then proved upper and lower bounds for the number of edges in such hypertrees. First, we recall the necessary definitions of [6] then we summarize the relevant theorems in it. In the present paper, the reader will find improvements of some of the earlier results, as well as new results in other areas of the topic.
Let H = (V, E) be a k-uniform hypergraph (with no multiple edges). H is a − cycle if there exists a cyclic sequence v 1 , v 2 , . . . , v l of its vertices such that every vertex appears at least once (possibly more times) in it, and E consists of l distinct edges of the form {v i , v i+1 , . . . , v i+k−1 }, 1 ≤ i ≤ l;
− semicycle if there exists a sequence v 1 , v 2 , . . . , v l of its vertices such that every vertex appears at least once (possibly more times) in it, v 1 = v l and E consists of l − k + 1 distinct edges of the form {v i , v i+1 , . . . , v i+k−1 }, 1 ≤ i ≤ l − k + 1;
− chain if there exists a sequence v 1 , v 2 , . . . , v l of its vertices such that every vertex appears at least once (possibly more times), v 1 = v l and E consists of l−k+1 distinct edges of the form {v i , v i+1 , . . . , v i+k−1 }, 1 ≤ i ≤ l−k+1.
The length of a cycle/semicycle/chain is the number of its edges. From the definition it follows that every semicycle has at least 3 edges. A chain (semicycle) is non-self-intersecting if every vertex appears exactly once in the defining sequence v 1 , v 2 , . . . , v l (except for v 1 = v l ). It can be easily seen that if a k-uniform hypergraph H contains a semicycle, then it contains also a nonself-intersecting one, and if H is semicycle-free, then every chain in it is nonself-intersecting.
As we mentioned earlier, chains play the most important role in defining hypertrees because we intend to require a natural chain-connectedness property.
A k-uniform hypergraph H is − chain-connected if every pair of its vertices is connected by a chain, i.e. there exists a subhypergraph of it, which is a chain and contains both vertices;
− semicycle-free if it contains no semicycle as a partial hypergraph.
The authors defined hypertrees by comparing equivalent definitions of trees. Some of these definitions are not compatible with the concept of chain, while others may be too general. One has to take into consideration that the original concept of cycle can be extended in two ways.
The k-uniform hypergraph F is a − hypertree if it is chain-connected and semicycle-free;
− edge-minimal hypertree if it is a hypertree, and deleting any edge e, F \{e} is not a hypertree any more (i.e. chain-connectedness does not hold);
− edge-maximal hypertree if it is a hypertree, and adding any new edge e, F ∪{e} is not a hypertree any more (i.e. semicycle-freeness does not hold);
− l-hypertree if it is a hypertree, and every chain in it has length at most l.
In this way, the edge maximal/minimal hypertrees are also common hypertrees, but their edge-sets are extremely small/large. So, the last two definitions describe the extreme cases among hypertrees. One motivation to use the semicycle-free property is that every chain is non-self-intersecting in a hypertree, as we have mentioned previously. Without this property one should face with substantially more complicated case-analyses.
Being connected by chains is not a transitive property, thus it is not an equivalence relation. This causes the main difficulty in contrast to the case of (common) trees.
Every t-(n, k, 1) block design is a hypertree (called t-geometric hypertree) if 2 ≤ t ≤ k − 1. This shows, that hypertrees can be considered as generalisations of t-block designs.
Finally, we summarise the already known results on the number of edges of hypertrees in the following theorems from [6] . Let F = (V, E) be a k-uniform hypergraph, n = |V | and m = |E|.
, and this bound is tight.
The tightness of the above bound is obvious considering non-self intersecting chains. The condition n ≥ (k − 1)
2 cannot be omitted if k ≥ 6 because for such a k there exists a k-uniform hypertree on k + 3 vertices with 3 edges.
Theorem 2 (Katona-Szabó [6] ) If F is semicycle-free, then m ≤ n k−1 , and this bound is asymptotically sharp for k = 3.
This bound is asymptotically sharp in the case l = 2, k = 3. In Section 2, we prove the asymptotic sharpness of Theorem 2 for every k ≥ 2. Our recursive construction will be a k-hypertree, therefore it has some consequences to Theorem 3. After that, we show some tools and results on 2-hypertrees in Section 3. We also prove a refined upper bound in case of l = 2. Finally, in Section 4 and 5, we turn our attention to the edge-number of edgeminimal and edge-maximal hypertrees, respectively. We give lower and upper bounds for the edge-number and show a construction for a sequence of edgeminimal hypertrees with asymptotically as many edges as the conjectured sharp upper bound.
Asymptotic sharpness of the upper bound of Theorem 2
Theorem 4 For every k ≥ 2, there exists an infinite sequence of k-uniform hypertrees H k i with n i vertices and e i edges such that e i is asymptotically ni k−1 . Theorem 4 implies that the bound of Theorem 2 is asymptotically sharp for all k ≥ 2. We call a 1-uniform hypergraph with vertex set {x 1 , x 2 , . . . , x n−1 }, n ≥ 3 and edge set {2 · {x 1 }, {x 2 }, . . . , {x n−1 }} (the multiplicity of the first edge is 2) a 1-uniform semicycle of length n.
Proof of Theorem 4.
The proof is divided into two lemmata. Lemma 5 states that one can partition the set of (k − 1)-subsets of n into a few number of partition classes, such that no class contains a short semicycle. A second lemma constructs a suitable chain-connected hypergraph from that partition, which contains neither short nor long semicycles.
Lemma 5 Let m ≥ 0, k ≥ 2 be positive integers and n = 2 m such that n ≥ k−1. Then there exists a partition of the set
classes such that every class covers [n] and contains no semicycle of length at most k.
Proof.
We define the desired partition by a recursive construction.
Let
) denote the partititon corresponding to
k−1 are the parititon classes of Q n,k−1 . If k = 2, then the partition has one class, Q 1 n,1 =
[n]
1 . In this case F (n, 1) = 1 = log 0 2 n, Q 1 n,1 covers [n] and contains no semicycle of length at most 2 (a semicycle must have at least 3 edges even if the hypergraph is 1-uniform).
If k ≥ 3 and n = k − 1, then the partition has also one class,
The statement of the theorem holds:
and contains no semicycle at all. We define Q n,k−1 to be the empty set if 1 ≤ n < k − 1. In this case
In any other cases (2 < k ≤ n = 2 m ), assume that Q n ′ ,k ′ −1 is defined for all k ′ < k and n ′ or k ′ = k and n ′ < n, where n ′ is a power of 2. We split [n] into two parts, V 1 and V 2 , each of size n/2. By induction, for every 1 ≤ λ ≤ k − 1, there exist the appropriate partitions
We show that Q n,k−1 meets the conditions of the theorem.
First, we show that Q n,k−1 is a partition of
n/2,k−1−λ hence i 1 = i 2 and j 1 = j 2 because Q 1 n/2,λ and Q 2 n/2,k−1−λ were partitions by induction. Thus
Every edge e is contained in a partition class.
and e 2 ∈ Q 2,j n/2,k−1−λ because Q 1 n/2,λ and Q 2 n/2,k−1−λ were partitions. Therefore,
This is at most
n/2,λ and Q 2 n/2,λ covers V 1 and V 2 respectively, so every class
Finally, we show that there is no class Q of Q n,k−1 containing a semicycle of length at most k.
Suppose to the contrary that there is a short semicycle C in some Q ∈ Q λ n,k−1 . We can assume that C is non-self-intersecting (if there is a selfintersecting semicycle in a hypergraph, then there is a shorter non-self-intersecting one) and the first vertex of C is in V 1 . Project all of the edges of C to V 1 , delete the multiple edges, and denote the λ-uniform hypergraph obtained in this way by C ′ . It is easy to see, that C ′ is also a non-self-intersecting semicycle. The first and the last edges of C cover all of its vertices because C is a (k − 1)-uniform semicycle of length at most k. This also holds for C ′ , and due to the non-self-intersecting property, the length of C ′ is at most λ + 1, which is a contradiction because C ′ is a subhypergraph of Q
1,i
n/2,λ for some i, and it could not contain a semicycle of length at most λ + 1. Lemma 5 , and let
The set U n,k can be understood as a set of labels for the partition classes. We construct E n,k by labeling the edges of Q n,k−1 with a lebel from U n,k , identifying the class the edge belongs to. Proof.
(1) chain-connectedness:
Let u, v ∈ U n,k be distinct vertices. Then they are connected by a chain because F n,k is a hypertree.
If u, v ∈ [n] and k − 1 ≥ 2, then there exists a (k − 1)-set e ⊆ [n] containing them. This set is in Q i for some i, so e ∪ {q i } is a chain of length 1 of H n,k between u and v.
If u, v ∈ [n] and k − 1 = 1, then {u}, {v} ∈ Q 1 , so uq 1 v is a chain between the two vertices.
In the case of u ∈ [n] and v = q i , there exists an edge e ∈ Q i such that u ∈ e because Q i covers [n]. Hence, u and v are connected by the edge e ∪ {q i }. (2) Semicycle-freeness: Assume to the contrary that H n,k contains a semicycle denoted by C. Since every edge of H n,k contains exactly one vertex from U n,k , the first edge of C contains such a vertex, for example, q i . If the second edge contains q j , where j = i, then the intersection with the first edge is of size at most k − 2 (because these edges cannot be identical without q i , otherwise they would correspond to the same partition class), which is a contradiction. By induction, this implies that every edge of C contains q i . This means that the length of C is at most k. The (k − 1)-uniform subhypergraph C ′ obtained from C by removing q i is clearly a semicycle of legth at most k in Q i (q i cannot be the initial vertex of C), which is impossible according to Lemma 5. To finish the proof of Theorem 4, let
We remark that H For k = 2, the result of the above construction is a star, while for k = 3, we get back B(F ), the construction of Theorem 31 from [6] , where F = F n,3 of our Lemma 6.
Results on 2-hypertrees
Theorem 3 sets up an upper bound for the number of edges of l-hypertrees and is conjectured to be sharp in asymptotic sense. In the following, we discuss 2-hypertrees and a corresponding equation called Star-equation, which is based on the star-decomposition of 2-hypertrees.
The k-uniform hypergraph S n of order n is a (tight) star if n ≥ k, and the edges contain k − 1 fixed vertices u 1 , u 2 , . . . , u k−1 . We call {u 1 , u 2 , . . . , u k−1 } the kernel of the star.
It is easy to see that every star is an edge-minimal 2-hypertree with n − k + 1 edges.
It means that C 1 (and similarly C 2 ) is a subhypergraph of H, which is a star, and any star which contains C 1 as a subhypergraph is identical to C 1 .
Assume to the contrary that these two stars share an edge e. There exist edges e 1 ∈ E 1 and e 2 ∈ E 2 , both distinct from e, otherwise, one star would contain the other. By the definition of star, |e ∩ e 1 | = |e ∩ e 2 | = k − 1. The kernels of C 1 and C 2 are e ∩ e 1 and e ∩ e 2 , respectively. A maximal star is uniquely determined by its kernel, so e ∩ e 1 = e ∩ e 2 . However, in this case, e 1 , e and e 2 together form either a semicycle of length 3 or a path of length 3 (depending on whether e 1 \e = e 2 \e or not), which is a contradiction.
Corollary 8 If H = (V, E) is a k-uniform 2-hypertree, then there is a unique decomposition of E into edge-disjoint maximal stars.
Proof. Every edge can be extended to a maximal star, and these stars are edgedisjoint due to Lemma 7.
Let C i and l denote the number of stars with i edges in the star-decomposition and the number of uncovered (k − 1)-subsets of V , respectively.
Proof. First, we assign a kernel to every maximal star of H. If a maximal star has at least 2 edges, then there is a natural choice of the kernel: it is the intersection of the edges. If a maximal star has only one edge, then we choose an arbitrary (k − 1)-subset of the edge to be the kernel of it. These star-kernels are pairwise distinct: if two maximal stars share the same kernel, then we can merge them to a larger star, which is impossible due to the maximality.
We count the (k − 1)-subsets of V . Such a subset can be uncovered, a star kernel or covered, but not a star kernel. The number of uncovered (k − 1)-sets is l. The number of star kernels is equal to the number of maximal stars, which is
Let us refer to the remaining (k − 1)-sets as non-kernels, for simplicity. Only one edge covers a non-kernel, otherwise, it would be the kernel of a maximal star. Every edge belongs to exactly one maximal star due to Lemma 7. Hence, every non-kernel is a non-kernel of a uniquely determined maximal star. On the other hand, every non-kernel of a maximal star is a non-kernel of H. So, the number of non-kernels is the sum of the number of non-kernels of maximal stars, which is
Summing up the three cases, we have
On the other hand,
iC i = |E| because every edge belongs to exactly one maximal star.
The star-equation shows that if a sequence of 2-hypertrees reaches the upper bound of Theorem 3, then l+ C i must be o(n k−1 ), or in other words we should cover almost all (k − 1)-sets with a relatively few number of stars. It is an interesting open philosophical question, whether we should use a block-design type construction with almost equally-sized stars or an imbalanced construction with some large stars as well as small ones filling the remaining gaps to reach the asymptotic upper bound.
It turns out that one can refine the upper bound of Theorem 3 in case of 2-hypertrees with a term of order k − 2 by the help of the star-equation.
Proof. We use the simple fact that E = n−k+1 i=1
Comparing it to the star-equation, we get
Theorems 9 and 10 together implies that
However, a stronger result is also true for the number of stars and uncovered (k − 1)-sets.
Proof. We use again that
l.
by Theorem 9. We also note that l = 0 is possible in some cases, e.g. if the 2-hypertree in question is an S(k − 1, k, n) Steiner system.
Clearly, a (k − 1)-(n, k, 1) block design (or equivalently, an S(k − 1, k, n) Steiner system) is a 2-hypertree, so the existence of infinitely many such block designs implies the existence of a sequence of k-uniform 2-hypertrees with asymptotically 1 k n k−1 edges. Fortunately, this is true, proved by Hanani for k = 4 in 1960 [4] , and by Keevash in general in 2014 [7] , hence, the maximal edge-number of a k-uniform 2-hypertree is at least 1 k n k−1 . It is called the trivial lower bound and will be improved by our forthcoming construction for k = 4. The fact that it counts as the "trivial" bound from our viewpoint well explaines the difficulty of the topic. If we want to know everything about hypertrees, we have to know everything about balanced incomplete block designs, which is known to be one of the greatest questions of discrete mathematics. Now, we show how one can easily construct a k-uniform 2-hypertree based on a given S(k − 1, k, n) Steiner system. Though, one cannot obtain any k-uniform 2-hypertrees in this way, it seems true that one can obtain the ones with the largest number of edges. A quite large edge-number can be reached using this method in 4-uniform case as we will see in Theorem 15.
Definition 12 (Extension) Let H = (V, E) be a k-uniform and G = (V, F ) be a (k − 1)-uniform hypergraph on the same vertex-set. We say that H is an extension of G if every edge of H contains an edge of G.
Proof. We call e an extension of f (equivalently, f a kernel of e) if e ∈ E, f ∈ F and f ⊂ e. We say that f 1 and f 2 are mutually extended if |f 1 ∩ f 2 | = k − 3, and there exist v 1 ∈ f 1 and v 2 ∈ f 2 such that f 1 ∪ {v 2 } ∈ E and f 2 ∪ {v 1 } ∈ E.
H is chain-connected by assumption. It is enough to show that H does not contain a semicycle of length 3 or a chain of length 3 (a semicycle or a chain of length at least 4 includes a chain of length 3).
First, we note that every edge e of H has a unique kernel. If f 1 , f 2 ∈ F are two distinct kernels of e, then |f 1 ∩ f 2 | ≥ k − 2, which contradicts the definition of F .
We state that if two edges of H -say, e 1 and e 2 -intersect in a set of size k−1, then the intersection will be a kernel. There certainly exist f 1 , f 2 ∈ F such that f 1 ⊂ e 1 and f 2 ⊂ e 2 because H is an extension of G. If f 1 , f 2 = e 1 ∩ e 2 , then there exist vertices u 1 ∈ (e 1 ∩ e 2 )\f 1 and u 2 ∈ (e 1 ∩ e 2 )\f 2 . Clearly, f 1 ∪ {u 1 } = e 1 and f 2 ∪ {u 2 } = e 2 . Actually, u 1 ∈ f 2 , otherwise f 2 = e 2 \{u 1 }, and so f 1 ∩ f 2 = (e 1 ∩ e 2 )\{u 1 } is a set of size (k − 2), which contradicts the properties of G. Similarly, u 2 ∈ f 1 and f 1 ∩ f 2 = (e 1 ∩ e 2 )\{u 1 , u 2 }, thus
In fact, we have just proved that f 1 and f 2 are mutually extended kernels, which is a contradiction.
Finally, if P is a chain or a semicycle of length 3 of H with edges e 1 , e 2 and e 3 , then f 1 = e 1 ∩ e 2 and f 2 = e 2 ∩ e 3 would be kernels intersecting each other in a set of size k − 2, which is impossible.
The simplest method to build an extension of a given G is the ordered extension, when we order the vertex set linearly, and extend every edge with such vertices which are greater than the greatest vertex in the original edge. We have to mention though, that other, non-ordered extension methods may achieve better bounds.
We indicate the ordering of the vertices by a permutation. We want to emphasize that the following construction works with every sequence of vertices, hence, with every permutation, but it is not irrelevant which one is to be choosen because it could strongly affect the number of edges.
Let G = (V, F ) be as above, |V | = n, π : [n] → V be a permutation of the vertex set and v i denote π(i). Furthermore, assume that {v 1 , v 2 , . . . , v k−1 } ∈ F .
We define F i to be the set {e ∈ F : e ⊆ {v 1 , v 2 , . . . , v i }, v i ∈ e}, for i = 1, 2, . . . n. Obviously,
Proof. Clearly, H is an extension of G.
Assume to the contrary that f 1 , f 2 ∈ F are mutually extended edges,
If u 1 = v l for some 1 ≤ l ≤ n, then l > j comes from e 2 ∈ E j and f 2 = g 2 . However, u 1 ∈ f 1 and f 1 = g 1 ∈ F i implies l ≤ i, which is a contradiction. Now, we show chain-connectedness of H.
. . , n. Then E * = {e l : l ≥ k} is a subset of E and forms a k-uniform star on V , hence H is chain connected.
Finally, we can apply Lemma 13 to finish the proof. Now, we show the best asymptotic edge-number for 4-uniform 2-hypertrees we have obtained so far.
We use a well-known construction for Steiner triple systems. Let n = 2 m − 1,
j=0 V j and |V j | = n j = 2 j . We can find 2 j − 1 edge-disjoint complete matchings on V j denoted by
{P ∪ {v i }} and F st = (V, E st ). Now, F st is a Steiner triple system for every fixed m.
We can use Lemma 14 with G = F st and vertex sequence {v 1 , v 2 , . . . , v n } to obtain a 4-uniform 2-hypertree H = (V, E). In 3-uniform case, the extension process can be used to reach the optimal asymptotic bound. The detailed construction can be found in Section 5.
Many results in [6] as well as in the present paper can be expressed as an extremal forbidden-structure theorem. Let P (k) l and C (k) l denote the k-uniform non-self-intersecting chain of length l and the k-uniform non-self-intersecting semicycle of length l, respectively.
Let F is a family of k-uniform hypergraphs. The extremal number ex k (n, F ) denotes the maximal edge-number of a k-uniform hypergraph of order n which does not contain any member of F as a subhypergraph.
It turns out that assuming chain-connectedness in addition does not affect the asymptotical behaviour ex k (n, F ) because ex k (n, F ) bounded with a polynomial, and one can easily turn a k-uniform hypergraph into a chain-connected one by adding k − 1 vertices and n edges to it. Namely, let H = (V, E) be a hypergraph, W is a vertex set of size k − 1, disjoint from V and S = (V ∪ W, E * ) is a k-uniform star with kernel W . Then H ′ = (V ∪W, E ∪E * ) is a chain-connected hypergraph.
Theorem 2 and Theorem 4 together implies that a k-uniform hypertree of order n has at most n k−1 edges, and this is asymptotically sharp. Hence,
In the case of l = 2, ex k (n,
is a consequence of Theorem 10.
Edge-minimal hypertrees
In this section we study a more special type of hypertrees, the edge-minimal ones. We concentrate on the upper bounds of the edge-number and give an interesting construction. Finally, based on that construction, we establish a conjecture about the asymptotic upper bound of the maximal edge-number.
We remark that an edge-minimal hypertree has at least n − k + 1 edges if n ≥ (k −1) 2 , and this bound is tight. This is a simple consequence of Theorem 1 and the fact that every non-self-intersecting chain is an edge-minimal hypertree.
Definition 16 (Edge-ratio) The edge-ratio of a k-uniform hypertree, that has n vertices and m edges, is
We conjecture that the edge-ratio is bounded over the set of k-uniform edgeminimal hypertrees.
In the following subsection, we show that the supremum and the limes supremum of the edge-ratios of k-uniform edge-minimal hypertrees are equal.
Gluing Edge-minimal Hypertrees
Let k ≥ 3 and H = (V, E) be a set system on n vertices such that
Now, we want to glue hypertrees together along the set system H. If we have some edge-minimal hypertrees, then we can construct a larger edge-minimal hypertree preserving the common edge-ratios of the original ones.
Theorem 17 Let H = (V, E) be the set-system mentioned above, and suppose that a k-uniform edge-minimal hypertree
This hypertree is called the gluing of the F i s along the set system H. Proof.
(1) Chain-connectedness:
Let u, v ∈ V be two arbitrary vertices. Because of the definition of H, there exists an E i ∈ E for which u, v ⊆ E i . So, u and v are elements of the vertex set of F i , hence they are connected by a chain in F i , hereby also in F .
(2) Semicycle-freeness:
We know that every edge of F is contained in some E i . Notice that if two edges have two vertices in common, then they are in the same E i (if not, there would be i = j such that
This indicates that for every semicycle (or chain) of F there exists an E i that contains every vertex and edge of it since consecutive edges of a semicycle (or a chain) intersect each other in a set of size k − 1 ≥ 2. Thus, if C is a semicycle in F , then C is a semicycle also in one of the F i s, which contradicts the semicycle-free property of F i s. Let us delete an arbitrary edge e from F . This is an edge of some F i , which is an edge-minimal hypertree, so there are two vertices u, v ∈ E i such that they are not connected by a chain in the new F i . We show that these vertices are not connected in F either.
If there exists a chain L inside F connecting u and v, then let f denote its first edge. If f ∈ E i , then due to the previous remark, L is entirely contained in F i . This contradicts the fact that there is no u − v chain in F i . If f ∈ E j for some j = i, then L is a chain of F j , whose two endpoints are u and v, hence the pair {u, v} is a subset of E i and E j , which contradicts the definition of H.
The reversal of the previous theorem is also true in the following sense.
Theorem 18 If H = (V, E) is a set-system satisfying properties (i-iii), there are given k-uniform hypergraphs
is an edge-minimal hypertree, then for each index i, F i is also an edge-minimal hypertree.
We omit the proof for it is very similar in style to the previous one.
Corollary 19 If for all
Proof. We use the following lemma to calculate the edge-ratio of the gluing construction.
Lemma 20 Let f l denote the number of edges of size l in E. Then
Proof. Let us construct a bipartite graph with color-classes A and B. Let A = V 2 , B = E, P ∈ A and E ∈ B, form an edge of the graph if and only if P ⊆ E.
Due to properties (ii) and (iii), every vertex of A is of degree 1. For E ∈ B, |E| = l it is clear that the degree of E is We know that the E i s are disjoint, so
The other inequality can be proven with a similar argument.
Corollary 21 Let G = (U, A) be a k-uniform edge-minimal hypertree such that |A| = α This is very useful because if H can have arbitrarily many vertices, then it is enough to find only one edge-minimal hypertree whose edge-number is α l 2 , and it immediately yields a hypertree sequence with asimptotically α n 2 edges. It means that the supremum of the edge ratios is equal to their limes supremum. Fortunately, it is well known that H can be arbitrarily large, from the fact that it is a special type of block-design [8, 9] .
However, the problem with the gluing-construction is that, using a particular tree, we cannot know whether we reached the optimal bound on the edgenumber. It seems that r (k) n , the maximum edge-ratio over the set of k-uniform hypertrees of order n, is strictly increasing in n if n is large enough, and never reaches its limes supremum, hence gluing can be used only for approximation of the asymptotic edge-ratio. Some calculated values of the function r 
Construction of an edge-minimal hypertree with
asymptotic edge-number
In this section, we construct a sequence H Let H 0 n be the hypergraph whose edges are all of the k-sets of the form {v ij , v rs1 , v rs2 , . . . , v rs k−1 }, where 1 ≤ j ≤ m, 1 ≤ i ≤ l, i < r ≤ l+1 and {s 1 , s 2 , . . . , s k−1 } ∈ B i . We can imagine this such that for every i, 1 ≤ i ≤ l a partition (namely B i ) is assigned to the ith row. Projecting this partition onto every row with index greater than i, each (k − 1)-set obtained in this way forms an edge with each vertex of the ith row. First we have to show that H 0 n is an edge-minimal hypertree. Actually, a stronger result can be proven.
Proof. H 0 n is obviously a k-uniform hypergraph. It is enough to show that it is chain-connected, semicycle-free, edge-minimal and 2-hypertree. We have to show chain connectedness of distinct vertices in the same row. Let v ij1 , v ij2 be such vertices.
If
n , thus v ij1 and v ij2 are connected by a chain of length 2.
If i = l + 1, then there exists a partition B r which has an edge T = {s 1 , s 2 , . . . , s k−1 } containing the pair {j 1 , j 2 }, due to
n for an arbitrary index s, namely v ij1 and v ij2 are connected by a chain of length 1.
(2) Semicycle-freeness and freeness of chains of length 3:
Let us notice the simple fact that for any two vertices v ij and v rs from different rows, there is exactly one edge that contains both of them. For example, if i < r, all suitable edges are of the form {v ij , v rs , v rs2 , . . . , v rs k−1 }, where T = {s, s 2 , . . . , s k−1 } ∈ B i , and such a T is uniquely determined (exactly 1 partition class contains s).
From this observation follows that if e = {v ij , v rs1 , v rs2 , . . . , v rs k−1 } is an edge of a chain of H 0 n , then this is the last edge of it. If it does not hold, then there would be two different edges that intersect e in distinct (k − 1)-sets, but at least one of these edges have to contain two vertices of e from different rows, (here we use k ≥ 3). This is impossible since we have seen that only one edge can contain such pair. The same is true for semicycles instead of chains (however, keep in mind that in a semicycle the first and last vertices are identified).
So, every chain or semicycle has at most two edges (the two final edges). Therefore, there is no chain of length at least 3 or semicycle of any length in H 0 n because even the shortest semicycle consists of 3 edges. (3) Edge-minimality Let us delete an arbitrary edge e = {v ij , v rs1 , . . . , v rs k−1 } from H 0 n . Note that i < r by the definition of the edge-set. We show that the pairs {v ij , v rs h } become chain-disconnected, for all 1 ≤ h ≤ k − 1.
It was shown above that at most one edge containes v ij and v rs h together, and e was that edge. Therefore they cannot be connected by a chain of length one. Part (2) of the proof implies that only a chain of length 2 could connect them. Write down the row indices of its vertices in the natural sequence. This sequence is of the form i, p, . . . , p
, r, where i, r < p.
It means that there is a (k − 1)-subset of the pth row, that forms two edges with two vertices from different rows. This is impossible because B i ∩ B r = ∅. Thus, one cannot connect v ij and v rs h without using the edge e.
The following claim is an important consequence of Theorem 22.
Claim 23 There exists a k-uniform edge-minimal hypertree sequence {H n } with asymptotic edge-number
Proof. Choosing H n = H On the other hand,
has the same asymptotic behaviour.
We remark that |E
, so the gap between the edge-number and the asymptotic bound is, roughly speaking,
and we miss exactly as many edges as we could maximally place inside the rows of H 0 n . The construction also shows that the bound of Theorem 3 is asymptotically sharp for l = 2 in 3-uniform case.
Improved construction in 3-uniform case
One can slightly improve the above-described construction. The basic idea is to try to make the rows as "slim" as possible. Namely, it seems that we miss most of the edges inside the rows, but we can guarantee a good edge-ratio between the rows.
The effect of this improvement can be easily analised only in 3-uniform hypergraphs, so we restrict our investigation to this case. Therefore l = m − 1 and n = m 2 .
If we want to keep all of the m rows, we cannot make the rows arbitrarily slim because the ith row preceded by i − 1 rows, so we must be able to create i − 1 edge-disjoint perfect matchings there. This implies that there must be at least i vertices on the ith row, moreover there must be an even number of them, otherwise we could not form any perfect matchings.
To sum up this, there must be at least m vertices on the mth and (m − 1)st row, at least m − 2 vertices on the (m − 2)nd and (m − 3)rd row, . . . at least 2 vertices on the 2nd and 1st row (It would be enough to leave 1 vertex on the 1st row, but we will take 2 verices for simplicity). One can construct a hypertree similar to H We can think of B i such that it gives matchings on each row with index greater than i, which are basically identical. The last condition can be deleted without any problem. It is enough to give a B ij perfect matching on the jth row for every index 1 < i ≤ m and i < j ≤ m. They have to fulfil the condition that for every j,
is a system of edge-disjoint perfect matchings. We can do this just because there are enough vertices on each row to choose an appropriate number of edge-disjoint perfect matchings. Now, i<m B im = Vm 2 holds for the mth row, where V m denotes the vertex set of the mth row. Let E 1 n = {{v ir , v js1 , v js2 } : i < j and {v js1 , v js2 } ∈ B ij } be the edge set of H 1 n . Then it is not difficult to prove that H 1 n is an edge-minimal hypertree. The proof is similar to that we have seen in the case of H 0 n . Notice that the number of those edges which contains two vertices from the jth row is 
The leading coefficient of the error term is 
Upper bounds
Conjecture 24 For every k-uniform edge-minimal hypertree
Although we conjecture that the number of edges in an edge-minimal hypertree is O(n 2 ), we can only prove an easy O(n 3 ) upper bound.
Theorem 25 For every k-uniform edge-minimal hypertree F = (V, E) on n vertices, |E| ≤
Proof. Let us count the edges of F . For every pair of vertices P , there are some edges that really take part in connecting the pair, i.e. deleting such an edge causes the two vertices become chain-disconnected. Let us denote the set of these edges by S(P ). Then P ∈( V 2 ) S(P ) = E due to the edge-minimality. S(P ) is certainly contained in every chain connecting the vertices of P , otherwise we could delete an edge of S(P ) without P becoming chain-disconnected. So, |S(P )| ≤ n − (k − 1) because every chain of F is of length at most n − (k − 1).
This bound ensures that edge-minimal hypertrees cannot have Ω n k−1 edges. Moreover, the existing examples suggest that the best candidate for the asymptotically sharp upper bound is
It is a really surprising fact that both the conjectured upper bound and the bound of Theorem 25 are decreasing in k. Usually, if we let the uniformity parameter increase, the degree of freedom would grow with it, and there would be more structures satisfying the predetermined properties, hence one may expect an upper bound to get larger as well. These bounds, however, suggest that the maximal edge-number of edge-minimal hypertrees decreases as k increases.
As we have seen in Theorem 3, the bound of Conjecture 24 is true for 3-uniform 2-hypertrees.
An edge-minimal 3-uniform 1-hypertree has at most 1 3 n 2 edges since it is a geometric hypertree. The number of edges of an edge-minimal 3-uniform 2-hypertree is at most 1 2 n 2 . We do not know whether the conjecture is true for 3-uniform edge-minimal 3-hypertrees, however, their maximal edge-number is asymptotically n 2 , therefore we certainly have to take advantage of the condition of edge-minimality to prove Conjecture 24.
We remark, the edge-minimality means that one can assign two vertices to every edge such that every chain connecting them contains the given edge. So, it is in the minimal chains connecting these two vertices. We can rephrase this statement in the following way: if for every two vertices of an edge-minimal hypertree we mark a chain connecting them, the marked chains together cover the whole edge-set of the hypertree.
An interesting generalisation of Theorem 25 is an upper bound on the number of edges in k-uniform edge-minimal l-hypertrees.
Theorem 26 For every
Proof. Follow the proof of Theorem 25. For every pair P of V , |S(P )| ≤ l because F is an l-hypertree.
This bound is far below that of Theorem 25 or Theorem 3. If l is a constant, we have m = O(n 2 ).
Edge-maximal Hypertrees in 3-uniform Case
We conjecture that the following construction achieves the best asymptotic lower bound for the minimal number of edges of 3-uniform edge-maximal hypertrees.
Theorem 27 For all n > 2 even, there exists an edge-maximal 3-uniform hypertree M = (V, E) with
Proof. First, let us define M. Let n > 2 be an even integer and V = {v ij : 1 ≤ i ≤ n/2, j = 1, 2}. The set of edges is E = {{v ij , v k1 , v k2 } : k < i}. If v ∈ V , then v denotes the pair of v, i.e.
The second step is to show that M is an edge-maximal hypertree. The chainconnectedness and semicycle-freeness can be shown similarly as in the proof of Theorem 22 (choose B i = {1, 2} for all i), only edge-maximality remains.
Let h be a new edge of M. Then h is of the form
If h = {v ij , v kl , v rs }, then the sequence v ij v kl v rs v rs v ij determines a semicycle in M because {v kl , v rs , v rs }, {v rs , v rs , v ij } ∈ E. Thus, M is semicycle-free.
The reader may easily verify that the number of edges is
n, which completes the proof.
M is an ordered extension of the 1-(n, 2, 1) block design. It is actually a complete matching with edges {v i1 , v i2 }, for i = 1, 2, . . . , n/2, and if we apply Lemma 14 with the vertex-sequence v 11 , v 12 , v 21 , v 22 , . . . , v n 2 ,1 , v n 2 ,2 , M is proved to be a 2-hypertree, and its edge-number is asymptotically the bound we have stated in Theorem 3 in the case of l = 2 and k = 3. If this conjecture is true, it would be asymptotically sharp due to Theorem 27. For greater uniformity parameters, the lower bound should probably be 1 k−1 n k−1 , but our evidences seems to be vague in this general case. We close the section with an interesting lower bound on the number of edges of k-uniform edge-maximal hypertrees. Proof. Let T (n, k, r) be the usual hypergraph Turán number, i.e. the minimal edge-number of an r-uniform hypergraph that contains no independent set of size k. Let µ(n) denote the minimal edge-number of an edge-maximal hypertree of order n. For every k-set s ⊂ V , s / ∈ E, there exists an edge e ∈ E such that |s∩ e| = k−1, otherwise F ′ = (V, E ∪{s}) would be a hypertree too, in contradiction with the edge-maximality. Let us form a (k − 1)-uniform hypergraph F (k−1) = (V, E (k−1) ) from F by exchanging every edge by its (k − 1)-subsets. Then k|E| ≥ |E (k−1) |, and F (k−1) contains no independent set of size k, thus |E (k−1) | ≥ T (n, k, k − 1). Using Caen's lower bound on Turán numbers [3] , T (n, k, k − 1) ≥ 1 k−1 n−k+1 n−k+2 n k−1 , so
Conjecture 28 Every 3-uniform edge-maximal hypertree on n vertices has at least
Let us call a hypertree isolated if it is both edge-minimal and edge-maximal. An important consequence of Theorem 29 is that there are finitely many kuniform isolated hypertrees if k > 4, since the edge-number of an edge-minimal hypertree is O(n 3 ) which is asymptotically less than the Ω(n k−1 ) bound stated in Theorem 29, showing that there is a considerable gap between the edge-numbers of edge-minimal and edge-maximal hypertrees. This fact has an interesting interpretation: if there is given a k-uniform hypertree with k > 4, one can add a new edge to it or delete an original edge of it without violating the hypertree property. An isolated hypertree would be an isolated point of the poset of hypertrees where the ordering is defined by the "subhypergraph" relation. It is an open question that there are infinitely many isolated hypertrees in cases of k = 3 and k = 4. Of course, in case of k = 2, every tree is isolated.
Open problems
There are many interesting open problems related to hypertrees. We have mentioned some obvious questions in this paper such that: "What is the maximal number of edges in a k-uniform edge-minimal hypertree of order n?" or "What is the minimal number of edges in a k-uniform edge-maximal hypertree of order n?".
We have stated the following two conjectures: 1. Every k-uniform edge-minimal hypertree on n vertices has at most
edges.
2. Every 3-uniform edge-maximal hypertree on n vertices has at least 1 2 n 2 − O(n) edges.
It remained an open question, too, that the upper bound of the edge-number of k-uniform l-hypertrees is asymptotically sharp or not for every fixed k and l.
We can also modify the definition of edge-minimal hypertrees slightly. Instead of edge-minimal hypertrees, it is interesting to study edge-minimal chainconnected hypergraphs. Similarly, we can study edge-maximal semicycle-free hypergraphs instead of edge-maximal hypertrees.
What if we allow a chain to use an edge more times? In this case, some of our definitions and theorems would change significantly. One can easily show forbidden substructures in edge-minimal chain-connected hypergraphs.
At the end of section 5, we introduced the isolated (simultaneously edgeminimal and edge-maximal) hypertrees. This is a small subclass of hypertrees, and has finite cardinality if k > 4. In case of k = 3, the cardinality is not conjectured yet. However, if it is infinite, then our conjectures suggest that the asymptotic edge-number of this family is The author is partially supported by the Hungarian National Research Fund (grant number K108947).
