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a b s t r a c t
In this note we give a proof of a result on immersions of domains of fractional powers of
certain sectorial operators associated to strongly elliptic operators in Sobolev spaces; such
immersions preserve information on fractional derivatives. We also briefly comment on
the application of this result to a problem of optimal control of mosquito populations.
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1. Introduction
In many situations involving the study of semilinear parabolic partial differential equations by using semigroup
arguments, it is usual that their solutions assume values in the domains of some power of the associated sectorial operator.
In such cases, to proceed with the analysis it is generally helpful to count with some immersion result allowing to conclude
that the values of such a solution also lies in some well identified Sobolev space; moreover, for technical reasons it would
be very convenient that such Sobolev spaces preserved some information on some fractional derivatives of the solutions.
To describe a result of this sort and to precisely explain the class of operators that we consider in this note, we must
firstly recall certain notations and facts. For this, let N and m be positive integers and Ω ⊂ RN be bounded domain
with a C2m-boundary. Next, by using the notations as in [1, Chapter I, Section 19, pp. 73–80], we consider a uniformly
strongly elliptic linear operator A(x,D) = |β|≤2m aβ(x)Dβ of order 2m in Ω and a system of m linear boundary operator
B(x,D) = {Bj(x,D)}mj=1 on ∂Ω , where Bj(x,D) =

|β|≤mj b
j
β(x)D
β . Here, D = (D1, . . . ,Dn) with Dk = ∂/∂xk, and we
assume that the coefficients of A(x,D) are continuous inΩ and that the coefficients of Bj belong to C2m−mj(∂Ω). Moreover,
we suppose that (A, B,Ω) is a regular elliptic boundary value problem, as defined in [1, p. 76], and satisfies the strong
complementary condition, as defined in [1, p. 77]. Since A(x,D) is strongly elliptic, it also satisfies condition (19.5) of Chapter
I in [1, p. 77]. In this way, we meet all the requirements of Theorem 19.4 of Chapter I in [1, p. 78], and by denoting Ap the
operator A(x,D) acting on the functional space X = Lp(Ω), with domain D(Ap) = {v ∈ W 2mp (Ω); B(x,D)v = 0 in ∂Ω} ⊂ X ,
the previous arguments tell us that D(Ap) is dense in X and that for some real k the operator Ap + kI , with domain D(Ap), is
a sectorial operator; see also [1, p. 101].
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We also assume that for any f ∈ Lp(Ω), 1 < p < +∞, there is a unique weak solution v of the elliptic problem
A(x,D)v(x) = f (x), x ∈ Ω,
B(x,D)v = 0, x ∈ ∂Ω.
Under the previous conditions, there also holds the Lp-regularity theory for this problem, that is, v ∈ W 2mp (Ω) and∥v∥W2mp ≤ C∥f ∥Lp(Ω) for some constant C independent of f . In this case, in the previous arguments we can take k = 0 and
then conclude that Ap with the dense domain D(Ap) = {v ∈ W 2mp (Ω); B(x,D)v = 0 in ∂Ω} ⊂ X is a sectorial operator in
X = Lp(Ω), and this is the class of operators we consider in this note.
For this class of operators, given 0 < α < 1, we may consider the powers Aαp (for details see [2, Theorem 1.4.3, p. 26]),
and the Banach space Xαp = (D(Aαp ), ∥.∥α,p), with the graph norm ∥x∥α,p = ∥x∥X + ∥Aαp x∥X .
By using these notations, we recall Theorem 1.6.1 in [2], in the special case of p = q, where we have the following
immersion in Sobolev spaces: Xαp ↩→ W kp (Ω), for an integer k ≥ 0 such k/2m < α < 1. However, since k is an integer, this
loses a bit of the information on fractional derivatives.
The following result which is the main one in this note, in contrast preserves some information on higher fractional
derivatives.
Theorem 1.1. Let m ≥ 1, Ω is a bounded open set of class C2m in RN and p > 2m such that p−1p < α < 1. Then,
Xαp ↩→ W
2m(1− 1p )
p (Ω).
This improves a little the result in [2], at least for p > 2m and k/(2m) < (p − 1)/p < α < 1, in the sense that it gives
more information on fractional derivatives.
Before describing how to prove this theorem, let us comment that this kind of result is usually obtained with the help
of suitable characterization of interpolation spaces. In fact, much is known on immersions and specific characterization of
certain interpolations of domains of sectorial operators, as can be seen, for example, in [2–5]. By using this sort of results,
one could prove the stated theorem for m = 1 as follows. Let θ ∈]0, 1[ and q ∈ [1,∞[, and denote (X,D(Ap))θ,q the real
interpolation between X and D(Ap) (see [6, ch. 1, 1.2]). It is known that (Lp(Ω),D(Ap))1− 1p ,p ↩→ W
2− 2p
p (Ω) (see [5, p. 497]).
On the other hand, the following relationship between Xαp , for 0 < α < 1, and the interpolation spaces (L
p(Ω),D(Ap))α,p
is known: (Lp(Ω),D(Ap))α,1 ↩→ Xαp ↩→ (Lp(Ω),D(Ap))α,∞ (for details, see e.g. the book by Lunardi [6, Proposition 2.2.15,
p. 56].) Since by Triebel [7, Theorem 1.3.3] one knows that (Lp(Ω),D(Ap))α,∞ ↩→ (Lp(Ω),D(Ap))1− 1p ,p, we then conclude
that the stated result holds form = 1.
In this article, we will follow a very different approach to prove the theorem.
We will start by considering an auxiliary linear evolution equation associated to the given sectorial operator Ap, with
initial data uo ∈ Xαp . By using results on analytic semigroups, we know that this equation admits solutions; then, by using
known regularity results for analytic semigroups, elliptic regularity and trace results, we will be able to show that in fact
the initial data u0 of the equation must in fact be inW
2m(1− 1p )
p (Ω). The details of these arguments will be given in the next
section. We briefly describe this application in the last section of this note.
We finally remark that Theorem 1.1 was used in [8,9] in the process of derivation of certain regularity estimates required
to analyze a problem of optimal control of mosquito populations. In [8,9], Theorem 1.1 of the present note was used when
A = −∆+ I and B = ∂/∂η, with η denoting the external unitary normal to the boundary.
2. Proof of the main result
Wewill need the following proposition that can be found in [2, Theorem3.5.2, p. 71].Writtenwith our previous notations
it is stated as follows.
Proposition 2.1. Suppose that X is a Banach space and consider a sectorial operator A : D(A) ⊂ X → X such that its
powers Aα are well defined for 0 ≤ α < 1; consider also the Banach space Xα = (D(Aα), ∥.∥α), with the graph norm
∥x∥α = ∥x∥X + ∥Aαx∥X . Let f : U → X is locally Lipschitz in an open set U ⊂ R× Xαp , for some 0 ≤ α < 1. Suppose u(.) is a
solution on (t0, t1] of ut + Au = f (t, u), such that u(t0) = u0 and (t0, u0) ∈ U. Then, when 0 < γ < 1, t → ut(t) ∈ Xγ is
locally Hölder continuous for t0 < t ≤ t1, with
∥ut(t)∥γ ≤ C(t − t0)α−γ−1
for some constant C = C(A, γ , α, t0, u0) depending only onA, γ , α, t0, u0.
Proof of Theorem 1.1. We want to show that Xαp ⊂ W
2m(1− 1p )
p (Ω) and that there exist a constant c > 0 such that
∥v∥
W
2m(1− 1p )
p (Ω)
≤ c∥v∥α,p, for all v ∈ Xαp .
For this, take an arbitrary u0 ∈ Xαp . If u0 = 0, the result is trivially true.
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Next, suppose u0 ≠ 0 and consider the following auxiliary linear evolution problem, where Ap is as we described in the
introduction:
ut + Apu = 0, u(0) = u0. (2.1)
Let {S(t)}t≥0 be the family of analytic semigroups associated with −A (see, [2, Example (4) and Theorem 1.3.4, p.20]
and [10, Corollary 2.2]). It follows that (2.1) has a unique global solution, which is given by
u(t) = S(t)u0.
By Proposition 2.1, if 0 < γ < 1 and t0 = 0, it follows that
∥ut(t)∥γ ,p ≤ C2(∥u0∥α,p)tα−γ−1, for all t > 0, (2.2)
where C2 = C2(∥u0∥α,p) is a positive constant.
Take γ , such that 0 < γ < α + 1/p − 1, this is possible since p−1p < α < 1. These two last inequalities imply that
p(α − γ − 1)+ 1 > 0.
Integrating (2.2) over (0,T ], we obtain T
0
∥ut(s)∥pLp(Ω)ds ≤ C2(∥u0∥α,p)
 T
0
s(α−γ−1)pds = C2(∥u0∥α,p)
p(α − γ − 1)+ 1
T p(α−γ−1)+1. (2.3)
As ∥u0∥α,p > 0, we can chooseT =T (u0) > 0 small enough, such that
0 <T ≤ 1 and C2(∥u0∥α,p)T p(α−γ−1)+1
p(α − γ − 1)+ 1 ≤ ∥u0∥
p
α,p. (2.4)
We stress that this is the key step in our proof because, although this previous choice (2.4) ofT depends on u0, this choice
is done in such a way that the final constant c is in fact independent of u0.
From (2.3) and (2.4) we have
∥ut∥pLp(QT ) ≤ ∥u0∥pα,p. (2.5)
From (2.1), we have that u(t) satisfies the elliptic problem
A(x,D)u(t) = −ut(t) ∈ Lp(Ω),
B(x,D)u(t) = 0 onΩ,
for all t ∈ (0,T ]. It follows from the Lp(Ω)-elliptic regularity that
∥u(t)∥p
W2mp (Ω)
≤ C3(Ω)p∥ut(t)∥pLp(Ω).
Next, by integrating this last inequality on (0,T ] and using (2.5), we get
∥u∥Lp(0,T ;W2mp (Ω)) ≤ C3(Ω)∥ut∥Lp(0,T ;Lp(Ω)) ≤ C3(Ω)∥u0∥α,p. (2.6)
By (2.5) and (2.6) we have u ∈ W 2m,1p (QT ) and
∥u∥W2m,1p (QT ) ≤ (1+ C3(Ω))∥u0∥α,p. (2.7)
From the trace theorem in [11, Theorem 1.1 for p = q] or [12, Chapter II, Lemma 3.4], we have that u|t=0 = u0 ∈
W
2m(1− 1p )
p (Ω), and also that
∥u0∥
W
2m(1− 1p )
p (Ω)
≤ C4∥u∥W2m,1p (QT ), (2.8)
where C4 is independent of t and u0, for all t ∈ [0,T ]. In fact, as it can be seen in [11, Theorem 1.1], such a constant is of
form c∗T 1−1/p, where c∗ is independent of t; by choosingT satisfying (2.4) we find the constant C4 desired.
From (2.7) and (2.8) we conclude the result, i.e.
∥u0∥
W
2m(1− 1p )
p (Ω)
≤ c∥u0∥α,p,
where c = C4(1+ C3(Ω)) is independent of u0. As u0 was taken arbitrary in Xαp , the theorem is proved. 
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3. Remarks on an application
We briefly describe an optimal control problem related to the issue of controlling mosquito populations in a bounded
regionΩ ⊂ R2; this problem is studied in detail in [8] and [9]; herewe just describe it to call the attention to the importance
of the results obtained in the present article for the analysis performed in [8,9].
The objective is to find an optimal trajectory to be followed by a insecticide spraying unit in order to minimize a certain
functional involving both the whole mosquito population and the spraying operational costs. All the admissible trajectories
for the spraying unit start at a fixed location, which is normalized to be the origin; and is mathematically described as
γ : [0, T ] → R2, where 0 < T <∞ is a fixed final time. An optimal trajectory γ ∗ is such that
F(γ ∗) = min{F(γ ) : γ ∈ A}, (3.1)
where the set of admissible trajectoriesA and the functional F(γ ) are given by
A = {γ ∈ (H1(0, T ))× (H1(0, T )) : γ (0) = (0, 0)}, (3.2)
F(γ ) = J(γ , u) = µ0
 T
0
|γ (t)|2dt + µ1
 T
0
|γ ′(t)|2dt + µ2

Q
|u(x, t)|2dxdt, (3.3)
where Q = Ω × (0, T ); µ0 ≥ 0, µ1 > 0 and µ2 > 0 are fixed constants, and u = u(x, t) is the density of mosquitoes at
position x ∈ Ω and time t ∈ [0, T ]; u depends on the trajectory γ of the spraying unit through the following equations:
∂tu− ν∆u = g(x, t, u)− bk(x− γ (t))u in Q = Ω × (0, T ),
(∂/∂η)(u) = 0 in S = ∂Ω × (0, T ),
u(0, .) = u0 inΩ,
(3.4)
where u0 is a given initial mosquito population.
In (3.3), the first two integrals are related to the operational costs of the insecticide spraying; the last integral is related
to the amount of mosquito population. In this model, the following are assumed: (a) the mosquito population grows at
rate g(x, t, u) and spreads with a constant diffusion coefficient ν > 0. Verhustian growth, i.e., g(x, t, u) = au(1 − u/M),
with positive constants a and M , or more general growth rates are allowed; (b) the insecticide kills the mosquitoes at an
effective rate which depends on the distance of the point of spraying application. More specifically, the killing rate at a point
xwhen the spraying unit is at position γ (t) is given by bk(x−γ (t)), where 0 ≤ k(.) ≤ 1 is a given C1-functionwith compact
support, and the constant b > 0 is themaximum killing rate; (c) for simplicity, homogeneous Neumann boundary condition
is considered; (d) also for simplicity, it is assumed that there are no obstacles to the admissible trajectories.
These assumptions can be relaxed (see [8,9]) where the existence of an optimal trajectory for (3.1)–(3.4) is proved
and the associated first order optimality conditions characterizing such an optimal trajectory are also derived, which is
important since they usually serve as guides for devising both feedback controls and efficient algorithms for numerical
simulations. Being γ ∗(·) an optimal trajectory and being u∗(·, ·) and p∗(·, ·), respectively, the associate optimal state
(mosquito population) and the optimal adjoint state, and denoting gu(x, t, u∗)p∗ the Gateaux-derivative of g at u∗ in the
direction of p∗, the following equations must be satisfied:
∂tu∗ − α∆u∗ = g(x, t, u∗)− b k(x− γ ∗)u∗ in Q ,
(∂/∂n)(u∗) = 0 on S,
u∗(0) = u0 inΩ,
−∂tp∗ − α∆p∗ = gu(x, t, u∗) p∗ − b k(x− γ ∗)p∗ − u∗ in Q ,
(∂/∂n)(p∗) = 0 on S,
p∗(T ) = 0 inΩ,
−µ1γ ∗′′ + µ0γ ∗ − µ2b

Ω
p∗u∗∇k(x− γ ∗)dx = 0 in (0, T ),
γ ∗(0) = 0, γ ∗′(T ) = 0.
Theproof of the existence of an optimal trajectory as done in [8,9] follows theusual procedure of considering aminimizing
sequence. However, to complete the arguments, several technical questions have to be previously answered, specially
the ones related to the dependence of the mosquito populations on given trajectories for the spraying unit, and suitable
estimates are required to pass to the limit in the strong nonlinearities of the problem. In these arguments, the results of
the present article are fundamental. The first order optimality conditions were obtained in [8,9] by using the Dubovitskii
and Milyutin methodology; see for instance [13]. For this, the differentiability of the mosquito population with respect to
trajectories was required, and the immersion results of the present article play a role.
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