Abstract. Using existing classification results for the 7-and 8-cycles in the pancake graph, we determine the number of permutations that require 4 pancake flips (prefix reversals) to be sorted. A similar characterization of the 8-cycles in the burnt pancake graph, due to the authors, is used to derive a formula for the number of signed permutations requiring 4 (burnt) pancake flips to be sorted. We furthermore provide an analogous characterization of the 9-cycles in the burnt pancake graph. Finally we present numerical evidence that polynomial formulae exist giving the number of signed permutations that require k flips to be sorted, with 5 ≤ k ≤ 9.
Introduction
The idea of sorting permutations is a classical one in combinatorics and computer science. Of particular interest is when the sorting is performed utilizing only prefix reversals (see, for example, [5, 6, 8] ). Problems like the pancake problem that ask to determine the minimum number of prefixreversal flips that are needed to sort any permutation in S n are computationally hard to solve [3] . In this context a natural question arises: How many permutations in S n require k prefix-reversal flips to be sorted? One of our main contributions is the answer to the case k = 4 (the cases k ≤ 3 are trivial) for both permutations and signed permutations. Our methods rely on an existing classification of the 6-,7-, and 8-cycles in the pancake graph and a classification of the 8-cycles in the burnt pancake graph, which is due to the authors. In particular, our main results are the following.
(I) We provide an explicit formula that gives the number of permutations in S n that require exactly 4 prefix reversal flips to be sorted. This formula is given by a simple integer-valued polynomial 1 2 2n 4 − 15n 3 + 29n 2 + 6n − 34 , where n ≥ 4. The details are given in Section 3. (II) We give an explicit formula for the number of signed permutations in B n that require exactly 4 prefix-reversal flips to be sorted. This formula is also given by a simple integer-valued polynomial, namely, 1 2 n(n − 1) 2 (2n − 3), with n ≥ 1. The details are given in Section 4. (III) We also provide a classification of all the 9-cycles in the burnt pancake graph. Concretely, we prove that all of these 9-cycles can be described by two canonical forms. The details are given in Section 5. We point out that the polynomial in (I) can also be derived from the algorithm described in [9] , where the authors utilize structural properties of certain permutations to obtain generating functions. Our methods are entirely elementary and rely on the classification of cycles inside the pancake and burnt pancake graph and on the principle of inclusion-exclusion. Presently, the algorithm in [9] cannot be applied to signed permutations, and in particular, no other proof for our second main result (II) is known.
The reader is referred to Section 2 for the basic definitions and notation used throughout the paper. We end the paper with conjectures for closed formulas giving the number of signed permutations requiring exactly k prefix-reversal flips to be sorted with 5 ≤ k ≤ 9, and other conjectures.
Preliminaries and notation
Throughout this note, n will denote a positive integer greater than 1, and for a positive integer k ≤ n, [k] will denote the set {1, 2, . . . , k}. We will use S n to denote the set of permutations of the set [n] . Furthermore, if 2 ≤ i ≤ n, we denote by r i the following permutation, written in one-line notation:
The elements of the set R := {r i } n i=2 are referred to as prefix reversals or pancake flips. Similarly one can define prefix reversals on the group of signed permutations. A signed permutation is a permutation w of the set [±n] := {−n, −(n − 1), . . . , −2, −1, 1, 2, . . . n − 1, n} satisfying w(−i) = −w(i) for all i ∈ [n]. For convenience, we will use i instead of −i. We will use window notation (see [1, Section 8.1] ) to denote signed permutations. More specifically, we will use [w(1) w(2) . . . w(n)] to denote w. In Coxeter groups literature, the group of signed permutations is denoted by B n (see [1, Chapter 8] ). In this context, if i ∈ [n], a signed prefix reversal is given by The graph P n := (S n , E n ) where
is called the pancake graph of order n. Similarly, the graph BP n := (B n , E B n ), where E B n := {{π, πr B i } | π ∈ B n , i ∈ [n]}, is called the burnt pancake graph.
Both P n and BP n are Cayley graphs of S n and B n , respectively, since the groups S n and B n are generated by R and R B , respectively. Therefore, both P n and BP n are vertex transitive graphs; that is, given any two vertices u, v in a vertex transitive graph, there exists a graph isomorphism f such that v = f (u).
We will use P n−1 (q) (BP n−1 (q), respectively) to denote the subgraph of P n (BP n , respectively) induced by the subset of S n (B n , respectively) of all permutations that end with q, with q ∈ [n] ([±n], respectively) in one-line notation. Furthermore, for 1 < k < n, we use P k−1 (p) (BP k−1 (p), respectively) to denote the subgraph of P n−1 (n) (BP n−1 (n), respectively) whose vertices are the set of all π ∈ S n with π = π 1 π 2 · · · π k−1 p (k + 1) (k + 2) · · · n, where p ∈ [k] and π i ∈ [k] \ {p} or, respectively, π ∈ B n with
where p ∈ [±k] and π i ∈ [±k] \ {p}. The edges of P k (p) being {{π,
A key result that we will use is the following classification of the 6-, 7-, and 8-cycles in P n , n ≥ 4. We will refer to each cycle C in P n (BP n , respectively) by listing the edges that form C consecutively, and we label each edge {π, πr i } ({π, πr B i }, respectively), with π ∈ S n , r i ∈ R (with π ∈ B n , r B i ∈ R B , respectively) by r i (r B i , respectively). Since there are multiple ways to refer to a cycle, we choose a canonical form for every cycle. We say that a cycle C is in canonical form if
, if in BP n ) and the sequence (i 1 , . . . , i ℓ ) is lexicographically maximal among all sequences corresponding to indices of prefix reversals that would also traverse C. For example, r 3 r 2 r 3 r 2 r 3 r 2 is in canonical form whereas r 2 r 3 r 2 r 3 r 2 r 3 is not since (2, 3, 2, 3, 2, 3) < lex (3, 2, 3, 2, 3, 2). We are now ready to spell out the cycle classifications that are used in the proofs of our main results. 
Moreover, the 8-cycles in P n have the following canonical forms: In the same spirit as the classification of the cycles in P n , the authors proved the following theorem classifying the 8-cycles in BP n , n ≥ 2. 
Our question is a very natural one: How many pancake stacks require k flips to be sorted? Equivalently, how many permutations in S n require composition with k prefix reversals to be sorted? Naturally, we will think of permutations instead of pancake stacks for convenience in notation. In this light, we define the pancake distance between two permutations as follows.
and ℓ is minimal, we say that the burnt pancake distance between σ 1 and σ 2 is ℓ and write
If k ≥ 1, we denote by R k (n) the number of permutations in S n that require k flips to be sorted, that is, R k (n) = |{π ∈ S n : d(e, π) = k}|. Similarly, we use R B k (n) to denote the cardinality of the set |{π ∈ B n : d
B (e, π) = k}| One easily sees that R 0 (n) = 1 (corresponding to the identity permutation that is already sorted) and that R 1 (n) = n − 1, as the only stacks that can be sorted with one flip are the prefix-reversal permutations. For k = 2, 3 the cycle structure of P n allows us to conclude that
Indeed, the smallest cycle in P n is a 6-cycle and there is only one such a cycle, namely, r 3 r 2 r 3 r 2 r 3 r 2 (see [10, Theorem 1.1-1.2]). Hence, since there are n − 1 prefix reversals, R 2 (n) = (n − 1)(n − 2) and
The first non-trivial computation is R 4 (n). We have computed values of R k (n) and R B k (n) for several instances of n, k utilizing a system with Dual Xeon CPUs and 256GB of RAM for the largest computations. We have summarized the values found in Table 1 and Table 2 and remark that due to computing limitations, several entries are still unknown. However, we were able to compute enough values to be able to offer some conjectures, which we present in Section 6. We are happy to share our code upon request.
We are now ready to prove the first main result of this paper, an explicit description of R 4 (n).
Permutations requiring 4 flips to be sorted
The approach we use to obtain the number of pancake stacks that require 4 flips is the following: we will use the principle of inclusion-exclusion (PIE) using a family of sets A i and we will use the classification of 7-and 8-cycles in P n when obtaining the cardinality of the intersections of said sets. More formally, our aim is to obtain the cardinality of the set A 4 := {π ∈ S n | d(e, π) = 4}. We furthermore let A i ⊆ A 4 , 0 ≤ i ≤ 4, be the following sets.
(1) If 0 ≤ i ≤ 3,
In other words, if one were to think of a path between e and π ∈ A 4 in P n , A i would contain all the paths that have i + 1 vertices inside P n−1 (n). It follows that
We will utilize PIE to compute the cardinality of the union n i=0 A i . In the proof of Theorem 3.3, we will need to determine substrings of larger strings. It will be more clear in the exposition if we establish the following convention. Definition 3.1. Let r i1 r i2 · · · r im represent a cycle in P n or BP n . We say that a string s is a continuous substring of r i1 r i2 · · · r im if s or its reversal can be written in the form r
For example, consider the cycle r 4 r 3 r 2 r 4 r 2 r 3 r 4 r 3 r 2 r 4 r 2 r 3 (highlighted in Figure 1 .) Then r 2 r 4 r 2 r 3 r 4 is a continuous substring as is r 2 r 3 r 4 r 3 .
Our intention with this definition is to emphasize that if r i1 r i2 · · · r im is a cycle, then r im and r i1 should be considered consecutive edges. (a) There are six continuous substrings of the form r n r a r b r c in r n r n−1 r n r n−1 r n−2 r n r 2 , the only canonical form for a 7-cycle containing r n . These are indicated by an arrow on top of the longer string (the directions indicate how to read the substring): − −−−−−−−−− → r n r n−1 r n r n−1 r n−2 r n r 2 , r n r n−1 − −−−−−−−−− → r n r n−1 r n−2 r n r 2 , − −−− → r n r n−1 r n r n−1 r n−2 r n r 2 , r n r n−1 r n r n−1 r n−2 r n ← − r 2 , r n r n−1 ← −−−−−−−−− − r n r n−1 r n−2 r n r 2 and r n r n−1 r n r n−1 ← −−−−− − r n−2 r n r 2 . We let Q 0 denote the set of these continuous substrings. That is, Q 0 := {r n r n−1 r n r n−1 , r n r n−1 r n−2 r n , r n r 2 r n r n−1 , r n r n−1 r n r 2 , r n r n−2 r n−1 r n , r n r 2 r n r n−2 }.
(b) There are six continuous substrings of the form r a r n r b r c in r n r n−1 r n r n−1 r n−2 r n r 2 , the only canonical form for a 7-cycle containing r n . These are indicated by an arrow on top of the longer string (the directions indicate how to read the substring): r n −−−−−−−−−−−→ r n−1 r n r n−1 r n−2 r n r 2 , − → r n r n−1 r n r n−1 r n−2 r n r 2 , − −−−−− → r n r n−1 r n r n−1 r n−2 r n r 2 , ← −−−−−−−−− − r n r n−1 r n r n−1 r n−2 r n r 2 , r n r n−1 r n ←−−−−−−−−− r n−1 r n−2 r n r 2 and r n r n−1 r n r n−1 r n−2 ← − − r n r 2 . We let Q 1 denote the set of these continuous substrings. That is, Q 1 := {r n−1 r n r n−1 r n−2 , r n−2 r n r 2 r n , r 2 r n r n−1 r n , r n−1 r n r n−1 r n , r 2 r n r n−2 r n−1 , r n−1 r n r 2 r n }.
(c) There are two continuous substrings of the form r a r b r n r c with a = n in r n r n−1 r n r n−1 r n−2 r n r 2 . These are shown by an arrow over the top of the canonical form of the 7-cycles (the directions indicate how to read the substring): r n r n−1 r n −−−−−−−−−→ r n−1 r n−2 r n r 2 and r n ←−−−−−−−−−−− r n−1 r n r n−1 r n−2 r n r 2 . We let Q 2 denote the set of these continuous substrings. That is, Q 2 := {r n−1 r n−2 r n r 2 , r n−2 r n−1 r n r n−1 }.
(d)
Since there is only once 6-cycle, r 2 r 3 r 2 r 3 r 2 r 3 , then r 2 r 3 r 2 r n = r 3 r 2 r 3 r n . We define Q 3 := {r 2 r 3 r 2 r n }.
The sets Q 0 , Q 1 , Q 2 , and Q 3 are important to identify since they are those length 4 paths in P n for which there is a "short cut," of length 3, in Q 0 , Q 1 , and Q 2 . While Q 3 represents a length 4 path that potentially may be double counted since it has another representation. Thus these paths will need to be accounted for in the cardinalities of the sets A i .
Proof. We will use PIE with the sets A i , 0 ≤ i ≤ 4 and (3.1). We verify each of the cardinalities, one by one. To obtain the relevant cardinality of intersections of the sets, we will use Theorem 2.1 since some permutations that can be sorted in 4 flips can also be sorted in 3, and even if said permutations require 4 flips to be sorted, there might be more than one way of doing so. We explain each of the cases in detail in the proof. To obtain a recurrence for R k (n), we will assume that n > 4.
A 4 : Due to the recursive structure of P n , it follows that |A 4 | = R 4 (n − 1). A 3 : Any permutation in A 3 will be of form r a r b r c r n where 2 ≤ a, b, c ≤ n−1, a = b, and b = c. We can choose a in n − 2 ways and b, c in n − 3 ways. By Observation 3.2(d), r 2 r 3 r 2 r n = r 3 r 2 r 3 r n so to avoid double counting we remove the string in Q 3 from the set of strings of the form r a r b r c r n to get A 3 . Hence,
Any permutation in A 2 will be of the form r a r b r n r c where 2 ≤ a, b, c ≤ n − 1 and a = b. We can choose a, c in n − 2 ways each and b in n − 3 ways, so there are (n − 2) 2 (n − 3) strings of this form. All of these strings represent permutations that can be sorted in 4 flips but some of these can be also be sorted in 3 flips so we need to exclude those permutations that can be sorted in 3 flips to get A 2 . Notice that any permutation that can be sorted in 4 flips and also in 3 flips will be part of a 7-cycle in P n . By Observation 3.2(c), there are two strings of this form, those in Q 2 , that lead to the same permutation. Therefore,
Any permutation in A 1 will be of the form r a r n r b r c where 2 ≤ a, b ≤ n − 1, 2 ≤ c ≤ n, and b = c. We can choose a, b, c in n − 2 ways each and so there are (n − 2) 3 strings of this form. All of these strings represent permutations that can be sorted in 4 flips but some of these can be also be sorted in 3 flips. Notice that any permutation that can be sorted in 4 flips and also in 3 flips will be part of a 7-cycle in P n . So if we can find r a r n r b r c as a continuous substring of r n r n−1 r n r n−1 r n−2 r n r 2 (the only canonical form for a 7-cycle containing r n ) then the permutation obtained from r a r n r b r c can be sorted in 3 flips and should not be counted in A 1 . By Observation 3.2(b), there are 6 strings that should not be counted in A 1 , those in Q 1 . Furthermore, unlike in the previous case, there are some 8-cycles to consider: The two strings of the form r a r n r b r c and r z r n r y r x (with 2 ≤ x ≤ n, 2 ≤ y, z ≤ n − 1) would represent the same permutation if they are part of an 8-cycle of the form r a r n r b r c r x r y r n r z . Comparing with the canonical forms of the 8-cycles in Theorem 2.1. First, there are 2(n − 4) cycles of the form (2.7), r i−1 r n r n−i+1 r n−i r n r i r n r n−1 , 3 ≤ i ≤ n − 2, and r n−i r n r i r n r n−1 r i−1 r n r n−i+1 , 3 ≤ i ≤ n − 2.
Second, there are n−4 cycles of the form (2.8): r n−i−1 r n r i r i+1 r n r n−1 r n r n−i with 2 ≤ i ≤ n−3. For a total of 3(n − 4) such strings that are double counted of the form r a r n r b r c . Therefore,
Any permutation in A 0 will be of the form r n r a r b r c where 2 ≤ a ≤ n − 1, 2 ≤ b, c ≤ n and b = c. We can choose a, b, c in n − 2 ways each, so there are (n − 2) 3 strings that follow this form. The two strings r n r 2 r 3 r 2 and r n r 3 r 2 r 3 lead to same permutation because of the only 6-cycle r 3 r 2 r 3 r 2 r 3 r 2 in P n (so r 3 r 2 r 3 = r 2 r 3 r 2 ) so we will exclude the string r n r 2 r 3 r 2 to avoid double counting. As before, we need to account for strings that yield permutations that are part of 7-cycles since these can be sorted in 3 flips. Let π = r n r a r b r c denote a permutation that can be sorted in 3 flips, then π must form part of a 7-cycle. By Observation 3.2(a), there are six strings, those in Q 0 , that should not be counted as part of A 0 . In this case no 8-cycle leads to double counting as if there exists r n r x r y r z with 2 ≤ x ≤ n − 1 and 2 ≤ y, z ≤ n with r n r a r b r c = r n r x r y r z then r n r a r b r c r z r y r x r n must be an 8-cycle, which is not possible by observing the canonical forms for 8-cycles in P n given in Theorem 2.1. Therefore,
there must be an 8-cycle of the form r x r n r y r z r a r b r c r n with 2 ≤ a, b, z ≤ n, 2 ≤ c, x, y ≤ n − 1, y = z, a = z, a = b, and c = b where r x r n r y r z ∈ Q 1 and r n r c r b r a / ∈ Q 0 . Since in this cycle the two r n s are separated by one reversal, no such 8-cycles exist of the form (2.3), (2.4), nor (2.5).
By comparing with (2.6), we see that the form r n−i+1 r n r i r k r n−i r n−1 r i−1 r n ,
By comparing with (2.7) we see that the forms r i r n r n−1 r i−1 r n r n−i+1 r n−i r n , 3 ≤ i ≤ n − 2, and
By comparing with (2.8) we see that the form r n−1 r n r n−i r n−i−1 r n r i r i+1 r n ,
By comparing with (2.9) we get that the following cycles r n−j+1 r n r i r n r n−j+1 r n r i r n ,
However, when i = 2 and j = 3 the cycle is r n−2 r n r 2 r n r n−2 r n r 2 r n . So r n−2 r n r 2 r n = r n r 2 r n r n−2 , but the lefthand-side string is in Q 1 and the right-hand-side one is in Q 0 . Thus this cycle should be excluded since both strings actually represent the same permutation r n−1 r n r n−1 . Therefore,
If π ∈ A 0 ∩ A 2 then there must be an 8-cycle of the form r x r y r n r z r a r b r c r n with 2 ≤ a, b, x ≤ n, 2 ≤ c, y, z ≤ n − 1, x = y, z = a, a = b, and b = c where r x r y r n r z / ∈ Q 2 and r n r c r b r a / ∈ Q 0 . Since in this cycle a pair of r n s are separated by two reversals, no such cycle of the form (2.3), (2.4), (2.5), (2.6), nor (2.9) exists.
Upon comparison with (2.7) we see that the forms r n−1 r i−1 r n r n−i+1 r n−i r n r i r n , 3 ≤ i ≤ n − 2, r n−i+1 r n−i r n r i r n r n−1 r i−1 r n , 3 ≤ i ≤ n − 2, r n−i r n−i+1 r n r i−1 r n−1 r n r i r n , 3 ≤ i ≤ n − 2, and r i−1 r n−1 r n r i r n r n−i r n−i+1 r n , 3 ≤ i ≤ n − 2,
Furthermore, upon comparing with (2.8) we see that r n−i r n−i−1 r n r i r i+1 r n r n−1 r n , 2 ≤ i ≤ n − 3, and r i r i+1 r n r n−1 r n r n−i r n−i−1 r n , 2 ≤ i ≤ n − 3,
If π ∈ A 0 ∩ A 3 then there must be an 8-cycle of the form r x r y r z r n r a r b r c r n with 2 ≤ a, c, x, y, z ≤ n − 1, 2 ≤ b ≤ n, x = y, y = z, a = b, and b = c where r x r y r z r n / ∈ Q 1 and r n r c r b r a / ∈ Q 0 . Since in this cycle a pair of r n s are separated by three reversals, no such cycle of the form (2.7), (2.8), nor (2.9) exists.
Let us compare with form (2.3), we see that the form r j r i r j r n r n−j+i r i r n−j+i r n ,
When we compare with form (2.4), r 2 r 3 r 2 r n r n−1 r n r i r n actually does not contribute to |A 0 ∩ A 3 | since r 2 r 3 r 2 r n ∈ Q 3 .
We now compare with (2.5), r n−i r n−1 r i r n r n−i r n−1 r i r n , with 2 ≤ i ≤ n − 2. Each value of i gives a valid cycle (neither of the paths are in Q 0 nor Q 3 ). We now compare with (2.6),
This form contributes n − 4 to |A 0 ∩ A 3 |. Hence,
A 0 ∩ A 4 : If a permutation π ∈ A 0 ∩A 4 then there must be an 8-cycle of the form r w r x r y r z r a r b r c r n , where 2 ≤ w, x, y, z ≤ n − 1 and r n r c r b r a / ∈ Q 0 . No such 8-cycle exist since there are no cycles with 4 reversals between a pair of r n in Theorem 2.1.
. If a permutation π ∈ A 1 ∩A 2 then there must be an 8-cycle of the form r x r y r n r z r a r b r n r c with 2 ≤ a ≤ n, 2 ≤ b, c, x, y, z ≤ n − 1, x = y, z = a, and a = b where r x r y r n r z / ∈ Q 2 and r c r n r b r a / ∈ Q 1 . Since in this cycle a pair of r n are separated by three reversals, no such cycle of the form (2.7), (2.8), nor (2.9) exists.
From form (2.3), we get: r i r j r n r n−j+i r i r n−j+i r n r j with 2 ≤ i < j ≤ n − 1. Each value of i and j give a valid cycle (the paths are not in Q 1 or Q 2 ) except when i = n − 2 and j = n − 1. Hence the contribution of (2.3) is 1 2 (n − 2)(n − 3) − 1. From form (2.4), we get: r 2 r n−1 r n r 2 r 3 r 2 r n r n−1 and r 3 r 2 r n r n−1 r 2 r n−1 r n r 2 . Thus this form contributes 2 to |A 1 ∩ A 2 |.
From form (2.5), we get: r n−1 r i r n r n−i r n−1 r i r n r n−i with 2 ≤ i ≤ n − 2. Each value of i except for i = n − 2 gives valid cycle (the paths are not in Q 1 or Q 2 ). Thus this form contributes n − 4 to |A 1 ∩ A 2 |.
From form (2.6) we get: r n−1 r i−1 r n r n−i+1 r n r i r n r n−i with 3 ≤ i ≤ n − 2. If we replace i − 1 with i in this form, we obtain the cycles whose first four reversals are the same as those obtained from the form (2.5) in the previous paragraph. So the signed permutations that were contributed from form (2.6) were already considered and would be double counted. Thus this particular form contributes nothing to
Other intersections of two sets: All other intersections
and A 3 ∩A 4 are empty. Otherwise, there would be an 8-cycle that could not be matched to any of the canonical forms of Theorem 2.1. Specifically, it can seen that the number of reversals between any two r n would be greater than or equal to four, which does not occur in any of the 8-cycles in Theorem 2.1.
If a permutation belongs to these three sets, π ∈ A 0 ∩A 1 ∩A 2 , then it must be that the permutation can be written in the forms π = r n r w r v r u , π = r c r n r b r a and π = r x r y r n r z with 2 ≤ b, c, x, y, w, z ≤ n − 1 and 2 ≤ a, u, v ≤ n and none in Q 0 , Q 1 , or Q 2 . Thus, P n must contain 8-cycles of the following forms: r x r y r n r z r a r b r n r c , (3.2) r x r y r n r z r u r v r w r n , or (3.3) r c r n r a r b r u r v r w r n . (3.4) Notice that if there are cycles of the form (3.2) and of the form (3.3), there will be cycles that can be written in the form (3.4) as well. Once again we will use the classification of the 8-cycles given in Theorem 2.1 to see if there are cycles that can be written in the form (3.2) that would share the first four reversals from (3.3) at the same time.
Comparing (2.3) with (3.2) we obtain the cycles of the form (3.5) r i r j r n r n−j+i r i r n−j+i r n r j , with 2 ≤ i < j ≤ n − 1. With the substitutions of n − 1 for j and i − 1 for i, these cycles become r i−1 r n−1 r n r i r i−1 r i r n r n−1 , with 3 ≤ i ≤ n − 1. Notice when comparing with the form (2.7), r i−1 r n−1 r n r i r n r n−i r n−i+1 r n , with 2 ≤ i ≤ n − 3 the first four reversals match. So each value of i in the overlap of indices, 3 ≤ i ≤ n − 2, corresponds to a permutation in this intersection and contributes a total of n − 4 to |A 0 ∩ A 1 ∩ A 2 |. Now substituting i + 1 for j in (3.5), we obtain the following form r i r i+1 r n r n−1 r i r n−1 r n r i+1 , which matches (2.8) r i r i+1 r n r n−1 r n r n−i r n−i−1 r n , in the first four reversals, with 2 ≤ i ≤ n − 3. So each value i in the above form contributes a permutation to the intersection for a total of n − 4 to |A 0 ∩ A 1 ∩ A 2 |. No other canonical 8-cycles would have the first four reversals from the form (3.2), and so the total contribution to |A 0 ∩ A 1 ∩ A 2 | starting from (2.3) is 2(n − 4). Moreover, comparing (2.4) with (3.2), we do not find any additional cycles that are also of the form (3.3) .
Furthermore, comparing (2.5) with (3.2), we find the form (3.6) r n−1 r i r n r n−i r n−1 r i r n r n−i , with 2 ≤ i ≤ n − 2. By substituting i − 1 for i in (3.6), we obtain r n−1 r i−1 r n r n−i+1 r n−1 r i−1 r n r n−i+1 , with 3 ≤ i ≤ n − 1. The first four reversals of which match with form (2.7) r n−1 r i−1 r n r n−i+1 r n−i r n r i r n , with 3 ≤ i ≤ n− 2. So each value of i in the overlap of these intervals, 3 ≤ i ≤ n− 2, contribute a permutation to this intersection for a total of n−4 added to |A 0 ∩A 1 ∩A 2 |. No other matches with form (2.5) are obtained, and thus the contribution to
Finally, we compare (2.6) with (3.2) and obtain the form (3.7) r n−1 r i−1 r n r n−i+1 r n r i r n r n−i ,
If we compare form (3.7) with any of the other canonical forms of 8-cycles in P n , we would find a match with form (2.5) after substituting i − 1 for i in (3.7). However, these cycles have already been counted. This completes the count of permutations found in A 0 ∩ A 1 ∩ A 2 , and thus
An exhaustive argument gives that any other intersections of three of the sets A 0 , . . . , A 4 will be empty, since no cycle matching three forms at the same time exists. Therefore if n > 4,
Using the initial condition R 4 (4) = 3 (see Table 1 ) and solving the recurrence, it follows that if n ≥ 4,
as desired. Table 1 . Numbers of the form R k (n) for several values of n and k. In particular, notice that if n ≥ 4, R 4 (n) = 
Signed permutations requiring 4 flips to be sorted
We write R B k (n) to denote the number of sign permutations that require k burnt pancake flips to be sorted. Since the smallest cycle that can be found in BP n has length 8 (See [7] ), it follows that if n ≥ 1, R B 1 (n) = n, R B 2 (n) = n(n − 1), and R B 3 (n) = n(n − 1)
2 . So the first non-trivial case is the computation of R B 4 (n). We will follow the same method used in Section 3: We will define certain sets whose union will the set of all signed permutations requiring four flips to sort. The cardinality of this union will then equal the number of burnt pancake stacks that require 4 flips to be sorted. The computation of the cardinality of the union of the sets that we will define is carried out utilizing the principle of inclusion-exclusion. We will use the classification of canonical forms of the 8-cycles, due to the authors, from Theorem 2.2.
Our aim is to obtain the cardinality of the set BA 4 := {π ∈ B n | d B (e, π) = 4}. We furthermore let BA i ⊆ BA 4 , 0 ≤ i ≤ 4, be the following sets.
In other words, if one were to think of a path between the identity and π ∈ BA 4 in BP n , BA i would contain all the paths that have i + 1 vertices inside BP n−1 (n). It follows that
Just like in the previous section, we will use PIE to compute the cardinality of the union n i=0 BA i . In the proof of the main theorem of this section, the following two results will be used. Proof. By Lemma 4.1 if the endpoints in the BP k−1 (p) copy (say π 1 and π 2 ) are at a distance of at most two, then π 1 r k and π 2 r k will belong to distinct copies of BP k−1 . Hence an 8-cycle cannot occur in such a way that it has 6 vertices in one copy of BP n−1 and 2 in the other, or with 5 vertices in one copy and 2 in the other. Therefore an 8-cycle with vertices in exactly two copies of BP n−1 can only have 4 vertices in each of the copies.
We now state and prove the main theorem of this section, that is, an explicit formula for R
Proof. We will use PIE with the sets BA i , 0 ≤ i ≤ 4, and (4.1), and the canonical forms for the 8-cycles from Theorem 2.2. We analyze each of the cardinalities individually. To derive a recurrence for R B k (n), we will first assume that n > 3. BA 4 : Due to the recursive structure of BP n , it follows that |BA 4 | = R 4 (n − 1). BA 3 : Any permutation in BA 3 will be of the form r x would be a 6-cycle in BP n , and these do not exist. Therefore, |BA 3 | = (n − 1)(n − 2) 2 . BA 2 : Any permutation in BA 2 will be of the form r where 1 ≤ a, x, y ≤ n − 1, 1 ≤ b, c, y, z ≤ n, a = b, b = c, and y = z. We find contributions to this form from the canonical forms (2.12), (2.13), and (2.14) only. For form (2.12), we obtain the following cycles Putting the pieces together, we have 
Other intersections: All other intersections
and BA 3 ∩ BA 4 are empty. On the same token, all the intersection of three distinct sets from
are empty as well. Indeed, if one of these intersections were not empty then there would be an 8-cycle that could not be matched to any of the canonical forms of Theorem 2.2. Now using PIE, if n > 3 it follows that After solving the recurrence relation, using the initial condition R B 4 (3) = 18 (see Table 2 ), we obtain that for n ≥ 3,
Upon further inspection, it turns out that the if we plug in n = 1, 2 into 
Classification of the 9-cycles in the Burnt Pancake Graph
In this section, we present classification of any 9-cycle in BP n , with n ≥ 2. This presentation is in the same spirit as [2, 10, 11] where similar forms for 6-,7-, and 8-cycles in the pancake graphs P n and 8-cycles in the burnt pancake graph BP n . We start the description of 9-cycles in BP n , n ≥ 2, by giving some preliminary definitions, notation, and lemmas.
In classifying the 9-cycles we will look at decomposing the window notation of the a signed permutation σ ∈ B n into substrings, σ = [XY Z]. A convenient notation that will be employed is for a signed reversal of a substring, that is if
As is customary, for a graph G we shall use V (G) for its set of vertices and E(G) for its set of edges. In this section we generally follow the convention of using names of signed permutations based on the last character, e.g., π ∈ V (BP n−1 (p)), π ∈ V (BP n−1 (p)), ρ ∈ V (BP n−1 (q)), etc.
In addition to Lemma 4.1, a few other lemmas from [2] will be necessary in the classification of all the 9-cycles in BP n , with n ≥ 3. We recall that BP 2 is itself an 8-cycle [7, Theorem 10] , so if a 9-cycle exists in BP n , then n ≥ 3.
Lemma 5.1 (Lemma 4.2 in [2] ). If π ∈ V (BP n−1 (p)) and πr B n ∈ V (BP n−1 (q)), then |p| = |q|. Moreover, the following lemma is also used. We are now ready to state and prove the main result of this section, the classification of all the 9-cycles in BP n , with n ≥ 3. 
Proof. As mentioned before, BP k has a recursive structure and we can find 2k copies of BP k−1 embedded into BP k , with 3 ≤ k ≤ n. We recall that we use BP k−1 (x), with x ∈ [±k] to denote the subgraph isomorphic to BP k−1 induced by looking at the vertices of BP k that end with the string x (k + 1) (k + 2) · · · n. We will make use of this recursive structure to classify all 9-cycles in BP n−1 (n), which is the copy including the identity, by considering the vertices of the 9-cycles in different copies of BP k−1 embedded in BP k . Due to the vertex transitive nature of BP n , if there is a cycle C in BP n , there would be a cycle with the same labels as C that includes the identity, and therefore it is enough to consider the cycles that contain the identity.
Since each vertex in BP k−1 (x) is connected to exactly one other vertex in some BP k−1 (y) with y ∈ [±k] \ {x}, any 9-cycle will share at least two vertices with any copy of BP k−1 . We will identify a 9-cycle with a partition (a 1 + a 2 + · · · + a m ) of 9. That is, a 1 + a 2 + · · · + a m = 9, where a i indicates the number of vertices in the i th copy of BP k−1 the cycle is incident upon. As noted above, a i ≥ 2 for all i. Thus a 9-cycle can be formed by using 2, 3, or 4 copies of BP k−1 . Enumerating through each possible partition will exhaust all possible 9-cycles. CASE I :-A cycle incident upon two copies of BP k−1 .
We know from Lemma 4.1 that if two permutations π 1 and π 2 belong to same copy of BP k−1 and are at a distance of less than 3 then π 1 r B k and τ 1 r B k belong to different copies of BP k−1 . Hence it is necessary that 5 vertices are in one copy and 4 vertices are in the other. Figure 2 . A 9-cycle incident on two copies of BP k−1 would need to be a (5+4) cycle.
Let the two copies used be BP k−1 (p) and BP k−1 (q). By Lemma 5.1, |p| = |q|. So we may track the position and sign of both p and q in a every permutation of the cycle. Suppose that four vertices of such a 9?cycle belong to BP k−1 (p), and the other five vertices belong to BP k−1 (q) (see Figure 2) . The four vertices of BP k−1 (p) form a path of length three whose endpoints are adjacent to vertices from BP k−1 (q), which means both vertices should have q in their first positions. Starting with one of these vertices in BP k−1 (p) we have the form π 1 = [qXp]. By Lemma 5.2, we can describe the forms of remaining vertices of BP k−1 (p).
Continuing in BP k−1 (q) we see ρ 1 = [pX 2 X 12 X 11 q] and ρ 5 = [pX 2 X 12 X 11 q]. Taking A = pX 2 and B = X 11 q it is clear that |A|, |B|, |X 12 | ≥ 1. We need a path of length four from
is a path of length three. Thus if a path of length four existed, there would be a 7-cycle in BP k−1 (q), which is not possible since the length of the smallest cycle in BP n is 8. Hence cycles of form (5+4) are not possible. CASE II :-A cycle incident upon three copies of BP k−1 .
There can be three possibilities for the partition of vertices (5+2+2) or (4+3+2) or (3+3+3). Let the three copies incident upon be BP k−1 (p), BP k−1 (q), and BP k−1 (s). By Lemma 5.1, it follows that |p| = |q|, |p| = |s|, and |q| = |s|. Figure 3 . A 9-cycle incident upon three copies of BP k−1 with vertex partition (5+2+2).
Suppose five vertices of such a 9-cycle belong to the copy BP k−1 (p), two vertices belong to a copy BP k−1 (q) and other two vertices belong to a copy BP k−1 (s) (see Figure 3 ). As ρ 2 will have s in its first position and that π 1 is exactly two edges away we see that
. σ 2 must have p in its first position, which is not possible in one edge from σ 1 . Hence cycles of form (5+2+2) do not exist in the burnt pancake graph. Figure 4 . A 9-cycle incident upon three copies of BP k−1 with vertex partition (4+3+2).
Suppose four vertices of such a 9-cycle belong to the copy BP k−1 (p), two vertices belong to a copy BP k−1 (q), and the other three vertices belong to a copy BP k−1 (s) (see Figure 4 ). As ρ 2 will have s in its first position and that π 1 is exactly two edges away we see that
. Now, σ 3 must have p in its first position, so in the path from σ 1 to σ 3 p should be involved in both the flips. Figure 5 . A 9-cycle incident upon three copies of BP k−1 with vertex partition (3+3+3).
Suppose three vertices of such a 9-cycle belong to a copy BP k−1 (p), three vertices belong to a copy BP k−1 (q) and the other three vertices belong to a copy BP k−1 (s) (see Figure 5 ). The vertex in BP k−1 (p) that is adjacent to a vertex in BP k−1 (q), π 1 , can be of the form (a) As ρ 1 has pY 2 in its prefix, X 2 with the same sign and ordering of characters, but s will have the opposite sign in ρ 3 , then pY 2 and X 2 must be part of both reversals but s must only be part of one. This is only possible if |X 2 | = 0. Then Due to the constraints on the part sizes in our partition, there can be only one possibility (3+2+2+2).
Let the four copies used be BP k−1 (p), BP k−1 (q), BP k−1 (s), and BP k−1 (t) with three vertices in BP k−1 (p) and two vertices in each of the other copies. Let us assume, without loss of generality, that one vertex of BP k−1 (p) is adjacent to a vertex of BP k−1 (q). Here the absolute values of p, q, s, and t may not be distinct. By Lemma 5.1 only non-adjacent copies can have the same absolute value. This gives rise to three subcases, which we describe below. (a) The absolute values of p, q, s and t are pairwise different (see Figure 6 ). Figure 6 . A 9-cycle incident upon four copies of BP k−1 with vertex partition (3+2+2+2) and pairwise different absolute values.
Since none are opposites, p, q, s, and t or their opposites are present in all the signed permutations in the cycle. Then depending upon the relative position and signs of s and t in our first signed permutation four cases arise. Since ρ 2 is two reversals away from π 1 with one reversing all elements and ρ 2 must begin with s it is necessary that s be in π Figure 7 . The copies with equal absolute values are in the non-adjacent copies where one has three vertices.
(i) Say that s = p, |q| = |t| (see Figure 7) . In this case π 1 can be either
We need a path of length two from π 3 to π 1 but π 3 r B |X|+2 = π 1 which is a path of length one. As there are no 3-cycles in the burnt pancake graph a path of length two between π 3 and π 1 does not exist. Hence this case does not yield any 9-cycle.
As π 2 must have t in its first position, which is not possible in one reversal from π 2 . So this case does not yield a 9-cycle. Figure 8 . The copies with equal absolute values are in the non-adjacent copies with only two vertices.
(ii) Say that t = q, |p| = |s| (see Figure 8 ).
As ρ 2 will have s at first position
We need a path of length 2 from π 3 to π 1 but π 3 r B 1 = π 1 which is a path of length 1. As there are no 3-cycles in Burnt Pancake Graph a path of length 2 between π 3 and π 1 does not exist. Hence this case does not give any 9-cycle. (c) The absolute values of the two pairs among p, q, s, t are the same, i.e s = p and t = q (see Figure 9 ). We need a path of length two from π 3 to π 1 but π 3 r B 1 = π 1 , which is a path of length one. As there are no 3-cycles in the burnt pancake graph a path of length two between π 3 and π 1 does not exist. Hence this case does not yield any 9-cycle. So there are no cycles of the form (3+2+2+2) in the burnt pancake graph.
This finalizes all possible partitions of the vertices, and thus gives all possible 9-cycles in BP k .
Concluding Remarks
In the preceding sections, we have provided explicit formulas for the number of pancake and burnt pancake stacks with n pancakes that require 4 flips to be sorted utilizing entirely elementary methods using cycle classification of the pancake and burnt pancake graph and the principle of inclusionexclusion, as well as providing a classification of all 9-cycles in the burnt pancake graph.
Having a classification of longer cycles in P n and BP n might allow us to take a similar approach to what we used in the proof of Theorem 3.3 and Theorem 4.3. Currently, there is no published classification of the 10-cycles for either P n and BP n . The authors have worked out said classification, though the number of canonical forms alone makes it hard to do a systematic, manual approach using PIE. For example, we found 59 canonical forms for 10-cycles in P n and 8 canonical forms for 10-cycles in BP n . However, the process would be extremely tedious.
Utilizing structural properties of permutation satisfying certain properties, Homberger and Vatter [9] gave an algorithm that can be used to enumerate certain permutations. In particular, they prove that for "sufficiently large" n, the number of permutations of [n] that can be sorted with k prefix reversals is given by a polynomial. More specifically, if one defines
then for sufficiently large n, R k (n) is given by a polynomial. From (6.1) it is possible to compute R k (n) from R k (n) if R i (n) is known for 0 ≤ i < k. In this light, and using the output of the Homberger-Vatter algorithm from [9] for R k (n) with k = 5, 6, one obtains the following.
(1) If n ≥ 5, then R 5 (n) = 1 6 6n 5 − 65n 4 + 173n 3 + 296n 2 − 1724n + 1590 .
(2) If n ≥ 6, then R 6 (n) = 1 60 60n 6 − 883n 5 + 3140n 4 + 10775n 3 − 91400n 2 + 171068n − 58020 .
These polynomials explain all the nonzero values for the columns k = 5, 6 in Table 1 . The situation for k > 6 is a bit more interesting, as the polynomial obtained by the Homberger-Vatter algorithm does not explain all nonzero values of R k (n). Indeed, their algorithm produces polynomials that are valid for "sufficiently large" n. For example, the algorithm correctly computes R 7 (n) if n > 7. Indeed, if n > 7, However, (6.2) does not account for R 7 (6) = 2 and R 7 (7) = 1016. Therefore, there is no polynomial that would explain all the nonzero values of R 7 (n).
After computing R 8 (n) using the Homberger-Vatter algorithm, which took a couple of days using a system with Dual Xeon CPUs and 256GB of RAM, we found a polynomial that explains most of the nozero entries of the column k = 8 in Table 1 . Namely, if n > 7, Once again, (6.3) does not account for R 8 (7) = 35, so once again, there is no polynomial that explains all the nonzero values of R 8 (k).
The situation for R B k (n) does not seem to be as mysterious. While the Homberger-Vatter algorithm does not apply to signed permutations, the numbers R B k (n) seem to be given by polynomials. Using a standard polynomial fitting procedure with the data from Table 2 , we obtain the following conjecture. These polynomials also conveniently explain the zero entries of Table 2 , which seems to indicate that R B k (n) are better behaved than those of R k (n). Another question that might give interesting results is proving any summation identities that R k (n) or R Notice that determining the maximum value of k, for a given n, such that R k (n) (or R B k (n)) is not zero is equivalent to the classic pancake problem (or the burnt pancake problem).
A less trivial identity can be found by looking at the explicit formulas that describe the nonzero values of R k (n) for 0 ≤ k ≤ 6, namely, we have the following Corollary.
Corollary 6.2. If k ≤ 6 and R k (n − i) > 0 for 1 ≤ i ≤ k + 1, then
Since the polynomials (6.2) and (6.3) do not cover the values R 7 (6), R 7 (7), and R 8 (7), Corollary 6.2 would once again require n to be "sufficiently large."
For signed permutations, we have observed the following identity, which would follow from R B k (n) being integer-valued polynomials and by using the Gregory-Newton interpolation formula for integervalued polynomials (for background see [4] ). We have verified Conjecture 6.3 for all the values in Table 2 . This conjecture would follow from a result similar to Homberger-Vatter giving that the R B k (n) are all polynomials and continue to explain the zero and nonzero values.
