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ABSTRACT
Automatically recognizing and analyzing visual activities in complex environ-
ments is a challenging and open-ended problem. In this thesis this problem domain is
visited in a chess game scenario where the rules, actions and the environment are well
defined. The purpose here is to detect and observe a FIDE (Fe´de´ration International des
E´checs) compatible chess board and to generate a log file of the moves made by human
players. A series of basic image processing operations have been applied to perform the
desired task. The first step of automatically detecting a chess board is followed by locat-
ing the positions of the pieces. After the initial setup is established every move made by
a player is automatically detected and verified. A PC-CAM connected to a PC is used
to acquire images and implement the corresponding software. For convenience, “Intel R©
Open Source Computer Vision Library (OpenCV)” is used in the current software imple-
mentation.
iv
O¨ZET
Karmas¸ık sahnelerdeki go¨rsel hareketliliklerin tanınması ve analiz edilmesi zor
ve o¨nu¨ ac¸ık bir problemdir. Bu tez c¸alımasında konuyla ilgili olarak, kuralları ve ham-
leleri o¨nceden tanımlanmıs¸ popu¨ler bir oyun olan satranc¸ u¨zerinde c¸alıs¸ılmıs¸tır. Temel
amac¸, karmas¸ık bir sahne ic¸erisinde tamamı go¨ru¨ntu¨lenebilen FIDE standartlarına uy-
gun bir satranc¸ tahtasını tanımak ve ardından bu tahta u¨zerinde oyuncular tarafından
oynanan hamleleri belirlemektir. Bunun ic¸in bir dizi temel go¨ru¨ntu¨ is¸leme algoritması
uygulanmıs¸tır. Sistem satranc¸ tahtasını belirledikten sonra tas¸ların yerlerinin belirlenmesi
is¸lemine gec¸er. Oyun bas¸ladıktan sonra oyuncuların yaptıg˘ı hamleler sistem tarafından
otomatik olarak belirlenir ve dog˘rulanır. Bir PC’ye bag˘lı PC-CAM sistemi sayesinde
go¨ru¨ntu¨ alımı ve ilgili yazılım algoritmasının uygulanması sag˘lanmıs¸tır. Bunun yanında
uygulama kolaylıg˘ı ac¸ısından, ac¸ık kaynak kodlu “Intel R© Open Source Computer Vision
Library (OpenCV)” isimli ku¨tu¨phane kullanılmıs¸tır.
v
TABLE OF CONTENTS
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
CHAPTER 1 . INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . 1
CHAPTER 2 . CHESS BOARD DETECTION . . . . . . . . . . . . . . . . . . 4
2.1. Applying Dilation Operation to Source Image . . . . . . . . . 5
2.1.1. Mathematical Morphology . . . . . . . . . . . . . . . . . 5
2.1.2. Morphological Operations . . . . . . . . . . . . . . . . . 6
2.1.2.1. Extensions to Gray-Scale Images . . . . . . . . . . 10
2.2. Binary Image Processing . . . . . . . . . . . . . . . . . . . . 10
2.3. Contour Tracing . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4. Searching for Quadrangles . . . . . . . . . . . . . . . . . . . 13
2.4.1. Douglas-Peucker Algorithm . . . . . . . . . . . . . . . . 13
2.5. Corner Finding . . . . . . . . . . . . . . . . . . . . . . . . . 14
CHAPTER 3 . PROJECTION OF THE VIEW . . . . . . . . . . . . . . . . . . 16
3.1. Geometric Transformations . . . . . . . . . . . . . . . . . . . 16
3.1.1. Projective Models for Camera Motion . . . . . . . . . . . 17
3.2. Constructing Projection Matrix . . . . . . . . . . . . . . . . . 18
3.3. Bilinear Interpolation . . . . . . . . . . . . . . . . . . . . . . 20
3.4. Preparation of the Scene . . . . . . . . . . . . . . . . . . . . 21
CHAPTER 4 . MOVE DETECTION . . . . . . . . . . . . . . . . . . . . . . . 24
4.1. Difference Image . . . . . . . . . . . . . . . . . . . . . . . . 24
4.2. Procedure for Move Detection . . . . . . . . . . . . . . . . . 25
CHAPTER 5 . MOVE DECISION . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.1. Procedure for Move Decision . . . . . . . . . . . . . . . . . . 30
5.1.1. Move Table Generation . . . . . . . . . . . . . . . . . . 32
5.1.2. Estimating the Move from Difference Images . . . . . . . 34
5.1.2.1. Estimating Coverage Area of Chess Pieces . . . . . 34
vi
5.1.2.2. Alternative Method to 5.1.2.1 . . . . . . . . . . . . 35
5.1.2.3. Finding Correlation . . . . . . . . . . . . . . . . . 36
CHAPTER 6 . CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . 39
APPENDIX A. CODE IMPLEMENTATION . . . . . . . . . . . . . . . . . . . 42
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
vii
LIST OF FIGURES
Figure Page
Figure 1.1 Best Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
Figure 1.2 An Arbitrary Camera Placement . . . . . . . . . . . . . . . . . . 3
Figure 2.1 Chessboard View Example . . . . . . . . . . . . . . . . . . . . . 4
Figure 2.2 Two Sets A and B . . . . . . . . . . . . . . . . . . . . . . . . . 6
Figure 2.3 Translation of A by z = (z1, z2) . . . . . . . . . . . . . . . . . . 7
Figure 2.4 Reflection of B,Bˆ . . . . . . . . . . . . . . . . . . . . . . . . . . 7
Figure 2.5 The complement of A, (A)c . . . . . . . . . . . . . . . . . . . . 7
Figure 2.6 The difference between A and B . . . . . . . . . . . . . . . . . . 8
Figure 2.7 Erosion of A by B . . . . . . . . . . . . . . . . . . . . . . . . . 8
Figure 2.8 Dilation of A by B . . . . . . . . . . . . . . . . . . . . . . . . . 9
Figure 2.9 Opening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Figure 2.10 Closing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Figure 2.11 (a) Image Gathered from Camera (b) Image After Dilation Operation 10
Figure 2.12 (a) Dilated Image (b) Dilated Image After Binary Thresholding . . 11
Figure 2.13 (a) An “A” Pattern (b) Shows “A” Patterns Boundary Pixels . . . . 13
Figure 2.14 (a) A Chessboard View (b) Detected and Labeled Corners After
Chessboard Detection Algorithm . . . . . . . . . . . . . . . . . . 15
Figure 3.1 Desired View (Projected View) . . . . . . . . . . . . . . . . . . . 16
Figure 3.2 Common Geometric Transformations . . . . . . . . . . . . . . . . 17
Figure 3.3 Points for Mapping . . . . . . . . . . . . . . . . . . . . . . . . . 19
Figure 3.4 (a) A Proper Scene (b) Perspective Projection of The Scene . . . . 20
Figure 3.5 Interpolation Exemplar . . . . . . . . . . . . . . . . . . . . . . . 20
Figure 3.6 Bilinear Interpolation . . . . . . . . . . . . . . . . . . . . . . . . 21
Figure 3.7 (a) Distorted Image (b) Enhanced Image After Applying Gray-level
Interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
Figure 3.8 Assumed Chessboard Standard . . . . . . . . . . . . . . . . . . . 22
Figure 3.9 (a) Source (b) View of the Black Player (c) View of the White Player 23
viii
Figure 4.1 (a) Reference Frame Before the Move (b) The Hand is in the Scene
(c) Difference Image (d) Binary Thresholded Version of (c) . . . . 25
Figure 4.2 Difference Plot . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Figure 4.3 (a) Reference Frame (b) Scene After The Pawn is moved from f2 to
f3 (c) Difference Between (a) and (b) . . . . . . . . . . . . . . . . 26
Figure 4.4 Move (h3g5) and its corresponding difference plot . . . . . . . . . 28
Figure 4.5 Move (d4f2) and its corresponding difference plot . . . . . . . . . 29
Figure 5.1 Move Table of a Queen Located at c4 With no Other Piece Blocking 30
Figure 5.2 (a) Representation of Figure 3.8 (b) Coded Version of The Chess-
board at the Beginning of the Game . . . . . . . . . . . . . . . . . 31
Figure 5.3 (a) Position Matrix Before the Move (b) Position Matrix After the
Move . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Figure 5.4 (a) Illustrated Movement of Queen (b) Move Table Representation 33
Figure 5.5 (a) Scenario in Movement Matrix Representation (b) Move Table of
the White Queen with Label “2” in (a) . . . . . . . . . . . . . . . 33
Figure 5.6 Two Approaches for Repositioning the Board for Approximating
Perspective View of Pieces . . . . . . . . . . . . . . . . . . . . . 35
Figure 5.7 A Generated Coverage Area Example . . . . . . . . . . . . . . . 35
Figure 5.8 (a) A Difference Image (b) Circular Structuring Element . . . . . . 36
Figure 5.9 (a) Original View of a Sample Game (b) Reference Image Taken
Before the Move (c) Reference Image Taken After the Move . . . 37
Figure 5.10 Weights Extracted from Static Difference Image . . . . . . . . . . 38
ix
CHAPTER 1
INTRODUCTION
Interpreting visual activities is an open-ended research problem in Computer Vi-
sion. The recent availability of necessary computational power to process vast amount of
video data motivated research on several aspects of video processing. The temporal com-
ponent of video introduces an additional dimension compared to static images enabling
us extraction of meaningful events. Temporal segmentation techniques are reviewed in a
general terms in (Koprinska and Carrato 2001). Several interrelated applications such as
content based image retrieval (Smoulders et al. 2000), video annotation (Dorado et al.
2004), and video indexing (Brunelli et al. 1999) have been a major focus of research.
Most of these applications are based on low level processing of pixel data. Since there
are an unlimited number of visual events that need to be recognized it is impossible to
expect a general purpose algorithm to extract the meaning of all the actions in a video
stream. The high level information in video data can be better interpreted if the applica-
tion domain is limited. Several successful studies have been carried out in sports video
applications (e.g. (Assfalg et al. 2003)(Ekin et al. 2003)). In this thesis, popular board
game chess has been considered as the domain of study. Compared to the other board
games chess is more interesting as a vision problem because of its relatively complicated
rules and different types of pieces.
Chess is a game, played by two players. One player plays with the white pieces,
and the other player plays with the black pieces. Each player has sixteen pieces in the
beginning of the game: one king, one queen, two rooks, two bishops, two knights, and
eight pawns. The game is played on a chessboard, consisting of 64 squares: eight rows
and eight columns. The squares are alternately light (white) and dark colored. The board
must be laid down such that there is a black square in the lower-left corner. To facilitate
notation of moves, all squares are given a name. From the view of the white player, the
rows are numbered as 1, 2, 3, 4, 5, 6, 7, 8 from bottom to the top. The columns are named
as a, b, c, d, e, f, g, h from left to right. A square is labeled by combining its column-letter
and row-number, e.g. the square in the lower left corner (for white) is a1 (WEB 4 2005).
Most of the work on chess has been in the area of Artificial Intelligence aiming
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Figure 1.1: Best Case
to create computer chess players. The progress of these studies ended up as a computer
defeating a human world champion (Campbell et al. 2002). Other related work involves
reading printed chess moves (Baird and Thompson 1990). The studies similar to this
thesis like; (Groen et al. 1992)(Uyar et al. 2004), also attack the problem of interpreting
a chess game in action but they are focused on designing and implementing robots that
can move pieces on the chess board.
Here, our main concern is “understanding the actions” on the chess board. An
earlier version reported in the computer vision part of (Uyar et al. 2004) is reconsidered
and improved. The system first detects and identifies an empty chess board in the field of
view. This detection and identification process is possible only if the whole chessboard
is visible. An algorithm in the implemented software, which will be explained in detail,
in Chapter 2, finds the total of 49 inner chessboard corners. These corners identify the
chessboard and they are used for the rectification of the view.
Figure1.1 illustrates the best case for camera vs. chessboard placement. In this
case, camera is directly above the chessboard which makes the whole chessboard clearly
visible, simplifying the detection and identification of moves. In this study the placement
of the camera is not restricted. An arbitrary camera location can be seen in Figure1.2.
The only restriction is that the whole chess board should be visible. In order to simplify
the problem, a view projection is considered. The projection transforms the camera view
to its ideal position illustrated in Figure1.1. This makes detection and identification of the
moves possible. The details of the projection will be explained in Chapter 3.
After detection of the chessboard and projection of the view, the system becomes
ready for logging process. The players place the chess pieces in their places then start
2
Figure 1.2: An Arbitrary Camera Placement
playing.
The system takes reference images at specific time instants (e.g. at the beginning
of the game; after a move is detected). At any time, system finds the difference image
between the reference image and current frame. As described in Chapter 4, by counting
the amount of difference, the system can detect moves.
When a possible move is detected the scene is analyzed to identify the actions. this
is done by using a combination of basic image processing techniques and a knowledge
based approach. Difference images between consecutive reference frames give enough
information about a move which is possibly performed. The knowledge based approach
ensures that the decision is correct. Otherwise the move is considered as “not valid”. The
analysis process is described in Chapter 5. Chapter 6 includes discussions with conclud-
ing remarks.
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CHAPTER 2
CHESS BOARD DETECTION
In order to start solving the problem of identifying visual actions on the chess-
board, firstly chess board should be detected. This chapter describes an efficient and
robust method for chess board detection from real time video data. In this study, the im-
age frames are gathered from a low cost camera with 320x240 resolution and 24-bit color
depth in RGB format. Figure 2.1 represents an example chess board placement scenario.
The images captured by the camera have been converted to 8 bit gray-scale images, since
color information is not considered necessary for this application.
In order to detect a chessboard, 49 inner corners are located using a builtin func-
tion (cvFindChessBoardCornerGuesses()) of Intel R© Open Source Computer Vision Li-
brary. This process can be briefly explained as follows: The function accepts 8-bit single
channel gray scale images like the one shown in Figure 2.1. First, a gray scale dilation
operation is applied to the image. This operation is explained in detail in Section 2.1. By
this operation touching corners of the squares are separated from each other. After the
separation, thresholding is applied to the figure in order to convert the gray scale image to
binary image format. Generated binary image is used for contour tracing routine. While
getting all the contour information, algorithm rejects contours with too small perimeter
which are regarded as noise in the image. Contour analysis continues with searching for
quadrangles. All the contours are checked and non-quadrangle contours are rejected. Af-
ter these steps all the quadrangles and their corresponding contours in the source image
are detected. This is done by finding the dominant corners and using this information.
Figure 2.1: Chessboard View Example
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A corner detection algorithm is applied to the contour image. After applying
algorithm more precise information about the corners of the quadrangles are extracted. If
the corner information is analyzed, it can be seen that some corners are very close to each
other. Intuitively, one can easily deduce that these close corners are actually separated
corners of the squares in the source image at the very first step of the algorithm. So
the information obtained from these close corners yields to the information of the inner
corners in the chessboard.
Lastly, 49 inner corners are reordered in the right order, hence it can be said that,
after these steps, chessboard and its inner corners are detected properly. This procedure
is described in more detail in the following sections.
2.1. Applying Dilation Operation to Source Image
Dilation is one of the basic morphological operations widely used in image pro-
cessing (Gonzales and Woods 1993). In the following discussion a review of common
operations in mathematical morphology is given.
2.1.1. Mathematical Morphology
The word morphology commonly denotes a branch of biology that deals with
the form and structure of animals and plants. The same word is used in the context of
mathematical morphology as a tool for extracting image components, such as boundaries,
skeletons, and the convex hull. Mathematical Morphology offers a unified and powerful
approach to many problems of image processing.
Sets in mathematical morphology represent the shapes of objects in an image. For
example, the set of all black pixels in a binary image is a complete description of the
image. In binary images, the sets in question are members in the 2D integer space Z2,
where each element of a set is a 2D vector whose coordinates are the (x, y) coordinates
of a black pixel in the image. Gray scale digital images can be represented as sets whose
components are in Z3. In this case, two components of each element of the set refer to
the coordinates of a pixel, and the third corresponds to its discrete intensity value. Sets
in higher dimensional spaces can contain other image attributes, such as color and time
varying components (Gonzales and Woods 1993).
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Figure 2.2: Two Sets A and B
(source:(Gonzales and Woods 1993))
2.1.2. Morphological Operations
Let A and B be sets in Z2 (Figure 2.2) , with components a = (a1, a2) and b =
(b1, b2) respectively. The translation of A by z = (z1, z2), denoted (A)z (Figure 2.3), is
defined as
(A)z := {c|c = a+ z, for a ∈ A} (2.1)
The reflection of B, denoted Bˆ, is defined as (Figure 2.4)
Bˆ := {x|x = −b, for b ∈ B} (2.2)
The complement of set A is (Figure 2.5)
(A)c := {x|x 3 A} (2.3)
Finally, difference of two sets A and B, denoted A−B, is defined as
A−B := {x|x ∈ A, x 3 B} = A ∩Bc (2.4)
For sets A and B in Z2, the erosion of A by B, denoted A	B, is defined as
A	B := {x|(B)x ⊆ A} (2.5)
With A and B as sets in Z2 and denoting the empty set, the dilation of A by B, denoted
A⊕B, is defined as
A⊕B := {x|(B)x ∩ A 6= ∅} (2.6)
The dilation of A by B then is the set of all x displacements such that B and A overlap
by at least one nonzero element. Set B is commonly referred as structuring element in
6
Figure 2.3: Translation of A by z = (z1, z2)
(source:(Gonzales and Woods 1993))
Figure 2.4: Reflection of B,Bˆ
(source:(Gonzales and Woods 1993))
Figure 2.5: The complement of A, (A)c
(source:(Gonzales and Woods 1993))
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Figure 2.6: The difference between A and B
(source:(Gonzales and Woods 1993))
Figure 2.7: Erosion of A by B
(source:(Gonzales and Woods 1993))
morphological operations. In image processing combinations of dilation and erosion can
be used. Two well known combinations are called opening and closing. The opening of
set A by structuring element B, denoted A ◦B, is defined as
A ◦B := (A	B)⊕B (2.7)
Which is simply erosion of A by B, followed by a dilation by B. The closing of set A by
structuring element B, denoted A •B, is defined as
A •B := (A⊕B)	B (2.8)
Figures 2.7, 2.8, 2.9 and 2.10 illustrates erosion, dilation, opening and closing respec-
tively.
The binary morphological operations discussed in this section can be extended to
gray scale images with minor modifications as discussed in the next section.
8
Figure 2.8: Dilation of A by B
(source:(Gonzales and Woods 1993))
Figure 2.9: Opening
(source:(Gonzales and Woods 1993))
Figure 2.10: Closing
(source:(Gonzales and Woods 1993))
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(a) (b)
Figure 2.11: (a) Image Gathered from Camera (b) Image After Dilation Operation
2.1.2.1. Extensions to Gray-Scale Images
If the source image is f(x, y) and morphological structuring element is b(x, y),
gray scale erosion of f by b, denoted f 	 b, is defined as
(f	b)(s, t) := min{f(s+x, t+y)−b(x, y)|(s+x), (t+y) ∈ Df ; (x, y) ∈ Db} (2.9)
Where Df and Db are the domains of f and b respectively. Gray scale dilation of f by b,
denoted f ⊕ b, is defined as
(f⊕b)(s, t) := max{f(s−x, t−y)+b(x, y)|(s−x), (t−y) ∈ Df ; (x, y) ∈ Db} (2.10)
Where Df and Db are the domains of f and b respectively. The expressions for opening
and closing of gray-scale images have the same form as their binary counterparts. The
opening of image f by structuring element b, denoted f ◦ b, is defined as
f ◦ b := (f 	 b)⊕ b (2.11)
The closing of image f by structuring element b, denoted f • b, is defined as
f • b := (f ⊕ b)	 b (2.12)
A gray-scale dilation is performed using a 3x3 structuring element within cvFindChess-
BoardCornerGuesses() function. This dilation operation splits the touching squares (Fig-
ure 2.11).
2.2. Binary Image Processing
After splitting touching squares using gray scale erosion, thresholding operation
is applied to convert gray level image to binary format. This conversion is needed due
10
(a) (b)
Figure 2.12: (a) Dilated Image (b) Dilated Image After Binary Thresholding
to the fact that the structural features of binary images are easier to be processed and
analyzed compared to gray level images. Once an image is converted to binary format the
following operations are mostly applied on binary images (Petrakis 2004):
• Noise suppression
• Run-length encoding
• Component labeling
• Contour extraction
•Medial axis computation
• Thinning
• Filtering (morphological)
• Feature extraction (size, orientation etc.)
Here, the thresholding is applied to the dilated image where the touching squares
are separated. Mean intensity value of the image is used as threshold T . In an 8-bit
single channel gray level image (I), intensity value is between 0 and 255. So the binary
thresholding rule can be written as:
If I[x, y] < T then B[x, y] = 0 else B[x, y] = 255 (2.13)
Where B is the resulting binary image and [x,y] denotes an arbitrary pixel in either
image. In Figure 2.12 dilated image before and after binary thresholding operation can be
seen. Binary image obtained is to be used for contour extraction.
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2.3. Contour Tracing
Until this step, a gray scale dilation operation and a thresholding operation has
been performed respectively. In the image obtained (Figure 2.12.b), 32 separate black
squares can be seen. The corners of these square pairs in close proximity enable us to
identify the locations of inner corners. In order to do this, first the squares should be
detected. Square detection is performed by simply approximating contours to nearest
polygons. After rejecting negligibly small contours and non-quadrangles, corresponding
squares are left.
Contour tracing, also known as boundary following or border following, is a tech-
nique that is applied to binary images in order to extract their boundary. The boundary of
a given pattern is the set of border pixels. Since we are using a square tessellation, there
are 2 kinds of boundary (or border) pixels: 4-border pixels and 8-border pixels. A black
pixel is considered a 4-border pixel if it shares an edge with at least one white pixel. On
the other hand, a black pixel is considered an 8-border pixel if it shares an edge or a vertex
with at least one white pixel. A 4-border pixel is also an 8-border pixel. An 8-border pixel
may or may not be a 4-border pixel. After identifying the boundary pixels of a pattern,
an ordered sequence of the boundary pixels is needed to extract the general shape of the
pattern.
Contour tracing is one of many preprocessing techniques performed on binary im-
ages in order to extract information about shapes of objects. Once the contour of a given
pattern is extracted, its different characteristics can be examined and used as features for
pattern classification. Therefore, correct extraction of the contour produces more accu-
rate features increasing the chances of correctly classifying a given pattern. The contour
pixels are generally a small subset of the total number of pixels representing a pattern.
Therefore, the amount of computation is greatly reduced when feature extracting algo-
rithms are implemented on the contour instead of on the whole pattern. Since the contour
shares most of the descriptive features with the original pattern, despite a reduced data
size, the feature extraction process becomes much more efficient when performed on the
contour rather on the original pattern. In Figure 2.13.a, a gray “A” pattern can be seen on
a white background. In Figure 2.13.b, the same pattern is shown after the contour tracing
algorithm; pixels with dark gray color are boundary pixels.
Contour tracing is often considered as a major contributor to the efficiency of the
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(a) (b)
Figure 2.13: (a) An “A” Pattern (b) Shows “A” Patterns Boundary Pixels
(source:(WEB 1 2000))
feature extraction process which an essential process in the field of pattern recognition
(Pavlidis 1982)(WEB 1 2000).
2.4. Searching for Quadrangles
Within the function cvFindChessBoardCornerGuesses(), a well known algorithm
called “Douglas Peucker Algorithm”is used to approximate contours to nearest polygons.
2.4.1. Douglas-Peucker Algorithm
The Douglas Peucker line simplification algorithm has been widely used for data
cleaning and simplification as a scale independent method for generalizing line features.
In their original paper (Douglas and Peucker 1973), the authors describe two
methods for reducing the number of points required to represent a digitized line. The
second method has been most widely implemented as adapted here. The first point on
the line is defined as the anchor and the last point as a floater. These two points are
connected by a straight line segment and perpendicular distances from this segment to
all intervening points are calculated. If none of these perpendicular distances exceed a
user specified tolerance (distance value), then the straight line segment is accepted to
represent the whole line in simplified form. If this condition is not met, then the point
with the greatest perpendicular offset from the straight line segment is selected as a new
floating point.
The cycle is repeated, the new straight line segment being defined by the anchor
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and the new floater. Offsets for intervening points are then recalculated perpendicular
to this new segment. This process continues; the line being repeatedly subdivided with
selected floating points being stored in a stack, until the tolerance criterion is met. Once
the tolerance criterion is met, the anchor is moved to the most recently selected floater,
and the new floating point is selected from the top of the stack of previously selected
floaters. The selection process is repeated.
Eventually, the anchor point reaches the last point on the line, and the simplifica-
tion process is complete. Points previously assigned as anchors are connected by straight
line segments to form the simplified line. Note that specifying a low tolerance value re-
sults in little line detail being removed whereas specifying a high tolerance value results
in all but the most general features of the line being removed (Visvalingam and Whyatt
1990). In the OpenCV implementation cvFindChessBoardCornerGuesses() function sim-
ply asks for the list of all the contours approximated as a polygon using Douglas Peucker
algorithm, and rejects anything that does not have four vertices of projected squares. Com-
ponents that satisfy the expectations on the structure and size are added to the list.
2.5. Corner Finding
The chessboard detection loops through the detected squares and looks for adja-
cent corners. The midpoint between the adjacent corners is accepted as a corner intersec-
tion. In OpenCV, cvFindChessBoardCornerGuesses() function is able to find the corner
intersection points to an accuracy of half a pixel. If the function returns a positive value,
further refinement of the corner intersection locations is done within the image using
cvFindCornerSubPix() call. This function is able to find the location of the intersections
to an accuracy of 0.1 pixel.
The cvFindCornerSubPix() function works on the original, gray-scale image, and
the initial guesses of the intersection pointers. For each point, the function iterates until a
corner measure at a subpixel intersection location is above a threshold. Within OpenCV
the following method is used to find corners (WEB 2 2005):
Method: Assuming Dx as the first derivative in the direction of x just as Dy
in the direction of y, Dxx is the second derivative in the direction of x just as Dyy in
the direction of y, Dxy as the partial derivative with respect to x and y, sobel gradient
operators are used to take the derivatives in x and y directions, after which a small region
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(a) (b)
Figure 2.14: (a) A Chessboard View (b) Detected and Labeled Corners After Chessboard
Detection Algorithm
of interest is defined to detect corners in. A 2x2 matrix of the sums of the derivatives x
and y is subsequently created for the region of interest as follows:
C =
 ΣD2x ΣDxDy
ΣDxDy ΣD
2
y
 (2.14)
The eigen values are found by solving det(C − λI) = 0, where λ is a colomn
vector of the eigenvalues and I is the identity matrix. For the 2x2 matrix of the equation
above, the solutions may be written in a closed form:
λ1,2 =
ΣD2x + ΣD
2
y ±
√
(ΣD2x + ΣD
2
y)
2 − 4(ΣD2xΣD2y − (ΣDxΣDy))2)
2
(2.15)
If λ1, λ2 > t, where t is some threshold, then a corner is found within the region of
interest. This technique for corner detection has been widely used for object and shape
recognition.
After all the inner corners of the chessboard is found and well defined, then chess
board is considered to be found. The chess board is assumed to be empty while being
detected. In Figure 2.14.a, an example view and in 2.14.b labeled corners after chess
board detection can be seen.
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CHAPTER 3
PROJECTION OF THE VIEW
The view of the board shown in Figure 3.1 is the case where the cameras view
plane is parallel to the chessboard. In order to obtain a general solution for various per-
spectives, a perspective projection transformation is needed to be constructed that maps
an arbitrary view to the desired view. By using the inner corner information obtained in
Chapter 2, and the view constraints on the desired view, corresponding transformation
can be found. The constructed transformation is then performed by mapping every point
in the source view to the desired view, Figure 3.1.
3.1. Geometric Transformations
A geometric transformation is a mapping that relocates image points. Transfor-
mations can be global or local in nature. Global transformations are usually defined by a
single equation which is applied to the whole image. Local transformations are applied
to a part of image and they are harder to express concisely. Some of the most common
global transformations are affine, perspective and polynomial transformations. The first
three cases of the Figure 3.2 are typical examples for the affine transformations. The
remaining two are the common cases where perspective and polynomial transformations
are used, respectively (Gu¨mu¨s¸tekin 1999).
Figure 3.1: Desired View (Projected View)
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Figure 3.2: Common Geometric Transformations
(source:(Gu¨mu¨s¸tekin 1999))
3.1.1. Projective Models for Camera Motion
Having p = (x, y)T as old and p′ = (x′, y′)T as the new coordinates of a pixel, a
2D affine transformation can be written as:
p′ = A ∗ p+ tx′
y′
 =
a11 a12
a21 a22
x
y
+
tx
ty
 (3.1)
The vector t is the translation component of the above equation. The matrix A controls
scaling, rotation and shear effects:
A = s
cos θ − sin θ
sin θ cos θ
 : scale and rotation (3.2)
A =
1 0
a 1
 : vertical shear (3.3)
A =
1 a
0 1
 : horizontal shear (3.4)
A =
sx 0
0 sy
 : altered aspect ratio (3.5)
The affine transformation can be represented by a single matrix multiplication in homo-
geneous coordinates: 
X ′
Y ′
1
 =

a b c
d e f
0 0 1
 .

x
y
1
 (3.6)
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Where equation 3.1 and 3.6 are related by (a11 = a, a12 = b, a21 = d, a22 = e, tx =
c, ty = f ). Introducing a scaling parameter W, the transformation matrix A can be
modified to handle perspective corrections:
X ′
Y ′
W
 =

a b c
d e f
g h 1
 .

x
y
1
 (3.7)
The image coordinates can be obtained by
x′ =
X ′
W
(3.8)
y′ =
Y ′
W
(3.9)
3.2. Constructing Projection Matrix
The perspective projection matrix described in 3.7 relates old (x, y) and new
(x′, y′) coordinates by a matrix multiplication. The 3x3 matrix A has 8 unknown pa-
rameters.
If the expressions for X ′, Y ′ and W are written explicitly from equation 3.7 and
substituted in equations 3.8 and 3.9 respectively, following equations are obtained for x′:
x′ =
a ∗ x+ b ∗ y + c
g ∗ x+ h ∗ y + 1 (3.10)
and y′ :
y′ =
d ∗ x+ e ∗ y + f
g ∗ x+ h ∗ y + 1 (3.11)
If the equations 3.10 and 3.11 are rearranged, equations 3.12 and 3.13 are obtained.
x ∗ a+ y ∗ b+ 1 ∗ c+ 0 ∗ d+ 0 ∗ e+ 0 ∗ f − x ∗ x′ ∗ g − y ∗ x′ ∗ h = x′ (3.12)
0 ∗ a+ 0 ∗ b+ 0 ∗ c+ x ∗ d+ y ∗ e+ 1 ∗ f − x ∗ y′ ∗ g − y ∗ y′ ∗ h = y′ (3.13)
For convenience, both equations are written in the same format with respect to 8 variables
namely a, b, c, d, e, f, g and h. To find these variables, 8 equations are needed. Mapping
of a pre-known point to another pre-known point gives two linearly independent equations
according to equations 3.12 and 3.13.
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Figure 3.3: Points for Mapping
Hence, mapping of 4 points (Figure 3.3) provides enough information to find the
unknown parameters of the projection matrix. 8 linearly independent equations can be
written in matrix representation as;
x1 y1 1 0 0 0 (−x1 ∗ x′1) (−y1 ∗ x′1)
x2 y2 1 0 0 0 (−x2 ∗ x′2) (−y2 ∗ x′2)
x3 y3 1 0 0 0 (−x3 ∗ x′3) (−y3 ∗ x′3)
x4 y4 1 0 0 0 (−x4 ∗ x′4) (−y4 ∗ x′4)
0 0 0 x1 y1 1 (−x1 ∗ y′1) (−y1 ∗ y′1)
0 0 0 x2 y2 1 (−x2 ∗ y′2) (−y2 ∗ y′2)
0 0 0 x3 y3 1 (−x3 ∗ y′3) (−y3 ∗ y′3)
0 0 0 x4 y4 1 (−x4 ∗ y′4) (−y4 ∗ y′4)

.

a
b
c
d
e
f
g
h

=

x′1
x′2
x′3
x′4
y′1
y′2
y′3
y′4

(3.14)
Equation 3.14 can be described by
P.x = b (3.15)
Selecting 4 control points that are distinct from each other as illustrated in Figure 3.3 helps
avoiding numerical problems associated with a bad conditioned matrix. After construct-
ing the matrix P, by using 4 inner corners that are distant from each other the unknown
parameters can easily be calculated by
x = P−1.b (3.16)
The equation 3.16 gives us a, b, c, d, e, f, g, h which are the elements of the projection
matrix defined in equation 3.7. After the projection matrix calculation the scene can be
projected. In Figure 3.4.b the projected view of the scene in Figure 3.4.a can be seen.
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(a) (b)
Figure 3.4: (a) A Proper Scene (b) Perspective Projection of The Scene
Figure 3.5: Interpolation Exemplar
3.3. Bilinear Interpolation
There are two types of mapping that can be used for geometric transformations:
forward mapping and backward mapping. Forward mapping is done by scanning input
image, finding new coordinates and assigning the pixel value to it. Backward mapping
is done by scanning output image, finding old coordinates and assigning the pixel value
from it.
Neither backward nor forward mapping guarantees a one to one mapping between
the samples of input and output coordinates. Forward mapping produces some holes in the
target image since some of the output coordinates are never visited. Backward mapping
is preferred since it guarantees that the target image is completely filled. The problem
that we need to face in backward mapping is to find the value of P ′ from the input image
coordinates, Figure 3.5. The most commonly used interpolation techniques are nearest
neighbor interpolation and bilinear interpolation
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Figure 3.6: Bilinear Interpolation
(source:(Gu¨mu¨s¸tekin 2004))
• Nearest Neighbor interpolation : P ′ gets its value from the nearest pixel. In the
example it is P2.
• Bilinear interpolation : P ′ gets its value from the plane on the top of 4 neighboring
pixels. This can be illustrated by Figure 3.6, where the intensity values of the
neighbor pixels are given as; P1 = 220, P2 = 150, P3 = 100 and P4 = 60.
Intensity value of P ′ can be found with the bilinear equation 3.17.
P ′ = A1 ∗ (1− v) + A2 ∗ v (3.17)
where
A1 = 220 ∗ (1− u) + 150 ∗ (u)
A2 = 110 ∗ (1− u) + 60 ∗ (u)
(3.18)
In Figure 3.7.a and 3.7.b, close up view to 4 squares can be seen. The result in
3.7.a is obtained by nearest neighbor interpolation where in 3.7.b, bilinear interpolation
has been applied. It can be seen that the additional computational complexity introduced
by bilinear interpolation provides a higher quality image.
3.4. Preparation of the Scene
The inner corner detection algorithm detects the corners and labels them in an
order. After labeling, corners with label 1, 7, 43 and 49 are used for projection. For further
analysis on deciding the moves, a predefined chessboard standard (shown in Figure 3.8)
is to be considered. After players fill the board with their pieces, the projected view of
the scene may not satisfy the assumed standard. In this case, before starting the game the
projected view should be adjusted to make it compatible with the standard.
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(a) (b)
Figure 3.7: (a) Distorted Image (b) Enhanced Image After Applying Gray-level Interpo-
lation
Figure 3.8: Assumed Chessboard Standard
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(a) (b) (c)
Figure 3.9: (a) Source (b) View of the Black Player (c) View of the White Player
In Figure 3.9, the projected view of a chessboard before and after projection ad-
justment can be seen. The adjustment is done by rotating the projected view by 90 degrees
clockwise or counterclockwise direction until the correct projection is achieved. After the
projected view is adjusted according to the standard, the activities in the chess game is
observed within the boundaries of the chessboard.
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CHAPTER 4
MOVE DETECTION
In previous chapters, detection and identification of the chessboard and projection
and preparation of the scene were explained. After these steps, the system should contin-
uously observe the scene and detect the actions that are typical to a chess game. In this
chapter our approach to move detection will be explained. Difference images, that are
due to players hand presence in the scene, are used to detect the instances where possible
moves are made.
4.1. Difference Image
The difference between two images f(x,y) and h(x,y), expressed as
g(x, y) = |f(x, y)− h(x, y)| (4.1)
is obtained by computing the difference between all pairs of corresponding pixels from
f and h. Image subtraction has numerous important applications in segmentation and
enhancement. A classic application of equation 4.1 for enhancement is an area of medical
imaging called mask mode radiography. In this case h(x, y), the mask, is an x-ray image
of a region of patients body capture by an intensifier and TV camera (instead of traditional
x-ray film) located opposite an x-ray source. The image f(x, y) is one sample of series of
similar TV images of the same anatomical region but acquired after injection of a dye into
the bloodstream. The net effect of subtracting the mask from each sample in the incoming
stream of TV images is that only the areas that are different between f(x, y) and h(x, y)
appear in the output image as enhanced detail. Because images can be captured in TV
rates, this procedure gives a movie showing how the dye propagates through the various
arteries (Gonzales and Woods 1993).
Besides biomedical applications, difference images are used in a variety of appli-
cations such as video surveillance, fault detection, remote sensing etc. Similarly, in this
study difference images are used to detect changes in the scene. Any change in the scene
stimulates the system, so that the recent activities can be analyzed.
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(a) (b)
(c) (d)
Figure 4.1: (a) Reference Frame Before the Move (b) The Hand is in the Scene (c) Dif-
ference Image (d) Binary Thresholded Version of (c)
4.2. Procedure for Move Detection
Within the context of detecting chess moves, f(x, y), one of the images used in
equation 4.1, has been considered as the frame before a move, which is regarded as ref-
erence image. After a move is detected the reference image is to be updated. All the
upcoming frames after reference frame has been treated as h(x, y). Figure 4.1.a is the
scene at the beginning of the game. This frame is taken as reference image. In Figure
4.1.b, the players hand is in the view. When the difference image between (a) and (b) is
calculated (c) is obtained. In this difference image the hand of human player extracted
from the rest of the scene can be observed.
For convenience, the difference image in Figure 4.1.c is converted to binary format
(Figure 4.1.d). By using binary information, difference at any time can be represented as
the number of white pixels. The plot in Figure 4.2 has been generated by using these
count values. Horizontal axis is the frame number, vertical axis is the difference between
reference frame and current frame. It is due to the opening move of the pawn in f2 (Figure
4.3.a and 4.3.b). This plot can be examined as follows;
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Figure 4.2: Difference Plot
(a) (b) (c)
Figure 4.3: (a) Reference Frame (b) Scene After The Pawn is moved from f2 to f3 (c)
Difference Between (a) and (b)
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• Frame #0 is taken a as reference. The difference is approximately 0 until frame
#272
• Starting from frame #272, the players hand enters to the view. Between frame #274
and frame #285 the difference does not change so much. Because within that period
the player grabs the piece and hand position does not change.
• The difference increases till frame #287, between frame #287 and frame #301, the
difference is almost constant. Because within this period the player puts the piece in
its new place and hand stays there for a while. Starting from frame #301, difference
decreases until frame #306.
• After frame #306, the difference remains nearly constant. It fluctuates around 1150.
This flat region, after frame #306, indicates that the hand is off the screen. Fixed
difference is due to the position change of the piece which has been manipulated
(Figure 4.3.c).
In Figure 4.4 and 4.5, two more moves and their corresponding difference plots are given.
In Figure 4.4, white knight at h3 is moved to g5. The move is forward. So the difference
when player takes the piece is lower than the difference when player puts the piece in its
new place; whereas, in Figure 4.5, white queen at d4 is moved to f2 which is a backward
move. In the corresponding difference plot, difference when player takes the piece is
higher than the difference when player puts the piece in its new place. Either it is a forward
move or backward move; the difference plot has a flat region after the move is completed.
This flat region can be detected by observing the difference between consecutive frames
within a predefined period. In this study, program considers a move to be complete if the
differences between 25 consecutive frames are lower then a threshold. This threshold is
considered as 2000 pixels and it has been found as a result of experiments performed.
The move detection approach described in this chapter identifies the time instances
of the beginning and end of each move. The image frames at these critical instances are
analyzed further as described in the next chapter to interpret the actions within the context
of chess game.
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Figure 4.4: Move (h3g5) and its corresponding difference plot
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Figure 4.5: Move (d4f2) and its corresponding difference plot
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CHAPTER 5
MOVE DECISION
When a possible chess move is detected the next step is to verify the move and
determine the new positions of pieces. The decision is based on the information about the
static and dynamic changes in the scene. The possible movements indicated by difference
images are checked to see if they are valid by using the moves allowed by chess rules
at the current state of the game. This is done by using a move table representation (e.g.
Figure 5.1) for each piece which is updated after each move.
5.1. Procedure for Move Decision
Move tables are constructed according to the chess rules (e.g. pawns only move
forward; the pieces can not jump with the exception of knights, etc.). After a move
table is constructed it is stored in an array of 8 unsigned characters. This is made by
representing each line in the move table as a string of 8 bits and converting it to a decimal
number. Making this conversion reduces the memory usage and simplifies computation.
For example the table in Figure 5.1 can be stored as:
[34 36 168 112 255 112 168 36 34]
To generate a move table at any time during the game, the overall piece locations should
be known. To be able to code this information, an 8x8 matrix has been used. The pieces
Figure 5.1: Move Table of a Queen Located at c4 With no Other Piece Blocking
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Figure 5.2: (a) Representation of Figure 3.8 (b) Coded Version of The Chessboard at the
Beginning of the Game
on the chessboard are represented by different labels. These labels have positive values
for white pieces and negative values for black pieces. Considering Figure 3.8 , the board
can be represented as Figure 5.2.a and the pieces can be labeled as Figure 5.2.b. For
empty squares on the board, zero label is used. The other labels can be listed as:
Black rook(Left) at a8 = r1 = -8 Black rook(Right) at h8 = r2 = -5
Black knight(Left) at b8 = n1 = -7 Black knight(Right) at g8 = n2 = -4
Black bishop(Left) at c8 = b1 = -6 Black bishop(Right) at f8 = b2 = -3
Black queen at d8 = q = -2 Black king at e8 = k = -1
Black pawn [1. . . 8] at [a7. . . h7] = [p1. . . p8] = [-16. . . -9]
White rook(Left) at a1 = R1 = 8 White rook(Right) at h1 = R2 = 5
White knight(Left) at b1 = N1 = 7 White knight(Right) at g1 = N2 = 4
White bishop(Left) at c1 = B1 = 6 White bishop(Right) at f1 = B2 = 3
White queen at d1 = Q = 2 White king at e1 = K = 1
White pawn [1. . . 8] at [a2. . . h2] = [P1. . . P8] = [16. . . 9]
White pieces are shown with capital letters and labeled with positive integers
where black pieces are shown with small letters and labeled with negative integers. The
table in Figure 5.2.b is to be updated after every move. For example, considering an
opening move for P6 in f2 to f4; the updated position matrix can be represented as Figure
5.3.b.
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Figure 5.3: (a) Position Matrix Before the Move (b) Position Matrix After the Move
Hence, after every move, the updated position matrix gives sufficient position in-
formation for every single piece. This information is implicitly used for move table gen-
eration for the pieces.
5.1.1. Move Table Generation
Before every move, move tables for every piece should be updated. Position ma-
trices are used to determine move tables. Procedure, while updating move tables, can be
explained by using “white queen” as an example.
The queen has the combined moves of the rook and the bishop, i.e., it can move
in any straight line, horizontal, vertical, or diagonal (Figure 5.4.a). In Figure 5.4.b, move
table representation of the queen at d4 in 5.4.a can be seen.
The move tables are generated according to movement rules of chess using the
position matrix which is updated after every turn. For the case of white queen (at d4)
in Figure 5.5.a, first the move table given in Figure 5.4.b is constructed discarding other
pieces on the board. Then this move table is updated so that 1’s in the table are deleted
(i.e changed to 0’s), if there exists a chess piece between the original position (d4) and the
current position. The resulting move table is given in Figure 5.5.b. For all chess pieces
except for the knight, the move table is updated by checking whether or not the possible
position are occupied by other pieces.
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Figure 5.4: (a) Illustrated Movement of Queen (b) Move Table Representation
Figure 5.5: (a) Scenario in Movement Matrix Representation (b) Move Table of the White
Queen with Label “2” in (a)
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5.1.2. Estimating the Move from Difference Images
In the previous chapter our approach to move detection in a chess game scenario
was explained. If the Figure 4.3 is reconsidered; 4.3.c shows the difference image between
4.3.a which is the reference image before the move and 4.3.b which is the image taken
soon after the player hand is off the camera view. The difference image shown in 4.1.c
displays some ambiguity caused by the perspective view. However it still provides the
necessary information to extract the semantic context of the move. Due to perspective
effects of non-ideal viewing positions, the problem of correctly detecting the position of
chess pieces can be a challenging task. The problems arise from occlusions and coverage
of several squares by each piece. The problem is attacked by initially estimating the
coverage area at each position for an arbitrary perspective view.
5.1.2.1. Estimating Coverage Area of Chess Pieces
In order to estimate the coverage areas of pieces at each board position, an approx-
imation is used instead of fully calibrating the camera and implementing a 3D mapping
(Trucco and Verri 1998). The method is based on repositioning the board at a higher level,
capturing the board image, and applying the perspective transformation derived from the
original image as described in Chapter 3. Two possible approaches for repositioning the
board are illustrated in Figure 5.6. The board is moved up in the Z axis at a distance
comparable to the height of a typical chess piece, or the camera is moved down at the
same distance. The more practical second approach is adopted by moving the camera.
The new board plane imaged here is used to represent the imaginary plane placed at the
top of chess pieces (Ozan and Gu¨mu¨s¸tekin 2005).
The original board image and the one captured by the method described above are
mapped by the same perspective transformation. For either case, pixel coordinates of in-
ner corners are used. These inner corners can be related to 49 squares’ lower right corners.
But on a chessboard there are 64 squares. The remaining 15 corner information can be
extrapolated by using the known 49 inner corners. When the coordinates corresponding
to each square is calculated, the deviation in the pixel coordinates of each square can be
represented numerically. This deviation is due to the position change in z axis which can
actually represent the estimated coverage areas of the chess pieces on the board.
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Figure 5.6: Two Approaches for Repositioning the Board for Approximating Perspective
View of Pieces
Figure 5.7: A Generated Coverage Area Example
From the deviation information of the squares, a deviation vector can be assigned
to each square. By using a circular structuring element like 5.8.b and dilating the image
of the deviation vectors with this structuring element, estimated coverage areas can be
found. For convenience, different gray levels are assigned to each area in Figure 5.7. This
approach simplifies the problem of finding correlation for each square individually. The
procedure described in this section is based on physically changing the perspective view
to estimate the coverage areas. An alternative method described in the next section may
be applied when the view change illustrated in Figure 5.6 is not possible.
5.1.2.2. Alternative Method to 5.1.2.1
During the experiments it has been observed that in difference images, manipula-
tion of a piece generates two circular shapes ( one of them is due to the position before
the move and the other is due to the position after the move). The circular shape occurs
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Figure 5.8: (a) A Difference Image (b) Circular Structuring Element
because bottom of a piece has a circular shape. Hence finding a correlation between a cir-
cular structuring element and the difference image can be used as an alternative method
(Figure 5.8).
A typical structuring element that can be used is shown in Figure 5.8.b. The size
of the structuring element should be proportional to the size of a square.
5.1.2.3. Finding Correlation
Methods described in 5.1.2.1 and 5.1.2.2 are used for estimating the coverage
areas of chess pieces for each square on the chess board. Assuming that a move has
been detected and a difference image is obtained, estimated coverage area information is
applied to the difference image such that a correlation value for every chessboard square
can be obtained.
The correlation is simply calculated by counting the common foreground pixels.
For each ellipse in binary estimated coverage area image, corresponding difference pixels
are counted and they are considered as correlation values. All the values are normalized
with respect to the highest value and considering the highest correlation value as “1”.
For the second approach described in 5.1.2.2, the correlation can be calculated
by simply counting common white pixels in the structuring shape and the chessboard
squares. But this method sometimes gives incorrect results due to occlusion and non-ideal
perspectives. In order alleviate this problem, an additional criterion can be added to the
correlation algorithm, besides increasing the corresponding correlation by 1 for common
white pixels, a penalty term is introduced which decrements the correlation value for
white pixels in difference image which is correlated with a black pixel in the structuring
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Figure 5.9: (a) Original View of a Sample Game (b) Reference Image Taken Before the
Move (c) Reference Image Taken After the Move
element.
A typical example of a chess move is shown in Figure 5.9. The move is made
by moving white queen in d1 to d3. Figure 5.9.a shows the original view of the scene,
whereas, Figure 5.9.b is the projected view before the move and Figure 5.9.c is the pro-
jected view after the move. The table in Figure 5.10 is the correlation table which is ex-
tracted from static difference image between 5.9.b and 5.9.c. Second correlation method
is used for the extraction. Highlighted squares indicates the “1” s in the move table which
has been discussed in Section 5.1.1. These squares are the squares which the correspond-
ing chess piece can move. Here the moving piece is white queen in d1. If the highlighted
squares are examined, two biggest correlation numbers can be seen as 1 in d1 and 0.721
in d3 (d1 has the highest correlation and all the correlation values are normalized by the
highest value). Hence the system reports a move information between squares d1 and
d3. The direction of the movement is determined by looking at the position matrix of the
game which has been defined in Section 5.1. The program analyzes the position matrix
and according to the movement type, knowing that it is white player’s turn, it evaluates
the following options:
• “White queen in d1 to d3” if d3 is empty in position matrix
• “White queen in d3 to d1” if d1 is empty in position matrix
• “White queen in d1 takes black pawn in d3” if the black pawn is in d3
In this example d3 is empty so the movement is found out to be: “White queen in d1 to
d3”. When a move is detected and reported, the system writes the result to a log file.
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Figure 5.10: Weights Extracted from Static Difference Image
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CHAPTER 6
CONCLUSION
In this thesis a case study on logging visual activities has been considered. A
well-known board game, chess was chosen as domain of study. Although the chess game
is confined to well defined boundaries, it introduces some challenge as a vision problem
with its three dimensional pieces and relatively complex rules.
A computer vision system which identifies a chessboard, and interprets the actions
on the board is described. The domain knowledge is represented and updated at each state
of the game. The visual data is combined with the encoded domain knowledge in order
to recognize actions.
System starts with detecting and identifying the empty chessboard. These
two tasks are performed by a built-in function of OpenCV, called cvFindChessBoard-
CornerGuesses(). The identification of chessboard gives us precise pixel coordinates of
49 inner corners. Furthermore all the inner corners are numbered in a consecutive order
from 1 to 49 (refer to Figure 2.14). If all the inner corners are found and labeled the sys-
tem is considered to be ready for further processes. If all the inner corners are not found
then system returns with an error and waits for the necessary correction. The reason for
failure may be an object on the chessboard, lack of illumination or inappropriate viewing
angle.
After finding the inner corners system calculates the parameters of a projection
matrix to view the scene in optimal condition as illustrated in Figure 1.1. This over the
top view simplifies the analysis of visual activities. In Figure 3.4 a game scene and its
projected view is shown. The projection is performed by using pixel coordinates of inner
corners labeled as 1, 7, 43 and 49.
Once the projection is performed, players put the pieces in their places and start
to play the game. During the game reference images are taken. First reference image is
taken at the very beginning of the game. For each frame, the difference between reference
image and current frame is calculated. The difference image is converted to binary format
and the total number of white pixels is taken as difference amount. By observing the
difference, changes in the scene can be detected. When a player hand enters the scene,
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the difference amount increases. After the player makes a move and takes his hand off the
screen, the difference amount remains nearly constant. When move is detected, the last
difference image is considered as one of the sources for move analysis.
Second source for the move analysis is knowledge based data. At the beginning
of the game the starting positions of chess pieces are well defined and during the game, at
any time, the turn information (i.e. whether it is black players turn or white players turn),
possible moves of every single piece are known. At each step, knowledge based data and
the difference image information are combined and the move is interpreted.
Lastly, when a move is detected and a correct decision is made about it, the move
is written to an output file, the reference image is renewed (i.e. a new reference image is
taken) and knowledge database is updated according to the move. At the end, a log file
of the game is generated. Current version of code implementation has the capability to
detect invalid moves and produce a warning signal.
In this thesis, the well defined domain of the chess game makes it possible to
produce a complete solution for the task of logging visual activities. Different problem
domains that may be used to perform the same task can be compared as follows:
• Chess game analysis
• Sports video analysis
• Traffic scene analysis
• Security monitoring
• Context extraction from video
For chess game the event triggers and objects are very distinctive. Change de-
tection is used for the analysis. Well defined rules of chess game are easily integrated in
decision making. A well defined grammar can be used for coding actions (like c3c4, h3g5
or d4f2).
In sports video analysis, event triggers and objects are much more ambiguous
compared to chess game analysis. Motion detection can be used for the analysis. Well
defined rules of the football game can be integrated in decision making and in accordance
with that, actions can be coded (e.g. A goal scored by team A, etc.)
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In traffic scene analysis, just like sports video analysis, event triggers and objects
are much more ambiguous compared to chess game analysis and motion tracking can be
used for the analysis. Application specific rules can be defined and actions can be coded
(e.g. Traffic flow rate is high, etc.)
In security monitoring, event triggers and objects are ambiguous. Motion tracking
can be used for the analysis. Application specific rules can be defined and actions can be
coded (e.g. Intruder alert!, etc.)
In context extraction from video, the case possible solutions are much more com-
plicated than the specific examples described above. It requires advanced research on
video analysis and artificial intelligence to process data and to select appropriate rules
and grammars.
This study aims to be a first step into task oriented understanding of actions in
video data. The well defined environment and the rules of the chess game provide us a
good framework in order to use domain knowledge in a vision guided decision making
process. The experience gained here can be extended to more complicated vision tasks
involving more complicated environments. Besides attacking more complex problems,
the future work involves making the algorithm more robust in terms of extracting reliable
data and decision making.
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APPENDIX A
CODE IMPLEMENTATION
This study requires a hard code implementation. OpenCV library and Microsoft
Visual C++ is used for coding. The algorithm has been separated into two parts and those
parts have been implemented individually. These parts are:
• Detecting chessboard
• Playing the game
A.1 Detecting Chessboard
Corresponding executable is detect.exe. Within the code, first a window is needed
to observe the data gathered from the usb cam. The camera used in the experiments is a
PC-CAM. The frames have the size of 320x240 in pixels. The images are defined as;
IplImage* source=cvCreateImage(cvSize(320,240),8,3);
Here (320, 240) is the size of the image object, where 8 is the color depth and 3
is the number of channels (RGB format is used, hence number of channels is 3 here). To
see the frames on screen a window is to be defined as;
cvNamedWindow(”SOURCE”,1);
Here ”SOURCE” is the name and label of the window object. Parameter 1 is
given as a default number. In order to gather frames from camera a capture object is to be
defined.
CvCapture * capture = NULL;
and
capture =cvCaptureFromCAM(1);
is added to capture frames from the assumed camera. The object capture and source image
are related with following routines:
source = GrabFrame(capture);
cvShowImage(”SOURCE”,source);
When the setting (i.e. installation of the board and camera) is ready the board is
detected by using a function called
MyFindChessBoardCorners();
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The floating point pixel coordinates of 4 inner corners are written in a text file
called world coordinates.txt for a later use. X and Y coordinates are written in separate
lines for each corner. Hence the text file looks like;

226.443649 134.403763
138.345444 40.220333
126.905121 189.404572
35.888817 115.054184

If the detection is successful, user can stop the program and pass to the next routine
which is playing the game.
A.2 Playing the Game
Corresponding executable is play.exe. Within the code, first program reads float-
ing point pixel coordinates fom the text file world coordinates.txt, which has already been
generated in chessboard detection phase. By using these coordinates, projection matrix is
calculated by the function;
MyProjectionMatrixCalculate()
For this part two helper windows are created. One for the source view and one
for the projected view. User can watch the scene from those windows. After the program
start, players put their pieces in their places. If the projected view is not consistent with
the Figure 3.8, necessary adjustment can be done by pressing “r” for a couple of times.
Each press causes a 900 degrees of rotation. When the projected view is consistent with
the chessboard standard representation, the player can start playing the game.
The program assumes that players do know “how to play chess”, which means, the
program does not consider improper movements of the players. According to the chess
rules the starting positions of the pieces are well defined (shown in Figure 3.8). Taking
this as an initial condition, program starts to analyze the game.
A.2.1 Analysis
As it has been mentioned before, the move table knowledge and chessboard
knowledge is updated before every move. Hence, at the very beginning of the game
this should be done. The first move is white players move. So the corresponding move
table updates are performed for white player first. The updates are performed according
to the chess rules. The data structure used to hold move table information for each piece
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is an 8x8 array.
For every piece a generic function is defined to generate corresponding move table.
For example for queen a function is defined as;
void MoveTableQueen(int queen move[8][8],int color)
Where “int queen move[8][8]”is an 8x8 integer array which represents the move
table, whereas int color is an integer which indicates the color of the piece. 1 stands for
white and −1 stands for black. Code example of void MoveTableQueen() can be given to
demonstrate the move table generation algorithm.
void MoveTableQueen(int queen move[8][8],int color){ \\ function decleration
int i,j,k; \\ variable declerations
for (i=0;i<8;i++)
for (j=0;j>8;j++) queen move[i][j]=0; \\ initialization of the corresponding move table
for (i=0;i<8;i++)
for (j=0;j<8;j++)
{
if (chess board[i][j]==2*color) \\ current position of the queen is determined
{
queen move[i][j]=1;
k=1;
while ((i-k)≥0 && (i-k)<8 && (j-k)≥0 && (j-k)<8 ) \\ lower-left diagonal is going to be checked
{
if (chess board[i-k][j-k]==0) {queen move[i-k][j-k]=1;k++;} \\ if the position is empty it is considered as 1 in the move table
and program keeps on checking in the corresponding direction
else if (chess board[i-k][j-k]*color<0) {queen move[i-k][j-k]=1;k=10;} \\ if the position is occupied by an opponent piece it is
also considered as 1 and checking in the corresponding direction is stopped
else k=10; \\ otherwise it is occupied with a relative piece, then the checking terminates and the position is considered as 0
}
k=1;
while ((i-k)≥0 && (i-k)<8 && (j+k)≥0 && (j+k)<8 ) \\ upper-left diagonal is going to be checked
{
if (chess board[i-k][j+k]==0) {queen move[i-k][j+k]=1;k++;}
else if (chess board[i-k][j+k]*color<0) {queen move[i-k][j+k]=1;k=10;}
else k=10;
} \\ the analysis is the same
k=1;
while ((i+k)≥0 && (i+k)<8 && (j-k)≥0 && (j-k)<8 ) \\ lower-right diagonal is going to be checked
{
if (chess board[i+k][j-k]==0) {queen move[i+k][j-k]=1;k++;}
else if (chess board[i+k][j-k]*color<0) {queen move[i+k][j-k]=1;k=10;}
else k=10;
} \\ the analysis is the same
k=1; while ((i+k)≥0 && (i+k)<8 && (j+k)≥0 && (j+k)<8 ) \\ upper-right diagonal is going to be checked
{
if (chess board[i+k][j+k]==0) {queen move[i+k][j+k]=1;k++;}
else if (chess board[i+k][j+k]*color<0) {queen move[i+k][j+k]=1;k=10;}
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else k=10;
} \\ the analysis is the same
k=1;
while ((i-k)≥0 && (i-k)<8 ) \\ left direction is going to be checked
{
if (chess board[i-k][j]==0) {queen move[i-k][j]=1;k++;}
else if (chess board[i-k][j]*color<0) {queen move[i-k][j]=1;k=10;}
else k=10;
} \\ the analysis is the same
k=1;
while ((j-k)≥0 && (j-k)<8 ) \\ down direction is going to be checked
{
if (chess board[i][j-k]==0) {queen move[i][j-k]=1;k++;}
else if (chess board[i][j-k]*color<0) {queen move[i][j-k]=1;k=10;}
else k=10;
} \\ the analysis is the same
k=1;
while ((i+k)≥0 && (i+k)<8 ) \\ right direction is going to be checked
{
if (chess board[i+k][j]==0) {queen move[i+k][j]=1;k++;}
else if (chess board[i+k][j]*color<0) {queen move[i+k][j]=1;k=10;}
else k=10;
} \\ the analysis is the same
k=1;
while ((j+k)≥0 && (j+k)<8 ) \\ up direction is going to be checked
{
if (chess board[i][j+k]==0) {queen move[i][j+k]=1;k++;}
else if (chess board[i][j+k]*color<0) {queen move[i][j+k]=1;k=10;}
else k=10;
} \\ the analysis is the same
}
}
}
All the move tables are analyzed and updated likewise. After the move table
updates, the difference which is described in 5.1.2 is considered to predict the move.
Method in 5.1.2.1 or method in 5.1.2.2 can be used to find correlation between difference
image and chessboard positions.
Gathered correlation information is reevaluated with respect to the move tables. If
an exact correspondence is found between them, the move is considered as a valid move
and it is recorded to the log file.
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