Abstract-Online signature verification (OSV) is one of the most challenging tasks in writer identification and digital forensics. Owing to large intra-individual variability, there is a critical requirement to accurately learn the intrapersonal variations of the signature to achieve higher classification accuracy. To achieve this, in this paper, we propose an OSV framework based on deep convolutional Siamese network (DCSN). DCSN automatically extract robust feature descriptions based on metric-based loss function which decreases intra-writer variability (Genuine-Genuine) and increase inter-individual variability (Genuine-Forgery) and guides the DCSN for effective discriminative representation learning for online signatures. Experiments conducted on three widely accepted datasets MCYT-100 (DB1), MCYT-330 (DB2) and SVC-2004-Task2 emphasize the capability of our framework to distinguish the genuine and forgery samples. Experimental results confirm the efficiency of the proposed DCSN in one shot learning by achieving a lower error rate as compared to many recent and state-of-the art OSV models.
I. INTRODUCTION
Biometrics is an automated approach of personal identification and verification that are based on personal physiological features like human gait, iris, fingerprints and the structure of the retina, veins etc. or based on personal behavioral features like signature, hand writing, key stroke dynamics etc. [1, 2] . Among these biometric methods, due to cost-effective acquisition and resistance to physical tamper, online signature is the popular technique for personal identification in polymorphous m-commerce and m-payment applications [3, 4, 9, 29] . Online signature is defined by real time signals changing over time, in which the dynamic features are acquired through specialized devices like Graphic Tablets, Stylus Pens etc. which enables reading both the structural information (x, y coordinates) and the dynamic properties such as inclination, velocity, pressure, acceleration of a pen as it marks out its successive points [1, 5, 6, 11, 30, 32, 35] .
In literature many online signature verification (OSV) frameworks have been proposed which can be broadly classified into feature-based methods [1] [2] [3] [4] [5] [6] [7] [8] [10] [11] [12] [16] [17] [18] 21] that analyze signatures based on a set of global or local features [24] , function-based methods which employ various techniques like feature fusion based [7] , Hidden Markov models [9] , DTW [8, 15, 18, 26, 27, 28, 29] , matching based [14] , divergence based [14] , feature weighing based [20] , neural network based [22] , Gaussian Mixture Models [23, 28] , random forest [28] , stability based [26] , feature fusion [32] , Deep learning based [29, 31] , Interval valued [23] , Histogram based [25] etc. Recently, the work by [29, 31] on Recurrent Neural Networks (RNN's) has proven to be very efficient in recognizing and modelling hidden patterns in time series data by learning relationship that exists between current inputs and past data. Hence, RNN based frameworks are widely used in financial markets, speech signals, OSV etc. [22, 33, 39] . However, the traditional RNNs suffer from an inherent drawback of vanishing gradients or exploding gradients during the backpropagation step of training process with the long input sequence [32] . In addition to these drawbacks, the framework based on RNN architecture should be trained with both the genuine and forgery samples every time a new user enrolled into the system. Getting the forgery samples upfront may not be feasible in real time scenarios [22] .
In these scenarios, an online signature verification can be efficiently modelled by Siamese networks [22, 33, 39] which consists of twin convolutional networks accepting two distinct online signatures and learning a similarity metric from pairs of signatures (through powerful discriminative features) which decreases intra-writer variability i.e. pairs of signatures from the same user (genuine-genuine) and increase the inter-individual variability i.e. pairs of signatures from different people (genuine-forgery). As the network is learning a similarity metric rather learning the features from the training samples, the model can be generalized to classify the signatures from unknown users with out up-front forgery training signature samples [35] . In addition to above, sharing weights across subnetworks results in less parameters (weights and biases) to train, which in turn resists the model tendency to overfit.
Even though Siamese networks overcome the drawbacks of traditional RNN and LSTM based frameworks, and have great scope of applicability in online signature verification, very few studies [22, 33, 39] have been reported on application of Siamese networks to online signature verification.
Therefore, this paper focuses on the most challenging covariate of online signature verification. (i). Designing a Siamese based online signature verification framework using CNNs, which enables a one-shot online signature verification tasks, substantial reduction of the parameter count and the amount of computation required.
The manuscript is organized as follows. In section II, we discuss about our proposed OSVnet architecture. In section III, details of training and testing data, experimental analysis along with the results and comparison.Conclusions are drawn in section IV. 
A. Input Signature Format
As depicted in Fig1 and Fig3, the input to the framework is an online signature. An online signature is a row vector of size 1 100 in case of MCYT-100, MCYT-330 datasets and 1 47 in case of SVC dataset. 100, 47 represents the total number of global features computed for each writer's signature. The local features like (x-coordinate, ycoordinate, pressure, Azimuthal angle) are extracted at each of point of signature and these extracted local features are used to compute the global features to represent the user signature e.g. max_velocity, average_pressure, standard_deviation_of_ acceleration etc. [5, 7] .
B. CNN and Siamese Network
The architecture of each CNN is depicted in Fig1. Deep Convolutional Neural Networks (CNN) are collection of several convolutional and pooling layers. Kernels of different size perform convolution operation on the input signature and outputs the feature maps. The feature maps form an input to the pooling layers, which down samples the feature maps before feeding to higher level layers. As online signature is a one-dimensional vector, as shown in Fig 3, one dimensional convolution operation is performed between the input signature and the one-dimensional kernel. We have used 16 kernels of size 1 3 to convolve on the input signature.
As depicted in Fig 2, the Siamese network is a collection of twin convolutional neural network with the shared weights and biases. Siamese networks have been successfully used in real time applications like Real-Time Object Tracking [34] , Real time visual tracking [35] etc. The parameters updated in one CNN networks will reflect in second network also. As depicted in Fig 2, a pair of signatures forms an input to the twin CNNs and a series of convolution and pooling operations are performed on the input signatures and finally a high-level feature representation are generated from each network. These feature representations are joined by a most widely used contrastive loss function [22, 29, 31, 32] , which inherently computes the Euclidean distance between them and learns the similarity metric. The contrastive loss which is a margin-based loss: can be described as follows: (1) where S1, S2 are signature samples, 'y' is a binary value, which indicates whether the input samples are in proximity or not. 'm' is the margin value, in our case it is equal to 1.
represents the Euclidean distance between two samples. Euclidean distance is computed in the embedded feature space using an embedding function that maps a signature feature vector to real vector space through CNN. Unlike traditional CNNs networks which learns an approximate function to classify the input signature samples into binary cases i.e. genuine or forgery, Siamese network aims to learn the similarity metric which minimizes the output feature representations for input signature pairs that are genuine, and maximizes the feature representations if the input signature samples are genuine-forgery category.
C. CNN and Siamese Architecture
We have used a CNN architecture that is inspired by Yilmarz et al. [37] which was developed for an offline signature verification problem. We have modified the architecture to suit for online signature, which is of one dimension. For the reproducibility of our results, in Table 1 , we have listed all the parameters used in designing the CNN network. For convolution and pooling layers, we use the notation to represent the number of kernels, height and width of the particular kernel. To make the CNN to approximate the complex functions and to induce nonlinearity, we have used as an activation function. In case of fully connected layers we have used as an activation function. To normalize the feature representations from both the CNNs, we have used Local Response Normalization technique discussed in [38] . To resist the model to become overfit and to make the framework to learn the parameters rather memorizing the output, we have used Dropout of 50% each, one after the second max pooling layer, and the second one after the batch normalization layer.
As depicted in Fig 1, our proposed framework composed of four layers. The first two layers constitute the convolutional part of the CNN and are made up of two consecutive combinations of convolutional and max pooling layers. The input to the first convolution layer is an online signature of size (1 ) . The convolution layer use 16 kernel of size 1 3 to produce feature map of size
. We have applied one dimensional max pooling operation with pool_size = 2 on the output of the first convolution layer, which results in down sampling of the feature map to . The output from the second convolution layer forms an input to the one-dimensional max pooling layer, which results in the feature map of size . Flatten reshapes the feature map of size into a onedimensional feature vector of size ( ). The final dense layer results into a high level feature vector of size ( ) from each CNN of the Siamese network. These high-level feature representations form an input to the contrastive loss function described in (1).
The training parameters are presented in Table 1 . We have implemented our framework in Keras library with the TensorFlow as backend. We have conducted our experiments on Nvidia, Titan X Pascal 12 GB GPU.
III. EXPERIMENTATION AND RESULTS
We have extensively conducted verification experiments and validated the proposed Siamese based OSV framework by conducting the experiments on three widely accepted datasets i.e. MCYT_100 signature sub corpus dataset (DB1) [9, 13] , MCYT_330 signature sub corpus dataset (DB2) and SVC -Task 2 [18, 19, 20] . The results are illustrated below: 
A. Experimental Protocol
In this section we briefly discuss the experimentation evaluation of the proposed CNN plus Siamese network based online signature framework. In order to evaluate the efficiency of our framework, we have conducted experiments on three widely used publicly available online signature benchmark datasets, viz., (1) MCYT-100, (2) MCYT-330, and (3) SVC -2004-Task2.
The proposed Siamese based OSV framework is writer independent. To validate the writer independence, we split each dataset as follows. As depicted in Table II -VI, we randomly select users from a total of users .
starts from 1 and gradually reaches ). For each user , where , we use the genuine and genuine combination as similar pairs, genuine and forgery combination as dissimilar pairs for training. Similarly, the genuine and genuine, genuine and forgery combination of remaining ) users are used to test the accuracy of the framework. As depicted in Table II, for each user, there To overcome the class imbalance problem, we have selected equal number of genuine and genuine, genuine and forgery combinations from each user. This results in effective training of the framework and eliminates the problem of overfitting.
B. Results and Discussions
There are only few frameworks [22, 33, 39] have been proposed for OSV based on Siamese networks.For comparative study we have considered similar models which are validated based on MCYT data corpus (DB1 and DB2). The reason is that MCYT-100 evaluates the model, in case, where the lesser number of training and testing samples are available. MCYT-330 evaluates the model with larger number of training and testing samples.
Tolosana et al [22] proposed an LSTM based Siamese network using BiosecurID [40] dataset. BiosecurID consists of signatures of 400 users, which consists of 16 original signatures and 12 skilled forgeries per user. Therefore, a total of 120 genuine-genuine and 192 genuine-forgery combinations per user. Therefore, a total of 48000 genuinegenuine and genuine-forgery combinations are available in entire dataset.
Ahrabian et al [33] evaluated their Siamese based OSV model using SigWiComp2013-Japanese [41] dataset which contains signatures of 31 users, GPDSsyntheticOnLineO LineSignature [42] dataset with 1000 users. Table III demonstrates the classification accuracy of the proposed OSV framework on MCYT-100 dataset. Table III summarizes how the classification accuracy varies in case of including both the genuine -forgery signature pairs for testing the framework. As the number of user's considered for training increases, the classification accuracy increases.
In case of one-shot learning i.e. considering only one user signature samples for training and testing with remaining users signature samples, achieved the best results of 78.16% classification accuracy. Table IV demonstrates Table V demonstrates the classification accuracies in case of SVC dataset w.r.t to number of user's signature considered for training. The classification accuracies achieved by the proposed framework in case of SVC dataset is less compared to MCYT-100 and MCYT-330 datasets. This is perfectly valid and justifiable, due to the fact that the framework trained on a comparatively larger and diverse dataset is more robust and learns the representational features effectively. Also, the signature datasets deliver varied performances with same protocol, as they differ in acquisition process, devices used for acquisition etc. Aligned with the core purpose of Siamese network i.e. the ability to learn the representational features from one signature samples of one user, i.e. one-shot learning, the proposed framework achieves the best accuracy compared to the recent models. This proves that the framework has the ability to learn the representational features even from a single user and able to accurately classify the test signature combinations.
In Table VI , we compare our framework results in case of MCYT-100 and MCYT-330 datasets with the results achieved by the framework proposed by Pei et al [39] , which is the only model which used MCYT-100 for their model evaluation. Pet et al [39] evaluated their model by training the genuine-genuine and genuine-forgery combinations of first 70 (1-70) users and tested with the remaining 30 users (71-100). As depicted in tables III-VI, we have evaluated our model with all the possible training and testing combinations starting from user 1 and gradually moving to user 99 in case of MCYT-100 and 329 in case of MCYT-330. Table VI confirms that we outperformed Pei et al [39] model. In literature, even though lots of online signature verification models has been proposed based on SVC dataset [1, 5, 17] , no work has been reported on using SVC dataset in Siamese network based online signature verification. As discussed above, Siamese networks verifies whether two input signature pairs belong to same category or not, means in turn Siamese based classification models takes a single signature as input and classifies whether signature is genuine or forgery. Hence, we verified our work latest models of MCYT-330 dataset. To conclude this section, we see that our proposed Siamese network based OSV framework, effectively learns to place the similar pairs in proximity and dissimilar pairs far in embedded feature space. The model excels in true application of Siamese network i.e. one-shot based learning by achieving start-of-the results in all the datasets.
IV. CONCLUSION AND FUTURE WORK
In this manuscript, we presented a novel CNN plus Siamese based writer-independent OSV frame work to address the two most challenging co-variates of online signature verification i.e. one-shot learning and accurately learn the intrapersonal variations of the signature. Our experiments are possibly the first attempt to evaluate the CNN +Siamese based models on both large and short datasets i.e. MCYT-330 and SVC. The higher-level accuracy in case of SVC dataset confirms that the capability of the proposed model to deliver higher accuracies even when there is a shortage of data and best suits for real time usage.
