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Abstract
For the Hubbard model on the two-dimensional copper-oxide lattice, equal-time
four-point correlation functions at positive temperature are proved to decay
exponentially in the thermodynamic limit if the magnitude of the on-site in-
teractions is smaller than some power of temperature. This result especially
implies that the equal-time correlation functions for singlet Cooper pairs of var-
ious symmetries decay exponentially in the distance between the Cooper pairs
in high temperatures or in low-temperature weak-coupling regimes. The proof
is based on a multi-scale integration over the Matsubara frequency.
1 Introduction
1.1 Introductory remarks
In order to explain high-temperature superconductivity in ceramic copper oxide ma-
terials, several tight-binding models for the charge carriers in 2 dimensional plane
have been proposed with the consensus that the superconducting pairing mechanism
should be understood by focusing on the conducting CuO2 plane first. In the hierar-
chy of the well-known 2D models (see, e.g, [3]) the three-band Hubbard model on the
copper-oxide lattice ([4]), or the CuO Hubbard model in short, is believed to be the
closest to the reality since it explicitly distinguishes one relevant electron orbital of the
copper and those of the oxygens surrounding the copper in the unit cell. Being more
realistic also means being more complex. Rigorous mathematical methods need to be
developed to explore the relatively involved structure of the CuO Hubbard model in
depth.
In this paper we prove that equal-time 4-point correlation functions in the CuO
Hubbard model at positive temperature decay exponentially in the thermodynamic
limit if the coupling constants on both the copper and the oxygen sites are smaller
than some power of temperature. The result will be fully stated in Subsection 1.3.
One direct consequence of this theorem is the exponential decay of pairing-pairing cor-
relation functions in the distance between the center of 2 electrons and that of 2 holes,
excluding long range correlations between singlet Cooper pairs in high temperatures
or in low-temperature weak-coupling regimes.
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It has been proved in [11] that finite-temperature equal-time correlation functions
for many-electron models, including the Hubbard model as one instance, on the hyper-
cubic lattice of arbitrary dimension decay exponentially if the interaction is smaller
than some power of temperature. The proof of [11] essentially uses the volume-,
temperature-independent determinant bound on the covariance matrix established by
Pedra and Salmhofer ([13]). The exponential decay of the correlation functions in the
CuO Hubbard model cannot be deduced as an immediate corollary of the theorems in
[11], since Pedra-Salmhofer’s determinant bound in its original form [13, Theorem 2.4]
does not apply to the covariance for multi-band many-Fermion models such as the
CuO Hubbard model. Thus one has to alter the way to achieve the goal. As a way out
we expand the covariance over the Matsubara frequency through the Fourier transform
this time and try to control the correlation function analytically by means of a multi-
scale expansion along the segments of the large Matsubara frequency. The dispersion
relation for the free particle hopping to the nearest neighbor sites on the CuO lattice
can be a square root of cosine of the momentum variable, which is, unlike in the single-
band models treated in [10], [11], non-analytic. Once transformed into the Matsubara
sum, however, the covariance appears to contain only the square of the dispersion
relation. Thus the covariance in the Matsubara sum representation explicitly shows its
analytic property with respect to the momentum variable. As in [11] the analyticity
of the covariance enables us to reformulate the correlation function multiplied by
the distance between the electrons and the holes into a multi-contour integral of the
correlation function with respect to new complex variables inserted in the covariance.
The practical role of the multi-scale integration over the Matsubara frequency in this
paper is to establish a volume-independent upper bound on the perturbed correlation
function inside the multi-contour integral. Due to a self-contained nature of the multi-
scale Matsubara expansion, the proofs in this paper merely rely on the repeated use
of the tree formula for logarithm of the Grassmann Gaussian integral.
More precisely speaking, the correlation function of our original interest is expressed
as a well-defined finite dimensional Grassmann integral during the intermediate techni-
cal construction. In the major part of this paper we deal with the Grassmann integral
formulation, which is flexible to mathematical manipulations, as the rigorous counter-
part of the correlation function. This is the same stance as taken in [10], [11], or more
generally in the constructive Fermionic quantum field theory (see, e.g, [6]). Finally by
sending the finite dimensional formulation to the limit we withdraw the conclusion on
the original correlation function defined by trace operations over the Fermionic Fock
space.
This paper is not the first to consider multi-scale analysis over the large Matsubara
frequency. On the contrary, a number of papers have already discussed qualitatively
similar problems to the Matsubara ultraviolet problem posed in this paper. See, e.g,
[1], [2], [7], [8] by one of the pioneering groups of the subject. One of the purposes of
this paper is set to provide readers with an alternative method to solve the Matsubara
ultraviolet problem. In order to help the readers to properly comprehend the purpose
of this paper, let us summarize the main differences between the methods used in this
article and those in the preceding papers. First, this paper uses a version of the finite
dimensional Grassmann integral formulation reported in [10]. The reduction to the
finite dimensionality in this formulation is based on the discretization of the interval of
temperature in the perturbative expansion of the partition function. Accordingly the
basis of Grassmann algebra is indexed by the finite space-time variables and the step
size of the discretization explicitly appears in the characterization of the covariance as
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a parameter, changing the face of the covariance from the well-known free propagator.
This paper does not introduce Grassmann algebra indexed by the momentum variables.
In [1], [7], [8] the derivation of the finite dimensional Grassmann integral formulation
is based on the cut-off on the Matsubara frequency. As a result the basis of Grassmann
algebra is indexed by the finite momentum variables. Secondly, the multi-scale analysis
in this paper is completed by the induction on the scale level, which assumes a norm
bound on the input and then proves the relevant norm bound on the output produced
by the single-scale integration. The papers [1], [2], [7], [8] use a family of trees called
the Gallavotti-Nicolo` trees to organize the multi-scale integration process, achieving
collective descriptions of the theory all through the integration levels. This paper’s
concept of finding a norm bound on the output of the integration at one scale is closer
to the rigorous analysis on finite dimensional Grassmann algebra established in [5],
[6]. However, the paper [5] and the book [6] apply a representation theorem developed
by themselves to expand logarithm of the Grassmann Gaussian integral, while this
paper as well as the papers [1], [2], [7], [8] use the tree expansion for the same purpose.
Thirdly, this paper derives equal-time 4-point correlation functions by substituting an
artificial quartic term into the original Hamiltonian and differentiating the free energy
governed by the modified Hamiltonian with respect to the coefficient of the artificial
term. The papers [1], [2], [7], [8] derive correlation functions by inserting the source
Grassmann variables into the Grassmann integral formulation and then letting the
Grassmann derivatives act on the modified Grassmann integral formulation called the
generating function.
Though this paper involves a multi-scale analysis concerning the Matsubara sum as
the main technical ingredient, it does not treat any infrared multi-scale analysis around
zero points of the dispersion relation. Accordingly this paper has no improvement
on the temperature dependency of the allowed magnitude of the interaction over the
single-scale analysis [10], [11] and cannot study the behavior of correlation functions at
zero temperature. In recent years infrared multi-scale integration techniques have been
intensively applied to describe the zero-temperature limit of thermal expectation values
of various observables in the Hubbard model on the honeycomb lattice by Giuliani and
Mastropietro ([8]) and by Giuliani, Mastropietro and Porta ([9]). In connection with
the main result of this article we should remark that the many-electron model of
graphene studied in [8], [9] also has a matrix-valued kinetic energy, so the single-scale
analysis previously reported in [11] does not prove the exponential decay of the finite-
temperature correlation functions in the system. However, it is straightforward to
adapt the proofs in this article to conclude the same result for the Hubbard model on
the honeycomb lattice as claimed for the CuO Hubbard model.
This paper is outlined as follows. In the following subsections we define the CuO
Hubbard model and state the main result of this paper. In Section 2 we characterize
the correlation function as a limit of the finite dimensional Grassmann integral and
derive the contour integral formulation. In Section 3 we prepare some necessary tools
for the multi-scale integration such as the cut-off function and the sliced covariances.
In Section 4 we carry out the multi-scale integration over the Matsubara frequency
and prove the main theorem. In Appendix A we derive the covariance governed by the
free Hamiltonian on the CuO lattice. Appendix B provides a sketch of how to prove
the convergence property of the Grassmann integral formulation. In Appendix C we
prove a general formula for logarithm of Grassmann polynomials, which is necessary
for the multi-scale integration. Finally Appendix D shows that the correlation function
converges to a finite value in the thermodynamic limit if the coupling constants obey
3
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Figure 1: The CuO lattice for L = 2, where ‘•’ denotes Cu sites, ‘◦’ denotes O sites
and ‘⋄’ denotes the other O sites.
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Figure 2: Labeling each site.
the smallness condition under which the multi-scale analysis is performed.
1.2 The Hubbard model on the CuO lattice
Here we define the model Hamiltonian operator. For L ∈ N let Γ := (Z/LZ)2. The
CuO lattice consists of 3 separate lattices, each of which is isomorphic to Γ (see Figure
1). For x ∈ Γ let (1,x) represent a Cu site, (2,x) represent the O site right to (1,x),
and (3,x) denote the O site above (1,x) (see Figure 2). The CuO lattice is viewed
as the union of {(ρ,x) | x ∈ Γ} (ρ = 1, 2, 3). The model Hamiltonian is defined as a
self-adjoint operator on the Fermionic Fock space Ff (L
2({1, 2, 3} × Γ× {↑, ↓})). See,
e.g, [10, Appendix A] for a brief description of the Fermionic Fock space defined on
a finite lattice. The CuO Hubbard model was originally designed to govern the total
energy of holes moving and interacting on the CuO2 plane (see [4]). Thus the vacuum
of Ff (L
2({1, 2, 3}× Γ× {↑, ↓})) should be interpreted as the state where every site of
{1, 2, 3} × Γ is occupied by an electron-pair.
For (ρ,x, σ) ∈ {1, 2, 3} × Γ × {↑, ↓} let ψρxσ be the annihilation operator defined
on Ff(L
2({1, 2, 3}×Γ×{↑, ↓})). The physical role of ψρxσ is to annihilate a hole with
spin σ at the site (ρ,x). We write the adjoint operator of ψρxσ as ψ
∗
ρxσ. The operator
ψ∗ρxσ is called the creation operator and physically considered to be creating a hole
with spin σ at the site (ρ,x). The CuO Hubbard model H is defined as follows.
H := H0 + V,
H0 := t
∑
(x,σ)∈Γ×{↑,↓}
(ψ∗1xσψ2xσ + ψ
∗
1xσψ2(x−e1)σ + ψ
∗
1xσψ3xσ + ψ
∗
1xσψ3(x−e2)σ + h.c)
+
∑
(x,σ)∈Γ×{↑,↓}
ǫσcψ
∗
1xσψ1xσ +
∑
(ρ,x,σ)∈{2,3}×Γ×{↑,↓}
ǫσoψ
∗
ρxσψρxσ,
V := Uc
∑
x∈Γ
ψ∗1x↑ψ
∗
1x↓ψ1x↓ψ1x↑ + Uo
∑
(ρ,x)∈{2,3}×Γ
ψ∗ρx↑ψ
∗
ρx↓ψρx↓ψρx↑,
where e1 := (1, 0), e2 := (0, 1) ∈ Z2 and the terminology “Hermitian conjugate” is
shortened to “h.c”, meaning that the adjoint operators of the operators in front are
placed. The parameters t, Uc, Uo, ǫ
σ
c , ǫ
σ
o (σ ∈ {↑, ↓}) are initially set to be real.
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The parameter t is the hopping amplitude between a Cu site and the neighboring O
sites. The parameters ǫσc and ǫ
σ
o represent the on-site energy minus the hole chem-
ical potential for the Cu sites and the O sites, respectively. We assume that the
quadratic Hamiltonian H0 may contain the contribution from the magnetic field such
as hc
∑
x∈Γ S
z
1,x+ ho
∑
(ρ,x)∈{2,3}×Γ S
z
ρ,x with hc, ho ∈ R, Szρ,x := 12(ψ∗ρx↑ψρx↑−ψ∗ρx↓ψρx↓)
(ρ ∈ {1, 2, 3},x ∈ Γ). This is the reason why ǫσc and ǫσo are defined to be spin-
dependent. The strength of the on-site interaction is expressed by Uc on the Cu sites
and by Uo on the O sites.
Let β > 0 denote the inverse of temperature times the Boltzmann constant. The
thermal expectation value of an observable O is defined as Tr(e−βHO)/Tr e−βH , where
the trace is taken over the Fock space Ff (L
2({1, 2, 3} × Γ× {↑, ↓})). For conciseness
we write 〈O〉L in place of Tr(e−βHO)/Tr e−βH .
1.3 Exponential decay property of the correlation functions
Let ‖·‖R2 denote the Euclidean norm of R2 and e(≈ 2.71828) be the base of the natural
logarithms. This paper is devoted to establish the following theorem.
Theorem 1.1. There exist non-decreasing positive functions f1(·), f2(·) : R≥1 → R>0
such that if
|Uc|, |Uo| ≤ 1
f1
(
maxσ∈{↑,↓}{1, |t|, |ǫσc |, |ǫσo |}
)
max{1, β16}β , (1.1)
limL→∞
L∈N
〈ψ∗ρˆ1xˆ1σˆ1ψ∗ρˆ2xˆ2σˆ2ψηˆ2yˆ2τˆ2ψηˆ1yˆ1τˆ1 + h.c〉L exists and satisfies that∣∣∣∣∣ limL→∞
L∈N
〈ψ∗ρˆ1xˆ1σˆ1ψ∗ρˆ2xˆ2σˆ2ψηˆ2yˆ2τˆ2ψηˆ1yˆ1τˆ1 + h.c〉L
∣∣∣∣∣ ≤ f2
(
max
σ∈{↑,↓}
{1, |t|, |ǫσc |, |ǫσo |}
)
max{1, β16}
·
(
1
max{1, t2}max{β, β2} + 1
)− 1
8e
‖
∑2
j=1(sˆ(σˆj )xˆj−sˆ(τˆj)yˆj)‖R2
, (1.2)
for any (ρˆj, xˆj , σˆj), (ηˆj , yˆj, τˆj) ∈ {1, 2, 3} × Z2 × {↑, ↓} (j = 1, 2), t, ǫσc , ǫσo ∈ R (σ ∈
{↑, ↓}), β ∈ R>0 and any map sˆ(·) : {↑, ↓} → {1,−1}.
Remark 1.2. The correlation function 〈ψ∗ρˆ1xˆ1σˆ1ψ∗ρˆ2xˆ2σˆ2ψηˆ2yˆ2τˆ2ψηˆ1yˆ1τˆ1 +h.c〉L is defined
for xˆ1, xˆ2, yˆ1, yˆ2 ∈ Z2 by considering xˆ1, xˆ2, yˆ1, yˆ2 as the corresponding sites in Γ by
periodicity.
Remark 1.3. As a result of our proof, the growth rates of f1(·), f2(·) are estimated
as f1(x) = O(x
44), f2(x) = O(x
36) (x→∞). However, since it is not the main aim of
our analysis, these orders are not quantitatively optimized.
Remark 1.4. The theorem provides decay bounds on the thermodynamic limit of
the correlation functions for singlet Cooper pairs. For instance let us define the s-
wave pairing operator ∆s(ρ,x), the extended s-wave pairing operator ∆s∗(ρ,x) and
the dx2−y2-wave pairing operator ∆dx2−y2 (ρ,x) as follows. For (ρ,x) ∈ {1, 2, 3} × Γ,
∆s(ρ,x) := ψρx↓ψρx↑,
∆s∗(ρ,x) :=
1
2
(ψρ(x+e1)↓ψρx↑ + ψρ(x−e1)↓ψρx↑ + ψρ(x+e2)↓ψρx↑ + ψρ(x−e2)↓ψρx↑),
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∆dx2−y2 (ρ,x) :=
1
2
(ψρ(x+e1)↓ψρx↑ + ψρ(x−e1)↓ψρx↑ − ψρ(x+e2)↓ψρx↑ − ψρ(x−e2)↓ψρx↑).
If the map sˆ(·) : {↑, ↓} → {1,−1} is identically 1, the theorem shows that
| limL→∞,L∈N 〈∆a(ρˆ, xˆ)∗∆a(ηˆ, yˆ)+h.c〉L| decays exponentially with ‖xˆ− yˆ‖R2 for ρˆ, ηˆ ∈
{1, 2, 3}, a = s, s∗, dx2−y2 . If we take sˆ(·) to obey sˆ(↑) = −sˆ(↓), on the other hand,
the theorem also implies exponential decay of spin-spin correlation functions of the
form limL→∞,L∈N 〈Sxρˆ,xˆSxηˆ,yˆ + Syρˆ,xˆSyηˆ,yˆ〉L with ‖xˆ− yˆ‖R2, where the spin operators Sxρ,x,
Syρ,x are defined by S
x
ρ,x :=
1
2
(ψ∗ρx↑ψρx↓ + ψ
∗
ρx↓ψρx↑), S
y
ρ,x :=
1
2
(−iψ∗ρx↑ψρx↓ + iψ∗ρx↓ψρx↑)
((ρ,x) ∈ {1, 2, 3} × Γ).
Remark 1.5. The coupling constants Uc, Uo satisfying (1.1) can be taken arbitrarily
large as β ց 0. This means that the theorem generally proves exponential decay of
the correlation functions in high temperatures.
Remark 1.6. Consider the case that ǫσc = −12Uc and ǫσo = −12Uo (∀σ ∈ {↑, ↓}). The
Hamiltonian H becomes invariant under the transform ψ1xσ → ψ∗1xσ, ψ∗1xσ → ψ1xσ,
ψρxσ → −ψ∗ρxσ, ψ∗ρxσ → −ψρxσ (ρ ∈ {2, 3}, (x, σ) ∈ Γ × {↑, ↓}). This invariance
implies that 〈ψ∗ρxσψρxσ〉L = 12 (∀(ρ,x, σ) ∈ {1, 2, 3} × Γ× {↑, ↓}) and thus the system
is half-filled. According to our construction, f1(1) > 1. If β > 1, the constraint (1.1)
implies |Uc|, |Uo| < 1. Therefore, we can claim the theorem for β > 1 by eliminating
ǫσc , ǫ
σ
o (σ ∈ {↑, ↓}) in the right-hand sides of (1.1) and (1.2). On the other hand, for
arbitrarily large |Uc|, |Uo| there exists β ≤ 1 such that (1.1) holds. Thus, the theorem
concludes the exponential decay of correlation functions with the strong couplings if
the temperature is high enough.
Remark 1.7. A power-law decay property of equal-time 4-point correlation functions
can be proved by exactly following the argument of [12]. One result is that
lim sup
L→∞
L∈N
|〈ψ∗ρˆ1xˆσˆ1ψ∗ρˆ2xˆσˆ2ψηˆ2yˆτˆ2ψηˆ1yˆτˆ1 + h.c〉L| ≤ 2‖xˆ− yˆ‖−c˜f(β)R2 ,
for any xˆ, yˆ ∈ Z2 with sufficiently large ‖xˆ− yˆ‖R2 , (ρˆj , σˆj), (ηˆj, τˆj) ∈ {1, 2, 3} × {↑, ↓}
(j = 1, 2) and β ∈ R>0, where c˜ > 0 is a constant, the function f(·) : R>0 → R>0
is decreasing and asymptotically behaves as f(β) = O(β−1) (β → ∞), O(| logβ|)
(β ց 0). An advantage of the framework [12], apart from its conciseness, is that it
requires no constraint on the magnitude of the interactions. However, it has not been
applied to prove exponential decay of correlations in 2D many-electron systems, to the
author’s knowledge.
2 Formulation
In this section we formulate the correlation function by using the notion of Grassmann
integral and show that the Grassmann integral representation of the correlation func-
tion multiplied by the distance between the holes and the electrons is transformed into
a contour integral of the Grassmann integral. This procedure is essentially the same
as we did in [10], [11]. In order to avoid unnecessary repetition we present the proofs
at a minimum.
Let us introduce notations which are used throughout the paper. For simplicity
set Emax := maxσ∈{↑,↓}{1, |t|, |ǫσc |, |ǫσo |}. The sites on which the 4-point correlation
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function is defined are fixed to be (ρˆ1, xˆ1, σˆ1), (ρˆ2, xˆ2, σˆ2), (ηˆ1, yˆ1, τˆ1), (ηˆ2, yˆ2, τˆ2) ∈
{1, 2, 3}×Z2×{↑, ↓}. We simply write Xˆj, Yˆj (j = 1, 2) instead of (ρˆj , xˆj, σˆj), (ηˆj, yˆj , τˆj)
(j = 1, 2), respectively. We also fix a map sˆ(·) : {↑, ↓} → {1,−1}. Let us accept
that a site of Z2 is identified as the corresponding site of Γ whenever we consider a
problem in Γ. For x = (x1, x2, · · · , xn), y = (y1, y2, · · · , yn) ∈ Cn, 〈x,y〉 :=
∑n
j=1 xjyj,
〈x,y〉
Cn
:=
∑n
j=1 xjyj and ‖x‖Cn :=
√〈x,x〉
Cn
. For x ∈ R, ⌊x⌋ denotes the largest
integer which does not exceed x. Let 1P := 1 if the proposition P is true, 1P := 0
otherwise. For any subset O of a topological space let Oi denote the interior of O.
Let Sn be the set of all permutations over {1, 2, · · · , n} (n ∈ N). It will be convenient
to use the function Ft,β(·) : R→ R defined by
Ft,β(x) := 1
2
sinh−1
(
xπ2
8max{1, t2}max{β, β2}
)
.
Here recall that sinh−1(x) = log(x+
√
x2 + 1).
The correlation function will be formulated as a limit of Grassmann integration
over a finite dimensional Grassmann algebra. The reduction to the finite dimensional
problem is done by discretizing the integrals over the interval [0, β) in the perturbative
expansion of the partition function. For this purpose, take a parameter h ∈ 2N/β and
set [0, β)h := {0, 1/h, 2/h, · · · , β − 1/h}, [−β, β)h := {−β,−β + 1/h, · · · ,−1/h} ∪
[0, β)h. Note that ♯[0, β)h = βh, ♯[−β, β)h = 2βh. We have seen in [10, Appendix C]
that taking the parameter h from 2N/β rather than from N/β is convenient for the
discretization of [0, β) and [−β, β). Set IL,h := {1, 2, 3} × Γ × {↑, ↓} × [0, β)h and
NL,h := ♯IL,h = 6L
2βh. We define the lattice of the momentum variable Γ∗ and the
subset of the Matsubara frequency Mh by Γ∗ := (2πL Z/(2πZ))2 and Mh := {ω ∈
π(2Z+ 1)/β | |ω| < πh}.
2.1 The Grassmann Gaussian integral
Here let us summarize the notion of Grassmann Gaussian integral. For a finite dimen-
sional complex vector space W and n ∈ N, let ∧nW denote the n-fold anti-symmetric
tensor product of W and
∧0W := C. Moreover, set ∧W :=⊕dimWn=0 ∧nW .
Let V, V+, V−, Vp (p ∈ N) be the complex vector spaces spanned by the basis
{ψX , ψX}X∈IL,h, {ψX}X∈IL,h, {ψX}X∈IL,h , {ψ
p
X , ψ
p
X}X∈IL,h (p ∈ N), respectively. This
paper concerns various problems formulated in the Grassmann algebras
∧V, ∧V+,∧V−, ∧Vp (p ∈ N). Remark that there is a vector space isomorphism between ∧V
and (
∧V+) ⊗ (∧V−), the tensor product of ∧V+ and ∧V−. Then, let Pn : ∧V →
(
∧n V+)⊗ (∧n V−) denote the standard projection (n ∈ {0, 1, · · · , NL,h}).
Let us give a number from 1 to NL,h to each element of IL,h so that we can
write IL,h = {Xo,j}NL,hj=1 . Set ψ := (ψXo,1, · · · , ψXo,NL,h , ψXo,1, · · · , ψXo,NL,h ), ψ
p :=
(ψ
p
Xo,1
, · · · , ψpXo,NL,h , ψ
p
Xo,1
, · · · , ψpXo,NL,h ) (p ∈ N). Take p, q1, · · · , qn ∈ N with p 6= qj
(∀j ∈ {1, · · · , n}). The Grassmann Gaussian integral ∫ ·dµC(ψp) with a covariance
(C(X, Y ))X,Y ∈IL,h is a linear map from
∧((⊕n
j=1 Vqj
)⊕Vp) to ∧(⊕nj=1 Vqj) de-
fined as follows. For f ∈ ∧(⊕nj=1 Vqj) and X1, · · · , Xa, Y1, · · · , Yb ∈ IL,h,∫
fdµC(ψ
p) := f,
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∫
fψ
p
X1
· · ·ψpXaψpYb · · ·ψpY1dµC(ψp) :=
{
det(C(Xj, Yk))1≤j,k≤af if a = b,
0 if a 6= b.
Then for any g ∈ ∧((⊕nj=1 Vqj)⊕Vp), ∫ gdµC(ψp) can be defined by linearity and
anti-symmetry.
Though it is not used during the formulation in this section, let us recall the notion
of left derivative at this stage for later use. For X ′ ∈ IL,h the left derivative ∂/∂ψpX′
is a linear operator on
∧((⊕n
j=1 Vqj
)⊕Vp). By letting V ′p be the vector space with
the basis {ψpX , ψpX}X∈IL,h\{ψpX′},
∂
∂ψpX′
(fψpX′g) := (−1)mfg,
∂
∂ψpX′
g := 0,
for f ∈ ∧m ((⊕nj=1 Vqj)⊕V ′p) (m ∈ N ∪ {0}), g ∈ ∧((⊕nj=1 Vqj)⊕V ′p). Then,
(∂/∂ψpX′)g can be defined for any g ∈
∧((⊕n
j=1 Vqj
)⊕Vp) by linearity. The defini-
tion of the left derivative ∂/∂ψ
p
X′ is parallel to that of ∂/∂ψ
p
X′ .
2.2 The covariance
In our formulation the covariance is given as a 2-point correlation function governed
by the free Hamiltonian H0. For (ρ,x, σ, x), (η,y, τ, y) ∈ {1, 2, 3}×Γ×{↑, ↓}× [0, β),
C(ρxσx, ηyτy) := Tr(e
−βH0T (ψ∗ρxσ(x)ψηyτ (y)))
Tr e−βH0
,
where ψ∗ρxσ(x) := e
xH0ψ∗ρxσe
−xH0 , ψηyτ (y) := e
yH0ψηyτ e
−yH0 , T (ψ∗ρxσ(x)ψηyτ (y)) :=
1x≥yψ
∗
ρxσ(x)ψηyτ (y)− 1x<yψηyτ (y)ψ∗ρxσ(x).
The following characterization of C is done in Appendix A. For any (ρ,x, σ, x),
(η,y, τ, y) ∈ IL,h,
C(ρxσx, ηyτy) = δσ,τ
βL2
∑
(k,ω)∈Γ∗×Mh
e−i〈x−y,k〉ei(x−y)ωBσρ,η(k, ω), (2.1)
where for k = (k1, k2) ∈ Γ∗, ω ∈Mh, σ ∈ {↑, ↓},(Bσρ,η(k, ω))1≤ρ,η≤3 :=

Nσ1,1(k,ω)
Dσ(k,ω)
Nσ1,2(k,ω)
Dσ(k,ω)
Nσ1,3(k,ω)
Dσ(k,ω)
Nσ2,1(k,ω)
Dσ(k,ω)
1
h(1−e−iω/h+ǫ
σ
o /h)
(
1 +
Nσ2,2(k,ω)
Dσ(k,ω)
)
Nσ2,3(k,ω)
h(1−e−iω/h+ǫ
σ
o /h)Dσ(k,ω)
Nσ3,1(k,ω)
Dσ(k,ω)
Nσ3,2(k,ω)
h(1−e−iω/h+ǫ
σ
o /h)Dσ(k,ω)
1
h(1−e−iω/h+ǫ
σ
o /h)
(
1 +
Nσ3,3(k,ω)
Dσ(k,ω)
)

 ,
Dσ(k, ω) := h2
(
1− e− ihω+ 12h (ǫσc+ǫσo )
)2
− e− ihω+ 12h (ǫσc+ǫσo )
(
(ǫσc − ǫσo )2
4
+ 2t2
2∑
j=1
(1 + cos kj)
)
+ e−
i
h
ω+ 1
2h
(ǫσc+ǫ
σ
o )Oσ1 (k),
N σ1,1(k, ω) := h
(
1− e− ihω+ 12h (ǫσc+ǫσo )
)
+
ǫσc − ǫσo
2
e−
i
h
ω+ 1
2h
(ǫσc+ǫ
σ
o ) + e−
i
h
ω+ 1
2h
(ǫσc+ǫ
σ
o )Oσ2 (k),
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N σ1,2(k, ω) := t(1 + eik1)e−
i
h
ω+ 1
2h
(ǫσc+ǫ
σ
o )(1 +Oσ3 (k)), N σ1,3(k, ω) := N σ1,2((k2, k1), ω),
N σ2,1(k, ω) := N σ1,2(−k, ω),
N σ2,2(k, ω) := 2t2(1 + cos k1)
(1
2
e−
i
h
ω+ 1
2h
(ǫσc+ǫ
σ
o ) +
1
2
e−
2i
h
ω+ 1
2h
(ǫσc+3ǫ
σ
o )
+
(
e−
i
h
ω+ 1
2h
(ǫσc+ǫ
σ
o ) + e−
2i
h
ω+ 1
2h
(ǫσc+3ǫ
σ
o )
)
Oσ4 (k)
+
(
e−
i
h
ω+ 1
2h
(ǫσc+ǫ
σ
o ) − e− 2ih ω+ 12h (ǫσc+3ǫσo )
)
Oσ5 (k)
)
,
N σ2,3(k, ω) := t2(1 + e−ik1)(1 + eik2)
(1
2
e−
i
h
ω+ 1
2h
(ǫσc+ǫ
σ
o ) +
1
2
e−
2i
h
ω+ 1
2h
(ǫσc+3ǫ
σ
o )
+
(
e−
i
h
ω+ 1
2h
(ǫσc+ǫ
σ
o ) + e−
2i
h
ω+ 1
2h
(ǫσc+3ǫ
σ
o )
)
Oσ4 (k)
+
(
e−
i
h
ω+ 1
2h
(ǫσc+ǫ
σ
o ) − e− 2ih ω+ 12h (ǫσc+3ǫσo )
)
Oσ5 (k)
)
,
N σ3,1(k, ω) := N σ1,2(−(k2, k1), ω), N σ3,2(k, ω) := N σ2,3(−k, ω),
N σ3,3(k, ω) := N σ2,2((k2, k1), ω). (2.2)
The functions Oσj (·) : C2 → C (j ∈ {1, · · · , 5}, σ ∈ {↑, ↓}) are entirely analytic and
satisfy that Oσj (k+ 2πme1 + 2πne2) = O
σ
j (k) (∀k ∈ C2, m, n ∈ Z). Moreover, for any
compact set K ⊂ C2,
sup
k∈K,j∈{1,··· ,5},σ∈{↑,↓}
|Oσj (k)| ≤
CK,Emax
h
, (2.3)
where CK,Emax is a positive constant depending only on K and Emax. Though these
information about Oσj are sufficient for our analysis to proceed, the functions O
σ
j are
made explicit in (A.7) in Appendix A.
Remark 2.1. The functions Dσ(k, ω), N σρ,η(k, ω) (ρ, η ∈ {1, 2, 3}, σ ∈ {↑, ↓}) are
analytic with respect to k. This property is one essential requirement of our method
to prove exponential decay of the correlation functions. As shown in Appendix A, in
the preliminary form before being expanded over Mh the covariance C(X, Y ) contains
a square root of (ǫσc − ǫσo )2/t2 + 8
∑2
j=1(1 + cos kj), which is not analytic. In order to
make the analyticity with k apparent, we choose to transform the covariance into the
sum over Γ∗ ×Mh.
Remark 2.2. The dispersion relation for the free particle hopping to the nearest
neighbor sites on the CuO lattice is given by (A.1) in Appendix A. As discussed in
Remark 1.6, taking ǫσc , ǫ
σ
o to be−Uc/2, −Uo/2 respectively makes the system half-filled.
If we shift the on-site quadratic term to the interacting part of the Hamiltonian, one of
the dispersion relation denoted by Aσ1 (t,k) in (A.1) is changed into 0. The formulation
including the quadratic term in the interacting part is parallel to the formulation of the
half-filled honeycomb lattice model in [8], though in [8] the quadratic term is eventually
erased by the non-corresponding property of the covariance at equal space-time. One
remarkable fact is that the zero set of the free particle dispersion relation in the half-
filled formulation of the CuO Hubbard model is, thus, the whole momentum space,
while that is the contour of a square in the half-filled Hubbard model on the square
lattice (see, e.g, [14]) and that consists of 2 distinct points in the half-filled Hubbard
model on the honeycomb lattice (see [8]). This suggests that trying to improve the
temperature dependency of the convergence theory in the half-filled CuO Hubbard
model would require a qualitatively different method from the infrared integration
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regimes for the half-filled 2D Hubbard model developed so far, in which the degeneracy
of the zero set of the dispersion relation is crucial.
2.3 The Grassmann integral formulation
In order to relate the correlation function to the Grassmann Gaussian integral, we in-
troduce parameters λ1, λ−1 ∈ C and define U(λ1,λ−1)(·, ·, ·, ·) : ({1, 2, 3}×Γ×{↑, ↓})4 →
C by
U(λ1,λ−1)(ρ1x1σ1, ρ2x2σ2, η1y1τ1, η2y2τ2)
:=
1
4
(1(σ1,σ2)=(↑,↓) − 1(σ1,σ2)=(↓,↑))(1(τ1,τ2)=(↓,↑) − 1(τ1,τ2)=(↑,↓))1x1=x2=y1=y2
· (Uc1ρ1=ρ2=η1=η2=1 + Uo1ρ1=ρ2=η1=η2=2 or 3)
+
1
4
λ1(1(ρ1x1σ1,ρ2x2σ2)=(Xˆ1,Xˆ2) − 1(ρ1x1σ1,ρ2x2σ2)=(Xˆ2,Xˆ1))
· (1(η1y1τ1,η2y2τ2)=(Yˆ2,Yˆ1) − 1(η1y1τ1,η2y2τ2)=(Yˆ1,Yˆ2))
+
1
4
λ−1(1(ρ1x1σ1,ρ2x2σ2)=(Yˆ1,Yˆ2) − 1(ρ1x1σ1,ρ2x2σ2)=(Yˆ2,Yˆ1))
· (1(η1y1τ1,η2y2τ2)=(Xˆ2,Xˆ1) − 1(η1y1τ1,η2y2τ2)=(Xˆ1,Xˆ2)). (2.4)
For another application in Section 4 we purposely defined U(λ1,λ−1)(·, ·, ·, ·) to satisfy
U(λ1,λ−1)(X2, X1, Y1, Y2) = U(λ1,λ−1)(X1, X2, Y2, Y1) = −U(λ1,λ−1)(X1, X2, Y1, Y2). Define
the Grassmann polynomial V(λ1,λ−1)(ψ) ∈
∧V by
V(λ1,λ−1)(ψ) := −
1
h
∑
x∈[0,β)h
∑
X1,X2,Y1,Y2
∈{1,2,3}×Γ×{↑,↓}
U(λ1,λ−1)(X1, X2, Y1, Y2)ψX1xψX2xψY1xψY2x.
The Grassmann integral formulation of the correlation function is summarized as
follows.
Lemma 2.3. (i) For any U > 0 there exists NU ∈ N such that Re
∫
eV(λ,λ)(ψ)dµC(ψ)
> 0 for any h ∈ 2N/β with h ≥ 2NU/β, λ, Uc, Uo ∈ R with |λ|, |Uc|, |Uo| ≤ U .
(ii)
〈ψ∗
Xˆ1
ψ∗
Xˆ2
ψYˆ2ψYˆ1 + h.c〉L = −
1
β
lim
h→∞
h∈2N/β
∂
∂λ
log
(∫
eV(λ,λ)(ψ)dµC(ψ)
)∣∣∣
λ=0
,
where for z ∈ C with Re z > 0, log z := log |z|+ iArg z, Arg z ∈ (−π/2, π/2).
Lemma 2.3 can be proved in a way similar to [11, Section 3]. For the readers’ conve-
nience we outline the proof in Appendix B.
The analysis in the following sections treats the perturbed covariance containing
complex momentum variables inside. For p ∈ C2,
C(ρxσx, ηyτy)(p) := δσ,τ
βL2
∑
(k,ω)∈Γ∗×Mh
e−i〈x−y,k〉ei(x−y)ωBσρ,η(k+ sˆ(σ)p, ω),
C(p) := (C(X, Y )(p))X,Y ∈IL,h. By admitting a few facts proved in Section 3, we can
show the next lemma. The equality in Lemma 2.4 (iii) will be estimated in Section 4
as the main objective.
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Lemma 2.4. For any L ∈ N, R ∈ (Ft,β(8/π2),∞), ε ∈ (8/π2, 1) and sufficiently large
h ∈ 2N/β there exists Usmall > 0 such that the following statements hold true.
(i) Re
∫
eV(λ1,λ−1)(ψ)dµC(wep)(ψ) > 0 for any p ∈ {1, 2} and all (λ1, λ−1, Uc, Uo, w) ∈
C5 with |λ1|, |λ−1|, |Uc|, |Uo| ≤ Usmall, |Rew| ≤ R, | Imw| ≤ Ft,β(ε).
(ii) For any p ∈ {1, 2} the function
(λ1, λ−1, Uc, Uo, w) 7→ log
(∫
eV(λ1,λ−1)(ψ)dµC(wep)(ψ)
)
is analytic in{
(λ1, λ−1, Uc, Uo, w) ∈ C5
∣∣∣ |λ1|, |λ−1|, |Uc|, |Uo| < Usmall,|Rew| < R, | Imw| < Ft,β(ε)
}
.
(iii) For any n ∈ N with 2πn/L+ Ft,β(8/π2) < R, Uc, Uo ∈ C with |Uc|, |Uo| < Usmall
and p ∈ {1, 2},(
L
2π
(
ei
2π
L
〈
∑2
j=1(sˆ(σˆj )xˆj−sˆ(τˆj)yˆj),ep〉 − 1
))n ∂
∂λ
log
(∫
eV(λ,λ)(ψ)dµC(ψ)
) ∣∣∣
λ=0
=
∑
a∈{1,−1}
n∏
j=1
(
L
2π
∫ 2πa/L
0
dθa,j
1
2πi
∮
|wa,j−θa,j |=Ft,β(8/π2)/n
dwa,j
1
(wa,j − θa,j)2
)
· ∂
∂λa
log
(∫
eV(λ1,λ−1)(ψ)dµC(
∑n
j=1 wa,jep)
(ψ)
) ∣∣∣
λ1=λ−1=0
,
where
∮
|wa,j−θa,j |=Ft,β(8/π2)/n
dwa,j represents the contour integral along the contour
{wa,j ∈ C | |wa,j − θa,j | = Ft,β(8/π2)/n} oriented counter clock-wise.
Proof. (i): It follows from Lemma 3.3 (i), Lemma 3.4 (i) and (3.5) that the function
w 7→ C(X, Y )(wep) is analytic in {w ∈ C | | Imw| < Ft,β(ε′)} for any ε′ ∈ (0, 1),
sufficiently large h ∈ 2N/β and X, Y ∈ IL,h. Thus, for any fixed large h ∈ 2N/β,
|C(X, Y )(wep)| is uniformly bounded with respect to X, Y ∈ IL,h and w ∈ C with
|Rew| ≤ R, | Imw| ≤ Ft,β(ε). Note that by definition
∫
eV(λ1,λ−1)(ψ)dµC(wep)(ψ) is a
polynomial of λ1, λ−1, Uc, Uo, whose constant term is 1 and higher order terms have
finite sums and products of C(X, Y )(wep) (X, Y ∈ IL,h) in their coefficients. Thus, the
uniform boundedness of C(X, Y )(wep) ensures that
lim
Uց0
sup
(λ1,λ−1,Uc,Uo,w)∈C
5
|λ1|,|λ−1|,|Uc|,|Uo|≤U,|Rew|≤R,| Imw|≤Ft,β (ε)
∣∣∣∣
∫
eV(λ1,λ−1)(ψ)dµC(wep)(ψ) − 1
∣∣∣∣ = 0,
which implies the claim (i).
(ii): The claim (i) and the analyticity of C(X, Y )(wep) with respect to w verify the
statement.
(iii): Set
S1(C) := −1
h
∑
x∈[0,β)h
∫
ψXˆ1xψXˆ2xψYˆ2xψYˆ1xe
V(0,0)(ψ)dµC(ψ)
/∫
eV(0,0)(ψ)dµC(ψ),
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S−1(C) := −1
h
∑
x∈[0,β)h
∫
ψYˆ1xψYˆ2xψXˆ2xψXˆ1xe
V(0,0)(ψ)dµC(ψ)
/∫
eV(0,0)(ψ)dµC(ψ).
Note the equality that
eai
2π
L
〈
∑n
j=1(sˆ(σj)xj−sˆ(τj )yj),ep〉 det (C(ρjxjσjxj , ηkykτkyk))1≤j,k≤n
= det
(
C(ρjxjσjxj , ηkykτkyk)
(
a
2π
L
ep
))
1≤j,k≤n
(∀a ∈ {1,−1})
and the fact that V(0,0)(ψ) is invariant under the scaling ψρxσx → eiasˆ(σ)
2π
L
〈x,ep〉ψρxσx,
ψρxσx → e−iasˆ(σ) 2πL 〈x,ep〉ψρxσx (a ∈ {1,−1}, (ρ,x, σ, x) ∈ IL,h). Then, by remarking the
definition of the Grassmann Gaussian integral and the claim (ii) we can justify the
following transformations.
ei
2π
L
〈
∑2
j=1(sˆ(σˆj)xˆj−sˆ(τˆj )yˆj),ep〉
∂
∂λ
log
(∫
eV(λ,λ)(ψ)dµC(ψ)
) ∣∣∣
λ=0
=
∑
a∈{1,−1}
ei
2π
L
〈
∑2
j=1(sˆ(σˆj)xˆj−sˆ(τˆj )yˆj),ep〉Sa(C) =
∑
a∈{1,−1}
Sa
(
C
(
a
2π
L
ep
))
.
L
2π
(
ei
2π
L
〈
∑2
j=1(sˆ(σˆj )xˆj−sˆ(τˆj)yˆj),ep〉 − 1
) ∂
∂λ
log
(∫
eV(λ,λ)(ψ)dµC(ψ)
) ∣∣∣
λ=0
=
∑
a∈{1,−1}
L
2π
(
Sa
(
C
(
a
2π
L
ep
))
− Sa(C(0))
)
=
∑
a∈{1,−1}
L
2π
∫ 2πa/L
0
dθa
d
dθa
Sa (C (θaep))
=
∑
a∈{1,−1}
L
2π
∫ 2πa/L
0
dθa
1
2πi
∮
|wa−θa|=Ft,β(8/π2)/n
dwa
1
(wa − θa)2Sa(C(waep)).
Repeating this procedure n times results in the equality claimed in (iii).
3 Preliminaries
In this section we show some lemmas concerning the cut-off function and the sliced
covariance, which are the necessary tools for the forthcoming multi-scale analysis. To
begin with, let us fix a function φ ∈ C∞0 (R) with the following properties. (i) φ(x) = 1
if |x| ≤ 1. (ii) φ(x) = 0 if |x| ≥ 2. (iii) φ(x) ∈ (0, 1) if 1 < |x| < 2 and is strictly
increasing in (−2,−1), strictly decreasing in (1, 2). See, e.g, [6, Problem II.6] for a
concrete construction of such a function. From now let the notation ‘c’ stand for a
generic positive constant which depends only on φ and is independent of any other
parameters.
3.1 The cut-off function
With a parameter M ∈ R>2 define the function χ ∈ C∞0 (R) by χ(x) := φ((x −
M)/(M2−M)+1). We can see that χ(x) = 1 (∀x ∈ [0,M ]), χ(x) = 0 (∀x ∈ [M2,∞)),
χ(x) ∈ (0, 1) (∀x ∈ (M,M2)), χ(·) is strictly decreasing in (M,M2) and∣∣∣∣
(
d
dx
)m
χ(x)
∣∣∣∣ ≤ cM−2m (∀x ∈ [0,∞), ∀m ∈ {0, · · · , 4}). (3.1)
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In the next subsection χ will be differentiated at most 4 times. Thus, it suffices to
prepare the bound (3.1) only up to m = 4.
Set Nh := ⌊log(2h)/ log(M)⌋ for h ∈ 2N/β, Nβ := max{⌊log(1/β)/ log(M)⌋+1, 1}.
For large h ∈ 2N/β satisfying Nh ≥ Nβ + 1 we have that
1
β
< MNβ ≤ max
{
1,
1
β
}
M, (3.2)
M l ≤ 2h (∀l ∈ {Nβ, Nβ + 1, · · · , Nh}). (3.3)
Define the functions χl(·) : R→ R (l ∈ {Nβ, Nβ + 1, · · · , Nh}) by
χNβ(ω) := χ(M
−Nβh|1− eiω/h|),
χl(ω) := χ(M
−lh|1− eiω/h|)− χ(M−(l−1)h|1− eiω/h|) (∀l ∈ {Nβ + 1, · · · , Nh}).
Since h|1 − eiω/h| ≤ 2h ≤ MNh+1, χ(M−Nhh|1 − eiω/h|) = 1 (∀ω ∈ R). This implies
that
Nh∑
l=Nβ
χl(ω) = 1 (∀ω ∈ R). (3.4)
The support property of these functions is described as follows. For any ω ∈ R,
χNβ(ω) =


1 if h|1− eiω/h| ≤MNβ+1,
∈ (0, 1) if MNβ+1 < h|1− eiω/h| < MNβ+2,
0 if h|1− eiω/h| ≥MNβ+2,
χl(ω) =


0 if h|1− eiω/h| ≤M l,
∈ (0, 1] if M l < h|1− eiω/h| < M l+2,
0 if h|1− eiω/h| ≥M l+2,
(∀l ∈ {Nβ + 1, · · · , Nh}).
The role of χl(·) is a cut-off in the Matsubara frequency. The support of χl(·) can be
estimated as follows.
Lemma 3.1. For any l ∈ {Nβ, Nβ + 1, · · · , Nh}, 1β
∑
ω∈Mh
1χl(ω)6=0 ≤ cM l+2.
3.2 Properties of the sliced covariances
By using the cut-off function χl we define the covariance Cl of l-th scale (l ∈ {Nβ, Nβ+
1, · · · , Nh}) by
Cl(ρxσx, ηyτy)(p) := δσ,τ
βL2
∑
(k,ω)∈Γ∗×Mh
e−i〈x−y,k〉ei(x−y)ωχl(ω)Bσρ,η(k+ sˆ(σ)p, ω)
for (ρ,x, σ, x), (η,y, τ, y) ∈ IL,h, p ∈ C2. Let Cl(p) := (Cl(X, Y )(p))X,Y ∈IL,h. We will
specify a domain where Cl(·) is well-defined later in this subsection. On such a domain
the equality (3.4) implies that
C(p) =
Nh∑
l=Nβ
Cl(p). (3.5)
In this subsection we study various properties of Cl. For this purpose set
E(t,k) := 2t2
2∑
j=1
(1 + cos kj) : C
2 → C, (3.6)
and let us estimate E(t,k), first of all.
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Lemma 3.2. For any k ∈ R2, j, p, q ∈ {1, 2}, m ∈ N ∪ {0} and w, z ∈ C with
| Imw|, | Im z| ≤ r,∣∣∣∣
(
∂
∂kj
)m
E(t,k+ wep + zeq)
∣∣∣∣ ≤ 8t2 + 8t2 sinh(2r), (3.7)
| ImE(t,k+ wep + zeq)| ≤ 4t2 sinh(2r), (3.8)
ReE(t,k+ wep + zeq) ≥ −4t2 sinh(2r). (3.9)
Proof. Note that
E(t,k+ wep + zeq)
= 4t2 + 2t2
2∑
j=1
cos(kj + Rewδp,j + Re zδq,j) cosh(Imwδp,j + Im zδq,j)
− i2t2
2∑
j=1
sin(kj + Rewδp,j + Re zδq,j) sinh(Imwδp,j + Im zδq,j),
which leads to |E(t,k + wep + zeq)| ≤ 8t2 + 8t2 sinh(2r). The upper bounds on
|(∂/∂kj)mE(ω,k + wep + zeq)|, | ImE(t,k + wep + zeq)| can be obtained similarly.
Moreover, ReE(t,k + wep + zeq) ≥ 4t2 − 4t2 cosh(2r) ≥ −4t2 sinh(2r).
The following lemma summarizes properties of CNβ . The β-dependency of Theorem
1.1 in low temperatures mainly stems from these upper bounds on CNβ . From now we
assume that
M ≥ 78E2max. (3.10)
Lemma 3.3. For any ε ∈ (0, 1) there exists Nε ∈ N such that for any h ∈ 2N/β with
h ≥ 2Nε/β the following statements hold true.
(i) The function (w, z) 7→ CNβ(X, Y )(wep+zeq) is analytic in {(w, z) ∈ C2 | | Imw|,
| Im z| < Ft,β(ε)} for any X, Y ∈ IL,h, p, q ∈ {1, 2}.
(ii)
1
h
∑
(x,x)∈Γ×[−β,β)h
|CNβ(ρxσx, η0σ0)(wep)| ≤
c
(1− ε)ε2M
9−Nβ max{1, β}8
for any ρ, η ∈ {1, 2, 3}, σ ∈ {↑, ↓}, p ∈ {1, 2} and w ∈ C with | Imw| < Ft,β(ε).
(iii)
| det(〈uj ,vk〉CmCNβ(Xj, Yk)(wep))1≤j,k≤n| ≤
(
c
1− εM
6max{1, β}3
)n
for any m,n ∈ N, uj ,vj ∈ Cm with ‖uj‖Cm, ‖vj‖Cm ≤ 1, Xj, Yj ∈ IL,h (j =
1, · · · , n), p ∈ {1, 2} and w ∈ C with | Imw| < Ft,β(ε).
Proof. First note that χNβ(ω) 6= 0 implies 2|ω|/π ≤ MNβ+2, since 2|θ|/π ≤ |1 − eiθ|
(∀θ ∈ [−π, π]). This inequality coupled with (3.2) proves that if χNβ(ω) 6= 0,
|ω| ≤ cmax
{
1,
1
β
}
M3. (3.11)
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(i): From the definition (2.2), (2.3) and (3.11) we observe that
Dσ(k+ wep + zeq, ω) =− ω2 + ǫσc ǫσo − ReE(t,k+ wep + zeq)
+ i(−ω(ǫσc + ǫσo )− ImE(t,k+ wep + zeq)) +O(h−1),
where O(h−1) represents terms of order h−1. Moreover, if | Imw|, | Im z| < r, by (3.8)
and (3.9),
|Dσ(k+ wep + zeq, ω)|
≥ max{ω2 − ǫσc ǫσo + ReE(t,k+ wep + zeq), |ω(ǫσc + ǫσo )| − | ImE(t,k+ wep + zeq)|}
+O(h−1)
≥ max
{
π2
β2
− 1
2
(ǫσc + ǫ
σ
o )
2 − 4t2 sinh(2r), π
β
|ǫσc + ǫσo | − 4t2 sinh(2r)
}
+O(h−1)
≥ 1|ǫσc+ǫσo |≤πβ
(
π2
2β2
− 4t2 sinh(2r)
)
+ 1|ǫσc+ǫσo |>πβ
(
π2
β2
− 4t2 sinh(2r)
)
+O(h−1)
≥ π
2
2β2
− 4t2 sinh(2r) +O(h−1).
If r = Ft,β(ε) and h is large enough,
|Dσ(k+ wep + zeq, ω)| ≥ (1− ε)π
2
4β2
> 0. (3.12)
Therefore, the denominator of χNβ(ω)Bσρ,η(k + wep + zeq, w) does not vanish for any
ρ, η ∈ {1, 2, 3}, which ensures the analyticity of CNβ (X, Y )(wep + zeq) in the claimed
domain.
(ii): Fix w, z ∈ C with | Imw|, | Im z| < Ft,β(ε) and p, q ∈ {1, 2}. We will use the
following bounds. For any (k1, k2) ∈ R2,
| sin(kj + wδj,p + zδj,q)|, | cos(kj + wδj,p + zδj,q)|,
| sin(k1 + wδ1,p + zδ1,q − k2 − wδ2,p − zδ2,q)|,
| cos(k1 + wδ1,p + zδ1,q − k2 − wδ2,p − zδ2,q)| ≤ c
(
1 +
1
max{β, β2}
)
(3.13)
(∀j ∈ {1, 2}). By keeping (2.3), (3.10), (3.11) and (3.13) in mind, one can deduce the
following. For any ω ∈Mh with χNβ(ω) 6= 0 and large enough h ∈ 2N/β,
|N σ1,1(k+ wep + zeq, ω)| ≤ cM3max
{
1,
1
β
}
,
|N σρ,η(k+ wep + zeq, ω)| ≤ cM
(
1 +
1
max{β, β2}
)
(∀(ρ, η) ∈ {1, 2, 3}2\{(1, 1)}),
|h(1− eiw/h+ǫσo/h)| ≥ |ω|+O(h−1) ≥ c
β
.
It follows from these inequalities and (3.12) that
|Bσρ,η(k+ wep + zeq, ω)|
≤


c
1−ε
M3βmax{1, β} if (ρ, η) = (1, 1),
c
1−εMβmax{1, β} if (ρ, η) ∈ {(1, 2), (1, 3), (2, 1), (3, 1)},
cβ + c
1−ε
Mβ2max{1, β} if (ρ, η) ∈ {(2, 2), (2, 3), (3, 2), (3, 3)},
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which results in
|Bσρ,η(k+ wep + zeq, ω)| ≤
c
1− εM
3βmax{1, β}2 (∀ρ, η ∈ {1, 2, 3}). (3.14)
Then, by using Lemma 3.1 and (3.2) we have for any X, Y ∈ IL,h that
|CNβ(X, Y )(wep + zeq)| ≤
c
1− εM
Nβ+5βmax{1, β}2 ≤ c
1− εM
6max{1, β}3. (3.15)
The rest of the proof of (ii) proceeds in the same way as in [11, Subsection 5.2]. By
noting the domain of analyticity proved in (i) and the periodicity of Bσρ,η(k, ω) with
respect to k one can derive the following equality. For n ∈ N,(
L
2π
(
ei
2π
L
〈x−y,eq〉 − 1
))n
CNβ(ρxσx, ηyτy)(wep)
=
n∏
j=1
(
L
2π
∫ 2π/L
0
dθj
1
2πi
∮
|zj−θj |=Ft,β(ε/2)/n
dzj
1
(zj − θj)2
)
· CNβ(ρxσx, ηyτy)
(
wep + sˆ(σ)
n∑
j=1
zjeq
)
. (3.16)
By taking the absolute value of both sides of (3.16) and using the inequality nn ≤ n!en
and (3.15) we obtain∣∣∣∣ L2π
(
ei
2π
L
〈x−y,eq〉 − 1
)∣∣∣∣
n
|CNβ(ρxσx, ηyτy)(wep)| ≤
c
1− εM
6max{1, β}3 n!e
n
Ft,β(ε/2)n
for any n ∈ N ∪ {0}, which leads to
|CNβ(ρxσx, ηyτy)(wep)|
≤ c
1− εM
6max{1, β}3
(
επ2
16max{1, t2}max{β, β2} + 1
)− 1
8e
∑2
q=1
∣
∣
∣
∣
ei2π〈x−y,eq〉/L−1
2π/L
∣
∣
∣
∣
.
Then, by using the inequality that |(ei2πm/L − 1)/(2π/L)| ≥ 2|m|/π (∀m ∈ Z with
|m| ≤ L/2) and (3.2) we can deduce that
1
h
∑
(x,x)∈Γ×[−β,β)h
|CNβ(ρxσx, η0τ0)(wep)|
≤ c
1− εM
6βmax{1, β}3


(
επ2
16max{1,t2}max{β,β2}
+ 1
)1/(4πe)
+ 1(
επ2
16max{1,t2}max{β,β2}
+ 1
)1/(4πe)
− 1


2
≤ c
1− εM
6βmax{1, β}3
(
1 +
max{1, t2}max{β, β2}
ε
)2
≤ c
(1− ε)ε2M
8βmax{1, β}7 ≤ c
(1− ε)ε2M
9−Nβ max{1, β}8.
(iii): Define the complex Hilbert space H by H := Cm⊗L2({1, 2, 3}×Γ∗×{↑, ↓}×
Mh) with the inner product
〈u⊗ f,v ⊗ g〉H := 〈u,v〉Cm
1
βL2
∑
(ρ,k,σ,ω)
∈{1,2,3}×Γ∗×{↑,↓}×Mh
f(ρ,k, σ, ω)g(ρ,k, σ, ω).
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Moreover, define the vectors fl,X , gl,X ∈ L2({1, 2, 3} × Γ∗ × {↑, ↓} ×Mh) (X ∈ IL,h,
l ∈ {Nβ , · · · , Nh}) by
fl,ρxσx(η,k, τ, ω) := δσ,τe
−i〈x,k〉eixωχl(ω)
1/2Bσρ,η(k+ sˆ(σ)wep, ω), (3.17)
gl,ρxσx(η,k, τ, ω) := δρ,ηδσ,τe
−i〈x,k〉eixωχl(ω)
1/2. (3.18)
The vectors fl,X , gl,X for l ≥ Nβ + 1 will be used in the proof of the next lemma. We
see that 〈u,v〉
Cm
CNβ(X, Y )(wep) = 〈u⊗ fNβ ,X ,v⊗ gNβ ,Y 〉H. By Lemma 3.1, (3.2) and
(3.14),
‖u⊗ fNβ ,X‖H ≤ (M3max{1, β−1})1/2
c
1− εM
3βmax{1, β}2,
‖v ⊗ gNβ ,X‖H ≤ c(M3max{1, β−1})1/2,
if ‖u‖Cm , ‖v‖Cm ≤ 1. Therefore, Gram’s inequality guarantees that if ‖uj‖Cm, ‖vj‖Cm
≤ 1 (∀j ∈ {1, · · · , n}),
| det(〈uj ,vk〉CmCNβ(Xj, Yk)(wep))1≤j,k≤n| ≤
n∏
j=1
‖uj ⊗ fNβ ,Xj‖H‖vj ⊗ gNβ ,Yj‖H
≤
(
c
1− εM
6max{1, β}3
)n
.
The following lemma gives upper bounds on Cl (l ∈ {Nβ + 1, · · · , Nh}), which are
essentially independent of β in low temperatures.
Lemma 3.4. For any ε ∈ (0, 1) there exists Nε ∈ N such that for any h ∈ 2N/β with
h ≥ 2Nε/β and l ∈ {Nβ + 1, · · · , Nh} the following statements hold true.
(i) The function w 7→ Cl(X, Y )(wep) is analytic in {w ∈ C | | Imw| < Ft,β(ε)} for
any X, Y ∈ IL,h, p ∈ {1, 2}.
(ii)
1
h
∑
(x,x)∈Γ×[−β,β)h
|Cl(ρxσx, η0σ0)(wep)| ≤ cM8−l
for any ρ, η ∈ {1, 2, 3}, σ ∈ {↑, ↓}, p ∈ {1, 2} and w ∈ C with | Imw| < Ft,β(ε).
(iii)
| det(〈uj ,vk〉CmCl(Xj , Yk)(wep))1≤j,k≤n| ≤ (cM4)n
for any m,n ∈ N, uj ,vj ∈ Cm with ‖uj‖Cm, ‖vj‖Cm ≤ 1, Xj, Yj ∈ IL,h (j =
1, · · · , n), p ∈ {1, 2} and w ∈ C with | Imw| < Ft,β(ε).
(iv)
|Cl(ρxˆσx, ηyˆτy)(wep)| ≤ cM3+Nβ−l
for any xˆ, yˆ ∈ Z2 with 1 ≤ ‖xˆ − yˆ‖R2 ≤ L/2, (ρ, σ, x), (η, τ, y) ∈ {1, 2, 3} ×
{↑, ↓} × [0, β)h, p ∈ {1, 2} and w ∈ C with | Imw| < Ft,β(ε).
(v)
|Cl(ρ0σ0, η0τ0)(wep)| ≤ cM3(M l−Nh +MNβ−l)
for any (ρ, σ), (η, τ) ∈ {1, 2, 3} × {↑, ↓}, p ∈ {1, 2} and w ∈ C with | Imw| <
Ft,β(ε).
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Proof. (i): For any ω ∈ R with χl(ω) 6= 0 and sufficiently large h,
1
2
M l −Emax ≤ |h(1− eiω/h+(ǫσc+ǫσo )/(2h))| ≤ 2M l+2 + Emax. (3.19)
The condition (3.10) implies that 10 + 1
2
Emax + 9E
2
max ≤ 392 E2max ≤ 14M , or
9E2max + 10M
l−1 ≤ 1
2
(
1
2
M l −Emax
)
≤ 1
2
(
1
2
M l −Emax
)2
. (3.20)
Note that by (3.2) and (3.7),∣∣∣∣
(
∂
∂kj
)m(
(ǫσc − ǫσo )2
4
+ E(t,k+ wep)
)∣∣∣∣ ≤ 9E2max + π2max{β, β2} ≤ 9E2max + π2M l−1
(3.21)
for any m ∈ {0, · · · , 4}. Then, by using (3.19), (3.20) and (3.21) we have for any
k ∈ R2 that
|Dσ(k+ wep, ω)| ≥
(
1
2
M l −Emax
)2
− eEmax/h(9E2max + π2M l−1) +O(h−1)
≥
(
1
2
M l − Emax
)2
− 9E2max − 10M l−1 ≥
1
2
(
1
2
M l −Emax
)2
≥ 1
16
M2l. (3.22)
Thus, the denominator of χl(ω)Bσρ,η(k + wep, ω) is non-zero for any ρ, η ∈ {1, 2, 3},
which proves the claim (i).
(ii),(iv): Take ω ∈ R with χl(ω) 6= 0, p ∈ {1, 2}, k ∈ R2, σ ∈ {↑, ↓} and w ∈ C with
| Imw| < Ft,β(ε). Estimating |χl(ω)(∂/∂kj)mBσρ,η(k+wep, ω)|, |(∂/∂ω)m(χl(ω)Bσρ,η(k+
wep, ω))| (m = 0, · · · , 4) provides sufficient information to bound the sum of Cl(wep)
over Γ× [0, β)h. By using the inequalities (3.2), (3.3) and (3.19) we obtain∣∣∣∣
(
∂
∂ω
)m
Dσ(k+ wep, ω)
∣∣∣∣ ≤ cM4+(2−m)l (∀m ∈ {0, · · · , 4}),∣∣∣∣
(
∂
∂kj
)n
Dσ(k+ wep, ω)
∣∣∣∣ ≤ cMNβ (∀n ∈ {1, · · · , 4}, j ∈ {1, 2}),
which, combined with (3.22), yields∣∣∣∣
(
∂
∂ω
)m
1
Dσ(k+ wep, ω)
∣∣∣∣ ≤ cM4m−(2+m)l (∀m ∈ {0, · · · , 4}),∣∣∣∣
(
∂
∂kj
)n
1
Dσ(k + wep, ω)
∣∣∣∣ ≤ cMNβ−4l (∀n ∈ {1, · · · , 4}, j ∈ {1, 2}).
(3.23)
One can similarly derive the following inequalities. For any m ∈ {0, · · · , 4}, n ∈
{1, · · · , 4}, j ∈ {1, 2} and (ρ, η) ∈ {1, 2, 3}2\{(1, 1)},∣∣∣∣
(
∂
∂ω
)m
N σ1,1(k+ wep, ω)
∣∣∣∣ ≤ cM2+(1−m)l,
∣∣∣∣
(
∂
∂kj
)n
N σ1,1(k+ wep, ω)
∣∣∣∣ ≤ c,∣∣∣∣
(
∂
∂ω
)m
N σρ,η(k+ wep, ω)
∣∣∣∣ ≤ cMNβ+1−ml,
∣∣∣∣
(
∂
∂kj
)n
N σρ,η(k+ wep, ω)
∣∣∣∣ ≤ cMNβ+1.
(3.24)
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These imply that for any m ∈ {0, . . . , 4}, n ∈ {1, · · · , 4}, j ∈ {1, 2}, ρ, η ∈ {1, 2, 3},∣∣∣∣
(
∂
∂ω
)m
N σρ,η(k+ wep, ω)
∣∣∣∣ ≤ cM2+(1−m)l,
∣∣∣∣
(
∂
∂kj
)n
N σρ,η(k+ wep, ω)
∣∣∣∣ ≤ cMNβ+1.
(3.25)
As in (3.19), |h(1− eiω/h+ǫσo/h)| ≥ 1
2
M l −Emax ≥ cM l. Thus,∣∣∣∣
(
∂
∂ω
)m
1
h(1− eiω/h+ǫσo/h)
∣∣∣∣ ≤ cM−(m+1)l (∀m ∈ {0, · · · , 4}). (3.26)
One can also check that∣∣∣∣
(
∂
∂ω
)m
χl(ω)
∣∣∣∣ ≤ cMm(1−l) (∀m ∈ {0, · · · , 4}). (3.27)
Then by using (3.23), (3.25), (3.26), (3.27) and Leibniz’ formula, we have for any
ρ, η ∈ {1, 2, 3}, j ∈ {1, 2} that
1χl(ω)6=0
∣∣Bσρ,η(k+ wep, ω)∣∣ ≤ cM2−l, (3.28)∣∣∣∣∣
(
∂
∂ω
)4
(χl(ω)Bσρ,η(k + wep, ω))
∣∣∣∣∣ ≤ cM18−5l, (3.29)∣∣∣∣∣χl(ω)
(
∂
∂kj
)4
Bσρ,η(k+ wep, ω)
∣∣∣∣∣ ≤ cM1+Nβ−2l. (3.30)
It follows from (3.28) and Lemma 3.1 that
|Cl(X, Y )(wep)| ≤ cM4 (∀X, Y ∈ IL,h). (3.31)
For a function f : C→ C, let dβf(ω) := β2π (f(ω+2π/β)−f(ω)). By remarking the
periodicity that χl(ω+2πhm)Bσρ,η(k+ sˆ(σ)wep, ω+2πhm) = χl(ω)Bσρ,η(k+ sˆ(σ)wep, ω)
(∀m ∈ Z), we observe that
(
β
2π
(
e−i
2π
β
(x−y) − 1
))4
Cl(ρxσx, ηyτy)(wep)
=
δσ,τ
βL2
∑
(k,ω)∈Γ∗×Mh
e−i〈x−y,k〉ei(x−y)ωd4β
(
χl(ω)Bσρ,η(k + sˆ(σ)wep, ω)
)
=
δσ,τ
βL2
∑
(k,ω)∈Γ∗×Mh
e−i〈x−y,k〉ei(x−y)ω
4∏
m=1
(
β
2π
∫ 2π/β
0
dvm
)
·
(
∂
∂ω
)4(
χl
(
ω +
4∑
m=1
vm
)
Bσρ,η
(
k+ sˆ(σ)wep, ω +
4∑
m=1
vm
))
.
Then, the bound (3.29) and Lemma 3.1 lead to
∣∣∣∣ β2π
(
e−i
2π
β
(x−y) − 1
)∣∣∣∣
4
|Cl(X, Y )(wep)| ≤ cM20−4l. (3.32)
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Similarly by using the periodicity that Bσρ,η(k + sˆ(σ)wep + 2πnej , ω) = Bσρ,η(k +
sˆ(σ)wep, ω) (∀n ∈ Z) we obtain(
L
2π
(
ei
2π
L
〈x−y,ej〉 − 1
))4
Cl(ρxσx, ηyτy)(wep)
=
δσ,τ
βL2
∑
(k,ω)∈Γ∗×Mh
e−i〈x−y,k〉ei(x−y)ω
·
4∏
n=1
(
L
2π
∫ 2π/L
0
dun
)
χl(ω)
(
∂
∂kj
)4
Bσρ,η
(
k+ sˆ(σ)wep +
4∑
n=1
unej , ω
)
,
which, combined with (3.30) and Lemma 3.1, yields∣∣∣∣ L2π
(
ei
2π
L
〈x−y,ej〉 − 1
)∣∣∣∣
4
|Cl(X, Y )(wep)| ≤ cM3+Nβ−l (∀j ∈ {1, 2}). (3.33)
The inequalities (3.31), (3.32) and (3.33) result in
|Cl(ρxσx, ηyτy)(wep)|
≤ cM
4
1 +M l−Nβ+1
∑2
j=1
∣∣ L
2π
(ei2π〈x−y,ej〉/L − 1)∣∣4 +M4l−16 ∣∣ β
2π
(ei2π(x−y)/β − 1)∣∣4 (3.34)
for all (ρ,x, σ, x), (η,y, τ, y) ∈ IL,h. The decay bound (3.34) implies the claim (ii) and
the claim (iv).
(iii): The proof of (iii) is parallel to that of Lemma 3.3 (iii). Recall (3.17) and
(3.18). By using Lemma 3.1 and (3.28) one can show that for any u, v ∈ Cm with
‖u‖Cm , ‖v‖Cm ≤ 1, ‖u⊗ fl,X‖H ≤ c(M l+2)1/2M2−l, ‖v ⊗ gl,X‖H ≤ c(M l+2)1/2. Thus,
we can apply Gram’s inequality to conclude that
|det(〈uj,vk〉CmCl(Xj, Yk)(wep))1≤j,k≤n|
≤
n∏
j=1
‖uj ⊗ fl,Xj‖H‖vj ⊗ gl,Xj‖H ≤ (cM l+2 ·M2−l)n ≤ (cM4)n.
(v): Take ω ∈Mh with χl(ω) 6= 0. Since
|Dσ(k+ wep, ω)− h2(1− e−iω/h+(ǫσc+ǫσo )/(2h))2| ≤ 9E2max + 10M l−1
by (3.21), the inequalities (3.19) and (3.20) justify that
1
Dσ(k+ wep, ω) =
1
h2 (1− e−iω/h+(ǫσc+ǫσo )/(2h))2 +
1
h3 (1− e−iω/h+(ǫσc+ǫσo )/(2h))3
·
∞∑
m=1
(
h2
(
1− e−iω/h+(ǫσc+ǫσo )/(2h))2 −Dσ(k+ wep, ω))m
(h (1− e−iω/h+(ǫσc+ǫσo )/(2h)))2m−1 ,
∞∑
m=1
∣∣∣∣∣∣
(
h2
(
1− e−iω/h+(ǫσc+ǫσo )/(2h))2 −Dσ(k + wep, ω))m
(h (1− e−iω/h+(ǫσc+ǫσo )/(2h)))2m−1
∣∣∣∣∣∣ ≤ 1.
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This particularly implies that∣∣∣∣∣∣
1
βL2
∑
(k,ω)∈Γ∗×Mh
χl(ω)Bσ1,1(k+ wep, ω)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
1
βL2
∑
(k,ω)∈Γ∗×Mh
χl(ω)h
(
1− e−iω/h+(ǫσc+ǫσo )/(2h))
Dσ(k+ wep, ω)
∣∣∣∣∣∣
+
1
βL2
∑
(k,ω)∈Γ∗×Mh
χl(ω)
∣∣N σ1,1(k+ wep, ω)− h (1− e−iω/h+(ǫσc+ǫσo )/(2h))∣∣
|Dσ(k+ wep, ω)|
≤
∣∣∣∣∣ 1β
∑
ω∈Mh
χl(ω)
h (1− e−iω/h+(ǫσc+ǫσo )/(2h))
∣∣∣∣∣ + cM3−l, (3.35)
where Lemma 3.1, (3.19) and (3.22) were also used. Note that
1
β
∑
ω∈Mh
χl(ω)
h (1− e−iω/h+(ǫσc+ǫσo )/(2h))
=
1
2βh
∑
ω∈Mh
χl(ω) +
1
2β
∑
ω∈Mh
χl(ω)
h
(
1− e(ǫσc+ǫσo )/h)
h2 (1− e−iω/h+(ǫσc+ǫσo )/(2h)) (1− eiω/h+(ǫσc+ǫσo )/(2h)) .
Then again by using Lemma 3.1, (3.3) and (3.19) we have∣∣∣∣∣ 1β
∑
ω∈Mh
χl(ω)
h (1− e−iω/h+(ǫσc+ǫσo )/(2h))
∣∣∣∣∣ ≤ cM l−Nh+2 + cM3−l. (3.36)
Substituting (3.36) into (3.35) gives∣∣∣∣∣∣
1
βL2
∑
(k,ω)∈Γ∗×Mh
χl(ω)Bσ1,1(k + wep, ω)
∣∣∣∣∣∣ ≤ cM l−Nh+2 + cM3−l. (3.37)
It follows from (3.24) that
1
βL2
∑
(k,ω)∈Γ∗×Mh
χl(ω)|N σρ,η(k+ wep, ω)|
|Dσ(k+ wep, ω)| ≤ cM
3+Nβ−l (∀(ρ, η) ∈ {1, 2, 3}2\{(1, 1)}).
(3.38)
The procedure to derive (3.36) similarly shows that∣∣∣∣∣ 1β
∑
ω∈Mh
χl(ω)
h (1− e−iω/h+ǫσo/h))
∣∣∣∣∣ ≤ cM l−Nh+2 + cM3−l. (3.39)
The bounds (3.38) and (3.39) yield that for any (ρ, η) ∈ {1, 2, 3}2\{(1, 1)},∣∣∣∣∣∣
1
βL2
∑
(k,ω)∈Γ∗×Mh
χl(ω)Bσρ,η(k+ wep, ω)
∣∣∣∣∣∣ ≤ cM l−Nh+2 + cM3+Nβ−l. (3.40)
By (3.37) and (3.40) we can confirm the inequality claimed in (v).
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4 Multi-scale integration
In this section we will find an h-,L-independent upper bound on(
L
2π
(
ei
2π
L
〈
∑2
j=1(sˆ(σˆj)xˆj−sˆ(τˆj)yˆj),ep〉 − 1
))n ∂
∂λ
log
(∫
eV(λ,λ)(ψ)dµC(ψ)
) ∣∣∣
λ=0
(4.1)
(n ∈ N ∪ {0}, p ∈ {1, 2}) by estimating the right-hand side of Lemma 2.4 (iii) by
means of a multi-scale integration over the Matsubara frequency Mh. By using the
upper bound on (4.1) we will complete the proof of Theorem 1.1 in the end of this
section.
4.1 Notations for the multi-scale expansion
Let us decide some notational rules to systematically handle Grassmann polynomials
during the multi-scale expansion, in addition to those already introduced in Subsection
2.1.
For Xm = (Xm1 , X
m
2 , · · · , Xmm ) ∈ ImL,h (m ∈ N) let (ψ)Xm := ψXm1 ψXm2 · · ·ψXmm ,
(ψ)Xm := ψXm1 ψXm2 · · ·ψXmm ∈
∧m V. Define the extended index set I˜L,h by I˜L,h :=
IL,h × {1,−1}. The index set I˜L,h is used in the following way. For (X, a) ∈ I˜L,h,
ψ(X,a) := ψX if a = 1, ψ(X,a) := ψX if a = −1. For X˜m = (X˜m1 , X˜m2 , · · · , X˜mm ) ∈ I˜mL,h
let (ψ)X˜m := ψX˜m1 ψX˜m2 · · ·ψX˜mm ∈
∧m V.
For Xm ∈ ImL,h, Xn = (Xn1 , Xn2 , · · · , Xnn ) ∈ InL,h with m ≤ n, we write Xm ⊂ Xn
if there exist j1, j2, · · · , jm ∈ {1, 2, · · · , n} such that j1 < j2 < · · · < jm and Xm =
(Xnj1 , X
n
j2, · · · , Xnjm). Moreover in this case we define Xn\Xm ∈ In−mL,h by Xn\Xm :=
(Xnk1 , X
n
k2
, · · · , Xnkn−m), where 1 ≤ k1 < k2 < · · · < kn−m ≤ n and kq /∈ {j1, j2, · · · , jm}
(∀q ∈ {1, 2, · · · , n−m}).
For X˜m ∈ I˜mL,h, X˜n ∈ I˜nL,h with m ≤ n the notations X˜m ⊂ X˜n and X˜n\X˜m
are defined in the same way as above. For Xm = (Xm1 , X
m
2 , · · · , Xmm ) ∈ ImL,h and
a ∈ {1,−1} let X˜(a)m := ((Xm1 , a), (Xm2 , a), · · · , (Xmm , a)) ∈ I˜mL,h.
For a function fm : I
m
L,h × ImL,h → C (m ∈ N) let
‖fm‖1 :=
(
1
h
)2m ∑
Xm,Ym∈ImL,h
|fm(Xm,Ym)|,
‖fm‖1,∞ := max
{
max
j∈{0,··· ,m−1},
X∈IL,h
{(
1
h
)2m−1 ∑
Xj∈IjL,h
∑
Xm−1−j∈Im−1−jL,h
∑
Ym∈ImL,h
|fm((Xj, X,Xm−1−j),Ym)|
}
,
max
j∈{0,··· ,m−1},
Y ∈IL,h
{(
1
h
)2m−1 ∑
Yj∈IjL,h
∑
Ym−1−j∈Im−1−jL,h
∑
Xm∈ImL,h
|fm(Xm, (Yj, Y,Ym−1−j))|
}}
.
We see that ‖ · ‖1, ‖ · ‖1,∞ are norms in the complex vector space of all functions
on ImL,h × ImL,h. For notational consistency we also set ‖f0‖1, ‖f0‖1,∞ := |f0| for any
complex number f0.
Let us call a function fm : I
m
L,h × ImL,h → C bi-anti-symmetric if
fm((Xν(1), Xν(2), · · · , Xν(m)), (Yξ(1), Yξ(2), · · · , Yξ(m)))
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= sgn(ν) sgn(ξ)fm((X1, X2, · · · , Xm), (Y1, Y2, · · · , Ym))
for any (X1, X2, · · · , Xm), (Y1, Y2, · · · , Ym) ∈ ImL,h and ν, ξ ∈ Sm. Recalling the num-
bering that IL,h = {Xo,j}NL,hj=1 , let
(IL,h)
m
o := {(Xo,j1, Xo,j2, · · · , Xo,jm) ∈ ImL,h | j1 < j2 < · · · < jm} (∀m ∈ N).
It holds for any bi-anti-symmetric function fm(·, ·) : ImL,h × ImL,h → C that
‖fm‖1 =
(
1
h
)2m
(m!)2
∑
Xm,Ym∈(IL,h)mo
|fm(Xm,Ym)|. (4.2)
Bi-anti-symmetric functions appear as kernels of Grassmann polynomials. Remark
that f(ψ) ∈⊕NL,hn=0 Pn∧V can be uniquely written as
f(ψ) =
NL,h∑
m=0
(
1
h
)2m ∑
Xm,Ym∈ImL,h
fm(X
m,Ym)(ψ)Xm(ψ)Ym
with bi-anti-symmetric kernels fm(·, ·) : ImL,h × ImL,h → C (m ∈ {0, · · · , NL,h}). More-
over, if (
1
h
)2m ∑
Xm,Ym∈ImL,h
fm(X
m,Ym)(ψ)Xm(ψ)Ym
=
(
1
h
)2m ∑
Xm,Ym∈ImL,h
gm(X
m,Ym)(ψ)Xm(ψ)Ym
and fm(·, ·) is bi-anti-symmetric, then the inequalities
‖fm‖1 ≤ ‖gm‖1 and ‖fm‖1,∞ ≤ ‖gm‖1,∞ (4.3)
hold.
Assume that fl,m(·, ·) : ImL,h × ImL,h → C is bi-anti-symmetric (∀l, m ∈ N ∪ {0}) and
liml→∞ fl,m(X
m,Ym) exists in C (∀m ∈ N ∪ {0},Xm,Ym ∈ ImL,h). Set
fl(ψ) :=
NL,h∑
m=0
(
1
h
)2m ∑
Xm,Ym∈ImL,h
fl,m(X
m,Ym)(ψ)Xm(ψ)Ym .
In this case we define liml→∞ fl(ψ) ∈
⊕NL,h
n=0 Pn
∧V by
lim
l→∞
fl(ψ) :=
NL,h∑
m=0
(
1
h
)2m ∑
Xm,Ym∈ImL,h
lim
l→∞
fl,m(X
m,Ym)(ψ)Xm(ψ)Ym.
We call fz(ψ) ∈
⊕NL,h
n=0 Pn
∧V analytic with respect to z in a domainO(⊂ C) if so is
every bi-anti-symmetric kernel of fz(ψ). Under this condition we define (d/dz)fz(ψ) ∈⊕NL,h
n=0 Pn
∧V by replacing each bi-anti-symmetric kernel of fz(ψ) by its derivative.
Moreover, the following Taylor expansion holds true. For any zˆ ∈ O,
fz(ψ) =
∞∑
n=0
1
n!
(
d
dz
)n
fz(ψ)
∣∣∣
z=zˆ
(z − zˆ)n
in a neighbor of zˆ.
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4.2 A multi-scale integration over the Matsubara frequency
Here let us describe the multi-scale integration process. From now until the proof of
Theorem 1.1 in Subsection 4.4 we fix arbitrary R ∈ (Ft,β(8/π2),∞), ε ∈ (9/π2, 1),
p ∈ {1, 2}, L ∈ N satisfying maxj,k∈{1,2} ‖xˆj − yˆk‖R2 ≤ L/2 and sufficiently large
h ∈ 2N/β. There exists Usmall > 0 such that all the statements of Lemma 2.4, Lemma
3.3 and Lemma 3.4 hold true for these fixed parameters. Set
Dsmall := {(z1, z2, z3, z4) ∈ C4 | |zj | ≤ Usmall (∀j ∈ {1, 2, 3, 4})},
DR := {z ∈ C | |Re z| ≤ R, | Im z| ≤ Ft,β(9/π2)}.
By taking Usmall smaller if necessary we may assume that
Re
∫
eV(λ1,λ−1)(ψ)dµ∑Nh
j=l Cj(wep)
(ψ) > 0 for all (λ1, λ−1, Uc, Uo) ∈ Dsmall, w ∈ DR and l ∈
{Nβ , · · · , Nh}. This property allows us to define G≥l(ψ) ∈
∧V (l ∈ {Nβ, · · · , Nh+1})
by
G≥l(ψ) := log
(∫
eV(λ1,λ−1)(ψ+ψ
0)dµ∑Nh
j=l Cj(wep)
(ψ0)
)
(l ∈ {Nβ, · · · , Nh}),
G≥Nh+1(ψ) := V(λ1,λ−1)(ψ)
for any (λ1, λ−1, Uc, Uo) ∈ Dsmall, w ∈ DR. The definition of logarithm of Grassmann
polynomials is provided in Definition C.1 in Appendix C.
By noting the equality that
G≥l(ψ) = log
(∫ (∫
eV(λ1,λ−1)(ψ+ψ
1+ψ0)dµ∑Nh
j=l+1 Cj(wep)
(ψ0)
)
dµCl(wep)(ψ
1)
)
(see, e.g, [6, Proposition I.21] to justify this equality), Lemma C.2 proved in Appendix
C ensures that for any (λ1, λ−1, Uc, Uo) ∈ Dsmall, w ∈ DR, l ∈ {Nβ, · · · , Nh},
G≥l(ψ) = log
(∫
eG
≥l+1(ψ+ψ1)dµCl(wep)(ψ
1)
)
. (4.4)
Since
lim
Usmallց0
sup
(λ1,λ−1,Uc,Uo)∈Dsmall,
w∈DR,z∈C with |z|≤2
∣∣∣∣
∫
ezG
≥l+1(ψ0)dµCl(wep)(ψ
0)− 1
∣∣∣∣ = 0,
one can see from Definition C.1 that z 7→ log
(∫
ezG
≥l+1(ψ+ψ0)dµCl(wep)(ψ
0)
)
is analytic
in {z ∈ C | |z| < 2} for any (λ1, λ−1, Uc, Uo) ∈ Dsmall, w ∈ DR if Usmall is small enough.
Thus, the Taylor expansion around z = 0 reads
G≥l(ψ) =
∞∑
n=1
1
n!
(
d
dz
)n
log
(∫
ezG
≥l+1(ψ+ψ0)dµCl(wep)(ψ
0)
) ∣∣∣
z=0
(4.5)
for any (λ1, λ−1, Uc, Uo) ∈ Dsmall, w ∈ DR, l ∈ {Nβ, · · · , Nh}.
Each term of (4.5) can be characterized further. It follows from Definition C.1 and
(C.1) that
d
dz
log
(∫
ezG
≥l+1(ψ+ψ0)dµCl(wep)(ψ
0)
) ∣∣∣
z=0
=
∫
G≥l+1(ψ + ψ0)dµCl(wep)(ψ
0).
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The higher order derivatives can be expanded by means of the tree formula. We
especially apply the version clearly proved in [15, Theorem 3]. For n ∈ N≥2,
1
n!
(
d
dz
)n
log
(∫
ezG
≥l+1(ψ+ψ0)dµCl(wep)(ψ
0)
) ∣∣∣
z=0
= Tree(n, Cl(wep), G≥l+1), (4.6)
where for n ∈ N≥2, a matrix Q = (Q(X, Y ))X,Y ∈IL,h and f(ψ) ∈
∧V,
Tree(n,Q, f) :=
1
n!
∑
T∈Tn
∏
{q,r}∈T
(∆q,r(Q) + ∆r,q(Q))
∫
[0,1]n−1
ds
∑
ξ∈Sn(T )
ϕ(T, ξ, s)
· e
∑n
u,v=1Mat(T,ξ,s)u,v∆u,v(Q)
n∏
j=1
f(ψj + ψ)
∣∣∣
ψj=0
∀j∈{1,··· ,n}
. (4.7)
The new notations in (4.7) are defined as follows. Tn is the set of all trees over the
vertices {1, 2, · · · , n}, for q, r ∈ {1, · · · , n},
∆q,r(Q) := −
∑
X,Y ∈IL,h
Q(X, Y )
∂
∂ψ
q
X
∂
∂ψrY
:
∧( n⊕
j=1
Vj
)
→
∧( n⊕
j=1
Vj
)
,
Sn(T ) is a T -dependent subset of Sn, the function ϕ(T, ξ, ·) : [0, 1]n−1 → R≥0 depends
on T ∈ Tn, ξ ∈ Sn(T ) and satisfies∫
[0,1]n−1
ds
∑
ξ∈Sn(T )
ϕ(T, ξ, s) = 1 (∀T ∈ Tn), (4.8)
and (Mat(T, ξ, s)u,v)1≤u,v≤n is a (T, ξ, s)-dependent real symmetric non-negative matrix
satisfying Mat(T, ξ, s)u,u = 1 (∀u ∈ {1, · · · , n}).
Our strategy is to introduce a counterpart of G≥l via the tree formula inductively
without assuming that (λ1, λ−1, Uc, Uo) ∈ Dsmall and prove that the counterpart is well-
defined for larger (λ1, λ−1, Uc, Uo). Consequently by the identity theorem for analytic
functions we will be able to find an upper bound on (4.1) with the enlarged coupling
constants Uc, Uo in the end of this section.
4.3 Estimation by induction
Let us start the concrete analysis. In the following we fix arbitrary w ∈ DR unless
otherwise stated. Define J≥l(ψ), F≥l(ψ), T≥l(ψ) ∈⊕NL,hn=0 Pn∧V (l ∈ {Nβ, · · · , Nh +
1}) inductively as follows.
F≥Nh+1(ψ) := V(λ1,λ−1)(ψ), T
≥Nh+1(ψ) := 0, J≥Nh+1(ψ) := F≥Nh+1(ψ) + T≥Nh+1(ψ).
For l ∈ {Nβ, · · · , Nh},
F≥l(ψ) :=
∫
J≥l+1(ψ + ψ0)dµCl(wep)(ψ
0),
T≥ln (ψ) := Tree(n, Cl(wep), J≥l+1) (∀n ∈ N≥2), T≥l(ψ) :=
∞∑
n=2
T≥ln (ψ),
J≥l(ψ) := F≥l(ψ) + T≥l(ψ).
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We will later make sure that
∑∞
n=2 T
≥l
n (ψ) is well-defined in
⊕NL,h
n=0 Pn
∧V if the input
J≥l+1 satisfies a certain smallness condition. For m ∈ N ∪ {0}, l ∈ {Nβ, · · · , Nh + 1}
let
F≥lm (ψ) := PmF≥l(ψ) =
(
1
h
)2m ∑
Xm,Ym∈ImL,h
F≥lm (X
m,Ym)(ψ)Xm(ψ)Ym ,
T≥ln,m(ψ) := PmT≥ln (ψ) =
(
1
h
)2m ∑
Xm,Ym∈ImL,h
T≥ln,m(X
m,Ym)(ψ)Xm(ψ)Ym (∀n ∈ N≥2),
T≥lm (ψ) := PmT≥l(ψ) =
(
1
h
)2m ∑
Xm,Ym∈ImL,h
T≥lm (X
m,Ym)(ψ)Xm(ψ)Ym ,
where F≥lm (·, ·), T≥ln,m(·, ·), T≥lm (·, ·) : ImL,h × ImL,h → C are bi-anti-symmetric.
It will be convenient to set J≥lfree,m(ψ) := F
≥l
m (ψ), J
≥l
tree,m(ψ) := T
≥l
m (ψ) and write
J≥lb,m(ψ) =
(
1
h
)2m ∑
Xm,Ym∈ImL,h
J≥lb,m(X
m,Ym)(ψ)Xm(ψ)Ym
with the bi-anti-symmetric kernel J≥lb,m(·, ·) for b ∈ {free, tree}. Moreover, set
c0 :=
max{c, 1}
(1− ε)ε2 M
9max{1, β}8, (4.9)
where the constant c is taken to be the largest one among those appearing in the upper
bounds of Lemma 3.3 and Lemma 3.4. We observe that c0 ≥ 1 and
‖Cl(wep)‖1,∞ ≤ c0M−l (∀l ∈ {Nβ, · · · , Nh}), (4.10)
| det(〈uj ,vk〉CmCl(Xj, Yk)(wep))1≤j,k≤n| ≤ cn0 (4.11)
(∀l ∈ {Nβ , · · · , Nh}, m, n ∈ N,uj,vj ∈ Cm with ‖uj‖Cm , ‖vj‖Cm ≤ 1,
Xj , Yj ∈ IL,h(j = 1, · · · , n)),
|Cl(ρxˆσ0, ηyˆτ0)(wep)| ≤ c0(M l−Nh +MNβ−l) (4.12)
(∀l ∈ {Nβ + 1, · · · , Nh}, xˆ, yˆ ∈ Z2 with 0 ≤ ‖xˆ− yˆ‖R2 ≤ L/2, ρ, η ∈ {1, 2, 3},
σ, τ ∈ {↑, ↓}).
Let us introduce a parameter α ∈ R>0. As the main objective in this subsection
we will prove the following.
Proposition 4.1. Assume that
M ≥ max{78E2max, 28}, α ≥ 210M2,
|λ1|, |λ−1|, |Uc|, |Uo| < 2−4α−2c−20 MNβ .
(4.13)
Then for any l ∈ {Nβ + 1, · · · , Nh + 1} the following inequalities hold.
M−Nβαc0
∑
b∈{free,tree}
‖J≥lb,1‖1,∞ < 1,
M−Nβ
NL,h∑
m=1
αmcm0 M
(l−Nβ )(m−2)
∑
b∈{free,tree}
‖J≥lb,m‖1,∞ < 1.
(4.14)
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The core part of the proof of Proposition 4.1 is the estimation of ‖T≥ln,m‖1,∞, which
needs the next lemma.
Lemma 4.2. For any X˜mj ∈ I˜mjL,h (j = 1, · · · , n), T ∈ Tn, ξ ∈ Sn(T ), s ∈ [0, 1]n−1
and l ∈ {Nβ, · · · , Nh},∣∣∣∣∣e
∑n
q,r=1Mat(T,ξ,s)q,r∆q,r(Cl(wep))
n∏
j=1
(ψj)X˜mj
∣∣∣
ψj=0
∀j∈{1,··· ,n}
∣∣∣∣∣ ≤ c
1
2
∑n
j=1mj
0 .
Proof. This can be proved by using (4.11) and the properties of Mat(T, ξ, s) and by
repeating the same argument as in [10, Lemma 4.5].
Lemma 4.3. For any m ∈ {0, · · · , NL,h}, n ∈ N≥2 and l ∈ {Nβ, · · · , Nh},
‖T≥ln,m‖1,∞ ≤ (1m=0NL,h/h+ 1m≥1)2−3mc−m0
1
n(n− 1)M
−l(n−1)
·
n∏
j=1

NL,h∑
mj=1
25mjc
mj
0 ‖J≥l+1mj ‖1,∞

 1∑n
j=1mj−n+1≥m
.
Proof. For T ∈ Tn and a matrix Q = (Q(X, Y ))X,Y ∈IL,h define the operator Ope(T,Q)
on
∧((⊕n
j=1 Vj
)⊕V) by
Ope(T,Q) :=
∫
[0,1]n−1
ds
∑
ξ∈Sn(T )
ϕ(T, ξ, s)e
∑n
q,r=1Mat(T,ξ,s)q,r∆q,r(Q)
·
∏
{q,r}∈T
(∆q,r(Q) + ∆r,q(Q)) . (4.15)
It follows from the definition that
T≥ln,m(ψ) =
n∏
j=1

NL,h∑
mj=1
(
1
h
)2mj ∑
X
mj ,Ymj∈I
mj
L,h
J≥l+1mj (X
mj ,Ymj)

 1∑n
j=1mj−n+1≥m
· 1
n!
∑
T∈Tn
Pm
(
Ope(T, Cl(wep))
n∏
q=1
(ψ
q
+ ψ)Xmq (ψ
q + ψ)Ymq
∣∣∣
ψj=0
∀j∈{1,··· ,n}
)
.
The constraint 1∑n
j=1mj−n+1≥m
is due to the fact that the operator∏
{q,r}∈T (∆q,r(Cl(wep)) + ∆r,q(Cl(wep))) erases n−1 fields from
∏n
j=1(ψ
j
)Xmj and from∏n
j=1(ψ
j)Ymj , respectively. By using anti-symmetry,
T≥ln,m(ψ)
=
n∏
j=1
(
NL,h∑
mj=1
(
1
h
)2mj ∑
X
mj ,Ymj∈I
mj
L,h
mj∑
kj ,lj=0
∑
W
kj⊂Xmj
∑
Z
lj⊂Ymj
· J≥l+1mj ((Wkj ,Xmj\Wkj), (Zlj ,Ymj\Zlj ))
)
1∑n
j=1mj−n+1≥m
1∑n
j=1 kj=
∑n
j=1 lj=m
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· 1
n!
∑
T∈Tn
(
Ope(T, Cl(wep))
n∏
q=1
(ψ)Wkq (ψ
q
)Xmq \Wkq (ψ)Zlq (ψ
q)Ymq \Zlq
∣∣∣
ψj=0
∀j∈{1,··· ,n}
)
=
n∏
j=1

NL,h∑
mj=1
mj∑
kj ,lj=0
(
mj
kj
)(
mj
lj
) 1∑n
j=1mj−n+1≥m
1∑n
j=1 kj=
∑n
j=1 lj=m
· 1
n!
∑
T∈Tn
n∏
q=1


(
1
h
)kq+lq ∑
Wkq∈I
kq
L,h
∑
Zlq∈I
lq
L,h


· J (m1,··· ,mn),(k1,··· ,kn),(l1,··· ,ln)T ((Wk1, · · · ,Wkn), (Zl1 , · · · ,Zln))
n∏
r=1
(ψ)Wkr
n∏
s=1
(ψ)Zls ,
where
J
(m1,··· ,mn),(k1,··· ,kn),(l1,··· ,ln)
T ((W
k1, · · · ,Wkn), (Zl1 , · · · ,Zln)) :=
n∏
j=1

(1
h
)2mj−kj−lj ∑
X
mj−kj∈I
mj−kj
L,h
∑
Y
mj−lj∈I
mj−lj
L,h
J≥l+1mj ((W
kj ,Xmj−kj ), (Zlj ,Ymj−lj))


· ε(m1,··· ,mn),(k1,··· ,kn),(l1,··· ,ln)Ope(T, Cl(wep))
n∏
q=1
(ψ
q
)Xmq−kq (ψ
q)Ymq−lq
∣∣∣
ψj=0
∀j∈{1,··· ,n}
,
(4.16)
with the factor ε(m1,··· ,mn),(k1,··· ,kn),(l1,··· ,ln) ∈ {1,−1} depending only on (m1, · · · , mn),
(k1, · · · , kn), (l1, · · · , ln). By (4.3) and the triangle inequality of the norm ‖ · ‖1,∞,
‖T≥ln,m‖1,∞ ≤
n∏
j=1

NL,h∑
mj=1
mj∑
kj ,lj=0
(
mj
kj
)(
mj
lj
) 1∑n
j=1mj−n+1≥m
1∑n
j=1 kj=
∑n
j=1 lj=m
· 1
n!
∑
T∈Tn
‖J (m1,··· ,mn),(k1,··· ,kn),(l1,··· ,ln)T ‖1,∞. (4.17)
Let us find an upper bound on ‖J (m1,··· ,mn),(k1,··· ,kn),(l1,··· ,ln)T ‖1,∞. Let dj denote the
incidence number of the vertex j in T . If dj > 2mj − kj − lj for some j ∈ {1, · · · , n},
‖J (m1,··· ,mn),(k1,··· ,kn),(l1,··· ,ln)T ‖1,∞ = 0, since in this case
∏
{q,r}∈T
(∆q,r(Cl(wep)) + ∆r,q(Cl(wep)))
n∏
s=1
(ψ
s
)Xms−ks (ψ
s)Yms−ls = 0
for any Xms−ks ∈ Ims−ksL,h , Yms−ls ∈ Ims−lsL,h (s = 1, · · · , n).
Assume that dj ≤ 2mj − kj − lj (∀j ∈ {1, · · · , n}). First consider the case that
m 6= 0. Let q0 ∈ {1, · · · , n} be a vertex with kq0 6= 0. For q, r ∈ {1, · · · , n} let
disT (q, r)(∈ N∪ {0}) denote the distance between the vertex q and the vertex r along
the unique path connecting q with r in T . Define Lqr(T ) ⊂ T by
Lqr(T ) := {{r, s} ∈ T | disT (q, s) = disT (q, r) + 1}. (4.18)
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Note that if dr = 1 and r 6= q0, then Lq0r (T ) = ∅. If dr 6= 1 or r = q0, we can number
each line of Lq0r (T ) so that
Lq0q0(T ) = {{q0, sq01 }, {q0, sq02 }, · · · , {q0, sq0dq0}},
Lq0r (T ) = {{r, sr1}, {r, sr2}, · · · , {r, srdr−1}} (∀r ∈ {1, · · · , n}\{q0} with dr 6= 1).
For any {q0, s} ∈ Lq0q0(T ) there uniquely exists j ∈ {1, 2, · · · , dq0} such that {q0, s} =
{q0, sq0j }. For ν ∈ Sdq0 set ν({q0, s}) := ν(j). Similarly for r ∈ {1, · · · , n}\{q0} with
dr 6= 1, {r, s} ∈ Lq0r (T ) and ν ∈ Sdr−1 let ν({r, s}) ∈ {1, 2, · · · , dr − 1} be defined by
ν({r, s}) := ν(j), where s = srj .
Moreover, define C˜ : I˜L,h × I˜L,h → C by
C˜((X, u), (Y, v)) :=


0 if u = v,
−Cl(X, Y )(wep) if u = 1, v = −1,
Cl(Y,X)(wep) if u = −1, v = 1.
By considering q0 as the root of T we see that
∏
{q,r}∈T
(∆q,r(Cl(wep)) + ∆r,q(Cl(wep)))
n∏
j=1
(ψ
j
)
X
mj−kj (ψ
j)
Y
mj−lj
=
∏
{q,r}∈T

 ∑
X˜,Y˜ ∈I˜L,h
C˜(X˜, Y˜ ) ∂
∂ψq
X˜
∂
∂ψr
Y˜

 n∏
j=1
(ψj)
X˜(1)mj−kj (ψ
j)
Y˜(−1)mj−lj
=
n∏
j=1
j 6=q0
( ∑
X˜j∈I˜L,h with
X˜j⊂(X˜(1)
mj−kj ,Y˜(−1)
mj−lj )
)
·
∑
X˜
dq0 ∈I˜
dq0
L,h
with
X˜
dq0⊂(X˜(1)
mq0−kq0 ,Y˜(−1)
mq0−lq0 )
∑
νq0∈Sdq0
∏
{q0,r}∈L
q0
q0
(T )
C˜(X˜dq0νq0 ({q0,r}), X˜r)
·
n∏
q=1
q 6=q0 and dq 6=1
( ∑
X˜
dq−1∈I˜
dq−1
L,h
with
X˜
dq−1⊂(X˜(1)mq−kq ,Y˜(−1)mq−lq )\X˜q
∑
νq∈Sdq−1
∏
{q,r}∈L
q0
q (T )
C˜(X˜dq−1νq({q,r}), X˜r)
)
· ε± · (ψq0)(X˜(1)mq0−kq0 ,Y˜(−1)mq0−lq0 )\X˜dq0
·
n∏
s=1
s6=q0
(
1ds 6=1(ψ
s)((X˜(1)ms−ks ,Y˜(−1)ms−ls )\X˜s)\X˜ds−1 + 1ds=1(ψ
s)(X˜(1)ms−ks ,Y˜(−1)ms−ls)\X˜s
)
,
(4.19)
where ε± = 1 or −1. In the following let
∏v
u=1
ordered
gu denote g1g2 · · · gv for v ∈ N. One
finds this notation useful when each term gu depends on g1, g2, · · · , gu−1. Moreover,
set d(T, q0) := max1≤j≤n disT (q0, j). By substituting (4.19) into (4.16) and using (4.8),
(4.10) and Lemma 4.2 we have for any Wfixed ∈ IL,h that
(
1
h
)2m−1 ∑
W
kq0−1∈I
kq0−1
L,h
∑
Z
lq0∈I
lq0
L,h
n∏
j=1
j 6=q0

 ∑
W
kj∈I
kj
L,h
∑
Z
lj∈I
lj
L,h


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· |J (m1,··· ,mn),(k1,··· ,kn),(l1,··· ,ln)T ((Wk1, · · · ,Wkq0−1, (Wfixed,Wkq0−1),Wkq0+1, · · · ,Wkn),
(Zl1 , · · · ,Zln))|
≤
(
1
h
)2mq0−1 ∑
W
kq0−1∈I
kq0−1
L,h
∑
Z
lq0∈I
lq0
L,h
∑
X
mq0−kq0∈I
mq0−kq0
L,h
∑
Y
mq0−lq0∈I
mq0−lq0
L,h
· |J≥l+1mq0 ((Wfixed,W
kq0−1,Xmq0−kq0 ), (Zlq0 ,Ymq0−lq0 ))|
·
∑
X˜
dq0 ∈I˜
dq0
L,h
with
X˜
dq0⊂(X˜(1)
mq0−kq0 ,Y˜(−1)
mq0−lq0 )
∑
νq0∈Sdq0
∏
{q0,r}∈L
q0
q0
(T )
·
((
1
h
)2mr ∑
Wkr∈IkrL,h
∑
Zlr∈IlrL,h
∑
Xmr−kr∈Imr−krL,h
∑
Ymr−lr∈Imr−lrL,h
∑
X˜r∈I˜L,h with
X˜r⊂(X˜(1)mr−kr ,Y˜(−1)mr−lr )
· |J≥l+1mr ((Wkr ,Xmr−kr), (Zlr ,Ymr−lr))||C˜(X˜
dq0
νq0 ({q0,r})
, X˜r)|
)
·
d(T,q0)−1∏
u=1
ordered
( ∏
j∈{1,··· ,n} with
disT (q0,j)=u and dj 6=1
( ∑
X˜
dj−1∈I˜
dj−1
L,h
with
X˜
dj−1⊂(X˜(1)
mj−kj ,Y˜(−1)
mj−lj )\X˜j
∑
νj∈Sdj−1
∏
{j,r}∈L
q0
j (T )
·
((
1
h
)2mr ∑
Wkr∈IkrL,h
∑
Zlr∈IlrL,h
∑
Xmr−kr∈Imr−krL,h
∑
Ymr−lr∈Imr−lrL,h
∑
X˜r∈I˜L,h with
X˜r⊂(X˜(1)mr−kr ,Y˜(−1)mr−lr )
· |J≥l+1mr ((Wkr ,Xmr−kr), (Zlr ,Ymr−lr))||C˜(X˜
dj−1
νj({j,r})
, X˜r)|
)))
·
∣∣∣∣∣
∫
[0,1]n−1
ds
∑
ξ∈Sn(T )
ϕ(T, ξ, s)e
∑n
q,r=1Mat(T,ξ,s)q,r∆q,r(Cl(wep))
· (ψq0)(X˜(1)mq0−kq0 ,Y˜(−1)mq0−lq0 )\X˜dq0
n∏
s=1
s6=q0
(
1ds 6=1(ψ
s)((X˜(1)ms−ks ,Y˜(−1)ms−ls )\X˜s)\X˜ds−1
+ 1ds=1(ψ
s)(X˜(1)ms−ks ,Y˜(−1)ms−ls )\X˜s
)∣∣∣
ψj=0
∀j∈{1,··· ,n}
∣∣∣∣∣
≤ ‖J≥l+1mq0 ‖1,∞
(
2mq0 − kq0 − lq0
dq0
)
dq0!
·
∏
{q0,r}∈L
q0
q0
(T )
(
(2mr − kr − lr)‖J≥l+1mr ‖1,∞c0M−l
)
·
d(T,q0)−1∏
u=1
( ∏
j∈{1,··· ,n} with
disT (q0,j)=u and dj 6=1
((
2mj − kj − lj − 1
dj − 1
)
(dj − 1)!
·
∏
{j,r}∈L
q0
j (T )
((2mr − kr − lr)‖J≥l+1mr ‖1,∞c0M−l)
))
c
1
2
∑n
q=1(2mq−kq−lq−dq)
0
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= (c0M
−l)n−1
·
n∏
j=1
(
c
1
2
(2mj−kj−lj−dj)
0 ‖J≥l+1mj ‖1,∞(2mj − kj − lj)
(
2mj − kj − lj − 1
dj − 1
)
(dj − 1)!
)
.
(4.20)
By arbitrariness of q0 and the fixed variable Wfixed, ‖J (m1,··· ,mn),(k1,··· ,kn),(l1,··· ,ln)T ‖1,∞
can be bounded by the right-hand side of (4.20).
In the case that m = 0 we fix any q0 ∈ {1, · · · , n} and repeat the same calculation
as above by setting kj , lj to be 0 for all j ∈ {1, · · · , n}. The only difference in
the consequence is that ‖J≥l+1mq0 ‖1 comes in place of ‖J≥l+1mq0 ‖1,∞. Since ‖J≥l+1mq0 ‖1 ≤
(NL,h/h)‖J≥l+1mq0 ‖1,∞, we only need to multiply the right-hand side of (4.20) by the
extra factor NL,h/h in this case.
By substituting these results into (4.17), replacing the sum over trees by the sum
over possible incidence numbers and using Cayley’s theorem on the number of trees
with fixed incidence numbers, we can deduce that
‖T≥ln,m‖1,∞ ≤
n∏
j=1

NL,h∑
mj=1
mj∑
kj ,lj=0
(
mj
kj
)(
mj
lj
) 1∑n
j=1mj−n+1≥m
1∑n
j=1 kj=
∑n
j=1 lj=m
· 1
n!
n∏
q=1

2mq−kq−lq∑
dq=1

 1∑n
q=1 dq=2(n−1)
(n− 2)!∏n
s=1(ds − 1)!
(1m=0NL,h/h+ 1m≥1)(c0M
−l)n−1
·
n∏
r=1
(
c
1
2
(2mr−kr−lr−dr)
0 ‖J≥l+1mr ‖1,∞(2mr − kr − lr)
(
2mr − kr − lr − 1
dr − 1
)
(dr − 1)!
)
= (1m=0NL,h/h+ 1m≥1)c
−m
0
1
n(n− 1)M
−l(n−1)
·
n∏
j=1

NL,h∑
mj=1
mj∑
kj ,lj=0
(
mj
kj
)(
mj
lj
)
c
mj
0 ‖J≥l+1mj ‖1,∞

 1∑n
j=1mj−n+1≥m
1∑n
j=1 kj=
∑n
j=1 lj=m
·
n∏
q=1

(2mq − kq − lq) 2mq−kq−lq∑
dq=1
(
2mq − kq − lq − 1
dq − 1
) 1∑n
q=1 dq=2(n−1)
. (4.21)
By using the inequality that 2mq − kq − lq ≤ 2mq−(kq+lq)/2+1 one has
n∏
q=1

(2mq − kq − lq) 2mq−kq−lq∑
dq=1
(
2mq − kq − lq − 1
dq − 1
) ≤ 23∑nq=1mq−3m. (4.22)
By combining (4.22) with (4.21), dropping the constraints 1∑n
j=1 kj=
∑n
j=1 lj=m
,
1∑n
q=1 dq=2(n−1)
and summing over kj, lj (j = 1, · · · , n) we obtain the claimed upper
bound.
The following lemma will not be used until Subsection 4.4. Since its proof is close
to the proof of Lemma 4.3, let us show at this point.
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Lemma 4.4. For any m,m′ ∈ {0, · · · , NL,h}, n ∈ N≥2, b ∈ {free, tree}, Xm′,Ym′
∈ Im′L,h and l ∈ {Nβ, · · · , Nh},∥∥∥∥∥ ∂T
≥l
n,m
∂J≥l+1b,m′ (X
m′ ,Ym′)
∥∥∥∥∥
1
≤ 1m′≥1(m′!)2h−2m′25m′−3mcm′−m0 M−l(n−1)
·
n−1∏
j=1

NL,h∑
mj=1
25mjc
mj
0 ‖J≥l+1mj ‖1,∞

 1∑n−1
j=1 mj+m
′−n+1≥m.
Proof. By using anti-symmetry,
∂T≥ln,m(ψ)
∂J≥l+1b,m′ (X
m′ ,Ym′)
= h−2m
′
(m′!)2
n∑
j0=1
n∏
j=1
j 6=j0

NL,h∑
mj=1
(
1
h
)2mj ∑
X
mj ,Ymj∈I
mj
L,h
J≥l+1mj (X
mj ,Ymj )


· 1∑n
j=1,j 6=j0
mj+m′−n+1≥m
1
n!
∑
T∈Tn
Pm
(
Ope(T, Cl(wep))
· (ψj0 + ψ)Xm′ (ψj0 + ψ)Ym′
n∏
q=1
q 6=j0
(ψ
q
+ ψ)Xmq (ψ
q + ψ)Ymq
∣∣∣
ψj=0
∀j∈{1,··· ,n}
)
. (4.23)
We can see from (4.23) that ∂T≥ln,m(ψ)/∂J
≥l+1
b,m′ (X
m′ ,Ym
′
) = 0 if m′ = 0, since∏
{q,r}∈T (∆q,r(Cl(wep)) + ∆r,q(Cl(wep)))
∏n
j=1,j 6=j0
(ψ
j
+ ψ)Xmj (ψ
j + ψ)Ymj = 0. The
equality (4.23) leads to
∂T≥ln,m(ψ)
∂J≥l+1b,m′ (X
m′,Ym′)
= h−2m
′
(m′!)2
n∑
j0=1
NL,h∑
mj0=1
mj0∑
kj0 ,lj0=0
1mj0=m′
n∏
j=1
j 6=j0

NL,h∑
mj=1
mj∑
kj ,lj=0
(
mj
kj
)(
mj
lj
)
· 1∑n
j=1mj−n+1≥m
1∑n
j=1 kj=
∑n
j=1 lj=m
1
n!
∑
T∈Tn
n∏
q=1


(
1
h
)kq+lq ∑
Wkq∈I
kq
L,h
∑
Zlq∈I
lq
L,h


· J (m1,··· ,mn),(k1,··· ,kn),(l1,··· ,ln)T,j0 ((Wk1, · · · ,Wkn), (Zl1 , · · · ,Zln))
n∏
r=1
(ψ)Wkr
n∏
s=1
(ψ)Zls ,
where
J
(m1,··· ,mn),(k1,··· ,kn),(l1,··· ,ln)
T,j0
((Wk1, · · · ,Wkn), (Zl1 , · · · ,Zln))
:= hkj0+lj01
W
kj0⊂Xm′
1
Z
lj0⊂Ym′
n∏
j=1
j 6=j0
((
1
h
)2mj−kj−lj ∑
X
mj−kj∈I
mj−kj
L,h
∑
Y
mj−lj∈I
mj−lj
L,h
· J≥l+1mj ((Wkj ,Xmj−kj), (Zlj ,Ymj−lj ))
)
ε
W
kj0 ,Xm′ ,Z
lj0 ,Ym′ ,j0,(m1,··· ,mn),(k1,··· ,kn),(l1,··· ,ln)
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· Ope(T, Cl(wep))(ψj0)Xm′\Wkj0 (ψj0)Ym′\Zlj0
n∏
q=1
q 6=j0
(ψ
q
)Xmq−kq (ψ
q)Ymq−lq
∣∣∣
ψj=0
∀j∈{1,··· ,n}
,
with the factor ε
W
kj0 ,Xm′ ,Z
lj0 ,Ym′ ,j0,(m1,··· ,mn),(k1,··· ,kn),(l1,··· ,ln)
∈ {1,−1} depending only
on Wkj0 ,Xm
′
,Zlj0 ,Ym
′
, j0, (m1, · · · , mn), (k1, · · · , kn), (l1, · · · , ln). It follows from
(4.3) and the triangle inequality of the norm ‖ · ‖1 that∥∥∥∥∥ ∂T
≥l
n,m
∂J≥l+1b,m′ (X
m′,Ym′)
∥∥∥∥∥
1
≤ h−2m′(m′!)2
n∑
j0=1
NL,h∑
mj0=1
mj0∑
kj0 ,lj0=0
1mj0=m′
n∏
j=1
j 6=j0

NL,h∑
mj=1
mj∑
kj ,lj=0
(
mj
kj
)(
mj
lj
)
· 1∑n
j=1mj−n+1≥m
1∑n
j=1 kj=
∑n
j=1 lj=m
1
n!
∑
T∈Tn
‖J (m1,··· ,mn),(k1,··· ,kn),(l1,··· ,ln)T,j0 ‖1. (4.24)
The estimation of ‖J (m1,··· ,mn),(k1,··· ,kn),(l1,··· ,ln)T,j0 ‖1 is parallel to that of
‖J (m1,··· ,mn),(k1,··· ,kn),(l1,··· ,ln)T ‖1,∞ in the proof of Lemma 4.3. Here we consider j0 as the
root of T , while this role was played by the vertex q0 in the previous lemma. By noting
that(
1
h
)kj0+lj0 ∑
W
kj0∈I
kj0
L,h
∑
Z
lj0∈I
lj0
L,h
(hkj0+lj01
W
kj0⊂Xm′
1
Z
lj0⊂Ym′
) =
(
mj0
kj0
)(
mj0
lj0
)
and letting d1, · · · , dn be the incidence numbers of T we have
‖J (m1,··· ,mn),(k1,··· ,kn),(l1,··· ,ln)T,j0 ‖1
≤ 1dj≤2mj−kj−lj (∀j∈{1,··· ,n})
(
mj0
kj0
)(
mj0
lj0
)
(c0M
−l)n−1
n∏
q=1
q 6=j0
‖J≥l+1mq ‖1,∞
·
n∏
j=1
(
c
1
2
(2mj−kj−lj−dj)
0 (2mj − kj − lj)
(
2mj − kj − lj − 1
dj − 1
)
(dj − 1)!
)
. (4.25)
By returning the right-hand side of (4.25) to (4.24) and replacing the sum over trees
by the sum over possible incidence numbers we obtain∥∥∥∥∥ ∂T
≥l
n,m
∂J≥l+1b,m′ (X
m′,Ym′)
∥∥∥∥∥
1
≤ 1m′≥1h−2m′(m′!)2
n∑
j0=1
c−m0
1
n(n− 1)M
−l(n−1)
·
n∏
j=1

NL,h∑
mj=1
mj∑
kj ,lj=0
(
mj
kj
)(
mj
lj
)
c
mj
0


· 1mj0=m′1∑nj=1mj−n+1≥m1∑nj=1 kj=∑nj=1 lj=m
n∏
r=1
r 6=j0
‖J≥l+1mr ‖1,∞
·
n∏
q=1

(2mq − kq − lq) 2mq−kq−lq∑
dq=1
(
2mq − kq − lq − 1
dq − 1
) 1∑n
q=1 dq=2(n−1)
.
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Then, the same calculation as in the last part of the proof of Lemma 4.3 yields the
claimed upper bound.
For compactness of the argument we assume the condition (4.13) throughout this
section. The following lemma itself, however, can be proved under a weaker condition.
Lemma 4.5. Fix any l ∈ {Nβ, · · · , Nh}. Assume that (4.13) and (4.14) for l+1 hold.
Then, T≥l(ψ) is well-defined in
⊕NL,h
n=0 Pn
∧V. Moreover, the following inequalities
hold true.
‖T≥lm ‖1,∞ ≤ (1m=0NL,h/h+ 1m≥1)2−3mc−m0 MNβ(26α−1)2M−(l−Nβ) (4.26)
(∀m ∈ {0, · · · , NL,h}).
M−Nβ
NL,h∑
m=1
αmcm0 M
(l−Nβ)(m−2)‖T≥lm ‖1,∞ ≤ 28α−1M2. (4.27)
M−Nβ
NL,h∑
m=3
αmcm0 M
(l−Nβ)(m−2)‖F≥lm ‖1,∞ ≤ 27M−1. (4.28)
M−Nβ
NL,h∑
m=3
(
m
j
)2
cm0 ‖J≥l+1m ‖1,∞ ≤ (22α−1)3M−(l+1−Nβ) (∀j ∈ {1, 2, 3}). (4.29)
Proof. Proof of (4.26): The assumptions ensure that
M−Nβ25c0‖J≥l+11 ‖1,∞ ≤ 25α−1, M−Nβ
NL,h∑
m=2
25mcm0 ‖J≥l+1m ‖1,∞ ≤ (25α−1)2,
which result in
M−Nβ
NL,h∑
m=1
25mcm0 ‖J≥l+1m ‖1,∞ ≤ 26α−1. (4.30)
By substituting (4.30) into the upper bound obtained in Lemma 4.3 we have
∞∑
n=2
‖T≥ln,m‖1,∞
≤ (1m=0NL,h/h+ 1m≥1)2−3mc−m0 MNβ
∞∑
n=2
1
n(n− 1)M
−(l−Nβ )(n−1)(26α−1)n
≤ (1m=0NL,h/h+ 1m≥1)2−3mc−m0 MNβM−(l−Nβ )(26α−1)2,
where we used that
∑∞
n=2
1
n(n−1) = 1. This implies the well-definedness of T
≥l(ψ) and
(4.26).
Proof of (4.27): It follows from Lemma 4.3 and the inequalities
2−3αM l−Nβ(2−3αM l−Nβ − 1)−1 ≤ 2 and 22mM−m ≤ 22M−1 (∀m ∈ N) that
M−Nβ
NL,h∑
m=1
αmcm0 M
(l−Nβ)(m−2)‖T≥lm ‖1,∞
≤M−NβM−2(l−Nβ)
∞∑
n=2
1
n(n− 1)M
−l(n−1)
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·
n∏
j=1

NL,h∑
mj=1
25mjc
mj
0 ‖J≥l+1mj ‖1,∞


∑n
q=1mq−n+1∑
m=1
2−3mαmM (l−Nβ )m
≤ 2
∞∑
n=2
1
n(n− 1)M
−(l−Nβ )(n+1)
·
n∏
j=1

M−Nβ NL,h∑
mj=1
25mjc
mj
0 ‖J≥l+1mj ‖1,∞

 (2−3αM l−Nβ)∑nq=1mq−n+1
= 2−2α
∞∑
n=2
1
n(n− 1)

23α−1M−Nβ NL,h∑
m=1
22mαmcm0 M
(l−Nβ)(m−2)‖J≥l+1m ‖1,∞


n
≤ 2−2α
∞∑
n=2
1
n(n− 1)

25α−1M1−Nβ NL,h∑
m=1
αmcm0 M
(l+1−Nβ )(m−2)‖J≥l+1m ‖1,∞


n
≤ 2−2α
∞∑
n=2
1
n(n− 1)(2
5α−1M)n ≤ 28α−1M2.
Proof of (4.28): One can see from the definition of F≥lm (ψ) and (4.11) that
‖F≥lm ‖1,∞ ≤
NL,h∑
j=m
(
j
m
)2
cj−m0 ‖J≥l+1j ‖1,∞ ≤
NL,h∑
j=m
22jcj−m0 ‖J≥l+1j ‖1,∞.
Substituting this inequality and using the inequalities αM l−Nβ(αM l−Nβ − 1)−1 ≤ 2
and 22jM−j ≤ 26M−3 (∀j ∈ N≥3) yield that
M−Nβ
NL,h∑
m=3
αmcm0 M
(l−Nβ)(m−2)‖F≥lm ‖1,∞
≤M−Nβ
NL,h∑
j=3
j∑
m=3
22jαmcj0M
(l−Nβ)(m−2)‖J≥l+1j ‖1,∞
≤ 2M−Nβ
NL,h∑
j=3
22jαjcj0M
(l−Nβ)(j−2)‖J≥l+1j ‖1,∞
≤ 27M−1−Nβ
NL,h∑
j=3
αjcj0M
(l+1−Nβ)(j−2)‖J≥l+1j ‖1,∞ ≤ 27M−1.
Proof of (4.29): By using the inequalities that 22mα−m ≤ (22α−1)3 and
M l+1−Nβ ≤ M (l+1−Nβ)(m−2) (∀m ∈ N≥3),
M−Nβ
NL,h∑
m=3
(
m
j
)2
cm0 ‖J≥l+1m ‖1,∞ ≤M−Nβ
NL,h∑
m=3
22mcm0 ‖J≥l+1m ‖1,∞
≤ (22α−1)3M−(l+1−Nβ )M−Nβ
NL,h∑
m=3
αmcm0 M
(l+1−Nβ)(m−2)‖J≥l+1m ‖1,∞
≤ (22α−1)3M−(l+1−Nβ ).
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Proposition 4.1 can be proved by repeatedly using the inequalities of Lemma 4.5.
Proof of Proposition 4.1. The proof is made by induction on l ∈ {Nβ+1, · · · , Nh+1}.
Set Umax := max{|λ1|, |λ−1|, |Uc|, |Uo|}. The bi-anti-symmetric kernel F≥Nh+12 (·, ·) can
be written as follows.
F≥Nh+12 ((ρ1,x1, σ1, x1), (ρ2,x2, σ2, x2), (η1,y1, τ1, y1), (η2,y2, τ2, y2))
= −h31x1=x2=y1=y2U(λ1,λ−1)((ρ1,x1, σ1), (ρ2,x2, σ2), (η1,y1, τ1), (η2,y2, τ2)),
where U(λ1,λ−1)(·, ·, ·, ·) is defined in (2.4). This implies that
‖F≥Nh+12 ‖1,∞ ≤
3
2
Umax, (4.31)
and thus by (4.13),
M−Nβ
NL,h∑
m=1
αmcm0 M
(Nh+1−Nβ)(m−2)
∑
b∈{free,tree}
‖J≥Nh+1b,m ‖1,∞ ≤M−Nβα2c20
3
2
Umax < 1.
Hence, (4.14) holds for l = Nh + 1.
Take any l ∈ {Nβ + 1, · · · , Nh} and assume that (4.14) holds true for all lˆ ∈
{l + 1, · · · , Nh + 1}. Remark the following equalities.
F≥l1 (ψ) = F
≥l+1
1 (ψ) + P1
∫
J≥Nh+12 (ψ + ψ
0)dµCl(wep)(ψ
0)
+ P1
∫
(F≥l+12 (ψ + ψ
0)− J≥Nh+12 (ψ + ψ0))dµCl(wep)(ψ0) + T≥l+11 (ψ)
+ P1
∫
T≥l+12 (ψ + ψ
0)dµCl(wep)(ψ
0) + P1
∫ NL,h∑
j=3
J≥l+1j (ψ + ψ
0)dµCl(wep)(ψ
0),
(4.32)
F≥l2 (ψ) = F
≥l+1
2 (ψ) + T
≥l+1
2 (ψ) + P2
∫ NL,h∑
j=3
J≥l+1j (ψ + ψ
0)dµCl(wep)(ψ
0). (4.33)
Since
P1
∫
J≥Nh+12 (ψ + ψ
0)dµCl(wep)(ψ
0)
= −1
h
∑
(ρ,x,σ,x)∈IL,h
(1ρ=1Uc + 1ρ∈{2,3}Uo)Cl(ρ0σ0, ρ0σ0)(wep)ψρxσxψρxσx
− λ1
h
∑
x∈[0,β)h
(Cl(Xˆ10, Yˆ10)(wep)ψXˆ2xψYˆ2x − Cl(Xˆ10, Yˆ20)(wep)ψXˆ2xψYˆ1x
− Cl(Xˆ20, Yˆ10)(wep)ψXˆ1xψYˆ2x + Cl(Xˆ20, Yˆ20)(wep)ψXˆ1xψYˆ1x
)
− λ−1
h
∑
x∈[0,β)h
(Cl(Yˆ10, Xˆ10)(wep)ψYˆ2xψXˆ2x − Cl(Yˆ10, Xˆ20)(wep)ψYˆ2xψXˆ1x
− Cl(Yˆ20, Xˆ10)(wep)ψYˆ1xψXˆ2x + Cl(Yˆ20, Xˆ20)(wep)ψYˆ1xψXˆ1x
)
,
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the equation (4.32), coupled with (4.12), leads to
‖F≥l1 ‖1,∞ ≤‖F≥l+11 ‖1,∞ + 9Umaxc0(M l−Nh +MNβ−l) + 22c0‖F≥l+12 − J≥Nh+12 ‖1,∞
+ ‖T≥l+11 ‖1,∞ + 22c0‖T≥l+12 ‖1,∞ +
NL,h∑
j=3
j2cj−10 ‖J≥l+1j ‖1,∞. (4.34)
By the induction hypothesis we can apply (4.26), (4.29) to derive the following from
(4.33).
‖F≥l2 − J≥Nh+12 ‖1,∞
≤ ‖F≥l+12 − J≥Nh+12 ‖1,∞ + ‖T≥l+12 ‖1,∞ +
NL,h∑
j=3
(
j
2
)2
cj−20 ‖J≥l+1j ‖1,∞
≤ ‖F≥l+12 − J≥Nh+12 ‖1,∞ + 2−6c−20 MNβ(26α−1)2M−(l+1−Nβ )
+ c−20 M
Nβ (22α−1)3M−(l+1−Nβ)
≤ (2−6c−20 (26α−1)2 + c−20 (22α−1)3)MNβ
Nh∑
j=l
M−(j+1−Nβ)
≤ 2−4c−20 (26α−1)2MNβM−(l+1−Nβ ), (4.35)
where we have also used that M(M − 1)−1 ≤ 2. Similarly we have
‖F≥l+12 − J≥Nh+12 ‖1,∞ ≤ 2−4c−20 (26α−1)2MNβM−(l+2−Nβ). (4.36)
Then, by inserting (4.26), (4.29) and (4.36) into (4.34),
‖F≥l1 ‖1,∞
≤ ‖F≥l+11 ‖1,∞ + 9Umaxc0(M l−Nh +MNβ−l) + 2−2c−10 (26α−1)2MNβM−(l+2−Nβ)
+ 2−3c−10 (2
6α−1)2MNβM−(l+1−Nβ) + 2−4c−10 (2
6α−1)2MNβM−(l+1−Nβ )
+ c−10 (2
2α−1)3MNβM−(l+1−Nβ)
≤ ‖F≥l+11 ‖1,∞ + 9Umaxc0(M l−Nh +MNβ−l) + 2−1c−10 (26α−1)2MNβM−(l+1−Nβ)
≤ 9Umaxc0
Nh∑
j=l
(M j−Nh +MNβ−j) + 2−1c−10 (2
6α−1)2MNβ
Nh∑
j=l
M−(j+1−Nβ)
≤ 36Umaxc0 + c−10 (26α−1)2MNβM−(l+1−Nβ). (4.37)
It follows from (4.26) and (4.37) that
M−Nβαc0
∑
b∈{free,tree}
‖J≥lb,1‖1,∞
≤ 36Umaxαc20M−Nβ + 212α−1M−(l+1−Nβ) + 29α−1M−(l−Nβ )
≤ 36Umaxαc20M−Nβ + 212α−1M−2 + 29α−1M−1. (4.38)
Moreover, by using (4.27), (4.28), (4.31), (4.35) and (4.37),
M−Nβ
NL,h∑
m=1
αmcm0 M
(l−Nβ)(m−2)
∑
b∈{free,tree}
‖J≥lb,m‖1,∞
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≤M−Nβαc0M−(l−Nβ)‖F≥l1 ‖1,∞ +M−Nβα2c20‖F≥l2 ‖1,∞
+M−Nβ
NL,h∑
m=3
αmcm0 M
(l−Nβ)(m−2)‖F≥lm ‖1,∞ +M−Nβ
NL,h∑
m=1
αmcm0 M
(l−Nβ)(m−2)‖T≥lm ‖1,∞
≤ 36Umaxαc20M−l + 212α−1M2Nβ−2l−1 + 28MNβ−l−1 +
3
2
Umaxα
2c20M
−Nβ + 27M−1
+ 28α−1M2
≤ 2Umaxα2c20M−Nβ + 212α−1M−3 + 28M−2 + 27M−1 + 28α−1M2. (4.39)
One can check that the right-hand sides of (4.38) and (4.39) are less than 1 under the
assumption (4.13) and conclude the proof.
4.4 An upper bound on the final integration
Later in this subsection we will see that (4.1) is equal to the multi-contour integral of
∂J
≥Nβ
0 /∂λa|(λ1,λ−1)=(0,0) (a = 1,−1) if the coupling constants Uc, Uo obey the sufficient
condition for Proposition 4.1 to hold. Keeping this fact in mind, let us try to find
an h-,L-independent upper bound on |∂J≥Nβ0 /∂λa|(λ1,λ−1)=(0,0)| by using the results
obtained in the previous subsection. This will enable us to bound (4.1), too. We need
the following lemma.
Lemma 4.6. Assume (4.13). For any b ∈ {free, tree}, m′ ∈ {0, · · · , NL,h}, Xm′,Ym′
∈ Im′L,h and l ∈ {Nβ + 1, · · · , Nh} the following inequalities hold.
NL,h∑
m=0
∥∥∥∥∥ ∂T
≥l
m
∂J≥l+1b,m′ (X
m′,Ym′)
∥∥∥∥∥
1
(Ac0)
m ≤ 1m′≥1h−2m′(m′!)2(22Ac0)m′28α−1M−(l−Nβ)A
(4.40)
(∀A ∈ [24,M l+1−Nβ ]).
∑
d∈{free,tree}
∣∣∣∣∣ ∂J
≥Nβ
d,0
∂J
≥Nβ+1
b,m′ (X
m′,Ym′)
∣∣∣∣∣ ≤ h−2m′(m′!)2(25c0)m′ . (4.41)
NL,h∑
m=0
∑
d∈{free,tree}
∥∥∥∥∥ ∂J
≥l
d,m
∂J≥l+1b,m′ (X
m′ ,Ym′)
∥∥∥∥∥
1
(Ac0)
m ≤ h−2m′(m′!)2(22Ac0)m′ (4.42)
(∀A ∈ [24,M l+1−Nβ ]).
NL,h∑
m=0
∥∥∥∥∥ ∂F
≥l
m
∂F≥l+1mˆ (Xˆ
mˆ, Yˆmˆ)
∥∥∥∥∥
1
m!(Ac0)
m ≤ h−2mˆ(mˆ!)3((M l−Nh +MNβ−l)c0 + Ac0)mˆ
(4.43)
(∀Xˆmˆ, Yˆmˆ ∈ ImˆL,h with Xˆmˆ ⊂ ((Xˆ1, s), (Xˆ2, s)), Yˆmˆ ⊂ ((Yˆ1, s), (Yˆ2, s))
for some s ∈ [0, β)h, ∀A ≥ 0).
1
β
NL,h∑
m=0
∥∥∥∥∂F≥Nh+1m∂λa
∥∥∥∥
1
m!(Ac0)
m ≤ 2(Ac0)2 (∀a ∈ {1,−1}). (4.44)
Proof. Proof of (4.40): By Lemma 4.4 and the inequality that 2−3A(2−3A− 1)−1 ≤ 2,
NL,h∑
m=0
∥∥∥∥∥ ∂T
≥l
m
∂J≥l+1b,m′ (X
m′ ,Ym′)
∥∥∥∥∥
1
(Ac0)
m
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≤ 1m′≥1h−2m′(m′!)2(25c0)m′
∞∑
n=2
M−l(n−1)
n−1∏
j=1

NL,h∑
mj=1
25mjc
mj
0 ‖J≥l+1mj ‖1,∞


·
∑n−1
j=1 mj+m
′−n+1∑
m=0
(2−3A)m
≤ 1m′≥1h−2m′(m′!)22(22Ac0)m′
∞∑
n=2

23A−1M−l NL,h∑
m=1
22mAmcm0 ‖J≥l+1m ‖1,∞


n−1
.
(4.45)
By Proposition 4.1 and the assumption that A ≤M l+1−Nβ we have
23A−1M−l
NL,h∑
m=1
22mAmcm0 ‖J≥l+1m ‖1,∞
= 23A−1M−(l−Nβ)

22M−NβAc0‖J≥l+11 ‖1,∞ + A2M−Nβ
NL,h∑
m=2
22mcm0 A
m−2‖J≥l+1m ‖1,∞


≤ 23A−1M−(l−Nβ)(22Aα−1 + 24A2α−2) =M−(l−Nβ )(1 + 22Aα−1)25α−1. (4.46)
By giving (4.46) back to (4.45) and remarking that M−(l−Nβ )(1 + 22Aα−1) ≤ 1 and
1 + 22Aα−1 ≤ 2A, we obtain
NL,h∑
m=0
∥∥∥∥∥ ∂T
≥l
m
∂J≥l+1b,m′ (X
m′,Ym′)
∥∥∥∥∥
1
(Ac0)
m
≤ 1m′≥1h−2m′(m′!)2(22Ac0)m′M−(l−Nβ)22A
∞∑
n=2
(25α−1)n−1,
which gives the bound (4.40).
Proof of (4.41): By Lemma 4.4 and (4.30),∣∣∣∣∣ ∂T
≥Nβ
0
∂J
≥Nβ+1
b,m′ (X
m′,Ym′)
∣∣∣∣∣ ≤ 1m′≥1h−2m′(m′!)2(25c0)m′
∞∑
n=2
(26α−1)n−1
≤ 1m′≥1h−2m′(m′!)2(25c0)m′27α−1. (4.47)
Let us characterize the derivative of F≥lm (ψ) with respect to J
≥l+1
b,m′ (X
m′,Ym
′
), as it
will be useful in the rest of the proof of (4.41) as well as in the proofs of (4.42), (4.43).
If m ≤ m′,
∂F≥lm (ψ)
∂J≥l+1b,m′ (X
m′,Ym′)
= h−2m
∑
Xm,Ym∈ImL,h
(
h2m−2m
′
(m′!)21Xm⊂Xm′1Ym⊂Ym′
· εXm,Xm′ ,Ym,Ym′
∫
(ψ
0
)Xm′\Xm(ψ
0)Ym′\YmdµCl(wep)(ψ
0)
)
(ψ)Xm(ψ)Ym ,
where the factor εXm,Xm′ ,Ym,Ym′ ∈ {1,−1} depends only on Xm,Xm′,Ym,Ym′. This
equality and (4.3) imply that∥∥∥∥∥ ∂F
≥l
m
∂J≥l+1b,m′ (X
m′,Ym′)
∥∥∥∥∥
1
39
≤ h−2m′(m′!)2
∑
Xm∈Im
L,h
Xm⊂Xm
′
∑
Ym∈Im
L,h
Ym⊂Ym
′
∣∣∣∣
∫
(ψ
0
)Xm′\Xm(ψ
0)Ym′\YmdµCl(wep)(ψ
0)
∣∣∣∣ . (4.48)
By using (4.11) one can derive from (4.48) that∣∣∣∣∣ ∂F
≥Nβ
0
∂J
≥Nβ+1
b,m′ (X
m′ ,Ym′)
∣∣∣∣∣ ≤ h−2m′(m′!)2cm′0 ,
which, coupled with (4.47), yields the bound (4.41).
Proof of (4.42): By using (4.48) and the inequality that
m′∑
m=0
(
m′
m
)2
≤ (1m′=0 + 1m′≥12−1)22m′ ,
NL,h∑
m=0
∥∥∥∥∥ ∂F
≥l
m
∂J≥l+1b,m′ (X
m′,Ym′)
∥∥∥∥∥
1
(Ac0)
m ≤ h−2m′(m′!)2
m′∑
m=0
(
m′
m
)2
cm
′−m
0 (Ac0)
m
≤ h−2m′(m′!)2(Ac0)m′
m′∑
m=0
(
m′
m
)2
≤ (1m′=0 + 1m′≥12−1)h−2m′(m′!)2(22Ac0)m′ .
(4.49)
By combining (4.49) with (4.40) one can obtain (4.42).
Proof of (4.43): By applying (4.12) to (4.48) we have
NL,h∑
m=0
∥∥∥∥∥ ∂F
≥l
m
∂F≥l+1mˆ (Xˆ
mˆ, Yˆmˆ)
∥∥∥∥∥
1
m!(Ac0)
m
≤ h−2mˆ(mˆ!)2
mˆ∑
m=0
(
mˆ
m
)2
(mˆ−m)!m!((M l−Nh +MNβ−l)c0)mˆ−m(Ac0)m
= h−2mˆ(mˆ!)3((M l−Nh +MNβ−l)c0 + Ac0)
mˆ.
Proof of (4.44): The claimed inequality follows from (4.3) and the equality
∂F≥Nh+1m (ψ)
∂λa
= −1m=2 1
h
∑
x∈[0,β)h
(1a=1ψXˆ1xψXˆ2xψYˆ2xψYˆ1x + 1a=−1ψYˆ1xψYˆ2xψXˆ2xψXˆ1x).
Corollary 4.7. Assume (4.13). Take any l ∈ {Nβ, · · · , Nh}, d ∈ {free, tree}, m ∈
{0, 1, · · · , NL,h} and Xm,Ym ∈ ImL,h. Moreover, assume that m = 0 if l = Nβ. The
following statements hold true.
(i) J≥ld,m(X
m,Ym) is analytic with respect to the independent variables
J≥l+1b,m′ (X
m′,Ym
′
) (b ∈ {free, tree}, m′ ∈ {0, · · · , NL,h},Xm′,Ym′ ∈ (IL,h)m′o ) in
the domain characterized by (4.14) for l + 1.
(ii) The function (λ1, λ−1, Uc, Uo, w) 7→ J≥ld,m(Xm,Ym) is analytic in the domain
{(λ1, λ−1, Uc, Uo, w) ∈ C5 | |λ1|, |λ−1|, |Uc|, |Uo| < 2−4α−2c−20 MNβ , w ∈ DiR}.
(4.50)
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Remark 4.8. Since the inequality (4.14) for l + 1 is independent of J≥l+1b,0 (b ∈
{free, tree}), the claim (i) implies that J≥ld,m(Xm,Ym) is entirely analytic with re-
spect to the variables J≥l+1b,0 (b ∈ {free, tree}).
Proof of Corollary 4.7. The inequalities (4.41), (4.42) imply the claim (i). It is triv-
ial that (λ1, λ−1, Uc, Uo, w) 7→ J≥Nh+1b,m′ (Xm
′
,Ym
′
) is analytic in (4.50) for all b ∈
{free, tree}, m′ ∈ {0, · · · , NL,h}, Xm′ ,Ym′ ∈ Im′L,h. Then the analyticity of
J≥ld,m(X
m,Ym) with respect to (λ1, λ−1, Uc, Uo) follows from the claim (i), Proposition
4.1 and the analyticity of composition of analytic functions. Assume that for some
l′ ∈ {l, · · · , Nh}, J≥l′+1b,m′ (Xm
′
,Ym
′
) (b ∈ {free, tree}, m′ ∈ {0, · · · , NL,h},Xm′,Ym′ ∈
Im
′
L,h) are analytic with respect to w ∈ DiR. For any q ∈ {0, · · · , NL,h}, Xq,Yq ∈ IqL,h
the analyticity of F≥l
′
q (X
q,Yq), T≥l
′
n,q (X
q,Yq) (n ∈ N≥2) is clear since these consist
of finite sums and products of J≥l
′+1
m′ (X
m′ ,Ym
′
) and Cl′(wep), which are analytic in
DiR. Moreover, the proof of the inequality (4.26) shows that
∑j
n=2 T
≥l′
n,q (X
q,Yq) con-
verges to T≥l
′
q (X
q,Yq) uniformly with respect to w ∈ DR as j →∞. This implies that
T≥l
′
q (X
q,Yq) is analytic inDiR. Thus, the induction concludes that w 7→ J≥ld,m(Xm,Ym)
is analytic in DiR.
Proposition 4.9. Assume (4.13). The following inequality holds for any a ∈ {1,−1}
and (λ1, λ−1, Uc, Uo, w) contained in the domain (4.50).
1
β
∣∣∣∣∣∂J
≥Nβ
0
∂λa
∣∣∣∣∣ ≤ 212c20.
Proof. Let us assume that a = 1. The proof for a = −1 is essentially the same. By
Corollary 4.7 we can apply the chain rule to derive the following.
1
β
∣∣∣∣∣∂J
≥Nβ
0
∂λ1
∣∣∣∣∣ ≤ 1β
Nh+1∏
l=Nβ

NL,h∑
ml=0
∑
bl∈{free,tree}
∑
Xml ,Yml∈(IL,h)
ml
o

 1mNβ=0
·
∣∣∣∣∣
∂J≥Nh+1bNh+1,mNh+1
(XmNh+1,YmNh+1)
∂λ1
∣∣∣∣∣
Nh∏
j=Nβ
∣∣∣∣∣
∂J≥jbj ,mj (X
mj ,Ymj )
∂J≥j+1bj+1,mj+1(X
mj+1,Ymj+1)
∣∣∣∣∣
=
Nh+1∑
lˆ=Nβ
CR(lˆ), (4.51)
where
CR(lˆ) :=
1
β
Nh+1∏
l=Nβ

NL,h∑
ml=0
∑
bl∈{free,tree}
∑
Xml ,Yml∈(IL,h)
ml
o

 1mNβ=01bl=free(∀l∈{lˆ,lˆ+1,··· ,Nh+1}),blˆ−1=tree
·
∣∣∣∣∣
∂J≥Nh+1bNh+1,mNh+1
(XmNh+1,YmNh+1)
∂λ1
∣∣∣∣∣
Nh∏
j=Nβ
∣∣∣∣∣
∂J≥jbj ,mj (X
mj ,Ymj )
∂J≥j+1bj+1,mj+1(X
mj+1,Ymj+1)
∣∣∣∣∣ .
Let us decompose
∑Nh+1
lˆ=Nβ
CR(lˆ) into
∑Nβ+1
lˆ=Nβ
CR(lˆ) and
∑Nh+1
lˆ=Nβ+2
CR(lˆ) and estimate
each part separately. In the following calculation we use the equality (4.2) repeatedly.
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By using (4.41), (4.43), (4.44) in this order,
Nβ+1∑
lˆ=Nβ
CR(lˆ) =
1
β
Nh+1∏
l=Nβ+1

NL,h∑
ml=0
∑
Xml ,Yml∈(IL,h)
ml
o


∣∣∣∣∣
∂F≥Nh+1mNh+1
(XmNh+1,YmNh+1)
∂λ1
∣∣∣∣∣
· 1∃x∈[0,β)h,∃ν,ξ∈S2 s.t. XmNh+1=((Xˆν(1) ,x),(Xˆν(2),x)),YmNh+1=((Yˆξ(1) ,x),(Yˆξ(2),x))
·
Nh∏
j=Nβ+1
(∣∣∣∣∣ ∂F
≥j
mj
(Xmj ,Ymj)
∂F≥j+1mj+1 (X
mj+1 ,Ymj+1)
∣∣∣∣∣ 1Xmj⊂Xmj+1 ,Ymj⊂Ymj+1
)
·
∑
d∈{free,tree}
∣∣∣∣∣ ∂J
≥Nβ
d,0
∂F
≥Nβ+1
mNβ+1
(XmNβ+1,YmNβ+1)
∣∣∣∣∣
≤ 1
β
Nh+1∏
l=Nβ+1

NL,h∑
ml=0
∑
Xml ,Yml∈(IL,h)
ml
o


∣∣∣∣∣
∂F≥Nh+1mNh+1
(XmNh+1 ,YmNh+1)
∂λ1
∣∣∣∣∣
· 1∃x∈[0,β)h,∃ν,ξ∈S2 s.t. XmNh+1=((Xˆν(1) ,x),(Xˆν(2),x)),YmNh+1=((Yˆξ(1) ,x),(Yˆξ(2),x))
·
Nh∏
j=Nβ+1
(∣∣∣∣∣ ∂F
≥j
mj
(Xmj ,Ymj)
∂F≥j+1mj+1 (X
mj+1 ,Ymj+1)
∣∣∣∣∣ 1Xmj⊂Xmj+1 ,Ymj⊂Ymj+1
)
· h−2mNβ+1(mNβ+1!)2(25c0)mNβ+1
≤ 1
β
NL,h∑
mNh+1=0
∑
X
mNh+1 ,Y
mNh+1∈(IL,h)
mNh+1
0
∣∣∣∣∣
∂F≥Nh+1mNh+1
(XmNh+1,YmNh+1)
∂λ1
∣∣∣∣∣
· h−2mNh+1(mNh+1!)3

 Nh∑
l=Nβ+1
(M l−Nh +MNβ−l)c0 + 2
5c0


mNh+1
≤ 2

 Nh∑
l=Nβ+1
(M l−Nh +MNβ−l)c0 + 2
5c0


2
. (4.52)
By applying (4.41), (4.42), (4.40), (4.43), (4.44) in this order and recalling the
condition (4.13) we observe that
Nh+1∑
lˆ=Nβ+2
CR(lˆ) ≤
Nh+1∑
lˆ=Nβ+2
1
β
Nh+1∏
l=lˆ−1

NL,h∑
ml=0
∑
Xml ,Yml∈(IL,h)
ml
o


∣∣∣∣∣
∂F≥Nh+1mNh+1
(XmNh+1,YmNh+1)
∂λ1
∣∣∣∣∣
·
Nh∏
j=lˆ
∣∣∣∣∣ ∂F
≥j
mj
(Xmj ,Ymj)
∂F≥j+1mj+1 (X
mj+1,Ymj+1)
∣∣∣∣∣ ·
∣∣∣∣∣∣
∂T≥lˆ−1m
lˆ−1
(Xmlˆ−1,Ymlˆ−1)
∂F≥lˆm
lˆ
(Xmlˆ,Ymlˆ)
∣∣∣∣∣∣
· h−2mlˆ−1(mlˆ−1!)2(22(lˆ−2−Nβ)25c0)mlˆ−1
≤
Nh+1∑
lˆ=Nβ+2
1
β
Nh+1∏
l=lˆ

NL,h∑
ml=0
∑
Xml ,Yml∈(IL,h)
ml
o


∣∣∣∣∣
∂F≥Nh+1mNh+1
(XmNh+1 ,YmNh+1)
∂λ1
∣∣∣∣∣
·
Nh∏
j=lˆ
∣∣∣∣∣ ∂F
≥j
mj
(Xmj ,Ymj)
∂F≥j+1mj+1 (X
mj+1,Ymj+1)
∣∣∣∣∣
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· h−2mlˆ(mlˆ!)2(22(lˆ−1−Nβ)25c0)mlˆ213α−1M−(lˆ−1−Nβ)22(lˆ−2−Nβ)
≤ 2
Nh+1∑
lˆ=Nβ+2

 Nh∑
l=lˆ
(M l−Nh +MNβ−l)c0 + 2
2(lˆ−1−Nβ)25c0


2
(22M−1)lˆ−1−Nβ . (4.53)
Finally by putting (4.51),(4.52),(4.53) together,
1
β
∣∣∣∣∣∂J
≥Nβ
0
∂λ1
∣∣∣∣∣ ≤ 2
Nh+1∑
lˆ=Nβ+1

 Nh∑
l=lˆ
(M l−Nh +MNβ−l)c0 + 2
2(lˆ−1−Nβ)25c0


2
(22M−1)lˆ−1−Nβ
≤ 2(4c0 + 25c0)2
Nh+1∑
lˆ=Nβ+1
(26M−1)lˆ−1−Nβ ≤ 2(4 + 25)2c20
(
1− 1
4
)−1
≤ 212c20.
Here we can give the proof of Theorem 1.1.
Proof of Theorem 1.1. Assume that M = max{78E2max, 28} and α = 210M2. Then, if
|λ1|, |λ−1|, |Uc|, |Uo| < 2−4α−2c−20 MNβ , the condition (4.13) holds.
By Lemma 2.3 (i), for any sufficiently large h ∈ 2N/β there exists a domain Oh ⊂ C
containing the interval [−2−4α−2c−20 MNβ , 2−4α−2c−20 MNβ ] inside such that (Uc, Uo) 7→
(∂/∂λ) log(
∫
eV(λ,λ)(ψ)dµC(ψ))|λ=0 is analytic in Oh × Oh. Let us fix such a large h ∈
2N/β.
By the construction of G
≥Nβ
0 and J
≥Nβ
0 and Corollary 4.7 (ii) there exists Usmall > 0
such that J
≥Nβ
0 = G
≥Nβ
0 holds and (λ1, λ−1, Uc, Uo, w) 7→ J≥Nβ0 is analytic in Dismall ×
DiR. In order to indicate the dependency on the variable w, let us write J
≥Nβ
0 (wep),
G
≥Nβ
0 (wep) instead of J
≥Nβ
0 , G
≥Nβ
0 . Then for any n ∈ N with 2πn/L+Ft,β(8/π2) < R
and (λ1, λ−1, Uc, Uo) ∈ Dismall,
∑
a∈{1,−1}
n∏
j=1
(
L
2π
∫ 2πa/L
0
dθa,j
1
2πi
∮
|wa,j−θa,j |=Ft,β(8/π2)/n
dwa,j
1
(wa,j − θa,j)2
)
·
(
∂
∂λa
G
≥Nβ
0
(
n∑
j=1
wa,jep
)
− ∂
∂λa
J
≥Nβ
0
(
n∑
j=1
wa,jep
))
= 0.
On the other hand, Corollary 4.7 (ii) implies that
(Uc, Uo) 7→
∑
a∈{1,−1}
n∏
j=1
(
L
2π
∫ 2πa/L
0
dθa,j
1
2πi
∮
|wa,j−θa,j |=Ft,β(8/π2)/n
dwa,j
1
(wa,j − θa,j)2
)
· ∂
∂λa
J
≥Nβ
0
(
n∑
j=1
wa,jep
)∣∣∣
λ1=λ−1=0
is analytic in {(Uc, Uo) ∈ C2 | |Uc|, |Uo| < 2−4α−2c−20 MNβ}. Therefore, by Lemma 2.4
(iii), the identity theorem for analytic functions ensures that(
L
2π
(
ei
2π
L
〈
∑2
j=1(sˆ(σˆj)xˆj−sˆ(τˆj)yˆj),ep〉 − 1
))n 1
β
∂
∂λ
log
(∫
eV(λ,λ)(ψ)dµC(ψ)
) ∣∣∣
λ=0
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=
∑
a∈{1,−1}
n∏
j=1
(
L
2π
∫ 2πa/L
0
dθa,j
1
2πi
∮
|wa,j−θa,j |=Ft,β(8/π2)/n
dwa,j
1
(wa,j − θa,j)2
)
· 1
β
∂
∂λa
J
≥Nβ
0
(
n∑
j=1
wa,jep
) ∣∣∣
λ1=λ−1=0
(4.54)
for all Uc, Uo ∈ R with |Uc|, |Uo| < 2−4α−2c−20 MNβ . Then by using Proposition 4.9 and
nn ≤ n!en we can estimate (4.54) as follows.∣∣∣∣ L2π
(
ei
2π
L
〈
∑2
j=1(sˆ(σˆj)xˆj−sˆ(τˆj)yˆj),ep〉 − 1
)∣∣∣∣
n ∣∣∣∣ 1β ∂∂λ log
(∫
eV(λ,λ)(ψ)dµC(ψ)
)∣∣∣
λ=0
∣∣∣∣
≤ 213c20n!enFt,β(8/π2)−n. (4.55)
Note that the inequality (4.55) for n = 0 can be derived in the same way. By Lemma
2.3 (ii) we can send h→∞ in (4.55) so that∣∣∣∣ L2π
(
ei
2π
L
〈
∑2
j=1(sˆ(σˆj)xˆj−sˆ(τˆj)yˆj),ep〉 − 1
)∣∣∣∣
n
|〈ψ∗
Xˆ1
ψ∗
Xˆ2
ψYˆ2ψYˆ1 + h.c〉L|
≤ 213c20n!enFt,β(8/π2)−n. (4.56)
As we have fixed the parameters arbitrarily in the beginning of Subsection 4.2, we can
claim (4.56) for all n ∈ N∪{0}, p ∈ {1, 2}, Uc, Uo ∈ R with |Uc|, |Uo| < 2−4α−2c−20 MNβ
and sufficiently large L ∈ N.
Set
f1(Emax) := 2
5α2
(
max{c, 1}
(1− ε)ε2 M
9
)2
, f2(Emax) := 2
14
(
max{c, 1}
(1− ε)ε2 M
9
)2
.
By remarking (3.2) and (4.9) we can confirm that
f1(Emax)max{1, β16}β > 24α2c20M−Nβ , f2(Emax)max{1, β16} = 214c20,
f1(Emax), f2(Emax) are non-decreasing with respect to Emax ∈ R≥1 and f1(Emax) =
O(E44max), f2(Emax) = O(E
36
max) as Emax →∞.
It is straightforward to derive the following inequality from (4.56).
|〈ψ∗
Xˆ1
ψ∗
Xˆ2
ψYˆ2ψYˆ1 + h.c 〉L| ≤ f2(Emax)max{1, β16}
·
(
1
max{1, t2}max{β, β2} + 1
)− 1
8e
∑2
p=1
∣
∣
∣
∣
∣
e
i2π〈
∑2
j=1(sˆ(σˆj)xˆj−sˆ(τˆj)yˆj ),ep〉/L−1
2π/L
∣
∣
∣
∣
∣
for any Uc, Uo ∈ R with |Uc|, |Uo| ≤ (f1(Emax)max{1, β16}β)−1 and sufficiently large
L ∈ N. Finally by Lemma D.2 proved in Appendix D we can take the limit L → ∞
and complete the proof.
A Derivation of the covariance
In this part of Appendix we derive the representation of the covariance (2.1), (2.2).
Define the 3×3 matrixMσt,k = (Mσt,k(ρ, η))1≤ρ,η≤3 (k = (k1, k2) ∈ Γ∗, t ∈ R, σ ∈ {↑, ↓})
by
Mσt,k :=

 ǫσc t(1 + e−ik1) t(1 + e−ik2)t(1 + eik1) ǫσo 0
t(1 + eik2) 0 ǫσo

 .
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We see that H0 =
∑
(ρ,x),(η,y)
∈{1,2,3}×Γ
∑
σ∈{↑,↓}
1
L2
∑
k∈Γ∗ e
i〈x−y,k〉Mσt,k(ρ, η)ψ
∗
ρxσψηyσ. For k ∈
Γ∗, t ∈ R, σ ∈ {↑, ↓} and ρ ∈ {2, 3} set
Aσ1 (t,k) :=
{
ǫσc if k = (π, π) in Γ
∗ or t = 0,
ǫσo otherwise,
Aσρ(t,k) :=
{
ǫσo if k = (π, π) in Γ
∗ or t = 0,
1
2
(ǫσc + ǫ
σ
o ) + (−1)ρ t2
√
1
t2
(ǫσc − ǫσo )2 + 8
∑2
j=1(1 + cos kj) otherwise.
(A.1)
Recall (3.6), i.e, E(t,k) = 2t2
∑2
j=1(1 + cos kj) (t ∈ R,k ∈ Γ∗), and define the 3 × 3
matrix Uσt,k = (Uσt,k(ρ, η))1≤ρ,η≤3 by Uσt,k(ρ, η) := δρ,η if k = (π, π) in Γ∗ or t = 0,
Uσt,k :=


0
Aσ2 (t,k)−ǫ
σ
o
((Aσ2 (t,k)−ǫ
σ
o )
2+E(t,k))1/2
Aσ3 (t,k)−ǫ
σ
o
((Aσ3 (t,k)−ǫ
σ
o )
2+E(t,k))1/2
t(1+e−ik2 )
E(t,k)1/2
t(1+eik1 )
((Aσ2 (t,k)−ǫ
σ
o )
2+E(t,k))1/2
t(1+eik1 )
((Aσ3 (t,k)−ǫ
σ
o )
2+E(t,k))1/2
−t(1+e−ik1 )
E(t,k)1/2
t(1+eik2 )
((Aσ2 (t,k)−ǫ
σ
o )
2+E(t,k))1/2
t(1+eik2 )
((Aσ3 (t,k)−ǫ
σ
o )
2+E(t,k))1/2


otherwise. One can check that Uσt,k is unitary and
(Uσt,k)∗Mσt,kUσt,k =

 Aσ1 (t,k) 0 00 Aσ2 (t,k) 0
0 0 Aσ3 (t,k)

 . (A.2)
By using Uσt,k let us define the matrixWt = (Wt(ρxσ, ηyτ))(ρ,x,σ),(η,y,τ)∈{1,2,3}×Γ×{↑,↓}
by Wt(ρxσ, ηyτ) :=
δσ,τ
L2
∑
k∈Γ∗ e
−i〈x−y,k〉Uσt,k(ρ, η). One can also verify that
(W ∗t Wt)(ρxσ, ηyτ) = 1(ρ,x,σ)=(η,y,τ). With the matrix Wt define the operator G(Wt) :
Ff (L
2({1, 2, 3} × Γ× {↑, ↓}))→ Ff (L2({1, 2, 3} × Γ× {↑, ↓})) by
G(Wt)Ω := Ω,
G(Wt)ψ
∗
ρ1x1σ1ψ
∗
ρ2x2σ2 · · ·ψ∗ρnxnσnΩ := (Wtψ∗)ρ1x1σ1(Wtψ∗)ρ2x2σ2 · · · (Wtψ∗)ρnxnσnΩ
(n ∈ N, (ρj,xj, σj) ∈ {1, 2, 3} × Γ× {↑, ↓} (j = 1, · · · , n)),
and by linearity. Here the notation Ω represents the vacuum of Ff(L
2({1, 2, 3} ×
Γ×{↑, ↓})) and (Wtψ∗)ρxσ :=
∑
(η,y,τ)
∈{1,2,3}×Γ×{↑,↓}
Wt(ρxσ, ηyτ)ψ
∗
ηyτ . The operator G(Wt)
is unitary. By letting (Wtψ)ρxσ denote
∑
(η,y,τ)
∈{1,2,3}×Γ×{↑,↓}
Wt(ρxσ, ηyτ)ψηyτ , we observe
that G(Wt)H0φ = H˜0G(Wt)φ for any φ ∈ Ff (L2({1, 2, 3} × Γ× {↑, ↓})), where
H˜0 :=
∑
(ρ,x),(η,y)
∈{1,2,3}×Γ
∑
σ∈{↑,↓}
1
L2
∑
k∈Γ∗
ei〈x−y,k〉Mσt,k(ρ, η)(Wtψ
∗)ρxσ(Wtψ)ηyσ.
By using (A.2) we have
H˜0 =
∑
ρ∈{1,2,3}
∑
x,y∈Γ
∑
σ∈{↑,↓}
(
1
L2
∑
k∈Γ∗
ei〈x−y,k〉Aσρ(t,k)
)
ψ∗ρxσψρyσ.
For (ρ,x, σ, x), (η,y, τ, y) ∈ {1, 2, 3} × Γ× {↑, ↓} × [0, β) let
ψ˜∗ρxσ(x) := e
xH˜0ψ∗ρxσe
−xH˜0 , ψ˜ηyτ (y) := e
yH˜0ψηyτ e
−yH˜0 ,
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T (ψ˜∗ρxσ(x)ψ˜ηyτ (y)) := 1x≥yψ˜
∗
ρxσ(x)ψ˜ηyτ (y)− 1x<yψ˜ηyτ (y)ψ˜∗ρxσ(x).
The unitary property of G(Wt) implies that
C(ρxσx, ηyτy) =
∑
(ρ′,x′,σ′),(η′,y′,τ ′)
∈{1,2,3}×Γ×{↑,↓}
Wt(ρxσ, ρ
′x′σ′)Wt(ηyτ, η′y′τ ′)
· Tr(e
−βH˜0T (ψ˜∗ρ′x′σ′(x)ψ˜η′y′τ ′(y)))
Tr e−βH˜0
. (A.3)
Since H˜0 is diagonal with respect to ρ ∈ {1, 2, 3}, the characterization of
Tr(e−βH˜0T (ψ˜∗ρ′x′σ′(x)ψ˜η′y′τ ′(y)))/Tr e
−βH˜0 can be carried out by a standard argument.
See, e.g, [10, Appendix B] for the derivation of the covariance governed by a free
Hamiltonian defined on Ff(L
2(Γ× {↑, ↓})). As the result we obtain
Tr(e−βH˜0T (ψ˜∗ρ′x′σ′(x)ψ˜η′y′τ ′(y)))
Tr e−βH˜0
=
δρ′,η′δσ′,τ ′
L2
∑
k∈Γ∗
e−i〈x
′−y′,k〉e
(x−y)Aσ
′
ρ′
(t,k)
(
1x≥y
1 + e
βAσ
′
ρ′
(t,k)
− 1x<y
1 + e
−βAσ
′
ρ′
(t,k)
)
. (A.4)
Substituting (A.4) into (A.3) yields that for (ρ,x, σ, x), (η,y, τ, y) ∈ {1, 2, 3} × Γ ×
{↑, ↓} × [0, β),
C(ρxσx, ηyτy) =δσ,τ
L2
∑
γ∈{1,2,3}
∑
k∈Γ∗
e−i〈x−y,k〉e(x−y)A
σ
γ (t,k)
·
(
1x≥y
1 + eβA
σ
γ (t,k)
− 1x<y
1 + e−βA
σ
γ (t,k)
)
Uσt,k(ρ, γ)Uσt,k(η, γ). (A.5)
Moreover by applying [10, Lemma C.3] to the right-hand side of (A.5) one reaches the
equality that for (ρ,x, σ, x), (η,y, τ, y) ∈ IL,h,
C(ρxσx, ηyτy) = δσ,τ
βL2
∑
(k,ω)∈Γ∗×Mh
e−i〈x−y,k〉ei(x−y)ω
∑
γ∈{1,2,3}
Uσt,k(ρ, γ)Uσt,k(η, γ)
h(1− e−iω/h+Aσγ (t,k)/h) .
We need to show that for any (k, ω) ∈ Γ∗×Mh, ρ, η ∈ {1, 2, 3}, t ∈ R, σ ∈ {↑, ↓},
∑
γ∈{1,2,3}
Uσt,k(ρ, γ)Uσt,k(η, γ)
h(1 − e−iω/h+Aσγ (t,k)/h) = B
σ
ρ,η(k, ω), (A.6)
where Bσρ,η(k, ω) is written in (2.2). The equality (A.6) can be confirmed by direct
calculation. To assist the readers’ verification, we present some intermediate results
appearing in the calculation. The functions Oσj (·) : C2 → C (j ∈ {1, · · · , 5}, σ ∈
{↑, ↓}) in (2.2) are in fact given as follows.
Oσ1 (k) := −2
∞∑
n=2
1
(2n)!h2n−2
(
(ǫσc − ǫσo )2
4
+ E(t,k)
)n
,
Oσ2 (k) := −
∞∑
n=1
1
(2n)!h2n−1
(
(ǫσc − ǫσo )2
4
+ E(t,k)
)n
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+
ǫσc − ǫσo
2
∞∑
n=1
1
(2n+ 1)!h2n
(
(ǫσc − ǫσo )2
4
+ E(t,k)
)n
,
Oσ3 (k) :=
∞∑
n=1
1
(2n+ 1)!h2n
(
(ǫσc − ǫσo )2
4
+ E(t,k)
)n
,
Oσ4 (k) :=
∞∑
n=2
1
(2n)!h2n−2
n∑
m=1
(
n
m
)
E(t,k)m−1
(
(ǫσc − ǫσo )2
4
)n−m
,
Oσ5 (k) := −
ǫσc − ǫσo
2
∞∑
n=1
1
(2n+ 1)!h2n−1
n∑
m=1
(
n
m
)
E(t,k)m−1
(
(ǫσc − ǫσo )2
4
)n−m
.
(A.7)
From (A.7) one can see that (2.3) holds.
First assume that k = (π, π) in Γ∗ or t = 0. In this case E(t,k) = 0 and thus
Dσ(k, ω) and N σρ,η(k, ω) given in (2.2) are simplified as follows.
Dσ(k, ω) = h2(1− e−iω/h+ǫσc /h)(1− e−iω/h+ǫσo/h), N σ1,1(k, ω) = h(1− e−iω/h+ǫ
σ
o /h),
N σρ,η(k, ω) = 0 (∀(ρ, η) ∈ {1, 2, 3}2\{(1, 1)}).
By using these, the equality (A.6) can be confirmed in this case.
Next consider the case that k 6= (π, π) in Γ∗ and t 6= 0. To organize the calculation,
set f(w,A) := h(1− e−iω/h+A/h). Remark that for ρ ∈ {2, 3},
f(ω,Aσρ(t,k)) = h− he−
i
h
ω+
ǫσc+ǫ
σ
o
2h
·
(
∞∑
n=0
1
(2n)!h2n
(
t
2
(
(ǫσc − ǫσo )2
t2
+ 8
2∑
j=1
(1 + cos kj)
)1/2)2n
+ (−1)ρ
∞∑
n=0
1
(2n+ 1)!h2n+1
(
t
2
(
(ǫσc − ǫσo )2
t2
+ 8
2∑
j=1
(1 + cos kj)
)1/2)2n+1)
,
f(ω,Aσ2(t,k))f(ω,A
σ
3(t,k)) = Dσ(k, ω),
((Aσ2(t,k)− ǫσo )2 + E(t,k))((Aσ3 (t,k)− ǫσo )2 + E(t,k))
= 4E(t,k)2 + E(t,k)(ǫσc − ǫσo )2.
By using these equalities we observe that
(The left-hand side of (A.6) for (ρ, η) = (1, 1))
=
(
f(ω,Aσ3(t,k))(A
σ
2 (t,k)− ǫσo )2((Aσ3 (t,k)− ǫσo )2 + E(t,k))
+ f(ω,Aσ2(t,k))(A
σ
3 (t,k)− ǫσo )2((Aσ2 (t,k)− ǫσo )2 + E(t,k))
)
· /((4E(t,k)2 + E(t,k)(ǫσc − ǫσo )2)Dσ(k, ω))
=
(4E(t,k)2 + E(t,k)(ǫσc − ǫσo )2)N σ1,1(k, ω)
(4E(t,k)2 + E(t,k)(ǫσc − ǫσo )2)Dσ(k, ω)
= Bσ1,1(k, ω),
(The left-hand side of (A.6) for (ρ, η) = (1, 2))
= t(1 + eik1)
(
f(ω,Aσ3(t,k))(A
σ
2 (t,k)− ǫσo )((Aσ3 (t,k)− ǫσo )2 + E(t,k))
+ f(ω,Aσ2(t,k))(A
σ
3 (t,k)− ǫσo )((Aσ2 (t,k)− ǫσo )2 + E(t,k))
)
· /((4E(t,k)2 + E(t,k)(ǫσc − ǫσo )2)Dσ(k, ω))
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=
(4E(t,k)2 + E(t,k)(ǫσc − ǫσo )2)N σ1,2(k, ω)
(4E(t,k)2 + E(t,k)(ǫσc − ǫσo )2)Dσ(k, ω)
= Bσ1,2(k, ω),
(The left-hand side of (A.6) for (ρ, η) = (2, 2)) =
1
f(ω,Aσ1(t,k))
+ 2t2(1 + cos k1)
·
(
−1
E(t,k)f(ω,Aσ1(t,k))
+
3∑
j=2
1
((Aσj (t,k)− ǫσo )2 + E(t,k))f(ω,Aσj (t,k))
)
. (A.8)
Note that
−1
E(t,k)f(ω,Aσ1(t,k))
+
3∑
j=2
1
((Aσj (t,k)− ǫσo )2 + E(t,k))f(ω,Aσj (t,k))
=
−1
E(t,k)f(ω,Aσ1(t,k))
+
(
h− he− ihω+ ǫ
σ
c +ǫ
σ
o
2h
∞∑
n=0
1
(2n)!h2n
(
(ǫσc − ǫσo )2
4
+ E(t,k)
)n
− ǫ
σ
c − ǫσo
2
e−
i
h
ω+
ǫσc +ǫ
σ
o
2h
∞∑
n=0
1
(2n+ 1)!h2n
(
(ǫσc − ǫσo )2
4
+ E(t,k)
)n)/
(E(t,k)Dσ(t,k))
=
(
e−
i
h
ω+
ǫσc +ǫ
σ
o
2h
·
(
∞∑
n=0
(
1
(2n)!h2n−2
− ǫ
σ
c − ǫσo
2(2n+ 1)!h2n−1
)(
(ǫσc − ǫσo )2
4
+ E(t,k)
)n
− h2e− ǫ
σ
c−ǫ
σ
o
2h
)
+ e−
2i
h
ω+
ǫσc +3ǫ
σ
o
2h
·
(
∞∑
n=0
(
1
(2n)!h2n−2
+
ǫσc − ǫσo
2(2n+ 1)!h2n−1
)(
(ǫσc − ǫσo )2
4
+ E(t,k)
)n
− h2e ǫ
σ
c−ǫ
σ
o
2h
))
· /(E(t,k)f(ω,Aσ1(t,k))Dσ(t,k))
=
(1
2
e−
i
h
ω+
ǫσc+ǫ
σ
o
2h +
1
2
e−
2i
h
ω+
ǫσc +3ǫ
σ
o
2h + (e−
i
h
ω+
ǫσc +ǫ
σ
o
2h + e−
2i
h
ω+
ǫσc +3ǫ
σ
o
2h )Oσ4 (k)
+ (e−
i
h
ω+
ǫσc +ǫ
σ
o
2h − e− 2ih ω+ ǫ
σ
c+3ǫ
σ
o
2h )Oσ5 (k)
)
· /(f(ω,Aσ1(t,k))Dσ(t,k)). (A.9)
By inserting (A.9) into (A.8) we obtain (A.6) for (ρ, η) = (2, 2). Moreover, by using
(A.9),
(The left-hand side of (A.6) for (ρ, η) = (2, 3)) = t2(1 + e−ik1)(1 + eik2)
·
(
−1
E(t,k)f(ω,Aσ1(t,k))
+
3∑
j=2
1
((Aσj (t,k)− ǫσo )2 + E(t,k))f(ω,Aσj (t,k))
)
=
N σ2,3(k, ω)
f(ω,Aσ1(t,k))Dσ(t,k)
= Bσ2,3(k, ω).
By using the results for (ρ, η) = (1, 1), (1, 2), (2, 2), (2, 3) and symmetries, (A.6) for
(ρ, η) = (1, 3), (2, 1), (3, 1), (3, 2), (3, 3) can be immediately proved. Thus, the repre-
sentations (2.1), (2.2) have been derived.
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B Convergence of the Grassmann integral formu-
lation
In this section we sketch how to prove Lemma 2.3. With a parameter λ ∈ C let us
introduce the modified Hamiltonian Hλ by Hλ := H + λ(ψ
∗
Xˆ1
ψ∗
Xˆ2
ψYˆ2ψYˆ1 + h.c). It fol-
lows that Hλ = H0 +
∑
X1,X2,Y1,Y2
∈{1,2,3}×Γ×{↑,↓}
U(λ,λ)(X1, X2, Y1, Y2)ψ
∗
X1
ψ∗X2ψY1ψY2 , where U(λ,λ)
is introduced in (2.4). The partition function Tr e−βHλ/Tr e−βH0 can be expanded as
a perturbation series by straightforwardly following [10, Appendix B].
Tr e−βHλ
Tr e−βH0
= 1 +
∞∑
n=1
1
n!
n∏
m=1
( ∑
X2m−1,X2m,Y2m−1,Y2m
∈{1,2,3}×Γ×{↑,↓}
∫ β
0
ds2m−1U(λ,λ)(X2m−1, X2m, Y2m−1, Y2m)
)
· det(C(Xpsp, Yqsq))1≤p,q≤2n
∣∣∣
s2j=s2j−1
∀j∈{1,··· ,n}
. (B.1)
Let the function P (λ, Uc, Uo) (: C
3 → C) be defined by the right-hand side of (B.1).
Moreover, by replacing the integral over [0, β) in the right-hand side of (B.1) by the
Riemann sum we can define the discrete analogue of P .
Ph(λ, Uc, Uo) :=
1 +
NL,h/2∑
n=1
1
n!
n∏
m=1
( ∑
X2m−1,X2m,Y2m−1,Y2m
∈{1,2,3}×Γ×{↑,↓}
1
h
∑
s2m−1∈[0,β)h
U(λ,λ)(X2m−1, X2m, Y2m−1, Y2m)
)
· det(C(Xpsp, Yqsq))1≤p,q≤2n
∣∣∣
s2j=s2j−1
∀j∈{1,··· ,n}
.
The function Ph uniformly converges to P in the following sense. For any U > 0,
lim
h→∞
h∈2N/β
sup
(λ,Uc,Uo)∈C3
|λ|,|Uc|,|Uo|≤U
|Ph(λ, Uc, Uo)− P (λ, Uc, Uo)| = 0. (B.2)
To prove the convergence property (B.2) we need to use the determinant bound of the
following form.
| det(C(ρpxpσpxp, ηqyqτqyq))1≤p,q≤n| ≤ C1(L) · C2(L)n, (B.3)
where the constants C1(L), C2(L) > 0 may depend on L, but are independent of
n and how to choose (ρp,xp, σp, xp), (ηp,yp, τp, yp) ∈ {1, 2, 3} × Γ × {↑, ↓} × [0, β)
(p = 1, · · · , n). The bound (B.3) can be verified as follows. We can choose the
operators A1, A2, · · · , A2n from {expH0ψ∗ρpxpσpe−xpH0, eypH0ψηpypτpe−ypH0}np=1 so that
| det(C(ρpxpσpxp, ηqyqτqyq))1≤p,q≤n| =
∣∣Tr(e−βH0A1A2 · · ·A2n)∣∣/Tr e−βH0
≤ 2
6L2
Tr e−βH0
(
eβ‖H0‖
)2n+1
,
where ‖H0‖ denotes the operator norm of H0.
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Let us recall that in [11, Lemma 3.4] Pedra-Salmhofer’s determinant bound [13,
Theorem 2.4] was applied to prove the essentially same statements as Lemma 2.3.
Though we do not have a volume-independent determinant bound like
[13, Theorem 2.4] on our covariance C at hand, the crude bound (B.3) sufficiently
works to show (B.2) in the argument parallel to the proof of [11, Lemma 3.4].
The following equality directly follows from the definition of the Grassmann Gaus-
sian integral and Ph.∫
eV(λ,λ)(ψ)dµC(ψ) = Ph(λ, Uc, Uo) (∀(λ, Uc, Uo) ∈ C3). (B.4)
Since inf(λ,Uc,Uo)∈R3,|λ|,|Uc|,|Uo|≤U P (λ, Uc, Uo) > 0, the uniform convergence property
(B.2) and the equality (B.4) ensure the claim (i) of Lemma 2.3.
By using [10, Lemma 2.3] and (B.2) we have for any Uc, Uo ∈ R and δ > 0,
〈ψ∗
Xˆ1
ψ∗
Xˆ2
ψYˆ2ψYˆ1 + h.c〉L = −
1
β
∂
∂λ
logP (λ, Uc, Uo)
∣∣∣
λ=0
= − 1
β
1
P (0, Uc, Uo)
1
2πi
∮
|λ|=δ
dλ
P (λ, Uc, Uo)
λ2
= − 1
β
lim
h→∞
h∈2N/β
1
Ph(0, Uc, Uo)
1
2πi
∮
|λ|=δ
dλ
Ph(λ, Uc, Uo)
λ2
= − 1
β
lim
h→∞
h∈2N/β
∂
∂λ
logPh(λ, Uc, Uo)
∣∣∣
λ=0
. (B.5)
Substituting (B.4) into the right-hand side of (B.5) yields the claim (ii) of Lemma 2.3.
C Logarithm of Grassmann polynomials
The aim of this section is to extend the notion of logarithm of Grassmann polynomials
summarized in [6] to be available for Grassmann polynomials with complex constant
terms. In the following let f0, g0 ∈ C denote the constant term of f, g ∈
∧V, respec-
tively.
Definition C.1. For f ∈ ∧V with Re f0 > 0, log f ∈ ∧V is defined by
log f := log(f0) +
2NL,h∑
n=1
(−1)n−1
n
(
f − f0
f0
)n
,
where log z := log |z|+ iArg z, Arg z ∈ (−π/2, π/2) for z ∈ C with Re z > 0.
Recall that for f ∈ ∧V, ef ∈ ∧V is defined by
ef := ef0
2NL,h∑
n=0
1
n!
(f − f0)n. (C.1)
It was proved in [6, Problem I.2] that for any f, g ∈ ∧V satisfying fg = gf ,
ef · eg = eg · ef = ef+g. (C.2)
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The following equality was also shown in [6, Problem I.4 b)]. For any f ∈ ∧V with
f0 ∈ R>0,
elog f = f. (C.3)
The multi-scale analysis in this paper needs an extension of (C.3).
Lemma C.2. For any f ∈ ∧V with Re f0 ∈ R>0, elog f = f .
Proof. Take f ∈ ∧V with Re f0 > 0. Since log(|f0|2) = log(f0) + log(f0),
log(f0 · f) = log(|f0|2) +
2NL,h∑
n=1
(−1)n−1
n
(
f0 · f − |f0|2
|f0|2
)n
= log(f0) + log f. (C.4)
It follows from (C.3) that
elog(f0·f) = f0 · f. (C.5)
By using (C.2), (C.4) and (C.5) we observe that
elog f = e− log(f0)+log(f0·f) = e− log(f0) · elog(f0·f) = 1
f0
· f0 · f = f.
D Existence of the thermodynamic limit
Here we show that the correlation function 〈ψ∗
Xˆ1
ψ∗
Xˆ2
ψYˆ2ψYˆ1+h.c〉L converges to a finite
value as L → ∞ if |Uc|, |Uo| are smaller than certain value. The idea of the proof is
similar to [11, Appendix B] and based on the perturbative expansion of logarithm of
the Grassmann Gaussian integral. We also use the following lemma.
Lemma D.1. (i) For any (ρ,x, σ, x), (η,y, τ, y) ∈ {1, 2, 3} × Z2 × {↑, ↓} × [0, β)
with x 6= y,
|C(ρxσx, ηyτy)| ≤ c(Emax, β)
1 +
∑2
p=1
(
L
2π
)3 |ei2π〈x−y,ep〉/L − 1|3 ,
where the constant c(Emax, β) > 0 depends only on Emax and β.
(ii) For any (ρ,x, σ, x), (η,y, τ, y) ∈ {1, 2, 3} × Z2 × {↑, ↓} × [0, β),
limL→∞,L∈N C(ρxσx, ηyτy) exists.
Proof. (i): Take any (ρ,x, σ, x), (η,y, τ, y) ∈ {1, 2, 3} × Z2 × {↑, ↓} × [0, β). By using
the notations introduced in Appendix A, set
gL,(ρ,σ,x),(η,τ,y)(k) :=δσ,τ
∑
γ∈{1,2,3}
e(x−y)A
σ
γ (t,k)
·
(
1x≥y
1 + eβA
σ
γ (t,k)
− 1x<y
1 + e−βA
σ
γ (t,k)
)
Uσt,k(ρ, γ)Uσt,k(η, γ).
By (A.5), C(ρxσx, ηyτy) = 1
L2
∑
k∈Γ∗ e
−i〈x−y,k〉gL,(ρ,σ,x),(η,τ,y)(k). Since |Uσt,k(ρ, γ)|,
|Uσt,k(η, γ)| ≤ 1, |gL,(ρ,σ,x),(η,τ,y)(k)| ≤ 3. This implies that |C(ρxσx, ηyτy)| ≤ 3.
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Let us additionally assume that x 6= y. In this case we can expand gL,(ρ,σ,x),(η,τ,y)(k)
as a sum over π(2Z+ 1)/β so that
C(ρxσx, ηyτy) = δσ,τ
βL2
∑
k∈Γ∗
∑
ω∈π(2Z+1)/β
e−i〈x−y,k〉ei(x−y)ωBσ,∞ρ,η (k, ω),
where
Bσ,∞ρ,η (k, ω) :=
∑
γ∈{1,2,3}
Uσt,k(ρ, γ)Uσt,k(η, γ)
iω − Aσγ(t,k)
.
We can see from (A.6) that Bσ,∞ρ,η (k, ω) = limh→∞,h∈2N/β Bσρ,η(k, ω). Thus by setting
Dσ,∞(k, ω) :=
(
iω − 1
2
(ǫσc + ǫ
σ
o )
)2
− 1
4
(ǫσc − ǫσo )2 − 2t2
2∑
j=1
(1 + cos kj),
it follows from (2.2) that for any k = (k1, k2) ∈ Γ∗ and ω ∈ π(2Z+ 1)/β,
Bσ,∞1,1 (k, ω) =
iω − ǫσo
Dσ,∞(k, ω) , B
σ,∞
1,2 (k, ω) =
t(1 + eik1)
Dσ,∞(k, ω) , B
σ,∞
1,3 (k, ω) = Bσ,∞1,2 ((k2, k1), ω),
Bσ,∞2,1 (k, ω) = Bσ,∞1,2 (−k, ω), Bσ,∞2,2 (k, ω) =
1
iω − ǫσo
+
2t2(1 + cos k1)
(iω − ǫσo )Dσ,∞(k, ω)
,
Bσ,∞2,3 (k, ω) =
t2(1 + e−ik1)(1 + eik2)
(iω − ǫσo )Dσ,∞(k, ω)
, Bσ,∞3,1 (k, ω) = Bσ,∞1,2 (−(k2, k1), ω),
Bσ,∞3,2 (k, ω) = Bσ,∞2,3 (−k, ω), Bσ,∞3,3 (k, ω) = Bσ,∞2,2 ((k2, k1), ω).
Periodicity with respect to k ∈ Γ∗ guarantees that for p ∈ {1, 2},
(
L
2π
(
ei
2π
L
〈x−y,ep〉 − 1
))3
C(ρxσx, ηyτy) = δσ,τ
βL2
∑
k∈Γ∗
∑
ω∈π(2Z+1)/β
e−i〈x−y,k〉ei(x−y)ω
·
3∏
j=1
(
L
2π
∫ 2π/L
0
dθj
)(
∂
∂kp
)3
Bσ,∞ρ,η
(
k+
3∑
j=1
θjep, ω
)
. (D.1)
Note that for any k ∈ R2, ω ∈ π(2Z+ 1)/β,
|Dσ,∞(k, ω)| ≥ max{|ReDσ,∞(k, ω)|, | ImDσ,∞(k, ω)|}
≥ max{ω2 − ǫσc ǫσo , |ω(ǫσc + ǫσo )|} ≥
1
2
ω2. (D.2)
By using (D.2) we can estimate the equality (D.1) and deduce that∣∣∣∣ L2π
(
ei
2π
L
〈x−y,ep〉 − 1
)∣∣∣∣
3
|C(ρxσx, ηyτy)| ≤ 1
β
∑
ω∈π(2Z+1)/β
c(Emax, β)
ω2
≤ c(Emax, β).
(D.3)
By coupling (D.3) with the bound |C(ρxσx, ηyτy)| ≤ 3 we obtain the inequality in (i).
(ii): Remark that for any (ρ,x, σ, x), (η,y, τ, y) ∈ {1, 2, 3} × Γ× {↑, ↓} × [0, β),
C(ρxσx, ηyτy) = 1
(2π)2
∫
[−π,π)
dp1
∫
[−π,π)
dp2g˜L,(ρ,x,σ,x),(η,y,τ,y)(p1, p2),
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where g˜L,(ρ,x,σ,x),(η,y,τ,y)(p1, p2) := e
−i〈x−y,k〉gL,(ρ,σ,x),(η,τ,y)(k1, k2) with kj ∈ {−π,−π +
2π/L, · · · , π − 2π/L} satisfying that pj ∈ [kj, kj + 2π/L) (j = 1, 2). Since k 7→
gL,(ρ,σ,x),(η,τ,y)(k) is continuous in (−π, π)2 by definition, limL→∞,L∈Ng˜L,(ρ,x,σ,x),(η,y,τ,y)(p)
exists for any p ∈ (−π, π)2. As we have seen above, |g˜L,(ρ,x,σ,x),(η,y,τ,y)(p)| =
|gL,(ρ,σ,x),(η,τ,y)(k)| ≤ 3. Therefore, the dominated convergence theorem concludes that
lim
L→∞
L∈N
C(ρxσx, ηyτy) = 1
(2π)2
∫
[−π,π)2
dp lim
L→∞
L∈N
g˜L,(ρ,x,σ,x),(η,y,τ,y)(p).
Lemma D.2. Assume that Uc, Uo ∈ R and (4.13) holds with c0 defined in (4.9). Then,
〈ψ∗
Xˆ1
ψ∗
Xˆ2
ψYˆ2ψYˆ1 + h.c〉L converges to a finite value as L→∞ (L ∈ N).
Proof. Fix Uc, Uo ∈ R with |Uc|, |Uo| < 2−4α−2c−20 MNβ . It follows from Lemma 2.3 (ii)
and (4.54) for n = 0 that
〈ψ∗
Xˆ1
ψ∗
Xˆ2
ψYˆ2ψYˆ1 + h.c〉L = −
1
β
lim
h→∞
h∈2N/β
∑
a∈{1,−1}
∂
∂λa
J
≥Nβ
0 (0)
∣∣∣
(λ1,λ−1)=(0,0)
.
Thus, it suffices to prove the convergence of
lim
L→∞
L∈N
lim
h→∞
h∈2N/β
∑
a∈{1,−1}
∂
∂λa
J
≥Nβ
0 (0)
∣∣∣
(λ1,λ−1)=(0,0)
. (D.4)
In order to make clear the dependency on Uc, Uo we write
∂
∂λa
J
≥Nβ
0 (0)
∣∣∣
(λ1,λ−1)=(0,0)
(Uc, Uo)
in place of (∂/∂λa)J
≥Nβ
0 (0)|(λ1,λ−1)=(0,0). We can take ε > 0 such that (1 + ε)|Uc|,
(1+ε)|Uo| < 2−4α−2c−20 MNβ . By Corollary 4.7 (ii) there is a domainDo ⊂ C containing
the disk {z ∈ C | |z| ≤ 1 + ε} inside such that
z 7→
∑
a∈{1,−1}
∂
∂λa
J
≥Nβ
0 (0)
∣∣∣
(λ1,λ−1)=(0,0)
(zUc, zUo)
is analytic in Do. Thus,
∑
a∈{1,−1}
∂
∂λa
J
≥Nβ
0 (0)
∣∣∣
(λ1,λ−1)=(0,0)
(Uc, Uo)
=
∞∑
n=0
1
n!
(
d
dz
)n ∑
a∈{1,−1}
∂
∂λa
J
≥Nβ
0 (0)
∣∣∣
(λ1,λ−1)=(0,0)
(zUc, zUo)

∣∣∣
z=0
.
Moreover, by Proposition 4.9, for any n ∈ N ∪ {0},∣∣∣∣∣∣
1
n!
(
d
dz
)n ∑
a∈{1,−1}
∂
∂λa
J
≥Nβ
0 (0)
∣∣∣
(λ1,λ−1)=(0,0)
(zUc, zUo)

∣∣∣
z=0
∣∣∣∣∣∣
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=∣∣∣∣∣∣
1
2πi
∮
|z|=1+ε
dz · z−n−1
∑
a∈{1,−1}
∂
∂λa
J
≥Nβ
0 (0)
∣∣∣
(λ1,λ−1)=(0,0)
(zUc, zUo)
∣∣∣∣∣∣
≤ 213βc20(1 + ε)−n.
Since (1+ε)−n is summable over N∪{0}, the dominant convergence theorem guarantees
that (D.4) converges if
lim
L→∞
L∈N
lim
h→∞
h∈2N/β
(
d
dz
)n ∑
a∈{1,−1}
∂
∂λa
J
≥Nβ
0 (0)
∣∣∣
(λ1,λ−1)=(0,0)
(zUc, zUo)

∣∣∣
z=0
(D.5)
exists for all n ∈ N ∪ {0}.
Again by (4.54) for n = 0 we can write for any x ∈ R with |x| ≤ 1 + ε that
∑
a∈{1,−1}
∂
∂λa
J
≥Nβ
0 (0)
∣∣∣
(λ1,λ−1)=(0,0)
(xUc, xUo)
=
∂
∂λ
log
(∫
eV(λ,λ)(ψ)dµC(ψ)
) ∣∣∣
λ=0
(xUc, xUo), (D.6)
which implies that∑
a∈{1,−1}
∂
∂λa
J
≥Nβ
0 (0)
∣∣∣
(λ1,λ−1)=(0,0)
(0, 0)
= −β(det(C(Xˆp0, Yˆq0))1≤p,q≤2 + det(C(Yˆp0, Xˆq0))1≤p,q≤2).
Thus, Lemma D.1 (ii) proves the existence of (D.5) for n = 0.
It follows from (D.6) that for any n ∈ N,
1
n!
(
d
dz
)n ∑
a∈{1,−1}
∂
∂λa
J
≥Nβ
0 (0)
∣∣∣
(λ1,λ−1)=(0,0)
(zUc, zUo)

∣∣∣
z=0
=
∂
∂λ
(
1
(n+ 1)!
(
d
dx
)n+1
log
(∫
exV(λ,λ)(ψ)dµC(ψ)
) ∣∣∣
x=0
) ∣∣∣
λ=0
=
∂
∂λ
P0Tree(n + 1, C, V(λ,λ))
∣∣∣
λ=0
.
Recall that Tree(·, ·, ·) is defined in (4.7). In the expansion of P0Tree(n+1, C, V(λ,λ)) we
apply the operator
∏
{q,r}∈T (∆q,r(C) + ∆r,q(C)) first and then erase the rest of Grass-
mann polynomials by the operator e
∑n+1
q,r=1Mat(T,ξ,s)q,r∆q,r(C). By recalling the notation
(4.18) we observe that
∂
∂λ
P0Tree(n+ 1, C, V(λ,λ))
∣∣∣
λ=0
=
∑
a∈{1,−1}
∑
T∈Tn+1
1
h
∑
x1∈[0,β)h
·
n+1∏
j=2

 ∑
ρj∈{1,2,3}
(1ρj=1Uc + 1ρj=2,3Uo)
∑
σ
j
1
,σ
j
2
,τ
j
1
,τ
j
2
∈{↑,↓}
1(σj1,σ
j
2,τ
j
1 ,τ
j
2 )=(↑,↓,↓,↑)
1
h
∑
(xj ,xj)∈Γ×[0,β)h


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·
∏
{1,r}∈L11(T )

 2∑
k{1,r}=1
2∑
l{1,r}=1
∑
b{1,r}∈{1,−1}
Ck{1,r},l{1,r},b{1,r}{1,r},a (x1,xrxr)


·
n+1∏
q=2
∏
{q,r}∈L1q(T )

 2∑
k{q,r}=1
2∑
l{q,r}=1
∑
b{q,r}∈{1,−1}
Ck{q,r},l{q,r},b{q,r}{q,r} (xqxq,xrxr)


· f(T, a, {k{q,r}, l{q,r}, b{q,r}}{q,r}∈T , C), (D.7)
where
Ck{1,r},l{1,r},b{1,r}{1,r},a (x1,xrxr) :=


C(Xˆk{1,r}x1, ρrxrτ rl{1,r}xr) if a = 1, b{1,r} = 1,
C(ρrxrσrl{1,r}xr, Yˆk{1,r}x1) if a = 1, b{1,r} = −1,
C(Yˆk{1,r}x1, ρrxrτ rl{1,r}xr) if a = −1, b{1,r} = 1,
C(ρrxrσrl{1,r}xr, Xˆk{1,r}x1) if a = −1, b{1,r} = −1,
Ck{q,r},l{q,r},b{q,r}{q,r} (xqxq,xrxr) :=
{
C(ρqxqσqk{q,r}xq, ρrxrτ rl{q,r}xr) if b{q,r} = 1,
C(ρrxrσrl{q,r}xr, ρqxqτ
q
k{q,r}
xq) if b{q,r} = −1,
f(T, a, {k{q,r}, l{q,r}, b{q,r}}{q,r}∈T , C)
:=
1
n!
∫
[0,1]n
ds
∑
ξ∈Sn+1(T )
ϕ(T, ξ, s)e
∑n+1
u,v=1Mat(T,ξ,s)u,v∆u,v(C)
·
∏
{1,r}∈L11(T )
Lk{1,r},l{1,r},b{1,r}{1,r},a (x1,xrxr)
n+1∏
q=2
∏
{q,r}∈L1q(T )
Lk{q,r},l{q,r},b{q,r}{q,r} (xqxq,xrxr)
· (−1a=1ψ1Xˆ1x1ψ
1
Xˆ2x1ψ
1
Yˆ2x1
ψ1
Yˆ1x1
− 1a=−1ψ1Yˆ1x1ψ
1
Yˆ2x1ψ
1
Xˆ2x1
ψ1
Xˆ1x1
)
·
n+1∏
s=2
(−ψsρsxsσs1xsψ
s
ρsxsσs2xs
ψsρsxsτs1xsψ
s
ρsxsτs2xs
)
∣∣∣
ψj=0
∀j∈{1,··· ,n+1}
,
Lk{1,r},l{1,r},b{1,r}{1,r},a (x1,xrxr)
:=


−(∂/∂ψ1Xˆk{1,r}x1)(∂/∂ψ
r
ρrxrτrl{1,r}
xr) if a = 1, b{1,r} = 1,
−(∂/∂ψrρrxrσrl{1,r}xr)(∂/∂ψ
1
Yˆk{1,r}x1
) if a = 1, b{1,r} = −1,
−(∂/∂ψ1Yˆk{1,r}x1)(∂/∂ψ
r
ρrxrτrl{1,r}
xr) if a = −1, b{1,r} = 1,
−(∂/∂ψrρrxrσrl{1,r}xr)(∂/∂ψ
1
Xˆk{1,r}x1
) if a = −1, b{1,r} = −1,
Lk{q,r},l{q,r},b{q,r}{q,r} (xqxq,xrxr)
:=


−(∂/∂ψqρqxqσqk{q,r}xq)(∂/∂ψ
r
ρrxrτrl{q,r}
xr) if b{q,r} = 1,
−(∂/∂ψrρrxrσrl{q,r}xr)(∂/∂ψ
q
ρqxqτ
q
k{q,r}
xq
) if b{q,r} = −1.
By the translation invariance and the periodicity of C(ρxσx, ηyτy) with respect to
x,y ∈ Γ,
∂
∂λ
P0Tree(n + 1, C, V(λ,λ))
∣∣∣
λ=0
=
1
h
∑
x1∈[0,β)h
n+1∏
j=2

1
h
∑
(xj ,xj)∈Γ×[0,β)h

FL(x1,x2x2, · · · ,xn+1xn+1), (D.8)
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where
FL(x1,x2x2, · · · ,xn+1xn+1) :=
∑
a∈{1,−1}
∑
T∈Tn+1
n+1∏
j=2

 ∑
ρj∈{1,2,3}
(1ρj=1Uc + 1ρj=2,3Uo)
∑
σ
j
1
,σ
j
2
,τ
j
1
,τ
j
2
∈{↑,↓}
1(σj1,σ
j
2,τ
j
1 ,τ
j
2 )=(↑,↓,↓,↑)


·
∏
{1,r}∈L11(T )

 2∑
k{1,r}=1
2∑
l{1,r}=1
∑
b{1,r}∈{1,−1}
C˜k{1,r},l{1,r},b{1,r}{1,r},a (x1,xrxr)


·
n+1∏
q=2
∏
{q,r}∈L1q(T )

 2∑
k{q,r}=1
2∑
l{q,r}=1
∑
b{q,r}∈{1,−1}
Ck{q,r},l{q,r},b{q,r}{q,r} (0xq,xrxr)


· f(T, a, {k{q,r}, l{q,r}, b{q,r}}{q,r}∈T , C), (D.9)
C˜k{1,r},l{1,r},b{1,r}{1,r},a (x1,xrxr)
:=


C(ρˆk{1,r}0σˆk{1,r}x1, ρrxrτ rl{1,r}xr) if a = 1, b{1,r} = 1,
C(ρrxrσrl{1,r}xr, ηˆk{1,r}0τˆk{1,r}x1) if a = 1, b{1,r} = −1,
C(ηˆk{1,r}0τˆk{1,r}x1, ρrxrτ rl{1,r}xr) if a = −1, b{1,r} = 1,
C(ρrxrσrl{1,r}xr, ρˆk{1,r}0σˆk{1,r}x1) if a = −1, b{1,r} = −1.
Though we do not explicitly write for simplicity, we should remark that the dependency
of f(T, a, {k{q,r}, l{q,r}, b{q,r}}{q,r}∈T , C) on the variables x1 ∈ [0, β)h, (xj , xj) ∈ Γ ×
[0, β)h (j = 2, · · · , n+ 1) in (D.9) is different from that in (D.7).
For s1 ∈ [0, β), (xj , sj) ∈ Z2 × [0, β) (j = 2, · · · , n+ 1) set
FL,h(s1,x2s2, · · · ,xn+1sn+1) := FL(x1,x2x2, · · · ,xn+1xn+1),
where xj ∈ [0, β)h satisfies that sj ∈ [xj , xj + h−1) (∀j ∈ {1, · · · , n + 1}). Since
(x, y) 7→ C(ρxσx, ηyτy) is continuous a.e. in [0, β)2,
lim
h→∞
h∈2N/β
FL,h(s1,x2s2, · · · ,xn+1sn+1) = FL(s1,x2s2, · · · ,xn+1sn+1)
for a.e. (s1, s2, · · · , sn+1) ∈ [0, β)n+1, and thus
lim
h→∞
h∈2N/β
∂
∂λ
P0Tree(n+ 1, C, V(λ,λ))
∣∣∣
λ=0
= lim
h→∞
h∈2N/β
∫ β
0
ds1
n+1∏
j=2

∫ β
0
dsj
∑
xj∈Γ

FL,h(s1,x2s2, · · · ,xn+1sn+1)
=
∫ β
0
ds1
n+1∏
j=2

∫ β
0
dsj
∑
xj∈Γ

FL(s1,x2s2, · · · ,xn+1sn+1).
Lemma D.1 (ii) implies that limL→∞,L∈N FL(s1,x2s2, · · · ,xn+1sn+1) exists for any
s1 ∈ [0, β), (xj , sj) ∈ Z2 × [0, β) (j = 2, · · · , n+ 1).
By Lemma D.1 (i), (4.8) and the fact that |Mat(T, ξ, s)u,v| ≤ 1 (∀u, v ∈ {1, · · · , n+
1}) (see the proof of [10, Lemma 4.5]) there exists c(n, T, Emax, β) > 0 depending only
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on n, T , Emax and β such that |f(T, a, {k{q,r}, l{q,r}, b{q,r}}{q,r}∈T , C)| ≤ c(n, T, Emax, β)
for a.e. (s1, · · · , sn+1) ∈ [0, β)n+1. Therefore, by setting Umax := max{|Uc|, |Uo|} and
using Lemma D.1 (i),
1xj∈{−⌊L/2⌋,−⌊L/2⌋+1,··· ,−⌊L/2⌋+L−1}2 (∀j∈{2,··· ,n+1})|FL(s1,x2s2, · · · ,xn+1sn+1)|
≤ Unmax
∑
T∈Tn+1
c(n, T, Emax, β)
∏
{1,r}∈L11(T )
1
1 +
(
2
π
)3∑2
p=1 |〈xr, ep〉|3
·
n+1∏
q=2
∏
{q,r}∈L1q(T )
1
1 +
(
2
π
)3∑2
p=1 |〈xr, ep〉|3
= Unmax
n+1∏
j=2
1
1 +
(
2
π
)3∑2
p=1 |〈xj, ep〉|3
∑
T∈Tn+1
c(n, T, Emax, β) (D.10)
for a.e. (s1, · · · , sn+1) ∈ [0, β)n+1 and any xj ∈ Z2 (j = 2, · · · , n + 1). The right-
hand side of (D.10) is in L1([0, β)× (Z2× [0, β))n). Thus, the dominated convergence
theorem proves that
lim
L→∞
L∈N
lim
h→∞
h∈2N/β
∂
∂λ
P0Tree(n+ 1, C, V(λ,λ))
∣∣∣
λ=0
= lim
L→∞
L∈N
∫ β
0
ds1
n+1∏
j=2

∫ β
0
dsj
∑
xj∈Z2

 1xj∈{−⌊L/2⌋,−⌊L/2⌋+1,··· ,−⌊L/2⌋+L−1}2 (∀j∈{2,··· ,n+1})
· FL(s1,x2s2, · · · ,xn+1sn+1)
=
∫ β
0
ds1
n+1∏
j=2

∫ β
0
dsj
∑
xj∈Z2

 lim
L→∞
L∈N
FL(s1,x2s2, · · · ,xn+1sn+1).
This implies the existence of (D.5) for n ∈ N and completes the proof.
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Notation
Parameters and constants
Notation Description Reference
L size of lattice of the position variable Subsection 1.2
t hopping amplitude Subsection 1.2
Uc coupling constant on the Cu sites Subsection 1.2
Uo coupling constant on the O sites Subsection 1.2
ǫσc , ǫ
σ
o spin-dependent on-site energies Subsection 1.2
(σ ∈ {↑, ↓})
β proportional to the inverse of temperature Subsection 1.2
Emax maxσ∈{↑,↓}{1, |t|, |ǫσc |, |ǫσo |} beginning of Section 2
Xˆj , Yˆj same as (ρˆj, xˆj , σˆj), (ηˆj , yˆj, τˆj) (j = 1, 2), beginning of Section 2
(j = 1, 2) fixed sites to define the correlation function
h step size of the discretization beginning of Section 2
of [0, β), [−β, β)
NL,h 6L
2βh, cardinality of IL,h beginning of Section 2
λ1, λ−1 used to modify the interaction Subsection 2.3
c generic constant depending beginning of Section 3
only on a fixed smooth function
M parameter to control the size of the support Subsection 3.1
of the cut-off function
Nh ⌊log(2h)/ log(M)⌋ Subsection 3.1
Nβ max{⌊log(1/β)/ log(M)⌋ + 1, 1} Subsection 3.1
c0 constant depending on M and β (4.9)
α additional parameter used before Proposition 4.1
in the multi-scale integration
Sets
Notation Description Reference
Γ (Z/LZ)2 Subsection 1.2
[0, β)h {0, 1/h, · · · , β − 1/h} beginning of Section 2
[−β, β)h {−β,−β + 1/h, · · · ,−1/h} ∪ [0, β)h beginning of Section 2
Γ∗ (2π
L
Z/(2πZ))2 beginning of Section 2
Mh {ω ∈ π(2Z+ 1)/β | |ω| < πh} beginning of Section 2
IL,h {1, 2, 3} × Γ× {↑, ↓} × [0, β)h beginning of Section 2
I˜L,h IL,h × {1,−1} Subsection 4.1
(IL,h)
m
o subset of I
m
L,h Subsection 4.1
Dsmall subset of C
4 Subsection 4.2
DR subset of C Subsection 4.2
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Functions
Notation Description Reference
Ft,β(·) used to specify the domain beginning of Section 2
of analyticity of the covariance
sˆ(·) fixed function of spin beginning of Section 2
C(·, ·) covariance of full scale Subsection 2.2
χl(·) cut-off function of l-th scale Subsection 3.1
Cl(·, ·) covariance of l-th scale beginning of Subsection 3.2
References
[1] G. Benfatto, A. Giuliani and V. Mastropietro, Fermi liquid behavior in the 2D
Hubbard model at low temperatures, Ann. Henri Poincare´. 7 (2006) 809–898.
[2] G. Benfatto, G. Gallavotti, A. Procacci and B. Scoppola, Beta function and
Schwinger functions for many fermions system in one dimension. Anomaly of the
Fermi surface, Comm. Math. Phys. 160 (1994) 93–171.
[3] E. Dagotto, Correlated electrons in high-temperature superconductors, Rev. Mod.
Phys. 66 (1994) 763–840.
[4] V. J. Emery, Theory of high-Tc superconductivity in oxides, Phys. Rev. Lett. 58
(1987) 2794.
[5] J. Feldman, H. Kno¨rrer and E. Trubowitz, A representation for Fermionic correla-
tion functions, Comm. Math. Phys. 195 (1998) 465–493.
[6] J. Feldman, H. Kno¨rrer and E. Trubowitz, Fermionic functional integrals and the
renormalization group, CRM monograph series No. 16 (American Mathematical
Society, Providence, RI, 2002).
[7] A. Giuliani, The ground state construction of the two-dimensional Hubbard model
on the honeycomb lattice, Quantum Theory from Small to Large Scales, Lecture
Notes of the Les Houches Summer School: Volume 95, August 2010.
[8] A. Giuliani and V. Mastropietro, The two-dimensional Hubbard model on the
honeycomb lattice, Comm. Math. Phys. 293 (2010) 301–346.
[9] A. Giuliani, V. Mastropietro and M. Porta, Universality of conductivity in inter-
acting graphene, Comm. Math. Phys. 311 (2012) 317–355.
[10] Y. Kashima, A rigorous treatment of the perturbation theory for many-electron
systems, Rev. Math. Phys. 21 (2009) 981–1044.
[11] Y. Kashima, Exponential decay of correlation functions in many-electron systems,
J. Math. Phys. 51 (2010) 063521.
[12] T. Koma and H. Tasaki, Decay of superconducting and magnetic correlations in
one- and two-dimensional Hubbard models, Phys. Rev. Lett. 68 (1992) 3248.
[13] W. Pedra and M. Salmhofer, Determinant bounds and the Matsubara UV problem
of many-fermion systems, Comm. Math. Phys. 282 (2008) 797–818.
59
[14] V. Rivasseau, The two dimensional Hubbard model at half-filling. I. Convergent
contributions, J. Stat. Phys. 106 (2002) 693–722.
[15] M. Salmhofer and C. Wieczerkowski, Positivity and convergence in fermionic
quantum field theory, J. Stat. Phys. 99 (2000) 557–586.
60
