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“A mente que se abre a uma nova ideia jamais 





Na sociedade do conhecimento o processo de inovação é visto como um 
desafio às organizações que o utilizam como um diferencial para 
obtenção de vantagem competitiva frente ao mercado. Ao gerenciar e 
alinhar o processo de inovação às estratégias organizacionais torna-se 
possível proporcionar aos clientes produtos novos ou melhores, ou ainda 
inovar em processos ou em marketing. A Gestão de Ideias integra este 
processo e apresenta-se como um fator primordial para o sucesso do 
mesmo. Pode ser vista como uma área potencial que se encontra em 
expansão, possibilitando gerar retorno financeiro para a organização. O 
principal objetivo da área está em organizar ideias e implementá-las de 
maneira eficaz e eficiente. Porém, devido ao número de ideias coletadas 
em uma organização, o processo de seleção de ideias para execução 
torna-se não trivial. Ao utilizar técnicas de agrupamento é possível 
reunir grupos de ideias semelhantes e facilitar a visualização das 
informações. Esta dissertação possui como objetivo apresentar um 
modelo baseado em ontologia e na análise de agrupamento para suporte 
à Gestão de Ideias, visando auxiliar no processo de tomada de decisão. 
Para demonstração de viabilidade do modelo proposto, foi desenvolvido 
um protótipo para suportar as fases de indexação, extração, validação, 
agrupamento e visualização das ideias. O protótipo foi aplicado em três 
cenários de estudo utilizando ideias coletadas nos sites das empresas 
Starbucks® e Dell®. A partir da aplicação do protótipo identificou-se 
que ao analisar grupos de ideias semelhantes, e não somente ideias 
isoladamente, estes podem indicar padrões e tendências que auxiliem na 
tomada de decisão de quais ideias deveriam ou não serem 
implementadas. Como resultado apresenta-se um modelo capaz de 
auxiliar na tomada de decisão e no processo de destinação de recursos 
para investimentos em ideias. As evidências obtidas a partir da análise 
dos textos providos pelos especialistas da organização comprovam as 
descobertas efetuadas pelo modelo.  
 








In the knowledge society the innovation process is challenging to 
organizations that use it as a differential to obtain competitive advantage 
over the market. Managing and aligning the innovation process to 
organizational strategies make possible to provide customers with better 
or new products, innovating in processes or marketing. The Ideas 
Management integrates this process and presents itself as a major factor 
in its success. It can be seen as a potential area, which is expanding, 
allowing generate financial return for organizations. The main objective 
of the area is to organize ideas and implement them effectively and 
efficiently. However, due to the number of ideas collected in an 
organization the process of selection of ideas for execution becomes 
non-trivial. Using clustering techniques can compose groups of similar 
ideas as well as to make easy information visualization. This work has 
intends to present a model based on ontology and cluster analysis to 
support the Idea Management, aiming to help in the decision-making 
process. To demonstrate the feasibility of the proposed model, a 
prototype was developed to deal with the phases of indexing, extraction, 
validation, clustering and visualization of ideas. The prototype was 
applied in three study scenarios using ideas collected on the websites of 
Starbucks® and Dell® companies. From the application of the prototype 
it was found that when analyzing of like-minded groups, not just ideas 
alone, these can indicate patterns and trends to assist in making 
decisions on which ideas should or should not be implemented. As a 
result, the model is able to assist in decision making and in the process 
of allocation of funds for idea investments. Evidence obtained from the 
analysis of the texts provided by the organization's experts confirm the 
findings made by the model. 
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A manutenção da vantagem competitiva por parte das 
organizações precisa de inovações e do desenvolvimento de produtos 
que satisfaçam as expectativas dos consumidores. Porém, inovar não é 
um processo trivial. 
Segundo Trott (2012), a inovação compreende o processo de 
geração de ideias, o desenvolvimento de tecnologias e processos, ou 
ainda a fabricação e marketing de um produto. Novas ideias podem 
desencadear o desenvolvimento de novos produtos e o processo de 
inovação (WITELL; LÖFGREN; GUSTAFSSON, 2011).  
O processo de inovação torna-se um quesito desafiador e não 
trivial para as organizações. Como todo processo, é necessário que 
ocorra o gerenciamento do mesmo, consistindo fundamentalmente em 
alinhá-lo as estratégias, aos objetivos e aos valores da organização.  
Segundo Barbieri, Álvares e Cajazeira (2009) um dos principais 
insumos deste processo são as ideias. Ideias compõem a matéria-prima 
para o processo de inovação (BREM; VOIGT, 2007). Organizações que 
consideram a inovação como uma estratégia competitiva devem estar 
preparadas para a criação e gestão de ideias (BARBIERI; ÁLVARES; 
CAJAZEIRA, 2009). 
A Gestão de Ideias pode representar o ponto inicial do processo 
de inovação e auxiliar na identificação de oportunidades viáveis e 
plausíveis de serem implementadas pela organização (BJÖRK; 
BOCCARDELLI; MAGNUSSON, 2010; VANDENBOSCH, 
SAATCIOGLU; FAY, 2006). 
A Gestão de Ideias apresenta-se como um fator crucial para o 
sucesso do processo de inovação. Segundo Sint et al. (2010) e Xie e 
Zhang (2010), através da Gestão de Ideias é possível aumentar a 
produtividade das empresas, favorecer a criação de novos produtos e 
melhorar os processos realizados na empresa, minimizando os custos e 
mantendo a organização competitiva. 
Sistemas de Gestão de Ideias podem auxiliar no processo de 
administrar, avaliar e selecionar ideias (WESTERSKI; DALAMAGAS; 
IGLESIAS, 2013). Estes sistemas empregam tecnologias da informação 
para apoiar o processo de inovação e estão sendo considerados como um 
ramo promissor do mercado de software (FENN; LEHONG, 2011; 
WESTERSKI; IGLESIAS, 2011).  
O desenvolvimento de Sistemas de Gestão de Ideias recebe a 
contribuição da área de Engenharia do Conhecimento. A Engenharia do 
Conhecimento contribui na aplicação de teorias, métodos e ferramentas 
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voltadas à modelagem e representação do conhecimento de domínio 
(STUDER, BENJAMINS; FENSEL, 1998), fornecendo um conjunto de 
ferramentas para formalizar e explicitar este conhecimento, de modo a 
auxiliar nas tarefas intensivas em conhecimento e assim fornecer 
elementos para a gestão do conhecimento (SCHREIBER et al., 2002).  
Para representar e explicitar este conhecimento, a Engenharia do 
Conhecimento utiliza ferramentas como a ontologia para organizar as 
estruturas de dados a partir de conceitos e relacionamentos (POLI; 
OBRST, 2010; SUÁREZ-FIGUEROA et al.; 2011).  
Segundo Fernandes et al. (2011) a existência de ferramentas 
computacionais para amparar o processo de inovação ainda é pequena, 
sendo que as tecnologias presentes na Web Semântica, por exemplo as 
ontologias, representam um grande potencial para área. 
A meta-informação existente na ontologia do domínio de Gestão 
de Ideias contribui no agrupamento de ideias em categorias, na busca e 
até mesmo avaliação das ideias (HÜSIG; KOHN, 2011). Ao agrupar 
ideias, especialistas de domínio podem interpretar e visualizar melhor as 
ideias coletadas na organização (POVEDA; WESTERSKI; IGLESIAS, 
2012). Uma meta-análise pode identificar agrupamentos (clusters) de 
ideias semelhantes, apontando para possíveis padrões, tendências e 
demandas de mercado, ou ainda influenciar na decisão dos especialistas 
de domínio (MAGNUSSON; NETZ; WÄSTLUND, 2014).  
Este trabalho apresenta uma contribuição à área de Engenharia do 
Conhecimento. Área esta que possui suas origens no final de 1970, onde 
por meio de métodos, técnicas e ferramentas buscou-se o 
desenvolvimento de sistemas especialistas, sistemas baseados em 
conhecimento e sistemas de informação intensivos em conhecimento 
(SCHREIBER et al., 2002). 
Nesta perspectiva, acredita-se que o conhecimento do especialista 
de domínio pode ser modelado, a fim de prover suporte às tarefas 
intensivas em conhecimento.  
A contribuição desta dissertação se dá por meio do 
desenvolvimento de um modelo capaz de auxiliar no processo de Gestão 
de Ideias, de modo que por meio de técnicas de agrupamento, ideias 
semelhantes possam ser agrupadas. A formação dos grupos de ideias 
semelhantes pode evidenciar padrões e tendências, assim como, 
possíveis demandas de mercado.  
O modelo foi desenvolvido a partir da aquisição de conhecimento 
e por meio da sistematização dos conceitos envolvendo a área de Gestão 
de Ideias, baseado em passos metodológicos que resultaram em uma 
ontologia para representação do conhecimento de domínio, bem como 
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em um sistema computacional (nível de protótipo) para realizar o 
processo de agrupamento. 
 
 
1.1 DEFINIÇÃO DO PROBLEMA 
 
Na sociedade do conhecimento o aumento da concorrência fez 
com que as organizações realizassem investimentos em inovações, 
ofertando aos consumidores novos produtos, visando atingir outros 
mercados, em busca da manutenção da vantagem competitiva (REID; 
BRETANI, 2004). 
O processo de inovação nas organizações tornou-se fundamental 
para melhorar a produtividade e aumentar as taxas de crescimento da 
produção (CHANG; CHEN; WEY, 2007). A capacidade de uma 
organização em produzir inovações está associada a uma demanda 
contínua de ideias, com o objetivo de desenvolver novos produtos, 
serviços e tecnologias (BESSANT et al., 2005).  
Para Endesley (2010) o ponto central da inovação relaciona-se 
com a geração e teste de novas ideias. Vygotsky (2007) salienta que o 
maior insumo presente na sociedade é o conhecimento e a capacidade de 
gerar ideias inovadoras.  
A Gestão de Ideias pode ser considerada como o núcleo da gestão 
de inovação e está posicionada no Front End da Inovação (BOTHOS; 
APOSTOLOU; MENTZAS, 2012). Para Sint et al. (2010) a Gestão de 
Ideias é um processo capaz de auxiliar na concepção de novos produtos 
e no aprimoramento dos processos realizados na organização, podendo 
ocasionar a minimização dos custos e a manutenção da vantagem 
competitiva.  
De acordo com os autores Aagaard e Gertsen (2011) os 
investimentos em estudos relativos à Gestão de Ideias são recentes, tanto 
por parte das organizações, como por parte da academia, mas seus 
benefícios são reais para as organizações. Benefícios estes que segundo 
os autores Sint et al. (2010); Xie e Zhang (2010); Westerski e Iglesias 
(2011); Poveda, Westerski e Iglesias (2012), podem acarretar: 
 No aumento da produtividade; 
 Na melhoria da efetivação dos processos;  
 No favorecimento da concepção de novos produtos; 
 Na minimização dos investimentos; 
 Na manutenção da vantagem competitiva;  
 Na criação de valor comercial por meio das ideias identificadas. 
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A fim de facilitar o gerenciamento de banco de ideias surgiram os 
sistemas computacionais para o domínio de Gestão de Ideias. Sistemas 
de Gestão de Ideias tem o objetivo de, através das tecnologias da 
informação, auxiliar no processo de gerar, avaliar e selecionar ideias 
inovadoras, utilizando diferentes processos e critérios dentro do mesmo 
sistema (LI; LI; CHEN, 2014). 
Porém, podem ocorrer momentos de sobrecarga de informação 
para o sistema, devido aos períodos com extensos volumes de 
submissões de ideias, tornando o processo um desafio para a 
organização (WESTERSKI; IGLESIAS; RICO, 2010; SINT et al., 
2010; WESTERSKI; IGLESIAS, 2011).  
Para Magnusson, Netz e Wästlund (2014), um ponto relevante em 
Sistemas de Gestão de Ideias é o fato de uma mesma ideia aparecer 
inúmeras vezes na base de dados, embora com especificidades 
diferentes, porém relacionadas. Isoladamente estas ideias podem não ser 
interessantes, mas o potencial aumenta quando agrupadas. Ou ainda, 
caso a mesma ideia seja por vezes recorrente, apontar para uma possível 
demanda (MAGNUSSON; NETZ; WÄSTLUND; 2014).  
Entre as tarefas que podem promover auxílio à Gestão de Ideias 
encontra-se a análise de agrupamento, ou seja, a descoberta e 
interpretação de grupos de objetos tendo propriedades e/ou 
comportamentos semelhantes, sendo uma das operações mais comuns na 
exploração e análise de vários tipos de dados (ANDRIENKO; 
ANDRIENKO, 2009). Agrupamentos podem ser detectados em uma 
meta-análise, indicando ideias semelhantes, apontando padrões e 
tendências.  
A implementação de um módulo em que a informação obtida 
durante o processo de pesquisa possa ser representada utilizando 
técnicas de agrupamento, poderá fazer com que usuários interpretem de 
uma melhor maneira as ideias coletadas na organização (POVEDA; 
WESTERSKI; IGLESIAS, 2012). 
A partir dos elementos identificados esta dissertação objetiva 
responder a seguinte pergunta de pesquisa: Como aprimorar o 
processo de Gestão de Ideias com a aplicação de métodos e técnicas 






Os Objetivos desta dissertação são: 
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1.2.1 Objetivo Geral 
 
Propor um modelo com foco em métodos e técnicas de 
Engenharia do Conhecimento capaz de auxiliar na tomada de decisão no 
contexto da Gestão de Ideias. 
 
1.2.2 Objetivos Específicos 
 
 Propor uma ontologia para o domínio de Gestão de Ideias com 
foco na tarefa intensiva de análise de agrupamento; 
 Propor um modelo que promova suporte ao processo de Gestão 
de Ideias; 
 Demonstrar a viabilidade do modelo proposto por meio da 
construção de um protótipo, assim como a utilização deste em 
cenários de estudo; 
 Realizar uma discussão dos resultados obtidos a partir dos 
cenários de estudo. 
 
 
1.3 JUSTIFICATIVA E RELEVÂNCIA DO TEMA 
 
De acordo com Schreiber et al. (2002) por meio da Engenharia do 
Conhecimento é possível prover métodos para obter entendimento das 
estruturas e processos utilizados por profissionais que fazem uso do 
conhecimento de forma intensiva. 
Ainda segundo os autores, o conhecimento possui dois aspectos 
distintos: o senso de finalidade, ao qual está relacionado a um 
mecanismo intelectual utilizado para atingir metas; e outro relacionado à 
capacidade de criação, visto que uma de suas principais funções é a de 
produzir novas informações. Para tanto, atualmente o conhecimento está 
sendo considerado como um fator de produção. 
Newell (1981) considera que o conhecimento pode ser 
representado como uma combinação de estrutura de dados e 
procedimentos interpretativos que levam a um comportamento 
conhecido. 
Através da aplicação de técnicas e ferramentas presentes na 
Engenharia do Conhecimento é possível extrair novos conhecimentos e 




Com o desenvolvimento de sistemas voltados a Gestão de Ideias 
torna-se possível através das tecnologias da informação auxiliar no 
processo de gerar, avaliar e selecionar ideias que correspondam a 
inovações (LI; LI; CHEN, 2014). 
Porém, segundo os autores Westerski, Dalamagas e Iglesias 
(2013), sistemas de Gestão de Ideias geram grandes desafios como: 
 O excesso de informação perante o volume de ideias 
submetidas; 
 Os picos súbitos de submissões de ideias; 
 A redundância das ideias; 
 O volume de ideias triviais; 
 O esforço humano dispendido durante o processo de Gestão de 
Ideias. 
O modelo proposto neste trabalho adota técnicas de agrupamento 
para propiciar a descoberta de grupos de ideias semelhantes. Ideias 
isoladas podem não representar um potencial de implementação, porém 
este potencial aumenta quando agrupadas.  
Para Poveda, Westerski e Iglesias (2012) a interpretação da 
informação gerada pela formação dos grupos de ideias pode ser 
favorecida. A formação dos grupos possui potencial para evidenciar 
tendências de mercado, e conforme mencionado pelos autores 
Magnusson, Netz e Wästlund (2014) clusters são fatores decisivos no 
processo de seleção de ideias.  
Estudos voltados ao agrupamento de dados atendem a 
determinados objetivos por propiciarem informações acerca do grau de 
semelhança ou de diferença entre dois ou mais objetos pertencentes a 
um conjunto em análise.  
Segundo Andrienko e Andrienko (2009) a análise de 
agrupamento conduz a descoberta e interpretação de grupos de objetos 
com atribuições e comportamentos semelhantes, sendo uma das 
operações mais comuns na exploração e análise de diferentes tipos de 
dados. 
Esta técnica possibilita ainda a descoberta não supervisionada de 
temas e dos principais tópicos relacionados ao conjunto de documentos 
em análise (ALJABER et al., 2009). A técnica de agrupamento é útil por 
explorar grandes volumes de dados, uma vez que permite a um analista 
considerar grupos de objetos em vez de objetos individuais. 
O modelo apresenta como forma de estruturação das ideias uma 
ontologia de domínio objetivando identificar, representar e manipular 
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este conhecimento, de modo a torná-lo realmente útil para as 
organizações.  
Ontologias proveem a base necessária para o raciocínio sobre os 
objetos de determinado domínio, devido à representação do 
conhecimento explicitar o comportamento dos objetos e suas relações 
(KOBASHI, 2007). 
O processo de manutenção da ontologia de domínio é contínuo, 
pois novas ideias são submetidas ao decorrer do tempo e serão 
incorporadas à ontologia na forma de novas instâncias. 
Para Hüsig e Kohn (2011) a meta-informação presente na 
semântica pode, por exemplo, agrupar ideias em categorias, auxiliar na 
busca e até mesmo avaliação das ideias, extraindo as ideias mais 
fortemente discutidas ou as ideias que foram classificadas como as 
melhores pelo conjunto de usuários.  
O valor agregado deste modelo para uma organização está focado 
essencialmente no auxílio à tomada de decisão e na destinação de 
recursos para investimentos, relacionados diretamente ao processo de 
Gestão de Ideias, permitindo que ideias com atribuições semelhantes 
sejam agrupadas e visualizadas em conjunto. O modelo possibilita 
também a representação semântica da informação.  
 
 
1.4 DELIMITAÇÕES DA PESQUISA 
 
O objetivo central deste trabalho é o desenvolvimento de um 
modelo para auxiliar no processo de tomada de decisão e na seleção de 
ideias para implementação, estando diretamente relacionado à 
Engenharia do Conhecimento. Com a formalização deste conhecimento 
objetiva-se promover um impacto positivo, auxiliando no processo de 
Gestão de Ideias.  
O foco do trabalho centra-se ainda na aplicação das técnicas de 
indexação e agrupamento para formação dos grupos de ideias. Salienta-
se que não faz parte do escopo deste trabalho contribuir ou evoluir os 
processos acima citados, os quais serão apenas utilizados na concepção 
do modelo. 
Outra característica é a presença de uma ontologia de domínio 
visando à representação formal e explícita do conhecimento envolvido 
no processo de Gestão de Ideias. O preenchimento da ontologia e a 
seleção das características para realização dos agrupamentos é 
semiautomática, tendo o usuário importante papel na fase de 
preenchimento e validação das informações. 
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Esta dissertação baseia-se no pressuposto de que o conhecimento 
contido nas ideias pode ser melhor visualizado e possivelmente 
evidenciar padrões e tendências do cenário de mercado por meio das 
técnicas utilizadas no modelo proposto. 
 
 
1.5 PROCEDIMENTOS METODOLÓGICOS 
 
Para alcançar os objetivos desta pesquisa, o trabalho decorreu da 
seguinte forma:  
 Realização de uma pesquisa bibliográfica para auxiliar na 
concepção do modelo proposto e na escrita do trabalho. Os 
temas abordados na revisão envolveram a área de Gestão de 
Ideias, Ontologia e Clustering Analysis (análise de 
agrupamento); 
 Proposição de um modelo para atender aos objetivos deste 
trabalho; 
 Implementação de um protótipo e aplicação do mesmo em 
cenários visando auxiliar na demonstração de viabilidade e 
avaliação do modelo proposto; 
 Análise dos resultados obtidos por meio da aplicação do modelo 
proposto;  
 Apresentação das conclusões e perspectivas de trabalhos 
futuros. 
Na Figura 1 são apresentados os procedimentos utilizados para 
realização desta pesquisa. 
 





1.6 ADERÊNCIA E INTERDISCIPLINARIDADE 
 
Esta seção possui como objetivo evidenciar a aderência da 
dissertação ao objeto de pesquisa do Programa de Pós-Graduação em 
Engenharia e Gestão do Conhecimento. Para isso, esta seção está 
dividida em três subseções que apresentam a identidade da dissertação, 





O presente trabalho está relacionado à área de concentração: 
Engenharia do Conhecimento, na linha de pesquisa: Engenharia do 
Conhecimento Aplicada às Organizações, cujo foco está em estudar a 
concepção, desenvolvimento e implantação de soluções de Engenharia 
do Conhecimento em organizações (EGC, 2014). Esta caracterização se 
deve ao fato do estudo e da aplicação de técnicas e metodologias que 
visam melhorar a infraestrutura do conhecimento de uma organização, 
gerando subsídios que auxiliam a Gestão do conhecimento 
(GONÇALVES, 2006). 
Esta contribuição pode ser reforçada ao analisar-se o objeto de 
pesquisa do Programa, que está relacionado a macroprocessos de 
explicitação, gestão e disseminação do conhecimento.  
Dentre os macroprocessos estudados pelo Programa, esta 
dissertação trabalha na gestão, formalização, codificação e explicitação 
do conhecimento de domínio. A formalização/codificação presente no 
modelo desenvolvido está baseada em uma ontologia de domínio e na 
análise de agrupamento, através da formação de grupos de ideias 
semelhantes. A explicitação do conhecimento ocorre no momento da 
visualização dos grupos formados, gerando redes e grafos. E a gestão do 
conhecimento na promoção e suporte ao processo de gerenciamento de 
ideias, auxiliando na seleção de ideias para implementação e na tomada 
de decisão. 
O objetivo do PPGEGC é investigar, conceber, desenvolver e 
aplicar modelos, métodos e técnicas relacionados tanto a 
processos/bens/serviços como ao seu conteúdo técnico-científico (EGC, 
2016). 
Esta pesquisa constitui caráter interdisciplinar, onde segundo 
Repko (2008) devem-se avançar as fronteiras disciplinares buscando a 
criação de novos conhecimentos com base em problemas de pesquisa 
em comum. Sendo que as atividades atribuídas à área de Engenharia do 
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Conhecimento relacionam-se com as demais áreas de concentração do 
programa, Gestão do Conhecimento e Mídia e Conhecimento nos 
seguintes aspectos: 
 Pesquisa e desenvolvimento de metodologias de 
identificação, representação e gestão de 
conhecimento; 
 Aplicação de sistemas de conhecimento à gestão 
do conhecimento organizacional (formalização, 
memória e tomada de decisão); 
 Aplicação de sistemas de conhecimento à 
interação homem-máquina, como suporte aos 
trabalhadores de conhecimento, inclusive na 
educação; 
 Aplicação de sistemas de conhecimento em 
mundos virtuais interativos visando à melhoria 
da eficácia e eficiência dos processos de 
treinamento e capacitação (EGC, 2016). 
 
A Figura 2 retrata a integração das áreas de concentração do 
Programa de Pós-Graduação em Engenharia e Gestão do Conhecimento 
envolvidas na pesquisa: 
 





1.6.2 Contexto estrutural no EGC 
 
A área de Engenharia de Conhecimento surgiu a partir da 
Inteligência Artificial. O principal produto da área era os sistemas 









intensificação do papel do conhecimento como elemento estratégico nas 
organizações.  
Devido à popularidade dos sistemas baseados em conhecimento 
surgiu a necessidade de uma abordagem sistemática para a construção 
de tais sistemas, similares aos procedimentos adotados na Engenharia de 
Software (STUDER et al., 1998). 
Para Studer, Benjamins e Fensel (1998) a área de Engenharia do 
Conhecimento envolve a aplicação de teorias, métodos e ferramentas 
voltadas à modelagem e representação do conhecimento de domínio 
(STUDER, BENJAMINS; FENSEL, 1998), provendo um conjunto de 
ferramentas para formalizar e explicitar este conhecimento, de modo a 
auxiliar nas tarefas intensivas em conhecimento e assim fornecer 
elementos para a Gestão do Conhecimento (SCHREIBER et al., 2002).  
Ainda segundo Schreiber (2007), ela fornece uma orientação 
sobre qual o momento e os procedimentos para aplicar técnicas de 
representação de conhecimento para resolver problemas específicos.  
Para tal, os objetivos da área de Engenharia do Conhecimento 
incluem:  
A pesquisa e o desenvolvimento de técnicas e 
ferramentas para a formalização, codificação e 
gestão do conhecimento; métodos de análise da 
estrutura e processos conduzidos por profissionais 
em atividades de conhecimento intensivo; e a 
pesquisa e desenvolvimento de sistemas de 
conhecimento (EGC, 2016). 
 
No que tange ao escopo desta dissertação, o aspecto que a 
contextualiza na área de Engenharia do Conhecimento reside no fato do 
modelo possuir como objetivo a materialização, principalmente dos 
macroprocessos de explicitação, formalização/codificação e gestão do 
conhecimento.  
Ao desenvolver um sistema computacional voltado ao 
agrupamento de ideias, foco deste trabalho, especialistas de domínio 
podem interpretar e visualizar melhor as ideias coletadas na organização 
(POVEDA; WESTERSKI; IGLESIAS, 2012). Segundo os autores 
Hüsig e Kohn (2011) através da semântica presente na 
formalização/Codificação deste conhecimento por meio de uma 
ontologia voltada ao domínio de Gestão Ideias, é possível agrupar ideias 
em categorias, auxiliar na busca e até mesmo na avaliação das ideias, 
extraindo as ideias mais fortemente discutidas ou as ideias que foram 
classificadas como as melhores pelo conjunto de usuários. E por meio de 
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uma meta-análise evidenciar grupos de ideias semelhantes que podem 
indicar possíveis padrões, tendências e demandas de mercado 
(MAGNUSSON; NETZ; WÄSTLUND, 2014). 
 
 
1.6.3 Referências Factuais 
 
O presente trabalho possui como foco principal as áreas de 
Representação Semântica, Gestão de Ideias e Análise de Agrupamento. 
A seguir, serão apresentados os trabalhos desenvolvidos no programa 
que estão relacionados ao foco do trabalho. 
 
Na área de Representação Semântica, foram encontrados 33 
trabalhos, sendo os mais atuais: 
 
 BOTELHO, Maurício. Aplicação de Ontologias na Organização 
de Conteúdos para Apoio a Equipes de Desenvolvimento de 
Software. Dissertação, 2015. 
 CECI, Flavio. Um Modelo Baseado em Casos e Ontologia para 
Apoio a Tarefa Intensiva em Conhecimento de Classificação 
com Foco na Análise de Sentimento. Tese, 2015. 
 SILVA, Thales do Nascimento da. Um Modelo Baseado em 
Ontologia para Suporte a Tarefa Intensiva em Conhecimento de 
Recomendação. Dissertação, 2015. 
 BRAGLIA, Israel. Um Modelo Baseado em Ontologia e 
Extração de Informação como Suporte ao Design Instrucional 
na Geração de Mídias do Conhecimento. Tese, 2014. 
 CARDENAS, Yuri Gomes. Modelo de Ontologia para 
Representação de Jogos Digitais de Disseminação do 
Conhecimento. Dissertação, 2014. 
 
No domínio de Gestão de Ideias foram encontrados poucos 
trabalhos, sendo os mais relacionados:  
 
 DOROW, Patrícia Fernanda. O Processo de Geração de Ideias 
para Inovação: Estudo de Caso em uma Empresa Náutica. 
Dissertação, 2013. 
 PRADA, Charles A. Proposta de modelo para o gerenciamento 
de portfólio de inovação: modelagem do conhecimento na 
geração de ideias. Dissertação, 2009. 
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 MIGUEZ, Viviane Brandão. Uma Abordagem de Geração de 
Ideias para o Processo de Inovação. Dissertação, 2012. 
 
E na área de Análise de Agrupamento o trabalho relacionado foi o 
de:  
 
 CECI, Flávio. Um Modelo Semi-automático Para a Construção 
e Manutenção de Ontologias a partir de bases de documentos 
não estruturados. Dissertação, 2010. 
 
Diante das referências apresentadas, a presente dissertação é 
aderente ao Programa por propor um modelo de conhecimento. 
Compreende-se que o presente trabalho está de acordo com a área de 
concentração de Engenharia do Conhecimento, objetivando dar suporte 
a área de Gestão do Conhecimento, e possui trabalhos anteriores que 
abordam temáticas semelhantes. 
 
 
1.7 ESTRUTURA DO TRABALHO 
 
O presente trabalho é composto de cinco capítulos descritos a 
seguir: 
 O primeiro capítulo apresenta o tema e os objetivos desta 
pesquisa, suas delimitações e aderência ao programa de pós-
graduação;  
 O segundo capítulo é composto de um referencial teórico, no 
qual são abordados os assuntos principais relacionados à 
pesquisa. Os assuntos são: Gestão de Ideias, Ontologia e 
Análise de Agrupamento; 
 No capítulo 3, apresenta-se o modelo proposto por meio de uma 
descrição detalhada sobre as etapas que o compõem, sendo: (1) 
Indexação; (2) Validação; (3) Agrupamento; (4) Visualização; 
 No capítulo 4, é apresentada a proposição de avaliação do 
modelo através da discussão dos resultados alcançados por meio 
dos cenários de estudo;  
 O quinto e último capítulo apresenta as conclusões da 
dissertação e as sugestões de trabalhos futuros. Por fim, são 








2 FUNDAMENTAÇÃO TEÓRICA 
 
A fundamentação teórica apresenta os principais conceitos 
relacionados ao desenvolvimento do modelo voltado a Gestão de Ideias, 
baseado em Ontologia e na Análise de Agrupamento. Neste capítulo, 
abordam-se as definições de Gestão de Ideias, Sistemas de Gestão de 
Ideias, Ontologia e Análise de Agrupamento. Apresenta-se o processo 
de agrupamento de ideias, uma descrição sobre o processo de mineração 
de texto para descoberta de conhecimento e uma explanação sobre os 
algoritmos hierárquicos e dos diferentes algoritmos por particionamento. 
 
 
2.1 GESTÃO DE IDEIAS  
 
A competividade empresarial fez com que as organizações 
buscassem investir em novos produtos e estratégias de atuação. Em face 
da competividade, a inovação tornou-se um fator crucial para sustentar a 
organização no mercado (GIBSON; SKARZYNSKI, 2008), o que 
representa um mecanismo complexo capaz de transformar processos em 
vantagens competitivas (BAUTZER, 2009).  
Marzano (2005) define inovação como um processo sistemático 
para a criação e incremento da vantagem competitiva. Para Clark e 
Wheelwright (1993) a inovação está diretamente relacionada à 
sustentabilidade das organizações que coexistem em um cenário 
competitivo e necessitam conquistar novos mercados. Segundo Moos et 
al. (2011) a inovação é uma das funções fundamentais para uma 
empresa e uma necessidade competitiva em um mercado dinâmico.  
Bautzer (2009) afirma que por meio da inovação é possível 
agregar valor aos produtos e serviços, contudo, compreender a 
capacidade em gerar inovações por parte das organizações é 
fundamental (QUINTANE, 2011). Para Le (2004) organizações que 
trabalham com projetos inovadores possuem maior habilidade em gerir 
mudanças e conseguem mitigar de maneira mais adequada os riscos 
inerentes ao processo. 
Ainda segundo os autores Schumpeter (1949), Gaynor (2001), 
Adams; Bessant; Phelps (2006), Jensen; Webster (2009), Oke; Munshi; 
Walumbwa (2009), o termo inovação está associado à geração de lucros, 
a valor de mercado e à exploração bem sucedida de ideias.  
Baregheh, Rowley e Sambrook (2009) definem inovação como a 
habilidade da organização em transformar ideias em produtos novos ou 
melhorados, serviços ou processos, buscando o crescimento, a 
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capacidade de competir e a busca de diferenciais capazes de garantir o 
sucesso de mercado. 
Para os autores Gambatese e Hallowell (2011) o termo inovação 
está relacionado a três componentes, sendo estes, à geração de 
oportunidades, a difusão e a geração de ideias. Inovações surgem por 
intermédio de transformações positivas introduzidas por novas ideias 
(GAMBATESE; HALLOWELL, 2011).  
Para Art et al. (2010) os investimentos em inovação são 
necessários devido ao aumento do nível de concorrência e diminuição 
do ciclo de vida do produto. Ainda segundo os autores, através destes 
investimentos é possível aumentar a rentabilidade e nutrir a vantagem 
competitiva organizacional. 
Mahroum e Al-Saleh (2013) afirmam que em uma economia 
globalizada a capacidade de gerar inovações e ideias e colocá-las em 
prática tornou-se uma estratégia poderosa para o crescimento 
econômico. Para Flynn et al. (2003) a capacidade de crescimento da 
organização depende da competência em gerar novas ideias e explorá-
las efetivamente para o benefício da organização a longo prazo. Para 
Endesley (2010) “o coração da inovação é a geração e o teste de novas 
ideias”.  
Barbieri, Álvares e Cajazeira (2009) salientam que a Gestão de 
Ideias é parte fundamental no processo de inovação. Flynn et al. (2003) 
também corroboram desta afirmação ao alegarem que a Gestão de Ideias 
proporciona o desenvolvimento de inovações, concretizando-se como 
uma etapa essencial do processo de inovação (COOPER; EDGETT; 
KLEINSCHMIDT, 2001).  
Com base nos trabalhos de Poveda, Westerski e Iglesias (2012); 
Westerski e Iglesias (2011); Witell, Löfgren e Gustafsson (2011); Björk, 
Boccardelli e Magnusson (2010); Sint et al. (2010); Xie e Zhang (2010); 
Baregheh, Rowley e Sambrook (2009); Brem e Voigt (2007); 
Vandenbosch, Saatcioglu e Fay (2006); Bessant et al. (2005) e Flynn et 
al. (2003); em decorrência das citações referentes à Gestão de Ideias, a 








Ideias representam a matéria-prima para o processo de criação de 
novos produtos (COOPER; EDGETT; KLEINSCHMIDT, 2002). 
Segundo Iqbal (2011) gerar ideias é um processo conexo à criatividade 
intraorganizacional. Segundo o autor a inovação concretiza-se com o 
desenvolvimento dessas ideias. Para Sandströn e Björk (2010) a Gestão 
de Ideias possui como objetivo originar, avaliar e eleger ideias para 
inovação.  
Adams, Bessant e Phelps (2006) salientam que os pontos críticos 
do processo estão associados à filtragem e seleção das ideias, sendo 
estes, fatores impactantes na falha ou sucesso da organização.  
Os autores Westerski e Iglesias (2011) também corroboram desta 
afirmação, alegando que dentre as etapas do processo de Gestão de 
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Ideias a mais importante e problemática está relacionada à avaliação das 
ideias. 
Identificar as ideias inovadoras não é um processo trivial, uma 
vez que estas se encontram tanto dentro, quanto fora da organização 
(COOPER; EDGETT; KLEINSCHMIDT, 2002; MCGRATH, 2004). O 
autor VanGundy (2007) destaca a importância de alinhar e especificar o 
alvo, a direção e as prioridades da empresa para, num processo 
subsequente, promover a Gestão de Ideias.  
Contudo, os esforços e estudos por parte da academia e das 
organizações para promoção da Gestão de Ideias são recentes 
(AAGAARD; GERTSEN, 2011). Xie e Zhang (2010) também 
confirmam esta afirmação, salientando que poucas são as pesquisas 
voltadas ao gerenciamento do processo de geração, seleção, melhoria e 
implementação de ideias.  
Os autores Mowell e Shea (2001) evidenciam a dificuldade 
enfrentada pelas organizações em identificar as ideias inovadoras com 
real potencial para implementação, capazes de gerar resultados rentáveis 
para a organização.  
 
 
2.1.1 Sistemas de Gestão de Ideias  
 
Os Sistemas de Gestão de Ideias, do inglês, System Management 
Idea (IMS) surgem com o objetivo de gerenciar as ideias coletadas na 
organização. Permitem que as empresas gerenciem o processo de 
descoberta, incubação, aceleração e dimensionamento das ideias para 
produzir valor comercial por meio do desenvolvimento de produtos e 
processos inovadores (POVEDA; WESTERSKI; IGLESIAS, 2012).  
Estes sistemas fornecem ferramentas que auxiliam na avaliação e 
seleção de ideias para implementação (WESTERSKI; IGLESIAS; 
RICO, 2010). Os autores Sandstrom e Bjork (2010) também corroboram 
desta afirmação e salientam que os sistemas de Gestão de Ideias visam 
produzir, avaliar e selecionar ideias de inovação contínua e descontínua.  
Para Westerski e Iglesias (2011) os sistemas computacionais 
voltados a Gestão de Ideias proporcionam a organização e a avaliação 
das ideias, com o intuito de gerar um conjunto com as ideias que 
possuem potencial real de implementação e valor para a organização. 
Ferramentas e técnicas associadas ao processo de Gestão de Ideias 
aumentam substancialmente a qualidade e o número de ideias 
(MCADAM; MCCLELLAND, 2002).  
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Estes sistemas trabalham com a coleta e organização das ideias 
relacionadas às sugestões de inovações de produtos e serviços, geradas 
pelos integrantes da organização, concretizando como um ramo 
promissor da indústria (PETTEY; STEVENS, 2009). 
Segundo Conry-Murray (2010) o interesse crescente em sistemas 
de Gestão de Ideias tem impulsionado uma comunidade no 
desenvolvimento de ferramentas, com a finalidade de agregar o processo 
de gerenciamento de ideias ao processo de desenvolvimento de 
software.  
Sistemas que trabalham com a Gestão de Ideias utilizam o 
conceito de Inteligência Coletiva (IC), que só se tornou viável após o 
desenvolvimento da Web 2.0 e suas ferramentas de interação 
(CONVERTINO; GRASSO, MICHELIS, 2010). Por meio das 
tecnologias da informação e comunicação (TICs), IMS podem ser 
utilizados para monitorar o processo de Gestão de Ideias, auxiliando na 
captura e triagem das ideias (COOPER; EDGETT, 2009).  
Organizações como a Dell®, Starbucks®, Cisco® e a 
Canonical® vem desenvolvendo aplicativos de Gestão de Ideias com a 
intenção de impulsionar o envolvimento dos usuários para estimular a 
inovação e melhorar seus produtos e serviços (WESTERSKI; 
DALAMAGAS; IGLESIAS, 2013).  
 
 
2.1.2 Modelos para Gestão de Ideias  
 
Os modelos presentes no domínio de Gestão de Ideias objetivam 
prover suporte ao processo de gerenciamento de ideias.  
A inovação pode ser vista de duas formas, como processo, ou 
como resultado. No modelo sugerido por Cooper (1990), a inovação é 
apresentada como um processo. De acordo com o autor, como todo 
processo, este pode ser gerenciado. Ao longo do tempo o modelo sofreu 
atualizações, porém a essência não foi alterada.  
Segundo Cooper (1990) a ideia é o primeiro passo para o 
processo de desenvolvimento de um produto. O modelo é composto por 
várias fases. A primeira fase corresponde à avaliação preliminar do 
projeto. A segunda é referente à definição sobre a implementação do 
projeto. A terceira ao desenvolvimento. Posteriormente são realizados os 
testes e a validação do projeto, e a quinta refere-se à comercialização. O 
modelo apresenta ainda como etapa final a revisão pós-implementação. 




Figura 4 – Modelo Stage Gate 
 
Fonte: Cooper (1990) 
 
Os autores Flynn et al. (2003) expõem uma metodologia 
fundamentada nos colaboradores da organização, nas habilidades, nos 
conhecimentos e na comunicação, composta por quatro etapas: a direção 
estratégica, o monitoramento ambiental, a identificação de 
oportunidades e a etapa de geração de ideias. O resultado de cada etapa 
presente na metodologia atua como o princípio para a próxima, podendo 
ainda influenciar nas demais (FLYNN et al., 2003).  
A metodologia foi criada para promoção da criatividade em um 
ambiente de negócios. Nesta metodologia é possível prover suporte ao 
processo de criação de ideias, ao alinhamento das metas e ao 
reconhecimento da oportunidade de definição da ideia, com o intuito de 
alinhar a ideia à estratégia da organização e a identificação de 
oportunidade, para a escolha da ideia a ser colocada em prática. A 
metodologia é apresentada na Figura 5.  
 
Figura 5 – Metodologia de criação de ideias 
 
Fonte: Flynn et al. (2003, p. 427) 
43 
 
O modelo apresentado por Koen et al. (2002) expõe um formato 
interativo e não sequencial entre os elementos de acordo com o 
movimento das setas. Os autores criaram o modelo a fim de subsidiar as 
atividades elaboradas antes do desenvolvimento formal dos produtos. 
O modelo trata do processo de inovação como algo complexo, de 
difícil planejamento, composto por imprevisibilidades. O modelo foi 
nomeado de: Modelo de Desenvolvimento de Novo Conceito (do inglês, 
New Concept Development Model). Os autores consideram a existência 
de cinco atividades, sendo elas: a identificação de oportunidades, a 
análise de oportunidade, a geração de ideias, a seleção de ideias e a 
definição de conceito. 
No centro do modelo encontra-se o motor, apresentado na Figura 
6, ao qual é responsável por coordenar as cinco atividades apresentadas. 
Possui ainda fatores externos que influenciam no processo, como por 
exemplo, a concorrência de mercado.  
 
Figura 6 – Modelo de planejamento da inovação 
 
Fonte: Koen et al. (2002) 
 
Brem e Voight (2007) em seu modelo, enfatizaram a importância 
da implementação da Gestão de Ideias nas organizações para obtenção 
de inovações positivas. O modelo decompõe o processo de inovação em 
três fases: a geração de ideias, a aceitação da ideia e a concretização da 
ideia. Os autores desenvolveram o túnel de ideias baseado no funil de 




Figura 7 – Túnel de ideias 
 
Fonte: Deschamps, Nayak e Little (1996) 
 
O modelo proposto por Crawford e Benedetto (2006), inicia com 
a identificação de uma ideia e termina com a aprovação de um projeto 
para execução. Os autores propuseram um modelo para 
desenvolvimento de um processo de inovação em produtos, onde 
acreditam que através da combinação de passos, atividades, objetivos e 
decisões, quando executadas corretamente, geram inovações para a 
organização. A Figura 8 apresenta o modelo desenvolvido por Crawford 
e Benedetto. 
 
Figura 8 – Processo de inovação segundo Crawford e Benedetto 
 
Fonte: Adaptado de Crawford e Benedetto (2006) 
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A fase 1 do modelo busca identificar oportunidades de negócio. A 
fase 2 objetiva levantar novas ideias de acordo com as oportunidades 
identificadas na primeira fase. A fase 3 corresponde à avaliação do 
projeto e envolve três atividades principais: a análise e a seleção das 
ideias para implementação, a avaliação técnica e comercial da proposta 
e a definição do projeto. A fase 4 corresponde à execução do projeto e 
na fase 5 são realizados testes no produto para posterior 
comercialização.  
Whitney (2007) propõe um modelo para o desenvolvimento de 
tecnologias. Por meio de um conjunto de ferramentas utilizadas no 
processo de inovação, torna-se o processo interativo. O modelo possui 
ainda um retorno das avaliações, o que ajuda a equilibrar e gerenciar o 
processo. A Figura 9 apresenta o modelo. 
 
Figura 9 – Modelo de inovação segundo Whitney 
 
Fonte: Adaptado de Whitney (2007) 
 
No modelo de Whitney as entradas para o sistema são atividades 
que estimulam o processo de inovação. Já as saídas são a melhoria das 
atividades ou ainda o desenvolvimento de uma nova tecnologia. Os 
passos que estas atividades ou ideias irão percorrer são primeiramente: a 
identificação de oportunidades, cujo objetivo é identificar, selecionar e 
avaliar oportunidades. Em seguida, ocorrerá a geração e seleção de 
ideias com o intuito de identificar, avaliar e selecionar ideias a serem 
exploradas. O terceiro passo corresponde à pesquisa e desenvolvimento 
(diferencial deste modelo, pois enfatiza a área de pesquisa) para 
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desenvolver, pesquisar e avançar no desenvolvimento da ideia ou 
atividade. Por último, ocorre à síntese dos conceitos, objetivando o 
desenvolvimento e avaliação do conceito criado a partir da ideia ou 
atividade que poderá originar a melhoria ou desenvolvimento de uma 
tecnologia. 
Nobelius e Trygg em 2002 propuseram um modelo para o front 
end do processo de inovação. Primeiramente é necessário definir um 
conceito antes que o processo de desenvolvimento do projeto inicie 
efetivamente. Os autores enfatizam a necessidade de execução de todas 
as fases do modelo para o sucesso da atividade.  
Nobelius e Trygg (2002) destacam que todos os modelos 
existentes relacionados ao front end possuem um planejamento 
estratégico. A saída destes modelos geram um plano de projeto e a 
especificação do conceito do produto. Ao analisar os modelos 
existentes, os autores fizeram uma proposição baseada na síntese dos 
demais e concluíram que os processos essenciais no front end consistiam 
na declaração da missão, criação do conceito, triagem/definição do 
conceito, análise do negócio e, por fim,  planejamento do projeto. A 
Figura 10 apresenta o modelo proposto por Nobelius e Trygg. 
 
Figura 10 – Modelo de front end 
 





O termo ontologia origina-se na Filosofia e está relacionado à 
existência do ser ou aos tipos de existência (BORST, 1997). Na 
inteligência artificial o termo está associado ao raciocínio exercido por 
um sistema de IA para execução de determinada tarefa.  
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Segundo os autores Poli e Obrst (2010), atualmente o termo 
ontologia por ser visualizado de acordo com duas perspectivas: a 
primeira está relacionada à filosofia, mencionada no primeiro parágrafo. 
A segunda está relacionada à Ciência da Computação, inicialmente 
utilizada pela Inteligência Artificial, e nos dias atuais, utilizada também 
pela área de Engenharia do Conhecimento.  
A pesquisa desenvolvida utiliza o conceito de ontologia baseada 
na visão da Ciência da Computação e da Engenharia do Conhecimento, 
onde a mesma é vista como um modelo de dados para modelagem e 
representação do conhecimento de domínio, possibilitando realizar 
inferências sobre os objetos do domínio.  
Nesta perspectiva, em 1993, Gruber atribuiu significado ao termo, 
definindo-o como a exploração e representação dos relacionamentos 
semânticos e conceituais da informação. Guarino em 1998 definiu o 
termo como uma especificação das propriedades e relações entre os 
conceitos de um determinado domínio.  
Para Guarino (1998) o termo está associado à definição de um 
vocabulário para descrever determinada realidade. Neches et al. (1991) 
vão além e afirmam que por meio da ontologia é possível determinar as 
regras para combinar termos e relacionamentos, definindo extensões do 
vocabulário. 
Uma das definições mais aceitas para o termo foi fundamentada 
em Gruber (1993) e Borst (1997), onde os autores Studer, Benjamins e 
Fensel (1998) afirmaram que: “a ontologia é a representação formal e 
explícita de uma conceitualização compartilhada”. Para Vasconcelos, 
Rocha e Kimble (2003) por meio da ontologia é possível especificar 
formalmente e em alto nível um domínio. 
Ontologias são utilizadas como uma forma de comunicação e 
integração do conhecimento, bem como, para realizar inferência sobre 
este conhecimento (MIKA; AKERMANS, 2005). Promovem a 
representação do conhecimento através de termos, definindo conceitos 
do mundo real, referentes a um determinado domínio, representando as 
relações semânticas e não somente as relações sintáticas entre os dados.  
Ao desenvolver uma ontologia, componentes como, a descrição 
das categorias e dos objetos e as relações entre os dados envolvidos no 
processo são explicitados (LULA; PALIWODA-PĘKOSZ, 2008).  
Para Suárez-Figueroa et al. (2011) classes, relacionamento, 
axiomas e instâncias formam o conjunto de componentes que compõem 
a representação do conhecimento de domínio. Maedche (2002) afirma 
que a descrição de uma ontologia deve ser composta por 5-tuplas sendo: 
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os conceitos, os relacionamentos, a hierarquia de conceitos, funções que 
relacionam conceitos e um conjunto de axiomas.  
Para Uschold e Jasper (1999) ontologias assumem diferentes 
formatos, incluindo fundamentalmente um vocabulário de termos e sua 
especificação, as definições dos relacionamentos entre os conceitos, 
resultando na estruturação do domínio e suas restrições. 
Ontologias são instrumentos com alto poder de organização e 
representação da informação de domínio, otimizando os processos de 
recuperação de informação (ALMEIDA; BAX, 2003). Estas podem ser 
divididas de duas formas, de acordo com o grau de formalismo podendo 
representar apenas uma taxonomia, ou um vocabulário controlado (light-
weight), ou ainda especificar os relacionamentos e restrições lógicas 
entre os conceitos (heavy-weight) (BATZIAS, SIONTOROU, 2012). 
Para Kobashi (2007) a ontologia fornece a base necessária para o 
raciocínio sobre os objetos de determinado domínio, pois a partir da 
representação do conhecimento ocorre a promoção da explicitação do 
comportamento dos objetos e relações. Gómez-Pérez (1999) afirma que 
uma ontologia não inclui somente os termos que podem ser explicitados, 
mas também os que podem ser obtidos por meio de regras de inferência.  
O uso desta tecnologia de representação permite a habilidade em 
raciocinar, analisar e operar sobre o conhecimento armazenado. 
Segundo Varshovi e Sadeghiyan (2010) sua utilização facilita o 
processo de raciocínio e cooperação de sistemas de detecção e resposta.  
A meta-informação presente na semântica pode, por exemplo, 
agrupar ideias em categorias, auxiliar na busca e até mesmo na avaliação 
das ideias, extraindo as ideias mais fortemente discutidas ou as ideias 
que foram classificadas como as melhores pelo conjunto de usuários 
(HÜSIG; KOHN, 2011).  
Guarino (1998) propôs a seguinte definição para os diferentes 
tipos de ontologia:  
 Ontologias gerais (top-level ontology): possuem significados 
abstratos para a compreensão do domínio de conhecimento; 
 Ontologias de domínio (domain ontology): abordam um 
domínio específico de uma área genérica; 
 Ontologias de tarefa (task ontology): abordam tarefas ou 
atividades genéricas; 
 Ontologias de aplicação (application ontology): objetivam 
solucionar um problema específico de um determinado 
domínio, normalmente referenciando termos relacionados a 
uma ontologia de domínio. 
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Studer (1998) considera também outros dois tipos de ontologias: 
 Ontologias de representação: definem conceitos que 
especificam genericamente a representação do conhecimento, 
não se detendo a um domínio específico; 
 Ontologias de método: especificam o vocabulário relativo a um 
método presente em um Método de Resolução de Problema 
(PSM). 
Almeida e Bax (2003) em seus estudos propuseram uma 
especificação ainda mais completa sobre os tipos de ontologia, 
apresentada no Quadro 1. 
 
Quadro 1 - Tipos de ontologias 
Abordagem Classificação Definição 






Reutilizáveis no domínio fornecem 
vocabulário sobre conceitos, seus 
relacionamentos, sobre atividades e 
regras que os governam. 
Ontologias de tarefa Fornecem um vocabulário 
sistematizado de termos, especificando 
tarefas que podem ou não estar no 
mesmo domínio. 
Ontologias gerais Incluem um vocabulário relacionado a 
coisas, eventos, tempo, espaço, 
casualidade, comportamento, funções, 
etc.  
Quanto ao grau de 
formalismo Uschold 
e Gruninger (1996) 
Ontologias 
altamente informais 




Expressa em linguagem natural de 
forma restrita e estruturada. 
Ontologias 
semiformais 





Os termos são definidos com semântica 
formal, teoremas e provas. 
Quanto à aplicação 




Um aplicativo é escrito em uma única 
língua e depois convertido para uso em 




Cria-se uma ontologia para um 
domínio, a qual é usada para 
documentação e manutenção no 
desenvolvimento de softwares. 
Ontologia de acesso 
comum à 
informação 
Quanto ao vocabulário é inacessível, a 
ontologia torna a informação 
inteligível, proporcionando vocabulário 
compartilhado dos termos. 




nível Haav e Lubi 
(2001) 
nível relacionados a todos os elementos da 
ontologia (espaço, tempo, matéria, 
objeto, evento, ação, etc.) os quais são 




Descrevem o vocabulário relacionado 
ao domínio, como, por exemplo, 
medicina, ou automóveis. 
Ontologia de tarefa Descrevem uma tarefa ou atividade, 
como, por exemplo, diagnósticos ou 
compras, mediante inserção de termos 
especializados na ontologia.  
Quanto ao conteúdo 
VanHeijist, 




Especificam termos que serão usados 
para representar o conhecimento em 
um domínio (por exemplo, os léxicos). 
Ontologias de 
informação 
Especificam a estrutura de registros de 
bancos de dados (por exemplo, os 




Especificam conceituações do 
conhecimento, tem uma estrutura 
interna semanticamente rica e são 
refinadas para uso no domínio do 
conhecimento que descrevem. 
Ontologias de 
aplicação 
Contém as definições necessárias para 




Expressam conceituações que são 
específicas para um determinado 
domínio do conhecimento. 
Ontologias 
genéricas 
Similares às ontologias de domínio, 
mas os conceitos que as definem são 




Explicam as conceituações que estão 
por trás dos formalismos de 
representação do conhecimento. 
Fonte: Almeida e Bax (2003, p. 10) 
 
A utilização de ontologia atualmente tornou-se frequente para 
possibilitar a representação do conhecimento e apoiar tecnologias 
voltadas à gestão do conhecimento (FERNANDES et al., 2011). 
Segundo os autores Zanni-merk; Cavallucci e Rousselot (2009), 
Carbone et al. (2012), Kumar et al. (2010), Gardner (2005) e Jung 
(2009), ontologias auxiliam no processo de: 
 Aquisição do conhecimento; 
 Criação do conhecimento;  
 Compartilhamento do conhecimento; 
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 Distribuição do conhecimento; 
 Integração entre sistemas; 
 Interoperabilidade entre sistemas.  
 
 
2.2.1 Trabalhos correlatos relacionados ao domínio de Gestão de 
Ideias e Aplicações Semântica 
 
Esta seção consiste na identificação das principais características 
do objeto de estudo, a partir de um conjunto de artigos selecionados e 
analisados no ano de 2016, através das principais bases de dados: 
Scopus, ACM, IEEE e Springer Link.  
Com o intuito de analisar as aplicações semânticas no cenário de 
gestão de ideias, foi utilizada a seguinte expressão como filtro de 
pesquisa: (“semantic” and “idea management”) e também utilizou-se a 
expressão (“ontology” and “idea management”) nos campos referentes a 
título, palavras-chave e resumo, nas bases que dispunham deste recurso. 
A pesquisa pelo termo ontologia foi necessária devido à expressividade 
e utilização do termo nas pesquisas semânticas. Foram identificados 21 
artigos, no entanto somente 6 apresentavam uma solução semântica para 
o domínio de Gestão de Ideias.  
No artigo denominado de Idea management system for team 
creation (2010), é realizada uma proposição de um sistema capaz de 
gerenciar o processo de Gestão de Ideias, promovendo a criação de 
equipes. Como resultado os autores desenvolveram um IMS (sistema de 
gestão de ideias, do inglês, Idea Management System), capaz de realizar 
o reconhecimento de uma ideia criativa por meio de análise semântica 
latente, da seleção de uma ideia e da evolução e visualização da mesma 
(XIE; ZHANG, 2010).  
No artigo intitulado de Ideator - a collaborative enterprise idea 
Management tool powered by kiwi (2010), ocorre o desenvolvimento de 
uma ferramenta para apoiar o processo de gestão de ideias. O Ideator é 
uma aplicação Enterprise 2.0, capaz de promover suporte a geração de 
ideias de maneira colaborativa baseada na semântica promovida pelo 
framework KiWi (SINT et al., 2010). 
No trabalho A model for integration and interlinking of idea 
Management systems (2010), ocorre a introdução da utilização de 
tecnologias da Web Semântica entre Sistemas de Gestão de Ideias e 
softwares heterogêneos, capaz de alcançar a interoperabilidade entre os 
mesmos. O modelo propõe como e quais tipos de anotações de 
metadados devem ser aplicados no domínio dos sistemas de Gestão de 
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Ideias. A Web Semântica pode funcionar como ferramenta para criar 
novas oportunidades e alavancar os sistemas atuais de Gestão de Ideias 
(WESTERSKI; IGLESIAS; RICO, 2010). 
No artigo denominado de Exploiting structured linked data in 
enterprise knowledge management systems: An idea management case 
study (2011), existe a proposição de um modelo de criação de dados 
abertos ligados para a World Wide Web. Como resultados alcançados, 
existe a promoção da interligação de dados estruturados para uso em 
sistemas voltados a Gestão de Ideias, em face da quase inexistência de 
sistemas de Gestão do Conhecimento dedicados à inovação. E ainda, o 
desenvolvimento de um mecanismo de extensão de uma ontologia que 
primeiramente abrangia apenas a estrutura dos sistemas voltados à 
Gestão de Ideias, para o conceito de vinculação com dados corporativos 
distribuídos e dados públicos, utilizando tecnologias da Web Semântica 
(WESTERSKI; IGLESIAS, 2011).  
No artigo Linked opinions: describing sentiments on the 
Structured web of data (2011), apresenta-se uma ontologia de opinião, 
demonstrando os benefícios da publicação na Web e os resultados da 
mineração de opinião de uma forma estruturada. Uma solução para 
descrever opiniões da web com padrões de metadados bem conhecidos e 
difundidos da Web Semântica. Ocorre ainda a demonstração da forma 
de adaptação da especificação de metadados disponível para auxiliar na 
vinculação de opiniões com outros conceitos sobre a web, levando a 
melhores recursos de pesquisa e uma melhor exposição dos dados 
(WESTERSKI; IGLESIAS; RICO, 2011). 
No trabalho intitulado de Application of semantic search in idea 
management Systems (2012), é apresentado um modelo, projeto e 
arquitetura baseado em busca semântica para sistemas de inovação 
aberta com foco em sistemas de Gestão de Ideias. Com a apresentação 
de uma metodologia para coleta, organização e busca de ideias, 
melhorando a interação entre usuários e simplificando o processo de 
análise de ideias (POVEDA; WESTERSKI; IGLESIAS, 2012). 
Os quatro últimos trabalhos apresentados fazem parte de um 
mesmo projeto denominado GI2MO. A plataforma GI2MO é um 
sistema de gerenciamento de ideias de código aberto baseado na 
arquitetura de componentes do Sistema de Gerenciamento de Conteúdo 
Drupal® (POVEDA; WESTERSKI; IGLESIAS, 2012). O projeto 
GI2MO visa organizar todas as fases do processo de Gestão de Ideias. 
Ainda de acordo com o site do projeto, GI2MO possui como objetivo a 
configuração de tecnologias de Web Semântica no ambiente de Sistemas 
de Gestão de Ideias. 
53 
 
O projeto permite realizar busca automática, exploração do 
significado semântico para melhorar ideias e possibilita incorporar 
ideias através de Linked Data. O grande objetivo é a interoperabilidade 
com as soluções existentes. Oferece ainda formato semântico para as 
ideias de acordo com a GI2MO ontologia. A ontologia proposta pelo 
projeto GI2MO foi desenvolvida com o intuito de manter a integridade 
com as tendências e normas da Web Semântica e proporcionar uma 
ontologia simples, colocando impacto sobre sua usabilidade e facilidade 
(GI2MO, 2014). 
De acordo com a homepage do projeto, o foco principal é 
desenvolver uma ontologia para modelar processos de Gestão de Ideias, 
visando alcançar resultados reais e mensuráveis. Atualmente, de acordo 
com a homepage
1
 do projeto, entre as funcionalidades da plataforma 
estão um sistema de recomendação de ideias, métricas para avaliação da 
ideia, agrupamento de ideias, utilização de linked data, classificação de 
ideias, aplicação de busca semântica, análise de relacionamento e 
análise de sentimento. O projeto vem recebendo incentivos e evoluindo 
em publicações. 
Ao analisar a ontologia proposta pelo projeto GI2MO, observou-
se a existência de várias classes e subclasses descontinuadas, bem como, 
propriedades de dados e objetos. A ontologia no momento da análise 
não promovia suporte à formação de agrupamentos. Em face destas 
características optou-se por desenvolver uma ontologia com base nas 
características do modelo proposto por esta dissertação. 
 
 
2.3 DESCOBERTA DE CONHECIMENTO 
 
A descoberta de conhecimento representa o processo de 
identificar, receber informações relevantes e por meio desta, computá-
las e agregá-las ao conhecimento prévio, alterando o estado do 
conhecimento atual, a fim de que determinada situação ou problema 
possa ser resolvido (WIVES, 2004). 
O processo de Descoberta de Conhecimento em Bases de Dados 
(do inglês Knowledge Discovery in Databases – KDD) possui como 
objetivo identificar e desvendar relacionamentos implícitos entre 
informações armazenadas em bases de dados (SILVA; ROVER, 2011). 
Está área surgiu como uma alternativa para buscar soluções para o 





problema de sobrecarga de dados na era da informação digital 
(FAYYAD; PIATETSKY-SHAPIRO; SMYTH, 1996).  
Berry e Linoff (1997) definem o processo de KDD como a 
análise e a exploração automática ou semiautomática de grandes 
volumes de dados, cujo objetivo está em desvendar regras e padrões 
significativos. Após evidenciar padrões, estes são utilizados para 
auxiliar no processo de tomada de decisão no domínio de análise (CAO 
et al. 2010). 
O objetivo principal deste processo está na descoberta de 
conhecimento interessante e potencialmente útil (VASHISHTHA; 
KUMAR; RATNOO, 2012). Para Fayyad, Piatetsky-Shapiro e Smyth 
(1996) este processo consiste na tradução de dados brutos em 
informações relevantes.  
O processo de descoberta de conhecimento em bases de dados 
manipula informações estruturadas, em geral, armazenadas em bancos 
de dados relacionais e/ou orientado a objetos. Noack e Schmitt (2013) 
afirmam que o processo de KDD destina-se a facilitar e acelerar a 
extração de conhecimento a partir de fontes de dados persistentes. 
No processo de KDD os dados estão estruturados e dispostos em 
formatos numéricos ou símbolos, informações estas compreendidas por 
sistemas computacionais (WEISS et al., 2005). 
Para Fayyad et al. (1997), o campo de pesquisa que envolve o 
KDD compreende o desenvolvimento de técnicas e métodos que buscam 
fornecer significado aos dados. 
As etapas compreendidas no processo de KDD são: a seleção dos 
dados, o pré-processamento responsável por adequar os dados aos 
algoritmos, a mineração efetiva dos dados que abrange o uso de técnicas 
geralmente baseadas na Inteligência Artificial ou Estatística (MAIA; 
ROCHA, 2010), a validação dos resultados e a análise e interpretação 
dos resultados para aquisição do conhecimento.  
Porém, a informação estruturada não compreende a estrutura 
adotada por todas as informações dispostas no contexto digital. Segundo 
Tan (1999), Feldman e Dagan (1995) e Kuechler (2007), cerca de 80% 
da informação produzida, seja em uma organização ou até mesmo por 
usuários comuns, encontram-se no formato textual decorrido da 
linguagem natural. 
Em face desta afirmação, surgiu o processo de Descoberta de 
Conhecimento em Textos (do inglês Knowledge Discovery in Texts – 
KDT). O mesmo é similar ao processo de KDD, entretanto trabalha com 
uma coleção de documentos em linguagem natural, buscando padrões e 
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tendências, classificando e comparando documentos (SILVA; ROVER, 
2011).  
Conforme Tan (1999) e Feldman et al. (2001) tanto o KDT 
quanto o KDD referem-se ao processo de extração de padrões não 
triviais e de conhecimento útil. Entretanto, a área que envolve o KDT 
torna-se mais complexa devido à falta de estruturação da informação.  
O autor Kuechler (2007) aponta que atualmente grande parte do 
conhecimento encontra-se no formato textual, e por este motivo esse 
conhecimento necessita ser identificado, representado e manipulado de 
modo a tornar-se potencialmente útil para as organizações. Na visão de 
Hearst (1999) os documentos textuais contêm informações preciosas, 
porém codificadas e difíceis de serem interpretadas automaticamente.  
A informação textual possui uma estrutura que necessita da 
aplicação de técnicas especializadas para serem analisadas por meios 
computacionais, devido ao significado implícito atribuído a cada termo 




2.4 ANÁLISE DE AGRUPAMENTO 
 
A literatura apresenta diferentes nomenclaturas para o termo 
Análise de Agrupamento, como Taxonomia Numérica, Data Clustering, 
Análise de grupos, Análise de Aglomerados (ou Análise de Clusters, do 
inglês, Cluster Analysis) e reconhecimento de padrões não 
supervisionados. 
A análise de agrupamento corresponde a uma das operações mais 
utilizadas na exploração e análise de dados, focada na descoberta e 
interpretação de grupos de objetos tendo propriedades e/ou 
comportamentos semelhantes (ANDRIENKO; ANDRIENKO, 2009). 
Representa uma análise rotulada como aprendizado não supervisionado, 
não possuindo classificação prévia dos dados para posterior 
agrupamento (KONCHADY, 2006). 
Para Cormack (1971), Hair et al. (2010) e Lattin, Carroll e Green 
(2003), a análise de agrupamento versa sobre a aproximação interna dos 
objetos (homogeneidade) e o distanciamento externo (separação) entre 
grupos. De modo geral, os algoritmos particionam um conjunto de 
objetos em aglomerações (MANNING; SCHÜTZE, 2003). 
Segundo Jain, Murty e Flynn (1999) a análise de agrupamento 
consiste na organização de um conjunto de padrões (geralmente 
dispostos em vetores ou em espaços multidimensionais) em grupos, de 
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acordo com um grau de semelhança. Hair et al. (2010) também 
corroboram desta informação e salientam que o principal objetivo deste 
processo é situar as observações homogêneas em grupos, a fim de 
definir uma estrutura para os dados. 
Por meio desta análise é possível determinar informações acerca 
do grau de semelhança ou diferença entre dois ou mais objetos 
(VASCONCELOS et al., 2007), ou ainda, propiciar a descoberta não 
supervisionada de temas e dos principais tópicos a partir de uma coleção 
de documentos (ALJABER et al., 2009). 
Esta técnica é potencialmente útil, pois auxilia na análise de 
extensos volumes de dados, uma vez que permite a um analista 
considerar grupos de objetos em vez de objetos singulares. Para 
Andrienko e Andrienko (2009) agrupamentos também podem ser úteis 
para outros fins, como na detecção de objetos incomuns, que podem 
exigir uma investigação especial. 
Sculley (2010) enfatiza a importância desta análise para agrupar 
resultados de busca, para a identificação de resultados duplicados e para 
agregação de conteúdos semelhantes. A visualização e interpretação dos 
agrupamentos por um especialista possibilita atribuir significado e valor 
a informação, podendo auxiliar no processo de tomada de decisão.  
Existem diferentes métodos para realização do processo de 
agrupamento de dados. A distinção entre os métodos está relacionada ao 
tipo de resultado a ser obtido e pelas diferentes formas de definir a 
proximidade entre um indivíduo e um grupo já formado, ou entre dois 
grupos quaisquer (VASCONCELOS et al., 2007). 
 
Figura 11 - Etapas do processo de agrupamento 
 
Fonte: Adaptado de Halkidi, Batistakis e Vazirgiannis (2001) 
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Para Halkidi, Batistakis e Vazirgiannis (2001) as etapas presentes 
no processo de agrupamento podem ser evidenciadas na Figura 11. Para 
os autores a etapa de Seleção das Características corresponde à seleção 
dos atributos para realizar o agrupamento. A Seleção do Algoritmo 
envolve a escolha do algoritmo propriamente dita, bem como a 
definição dos parâmetros, tais como a escolha da medida de 
proximidade. A etapa de Validação dos Resultados determina a 
qualidade do processo de agrupamento, e a etapa de Interpretação 
representa o momento no qual o especialista de domínio irá analisar os 
resultados e influir sobre padrões, evidências e tendências.  
Considerando dados não estruturados, o processo de agrupamento 
inicia-se com o levantamento dos termos e/ou palavras-chave presentes 
em cada documento do conjunto de análise adicionando-se estes termos 
a um vetor. Cada vetor é responsável por identificar um documento. 
Posteriormente, determina-se a proximidade entre os documentos com 
base nos vetores criados na etapa anterior. A partir deste processo é 
gerado um valor que definirá se os documentos devem ou não ser 
agrupados (EBECKEN; LOPES; COSTA, 2003). 
Os autores Han e Kamber (2001) afirmam que o processo de 
agrupamento necessita atender a determinadas características como:  
 Escalabilidade; 
 Manipulação de diferentes tipos de dados; 
 Alta dimensionalidade; 
 Descoberta de grupos com formas arbitrárias; 
 Capacidade de tratar dados que possuam ruídos; 
 Possuir conhecimento sobre o domínio para determinar os 
parâmetros de entrada; 
 Não possuir sensibilidade em relação à ordem dos registros de 
entrada; 
 Possibilitar a inclusão de restrições específicas do usuário; 
 Permitir a interpretação e a usabilidade. 
O resultado obtido com a aplicação do algoritmo de agrupamento 
pode ser influenciado pelo número de grupos a serem formados ou pela 
medida de similaridade ou dissimilaridade selecionada (GOWER; 







2.4.1 Algoritmos hierárquicos 
 
Na literatura as técnicas de agrupamento são classificadas em 
técnicas hierárquicas ou não hierárquicas. A técnica hierárquica envolve 
a construção de uma hierarquia baseada em árvore. Promove uma 
sequência de partições, onde cada partição é agregada a partição vizinha 
na sequência (JAIN; DUBES, 1988).  
A abordagem hierárquica é considerada simples, promovendo 
divisões sucessivas entre os dados, originando uma representação no 
formato de hierarquia (EVERITT, 2001).  
Esta técnica possui como vantagem o fato de não assumir um 
número predefinido de grupos. O resultado obtido com aplicação de 
técnicas hierárquicas pode ser apresentado por uma árvore de 
classificação denominada dendograma.  
As técnicas hierárquicas são classificadas em duas abordagens: as 
aglomerativas e as divisivas. Estas abordagens apresentam como 
desvantagem o fato de ao atribuir um objeto a determinado grupo, este 
objeto não poder ser realocado para outro grupo (LATTIN; DOUGLAS; 
PAUL, 2011). 
A técnica hierárquica agromerativa ou divisiva fundamenta-se na 
edificação de uma matriz de similaridade (dissimilaridade) ou 
distâncias, onde cada elemento da matriz expõe o grau de diferença 
entre cada dois casos, de acordo com as variáveis escolhidas.  
 
Figura 12 - Abordagem aglomerativa e abordagem divisiva 
 







A abordagem aglomerativa possui como objetivo reunir os 
objetos em grupos cada vez maiores, incluindo não somente os objetos, 
mas também os agrupamentos já formados (WIVES, 2004). Todavia, na 
abordagem divisiva os objetos são organizados em um único grupo que 
sofrerá sucessivas divisões, até cada objeto encontrar-se em um 
agrupamento separado (WIVES, 2004). 
Nos algoritmos hierárquicos a forma de medir a similaridade 
pode ser classificada de três formas segundo Jain e Dubes (1988): 
 Algoritmo hierárquico de ligação simples (do inglês Single 
Linkage); 
 Algoritmo hierárquico de ligação média (do inglês Average 
Linkage); 
 Algoritmo hierárquico de ligação completa (do inglês Complete 
Linkage). 
No método envolvendo a ligação simples, também conhecido 
como método do vizinho mais próximo ou da distância mínima, o 
algoritmo monta os agrupamentos de acordo com a maior similaridade 
entre quaisquer objetos de dois grupos, unindo assim dois grupos 
similares, promovendo a homogeneidade (JAIN; DUBES, 1988). 
Já no método de ligação média, a similaridade é obtida por meio 
da média de distância entre todos os objetos de dois grupos em questão 
(JAIN; DUBES, 1988). Enquanto que no método de ligação completa, 
conhecido como método do vizinho mais distante, a similaridade é 
obtida através da menor distância entre dois objetos de grupos distintos 
(JAIN; DUBES, 1988). 
 
 
2.4.2 Algoritmos por particionamento 
 
Os algoritmos por particionamento foram desenvolvidos para 
agrupar objetos em n grupos, definidos antecipadamente ou definidos 
durante a execução do processo (JOHNSON; WICHERN, 2007).  
De acordo com Hair et al. (2010) este algoritmo designa objetos a 
agrupamentos, levando-se em conta a definição da quantidade de 
grupos. Segundo Fung (2001) os métodos por particionamento são 
extremamente mais rápidos que métodos hierárquicos.  
Uma base de dados possui n objetos, onde k é o número de 
agrupamentos desejados, os algoritmos por particionamento irão gerar k 
partições empregando medidas de distância, objetivando manter alta 
similaridade entre os objetos de um mesmo agrupamento, enquanto que 
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os objetos deste agrupamento quando comparados com os objetos de 
outras partições apresentem baixa similaridade. 
O primeiro passo é eleger uma semente como ponto inicial para 
formação de um agrupamento, e todos os objetos selecionados dentro de 
uma distância de referência pré-definida são inseridos no agrupamento 
resultante. Em seguida, outra semente de agrupamento é eleita, e o 
processo avança até realizar o agrupamento de todos os objetos. 
Todavia, os algoritmos por particionamento possuem 
desvantagens, como o fato de elencar o número de agrupamentos a 
serem formados. Caso este número seja escolhido erroneamente, a cada 
iteração do algoritmo resultados diferentes podem surgir, o que poderá 
impor uma estrutura de dados, ao invés de identificar a estrutura inerente 





O algoritmo k-means é o mais conhecido algoritmo baseado em 
particionamento (JAIN; MURTY; FLYNN, 1999), consolidando-se 
como o mais utilizado no meio científico e industrial (BERKHIN, 
2002). Este método foi introduzido por J. B. MacQueen em 1967. É um 
dos mais simples algoritmos de aprendizagem não supervisionada para 
lidar com o problema de agrupamento. 
Primeiramente, o algoritmo inicia com a informação de quantos 
grupos serão formados durante o processo de agrupamento. 
Posteriormente, o algoritmo distribui um elemento para cada grupo. 
Inicialmente estes elementos serão a semente inicial de cada grupo e 
consequentemente o centroide. Durante a iteração do algoritmo, à 
medida que novos elementos forem atribuídos aos grupos, o centroide é 
recalculado, representando a média entre os elementos. O k-means 






O lingo é um algoritmo de agrupamento web, ou seja, baseado em 
resultados de pesquisa, que se preocupa em definir as melhores etiquetas 
(descrições) dos grupos. Segundo Osiński (2003) a ideia inicial do lingo 
é primeiramente encontrar descrições significativas de clusters, e em 
seguida, com base nas descrições determinar o conteúdo pertencente a 
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cada grupo. Os rótulos são identificados com base no espaço do modelo 
vetorial juntamente com a técnica de indexação semântica latente (do 
inglês, Latent Semantic Indexing – LSI), buscando identificar os 
conceitos presentes nos documentos. 
Ainda de acordo com Osiński (2003) os passos do algoritmo 
consistem em primeiramente realizar o pré-processamento, onde para 
cada documento ocorrerá à filtragem de texto, a identificação do idioma 
do documento e a aplicação da técnica de stemming (identificação da 
raiz de uma palavra). Posteriormente é realizada a extração de 
características visando descobrir termos e frases frequentes. O terceiro 
passo visa à inferência do rótulo do cluster utilizando LSI para descobrir 
os conceitos abstratos e para cada conceito identificar a frase com 
melhor correspondência. Após este passo, retiram-se os rótulos de 
clusters semelhantes. O passo quatro objetiva a descoberta de conteúdo, 
onde para cada rótulo de cluster será utilizado o Modelo do Espaço 
Vetorial para determinar o conteúdo de fragmentação. Por fim, ocorrerá 
a formação final do cluster e a fusão de agrupamentos similares. 
Segundo Osinski e Weiss (2004) a diferença do Lingo em relação 
a outros algoritmos está no momento da descrição do agrupamento, pois 
ele tenta descobrir o melhor termo que descreva determinado 
agrupamento. Dada a preocupação do algoritmo em definir a melhor 
descrição para o agrupamento e como o objetivo do trabalho é a 
promoção de uma melhor visualização do domínio de Gestão de Ideias, 
o Lingo apresenta-se como uma boa alternativa. 
Seus principais pontos fracos são a incapacidade de realizar 
agrupamento hierárquico e tempo de processamento bastante lento, 
devido ao uso de decomposição singular do valor (do inglês, Singular 
Value Decomposition – SVD) (WROBLEWSKI, 2003). 
 
 
2.4.3 Índice de modularidade  
 
A modularidade é uma medida que objetiva estimar a qualidade 
do algoritmo de agrupamento, ou seja, a qualidade da divisão realizada 
na rede (NEWMAN, 2006), sendo proposta por Girvan e Newman 
(GIRVAN; NEWMAN, 2002). Para Blondel et al. (2008) por meio do 
índice de modularidade é possível definir as regras para divisão da rede 
em grupos. 
A modularidade 𝑄 avalia as conexões das partições de um grafo 
segundo o estudo de sua configuração em grafos aleatórios. O índice 
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soma a probabilidade da existência das arestas entre pares de nós intra-
cluster, subtraindo a soma das arestas intra-cluster, dado pela fómula. 
 





onde 𝑒𝑖𝑗 representa a fração das arestas da rede atribuídas a um grupo i, 
e 𝑎𝑖
2 é esta mesma fração, porém considerando que as arestas são 
inseridas aleatoriamente. 
Resultados próximos a 0 significam baixa probabilidade da rede 
estar decomposta em comunidades reais. Nesta linha, observa-se que 
quanto mais o resultado for positivo e distante de 0 (zero) (valores iguais 
ou superiores a 0.3), aumenta-se a chance de que tais agrupamentos não 
existam apenas ao acaso, ou seja, quanto maior for à modularidade de 
uma partição, maior a probabilidade de realizarem-se agrupamentos. 
Se o grafo gerado possui apenas um cluster C, então Q(C) = 0, 
valores não correspondentes a 0 apontam desvios de aleatoriedade 
(NEWMAN, 2003b).  
Caso o valor obtido com aplicação da equação Q(C) for próxima 
a 1, o grafo sugere uma estrutura forte de formação de grupos. Porém, 
isto nem sempre ocorre. Segundo os autores Newman e Girvan (2004), 
em redes reais estes valores ocorrem na faixa entre 0,3 e 0,7; onde redes 
com alto valor de modularidade possuem conexões densas entre os nós 




2.4.3.1 Medidas de Centralidade 
 
O problema de agrupamento de dados explorado em grafos vem 
sendo utilizado há décadas por meio de diferentes abordagens, devido à 
forma de visualização e a praticidade proporcionada pelas estruturas 
formadas pela rede. Ao analisar a estrutura do grafo, podem-se obter 
informações relevantes quanto às interações e os elementos que 
compõem a rede.  
Uma rede é constituída por um conjunto de vértices unidos por 
arestas, formando pontos conectados. Os vértices podem possuir 
propriedades associadas, como por exemplo, valores numéricos 
(NEWMAN, 2003a). Segundo os autores Easley e Kleinberg (2010) 
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uma rede pode ser vista como uma coleção de objetos conectados entre 
si por links. 
A caracterização das redes pode ser definida pelas medidas de 
centralidade, as quais identificam a disposição de um elemento em 
relação à sua posição na rede. Segundo Gama et al. (2012) a posição do 
elemento perante a rede não é fixa. Determinada hierarquicamente, a 
centralidade manifesta a ideia de poder. Portanto, quanto mais central a 
posição do elemento, maior será a sua iteração e a sua influência na rede 
(GAMA et al., 2012). 
A estatística apoia a análise de redes por meio de medidas de 
centralidade e densidade. As medidas de centralidade do indivíduo, foco 
desta dissertação, estão centradas na localização do vértice na estrutura 
do grafo. Esta medida corresponde aos nós mais importantes perante a 
rede, ou seja, a forma de quantificar esta importância.  
Segundo Freeman (1979), o primeiro a tentar organizar as 
medidas existentes, as medidas de centralidade podem ser divididas em: 
grau, valência ou prestígio, proximidade e intermediação. Abaixo será 
realizada uma explanação sobre as três medidas básicas, sendo, a 
intermediação, a proximidade e o grau. 
 
 Intermediação: a centralidade de intermediação (do inglês, 
betweenness) baseia-se em todos os caminhos mínimos entre os pares de 
vértices da rede, medindo assim a frequência com que determinado nó 
aparece no caminho mais curto entre dois nós em questão. A ideia 
central é de que um nó está presente em muitos caminhos entre outros 
dois nós. A centralidade de intermediação de um vértice v é definida 
como: 
 
CB(v) = CB(v)/[(n-1)(n-2)/2] 
 
onde CB(v) indica a quantidade de menores caminhos que passam pelo 
vértice v; n-1 denota o número de caminhos mínimos entre o nó x e o nó 
y que passam pelo vértice v e n-2 denota o número de caminhos 
mínimos entre o nó s e o nó t. 
 
 Proximidade: a centralidade de proximidade (do inglês, 
closeness) é definida a partir da média das distâncias geodésicas (menor 
distância necessária para conectar dois nós quaisquer) do vértice v e 
todos os outros vértices alcançáveis por ele. Para os autores Cook, 
Emerson e Gillmore (1983) as medidas baseadas em proximidade 
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medem a proximidade de um ponto específico em relação aos outros 





onde i é o nó central, j corresponde a outro nó da rede, e ),( jid  é a 
menor distância entre os dois nós. Nesta equação, as distâncias são 
invertidas após terem sido somadas. Vértices com maior centralidade de 
proximidade ocupam uma posição próxima do centro do grafo. 
 
 Grau: a centralidade de grau é considerada a medida mais 
simples perante as demais. Possui como premissa básica: se um nó 
possui muitas conexões, então este nó é “o nó” ou “um dos nós” mais 
importante(s) na rede. Para Freeman (1979) é o número de vértices 
adjacentes ao nó e com o qual possui contato direto. Esta medida está 
baseada na ideia de que vértices que possuem grau maior podem estar 
em uma localização privilegiada na rede. A centralidade de grau de um 
vértice v é definida como:  
 
CD(v) = grau(v)/(n-1) 
 
onde, grau(v) representa a quantidade de arestas conectadas a um nó 
específico e n o número de nós envolvidos nas ligações diretas. A 
centralidade de grau em redes direcionadas pode ser vista ainda de duas 
formas (indegree) e (outdegree). A forma indegree corresponde a todos 
os nós que incidem sobre o nó em questão e a forma outdegree 
corresponde a todos os nós que são incididos pelo nó em questão. 
 
 
2.4.4 Trabalhos correlatos relacionados ao domínio de Gestão de 
Ideias e Análise de Agrupamento 
 
Esta seção consiste na identificação de trabalhos relacionados ao 
domínio de Gestão de Ideias e a Análise de Agrupamento, a partir de um 
conjunto de artigos selecionados e analisados no ano de 2016 por meio 
das principais bases de dados: Scopus, ACM, IEEE e Springer Link.  
Objetivando alcançar um panorama acerca da análise de 
agrupamento no cenário de Gestão de Ideias, a seguinte expressão foi 


















nos campos referentes a título, palavras-chave e resumo nas bases que 
dispunham deste recurso. Ao total foram identificados 3 artigos, 
entretanto somente 1 apresentava a análise de agrupamento como uma 
solução para o domínio de Gestão de Ideias.  
No artigo intitulado de Idea Relationship Analysis in Open 
Innovation Crowdsourcing Systems (2012), apresenta-se uma 
proposição de uma série de métodos para sumarização do conjunto de 
dados. O objetivo consiste em verificar a utilidade da aplicação de uma 
hierarquia de relacionamento para dados de inovação aberta 
armazenados em sistemas de Gestão de Ideias. Os autores propuseram 
uma nova hierarquia de relações e demonstraram que a sua utilização 
pode aumentar significativamente a quantidade de relações obtidas 
(WESTERSKI; IGLESIAS; GARCIA, 2012). 
No trabalho de Paukkeri e Kotro (2009), intitulado de Framework 
for Analyzing and Clustering Short Message Database of Ideas, é 
apresentado o Note, um framework para analisar e agrupar mensagens 
curtas em um banco de dados de ideias. Note é um Noteboard eletrônico 
compartilhado, onde os funcionários de uma empresa podem escrever as 
suas observações, ideias e perguntas. Note utiliza o algoritmo K-means 
para realizar os agrupamentos com o objetivo de criar e atualizar a 
memória coletiva de uma organização. A ferramenta combina métodos 
estatísticos de mineração de texto com o diário de práticas de uma 
organização de uma nova maneira, mesclando diferentes fontes de 
informação. Na pesquisa realizada, Note foi a solução tecnológica que 
mais se aproximou do objetivo desta dissertação, apesar de utilizar 
diferentes fontes de informação e não apenas ideias. Porém, os 
resultados não foram evidenciados no artigo, assim como maiores 
detalhes sobre o framework.  
Para tanto, esta dissertação apresenta um modelo baseado no 
algoritmo Lingo para processar ideias e realizar o processo de 
agrupamento. Segundo Osinski e Weiss (2004) a diferença do Lingo em 
relação a outros algoritmos está relacionada à descrição do rótulo do 
agrupamento, objetivando encontrar o melhor termo que identifique 
determinado agrupamento. Devido à preocupação com a promoção de 
uma melhor visualização do domínio de Gestão de Ideias, o Lingo 







2.5 CONSIDERAÇÕES FINAIS 
 
Este capítulo discutiu as técnicas relacionadas ao trabalho 
advindas das áreas de estatística multivalorada e descoberta de 
conhecimento. Delineou-se com mais ênfase as técnicas e algoritmos de 
análise de agrupamento e a representação semântica por intermédio das 
ontologias, visto que essas temáticas promovem suporte ao modelo 
proposto (discutido no próximo capítulo), utilizado tanto na 
identificação de relacionamentos entre ideias, quanto na representação 
semântica deste conhecimento. Realizou-se ainda uma explanação sobre 
o domínio de Gestão de Ideias. Estes procedimentos objetivam fornecer 
insumos para aplicações de Engenharia e Gestão do Conhecimento, tais 
como a formação de grafos para a explicitação de conhecimento, e assim 




3 MODELO PROPOSTO 
 
Neste capítulo será apresentado o modelo proposto. A 
apresentação refere-se ao modelo lógico, sendo que o mesmo detalhará a 
interação decorrente entre os módulos componentes da proposição. 
 
 
3.1 DESCRIÇÃO DO MODELO 
 
A competitividade presente no cenário de mercado atual vem 
promovendo a busca constante por ideias que fomentem a inovação. A 
Gestão de Ideias gera desafios quanto à avaliação dos dados, 
representando o ponto crítico do processo, devido ao volume de 
submissões ou ainda pela trivialidade das ideias. A adequada análise e a 
destinação de recursos para investimentos são questões a serem tratadas 
para o efetivo processo de gerir ideias, objetivando maximizar os 
recursos para investimentos. 
Ideias que emergem da organização, seja no formato textual 
impresso e/ou digital, são caracterizadas como documentos textuais. Em 
decorrência deste fato, possui-se como fonte de informação primária um 
conjunto de textos.  
O modelo proposto permite que um conjunto de ideias seja 
agrupado de acordo com as características e semelhanças. Considera-se 
a formação de grupos a partir de documentos textuais.  
O foco deste trabalho é facilitar o processo de seleção e avaliação 
das ideias, permitindo a partir de um conjunto de ideias, identificar 
ideias adequadas, ou seja, passíveis de implementação e investimentos, 
auxiliando assim os gestores na tomada de decisão. 
O modelo proposto está divido em cinco etapas fundamentais que 
visam fornecer suporte ao processo de gerir ideias:  
 1ª etapa: a estruturação do conjunto de documentos; 
 2ª etapa: a indexação desta informação; 
 3ª etapa: o preenchimento da base de conhecimento; 
 4ª etapa: a realização do processo de agrupamento; 
 5ª etapa: a avaliação e explicitação do conhecimento. 
Abaixo é apresentada a Figura 13 que representa o modelo 





Figura 13 - Modelo proposto 
Fonte: Autora 
 
As próximas subseções apresentam o detalhamento das etapas 
fundamentais deste modelo, sendo discutidas e justificadas as 
tecnologias utilizadas para a sua implementação. 
 
 
3.1.1 Construção da estrutura de dados para processamento pelo 
modelo 
 
A primeira etapa do modelo proposto corresponde à criação de 
uma estrutura de dados para ser processada pelo modelo proposto na 
dissertação.  
O objetivo é realizar a estruturação dos campos presentes no 
documento textual fornecido pelo colaborador da organização, por meio 
da criação de documentos no formato XML. Contudo a descrição da 
ideia permanece sendo não estruturada. Esta fase possui como intuito 
adequar as ideias propostas em uma linguagem compreensível aos meios 
computacionais.  
A Figura 14 apresenta o formato como as ideias estão dispostas 
no site da empresa Starbucks®, um dos cenários de estudo utilizados 








Figura 14 – Formato de exposição das ideias no site da empresa Starbucks® 
 




Na figura encontra-se o título da ideia, a data e hora de postagem 
da ideia, o nome do autor, a descrição da ideia, links para 
compartilhamento da ideia. Do lado esquerdo está a quantidade de votos 
que a ideia recebeu. Votos podem ser positivos como no caso acima, ou 
negativos. Votos negativos são representados com o sinal de menos. Na 
figura têm-se ainda os comentários indicando o nome do autor do 
comentário e a descrição do mesmo, bem como a data e hora de 
postagem. 
A Figura 15 apresenta o documento criado no formato XML para 
representar ideias com o objetivo de estruturar a informação. Pode-se 
observar que são extraídas algumas características das ideias, entre elas: 
a) o título da ideia; b) o dia, o mês e o ano em que a ideia foi sugerida; 
c) o nome do(s) autor(es); d) a categoria em que a ideia esta incluída; e) 
as palavras-chave; f) o número de votos; e g) o(os) comentário(s) que a 





ideia recebeu. Cada comentário poderá ter ainda um valor de avaliação 
(rating) e o nome do autor do comentário.  
 





3.1.2 Indexação das ideias 
 
Na segunda etapa, o sistema possui como entrada uma coleção de 
documentos no formato XML para representar as ideias fornecidas em 
geral por colaboradores da organização. Esses documentos são 
convertidos em um índice textual que facilita o acesso às informações 
contidas nos documentos da coleção.  
O modelo baseia-se no framework (também referenciado como 
uma biblioteca) de indexação de documentos Lucene®, que possui 
características como escalabilidade e software livre, criado a partir da 
organização Apache Software Foundation®. O Lucene® é um 
framework de alto desempenho para busca textual escrito na linguagem 
de programação Java® e de fácil aplicabilidade.  
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A Figura 16 apresenta a estrutura do objeto JSON
3
 criado para ser 
repassado ao framework Lucene® para indexação das ideias. Segundo o 
site do projeto, um objeto JSON (JavaScript Object Notation - Notação 
de Objetos JavaScript) significa uma formatação para troca de dados, 
onde seres humanos interpretam e escrevem de forma facilitada, e 
máquinas compreendem e geram objetos mais facilmente. O JSON é um 
formato de texto completamente independente de linguagem, pois usa 
convenções que são semelhantes às linguagens C e familiares, incluindo 
C++, C#, Java, entre outras (JSON, 2016). 
 




Como pode ser observada na imagem, a estrutura apresenta as 
mesmas características presentes no documento XML.  
 
 
3.1.3 População da ontologia 
 
Em fase posterior ao processo de indexação, etapa 3 do modelo, 
ocorre a população da ontologia de domínio voltada à Gestão de Ideias. 
A ontologia foi desenvolvida como forma de representação do 
conhecimento de domínio. Não se identificou na literatura e em 
pesquisas realizadas na web, nenhuma ontologia com suporte ao 
processo de agrupamento. Apenas ontologias para representar ideias. 





A Figura 17 apresenta a ontologia de domínio desenvolvida. 
Entre as classes principais presentes na ontologia encontram-se a classe 
que representa à ideia em si (Classe Idea) e a classe Cluster, responsável 
por representar o resultado do processo de agrupamento. As principais 
propriedades de dados da classe Idea são: o título da ideia, a descrição 
da ideia, a data de submissão da ideia e um identificador.  
A classe Cluster contém um identificador, a descrição do 
agrupamento, e através da propriedade de objetivo hasIdea são 
conectadas todas as ideias que estão presentes em determinado grupo. 
Esta conexão é realizada após a execução do processo de agrupamento 
de ideias.  
 




A Figura 18 apresenta as classes presentes na ontologia de 
domínio. A classe Agent representa os colaboradores da organização que 
inseriram comentários nas ideias propostas. Possui ainda uma subclasse 
Author, responsável por representar os colaboradores que contribuíram 
com sugestões de ideias.  
A classe Category é responsável por descrever as categorias que 
uma ideia está inserida. A classe Comment descreve os comentários que 
determinada ideia recebeu. A classe Date representa a data que 
determinada ideia foi inserida no sistema. A classe Descriptor descreve 
as palavras-chave das ideias.  
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A classe EvaluationIdea representa as avaliações que 
determinada ideia recebeu. Esta classe utiliza o conceito de reificação, 
ou seja, representando relações como objetos. O conceito de reificação 
foi necessário devido a uma única ideia possuir vários comentários. Via 
apenas uma propriedade de objeto não seria possível atribuir mais de um 
comentário e consequentemente as características do comentário à ideia. 
Através da utilização do conceito de reificação com a criação da classe 
EvaluationIdea foi possível criar a propriedade de objeto hasComment, 
responsável por conectar a classe Idea a classe Comment, quantos vezes 
for necessário, em decorrência do número de comentários que uma ideia 
recebeu.  
A classe Mensuration representa o valor de investimento para 
concretização da ideia. A classe Organization é responsável por 
descrever as características da organização. A classe Rating representa o 
número de votos que a ideia recebeu. Os votos podem ser positivos 
ratingUp ou negativos ratingDown.  
A classe SharingMode representa o modo de compartilhamento 
da ideia, que poderá ser público ou privado, por exemplo. A classe 
Status é responsável por descrever as fases que determinada ideia se 
encontra, como por exemplo, em fase de implementação, avaliação, 
entre outras.  
Por fim, a classe SubmissionMethod representa o modo de 
submissão da ideia. Ideias podem ser submetidas, por exemplo, online, 
ou ainda por meio das tradicionais caixas de sugestões. 
 





A Figura 19 apresenta a Classe Idea, uma das classes principais 
da ontologia e o seu relacionamento com as demais classes da ontologia. 
Esta classe se conecta via propriedades de objeto as classes Author, 
SharingMode, EvaluationIdea, Category, Descriptor, Mensuration, 
SubmissionMethod, Status, Rating, Cluster e Date.  
 




A classe Cluster também é uma das classes principais da 
ontologia, ao qual representa as informações obtidas por meio do 
processo de agrupamento. Esta classe possui relações com as classes 
Descriptor e Idea. 
 





3.1.4 Aplicação do algoritmo de agrupamento 
 
Na fase de agrupamento, etapa 4, foi utilizado o algoritmo Lingo 
disponível no projeto Carrot²[
4
]. Segundo o site do projeto, o Carrot² é 
uma biblioteca com um conjunto de funcionalidades para construir um 
mecanismo de agrupamento de resultados de pesquisa, cujo objetivo é 
organizar os resultados da pesquisa em tópicos, de forma totalmente 
automática e sem conhecimentos externos, como taxonomias ou 
conteúdos pré-classificados. 
Para os autores Osinski e Weiss (2004) a diferença do Lingo em 
relação a outros algoritmos está no momento da descrição do 
agrupamento, pois ele tenta descobrir o melhor termo que descreva 
determinado agrupamento. Dada a preocupação do algoritmo em definir 
a melhor descrição para o agrupamento e como o objetivo do trabalho é 
a promoção de uma melhor visualização do domínio de Gestão de 
Ideias, o Lingo apresenta-se como uma boa alternativa. 
Basicamente a heurística do algoritmo Lingo é composta pela 
inversão do modo de agrupamento tradicional de documentos. 
Primeiramente, o algoritmo identifica os rótulos de fragmentação e 
numa etapa subsequente atribui os documentos aos rótulos para formar 
os grupos. Para determinar os rótulos, o algoritmo Lingo constrói uma 
matriz termo-documento para todos os documentos de entrada e 
decompõe a matriz para obter um número de vetores de base que mais 
se aproximam da matriz em um espaço de baixa dimensão. Cada um 
destes vetores dá origem a uma etiqueta de agrupamento. Para completar 
o processo, a cada rótulo é atribuído os documentos que contêm as 
palavras presentes no rótulo.  
Para aplicação do algoritmo no modelo proposto, foi utilizada a 
versão disponibilizada pela biblioteca do projeto Carrot², desenvolvida 
em Java®. Como entrada do processo de agrupamento é necessário 
informar um termo, ou seja, uma semente para consulta (query) inicial.  
Para a identificação do termo inicial (semente) a abordagem 
utilizada no modelo proposto foi a criação de um histograma. O 
histograma é composto pelos termos mais frequentes presentes no 
conjunto de análise (ideias) desconsiderando stop words (termo com 
pouca capacidade discriminatória, tais como, artigos e preposições) e a 
frequência com que cada termo aparece neste conjunto. Ou seja, as 
sementes de pesquisa serão os termos que mais aparecem no conjunto 
em análise. As sementes são fundamentais para o processo, pois servirão 





de rótulos iniciais para a formação dos agrupamentos. Após a formação 
do histograma, o conjunto é ordenado de maneira decrescente pelo valor 
de frequência, ou seja, os termos mais citados ficaram no topo. A partir 
disto, são considerados os termos mais frequentes (mais citados) 
respeitando um determinado limiar que então servirá de entrada para o 
algoritmo. 
A Figura 21 ilustra os passos fundamentais descritos para 
realização do processo de agrupamento baseado no algoritmo Lingo: 
 




Para iniciar o processo de agrupamento, o protótipo acessa o 
índice gerado, recupera as informações e inicia o processo iterativo de 
agrupamento com base nas sementes de consulta “query”. Todos os 
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dados obtidos com a aplicação do algoritmo: identificação e nome do 
agrupamento, e o peso do agrupamento são armazenados na ontologia 
de domínio, bem como o preenchimento da propriedade de objeto 
hasIdea, significando que determinada ideia está associada/pertence ao 
referido agrupamento. Com estes dados armazenados na ontologia 
forma-se a base de conhecimento, permitindo posterior avaliação por um 
especialista de domínio sobre a mesma. O resultado obtido com a 
aplicação do algoritmo retroalimenta a ontologia de domínio.  
 
 
3.1.5 Avaliação e explicitação do conhecimento 
 
Na etapa 5, explicitação do conhecimento, é realizada a análise 
dos dados, buscando identificar padrões e tendências que promovam 
suporte no momento da escolha das ideias para implementação, 
auxiliando assim na tomada de decisão. Os dados armazenados na 
ontologia, que representam a base de conhecimento, servem de suporte à 
geração de redes/mapas com o objetivo de prover um melhor 
entendimento do domínio. Estas redes interconectam os termos mais 
importantes que representam os rótulos dos agrupamentos com as ideias 
pertencentes ao agrupamento gerado.  
Na Figura 22 é apresentado um exemplo de grafo obtido com a 
aplicação do algoritmo de agrupamento e, a partir da ontologia as 
informações foram explicitadas por meio de uma rede.  
 
Figura 22 – Explicitação do conhecimento por meio de uma rede 
 
Fonte: Sérgio, Gonçalves e Souza (2015) 
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A rede é formada por arestas que representam as ligações entre os 
nodos, e os próprios nodos que representam os agrupamentos através 
dos rótulos mais representativos de um conjunto de ideias. No cenário 
expresso na Figura 22 foram identificados quarenta documentos 
contendo o termo de consulta “App”, sendo divididos em dez grupos. 
Relacionado ao domínio de “App” pode-se perceber que os 
colaboradores da organização requerem aplicativos relacionados ao 
domínio de “Drinks back in the new app”, representado pelo grupo na 
cor marrom, sugerindo que os drinks favoritos dos usuários sejam salvos 
no app; o desenvolvimento de aplicativos para “Windows”, apresentado 
pelo grupo na cor azul escuro e aplicativos para usuários de “Windows 
phone”, representado na cor roxo, sendo este o grupo mais 
representativo no exemplo. 
Ainda no grupo “Drinks back in the new app”, ocorre um forte 
apelo por aplicativos relacionados à questão nutricional, como 




3.2 CONSIDERAÇÕES FINAIS 
 
Este capítulo apresentou o modelo proposto detalhando cada uma 
das etapas que o constitui. Os pontos centrais do modelo são compostos 
pela realização do processo de agrupamento e pela representação 
semântica das ideias. Adicionalmente, o modelo incluiu outras etapas 
para que os objetivos do trabalho sejam alcançados, entre elas, 
preparação dos dados, a indexação das ideias e a explicitação do 
conhecimento de domínio. Nesse sentido, a integração dessas técnicas 
em um único modelo visa fornecer um ferramental que promova suporte 
às aplicações de Engenharia e Gestão do Conhecimento voltado a 




4 APRESENTAÇÃO E DISCUSSÃO DOS RESULTADOS 
 
Neste capítulo serão apresentados e discutidos os principais 
resultados obtidos com o modelo. A principal motivação para 
implementação do modelo voltado a Gestão de Ideias, foi assegurar que 
ele funcionasse e alçasse os objetivos. Na implementação considerou-se 
um conjunto de ideias coletadas do site de duas grandes empresas, no 
caso Starbucks® e Dell®. Dessa forma, três cenários foram elaborados 
com o objetivo de demonstrar a efetividade do modelo para auxiliar na 
tomada de decisão no domínio de Gestão de Ideias.  
Os passos que envolvem a implementação do modelo proposto 
através de um protótipo são: pré-processamento dos documentos, 
indexação dos documentos, a construção dos histogramas, a criação da 
base de conhecimento, a aplicação do processo de agrupamento e a 
explicitação e avaliação do conhecimento.  
 
 
4.1 CENÁRIOS DE ESTUDO 
 
O primeiro cenário construído envolveu a coleta aleatória de 55 
(cinquenta e cinco) ideias no domínio de novas tecnologias, presentes no 
site da empresa Starbucks®
5
. O objetivo é evidenciar relações e 
tendências abrangendo o cenário de mercado da empresa. A escolha da 
base se deu por motivos de estruturação do formato de disposição das 
ideias, bem como a mesma ter sido utilizada em outros cenários de 
estudo envolvendo o domínio de Gestão de Ideias, como no trabalho de 
Westerski, Dalamagas e Iglesias (2013). O período de coleta e extração 
dos dados para compor a base de dados ocorreu no final do ano de 2014.  
A empresa Starbucks®, multinacional fundada em 1971, possui a 
maior cadeia de cafeterias do mundo com sede em Seattle, EUA. 
Atualmente, com mais de 15 mil lojas em 50 países concretiza-se como 
uma empresa de nível mundial de torrefação e venda de café 
diferenciado.  
O segundo cenário objetivou aplicar o modelo proposto em um 
conjunto maior de ideias, com o intuito de avaliar a aplicabilidade e 
robustez do mesmo. Para tanto, foram coletadas 413 (quatrocentos e 
treze ideias), compreendidas entre o período de outubro de 2014 a março 
de 2015, do site da empresa Starbucks®. O domínio também 
correspondeu ao de novas tecnologias. Neste domínio existem mais de 





5600 (cinco mil e seiscentas) ideias disponíveis. Dentre os domínios 
disponíveis, o que possui mais ideias é o de Coffee & Espresso Drinks, 
que representa o foco da empresa, com mais de 45000 (quarenta e cinco 
mil) ideias.  
O terceiro cenário foi construído com base no site da empresa 
Dell®. A Dell® é hoje umas das maiores fabricantes de hardware do 
mundo, sendo sua sede nos Estados Unidos. No site da empresa foram 
coletadas 100 ideias, compreendidas entre o período de outubro de 2014 
à março de 2015, correspondente ao período de 6 meses. O domínio 
escolhido foi “todas as categorias”. 
 
 
4.1.1 Preparação dos dados 
 
Primeiramente, visando o processo de estruturação das ideias, 
foram criados documentos no formato XML para cada uma das ideias 
coletadas. A Figura 23 apresenta a estruturação de uma ideia coletada 
para o primeiro cenário de estudo do site da empresa Starbucks®. 
 




Após a anotação manual dos documentos, passou-se para a 
segunda etapa do pré-processamento, ou seja, a extração via aplicação 
dos dados contidos nos documentos XML e a criação de um objeto 
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JSON contendo estes mesmos dados. Após a criação do objeto JSON, o 
mesmo é repassado a um servidor de indexação, no caso Lucene 
Apache®, que com base no objeto irá realizar a indexação dos 
documentos.  
Com a indexação dos documentos contendo as ideias finalizada, a 
aplicação realiza o processo de inserção dos dados na base de dados, 




4.1.2 Algoritmo de agrupamento 
 
A partir da análise de agrupamento é possível explorar o 
conteúdo de extensos volumes de dados, possibilitando ao especialista 
de domínio analisar grupos de objetos e não somente um único objeto. A 
análise de agrupamento auxilia ainda na detecção de objetos incomuns e 
os resultados podem ser utilizados para tomada de decisão empresarial.  
O modelo proposto no trabalho promove suporte a identificação 
das principais e mais coocorrentes ideias presentes no domínio de 
análise, facilitando assim a visualização da base de conhecimento.  
Com o término do processo de indexação e população da 
ontologia de domínio, inicia-se o processo de agrupamento dos dados. O 
processo de agrupamento, baseado no algoritmo Lingo, acessa o índice 
criado, gera um histograma com os termos mais frequentes no domínio 
em análise e após realiza a formação dos agrupamentos.  
Todos os dados obtidos com a aplicação do algoritmo: 
identificação do agrupamento, nome do agrupamento e o peso do 
agrupamento são armazenados na ontologia de domínio. Ocorre também 
a conexão por meio da propriedade de objeto hasIdea, entre o 
agrupamento gerado e a ideia contida no agrupamento, significando que 
determinada ideia está associada/pertence ao referido agrupamento. 
Com estes dados armazenados na ontologia forma-se a base de 
conhecimento, permitindo que um especialista de domínio realize 
posterior avaliação. 
A pesquisa visa demonstrar a efetividade do modelo na formação 
de agrupamentos por meio do algoritmo Lingo. O algoritmo Lingo 
mostrou-se adequado devido à sua capacidade de descrever os rótulos 
dos agrupamentos. 
Ao analisar as informações expressas na formação dos 
agrupamentos, ocorre uma melhora no entendimento do domínio de 
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análise de ideias. Pela expressividade das descrições dos agrupamentos, 
a visualização e interpretação são facilitadas.  
 
 
4.1.3 Resultados dos cenários de estudo 
 
Nesta seção serão apresentados os resultados obtidos com a 
aplicação do protótipo desenvolvido. 
 
 
4.1.3.1 Primeiro cenário de estudo 
 
No primeiro cenário de estudo envolvendo a empresa 
Starbucks®, trabalhou-se com 55 ideias coletadas aleatoriamente a partir 
do domínio de novas tecnologias. Na Figura 24 pode-se observar a 
nuvem de termos envolvendo as ideias coletadas. 
 
Figura 24 – Nuvem dos termos mais significativos do primeiro cenário de 
estudo 
 
Fonte: Sérgio, Gonçalves e Souza (2015) 
 
A análise através dos termos mais frequentes do conjunto de 
análise não possui expressividade adequada, pois analisa apenas a 
frequência com que os termos são citados, contribuindo pouco no 
entendimento do domínio. 
Por meio da análise de agrupamento, uma melhor visualização da 
base de dados pode ser obtida, tendo como objetivo auxiliar na 
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identificação de oportunidades e na tomada de decisão no momento da 
destinação de recursos para investimentos em ideias. 
Para o início do processo de agrupamento é necessário fornecer 
as sementes que permitem a realização das consultas na base de 
documentos indexados. Por meio dessas sementes o Lingo gera os 
agrupamentos necessários. As sementes foram obtidas através da 
formação de um histograma baseado nos termos mais significativos do 
conjunto de análise. Para compor o histograma foram removidas as 
pontuações e as stopwords, bem como, tornar todas as palavras 
minúsculas e no singular. A Tabela 1 apresenta os cinco termos mais 
significativos do conjunto. 
 
Tabela 1 - Termos mais frequentes no primeiro cenário de estudo 
Termo Número de vezes em que aparecem 








O termo mais significativo do conjunto é “App”, porém apesar 
dos termos “Phone” e “Windows” aparecerem separados na tabela, os 
dois representam o segundo par de termos que mais ocorre na análise.  
Por intermédio das Redes Sociais Virtuais, caracterizadas como 
grupos ou espaços específicos na Internet, dados e informações podem 
ser compartilhados entre pessoas, sendo estes dados ou informações de 
caráter geral ou específico, disponibilizados nas mais diferentes formas 
(fóruns, comunidades, entre outros). Pode ocorrer ainda, a formação de 
grupos por afinidade gerando comunidades virtuais, seja em espaços 
abertos ou não, contribuindo em discussões, debates e apresentação de 
temas variados. Nesta linha e considerando este conceito, grandes 
empresas como Canonical®, Starbucks®, Dell®, tem incentivado e 
estimulado a criação de uma página no próprio site da empresa para que 
ocorra a formação de uma rede de colaboradores para fornecer ideias, ou 
comentários para ideias já postadas no site. 
Com isso, e com a aplicação dos conceitos presentes na análise de 
redes sociais, crescente nas últimas décadas, é possível visualizar a 
formação das redes de forma clara e visual. De modo a atingir este 
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objetivo foi utilizado para visualização da formação dos agrupamentos a 
API Gephi®.  
Por meio da API Gephi® é possível analisar claramente as sub-
redes dentro da rede composta por ideias, permitindo explorar o fluxo 
das informações e os relacionamentos existentes entre as mesmas. 
Segundo o site do projeto6,
 
o Gephi® é uma ferramenta para 
exploração e compreensão de grafos voltada à análise exploratória de 
dados, onde o usuário interage com a representação e manipulação das 
estruturas, formas e cores, objetivando revelar propriedades ocultas do 
conjunto de análise (GEPHI, 2015).  
Segundo Gephi (2015) “o objetivo é ajudar os analistas de dados 
a fazerem hipóteses, intuitivamente descobrir padrões, isolar 
singularidades de estruturas ou falhas durante a terceirização de dados”. 
O Gephi permite utilizar algoritmos baseados em força ou algoritmos 
baseados em multi-nível para compor a distribuição entre os nós. O 
mesmo permite utilizar métricas para análise de redes sociais e redes de 
escala livre, entre outras características, tais como:  
 Intermediação, Proximidade, Diâmetro, Coeficiente de 
Clustering, caminho mais curto médio, PageRank, HITS; 
 Detecção de Comunidades através do índice de modularidade; 
 Geradores aleatórios de dados. 
 
Para compor a visualização da rede foram utilizados como 
parâmetros de entrada no Gephi®: 
 Visão geral da rede: os parâmetros analisados foram o grau 
médio, o diâmetro da rede e a modularidade; 
 Algoritmo de distribuição: utilizou-se o force atlas; 
 Partição dos nós: realizada através do grau; 
 Classificação dos nós: realizada através do índice de 
modularidade; 
 
A Figura 25 apresenta os agrupamentos obtidos para o primeiro 
cenário de estudo com a aplicação do protótipo desenvolvido. Nesta 
figura é apresentado o agrupamento total do modelo. Os nodos mais 
representativos serão explanados posteriormente. 
  





Figura 25 – Agrupamento formado a partir do primeiro cenário de estudo 
 
Fonte: Sérgio, Gonçalves e Souza (2015) 
 
Após a formação da rede alguns dados podem ser obtidos, tais 
como o grau de modularidade, grau médio, diâmetro da rede, 
comprimento médio do caminho, entre outros. O valor da modularidade 
da rede nas condições apresentadas acima alcançou um índice de 0,636. 
Redes com o valor de modularidade alto possuem conexões densas entre 
os nós dentro do agrupamento e conexões esparsas entre nós de 
diferentes agrupamentos. Valores próximos a 1 indicam a forte presença 
de estrutura na rede. Em geral, os valores para a modularidade variam 
entre 0,3 e 0,7 (NEWMAN; GIRVAN, 2004). Em alguns casos podem 
chegar mais próximo de 1, mas são raros os casos em que isso acontece. 
Para o Grau Médio, que define o peso dos nodos de acordo com a 
quantidade de suas conexões, foi obtido valor igual a 2,696; o Diâmetro 
da rede, que significa a maior distância geodésica entre todos os pares 
de nodos presentes no grafo, atingiu valor 11; e o Comprimento Médio 
do Caminho foi de 5,049.  
Pode-se observar que o nodo com maior representatividade é o de 
cor verde, denominado de “Starbucks app for windows phone”, seguido 
pelos nodos “Other topics” (cor roxo), “Favorite drink” (cor azul), 
“Mobile app” (cor amarela) e “New app” (cor azul). As palavras em 
maiúsculas correspondem à descrição do nodo formado a partir do 
algoritmo Lingo, e as palavras minúsculas ao título da ideia. 
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Ao analisar a formação dos agrupamentos, observa-se que a 
comunidade de colaboradores da empresa deseja aplicativos mobile para 
“Windows phone” principalmente na versão 8, evidência esta 
comprovada pelos nodos na cor roxo, azul escuro, verde, amarelo e azul 
claro. Pode-se ainda verificar que os colaboradores desejam aplicativos 
voltados para o termo “Drinks”. A questão nutricional também é um 
fator de destaque presente no nodo azul escuro, através do interesse por 
aplicativos que forneçam informações nutricionais ou ainda calculadoras 
nutricionais.  
A Figura 26 apresenta o agrupamento obtido a partir da consulta à 
base de conhecimento em função do termo “App”. 
 
Figura 26 – Agrupamento formado a partir da query App 
 
Fonte: Sérgio, Gonçalves e Souza (2015) 
 
Na formação do agrupamento foram identificados quarenta 
documentos contendo o termo “App”, sendo agrupados em dez grupos. 
Relacionado ao contexto de “App” os colaboradores da organização 
solicitam mais aplicativos relacionados ao nodo identificado de “Drinks 
back in the new app”, representado na cor marrom, o desenvolvimento 
de aplicativos para “Windows”, apresentado pelo nodo na cor azul 
escuro e aplicativos para usuário de “Windows phone”, representado 
pelo nodo na cor roxo, sendo este o nodo mais representativo no 
domínio de análise.  
Ainda referente ao nodo de “Drinks back in the new app”, o 
colaborador da ideia menciona que ele gostaria de salvar as suas 
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preferências no app e pedir os seus drinks favoritos já salvos 
previamente no aplicativo, devido à dificuldade na fala. Observa-se 
também neste grupo o forte apelo por aplicativos relacionados com a 
questão nutricional. Esta informação pode ser confirmada no que foi 
apresentado na Figura 25 contendo o agrupamento do conjunto de 
análise como um todo. As descrições do agrupamento são relacionadas a 
informações nutricionais para aplicativos para “Iphone” e a questão do 
cálculo nutricional. 
Na Figura 27 apresenta-se o agrupamento obtido a partir da 
consulta à base de conhecimento em função do termo “Windows phone”. 
 
Figura 27 – Agrupamento formado a partir da query Windows phone 
 
Fonte: Sérgio, Gonçalves e Souza (2015) 
 
Neste segundo cenário foram identificados quinze documentos 
contendo o termo “Windows phone”, sendo agrupados em onze grupos. 
Ocorre uma forte relação deste contexto com o contexto de aplicativos 
móveis, representado na Figura 27 pelo nodo na cor azul escuro com o 
termo “Windows phone app”.  
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Neste caso, observa-se que o nodo mais expressivo é 
representado pela cor verde, cuja descrição solicita o desenvolvimento 
de aplicativos para celulares que contenham o sistema operacional 
Windows Phone® da empresa Microsoft®, e o desenvolvimento de 
aplicativos para “Tablets”. Outra característica da formação deste 
agrupamento é que os colaboradores da empresa Starbucks® solicitam 
aplicativos para Windows Phone® para usuários dos EUA. 
 
 
4.1.3.2 Segundo cenário de estudo 
 
O segundo cenário de estudo envolveu também a empresa 
Starbucks® e foi baseado na coleta de 413 ideias. A Tabela 2 apresenta 
o histograma com os 8 termos mais frequentes no segundo cenário de 
estudo. 
 
Tabela 2 - Termos mais frequentes no segundo cenário de estudo 
Termo Número de vezes em que aparecem 











Na Tabela 2 pode-se perceber que independente do cenário 
anterior, novamente os termos “App”, “Phone” e “Drink” são altamente 
citados na plataforma da organização.  
No momento da criação das redes contendo os agrupamentos, 
adicionou-se ao peso da aresta o valor que o Algoritmo Lingo gera no 
momento da execução do processo de agrupamento. Ou seja, cada nodo 
formado possui um peso específico perante o agrupamento como um 
todo. Quanto maior o peso do nodo, maior a significância do mesmo 
perante o conjunto. A Figura 28 apresenta a nuvem de termos com os 










Na Figura 29 são apresentados os agrupamentos formados a partir 
do segundo cenário de estudo. 
 





Foram gerados pelo processo de agrupamento um total de 260 
nodos e 400 arestas. O valor da modularidade da rede nas condições 
apresentadas acima alcançou um índice de 0,758. Para o Grau médio, 
que define o peso dos nodos de acordo com a quantidade de suas 
conexões, foi obtido valor igual a 3,046; o Diâmetro da rede, ou seja, a 
maior distância geodésica entre todos os pares de nodos presentes no 
grafo, atingiu valor 12; e o comprimento médio do caminho foi de 
4,961.  
Em virtude do volume de dados optou-se por analisar os nodos 
com o maior valor correspondente ao item de avaliação “grau”. Para 
tanto, a Figura 30 apresenta o nodo com o maior valor correspondente 
ao grau, sendo este de 27, e os seus relacionamentos. 
 




No nodo denominado “Starbucks app” em virtude da espessura 
da aresta pode-se observar que os colaboradores da empresa desejam 
aplicativos voltados ao “Coffee master app on the go”, ou seja, um 
aplicativo relacionado a sugestão de um catálogo com os produtos que a 
empresa oferece, pois o usuário poderia ter acesso rapidamente a este 
conteúdo de forma mais prática. 
A espessura da aresta, como mencionado anteriormente, é 
responsável por identificar o peso de determinado nodo no agrupamento. 
Quanto maior a espessura da aresta maior a representatividade do nodo 
no agrupamento. Novamente ocorre um apelo por aplicativos mobile 
voltados ao sistema operacional “Windows phone®” e “Android®”, 
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aplicativos voltados também ao celular da “Blackberry 10.3 OS” e 
“Galaxy note 4”, e aplicativos direcionados ainda a “Favorite drinks”. 
Algumas ideias interessantes como “definir uma loja padrão para 
encomendas móveis”, “um app personalizado com o valor nutricional”, 
“aplicativos para relógios inteligentes”, “notificações de códigos 
promocionais para os aplicativos”, “personalização da própria bebida 
via aplicativo”, “solicitar a ordem através do app”, “poder solicitar 
músicas”, “visualizar receitas no app da Starbucks”, estão presentes 
como sugestões para empresa na formação deste nodo. Enfim, observa-
se que ocorre um apelo por aplicativos móveis. 
A Figura 31 apresenta o nodo denominado de “Windows phone”. 
Este nodo possui grau no valor de 21 e, considerando as suas relações, 
representa o segundo nodo mais representativo do domínio de análise 
envolvendo o segundo cenário de estudo. 
 




Na figura acima se observa que relacionado ao contexto Windows 
phone® a um desejo por parte dos colaboradores por novos aplicativos 
para o sistema operacional da Microsoft® o Windows phone®, e 
também certa insatisfação por parte dos colaboradores. Uma das ideias 
interessantes presentes neste nodo é a possibilidade de adicionar a placa 
de vídeo para leitura do código de barras na área de gerenciamento de 
conta para pagamentos via website.  
A Figura 32 corresponde ao nodo denominado de “Windows 
app”. O valor correspondente ao grau é de 21, compondo o terceiro 
nodo mais representativo do domínio de análise. A Figura 32 apresenta 
o nodo e seus relacionamentos. 
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Assim como apresentado na Figura 31 os dois conjuntos de 
informações estão fortemente relacionados, pois enfatizam o desejo dos 
colaboradores da empresa por aplicativos para o sistema operacional 
Windows phone®. Como ideia presente no conjunto, está o desejo por 
aplicativos voltados a relógios inteligentes. 
O quarto nodo mais representativo do domínio de análise é o 
denominado de “Android app”. O valor correspondente ao grau é 20. A 
Figura 33 apresenta o nodo e as ligações diretas com os demais nodos. 
 




Neste nodo existe um desejo dos colaboradores para que a versão 
do aplicativo Android® da Starbucks® seja portado para FireOS 
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Amazon®. Pode-se verificar também o desejo por aplicativos para 
Android® que sejam compatíveis com versões mais antigas deste 
sistema operacional. No nodo observam-se ainda reclamações por parte 
dos colaboradores em relação às atualizações disponíveis para o Sistema 
Operacional Android®, que como citado não funcionaram muito bem. 
O próximo nodo envolvendo a empresa Starbucks® corresponde 
ao grupo denominado de “Drink orders”. O valor correspondente ao 
grau do nodo é 17. 
 




Neste nodo pode-se observar a presença de ideias como:  
 Possibilidade de definir uma loja padrão para realizar 
encomendas de maneira móvel; 
 Aplicativo personalizado para informar o valor nutricional; 
 Um cartão de bebida frequente; 
 Um botão para repetir a última ordem presente nos registros do 
usuário; 
 Um cartão especial para comprar que, quando utilizado irá 
lembrar a sua bebida; 
 Um aplicativo relacionado à bebida favorita; 
 Um aplicativo para realizar uma pré-ordem da bebida e depois 
buscá-la; 
 Possibilidade de solicitar a ordem através do aplicativo móvel. 
 
O sexto e último nodo da análise foi o denominado “Coffee 
cups”. O nodo possui grau 16. Na Figura 35 pode-se visualizar a 








Presentes neste nodo estão às ideias relacionadas a:  
 Criar etiquetas que brilham no escuro; 
 Substituir as bandejas e prover embalagens para manter as 
xícaras de café na posição vertical; 
 Implantar um sistema de publicidade quando se está utilizando 
a rede sem fio da empresa de forma gratuita; 
 Criar um sistema de compostagem utilizando o copo de café e a 
própria borra do café; 
 Criar um programa de recompensas; 
 Adaptar o jogo “Coffee Crash” para uma versão com a 
identidade da Starbucks®; 
 Criar um dispositivo baseado em escovas que, de forma rápida e 
sustentável, possa garantir copos e xícaras livres de marcas de 
batom antes de serem levados para a máquina de lavar louça; 
 Criar uma caneca de alta qualidade com o nome e a ordem 
habitual do usuário gravado em cima da caneca; 
 Implantar um local de reciclagem que produz energia; 
 
 
4.1.3.3 Terceiro cenário de estudo 
 
O terceiro cenário de estudo envolveu a empresa Dell®. Foram 
coletadas 100 ideias presentes na base online do site da empresa
7
. A 





Tabela 3 apresenta o histograma com os 14 termos mais frequentes no 
terceiro cenário de estudo. 
 
Tabela 3 - Termos mais frequentes no terceiro cenário de estudo 
Termo Número de vezes em que aparecem 

















A fim de definir o número de consultas mais adequado ao 
domínio de análise foi utilizado o índice de modularidade. O objetivo 
central da modularidade é retornar o valor correspondente ao item de 
homogeneidade presente no agrupamento e à heterogeneidade presente 
entre os grupos.  
Foram geradas 10 redes com o intuito de identificar qual a melhor 
formação da rede em relação ao índice de modularidade. Para isto, a 
primeira rede possuiu como entrada 5 consultas, ou seja, dado o 
histograma apresentado na Tabela 3, os 5 primeiros termos foram 
utilizados. A segunda rede foi formada a partir dos 6 primeiros termos 
do histograma. A terceira rede a partir dos 7 primeiros termos do 
histograma, e assim por diante, até o total de 14 termos.  
A Tabela 4 apresenta os valores para o índice de modularidade 
obtidos com a aplicação do algoritmo de agrupamento Lingo 








Tabela 4 – Índice de modularidade obtido com aplicação do algoritmo 















Em razão dos números apresentados optou-se por selecionar o 
valor 12, representando os 12 termos mais frequentes no domínio de 
análise, em função do histograma apresentado na Tabela 3 como entrada 
para o algoritmo Lingo, compondo assim a consulta. Quanto maior a 
modularidade, melhor a qualidade da divisão da rede. A Figura 36 expõe 
um panorama geral envolvendo o terceiro cenário de estudo, 
apresentando os termos mais frequentes no domínio por meio de uma 
nuvem de termos. 
 





A aplicação do processo de agrupamento gerou um total de 56 
nodos e 60 arestas. O valor da modularidade da rede, nas condições 
apresentadas acima, alcançou um índice de 0,801. Para o Grau médio foi 
obtido valor correspondente a 2,143; o Diâmetro da rede ficou em 10 e o 
comprimento médio do caminho foi 4,04. A Figura 37 apresenta o 
agrupamento geral envolvendo o terceiro cenário de estudo relacionado 
à empresa Dell®. 
 




Em virtude do volume de dados optou-se por analisar os nodos 
com o maior valor correspondente ao item de avaliação “grau”. Para 








No nodo denominado “Computer screen”, em razão da espessura 
da aresta, pode-se observar que os colaboradores da empresa desejam 
novos acessórios para computador. Outra ideia representativa no nodo 
envolve a mesa para computador (“computer desk”). A espessura da 
aresta, como mencionado anteriormente, é responsável por identificar o 
peso de determinado nodo no agrupamento. Neste caso, as ideias 
fortemente relacionadas ao grupo são “novos acessórios para 
computador”, “mesa para computador” e “computador desktop”. 
A Figura 39 apresenta o segundo grupo mais representativo no 
domínio em análise. O grau deste nodo ficou em nível 7. 
 





Em função das arestas pode-se observar que a ideia relacionada a 
computador de mesa sem cabo, no caso “Cableless desktop computer”, 
está fortemente relacionada ao nodo denominado “Desktop computer”. 
Outra ideia refere-se à disponibilização de uma impressora embutida a 
um computador desktop. Ocorrem ainda solicitações como a 
disponibilização padronizada de energia pelo próprio desktop para 
periféricos por cabos únicos, evitando que estes tenham cabos extras ou 
que seja necessária a utilização de adaptadores.  
A Figura 40 apresenta o terceiro nodo mais representativo no 
domínio em análise. O grau do nodo atingiu nível 5. 
 




No nodo denominado “Alienware 17”, em virtude da espessura da 
aresta, pode-se observar que os colaboradores da empresa desejam 
amplificadores de gráficos para o alienware 17 e 18. Alienware são 
notebooks portáteis da empresa Dell®. Outras ideias relacionadas ao 
nodo são: “Adicionar a opção de cor LED branco no AlienFX Command 
Center 4.0”, “Jogos para Android para o Alienware”, “Oferecer 
resfriamento de alto desempenho para laptops” e a “correção dos 
controles no ventilador do Alienware 17”.  
A Figura 41 apresenta o quarto nodo mais representativo no 










Em função das conexões pode-se observar que o nodo está 
relacionado com sugestões para teclas referentes ao teclado. As ideias 
fortemente relacionadas ao nodo sugerem o aumento dos botões do 
teclado, no caso “Big button keyboard”. As outras ideias presentes no 
nodo referem-se a novos teclados para computadores portáteis, a teclas 
com 55G de força em um teclado mecânico Dell, e um teclado wireless.  
 
 
4.2 ANÁLISE DE IMPLEMENTAÇÃO DE IDEIAS DA EMPRESA 
STARBUCKS® 
 
Objetivando avaliar a efetividade do modelo, realizou-se uma 
consulta a plataforma MyStabucksIdea® da empresa Starbucks®. A 
plataforma é responsável pelo gerenciamento das ideias propostas por 
usuários. Por meio da plataforma é possível acompanhar a avaliação das 
ideias e as que se encontram em fase de implementação. A pesquisa 
retornou diversas ideias colocadas em prática pela empresa e que estão 
diretamente relacionadas com os cenários um e dois, apresentados 
anteriormente.  
No anúncio realizado pelo colaborador 1 da organização, 
apresentado na Figura 42, pode-se observar o Starbucks Delivery, um 
programa piloto onde os clientes podem ter alimentos e bebidas 
entregues em suas casas na região de Seattle. Os clientes da organização 
podem utilizar o aplicativo para iPhone® em bairros de Seattle, tudo de 
maneira móvel. É possível ainda selecionar a comida e a bebida favorita, 
personalizá-la, e recebê-la diretamente em casa. A personalização de 
bebidas e comidas era um forte apelo dos usuários da organização, 
evidenciado na formação do agrupamento exposto na Figura 30, nodo 
denominado Starbucks app. Além disso, membros da Starbucks® que 
101 
 
utilizam a aplicação ganham recompensas. A solicitação de 
recompensas por usuários também esteve presente na formação dos 
agrupamentos, representado na Figura 35. 
 
Figura 42 – Anúncio Stabucks Delivery in Seattle 
 
Fonte: Starbucks® (2016) 
 
Na Figura 43 apresenta-se uma alternativa a iluminação ambiente 
da organização. A especialista e ambientalista, colaboradora 2 da 
organização Starbucks®, anuncia a utilização de Lâmpadas LED para 
tornar mais eficiente o consumo de energia. Uma parceria com General 
Electric™ permitiu a organização produzir lâmpadas LED eficientes. 
Também foram introduzidas lâmpadas LED estilo Edison. Estas 
lâmpadas personalizadas utilizam menos energia.  
 
Figura 43 – Anúncio Saving energy with LED Lighting 
 
Fonte: Starbucks® (2016) 
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O anúncio presente na Figura 43 demonstra o apelo dos usuários 
da organização por uma organização mais verde, sustentável e eficiente 
em energia. Sugestões de ideias para tornar a organização mais verde 
foram apresentadas na Figura 35. Também na Figura 35 ocorre o apelo 
por locais que produzam energia através de reciclagem.  
Na Figura 44 o colaborador 3 da organização anuncia uma 
atualização para o aplicativo que permite que usuários dos EUA, Canadá 
e Reino Unido realizem sincronizações com Apple Watch ™. Com o 
aplicativo Starbucks® para iPhone® v3.2.5 instalado e sincronizado 
com o Apple Watch™, o usuário poderá ver o seu saldo, acompanhar 
suas recompensas, encontrar lojas Starbucks® nas proximidades, 
acompanhar saldos e detalhes do Starbucks Card e pagar suas ordens 
através do Apple Watch™ usando o Passbook®. 
 
Figura 44 – Anúncio Stabucks app + Apple Watch 
 
Fonte: Starbucks® (2016) 
 
A presença de ideias relacionadas a relógios inteligentes foi 
apresentada na Figura 30, onde se ressalta o apelo por parte dos usuários 
da organização por novos aplicativos para relógios inteligentes, com a 
formação do agrupamento denominado Starbucks app. 
Na Figura 45 o colaborador 4 anuncia a criação de um programa 
de recompensas para os usuários membros. O usuário ao pagar com seu 
cartão Starbucks Rewards ou via aplicativo receberá descontos especiais 





Figura 45 – Anúncio Happy Member Mondays 
 
Fonte: Starbucks® (2016) 
 
A presença de ideias relacionadas a programas de recompensas 
foi evidenciada na formação do agrupamento denominado Coffee cups, 
Figura 35.  
Na Figura 46 ocorre o anúncio de atualizações para aplicativos 
com o sistema operacional Android™, disponível no Google Play Store. 
Dentre as funcionalidades do aplicativo está uma nova caixa de entrada. 
Com a nova caixa de entrada, o usuário será informado sobre eventos e 
ofertas exclusivas, e também terá acesso antecipado para selecionar 
produtos direito em sua aplicação. 
 
Figura 46 – Anúncio Android App Update 
 
Fonte: Starbucks® (2016) 
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Ideias relacionadas a atualizações para aplicativos com o sistema 
operacional Android™ foram evidenciadas na Figura 30 e Figura 33.  
A Figura 47 apresenta uma atualização para aplicativos com o 
sistema operacional iPhone®, que inclui duas características importantes 
como o menu móvel e o Order & Pay. No menu do celular, o usuário 
pode navegar rapidamente e pesquisar por itens novos ou favoritos, bem 
como, obter informações nutricionais (quando disponível). A questão 
nutricional era um forte apelo apresentado na formação dos 
agrupamentos, seção anterior, Figura 25 e Figura 26. A pesquisa por 
itens favoritos também foi evidenciado nos cenários acima, Figura 30 e 
Figura 34. O menu possibilita destacar os produtos que estão disponíveis 
a nível nacional. Na opção Order & Pay é possível encomendar e pagar 
a ordem diretamente do telefone, solicitação esta apresentada na Figura 
30. E existe ainda a possibilidade de personalizar totalmente as bebidas 
via aplicativo, ideia presente também na Figura 30. Este último ponto 
também era um forte apelo constatado na formação dos agrupamentos. 
 
Figura 47 – Anúncio Mobile Ordering Coming to Portland, OR and Menu 
Returning Through the Updated Starbucks® app for iPhone® 
 




Com as constatações acima, pode-se observar que a organização 
trabalha na perspectiva de atender as ideias de seus usuários, 
objetivando fornecer recursos relevantes e convenientes para os 
mesmos. A análise promovida pelo conjunto de especialistas da 
organização evidencia as descobertas efetuadas pelo modelo. 
 
 
4.3 CONSIDERAÇÕES FINAIS 
 
Este capítulo teve como intuito demonstrar a viabilidade do 
modelo proposto. Neste sentido, inicialmente foi desenvolvido um 
protótipo dividido basicamente em cinco fases: a primeira fase consiste 
na estruturação do conjunto de ideias por meio da criação de 
documentos no formato XML, a fim de facilitar a manipulação através 
de meios computacionais. 
A segunda fase é responsável pela indexação desta informação, 
por meio da leitura dos documentos no formato XML através de uma 
biblioteca de indexação de documentos, neste caso, Lucene Apache®. 
A terceira fase consiste no preenchimento da ontologia de 
domínio. A quarta fase é representada pelo processamento das ideias por 
meio da realização do processo de agrupamento, utilizando como 
algoritmo o Lingo presente no projeto Carrot². 
A quinta e última fase envolve a explicitação e avaliação do 
conhecimento por meio de ferramentas de visualização de grafos no 
padrão Graphml; 
O protótipo desenvolvido tem como finalidade a descoberta de 
novas sugestões de ideias (utilizando o processo de agrupamento), a 
população de uma ontologia de domínio e a visualização das 
informações através de redes. Por meio do protótipo foram realizadas 
análises considerando conjuntos de ideias coletadas a partir das 
empresas Starbucks® e Dell®. Os resultados obtidos permitiram 
explicitar visualmente os relacionamentos presentes entre as ideias 
coletadas. Por fim, a identificação de ideias implementadas pela 









5 CONSIDERAÇÕES FINAIS 
 
Neste capítulo serão apresentadas as considerações finais obtidas 
com o desenvolvimento do trabalho, bem como as contribuições geradas 





O presente trabalho apresentou um modelo baseado em ontologia 
e análise de agrupamento para auxiliar no processo de tomada de 
decisão no domínio de Gestão de Ideias. A fim de atingir os objetivos, 
uma ontologia de domínio foi desenvolvida como forma de 
representação do conhecimento e para fornecer apoio à representação 
semântica das ideias. A representação semântica contribui no processo 
de agrupamento de ideias em categorias, na busca e na avaliação das 
ideias. 
Através da semântica é possível determinar as regras para 
combinar ideias e seus relacionamentos, promovendo a representação 
dos relacionamentos. O uso de ontologias permite o raciocínio, a análise 
e a atuação sobre o conhecimento armazenado.  
O modelo considera também técnicas de análise multivalorada. 
Essas técnicas possibilitam a avaliação de um conjunto de características 
em relação a uma população em análise. Entre as técnicas de análise 
multivalorada com alta empregabilidade está a análise de agrupamento. 
A análise de agrupamento consiste em uma técnica que permite agrupar 
objetos com base nas semelhanças de cada observação. A ideia central 
na formação dos agrupamentos é manter a homogeneidade dentro do 
grupo formado e a heterogeneidade entre os grupos. Com a utilização da 
técnica de agrupamento é possível reduzir as informações de um 
conjunto de “n” indivíduos para informações de um novo conjunto de 
“k” grupos. 
Partindo deste pressuposto é plausível observar que através da 
análise de agrupamento é possível evidenciar padrões e tendências com 
relação às ideias analisadas em um domínio. Analisar individualmente 
uma ideia pode não representar um potencial de implementação, porém 
ao analisar um conjunto com outras ideias, pode-se evidenciar uma 
possível tendência ou demanda de mercado.  
Agrupamentos permitem que usuários interpretem de uma melhor 
maneira as ideias coletadas na organização. Com isto, o processo de 
tomada de decisão é facilitado, auxiliando especialistas a decidirem 
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sobre quais ideias são passíveis de serem implementadas e requerem 
futuros investimentos. 
O modelo proposto foi aplicado por meio de cenários de estudo 
envolvendo as empresas Starbucks® e Dell®. Observou-se nos dois 
primeiros cenários envolvendo a empresa Starbucks® que existe um 
forte apelo para o desenvolvimento de aplicativos mobile que utilizam o 
sistema operacional Windows Phone®, por aplicativos que forneçam 
informações nutricionais ou ainda, calculadoras nutricionais, e por 
aplicativos relacionados ao domínio de bebidas. 
No terceiro cenário de estudo envolvendo a empresa Dell®, 
constatou-se que existe um apelo por questões voltadas à área gráfica do 
laptop modelo Alienware®, por novos acessórios, impressoras 
embutidas em desktops, resfriamento de laptops e relacionados ao 
domínio de jogos. Analisando o conjunto de ideias coletadas observou-
se ainda que os colaboradores da empresa Dell® utilizam a plataforma 
denominada ideastorm como uma forma de obter suporte ou ainda fazer 
reclamações. 
Através das consultas realizadas ao site da empresa Starbucks®, 
pode-se observar que a organização trabalha na perspectiva de atender 
as ideias de seus usuários com o intuito de satisfazer suas necessidades, 
fornecendo recursos relevantes e convenientes. A análise das ideias 
anunciadas no site da organização e colocadas em prática comprova as 
descobertas efetuadas pelo modelo. 
As informações presentes na base de conhecimento permitem a 
formação e apresentação de grupos de ideias, possibilitando que 
especialistas tenham um ferramental que pode reduzir o tempo 




5.2 PERSPECTIVAS DE TRABALHOS FUTUROS 
 
Como trabalhos futuros, vislumbram-se a evolução do algoritmo 
responsável pelo processo de agrupamento a partir de um conjunto de 
ideias. No modelo atual, as ideias são agrupadas a partir da geração de 
um histograma que funciona como um meio para identificar as sementes 
(termos mais frequentes) a serem utilizadas no processo.  
Outros algoritmos de agrupamento podem ser aplicados com o 
objetivo de analisar qual a melhor abordagem para lidar com 
informações textuais. Além disso, o aprimoramento das análises dos 
mapas produzidos pelo processo de agrupamento através da análise de 
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redes sociais pode tornar-se algo relevante para o domínio de estudo 
voltado às ideias. 
A Gestão de Críticas recebidas através de colaboradores ou 
consumidores mostra-se como um cenário interessante para o modelo, 
possibilitando o manejo de críticas para ressignificar os discursos de 
gestão, e como um método alternativo para analisar e explorar impactos 
referentes ao desempenho da organização no mercado junto ao seu 
público alvo. 
Outra possibilidade é considerar a dimensão tempo no 
agrupamento e avaliação de ideias. Na análise de agrupamento baseada 
em termos, a frequência pode influenciar na formação da rede. Neste 
sentido, fatiar as ideias por períodos de tempo antes de realizar o 
processo de agrupamento pode promover análises mais consistentes, 
pois irá reduzir o número de ideias para um período particular de 
interesse do analista. 
Sugere-se uma maior exploração das tecnologias presentes na 
Web Semântica, ao qual representam um grande potencial para área, 
possibilitando organizar as estruturas de dados a partir de conceitos e 
relacionamentos, assim como, realizar inferências a partir dessas 
estruturas. 
Por fim, com o objetivo de atingir resultados mais consistentes no 
processo de identificação de ideias passíveis de implementação e 
investimentos, bem como, auxiliar na visualização destas informações, 
poderia ocorrer o desenvolvimento de um sistema de recomendação, que 
com base em algumas regras sugeridas pelo especialista de domínio e, 
dado uma pré-classificação do colaborador da empresa, indicar qual a 
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