Abstract-One of the most complex environment for the data transmission is the underwater channel. It suffers frequency selective deep fading with serious multi path time delay. The channel also has limited bandwidth. In this paper, the effect of Least Code Weight -Minimum Hamming Distance (LCW-MHD) polynomial code is studied using Viterbi Decoding Algorithm for the shallow Underwater Acoustic Communication (UAC) channel. Two different channels with the range of 100 and 1000 meters are considered for simulation purpose and the channel is designed using Ray Tracing algorithm. For data and image transmission in the channel, three different code rate of 1/2, 1/3 and 1/4 are considered and corresponding Bit Error Rate (BER) are evaluated. Result showed that the BER is least for the LCG-MHD polynomial code.
I. INTRODUCTION
In the recent years, different modes communication in UAC is investigated. In general, communication in UAC channel can be done by laser light or acoustic waves. High data rate and long range communication can be achieved using the laser light. But it suffers large attenuation and results in low BER [1, 2] . The major drawback is line of sight, failing results in the loss of communication. High speed, long-range underwater communication [3] is demonstrated using blue light with the wavelength of 405 nm. It is found that the laser diode with maximum output power is less absorbed in water and hence it provides a long range communication in underwater. For high speed communication authors make use the property of optoelectronic feedback and light injection technique. Authors showed that BER of 10 -2 can be achieved without the equalizer and Low Noise Amplifier (LNA) and BER is improved to 10 -4 . In [4] , Optical wireless communication in UAC using Gallium Nitride (GaN) blue laser diode is demonstrated. The information is encoded using 490 nm Laser diode and modulated by 16 QAM. The encoded data is passed through a tank setup of 6.4 meters length. In the receiver section, authors used OFDM techniques along with QAM scheme for the detection of the data. They achieved a BER of 3.8x10 -3 with the data rate of 8.8 Gbps at Average SNR (ASNR) of 16 dB.
To avoid the line of sight and ensure better perform in UAC channel, acoustic waves can be used instead of laser light. Acoustic waves are suffered by least attenuation since it uses low frequency. The desired BER can be achieved by proper coding techniques. In [5] , the modeling of dynamic sea surface effects by wind generated waves and bubbles are carried out. It is based on the ray tracer together with a toolbox for generation of rough sea surface evolutions. Sea surface reflection loss is modeled with a modified sound profile in the frequency range of 1-4 kHz. They showed that in the frequency range of 4-8 kHz, the effects of the bubbles contributes significant additional effects on surface loss.
In [6] , channel design using ray tracing techniques in temporal snapshots of an environment is demonstrated. For the given ocean condition and location of source and receiver, the impulse response of the channel is computed. It is also referred as the time arrival structure of the channel. The receiver is modeled by convolving the time arrival structure with the source data. Using ray tracing program, parameters such as amplitude, travel time and angle are computed.
In this paper, ray tracing technique is used to compute the impulse response of the channel, through which the various coding techniques are applied and BER is evaluated. LCG-MHD polynomial code is applied to the channel and BER is determined with the constraint length ranges from 1 to 3. The performance of the convolution code with the code rate of 1/2, 1/3 and 1/4 in the UAC is studied.
II. RELATED WORKS
The most effective and economical way of data transmission in the digital communication is the Forward Error Correction (FEC) coding. In this, the error can be detected and corrected in the receiver section. In [7] , the non-uniform frequency offset created by the UAC is addressed. Maximum likelihood estimation is applied to estimate the Doppler shift and adaptive algorithm is used to correct the phase shift. Authors demonstrated the proposed algorithm in shallow water with a range of 1 km. They have achieved the error free communication in three different experimental setup using BCH (64, 10) code. In the first setup, four transmitters with 1024 carriers were used at 24 kHz bandwidth and able to achieve 18.9 kb/s data rate. In the second and third setup, they achieved a data rate of 26.8 kb/s and 2.1 kb/s using 2048 and 256 carrier respectively.
The Extrinsic Information Transfer Chart (EXIT) analysis using the Bit Interleaved Coded Modulation (BICM) and decision feedback equalizer in a UAC channel was performed in [8] . In the sea trial conducted by the author, the transmitter and receiver are separated by the distance of 200 meters with transmitter and receiver depth of 10 m and 5 m respectively. The input carrier frequency of 12 kHz was used with the bandwidth of 4 kHz. Convolution code with polynomial (23, 35) was used for the encoding purpose. The encoded data is modulated by BPSK with PN training sequence. For decoding of data, RLS algorithms with 30 taps were employed. The results showed that as the number of feedback tap increases the number of iteration decreases. It also evident that an error free communication can be achieved and BICM is depends on the number of taps in the equalizer and ISI in the channel. They also demonstrate that if the equalization is the success in the initial stage, then the receiver requires less iteration.
In [9] , investigation of the application of the turbo equalizers in the UAC communication is carried out. The relation between the direct adaptive linear turbo equalizer (TEQ) and the MMSE turbo equalizer described. For encoding of data, Recursive Systematic Convolution (RSC) codes with random inter-leaver were used. The carrier frequency was set at 13 kHz and the decoding of data was done using turbo decoder with iteration value of 6. In a 1000 meter transmission range sea trial, the authors achieved a successfully decoding of the data with the data rate of 19.53 kbit/s. The need of energy and retransmission of the data in the FEC is greatly reduced.
But the complexity of the receiver is greatly increases as the constraint length increases.
In all the related study, the polynomial used in the convolution code has high code weight and hamming distance also maximum. By using LCW-MHD polynomial code in the convolution code, we can reduce the complexity of the receiver. In this paper, performance of the code is investigated for shallow water communication and its corresponding BER is evaluated.
To study the performance LCW-MHD code in the convolution code [10, 11] , two different configurations are considered. The channel 1 has range of 100 meter whereas channel 2 has 1000 meters. Both the channels are having the Doppler shift of 3 x10 -4 Hz. Transducer and hydrophones are at a depth of 90 (Z s ) and 40 meters (Z) respectively. The other channel parameters are temperature = 10 o C, Salinity = 35%, PH = 8 ppt, wind speed = 23 knots and depth = 100 meters. To determine the losses in the channel. First Four Eigen rays [12, 13] are considered and are named as Direct Path (DP), Surface Reflected Path (SRP), Bottom Reflected Path (BRP) and Surface-Bottom Reflected path (SBRP). Their corresponding lengths and time taken to reach the receiver are calculated and listed in Table 1 . [17, 18, 19] is used. The DP does not have the reflection either at surface or bottom, only Attenuation [20] and Ambient Noise [21] are determined. For the SRP and BRP along with attenuation and noise, surface loss and bottom loss are considered. For the last path SBRP, both bottom and surface loss are used and listed in the Table 1 . By considering all the above loss and time delay, MATLAB version 7 software is used to determine the channel impulse and it is shown in the Fig.1 .
III. PROPOSED CONVOLUTION CODE IN UAC
The binary data can be encoded using convolutional codes in two different ways such as feed-forward and feedback. In the feed-forward type, the input data passes through a series of shift register and it is encoded using generator matrix. Whereas in the feedback type, a portion of output is given feedback to the input side and then encoded is done. An example for both feedback and feedforward shown in the Fig. 2 
(a) and (b).
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Delay Fig. 2 (b) shows the non-systematic feedforward encoder for the same code rate of ½ with 2 memory element. The decoding of the convolution code is carried out by the Viterbi decoding algorithm in the receiver section after passing through the channel [22, 23] . In [24] , authors explained a new way decoding the data using decode and forward delay protocol using Low Density Parity Check code. The general block diagram for the convolution code in UAC is shown in the Fig. 3 . In the transmitting section, the binary data is encoded by the LCW-MHD code using convolution code and send it to the UAC channel. The original data is retrieved from the degraded data using the Viterbi algorithm in the receiving section. Finally the transmitted data is compared with the retrieved data and BER is computed. For each code rate, a memory element of 1, 2, and 3 is considered and BER is evaluated.
For simulation purpose, binary data of length 1000 is generated using the MATLAB function randint with the probability of zero as 0.5. The data is encoded using poly2trellis function and allowed to pass through the channel1 and 2. The encoded data size will be doubled for the code rate of 1/2 and three times the message for the code rate of 1/3 and four times for the code rate of 1/4. In the receiver side, the data from the channel is in complex form. To get back the binary data, the received data is quantized and given to the decoder. The Viterbi algorithm is applied in the decoder section to retrieve back the original data. While decoding, trace-back length of 8 is applied. BER is computed by comparing the decoding data with the original message bit. 
Code rate of 1/2
For the code rate of 1/2 with constraint length of 1, input data is encoded with one shift register. Four codewords are possible in this case and they are named as 0, 1, 2 and 3. To encode the data, generator polynomials are formed using the adjacent code-word. The only adjacent polynomial is (1, 3) . For Additive White Gaussian Noise (AWGN) channel, the code-word (1, 2) will give an optimal Bit Error Rate (BER). The error rate for this polynomial is compared with the adjacent polynomial (1, 3) for the channel 1 and 2 is listed in Table 2 . It is observed that the polynomial (1, 3) performs well compared to the polynomial (1, 2). For the code rate of 1/2 with constraint length of 2, the list of the polynomial for the generator matrix is listed in Table 3 . The code-word of the polynomial is chosen in such a way that the code-words should have least code gain and minimum hamming distance. For example, the adjacent code-words for 1 are 3, 4 and 5. The set of polynomials are (1, 3) , (1, 4) and (1, 5) . Out of these, (1, 5) have a hamming distance of 1 whereas the other sets will have hamming distance as 2. So the polynomials (1, 5) are considered for evaluation purpose. Similarly, for the code-word 3, the adjacent codewords are 1, 2, 5, 6 and 7. So the set of the polynomial are (1, 3), (2, 3) , (3, 5) , (3, 6) and (3, 7) . Of these, polynomial set (3, 7) have the least hamming distance of 1. Other sets have hamming distance more than 1. The same procedure is done for all the code-word from 0 to 7 and the final list of the least adjacent polynomial for the code rate of 1/2 with 2 memory elements and its corresponding BER for the channel 1 and 2 are shown in Table 3 . It is evident that the sequence with least code weight of 3 gives minimum BER than the sequence with code weight of 5.
The sequence (1, 5) gives a BER of 0.0348 then the sequence (5, 7) with BER value of 0.0696. It is concluded that the sequence (1, 5) perform well and gives the 50% less BER than the sequence (5, 7) . The same procedure is repeated for the constraint length of 3. BER is calculated by varying the E b /N o value from 0 to 30. The Table 4 shows the BER comparison of the channel 1 and 2 with the constraint length of 3. The maximum BER corresponds to the E b /N o value of 1 and minimum BER for the E b /N o value of 30. The result also showed that the as the code weight increases, BER also increases. For the code weight of 3 the BER is 0.04. The error rate is 0.06 and 0.07 for the code weight of 5 and 7. As the code weight doubles, the error rate also doubles. The sequence (13, 17) performs well in the AWGN channel, whereas in the case of UAC channel, the sequence (10, 11) with least code weight of 3 performs well then the sequence (13, 17) . By comparing the Tables 2, 3 and 4, it is observed that as the constraint length increases, the error rate decreases slightly from 0.05 to 0.03. 
Code rate of 1/3
For the code rate of 1/3 with the constraint length of 1, 2 and 3, the possible adjacent polynomial sequences are 2, 12 and 18. The BER values for this sequence are listed in Table 5 , 6 and 7 respectively. For m = 1, the code weights for the polynomial (1, 2, 3) and (1, 3, 3) are 4 and 5 and their corresponding error rate are 0.02 and 0.04. Similarly, for other two cases of m, the BER is increased more than doubled as the code weights are increased by two. In Table 6 , the error rate for sequence (1, 4, 5) is 0.0258, whereas for the sequence (5, 7, 7) it is 0.0679. The code weights for this sequence are 4 and 8 respectively. For m = 3, the BER is 0.0284 for the sequence (10, 11, 14) and for the sequence (13, 15, 17) it is 0.05. 
Code rate of 1/4
For the code rate of 1/4 with the constraint length of 1, 2 and 3, the numbers of possible adjacent polynomial sequences are 1, 3 and 10. The BER values for this sequence are listed in Table 8 corresponding error rate 0.058. Similarly, for other two cases of m, the error is increased more than double as the code weights are increased by two. In Table 9 , the error rate for sequence (2, 3, 6, 7) is 0.03, whereas for the sequence (5, 5, 7, 7) it is 0.06. The code weights for this sequence are 8 and 10 respectively. For m=3, the BER is 0.0183 for the sequence (2, 3, 12, 13) and for the sequence (13, 13, 15, 17) it is 0.03. The error rate starts decreases as the length of memory increases. 
IV. EXPERIMENT ANALYSIS
For image transmission in the UAC channel, a sample image is downloaded from google.com website. The input image is resized into 60 x 70 pixels and it is converted into its equivalent binary value. The size of the binary data has a length of 4200 bits. It is then encoded using the convolution code with a code rate of 1/2, 1/3 and 1/4 for three different constraint lengths of 1, 2 and 3. The encoded data is transmitted into to the UAC channel. The output from the UAC channel is decoded using the Viterbi algorithm with a trace-back value of 8. It is converted into integer value to get back the original image of size 60 x 70 pixel sizes. The decoded data is compared with the input data and BER value is determined. The Table 11 , 12 and 13 shows the BER value for the different E b /N o value ranges from 5 to 30. It is evident from the Table 11 that the error rate is slightly decreases from 0.006 to 0.001 if the constraint length varies from 1 to 3.
For code rate of 1/3, the error rate is decreased rapidly from 1.15x10 -4 to 5.77x10 -5 . Similarly, for the code rate of 1/4, the error rate is further decreased from 5.77 x10 -5 to 8.6x10 -6 . It is concluded that for the image transmission in UAC channel, the error rate will be decreased drastically as the code rate and constraint length increases. Table 14 shows the minimum BER for the channel 1 and 2 for the E b /N o value of 30. For channel 1 and 2, the error rate is slightly increases from 0.03 to 0.05 for the code rate of 1/2. For code rate 1/3 the values are almost constant with 0.03 and for the code rate of 1/4 the BER value is decreased one fifth from 0.05 to 0.01. It is concluded that as the constraint length increases the error rate will be reduced. It also observed that the polynomial with least code weight performs well and gives minimum error rate than the polynomial with higher code weights. The line with a circle is the optimal polynomial of AWGN channel and the line with asterisk * symbol is the polynomial with minimum code weight. It is clear observed that the polynomial which gives minimum error rate for AWGN is not the optimal polynomial for UAC channel. For code rate 1/2 and 1/3, as the constraint length increases, the BER is same. The error rate is reduced almost one fifth for the code rate of 1/4.
V. CONCLUSION
The performance of the convolution code in the underwater shallow communication is evaluated and analyzed. The BER in the order of 10 -3 can be achieved for the code rate of 1/2. The BER can be further reduces in the order of 10 -5 and 10 -6 using the code rate of 1/3 and 1/4 with the memory element of 3. It is also observed that 
