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Abstract
The rapid growth of wireless services and the breakneck proliferation of wireless de-
vices continue to strain limited spectrum resource. While the need for efficient spectrum
sharing mechanisms has been emphasised, opportunistic spectrum access has been con-
sidered as a promising mechanism for dynamic spectrum sharing. However, although
the idle spectrum could exist, it is usually rather fragmented and distributed, and
hence the secondary network users would face the difficulty in finding required con-
tiguous spectrum. Spectrum aggregation can be exploited to provide effective wide
bandwidth communication but at the cost of complexity and overhead. When a pri-
mary network uses spectrum dynamically, from the nature of opportunistic spectrum
access, collisions can occur between primary and secondary transmissions and spectrum
handoff can be utilised to provide reliable communication. However, collision occur-
rence results in spectrum handoff delay in a secondary network user (SU) along with
short-term interference to a primary network user (PU).
As a SU accesses more spectrum for higher data rates by spectrum aggregation, colli-
sions can occur more frequently and frequent spectrum handoff will be required. While
spectrum aggregation will allow the SU to have high flexibility in spectrum use and
spectrum handoff can help improve the reliability of secondary transmissions, the SU
faces a new spectrum allocation problem: How wide and which parts of spectrum op-
portunities should be aggregated while considering the complexity and the overhead
for aggregation and for spectrum handoff? This thesis addresses the key challenge of
opportunistic spectrum access, focusing on efficient spectrum sharing considering the
fragmentation of spectrum opportunities in frequency and time domains. First, con-
sidering complexity and overhead for aggregation, the spectrum aggregation approach
is investigated and guidelines are derived how to reduce spectrum fragmentation for
the efficient spectrum utilisation based on simulation results. Second, the relationship
between collision occurrence and spectrum aggregation is analysed. Collision proba-
bilities between primary and secondary transmissions are derived and the impacts of
spectrum aggregation on data rates and spectrum handoff are investigated. Then, a
spectrum aggregation algorithm is proposed to maximise data rates for a given colli-
sion probability threshold. Third, when considering spectrum handoff, the impacts of
spectrum aggregation on spectrum handoff and short-term interference to PUs are anal-
ysed. Then, the spectrum aggregation algorithm is designed with the aim to minimise
collision. Finally, the results of this study are summarised, conclusions are presented
and a number of future research topics are proposed.
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Chapter 1
Introduction
1.1 Background
Due to the rapid development of wireless communication technologies and the popular-
ity of mobile devices, a dramatic growth in wireless communication has been witnessed.
In 2013, over half a billion mobile connections were added and the average mobile net-
work connection speed was more than doubled, resulting in 81% growth of global mobile
data traffic compared to in 2012 [1]. Along with wireless data traffic growth, the spec-
trum demand has also been increasing [2]. The average amount of spectrum required to
carry the traffic on mobile networks is estimated by International Telecommunication
Union - Radiocommunication sector (ITU-R), to be between 1340 MHz and 1960 MHz
by 2020 [3]. Additionally, an additional minimum of 200 MHz for wireless local access
network (WLAN), a total of 880 MHz spectrum, is expected to be required by 2018 [4].
Clearly, limited spectrum is seen to be a crucial impediment to the continued growth of
wireless services. While spectrum has largely relied on static allocation for exclusive use
which is simple to handle and encourages investment in denser infrastructure by effec-
tively controlling interference [5][6], the most easily usable spectrum has been allocated
to incumbent services such as broadcasting and cellular mobile services [7][8]. Thus, the
use of new spectrum and an increase in the efficiency of existing spectrum utilisation
are being promoted to meet the future spectrum demands for wireless services [9].
1
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Utilisation of the spectrum in high frequency bands (above 6 GHz) has been considered
for deploying high-capacity wireless networks since there is not enough available spec-
trum in low frequency bands (below 6 GHz) [10]. High frequency spectrum has been
often used by point-to-(multi)point microwave links to provide cellular backhauling
and to date has rarely been used for mobile radio access networks. However, with the
expectation of significantly contiguous wider usable bandwidth for higher data rates
compared to what is realistically available below 6 GHz, the use of the high frequency
spectrum (above 6 GHz and in the millimetre bands) has been considered even for
mobile radio access networks [11].
In order to increase the efficiency of spectrum utilisation, spectrum sharing has been
investigated. By using various separation methods (i.e., spatial/time/signal separation)
[12], sharing conditions have been identified so that different networks can share the
spectrum even in the worst case scenario where wireless networks operate fully loaded
at peak traffic [13][14][15][16]. However, wireless services do not generate peak traffic
all the time/in all places and the traffic volume fluctuates over time and location.
Thus, under fixed spectrum sharing, underutilised spectrum portions may remain. To
improve the efficiency of spectrum sharing, dynamic spectrum sharing that can utilise
varying amount of available spectrum has drawn great interest [17][18].
To satisfy the spectrum demands for higher data rates as well as to increase the spec-
tral efficiency, effective utilisation of the existing available spectrum has been promoted.
Technologies such as multiple antenna [19] and interference mitigation are utilised to
increase the spectral efficiency; spectrum aggregation (SA) has been investigated for
a more efficient use of fragmented spectrum [20]. When the available spectrum is
fragmented, spectrum aggregation can support wide bandwidth communication by us-
ing multiple fragmented pieces of spectrum. For example, in the Dual Carrier High
Speed Packet Access (DC-HSPA) system, spectrum aggregation is applied to aggre-
gate two carriers [21]. For the International Mobile Telecommunications-Advanced
(IMT-A) system, spectrum aggregation is considered as the key feature to support the
wide bandwidth requirement by using candidate IMT bands distributed over multiple
bands. Long-Term Evolution-Advanced (LTE-A), which is a radio interface technol-
ogy for IMT-A, entails spectrum aggregation under the name of carrier aggregation.
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Carrier aggregation in LTE-A is designed to aggregate two or more carriers of different
bandwidths in different bands [22].
1.2 Motivation and Scope
Given the fact that spectrum demand increases significantly every year and most of the
usable spectrum is already allocated to various services, researches conducted into wire-
less systems critically question the efficiency of allocated spectrum utilisation. In order
to evaluate the efficiency, spectrum occupancy measurements have been performed in
various locations [23], including USA [24][25], New Zealand [26], Singapore [27], Spain
[28], Germany [29] and Ireland [30]. The result of measurement studies demonstrated
that the spectrum allocated to various services has been underutilised and spectrum
shortages could be attributed to the significant levels of underutilisation of the allo-
cated spectrum rather than physical scarcity of usable radio spectrum [31]. These
studies have spurred the development of dynamic spectrum sharing by opportunistic
spectrum access (OSA) that can utilise significant reuse opportunities existing in the
radio spectrum. In the OSA approach, incumbent users (IUs) become primary network
users (PUs) who have priority access to their spectrum and secondary network users
(SUs) utilise the spectrum unused by PUs. That is, SUs are allowed to access PUs’
spectrum in an opportunistic manner. While the amount of spectrum for shared use
(i.e., secondary use) can vary according to PU traffic load, spectrum can be utilised
more efficiently compared to fixed spectrum sharing [32]. Cognitive radio (CR) tech-
nology is expected to be a key enabler to implement such dynamic spectrum sharing
by helping SUs to identify and utilise the unused spectrum without harming the PUs
[33].
As the first band to introduce OSA, the TV broadcasting band has been chosen in many
countries. This band has advantageous propagation properties inherent in UHF spec-
trum (excellent outdoor and indoor coverage and non line-of-sight (LOS) propagation
properties). Moreover, to prevent interference, the channels used in one region are dif-
ferent from those used in neighbouring regions. Thus, TV channels are not being used
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in some geographical locations [34]. In addition, since TV transmitters, after initial
installation in a specific location, will operate for durations of the order of years, avail-
ability of unused spectrum follows similar life times [35]. Due to good propagation and
stable availability, exploitation of unused spectrum of the highly valued broadcasting
band, known as TV white space (TVWS), has been extensively studied in recent years.
Trials and tests are currently underway in several countries [36] and some commercial
applications are emerging based on various standards including IEEE 802.22 [37] and
802.11af [38]. Wireless broadband applications are considered as the candidates for
utilising TVWS, nonetheless, the usefulness of this highly sought-after spectrum bands
is also being considered for other applications, such as low power, machine-to-machine
communication (M2M) devices [39].
However, the services offered by OSA have some limitations. First, secondary usage
with OSA is likely to have interference and needs to identify spectrum holes for itself.
However, the military services have shown great interest in OSA due to the autonomy
with which OSA devices can identify and use any given opportunity (without the need
for cooperation with the outside world) [36]. This makes it possible for military services
to communicate without disclosing their location.
Second, there are no guarantees that SUs will be able to find spectrum holes and obtain
spectrum access. Recently, for mobile radio access networks, the Authorised Shared
Access (ASA)/Licensed Shared Access (LSA) concepts have been proposed as a limited,
but implementable form of dynamic spectrum sharing [40]. With the coordination of
PUs and SUs, ASA/LSA enables the possibility of exclusive spectrum access by SUs
to guarantee quality of service (QoS) while protecting PUs [41].
While there are efforts to improve limitations of OSA, the approach is being envisioned
for implementation in various spectrum bands to alleviate spectrum scarcity. In [42],
the radar band has been chosen to evaluate the technical challenges associated with
their opportunistic use. The fixed satellite band in 3.4 - 3.8 GHz has been discussed for
the possibility of OSA in [43]. The cellular bands are considered in [44][45]. However,
as demonstrated in [46], differently from TVWS, the spectrum opportunity (SO) in
various spectrum bands is fragmented over frequency and scattered across time. For
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example, consider a cellular band as the worst case. As the mobile users will randomly
roam around a given cell (e.g., pedestrian users, vehicular users, and etc.), starting a call
session in random periods of time (e.g., following a Poisson distribution) with random
duration (e,g., based on Exponential distribution), the availability of each identified
spectrum opportunity will only last for very short durations of time [47]. Due to such
dynamic spectrum usage, in [45] which investigated the feasibility and effectiveness of
OSA in cellular bands, introduction of secondary usage to operate during non-peak
hours, such as nights and weekends, is recommended. While secondary networks in
the OSA approach are required to efficiently utilise the unoccupied spectrum, frag-
mented spectrum opportunities in frequency and time domains becomes the challenge
in spectrum utilisation of secondary networks.
1.3 Objectives
For a given spectrum fragmented with many holes having narrow bandwidth, while SUs
exploit holes of bandwidth which are wide enough for their required bandwidth, narrow
holes could not be utilised and spectrum can be wasted. In order to achieve better spec-
trum utilisation, spectrum aggregation can be exploited to leverage multiple available
spectrum fragments simultaneously and to provide effective wide bandwidth commu-
nication [48]. While the use of spectrum aggregation contributes to higher spectrum
utilisation, it increases system’s complexity and its overhead [49]. The fragmentation
level of a given available spectrum and the mechanisms to select fragmented spec-
trum for aggregation can impact on the system complexity and overhead (required for
spectrum aggregation). More importantly, it is known that the execution of spectrum
aggregation, can result in further fragmentation of the remaining available spectrum
(use in subsequent aggregation periods) [50] and thus, in order to aggregate spectrum
fragments, the effect of spectrum aggregation on the level of spectrum fragmentation
needs to be considered as well as the efficiency of spectrum utilisation. While spectrum
allocation is a well-studied problem in traditional wireless networks [51] and many
spectrum allocation algorithms have been proposed for secondary networks [52][53],
spectrum allocation considering spectrum aggregation has not been thoroughly investi-
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gated in the literature. Whilst, in [54][55][56], enhancement of the spectrum utilisation
efficiency is considered to aggregate spectrum, the impact of spectrum aggregation on
the level of spectrum fragmentation related to complexity and overhead has not been
considered. Therefore, the thesis investigates the impact of spectrum aggregation on
fragmentation of remaining spectrum and how to design efficient spectrum aggregation
algorithms.
In the OSA, spectrum availability could become varying over time. Since PUs have the
priority to access their spectrum and do not consider spectrum use by SUs, they can
access the spectrum which are utilised by SUs. Then, spectrum availability can dynam-
ically change over time and collisions can be produced between primary and secondary
transmissions [57]. Since collisions result in unexpected interruptions to secondary
transmission and interference effects to primary transmission [58], SUs are required to
detect changes of spectrum occupancy status and to switch their transmission channels
quickly. As spectrum handoff [33] helps SUs to maintain reliable communication [59], it
can lead to spectrum switching delay [60] and frequency spectrum handoff can degrade
the network performance [61]. In IEEE 802.22 and 802.11af, the channel move time
which is the time taken by a SU to cease its transmission on the current channel upon
detection of a primary signal (2 seconds for 802.22 [62] and 1 second for 802.11af [38]
is imposed to SUs.
When a SU accesses a wider spectrum partition by spectrum aggregation, secondary
transmission becomes more vulnerable to the dynamics of spectrum availability. Col-
lisions could occur more frequently between primary and secondary transmissions and
frequent spectrum handoff becomes necessary [63]. So, whilst spectrum aggregation
improves the performance of SUs, it can cause frequent spectrum handoffs, resulting in
performance degradation. In order to explore fragmented spectrum opportunities (in
both frequency and time domains) effectively, a secondary network needs to allocate
spectrum resources considering spectrum aggregation and collision/handoff.
While spectrum aggregation and spectrum handoff have been investigated separately,
integration of the two mechanisms and their impacts on network performance have
not been explored in the literature. Thus, this thesis discovers the relationship be-
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tween collision occurrence and spectrum aggregation considering PU traffic loads and
SU transmission parameters. A new spectrum aggregation algorithm is proposed which
operates adaptively in an environment where PU traffic loads vary over time, to max-
imise data rates while satisfying a given collision probability threshold. In addition,
from the perspective of spectrum handoff delay and interference impacts to PUs, it
includes problem formulation and methodology to address spectrum allocation with
aggregation whilst minimising collisions. Through the above research, the objectives
of this thesis are to address the challenges of spectrum utilisation under dynamic spec-
trum sharing with opportunistic access, and to propose suitable spectrum management
approaches by means of spectrum aggregation and spectrum handoff to achieve efficient
spectrum utilisation and to improve the performance of secondary networks. While this
thesis considers a generic model (which is non-system specific) for efficient spectrum
utilisation, the feasibility study of the proposed approaches has been conducted for the
practical system (LTE-A) and included in the appendix.
1.4 Major Contributions
The major contributions of this thesis are considered to be three-fold.
• When fragmented spectrum is given to SUs, system complexity and overhead
caused by spectrum aggregation is considered. With the discussion that aggrega-
tion of more fragmented spectrum increases complexity and overhead, a spectrum
aggregation problem is formulated to minimise spectrum fragmentation level and
to maximise spectrum utilisation efficiency. By the simulation study, it is demon-
strated how spectrum fragmentation levels and spectrum utilisation efficiency are
influenced by spectrum aggregation algorithms. Based on the analysis of the find-
ings, the implications of the efficient spectrum aggregation approaches considering
the complexity and overhead are found.
• With consideration of an intra-band aggregation scenario, it is assumed that
primary traffic patterns and average channel quality are homogeneous. Then,
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the relationship of collision occurrence and spectrum aggregation is derived and
expressed as the collision probability in terms of bandwidth aggregated by SUs,
primary traffic load, secondary transmission interval, and sensing errors. For a
given maximum allowed collision probability, the spectrum allocation problem by
using aggregation is formulated to maximise data rate and the channel capacity
bound achievable with aggregation is found. By solving the formulated problem,
the dynamic aggregation approach is proposed adaptively changing the number of
sub-channels depending on an environment (i.e., varying PU traffic loads and/or
other transmission parameters).
• For an inter-band aggregation scenario, it is assumed that the secondary networks
having multiple users aggregate spectrum distributed in different bands, and the
primary traffic patterns and average channel quality are heterogeneous. From
the perspective of spectrum handoff, the impacts of spectrum allocation with
aggregation on spectrum handoff delay and short-term interference to PUs are
highlighted. For a given data to transmit in secondary networks, the expected
number of collision and handoff are derived by using different channel quality and
primary traffic load. Then, the spectrum aggregation problem is developed with
the aim to minimise collision. By solving the formulated problem, the spectrum
aggregation approach is proposed for SUs and this proposed approach is shown
to reduce the spectrum handoff delay and interference impacts on PUs.
1.5 Thesis Organization
The rest of this thesis is organised as follows. Chapter 2 includes a brief description of
the background related to the work of this thesis, and presents a comprehensive survey
of state-of-the-art spectrum resource management techniques with spectrum aggrega-
tion and handoff mechanisms. The main contributions of the thesis are elaborated upon
in Chapters 3, 4, and 5. Chapter 3 focuses on the impact of spectrum aggregation on
spectrum fragmentation and the implications of the efficient spectrum aggregation ap-
proach considering the complexity and overhead. Chapter 4 includes the derivation
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of the relationship of collision occurrence and spectrum aggregation and then evaluate
the performance of the integrated approach using spectrum aggregation and handoff.
The dynamic spectrum aggregation approach is proposed to maximise the data rate
under a given collision probability threshold. Chapter 5 considers the scenario with
heterogeneous primary traffic patterns and channel quality. The chapter includes the
derivation of the number of expected collisions and presents a proposed dynamic spec-
trum aggregation algorithm to minimise collisions considering the spectrum handoff
overhead and interference to PUs. Finally, Chapter 6 draws final conclusions of the
thesis and also outlines possible directions for future work. The feasibility study of the
proposed approaches for LTE-A is included as an appendix to this thesis.
Chapter 2
State-of-the-art in Spectrum
Utilisation Techniques for
Opportunistic Spectrum Access
Efficient spectrum sharing mechanisms have the potential to address spectrum scarcity
and rapid growth in demand for spectrum resources. While secondary network users
(SUs) are introduced to share the spectrum in an opportunistic spectrum access (OSA)
manner, they can utilise the unused spectrum dynamically considering varying primary
traffic load over the time. However, the fact that spectrum available for SUs is frag-
mented and time-varying presents a challenge to SUs. That is, SUs could face difficulties
in the use of fragmented spectrum opportunities in frequency and time domains.
This chapter provides relevant background information on the fragmentation of spec-
trum opportunities for SUs and mechanisms to overcome such fragmentation. A review
of the state of art in spectrum utilisation techniques for the opportunistic spectrum ac-
cess approach is provided and the technical challenges for efficient spectrum sharing
following the OSA approach are provided in this chapter.
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2.1 Fragmentation of Spectrum Opportunities
The fragmentation of spectrum opportunities can indicate that a significant portion of
spectrum opportunities could be effectively unusable because individual opportunities
do not satisfy the required amount of contiguous spectrum or time duration. Thus,
severe fragmentation could make spectrum use by SUs difficult, leading to inefficient
spectrum utilisation. In this section, we investigate fundamentals of spectrum oppor-
tunities’ fragmentation, i.e., what makes spectrum opportunities fragmented and how
to overcome the fragmentation problem.
2.1.1 Causes of Fragmentation
Fragmentation of spectrum opportunities can be observed in both the frequency and
time domains. While the fragmentation of opportunities in a frequency domain is usu-
ally referred to as spectrum fragmentation [49], spectrum fragmentation can be analysed
on both long-term and short-term scales. When the status of fragmented spectrum
changes over a short-term scale, SUs will experience the fragmentation of spectrum
opportunities in the time domain. The reasons behind why spectrum opportunities
become fragmented can be analysed separately for two cases, long-term and short-term
scales.
Long-term fragmentation can be caused by following two factors: 1) wireless services
becoming obsolete, and 2) the adoption of spectrally efficient technologies [49].
While a certain contiguous portion of spectrum is allocated to a specific wireless service
for exclusive use, when the service becomes obsolete, the allocated spectrum would not
be utilised. The cordless telephone, second generation (CT-2) service can be seen as an
example. As digital cordless telephones have been evloving, CT-2 appeared to provide
telepoint services with an extended range beyond a single residence or office. While
telepoints (also called base stations) were mounted in places where people concregate:
shopping malls, busy streets and train stations, CT-2 subscribers could place calls
whenever they were in the range of a telepoint. Although CT-2 had the limitation that
it cannot transfer (hand off) active calls from one telepoint to another, this service
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grew rapidly through the mid 1990s, especially in Asia [64]. However, as cellular phone
services (which provides full coverage and handoff) cut prices to compete with the CT-2
service, this rapid growth deteriorated quickly after the first few years [65]. As most of
these services disappeared, the allocated spectrum became unused.
The adoption of more spectrally efficient technologies to replace the old techniques
can also remain a certain portion of the allocated spectrum unutilised. For example,
the use of digital technology for broadcasting services makes substantial broadcast-
ing spectrum available as digital broadcasting technology is more (spectrally) efficient
compared analogue technology [66]. In the UK, digital switchover has resulted in the
unused spectrum of 112 MHz (among 368 MHz broadcasting spectrum in 470-862 MHz)
[67].
While unallocated spectrum in bands under 6 GHz is hardly found, non-contiguous
spectrum fragments which are unused on account of the above reasons could be identi-
fied for new services or existing services requesting more and wider spectrum to support
higher data rates or more users.
When spectrum availability is dynamically changing, the fragmentation of spectrum
opportunities can be also observed on a short-term basis. Spectrum availability dy-
namics issues result from two main reasons [68]: 1) spectrum demand dynamics and 2)
network topology.
Let us consider a portion of contiguous spectrum allocated to a particular service.
Figure 2.1: Spectrum demand dynamics and spectrum fragmentation
2.1. Fragmentation of Spectrum Opportunities 13
Spectrum can be allocated and released to serve the dynamic traffic of the service. Due
to such dynamic spectrum use, the available spectrum gradually becomes divided into
a set of spectrum fragments. Consider the example in Figure 2.1. At each ti, users’
spectrum requests arrive and the spectrum is allocated to them. After completing their
service, the users leave and spectrum is released. The available spectrum is searched
from the lower frequencies. The spectrum request for R1, R2, and R3 are admitted at
first. Then, the spectrum request for R4 at t1 and R5 at t2 arrive, respectively. The
first occurrence of spectrum fragmentation takes place at the departure of R2. Although
R5 is admitted, the idle spectrum is fragmented. After leaving R1 and admitting R6,
the idle spectrum becomes even more fragmented. When R7 arrives at t4, it can
not be served regardless of the existence of the idle spectrum. As depicted in Figure
2.1, dynamic spectrum use could cause the available spectrum to be fragmented and
thus the idle spectrum typically consists of many (narrow) fragments [50]. Thus, many
fragments, although not occupied, could become unusable due to too narrow bandwidth
to hold any subsequent demands requiring contiguous spectrum.
Short-term spectrum fragmentation can also occur because users can experience het-
erogeneous interference conditions. Figure 2.2 illustrates a simple example. Consider
three users U1, U2, and U3, each represented by a vertex in the figure. Two users are
connected if they cannot use the same frequency simultaneously. The blocks next to
each vertex represent the available spectrum, and the filled blocks are the spectrum
assigned to the user. In this example, U1 has a spectrum demand of 10 MHz and
Figure 2.2: Network topology and spectrum fragmentation
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occupies 10 MHz of B1 and B2 allocated from the lower part of the spectrum, and U2
demands 5 MHz and occupies spectrum block B3 to avoid conflicting with U1. As a
result, the usable spectrum for U3 is fragmented into two parts. When U3 demands 15
MHz, U3 has to use the upper part spectrum and the lower part cannot be utilised.
When the user moves, the actual status of available spectrum opportunities changes.
Then, availability of opportunities will not be guaranteed for long enough to meet the
requirements of SU spectrum requests. Thus, topology heterogeneity and spectrum de-
mand dynamics in primary networks are pointed out to be the reasons for short-term
spectrum fragmentation. In the OSA approach, since a secondary network shares the
spectrum with primary networks, its spectrum demand dynamics and network topology
also impact short-term fragmentation.
The fragmentation of spectrum opportunities can be observed in the real spectrum
measurement data shown in Figure 2.3(a) [69]. Spectrum occupancy is expressed as
black. Spectrum occupancy activity is observed to be dynamically changed, and a lot
of spectrum opportunities are also observed. In Figure 2.3(b) shows enlargement of
the rectangular part in Figure 2.3(a). When the secondary network is introduced to
utilise the unused spectrum, it may face spectrum opportunities becoming fragmented
in frequency and time domains.
Figure 2.3: (a) A spectrum usage map showing dynamic spectrum occupancy, (b) The
fragmentation of spectrum opportunities in frequency and time domains
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2.1.2 Mitigation of Fragmentation
While the fragmentation issue can be remedied in several ways, solutions for fragmen-
tation can be categorised based on whether they use contiguous frequency access or
not.
For contiguous frequency access to solve the long-term spectrum fragmentation, spec-
trum re-farming including spectrum withdrawal and relocation may be considered.
However, spectrum re-farming [70] approaches are considered time consuming and too
expensive. For example, the re-farming of 1755-1850 MHz band would need around 10
years and cost of 18 billion dollars as reported by the National Telecom Information
Administration (NTIA) [71][72]. Especially, as the available spectrum is dispersed into
different bands like IMT bands, re-farming such a wide spectrum ranging over multi-
ple bands to allocate a contiguous spectrum to the service would be almost impossible.
Since long-term fragmentation is mainly caused by the static spectrum allocation regime
[73], there have been efforts to allocate the spectrum on a technology and service neutral
basis to allow more flexible spectrum use [74].
To overcome the short-term fragmentation, the three methods have been proposed
for contiguous frequency access: 1) optimal spectrum allocation, 2) online spectrum
defragmentation, and 3) compensation in the time domain [68].
Consider the example of spectrum allocation for three spectrum requests of R1, R2,
and R3 as shown in Figure 2.4. In this example, if R1 had occupied spectrum B2
Figure 2.4: An example of spectrum fragmentation due to spectrum demand dynamics
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and R2 had occupied spectrum B1, R3 would have spectrum B1 and B2. Similarly,
in Figure 2.2, if B2 and B3 are allocated to U1 and B1 is allocated to U2, U3 can
have contiguous spectrum from B2. Optimal spectrum allocation could suppress the
spectrum fragmentation problem. However, it requires knowledge of future network-
wide spectrum demands, which is generally unfeasible.
Online spectrum defragmentation, to make users defragment frequency on-the-fly can
be also considered [75][76]. The rationale behind this strategy is to properly rearrange
ongoing transmission in the network, so as to free as much contiguous spectrum as
possible to be used by future spectrum requests. In Figure 2.4, R2 can move to B1
when R1 departs at T2 then R3 can access spectrum B2 and B3 without any waste of the
spectrum. This solution, however, could lead to disruptions to ongoing transmissions,
which is not admissible for certain classes of service. In addition, defragmentation
techniques add an extra complexity in order to preform and manage all the reallocations
properly.
Lastly, compensation of the frequency-domain fragmentation in the time-domain is
considered [52]. That is, users use less frequency than they originally desire but occupy
a longer time period. In Figure 2.4, R3 can now use B1 rather than B3 and B4 by
taking twice the time to transmit its data. While this solution may work well for delay-
tolerant applications like file transfer, it would lead to undesirable delay for real-time
applications and ultimately to visible disruptions to user applications.
The techniques for contiguous frequency access explained above tend to be complex.
Especially, such solutions need to be selected from primary networks to mitigate frag-
mentation of spectrum opportunities generated by primary networks. Thus, they are
impossible to be implemented in a non-intrusive OSA approach. As a complementary
mechanism, non-contiguous spectrum access could be a solution. Spectrum aggrega-
tion can be exploited by SUs to utilise multiple spectrum fragments simultaneously to
support wide bandwidth services. While spectrum aggregation does not require any
modification to primary networks, it can help SUs to overcome even fragmentation of
opportunities caused by SUs.
While spectrum requests from SUs might need to be satisfied for a certain time period,
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only short-term fragmented spectrum opportunities could be allowed to SUs. That is,
in the OSA approach, after allocating a certain portion of spectrum opportunities to a
SU, spectrum availability can dynamically change due to the primary networks. Then,
if primary users reclaim the part of spectrum the SU is using, the SU needs to change
the spectrum for data transmission. Spectrum handoff can be utilised to overcome the
fragmentation of spectrum opportunities in the time domain [77].
TABLE 2.1 provides a summary of reasons and solutions for spectrum fragmentation,
mentioned in this chapter. As mentioned above, spectrum aggregation and spectrum
handoff have the potential to be the most effective tools for SUs to utilise fragmented
spectrum opportunities. Thus, this thesis investigates how to utilise the spectrum
efficiently by the OSA approach with spectrum aggregation and spectrum handoff.
Table 2.1: Summary of reasons and solutions for fragmentation in spectrum opportunity
Time scales for fragmentation of spectrum opportunities
Short-term
Long-term
by PUs by SUs
Reasons
- Services being obsolete
- Adoption of spectrally
efficient technologies
- Spectrum demand
dynamics
- Network topology
- Spectrum demand
dynamics
- Network topology
conti-
guous
- Spectrum re-farming
(spectrum withdrawal
& relocation)
By a primary net.
- Optimal spectrum
allocation
- On-line
defragmentation
- Compensation
in time-domain
By a secondary net.
- Optimal spectrum
allocation
- On-line
defragmentation
- Compensation
in time-domain
Freq.
domain
non-
conti-
guous
- Spectrum aggregation
S
ol
u
ti
on
s
Time domain - N/A - Spectrum hand-
off
- N/A
2.2. Spectrum Aggregation 18
2.2 Spectrum Aggregation
While spectrum aggregation is expected to be a feasible way for making full use of
narrow spectrum fragments, its introduction imposes several challenging issues to the
system design including RF parts, physical layers and spectrum utilisation mechanisms
[20]. In the following, a summary is provided on the technical challenges and the
relevant topics that need to be considered when introducing spectrum aggregation.
2.2.1 System Design for Aggregation
In order to implement spectrum aggregation, two options are available for transceiver
design: 1) multiple single-band transceiver and 2) a single wideband transceiver.
Figure 2.5 [78] shows an example of a high level block diagram for multiple single-band
receivers. For n spectrum bands, n receivers can be used, one for each spectrum band.
While each receiver would have an antenna, an RF band pass filter for a specific spec-
trum band, an RF front-end and an analogue-to-digital converter (ADC), the parallel
transceiver would unite at the digital signal processing module. While this approach is
achievable using narrow band technologies, increasing component count, which trans-
lates into an increase of the size and cost of the devices, may be a problem as the
Figure 2.5: A high level block diagram for multiple single-band receivers
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Figure 2.6: A high level block diagram for wideband receivers
number of fragments increases [49].
For the transceiver covering wideband, a single wideband transceiver can be also
utilised. In Figure 2.6 [78], a high level block diagram of a single wideband receiver is
shown. Due to the nature of wideband transceivers, most of the RF components used
need to be wideband. In terms of the lower number of hardware components, leading
to a lower cost compared to the first option, as well as reduced energy consumption,
it can be expected to be simpler [79]. However, it can also be more difficult due to
the technical limitations of wideband components, antenna sharing and managing in-
termodulation products.
The requirements for the appropriate transceiver structure are decided depending on
how spectrum fragments are positioned [49]. For example, if fragments are clustered
together, only one wideband chain may be needed to handle all of them. However, if
fragments are broadly scattered, especially beyond the coverage of a single wideband
chain, then more than one chain will be needed to capture all fragments. Multiple wide-
band chains will be able to capture many more fragments than a multiple narrowband
chain architecture. In this case, the number of chains must be limited to a few, oth-
erwise the same problem of high component count that is associated with narrowband
chains is encountered.
While multi-carrier modulation has been considered as a possible candidate for the
dynamic spectrum access by secondary networks, it is also expected to be well suited
to aggregate several fragmented frequency bands simultaneously [80].
Among various multi-carrier modulation techniques, non-contiguous orthogonal fre-
quency division multiplexing (NC-OFDM) has been most widely studied [81]. As a
variant of OFDM, NC-OFDM enjoys the advantages of OFDM such as simple and
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robust channel equalisation by using cyclic prefix (CP) and it is capable of deacti-
vating (i.e., turning off) sub-carriers which could potentially interfere with primary
signals. While it only uses sub-carriers located in the unoccupied spectrum, multi-
ple non-contiguous sub-bands of varying bandwidth could consist of a communication
channel [80]. However, NC-OFDM has the same disadvantages as OFDM [82]. First,
due to large spectral side lobes, out-of-band (OOB) radiation can introduce interfer-
ence to adjacent bands [83][84]. Second, it suffers from a high peak-to-average power
ratio (PAPR) [85] which can lead to saturation in the power amplifier and consequently
distorts the signals and reduces power amplifier efficiency [86]. In order to avoid any
clipping or non-linear distortions of the signal, the components, such as the power
amplifier (PA), the digital-to-analogue converters (DAC), and analogue-to-digital con-
verters (ADC), need to have large dynamic ranges.
In order to overcome these NC-OFDM shortcomings, the filter bank multi-carrier
(FBMC) has been recently considered by a few standard committees [87]. By us-
ing filter banks designed with arbitrarily small side lobes for the synthesis/analysis
of multi-carrier signals, FBMC is capable of providing high out-of-band attenuation.
Thus NC-OFDM spectral leakage problem can be improved. FBMC also improves the
robustness of the system against carrier frequency offset (CFO) [88]. Spectral efficiency
can be improved by not using CP. However, the need for more elaborate equalisation
concepts is pointed out as a disadvantage compared to the single-tap per-subcarrier
equaliser sufficient in the NC-OFDM with CP [89].
There is no single non-contiguous multi-carrier solution that possesses both low out-of-
band interference and low implementation complexity. This means that these objectives
form the core of a trade-off analysis that is dependent on the deployment scenario for
these systems and their desired performance [80].
2.2.2 Spectrum Allocation with Aggregation
When the fragmented spectrum is given to SUs capable of aggregating multiple frag-
ments, mechanisms for allocating multiple spectrum fragments (which will be sub-
channels for an aggregate channel) for spectrum requests by SUs will impact signifi-
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cantly on the system performance and spectrum utilisation efficiency. Strategies for
optimal selection of fragmented spectrum for sub-channels could help satisfy the QoS
requirements of the users while protecting primary networks and assuring the fairness
among SUs. Studies in literature can be classified depending on whether the spectrum
opportunities are assumed to have the same fixed bandwidth or not.
Aggregation of fragmented spectrum channelised with a same bandwidth
In studies which fall into this category, it is assumed that SUs access the primary
spectrum with a primary channel unit. That is, SUs will use more than one primary
channel without the fractional use of a primary channel. Since the unit of sub-channels
which makes up an aggregate channel is a primary channel, spectrum aggregation is
also termed as channel aggregation [90][91][92] and channel assembling [93]. Com-
monly, the channel occupancy by PUs/SUs is modelled by a continuous-time Markov
chain (CTMC) with the homogeneous traffic and same channel quality over different
channels. Based on building analytical models, performance analysis of channel aggre-
gation has been conducted. The research is focused on how to allocate channels for
each transmission to improve the network performance in terms of throughput, blocking
probability, dropping probability and forced termination probability.
In [90], when the same constant number of channels are allocated to each transmission
(i.e., constant channel aggregation), the effect of the number of channels selected for
aggregation is analysed. It is shown that as a large number of channels are selected for
aggregation, the performance of a secondary network will deteriorate with lower sys-
tem capacity and higher blocking probability, but it will improve dropping probability.
Because more requests are blocked, there is no benefit for aggregation in terms of the
total achieved system capacity and blocking probability. Thus, it is recommended to
aggregate the smallest number of channels so that other parallel transmissions can be
allowed. In [91], variable channel aggregation (VCA) to aggregate different number
of channels for each transmission is proposed and its performance is compared with
constant channel aggregation (CCA). While VCA allocates different number channels
considering varying spectrum availability, it is shown that VCA outperforms CCA. If
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there are enough empty channels, SUs can increase the number of channels for aggre-
gation. Then, the blocking probability performance will deteriorate in spite of lots of
available channels. In order to prevent this case, the channel reservation concept can
be integrated into VCA for the future traffic. Depending on setting of the amount of
reserved channels, performance can be decided with a trade-off between the throughput
and the blocking probability [91].
In above studies, only static aggregation approaches are considered, i.e., the number
of assembled channels is not changed once a transmission is started. In [48][92][93][94],
with the introduction of the concept of spectrum adaptation, dynamic strategy is pro-
posed which adjusts the number of assembled channels for ongoing SU transmissions.
In the dynamic strategy, according to the channel availability and other SUs’ activities,
the number of channels for aggregation of ongoing SU transmissions can be changed
with the range of the minimum W and the maximum V . For the setting of W and
V , a smaller lower bound and a large upper bound are recommended to achieve higher
system capacity, i.e., to allow the wide range of flexibility to select the number of chan-
nels in [48][94]. Depending on how to change the number of channels for aggregation
after allocation, two strategies are proposed: dynamic partial adjustable (DPA) and
dynamic fully adjustable (DFA) strategy [92][94]. While both of two methods allow
SU transmissions to aggregate up to V channels as much as possible, they operate
differently in case a new SU arrives and there are fewer than W idle channels. In this
situation, the DPA makes the request to be blocked whereas the DFA makes ongoing
SU transmissions share their occupied channels as long as they can still keep at least W
channels. By dynamically adapting the number of channels to the spectrum status in
a real-time manner, the DFA shows better network performance than the DPA. From
the perspective of an individual SU transmission, a commenced SU transmission in the
DPA can enjoy a higher data rate as well as lower dropping probability, at the cost of
lower system capacity and higher blocking probability [94]. In [93], the capacity upper
bound of these strategies is derived.
In above works, while the advantages of dynamic spectrum aggregation adjusting the
number of channels (i.e., bandwidth) for aggregation are highlighted, the overhead in-
curred to support such adaptation is ignored. Rearranging spectrum used by ongoing
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SU transmissions requires some signalling related to the handshake procedure and de-
grades the overall system performance. In [95], the complexity of channel aggregation
strategies is analysed in terms of the amount of handshakes between transmitter and
receiver. As the results of numerical analysis, it is revealed that there is a trade-off
between the performance and the complexity of dynamic aggregation strategies. That
is, when the DPA and the DFA is compared, the DFA can improve the network per-
formance more than the DPA, but its complexity will increase. In [96], the associated
cost for channel aggregation strategies including the handshake procedure is concerned.
The delay cost is derived and the performance of aggregation strategy is investigated
considering delay costs.
In [97], the channel bonding where only adjacent channels can be aggregated is con-
sidered and its performance is investigated. It is shown that by adaptively changing
the number of bonded channels, the channel bonding also achieve the performance im-
provement. Especially, the level of improvement heavily depends on network size and
number of available channels (i.e., beneficial for low primary user activity and/or large
available channels).
When available channels are identified by spectrum sensing, many factors including
uncertainty of wireless channels, unpredictable interference, and limited SU receiver
sensitivity can cause sensing errors. Whilst the accurate spectrum sensing is assumed
in many works, in [98][99], impact of an imperfect spectrum sensing is taken into account
for the performance analysis of channel aggregation in secondary networks. It is shown
that blocking probability increases with the detection probability of a given sensing
mechanisms, regardless of channel aggregation strategies.
Aggregation of fragmented spectrum not channelised with a fixed bandwidth
In studies which fall into this category, the possibility that spectrum opportunities have
different bandwidth is considered. While the status of spectrum availability is dynami-
cally changing, the bandwidth of spectrum opportunities is also changing. SUs can use
such spectrum opportunities by adjusting the centre frequency and bandwidth of each
sub-channel (i.e., frequency agility and bandwidth adaptation) and communicate with
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a channel comprising of multiple sub-channels. However, allocation of aggregated mul-
tiple spectrum opportunities to dynamic traffic of the secondary network could make
spectrum more fragmented. Then, the severe fragmentation will increase in the system
complexity [100] and overhead [49][101] for aggregation, resulting in degradation of the
overall system performance.
In [50][101], a theoretical analysis of spectrum fragmentation process, occurring due
to spectrum aggregation to support spectrum demand dynamics, is elaborated. It is
shown that fragmentation levels of available spectrum could increase over time but it
is finally saturated. While the level of spectrum fragmentation affects the bandwidth
size of spectrum requests, it is revealed that allocating spectrum to narrow bandwidth
requests can result in severe spectrum fragmentation and a relatively large number of
spectrum fragments are aggregated for an aggregate channel.
The use of severely fragmented narrow bandwidth spectrum increases the system com-
plexity by requiring excessive filtering [49]. In addition, the aggregation of a large num-
ber of fragments (channel fragmentation [50]) increases the protocol complexity and the
overhead [68]. It is because secondary receivers are required to estimate and feedback
the channel quality information, and acknowledge/non-acknowledge (ACK/NACK) per
each sub-channel (selected for aggregation), to indicate whether or not transmission
has been successful [20]. If a lot of sub-channels are aggregated and allocated to trans-
mission, such signalling from SUs will contribute to a large amount of overhead and
increases in power consumption. In addition, guard bands at allocated sub-channels’
boundary becomes the spectrum overhead [49]. In [68], considering overhead from the
guard bands, the performance of the spectrum aggregation is evaluated. When k-agile
radios are defined using up to k non-contiguous spectrum fragments by combining them
to form a single transmission, it is shown that 2-agile radios could realise the majority
of the improvement brought by fully-agile radios. When considering the result of a rela-
tively large number of spectrum fragments aggregated for spectrum requests of narrow
bandwidth [50][101], imposing a lower boundary on the fragments size to aggregate is
necessary from a practical point of view, i.e., to reduce the complexity resulting for
maintaining a heavily fragmented channel.
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From the implementation perspective, the hardware limitation on the fixed maximum
bandwidth size for aggregation [49][52] is considered in proposed aggregation algorithms
in [54][55][56][102]. Then, their performance is evaluated with spectrum utilisation ef-
ficiency in terms of the amount of spectrum to serve spectrum demands. To achieve
good performance, spectrum aggregation algorithms are required but these do not gen-
erate the new available fragments with narrow bandwidth and do not to make available
fragments distributed far from each other. In [54], the proposed algorithm aggregates
disjoint spectrum opportunities from the lower to the higher frequency. With the as-
sumption that all the nodes require the same bandwidth, the proposed algorithm is
shown to improve the spectrum utilisation efficiency compared to the non-aggregation
allocation strategy. In [55], spectrum requests of different bandwidth from SUs are
considered. The proposed algorithm gives a priority to SUs with larger bandwidth
requirements as these could be more difficult to serve. The smallest spectrum frag-
ments are allocated first as they could also be difficult to use. Thus, the proposed
algorithm tends to allocate the part of spectrum where the available spectrum within
the maximum aggregation range can just satisfy the bandwidth requirements of the
users. Similarly, the proposed algorithm in [56] aims to allocate the narrowest part
of the spectrum while satisfying the bandwidth requests but utilises a variable-sized
window concept to scan the available spectrum. The simulation results show that the
proposed algorithm in [55] could improve spectrum utilisation efficiency compared to
that proposed in [54].
Considering the costs for spectrum aggregation, the allocation of a contiguous spectrum
is considered prior to using non-contiguous spectrum fragments in [102]. Only if there
is no sufficient available contiguous spectrum for a certain spectrum demand, available
spectrum bands within the aggregation range are searched and aggregated from the
lower to the higher frequency. When the spectrum fragmentation level is not so severe,
the combined approach is shown to reduce the possible use of the fragmented spectrum,
resulting in a reduction of the overhead requiring spectrum aggregation.
In the sense that allocating fragmented spectrum resources is similar to memory re-
source allocation, the fundamentals of memory allocating algorithms are utilised in
spectrum aggregation algorithms [50][54][55][56][101][102].
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When multiple users are in secondary networks, because of multipath propagation, all
nodes experience a frequency selective fading [103]. In [104], by taking advantage of
different channel characteristics and adaptive modulation, the spectrum aggregation
algorithm is proposed for basing on OFDM. The main idea is that the sub-carriers are
assigned to those SUs who have the best channel quality so that the achievable through-
put per the number of sub-carriers can be maximized while the requested throughput
is satisfied.
When multiple sub-channels are utilised, link adaptation can be optimised on the basis
of sub-channels. Independent link adaptation per sub-channel helps to optimise trans-
mission over multiple sub-channels according to experienced radio conditions. Depend-
ing on setting of different transmit power for individual sub-channels, sub-channels
could provide the same or different levels of coverage [105]. Especially, in the case of
aggregation of sub-channels which are distributed in different bands (i.e., inter-band
aggregation), since the radio channel characteristics such as propagation, path loss,
building penetration loss, and Doppler shift, vary significantly at different frequency
bands, selection of different transmission parameters including modulation scheme, code
rate, and transmit power per sub-channels is expected to be useful to further improve
user QoS [106]. Thus, selecting multiple sub-channels and adaptive adjustment of
transmission parameters for different sub-channels can be jointly considered [105].
2.3 Spectrum Handoff
In highly dynamic environments where the status of available spectrum opportunities
fluctuates over time, spectrum handoff is a key feature enabling continuous SU data
transmission [77]. In the following, the overall spectrum handoff process, as well as
various handoff strategies including target channel selection mechanisms are provided.
2.3.1 Overall Spectrum Handoff Process
As shown in Figure 2.7, spectrum handoff can be explained as a cyclic process consisting
of two phases: the evaluation phase and the link maintenance phase [107].
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Figure 2.7: Spectrum handoff process
In the evaluation phase, a SU observes the environment and analyses whether spectrum
handoff triggering events need to occur. Once the SU decides to perform spectrum
handoff, it goes into the link maintenance phase. Then, the SU first pauses the ongoing
transmission and hands over the reclaimed spectrum to the PU. After selecting an-
other free channel, the SU resumes the data transmission session over the new channel.
Finally, the SU leaves the link maintenance phase and resumes the cycle.
In secondary networks, spectrum handoff can be triggered by other events besides PU
arrivals. When PUs reclaim the part of the spectrum a SU is using, it necessarily forces
the SU to perform spectrum handoff. As a SU moves spatially, there is a chance that
the transmission coverage of the SU overlaps with a PU currently using the same part
of the spectrum. Then, being the opportunistic user of the PUs’ spectrum, the SU shall
leave the part of spectrum immediately if the SU transmission causes interference to
the PU transmission. Lastly, similarly with other general wireless networks, the link
quality degradation can trigger spectrum handoff to maintain the QoS level from the
SU. Especially, while the radio spectrum which SUs use is predominantly occupied by
primary users outside the control of secondary networks, the quality of the communi-
cation channel of SUs may in particular vary dynamically over time and space. Thus,
it is important for SUs to monitor and analyse periodically the quality of the channel
being used for data transmission [77].
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Detection to trigger spectrum handoff
Regarding spectrum handoff occurring due to PU transmission, the PU appearance
should be detected accurately to trigger spectrum handoff. While PU appearance can
be identified with the aid of separated sensor network [108], geo-location database [109],
and spectrum sensing, spectrum sensing is mostly considered in the literature [110]. In
order to perform spectrum sensing, two architectures can be considered: the single-radio
and the dual-radio [110][111]. In dual-radio architecture, since spectrum monitoring can
always be performed simultaneously with data transmission, effective PU detection is
expected. However, it has the drawback of increasing power consumption and hardware
cost. From the perspective of lower complexity and cost, single-radio architecture can
be selected. In this case, while spectrum sensing cannot be performed simultaneously
with data transmission, SUs perform periodic spectrum sensing (i.e., at every sensing
period). While some portion of the available time slot, the sensing duration, is used
for sensing instead of data transmission, the spectrum efficiency is decreased. As a
result of this limited sensing duration, only a certain level of sensing accuracy can be
guaranteed [112][113]. While the sensing period indicates the maximum time during
which the secondary user will be unaware of a reappearing primary user (hence may
harmfully interfere with the primary user), it determines the delay for detecting PUs,
and thus the quality of service (QoS) degradation, incurred by the primary users in
accessing the same part of the spectrum. In general, the sensing period will depend on
the type of primary service. For instance, one expects the sensing period to be very
small for the public safety spectrum, while less frequent sensing may be allowed for the
TV spectrum where the spectrum usage varies over a much larger time scale [114]. For
this reason, setting the spectrum duration and the period becomes an important issue
to balance spectrum efficiency and sensing accuracy [110][115].
Spectrum sensing techniques are prone to produce imperfect sensing results due to the
effects of radio propagation, such as channel fading or shadowing. To improve the sens-
ing performance, a SU can select other SUs as partners to perform cooperative spectrum
sensing instead of local sensing. In [116], a cross-layer protocol using cooperative spec-
trum sensing in secondary networks was suggested. SUs are divided into groups and
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each group shares the same CDMA spreading code. If the PU arrival is detected by
any SU in a group, warning messages are spread periodically to the entire group. [117]
proposes the handoff timing decision algorithm based on fuzzy logic controllers (FLC).
SUs are assumed to be able to evaluate the primary user bit rate and consequently
its SNR (SNRPU ). The first FLC takes as inputs SNRPU and the signal strength
from the primary user to the secondary user (SSPU ). Then, it estimates the distance
between the PU and SU, and selects the allowed power for the SU. The second FLC is
in charge of taking a decision about spectrum handoff. Spectrum handoff is initiated if
the SU is in outage, or if its transmissions harmfully interfere with a PU. When a high
level of interference is expected to be given to the PU, the SU can reduce its transmit
power. However, a reduction of the transmit power leads to a decrease in the secondary
transmission reliability, and the SU will decide to perform handoff at some point.
Performance metrics for spectrum handoff
The performance related to spectrum handoff can be evaluated using several metrics:
the number of spectrum handoff, effective data rate, link maintenance probability, and
handoff delay [107][118]. The number of spectrum handoff is defined as the number
of handoffs occurring during one session of SU data transmission. The effective data
rate indicates the average amount of data which is successfully transferred between the
transmission from SUs within the total transmission time and the link maintenance
probability is the probability that the communication link is successfully maintained
by channel switching. Lastly, the handoff delay is defined as the delay resulting from
the spectrum handoff process. Between these metrics, there are some correlations.
From a SU point of view, increasing the number of spectrum handoffs can increase
total handoff latency. Longer handoff latency will prolong the transmission time and
decrease the effective data rate [118]. Thus, the number of spectrum handoffs becomes
the most critical metric [119]. On the other hand, from a PU point of view, the
handoff delay becomes the main concern. The greater the handoff delay to the SU, the
greater the interference to the PU. While the handoff delay could depend on the system
structure and protocols, the two-way handshaking scheme is widely used in literature.
In [119][120], the switching delay is expressed as the sum of the duration of spectrum
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sensing procedure performed by transmitter and receiver, the network delay occurred in
SU transmissions, and the duration of adjusting the frequency and modulation settings
on the agreed channel. In [121], the handoff delay is defined similarly, but the processing
time to decide the target channel is also considered.
As unexpected interruptions occurring due to handoff make it difficult to satisfy the ap-
plication requirements [122], it is important to ensure smooth and fast transition leading
to a minimum performance degradation from spectrum handoff. In general, spectrum
handoff techniques with higher link maintenance probability and lower handoff delay
give better spectrum agility to SUs. In addition, in order to prevent performance
degradation by spectrum handoff, multiple spectrum handoffs should be avoided [77].
2.3.2 Spectrum Handoff Strategy
The performance related to spectrum handoff is highly dependent on the spectrum
handoff strategy, i.e., when and which channels to switch. Depending on the timing to
decide channel switching, spectrum handoff strategies are classified into four categories:
non-handoff, reactive handoff, proactive handoff, and hybrid handoff strategy [77].
1. Non-handoff strategy
Once a PU appearance is detected, a SU stops its transmission and keeps staying
in the original channel and waiting until the channel becomes free again. The SU
will resume the transmission after the PU completes transmissions. The major
disadvantage of this approach is that it can cause high waiting latency to the SU
and longer transmission time [107] because the delay is as long as the PU is active
in the corresponding channel. In delay sensitive applications, this method would
fail to meet QoS requirements.
2. Reactive handoff strategy
Once collision with the primary traffic occurs, the SU performs spectrum sensing
to find a new channel. Afterwards, the communication is transferred to the new
target channel.
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3. Proactive handoff strategy
A SU performs spectrum sensing and finds a backup target channel before a hand-
off triggering event happens. By utilising the features of learning and prediction
based on the history of the PU traffic model [123], the SU predicts the the PU
traffic arrival and evacuates the channel beforehand to avoid collision with the
PU traffic.
4. Hybrid handoff strategy
Considering the advantages/disadvantages of each strategy, different strategies
can be combined. For example, the reactive and proactive strategy can be com-
bined by applying proactive spectrum sensing and reactive handoff action. Target
channel selection is prepared beforehand or during SU data transmission while
spectrum handoff is performed after a handoff triggering event happens.
In Figure 2.8 [124], four handoff strategies are explained by examining the handoff
delay. While the handoff delay is defined as a period of time from the occurrence of
Figure 2.8: Spectrum handoff strategies
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a handoff triggering event to the time when the SU can resume its data transmission,
handoff delay is directly proportional to the number of sequential tasks performed
by SU during the handoff phase. In the non-handoff strategy, PU data transmission
becomes a major delay source to a SU. For other spectrum handoff models, major
delay sources come from spectrum sensing, handoff decision, and channel switching
task; among which spectrum sensing is considered as the most time-consuming. The
proactive handoff strategy features the fastest response in spectrum handoff, while the
reactive handoff strategy exhibits relatively slow response and hybrid handoff strategy
has moderate response. However, in the proactive strategy, a large number of collisions
with PU and SU transmissions could occur when the backup target channels prepared
beforehand remain obsolete. While each strategy has pros and cons, it is worth noting
that selection of a spectrum handoff strategy depends on the unique characteristics of
the primary networks. Non-handoff strategy can be suitable for the PU network with
short data transmission patterns and in the situation where other licensed spectrum
bands are highly congested. In the case of well-modelled PU networks where the PU
traffic pattern having a clear pattern can be exactly predicted, the proactive strategy
would be the best since accurate PU traffic prediction is a key factor in the proactive
strategy. For instance, in the case of a TV broadcasting system, spectrum occupancy
status is less likely to change and the change of occupancy status could be predicted
accurately [125]. Thus, a TV broadcasting system can be the appropriate primary
network. On the other hand, the reactive handoff strategy is suitable for SUs with
primary networks of random traffic arrival [77].
2.3.3 Target Channel Decision
While different methods to select the target channel are proposed in different spectrum
handoff strategies, the common aims considered in the literature are to minimise the
number of collisions with primary and secondary transmission and/or to reduce the
spectrum handoff. Since the collision with primary traffic can lead to disruption of the
SU transmission, the number of collisions (collision rate [57]) is also expressed as the
amount of disruption time [126], disruption ratio [121], and disruption rate [122].
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In the reactive strategy, spectrum handoff takes place whenever collisions with primary
traffic occur. However, in the proactive strategy, the main purpose is to avoid collisions
with primary traffic (i.e., to avoid giving harmful interference to PUs) although more
spectrum handoff would occur as the cost. Thus, two objectives can be distinguished.
In literature [57][121][122][126], in order to find the appropriate target channel for
spectrum handoff, it is assumed that the channel occupancy by primary users is driven
with predictable patterns of randomness. SUs can observe the channel occupancy over
a long period of time and/or receive the assistance of a spectrum server and have
the knowledge on the statical property of each channel’s usage pattern. Then, by
utilising the historical information on channel occupancy, SUs are expected to predict
and calculate the parameters related to future channel status, (e.g., the probability of
channels being available in the future or the expected remaining idle time).
In [121][122], the proposed algorithms select the channel with the longest expected re-
maining idle period for channel switching whenever they find such a channel for the
spectrum handoff. Since these schemes could generate a lot of channel switching, the
total spectrum handoff delay becomes an issue. In [126], to reduce frequent spectrum
handoff of the proposed algorithms in [121][122], the amount of remaining idle periods
subtracted by the switching delay is applied for channels which are not in use when
comparing the remaining idle periods of channels. In [122], the probability that the
length of a remaining idle period of another channel is larger than the current channel
is also calculated. Then, when the probability is larger than a given threshold, the
proposed algorithm decide to switch the channel. In [57], the collision probability is
calculated. That is, a SU calculates the probability that the PU traffic reclaims the
channel used by the SU in next time slot. As the reactive strategy, when collision hap-
pens, the proposed algorithm decides to switch to the new channel of the longest idle
time while satisfying the collision probability threshold. The estimated transmission
time is also calculated and utilised to achieve the aim of minimising spectrum handoff.
While channel occupancy by primary users is assumed to have the predictable patterns,
On-Off process alternating between On (busy) and Off (idle) periods [127] is mostly
used for modelling channel occupancy pattern. [122] shows spectrum occupancy pat-
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terns obtained by real measurements in public safety bands are approximated to the
alternative On-Off model. In [121][122][128], the durations of On and Off periods are
modelled to be independently exponentially distributed. In [57][129], only the idle pe-
riod of channels is modelled with the exponential distribution whilst the busy period
is modelled with general distribution. In an exponential distribution model, a large
degree of randomness can be observed due to its memoryless property. In [122], with
the assumption that the SUs can make very accurate predictions of future spectrum
availability, the fixed pattern of On and Off period for each channel is assumed. In
[129], the Pareto distribution is also considered based on the measurement results of
WLAN’s traffic [130].
2.4 Discussions
In this chapter, the fragmentation of the spectrum opportunities is discussed, as the dif-
ficulty a SU experiences to access the primary spectrum in the OSA manner. While the
fragmentation is caused mainly by the primary network’s spectrum use, the dynamic
traffic from secondary networks also affects spectrum fragmentation. Spectrum aggre-
gation is pointed out as the most effective solution to overcome fragmentation caused
by any reason and any time-scale. However, a spectrum aggregation strategy, i.e., how
to select spectrum to aggregate and allocate to SUs, affects fragmentation incurred by
dynamic traffic from a secondary network. Since the level of spectrum fragmentation
can affect the hardware complexity and overhead requiring spectrum aggregation, an
efficient spectrum aggregation strategy needs not to lead to severe fragmentation as
well as to improve spectrum utilisation efficiency.
In highly dynamic environments where the spectrum status is fluctuating over time,
spectrum handoff is also highlighted as an essential function for efficient spectrum
sharing by the OSA approach and the state-of-the-art in spectrum handoff approaches
is also addressed with the technical challenges for its implementation.
Although two functions which are spectrum aggregation and handoff, have been inves-
tigated separately, two functions need to be considered together since wider spectrum
access by using spectrum aggregation can influence the spectrum handoff. As a SU uses
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more spectrum for a higher data rate, PUs are likely to reclaim parts of the spectrum
more quickly, and then collisions could occur and SUs would have to switch the chan-
nel more [63]. Whilst spectrum aggregation improves the performance of SUs, it can
also contribute to frequent spectrum handoff, resulting in performance degradation.
Thus, in order to effectively explore fragmented spectrum opportunities, a secondary
network needs to allocate spectrum resources considering spectrum aggregation and
collision/handoff.
Observations obtained by literature surveys motivated us to study the efficient spectrum
sharing method by using spectrum aggregation and spectrum handoff. The impacts of
spectrum aggregation and spectrum handoff on the efficiency of spectrum utilisation
and performance of secondary network are investigated. In addition, the relationship of
spectrum aggregation and handoff is identified and the performance of the integrated
approach of the two mechanisms is evaluated. For multiple objectives, dynamic spec-
trum allocation problems with aggregation and handoff are formulated. By solving
optimisation problems, efficient spectrum allocation approaches are proposed. Consid-
ering the nature of OSA approach, the impact of spectrum allocation algorithms on
interference effect to PUs is also evaluated.
Chapter 3
Spectrum Aggregation impact on
Spectrum Fragmentation
3.1 Introduction
In opportunistic spectrum access, secondary network users (SUs) can identify frag-
mented spectrum opportunities as shown in Figure 2.1. Then, a SU can exploit the
fragmented spectrum opportunities with narrow bandwidth by spectrum aggregation.
In the example given in Figure 2.1, if a spectrum request arrives from a SU capable
of spectrum aggregation instead of R7 from a PU at t4, it can be served over non-
contiguous spectrum as seen in Figure 3.1.
In the spectrum which is not channelised with fixed bandwidth, the position and the
bandwidth of spectrum opportunities are time-varying. SUs equipped with cognitive
radios [131] are able to dynamically adapt the centre frequency and bandwidth of sub-
channels for each transmission [132] and spectrum aggregation capability will allow the
SUs to have a high flexibility in spectrum use [68]. However, due to the aggregation
capability and a lack of pre-defined widths [52], a SU faces a new spectrum allocation
problem: How many and wide spectrum opportunities of which centre frequency should
be aggregated and allocated while considering complexity and overhead for aggregation?
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Figure 3.1: An example of the fragmented spectrum allocation by spectrum aggregation
As the optimal spectrum allocation strategy can reduce spectrum fragmentation and
increase spectrum utilisation efficiency [68], a spectrum aggregation strategy (i.e., how
to allocate spectrum with aggregation) can influence the level of spectrum fragmen-
tation and of spectrum utilisation efficiency. Additionally, excessive aggregation can
increase the system complexity and signalling overhead.
In this context, this chapter studies the problem of dynamic spectrum aggregation
and allocation in a secondary network. In order to prevent higher system complexity
and guard bands, a lower bound is set on the size of a usable spectrum hole [133] for
aggregation [49]. From a practical perspective, the hardware limitation on the maxi-
mum aggregation range is also considered [49][54][55][104]. The problem of spectrum
aggregation and allocation considering hardware constraints is formulated to aim at
minimising the spectrum/channel fragmentation in a secondary network. Then the im-
pact of spectrum aggregation strategies on spectrum/channel fragmentation is analysed
by comparing the performance of three existing algorithms proposed in [50][54][55]. In
addition, for different settings of the minimum usable bandwidth and traffic parameters
(i.e., requested bandwidth size and service time), the effect of spectrum/channel frag-
mentation is investigated. Based on the simulation results, the guidelines that govern
the design of the efficient spectrum aggregation algorithm are derived.
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3.2 System Model and Assumptions
It is considered that a secondary network coexisting with a primary network. While
PUs, as the licensed users, have priority over the SUs in accessing the spectrum, the
PUs can use even a part of spectrum that is used by a SU at any time.
Suppose that in a secondary network, the base station (BS) can identify time-varying
spectrum holes (Bidle), through mechanisms such as (local/cooperative) sensing, database
access, or common broadcast channels without errors [134]. Then, as depicted in Figure
3.2, the BS aggregates spectrum holes and allocates the aggregate channel (denoted by
CHi) of bandwidth BWi to the SU i where i ∈ {1, 2, · · · , N}. During spectrum aggre-
gation and allocation intervals, it is assumed that spectrum occupancy status does not
change. CHi for the SU i consists of Mi number of sub-channels which are denoted by
SUBi,j where j ∈ {1, 2, · · · ,Mi}. SUBi,j is identified by a range of lower and upper
frequency [f i,jL , f
i,j
U ]. It can be also expressed with a centre frequency f
i,j
C and the band-
width ∆f i,j where f i,jC = (f
i,j
L + f
i,j
U )/2 and ∆f
i,j = f i,jU − f i,jL . Since the secondary
users equipped with CRs can adaptively change the centre frequency and bandwidth,
there is no restriction to set the range of sub-channels. However, considering hardware
complexity and limitation, only spectrum holes of wider than the minimum usable
bandwidth for aggregation, BWSAmin, within the maximum aggregation range, BW
SA
max,
can be selected and aggregated together. Since the spectrum of the exactly the same
amount of required bandwidth is allocated, the last sub-channel would normally only
use the spectrum hole partially (e.g., SUB2,2 in Figure 3.2).
Figure 3.2: An example of allocation generated by spectrum aggregation
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For effective study of spectrum/channel fragmentation, it is assumed that there are
enough requests from SUs always to operate the system at capacity and the spectrum
is homogeneous and holes have a similar SNR. For the spectrum fragmentation level, it
is considered how many narrow spectrum holes which cannot be exploited are generated
and remained from aggregation. While the bandwidth requests from SUs are enough
to use all available spectrum, the non-utilised spectrum indicates narrower spectrum
holes than the minimum usable bandwidth and/or spectrum holes dispersed beyond
the maximum aggregation bandwidth. When the spectrum utilization level of SUs is
defined as the ratio of the amount of exploited spectrum by the SUs to the given total
idle spectrum, the spectrum fragmentation level can be also shown by the spectrum
utilisation level. For the channel fragmentation level, the number of sub-channels (of
an aggregate channel) is measured as a performance metric.
3.3 Problem Formulation
The problem of the spectrum allocation with aggregation in a secondary network is
studied and its two objectives are 1) to maximize the spectrum utilization and 2) to
minimize the channel fragmentation. Firstly, the problem of maximization of spectrum
utilization can be formulated as
P1 : max{
N∑
i=1
ai ×BWi}, (3.1)
where ai is the binary allocation indicator as shown in (3.6), denoting whether or not
the spectrum is allocated to the SU i. That is, ai equals one or zero if the spectrum
is or is not allocated, respective to the SU i. Since the channel for the SU i, CHi,
is composed of Mi sub-channel(s), SUBi,j , as expressed in (3.7), P1 in (3.1) can be
expressed as
P1 : max{
N∑
i=1
ai × |CHi|} = max{
N∑
i=1
ai ×
Mi∑
j=1
|SUBi,j |}. (3.2)
Let |·| denote the bandwidth. Considering the range of SUBi,j in (3.7) and the hardware
limitations on BWSAmin in (3.8) and BW
SA
max in (3.9), P1 in (3.2) can now be transformed
to (3.4).
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Second, the spectrum aggregation problem to minimise the number of sub-channels
can be described in the additional optimization problem, P2 in (3.5). The complete
multi-objective spectrum aggregation and allocation problem P can thus be formulated
as follows.
For given N SUs of BWi where i ∈ {1, 2, · · · , N}, Bidle, BWSAmin, and BWSAmax,
P =(P1, P2). (3.3)
P1 : max {
N∑
i=1
ai ×
Mi∑
j=1
|[f i,jL , f i,jU ]|}. (3.4)
P2 : min { 1∑N
i=1 ai
×
N∑
i=1
Mi}. (3.5)
subject to
C1 : ai ∈ {0, 1}, i ∈ {1, 2, · · · , N}. (3.6)
C2 : BW i = |CHi| =
Mi∑
j=1
|SUBi,j | =
Mi∑
j=1
|[f i,jL , f i,jU ]|
where CH i ⊂ Bidle,∀i. (3.7)
C3 : f i,jU − f i,jL ≥ BWSAmin, ∀i, j ∈ {1, · · · ,Mi}. (3.8)
C4 : f
i,Mj
U − f i,1L ≤ BWSAmax, ∀i. (3.9)
The problem P in (3.3) can be solved by finding ai, Mi, f
i,j
L , and f
i,j
U for all i. That
is, the optimum allocation of aggregate spectrum for multiple users could be obtained
by adjusting the number of sub-channels, their positions and range (i.e., their centre
frequency and bandwidth) considering the possible aggregation range within the idle
spectrum, for simultaneous multiple users. While the complexity of this optimisation
problem is influenced by the number of SUs, the number of idle spectrum holes, the
bandwidth of the spectrum holes and even their positions, it is known to be computa-
tionally hard [52]. In this section, instead of developing a new algorithm, the impact of
spectrum aggregation algorithms on spectrum/channel fragmentation which is linked
to (3.4) and (3.5) is analysed and insights are gained that could be useful in the design
of algorithms for spectrum aggregation.
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3.4 Dynamic Spectrum Aggregation Schemes
To investigate the impacts of spectrum aggregation schemes on spectrum/channel frag-
mentation, three existing proposed aggregation schemes are applied to the secondary
network: Firstfit, Bestfit, and Worstfit based aggregation algorithms [50][54][55] which
are originally applied as memory allocation mechanisms in computer systems [135][136].
3.4.1 Firstfit based Aggregation Algorithm
The algorithm searches from lower to higher frequencies, for idle spectrum holes larger
than the predefined minimum size, BWSAmin within aggregation range, BW
SA
max that can
be aggregated to satisfy the bandwidth requirements. In the example of Figure 3.3,
since available spectrum in portion {A,B,C} within the aggregation range 40 MHz is
{37, 40, 35} MHz, this algorithm chooses portion A, the lowest frequency part. This
scheme is the same as the one considered in [50][54], but the hardware limitations are
not considered.
3.4.2 Bestfit based Aggregation Algorithm
The algorithm needs to scan the entire spectrum, and finds spectrum with the smallest
available bandwidth within aggregation range [55] while satisfying the user’s bandwidth
request. In Figure 3.3, this algorithm selects spectrum from the portion C.
Figure 3.3: An example of allocation generated by spectrum aggregation schemes
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3.4.3 Worstfit based Aggregation Algorithm
This algorithm searches the entire spectrum and finds spectrum having the largest
available bandwidth within the maximum spectrum aggregation range, which is op-
posite of the Bestfit based aggregation algorithm. In Figure 3.3, this algorithm selects
portion B having the largest available spectrum, 40 MHz. It is used in [50] without
considering both BWSAmin and BW
SA
max.
3.5 Simulation based Evaluation
In this section, the performance of three spectrum aggregation algorithms is evaluated
and compared via simulations to investigate the impacts of spectrum aggregation on
spectrum/channel fragmentation. The initial configuration parameters are shown in
Table. 3.1. While the position and width of spectrum holes are time-varying, there are
always enough requests from SUs. The arrival rate of SUs, λsu, of Poisson distribution
is determined by (3.10) [137].
Amount of Exploited Spectrum by SUs = E[BWsu]× λsu × 1/µsu. (3.10)
First, the channel fragmentation level of three algorithms is evaluated over time and for
various PU spectrum occupancy ratios as shown in Figure 3.4 - 3.5. It is shown that the
number of sub-channels is prone to increase with the PU spectrum occupancy ratio and
the level of channel fragmentation is strongly influenced by the spectrum aggregation
Table 3.1: Simulation parameters
Parameter Value
Total spectrum 600 MHz
Available Spectrum for SUs 300 MHz
Max Span for aggregation, BWSAmax 40 MHz
Min BW for aggregation, BWSAmin 15 kHz
Bandwidth requests from SUs, BWsu (0-200 kHz) (Uniform dist.)
Service time for SUs, 1/µsu 6 secs (Exponential dist.)
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strategy. The worstfit based algorithm is shown to be superior. Figure 3.6 shows the
impact of the channel fragmentation level on the channel switching. It is observed
that increase in the number of sub-channels aggregated and the amount of occupied
spectrum by primary users contribute to increase in channel switching. The worstfit
based algorithm also shows the best performance in Figure 3.6. While the worstfit
based algorithm prefers to use wider spectrum holes, it tends to reduce the number of
sub-channels for aggregation. Then, selecting the less number of sub-channels results
in less frequent channel switching. It is worth noting that such strategy can reduce the
rate of creating narrow spectrum holes [136] and improve spectrum utilization.
Second, the spectrum fragmentation level of three algorithms is compared. As explained
before, since the spectrum utilization level can indicate how many narrower spectrum
holes exist and/or how spectrum holes disperse, it is utilised to show the spectrum
fragmentation performance of the spectrum aggregation strategies in Figure 3.7. In
Figure 3.8, the number of remaining unexploited holes are shown for all algorithms. It
is observed that while the worstfit based algorithm leaves the least number of narrow
holes, it contributes to increasing spectrum utilization as shown from Figure 3.7 - 3.8.
In Figure 3.9, the blocking probability that the new spectrum request blocks due to
insufficient spectrum resources of each algorithm is compared. While increase in the
PU occupancy ratio causes higher blocking probability, the worstfit based algorithm
outperforms the other two algorithms. i.e., the worstfit based algorithm allocates the
more spectrum for various PU occupancy ratios. From Figure 3.7 - 3.9, it is concluded
that the worstfit based algorithm utilised spectrum more efficiency by allocating more
spectrum to the secondary networks and to serve more SUs.
In Figure 3.4 - 3.9, the bestfit based algorithm is shown to have the worst performance
whilst firstfit based algorithm shows a performance better than bestfit but worse than
the worstfit. In the case of the worstfit based algorithm, while it prefers wider spectrum
holes, narrower holes tend to be left and could have the chance to be wider when the
adjacent used spectrum is released and becomes idle. For the bestfit based algorithm,
however, the narrower spectrum holes are preferred to be utilised. Thus, there might be
less chance for narrower holes to be merged and to makeup wider holes and the bestfit
based algorithm shows the worst scheme. Since the firstfit based algorithm tends to
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Figure 3.4: Channel fragmentation level over time
Figure 3.5: Channel fragmentation level for various spectrum occupancy ratio
Figure 3.6: Channel switching impacted by channel fragmentation
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Figure 3.7: Spectrum fragmentation level indicating from spectrum utilisation
Figure 3.8: Normalised number of unexploited holes over time
Figure 3.9: Blocking probability
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Figure 3.10: Channel fragmentation for various min. usable bandwidth, BWSAmin
Figure 3.11: The number of unexploited holes for various settings of E[BWsu]
Figure 3.12: The number of unexploited holes for various settings of E[1/µsu]
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pack the used spectrum into the lower frequency, it produces a better performance than
the bestfit based algorithm. It can be concluded that the worstfit scheme has best overall
performance compared to firstfit or bestfit strategies and the best configuration of an
aggregate channel is one composed of less sub-channels from selecting wider spectrum
holes in the dynamic traffic scenario.
The impact of minimum usable bandwidth size for aggregation, BWSAmin, is evaluated
with firstfit based algorithm (but the same behaviour is observed for other schemes).
Figure 3.10 shows that as BWSAmin is decreasing, the number of sub-channels is increasing
and spectrum becomes more fragmented. However, for lower BWSAmin, since narrower
spectrum holes can be utilised, this actually enhances the spectrum utilization level.
Thus, setting the lower bound of usable bandwidth for aggregation is useful for reduc-
ing the system complexity from maintaining a largely fragmented channel but trade-off
involved between spectrum utilization and channel fragmentation should be considered.
The investigation of the effects of traffic parameters, the requested bandwidth size,
BWsu, and service times, 1/µsu, with firstfit based algorithm are depicted in Figure
3.11 - 3.12. As the average size of bandwidth request decreases, the number of unex-
ploited spectrum holes increases as shown in Figure 3.11. Since, increasing the num-
ber of remained holes means a lower spectrum utilization level and higher spectrum
fragmentation, spectrum requests of wider bandwidth are beneficial for less spectrum
fragmentation and better spectrum utilisation. Given enough spectrum requests from
SUs, higher priority can be given to requests of wider bandwidth. Regarding the ef-
fects of service time, 1/µsu, (with firstfit based algorithm), as service times decrease,
the number of unexploited holes also decreases as depicted in Figure 3.12. It indicates
enhanced spectrum utilization and reduced channel fragmentation. It is also observed
that smaller service times facilitate the system reaching steady fragmentation status
earlier than with longer service times.
3.6 Conclusions
This chapter investigates the impacts of spectrum aggregation on efficiency of spec-
trum utilisation and spectrum fragmentation. While spectrum aggregation contributes
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to increasing the data rate with multiple narrow spectrum holes, it also increases the
system complexity and overhead. While exploiting the existing spectrum allocation al-
gorithms considering the hardware complexity and limitations, the following principles
which can be applied to design the spectrum aggregation algorithm have been identi-
fied: i) higher channel fragmentation results in higher spectrum fragmentation, ii) the
best configuration of an aggregate channel is one composed of less sub-channels - the
worstfit scheme provides the least fragmented aggregate channel by choosing a wider
bandwidth of spectrum holes, iii) the setting of a lower bound on usable bandwidth
can be useful to reduce the channel fragmentation but the trade-off between spectrum
utilization and channel fragmentation should be considered and iv) regarding traffic
parameters, the large size of requested bandwidth leads to better spectrum utilization
and the small service times contribute to the system reaching the steady status earlier
generating less narrow spectrum holes in the process.
Depending on the services which a secondary network supports, various spectrum allo-
cation schemes with aggregation can be implemented. When the spectrum allocation
schemes are designed for a specific objective, assignment of higher priority to a wider
available spectrum, larger requested bandwidths and shorter service time can be con-
sidered to increase spectrum utilisation and to reduce the system complexity/overhead.
Chapter 4
Spectrum Aggregation under
Collision Probability Constraint
and Imperfect Sensing
4.1 Introduction
In the opportunistic spectrum access, secondary transmissions can collide with primary
transmissions. This is because primary network users (PUs) do not consider the chan-
nel access of secondary network users (SUs). That is, since PUs have the priority over
SUs in accessing the channels, PUs can access the channel a SU is using at any time.
In addition, when SUs identify the channels status erroneously, SUs can access the
channel a PU is using. If collision happens between the PU and SU transmission, the
SU has to vacate the channel immediately and move to a new available one. While
the SU communication has to be interrupted, packets must wait in the transmission
buffer. The communication can be resumed when a connection is successfully estab-
lished on a new channel. Such spectrum handoff occurring due to the collision naturally
causes additional latency that affects SU performance in addition to causing short-term
interference to PUs [77].
When a SU needs the high data rate, the SU can use multiple channels simultaneously
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through spectrum aggregation [20]. However, the use of an aggregate channel compris-
ing of multiple channels could incur frequent collisions. The improvement of the SU’s
performance can be obtained through spectrum aggregation, while frequent collisions
degrade the performance. Spectrum aggregation is challenged by the uncertainty in the
collision events which in turn results from the lack of information on the relationship
between the collision probability and aggregated spectrum.
In this chapter, a collision-sensitive secondary network opportunistically accessing mul-
tiple primary channels is considered in the presence of non-zero collision. Two collision
cases are focused: one is caused by asynchronous transmission; and the other is by
imperfect spectrum sensing. This work aims to address the fundamental query, how
much spectrum for aggregation is worthy with less collision in the presence of imper-
fect sensing. In the concerned collision cases, a closed-form expression for the collision
probability is derived, developing the relationship between spectrum allocation with
aggregation and collision occurrence. By using the collision probability, a optimisation
problem is formulated and a new method for dynamic spectrum aggregation to increase
the data rate while the impact of collision occurrence on the network performance can
be managed. In addition, it is shown that imperfect spectrum sensing increases the
collision happening a six times greater for a given sensing accuracy and impacts on the
network performance in terms of the allowed number of sub-channels for aggregation.
4.2 System and Channel Model
4.2.1 System Model
A secondary network coexisting with a primary network is considered. In the primary
network, a base station (BS) communicates with the PUs through multiple licensed
channels. The PUs, as the licensed users, have priority over the SUs in accessing the
licensed (primary) channels. Thus, the secondary network opportunistically detects and
aggregates idle primary channels. Then, the aggregate channel (consisting of multiple
primary channels) is allocated for data transmission with the SU.
Assume that in the primary network, the packet arrival rate at each channel follows
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a Poisson process with a rate λp. The service time of the packets, 1/µp, has general
distribution [57]. The packet arrival rate and service time at each channel are assumed
to be independent and identically distributed (i.i.d.).
Suppose in the secondary network, a BS is able to sense the availability of primary
channels during a sensing interval through spectrum sensing (e.g., energy detection,
waveform-based detection, and cyclostationary feature detection [110]). Particularly,
in every sensing period, the BS will identify a subset of primary channels unoccupied
by PUs. In practice, we have a noisy (imperfect) spectrum sensing that may cause
an imperfect estimate in the status of the channels. With mis-detection probability
(denoted by Pm), the primary signal could be missed and the busy channel could be
erroneously identified as available. If the channel is not occupied, according to a false
alarm probability (denoted by Pf ), the idle channel can also be identified as occupied.
For a given (noisy) estimate of N unoccupied channels, the BS opportunistically sends
the data to a SU during the data transmission interval, Td. The data transmission
interval of the secondary network, Td, is assumed to be the same length as the sensing
period, since the sensing interval is in general much shorter than the data transmission
interval. Td becomes the maximum time interval over which a SU remains unaware of
any changes in channel occupancy.
In opportunistic spectrum access, two realistic collision cases can be considered: (1)
PUs return to the channels that are used for data transmission with the SU; (2) the
channel occupancy by PUs is mis-detected and the SU starts to use the primary chan-
nels for data transmission. Notice that such a collision in (1) is inherent in realistic
systems where no synchronization between the primary and secondary network is as-
sumed. Thus, even in collision analysis from the case (2) (i.e., imperfect sensing),
collisions from the case (1) (i.e., asynchronous transmission) are included. To measure
such a collision, the collision probability, Pc, is defined as the probability that the sec-
ondary transmission collides with the primary transmission and it can be given by [138]
Pc = lim
T→∞
the number of collided SU transmissions in [0, T ]
the number of SU transmissions in [0, T ]
. (4.1)
In the presence of a certain level of collisions, the secondary network is assumed to be
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able to perform effective communication while Pc remains below the pre-defined thresh-
old level (denoted by ξth). The collision probability’s threshold indicates the maximum
collision probability tolerated by the secondary network. Ordinarily, the secondary
network could be equipped with an error-correction mechanism such as conventional
channel coding (e.g., forward error correction (FEC) or turbo coding) and can then
tolerate a certain level of data collisions with PU transmission [139]. While PU trans-
mission is influenced by colliding with SU transmission, PUs’ system characteristics
could be considered in the setting of ξth as well as the characteristics of the secondary
network.
4.2.2 Channel Model
For given N available primary channels, it is proposed that the BS of the secondary
network aggregates only a subset of n(≤ N) primary channels before every transmis-
sion interval Td, properly selecting the value of n. Particularly, following a Uniform
distribution, the BS randomly selects n among N idle channels. This random selec-
tion leads to each one of the N channels available being equally likely to be selected
before each transmission interval. In addition, let the maximum transmission power
be denoted by Pmax, and Pmax is equally distributed among the n randomly selected
channels. Since the n primary channels now comprise an aggregate channel, hereafter,
the term ‘primary channel’ can be interchangeable with ‘sub-channel (of an aggregate
channel)’.
Suppose that available sub-channels between the BS and the SU are independent and
Rayleigh flat fading. The channel coefficient of sub-channel i (denoted by hi, for all
i) is a complex Gaussian random variable with zero mean and variance σ2hi , i.e., hi ∼
CN (0, σ2hi). Such channel state information (CSI) is assumed to be perfectly known
at the receiver. Then, the received signal to noise ratio (SNR) at sub-channel i for
i = 1, 2, . . . , N can be represented as
ρi =
|hi|2Pi
σ2
=
giPi
σ2
(4.2)
where gi = |hi|2, for all i. gi is a Chi-square distributed random variable with 2k
degrees of freedom where k denotes the number of receiver antennas along with multi-
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antenna techniques (e.g., maximal ratio combining) [140]. Pi is the transmit power,
i.e., Pi = Pmax/n for equal power allocation. Notice in (5.6) that σ
2 is the variance of
the complex-valued zero-mean additive white Gaussian noise (AWGN).
The data rate can be expressed, as the capacity of sub-channel i of bandwidth B,
Ci = B log(1 + ρi), by using Shannon’s capacity theorem [141]. Using (5.6), Ci can be
further given by
Ci(n,
gi
σ2
) = B· log2
(
1 +
gi · Pmax
n · σ2
)
. (4.3)
From (5.7), the average data rate for the selected sub-channel i can be obtained by
taking the expectation of (5.7) with respect to gi/σ
2 which can be expressed as
E[Ci] =
∫ ∞
0
B· log2
(
1 + Pmax
x
n
)
px(x) dx, (4.4)
where E[·] stands for the expectation operator and px(x) is the probability density
function of x = gi/σ
2, for all i, which can be given by
px(x) =
1
2k/2Γ(k2 )
x
k
2
−1e−
x
2 ,
where Γ(·) denotes the gamma function [141].
The data rate of the aggregate channel is upper bounded by the sum of the data rate
of the n active sub-channels, as the BS aggregates n sub-channels to transmit its data.
With no loss of generality, let B be normalized (i.e., B = 1). Since each of the N
sub-channels has the same probability to be randomly selected, the average data rate
of an aggregate channel, Ctotal, for a given N is calculated, weighting the average data
rate in (4.4) by its own aggregation probability and adding them all. Thus, Ctotal can
be expressed as
Ctotal =
n
N
N∑
i=1
E
[
log2
(
1 +
gi · Pmax
n · σ2
)]
, (4.5)
where n/N denotes the probability that each sub-channel is chosen as one of n active
sub-channels for aggregation.
4.3 Problem Formulation
In this chapter, the problem of the spectrum aggregation, properly selecting only a
subset of n among N total available sub-channels for the secondary network is inves-
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tigated. This is to maximize the achievable data rate Ctotal while satisfying a collision
probability requirement. Using (5.8), this problem can be posed as
max Ctotal = max
n
N
N∑
i=1
E
[
log2
(
1 +
gi · Pmax
n · σ2
)]
, (4.6)
subject to Pc,n ≤ ξth, (4.7)
where Pc,n denotes the probability that the secondary transmission exploiting the n
sub-channels collides with the primary transmission and ξth stands for the maximum
tolerable collision probability.
Notice that collision by the secondary transmission on the n sub-channels includes all
the events of collision across all possible subsets of the n sub-channels. Thus, for a given
n, Pc,n can be derived, utilising the collision probability of an individual sub-channel,
as follows:
Pc,n = Pr {Collision in any of n channels}
= 1− Pr {No collision in all n channels}.
(4.8)
To solve the problems (4.6)-(4.8), we raise and address a fundamental question, “how
many sub-channels must be aggregated for higher data rate under the collision require-
ment?”. To that end, we first start by analysing the impact of the number of aggregate
sub-channels on the performance, followed by the optimal solution using analytical
results.
4.4 Analysis on the Data Rate and Collision Probability
4.4.1 Impact of the Channel Aggregation on Data Rate
Since the log function is a concave function, by using Jensen’s inequality [141], the data
rate of an aggregate channel composed of n sub-channels for a given N can be obtained
by
Ctotal(n) =
n
N
N∑
i=1
E
[
log2
(
1 +
gi · Pmax
n · σ2
)]
≤ n
N
N∑
i=1
log2
(
1 +
γi
n
)
,
(4.9)
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where γi denotes the average received SNR level with the maximum transmit power on
sub-channel i, i.e., γi = E [gi] · Pmax/σ2.
Let us figure out how the data rate behaves with n, the number of sub-channels used
for aggregation. For this, the first and the second derivatives of the data rate with
respect to n are computed as follows:
∂Ctotal
∂n
=
1
N(log 2)
N∑
i=1
[
log
(
1 +
γi
n
)
− γi
n+ γi
]
. (4.10)
∂2Ctotal
∂2n
=
1
N(log 2)
N∑
i=1
−γi2
n(γi + n)2
. (4.11)
Consider the homogeneous channel setup where γi = γ, for ∀i. Noticing the fact that
∂2Ctotal/∂
2n in (4.11) is not positive for all possible n, Ctotal is a concave function of
n for a given N [142]. Then the value of n to maximize the data rate, n∗, must be the
one, satisfying
n∗ = arg min
n
∣∣∣∣log (1 + γn)− γn+ γ
∣∣∣∣ . (4.12)
In (4.12), for a given γ where γ > 0, the argument (·) from |· | in (4.12) is always
positive for any n where n > 0. That is, while Ctotal is being strictly concave (i.e.,
∂2Ctotal/∂
2n < 0), the first derivative function is always positive (i.e., ∂Ctotal/∂n > 0).
This reveals that the data rate monotonically increases with n which is the number of
sub-channels selected for aggregation. Therefore, more n, higher Ctotal is obtained.
4.4.2 Impact of the Channel Aggregation on Collision Probability
Let us consider the homogeneous case when the PU traffic intensity on sub-channel i,
∀i, are i.i.d. The collision probability of each sub-channel is equally likely being Pc in
(4.1). Using this, (4.8) can be further simplified to
Pc,n = 1−
n∏
i=1
(1− Pc) = 1− (1− Pc)n . (4.13)
It can be shown in (4.13) that the collision probability, Pc,n can be derived as an
increasing function of the number of sub-channels, n, once the collision probability by
a single sub-channel use, Pc is given.
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To further analyse Pc,n, consider two realistic collision cases. One collision is in the
case when collision of PU transmission at the SU transmission happens due to no syn-
chronization between primary and secondary network. The other is in the presence of
noisy estimate of the occupancy on primary channels, that is, the imperfect sensing case
when collision also happens due to the wrong identification of sub-channels’ occupancy
state.
Collision due to Asynchronous Transmission
The collision happens only if PUs reappear on the sub-channels on which the SU is still
transmitting. As shown in [138], the collision probability of a single sub-channel due to
asynchronous transmission between primary and secondary network, PATc , is equivalent
to the probability that at least one PU’s packet arrives during a SU’s transmission
period Td. As PU’s packets arrive with a rate of λp according to a Poisson process,
PATc , is given as
PATc = 1− exp(−λP · Td). (4.14)
From (4.13) and (4.14), Pc,n due to asynchronous transmission (denoted by P
AT
c,n ) can
be given, for given n aggregated sub-channels, by
PATc,n = 1− (1− PATc )n = 1− exp(−λP · Td · n). (4.15)
In (4.15), PATc,n indicates the probability that at least one primary packet arrives during
a secondary transmission period in n sub-channels. It can be seen from (4.15) that
PATc,n increases with the product of λP and Td, for given n aggregated sub-channels. For
given λP and Td, it can be shown from (4.15) that P
AT
c,n increases with n.
Collision due to Imperfect Sensing
Collision events may happen not only in the asynchronous case (when the primary
transmission starts on the channels before the secondary transmission terminates) but
also in the case when erroneous sensing occurs such that the occupied channels are in-
correctly identified to be unoccupied, assigning the SU. As shown in [138], let us define
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Pidle as the probability that the channel is identified unoccupied by the secondary net-
work after sensing, and Pbusy as the probability that the channel is identified occupied.
Then, we have
Pidle = (
λp
µp
)Pm + (1− λp
µp
)(1− Pf ),
Pbusy =
λp
µp
(1− Pm) + (1− λp
µp
)Pf .
(4.16)
Let us consider the case of single channel use. The BS will transmit to the SU with a
channel only if the spectrum sensing result indicates an idle channel, with probability of
Pidle. The secondary transmission may have collided with primary transmission when-
ever errors occur in spectrum sensing or primary transmission during the transmission
interval. Thus, the collision probability under imperfect sensing denoted by P ISc , given
by a fraction of the probability Pidle, and containing one term for spectrum sensing
error case and another term for asynchronous transmission case, is expressed as follows:
P ISc =
(λp/µp)Pm + (1− λp/µp)(1− Pf )PATc
Pidle
=
(λp/µp)Pm + (1− λp/µp)(1− Pf )[1− exp(−λpTd)]
(λp/µp)Pm + (1− λp/µp)(1− Pf ) .
(4.17)
From (4.13) and (4.17), therefore, Pc,n based on the imperfect sensing (denoted by P
IS
c,n)
can be given by
P ISc,n = 1− (1− P ISc )n
= 1−
[
1− (λp/µp)Pm + (1− λp/µp)(1− Pf )[1− exp(−λpTd)]
(λp/µp)Pm + (1− λp/µp)(1− Pf )
]n
= 1−
[
(1− λp/µp)(1− Pf )[exp(−λpTd)]
(λp/µp)Pm + (1− λp/µp)(1− Pf )
]n
.
(4.18)
(4.18) shows that the SU transmission via the aggregate channel could collide except
when the selected n sub-channels are really idle and no PU transmission reclaims those
selected sub-channels. As per the impact of n, it can be seen from (4.18) that P ISc,n
increases with n for given λp, µp, Pf , Pm, and Td. Unlikely in the asynchronous
transmission case, for a given sensing method, P ISc,n is impacted by Pf , Pm and µp as
well as λp and Td.
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4.5 Optimal Solution
The collision-sensitive secondary network is considered when providing a realistic op-
timal solution that maximizes the data rate Ctotal, while simultaneously limiting the
collision probability Pc,n below the desired level. For this, the maximization problem
described in (4.6) and (4.7) is solved in this section.
As per Ctotal and Pc,n, the analytical results in Section IV presented both as functions
of the number n of active sub-channels used for aggregation. In particular, notice the
monotonicity of Ctotal with n presented in Section IV. Then, it can be stated that, for a
given collision probability threshold ξth, the optimal value of n(≤ N) maximizing Ctotal
may exist and can be found as the largest among the possible integer values satisfying
the collision probability requirement (Pc,n ≤ ξth). With respect to the collision proba-
bility requirement, moreover, the two collision cases (due to asynchronous transmission
or imperfect sensing) are focused.
To the universal framework of the two collision cases, the requirement (4.7) can be
rewritten, using (4.13), as
1− (1− Pc)n ≤ ξth. (4.19)
Taking the logarithm of both sides in (4.19), the necessary condition for being a possible
candidate ns for the optimum can be obtained for a given ξth as
n ≤
⌊
log(1− ξth)
log(1− Pc)
⌋
(4.20)
where bxc denotes the largest integer not larger than x, and Pc denotes the collision
probability being (4.14) and (4.17) for the asynchronous transmission and the imper-
fect sensing, respectively. Here, note that n is the number of active sub-channels for
aggregation, and thus the valid range of n in (4.20) must be given to 1 ≤ n ≤ N .
Unlike (4.12), in practice, the requirement in (4.19) should be considered, in order to
obtain the optimum n∗. Then, n∗ must be the largest integer satisfying the inequality
of (4.20). Thus, n∗ subject to Pc,n ≤ ξth can be expressed using (4.20).
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n∗ =

⌊
log(1−ξth)
log(1−Pc)
⌋
, if 1 ≤
⌊
log(1−ξth)
log(1−Pc)
⌋
≤ N
N, elseif
⌊
log(1−ξth)
log(1−Pc)
⌋
> N
0, otherwise
(4.21)
As the universal framework solution, it can be shown from (4.21) that n∗ relies on both
Pc and ξth for a given N . Notice that Pc from (4.21) is indicating the collision proba-
bility of each sub-channel for aggregation, resulting from any given sensing technique
concerned.
To specify n∗ of the aforementioned two collision cases, Pc in (4.14) and (4.17) are
now taken into account, respectively, further solving (4.21). To that end, in following
subsections, it is required to derive the expression for n∗ with respect to the primary
traffic intensity λp/µp, the SU transmission interval Td and spectrum sensing error
metrics (by either Pf or Pm, or both). For simplicity in analysis, hereinafter, only
the case when all the candidates satisfying (4.20) are below N , i.e., 1 ≤ bxc ≤ N ,
for a given N , is considered. This leads us to look at only the first of the inequality
conditions in (4.21). Since in the other conditions in (4.21) the corresponding optimal
solutions can be provided straightforwardly, being beyond our interests.
4.5.1 Asynchronous Transmission Case
Inserting (4.14) into (4.21), i.e., Pc = P
AT
c , n
∗ can be found as follows:
n∗ =
⌊
log(1− ξth)
−λp · Td
⌋
for ns in (4.20) ∈ {1, · · · , N}. (4.22)
In (4.22), it is observed for a given collision threshold ξth, the optimal number of sub-
channel for aggregation should be chosen inversely with a product of λp·Td. Particularly,
it can be found from (4.22) that lower λp (or smaller Td), more n
∗ can be.
This reveals that as the product of λp · Td decreases, the optimum number n∗ of the
aggregate sub-channels are allowed to increase. Intuitively, the low rate of primary
packets arrival in a given secondary transmission interval results in the large active
number of sub-channels for the aggregation, leading to an increase in the data rate
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of the aggregated channel. Moreover, it is worth mentioning that when ξth increases
(towards 1) for a given λp · Td, n∗ in (4.22) also increases. This indicates that large
sub-channels can be exploited for the aggregation for a collision-tolerated secondary
network with high ξth. Similarly, as ξth decreases for the collision-sensitive network, n
∗
should decrease for a given λp · Td.
For example, let us consider the homogeneous channel environments where γi = γ, ∀i.
Using (4.9) and (4.22), the maximum data rate, CATtotal, can be derived as follows:
CATtotal =
⌊
log(1− ξth)
−λp · Td
⌋
log2
1 + γ⌊
log(1−ξth)
−λp·Td
⌋
 (4.23)
where recall that b.c equals n∗ in (4.22).
It can be shown from (4.23) that CATtotal increases monotonically whatever n
∗ grows,
resulting from either 1) low λp · Td or 2) high ξth(≤ 1). From (4.23), it is also worth
mentioning that for a given ξth, C
AT
total can remain at a certain desired level, adjusting
Td to the variations of λp. That is, when PU packet arrives more frequently (i.e., with
large λp), it is desirable to reduce Td, enabling more frequent spectrum sensing. This
is in order to accurately detect the PU traffic arrival, leading CATtotal to the desired level.
4.5.2 Imperfect Sensing Case
Inserting (4.17) into (4.21), i.e., Pc = P
IS
c , n
∗ in the imperfect sensing case can be
derived as a function of Pm, Pf and µp as well as λp and Td.
n∗ =
 − log(1− ξth)
λpTd − log
(
1− λpµp
)
− log(1− Pf ) + log
[
λp
µp
Pm + (1− λpµp )(1− Pf )
]

for ns in (4.20) ∈ {1, · · · , N}.
(4.24)
It can be shown from (4.24) that the larger ξth obtains a larger n
∗. Intuitively, while the
collision probability threshold ξth is large, the collision-tolerable secondary network will
be able to aggregate many sub-channels. However, when ξth is small for the collision-
sensitive secondary network, spectrum aggregation with many sub-channels would not
be suitable to guarantee the collision probability requirement.
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Unlike (4.22), it is secondly worth mentioning from (4.24) that n∗ can be dependent of
λp/µp for given Td, Pm and Pf . Accordingly, using (4.9) and (4.24), the maximum data
rate (denoted by CIStotal) of the imperfect sensing case can be obtained with respect to
λp, µp, Td, Pm and Pf .
4.6 Asymptotic Analysis
This section considers two extreme cases: (1) Asynchronous transmission with very high
and low SNRs; (2) Imperfect sensing transmission with very large and small sensing
thresholds. This intends to examine how achievable n∗ and the data rate approximately
behave.
4.6.1 Asynchronous Transmission Case
The impact of the SNR level on the maximum data rate will be analysed here, while the
impact of various λp, Td and ξth are analysed in Section 4.5.1. To this end, following
two extreme situations in terms of SNR are considered.
When SNR is very high, γ →∞
As the SNR increases for a given n∗, CATtotal in (4.23) can be approximated as
lim
γ→∞n
∗log2
(
1 +
γ
n∗
)
≈ n∗log2 (1 + γ) . (4.25)
From (4.25), it is asymptotically shown that CATtotal increases linearly with n
∗ at high
SNR.
When SNR is very low, γ → 0
Similarly, for calculated n∗, at very low SNRs, CATtotal can be found as
lim
γ→0
n∗log2
(
1 +
γ
n∗
)
≈ γlog2(e). (4.26)
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From (4.26), it can be observed that n∗ does not impact on CATtotal at very low SNRs.
(4.25)-(4.26) show that while spectrum aggregation can generally increase the data rate
of an aggregated channel, such benefit will be reduced for very low SNR environments.
Figure 4.1 presents the simulation results for the data rate of an aggregate channel with
different number of sub-channels at various SNRs. Curves in Figure 4.1(a) validate our
analysis that the data rate monotonically increases with n∗. However, at low SNR
environments, in Figure 4.1(b), it is shown that aggregation of multiple sub-channels
Figure 4.1: The data rates with a different number of sub-channels for aggregation
at various SNRs when N = 20, Pmax = 1 with equal power allocation, and γ =
{−10, 0, 10, 15, 20 dB}
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does not contribute to improving the data rate. As the SNR level is lower, the data
rate saturates at the lower values with the lower n∗. For example, in Figure 4.1(b), the
data rate at -10 dB SNR environment almost saturates the value with n∗ = 1 and does
not change with an increase in n∗. That is, the data rate of an aggregate channel is
significantly influenced by the SNR level, as confirmed in (4.26).
Although, in this chapter, aggregation for the downlink channel is considered, spectrum
aggregation in downlink can impact on the uplink transmission. When multiple sub-
channels are exploited for downlink, the SU is expected to feedback channel quality
information and (non-) acknowledgement indicating (un)success of transmission per
sub-channel [20]. Thus, aggregation of many sub-channels could lead to increase in
signalling overhead. So, in low SNR environments, as n∗ for the downlink transmission
increases, the data rates for the uplink transmission could be decreased. It is recom-
mended to use a single sub-channel using the full transmit power rather than multiple
sub-channels by aggregation at low SNR environments.
4.6.2 Imperfect Sensing Case
In this section, let we consider the impacts of sensing error parameters, Pm and Pf , on
the data rate in the extreme situation of the energy detection based spectrum sensing
method. In the energy detection method, the setting of a threshold ηth to determine
the presence of PU signals influences the sensing errors, Pm and Pf , at the same time
[110]. Two extreme cases of ηth (being very low and high) are exploited to investigate
the influence of spectrum sensing performance.
When the spectrum sensing threshold is very low, ηth → 0
For very lower ηth, it is straightforward that Pm decreases and Pf increases (Pm → 0
and Pf → 1) [110]. In this case, the optimum n∗ in (4.24) can be calculated as
lim
Pm→0,Pf→1
n∗ ≈ − log(1− ξth)
λpTd − log
(
1− λpµp
)
+∞
≈ 0. (4.27)
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In this case, the BS can detect PU presence accurately due to low Pm, but identify
unoccupied sub-channels as occupied due to high Pf . This results in a reduction in
detectable spectrum opportunities for the secondary network. That is, although there
are many available sub-channels, the BS uses a smaller number of sub-channels, leading
to a lower CIStotal.
When the spectrum sensing threshold is very high, ηth →∞
For very high ηth, Pm converges 1 and Pf is towards 0 (Pm → 1 and Pf → 0) [110].
In this context, while spectrum opportunities are guaranteed to the secondary network
(due to lower Pf ), the challenge is that the secondary network might mis-detect the
occupancy of sub-channels by PUs (due to higher Pm). n
∗ in (4.24) can be approximated
as follows:
lim
Pm→1,Pf→0
n∗ ≈ − log(1− δth)
λpTd − log
(
1− λpµp
) . (4.28)
In (4.28), it is worth noting that in the case that 1/µp is short, (4.28) can be simplified to
(4.22) in an asynchronous transmission case. That is, when the service time of primary
packets (1/µp) decreases, collisions occurring due to mis-detection will be reduced and
most collisions will happen due to asynchronous transmission.
From (4.27) and (4.28), it is analysed that for a low PU traffic, a higher threshold setting
could be better than a lower threshold because it guarantees spectrum opportunities
for the SU and does not increase the collision probability due to low PU traffic.
4.7 Simulation based Evaluation
In this section, simulation results are presented for the proposed dynamic spectrum
aggregation algorithm in a secondary network that intends opportunistically to access
the idle channels of the primary network. We consider a total 30 primary channels.
The primary packets arrive at the rate of λp = [0.02 − 0.6]/sec and leave after the
service time of 1/µp = [0.2− 6]sec. The number of idle sub-channels, depending on the
primary traffic load, is N = 30(1−λp/µp) for a given λp and µp [137]. In the secondary
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Table 4.1: Simulation parameters
Parameter Value
The number of total sub-channels 30
PU packet arrival rate, λp [0.02-0.6] /sec
PU packet period, 1/µp [0.2-6.0] sec
SU Transmission interval, Td 10 ms
Total transmit power, Pmax 1 (Equal power allocation)
Average SNR, E[g]/σ 20 dB (Rayleigh fading)
False alarm probability, Pf 0.05
Mis-detection probability, Pm 0.05
Collision probability threshold, ξth 0.005-0.030
Simulation time 105 Td
network, the BS senses the spectrum before every transmission interval (Td = 10ms)
and identifies idle sub-channels with a sensing accuracy of Pf = 0.05 and Pm = 0.05.
The collision probability threshold allowed is set to ξth = [0.005 − 0.03]. For the
channel between the BS and the SU, a Rayleigh fading channel of average 20 dB SNR
is assumed. In order to guarantee the reliability of the simulation result, the simulation
results are averaged for the obtained results during 105 Td. The parameters used for
simulation are described in Table 4.1.
Firstly, the formulated collision probability that a SU experiences by using multiple
sub-channels, described in Section 5, is validated. Figure 4.2 presents the collision
probabilities PATc,n formulated in (4.15) with respect to various λp for the case of asyn-
chronous transmission and simulation results are also depicted to validate (4.15). For
given n ∈ {1, 5, 10}, λp varies from 0.1 to 0.6 and 1/µp is set to 1. While the PU traffic
intensity (λp/µp) varies from 0.1 to 0.6, the number of available sub-channels, N lies
in the range of 12 to 27. It can be seen in Figure 4.2 that PATc,n increases with n and
λp for a given Td. It is also shown that the solid line of P
AT
c,n calculated by (4.15) is
almost overlapping with the dashed line of PATc,n obtained from the simulations. Since
simulation results based on Monte Carlo method are likely to have large errors, the
error bars are also depicted.
Figure 4.3 illustrates the collision probabilities P ISc,n in (4.18) under the imperfect sens-
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Figure 4.2: Comparison of collision probabilities PATc,n obtained from simulation and
numerical analysis for various λp for asynchronous transmission.
Figure 4.3: Comparison of collision probabilities P ISc,n obtained from simulation and
from numerical analysis for various 1/µp under the imperfect sensing.
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ing. Simulation results for P ISc,n are depicted for comparison with various values of 1/µp.
For given n ∈ {1, 5, 10}, λp is set to 0.1 and 1/µp varies from 1 to 6. Similarly, the PU
traffic intensity varies from 0.1 to 0.6 and the number of available sub-channels, N lies
in the range of 12 to 27. Pf and Pm are assumed to be set to 0.05. It is shown in Figure
4.3 that P ISc,n increases with n and 1/µp for a given λp, Td, Pf and Pm. Similarly, the
collision probabilities obtained from the simulations are shown to be very close to the
collision probabilities calculated by (4.18).
Secondly, the performance of the optimal spectrum aggregation method under the
collision probability constraint is evaluated by simulations. Since there is no appropriate
existing algorithms to compare the proposed approach, the algorithms to aggregate the
fixed number of sub-channels, i.e., 1, 5, and 10 sub-channels, are implemented for the
reference schemes.
Figure 4.4 illustrates the performance of the optimal aggregation scheme with that is
compared with the three reference schemes for the asynchronous transmission case.
Figure 4.4(a) shows that whilst the three reference schemes select the given fixed number
of sub-channels, the optimal algorithm varies the number n of sub-channels adaptively
by (4.22) for the aggregation for given λp, Td and ξth.
In Figure 4.4(b), the collision probability PATc,n for the four schemes is depicted for
various λp. Whilst ξth is set to 0.005, the scheme should generate P
AT
c,n lower than ξth
for a given λp and Td. In the case of n = 1 (labelled by ‘1 Sub-CH’), P
AT
c,n remains below
(or equal to) ξth for various λp. However, for n = 5 (labelled by ‘5 Sub-CHs’) and n = 10
(labelled by ‘10 Sub-CHs’) aggregation schemes, the PATc,n becomes larger than ξth at λps
marked by arrow 2 and 1, respectively, in Figure 4.4(b). Since the discrete range of λp
is considered (from 0.02 to 0.12 with an interval of 0.02), under the collision probability
constraint, the ‘5 Sub-CHs’ scheme can be exploited only for λp = [0.02 − 0.10] and
the ‘10 Sub-CHs’ scheme is possible only for λp = [0.02 − 0.04]. Unlike the reference
schemes, Figure 4.4(b) depicts that the proposed optimal aggregation scheme obtains
the PATc,n for all λp to remain below (or equal to) the ξth by adaptively changing the
number n of sub-channels for a given λp.
Figure 4.4(c) illustrates the achievable data rates of the aggregate channel, CATtotal. For
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Figure 4.4: Comparison of the proposed scheme with the three reference schemes in
the asynchronous transmission case.
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a range of λp = [0.02 − 0.04] (marked by R1) in Figure 4.4(c), the ‘10 Sub-CHs’
scheme is shown to obtain the highest CATtotal among the three reference schemes. Due
to PATc,n larger than ξth, for the range of λp(> 0.04)s, the ‘10 Sub-CHs’ scheme no
longer guarantees the collision constraint. The ‘5 Sub-CHs’ scheme shows better CATtotal
than the ‘1 Sub-CH’ allocation scheme for a range of λp = [0.02 − 0.10] (marked by
R2). However, for λp(> 0.10), the P
AT
c,n becomes larger than ξth. In a remaining range
of λp = (0.10 − 0.12] (marked by R3), only the ‘1 Sub-CH’ allocation scheme can be
utilized. While the reference algorithms using a fixed number of sub-channel can be
utilized within the limited range of λp, the optimal algorithm shows the highest C
AT
total
among four schemes for all regions, R1, R2 and R3.
Figure 4.5 depicts the performance of the optimal aggregation scheme when compared
with the reference schemes for the imperfect sensing case. ξth is set to 0.03.
In Figure 4.5(a), it is shown that the number n of sub-channels for the aggregation of
each scheme for various 1/µp. While the optimal algorithm changes n for varying 1/µp
in Figure 4.5(a), the P ISc,n remains below ξth for all 1/µp as shown in Figure 4.5(b). At
1/µp marked by arrow 3 and 4, the P
IS
c,n of the ‘10 Sub-CHs’ aggregation scheme and
the ‘5 Sub-CHs’ aggregation scheme become larger than ξth, respectively.
Figure 4.5(c) depicts the data rate of the aggregate channel, CIStotal. At 1/µp = 0.2
(marked by R4), the ‘10 Sub-CHs’ aggregation scheme is shown obtaining the highest
CIStotal among the three reference schemes. For 1/µp = [0.2 − 0.8] (marked by R5), ‘5
Sub-CHs’ aggregation scheme shows better CIStotal than the ‘1 Sub-CH’ scheme. For a
remaining range, 1/µp = (0.8 − 1.2] (marked by R6), only the ‘1 Sub-CH’ allocation
scheme can be used. Similar to the asynchronous transmission case, the optimal al-
gorithm shows the best performance of P ISc,n for all ranges of 1/µp while it adaptively
changes the number n of sub-channels for aggregation for a given ξth. Although we
show that the optimal scheme can adaptively change the number of sub-channels for
aggregation only for the change of the PU traffic intensity for a given collision proba-
bility threshold, it is also expected that the optimal scheme can adaptively operate for
the changes of the collision probability threshold and the sensing accuracy as well.
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Figure 4.5: Comparison of the proposed scheme with the three reference schemes in
the imperfect sensing case.
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4.8 Conclusions
In this chapter, the dynamic spectrum aggregation for the collision-sensitive secondary
network is proposed so that the data rate of an aggregate channel is maximised subject
to the constraint of the collision probability. The proposed method has been anal-
ysed with emphasis on the practical case in the secondary network when having the
asynchronous transmission and the imperfect spectrum sensing for intra-band aggre-
gation. The collision probability imposed by the proposed spectrum aggregation was
mathematically analysed, taking into account the PU traffic intensity, SU transmission
interval, sensing performance parameters, and the number of sub-channels aggregated.
Accordingly, the optimisation problem of the spectrum aggregation was formulated in
order to maximise the data rate under the collision probability constraint. Using anal-
ysis and asymptotic results, it was clearly observed that properly aggregating only a
fraction of the sub-channels outperforms the benchmark that is inflexible with a fixed
number of sub-channels aggregation with taking into no consideration of the collision
sensitivity. Interestingly, the simulation results showed that for lower SNRs, the opti-
mum spectrum aggregation performed towards round robin, meaning that the random
selection of only one sub-channel is recommended.
Chapter 5
Spectrum Handoff-aware
Spectrum Aggregation
5.1 Introduction
When secondary network users (SUs) utilise fragmented spectrum opportunities, SUs
can suffer from unexpected interruption incurring by primary transmission. The pre-
vious chapter shows that the use of wider spectrum by SUs increases the data rate,
which comes at the cost of increase in collision occurrence. While collision requires
spectrum handoff of a secondary transmission, spectrum handoff could result in the
handoff delay in a secondary network and short-term interference on a primary net-
work. That is, they create higher liability for wider bandwidth spectrum. In this
context, a collision-sensitive secondary network opportunistically accessing multiple
primary channels which have different SNR and traffic patterns is considered. It is
aimed at developing a new method for dynamic spectrum aggregation to minimise the
collision occurrence to minimise spectrum handoff delay interference impacts on PUs.
A new optimisation problem is formulated and by solving it, the fundamental question,
how many and which sub-channels should be selected for the spectrum aggregation, is
answered.
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5.2 System Model and Assumptions
5.2.1 Spectrum Occupancy Pattern and Spectrum Opportunity
A secondary network coexisting with a primary network is considered. In the primary
network, a base station (BSp) communicates with PUs through M licensed channels
having bandwidth, Bn, n ∈ {1, 2, · · · ,M}.
At any moment, each channel can either be in a busy or idle state, i.e., a PU does or
doesn’t occupy the channel, respectively. The PU’s activity in each channel is modelled
as an ON-OFF process [121][122][127]. For channel n, ON(busy) and OFF(idle) period,
TBn and T
I
n , are assumed to follow an exponential distribution with mean 1/λ
B
n and
1/λIn, respectively [143]. Differing from the system model in the previous chapter, the
PU’s traffic parameters of different channels are assumed to be different, i.e., λBv 6= λBw
and λIv 6= λIw for v 6= w and ∀v, w [57].
The PUs, as the licensed users, have priority over the SUs in accessing the channels
and the secondary network detects and exploits idle channels opportunistically. That
is, the SUs can use channel n during the OFF period, T In , governed by its probability
density function (PDF), fT In (x), which can be given as
fT In (x) = λ
I
ne
−λInx for x ≥ 0, ∀n.
The cumulative distribution function (CDF) of T In is
FT In (x) = 1− e−λ
I
nx for x ≥ 0, ∀n. (5.1)
For higher data rates, SUs can use multiple idle channels simultaneously through spec-
trum aggregation. In order to evaluate spectrum opportunity in a time domain for the
case of spectrum aggregation, the concept of the channel holding time, T h, is utilised
where the channel is obtained by aggregating multiple channels [69]. When N channels
(e.g., from channel 1 to N) are selected for aggregation, the channel holding time is
defined as the time an SU can simultaneously transmit on selected N channels, i.e.,
the time between the start of an SU transmission over N channels and PUs accessing
one of theses N channels. Therefore, T h is the minimum residual idle time of selected
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Figure 5.1: An example of the use of three channels by spectrum aggregation
N channels which can be given by T h = min(T r1 , T
r
2 , · · · , T rN ), where T rn is the residual
idle time of channel n. Figure 5.1 shows an example. When CH1, CH2 and CH3 are
selected for spectrum aggregation at ts, an aggregate channel can be exploited only
during T r1 , the minimum residual idle time of all three channels in Figure 5.1.
According to the renewal theory, PDF of T rn can be derived with the distribution of T
I
n
as follows [144]:
fT rn(x) = (1− FT In (x))/E[T In ] for x ≥ 0, ∀n, (5.2)
where E[·] stands for the expectation operator. By using (5.1) and E[T In ] = 1/λIn, (5.2)
can be derived as follows
fT rn(x) = λ
I
ne
−λInx for x ≥ 0, ∀n. (5.3)
(5.3) shows that T rn follows an exponential distribution with the mean of 1/λ
I
n, which
is the same distribution with T In . In the exponential distribution model, since the past
has no bearing on its future behaviour, the exponential distribution has a memoryless
property [145]. Intuitively, this means no matter how long it has been since the channel
becomes idle the remaining idle time is still probabilistically the same as the beginning
of the holding time interval [146].
Since T h is the minimum of T rn where n ∈ {1, 2, · · · , N} that follows an exponential
distribution, T h is also exponentially distributed with E[T h] = 1/λh [147]. E[T h] can
be calculated as follows. From (5.1), it is found that P (T In < x) = 1 − e−λ
I
nx and
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P (T In > x) = e
−λInx. Then,
P (T h > x) = P (min(T r1 , ..., T
r
N ) > x)
= P (T r1 > x, ..., T
r
N > x)
= P (T r1 > x) · · ·P (T rN > x)
= e−λ
I
1x · · · e−λINx = e−(λI1+···+λIN )x.
(5.4)
(5.4) shows that T h is derived as an exponential random variable with
E[T h] = 1/λh = 1/(λI1 + · · ·+ λIN ). (5.5)
In the special case where each channel’s idle time is independently and identically
distributed (i.i.d.), it is obtained E[T h] = E[T In ]/N . Generally speaking, E[T
h] is
decreasing with N . The larger the number of channels an SU accesses, the lower the
channel holding time is.
5.2.2 A Secondary Network and Channel Model
Suppose that in a secondary network, the base station (BSs) is able to sense and
identify the availability of channels during a sensing duration, Ts, as depicted in Figure
5.2. The statistical information on PUs’ channel usage pattern is assumed to be stored
in a database such as Radio Environment Map (REM) [148] and BSs can access the
database. With the information on the channel usage pattern from the database and
identified idle channels, BSs aggregates and allocates N idle channels to communicate
with K SUs. Since multiple channels compose an aggregate channel, hereafter, the
term ‘channel’ can be interchangeable with ‘sub-channel’ (of an aggregate channel).
While BSs communicates with an SU using multiple sub-channels, BSs prefers to utilise
allocated sub-channels as long as possible. That is, after BSs checks the sub-channel
status every sensing period, Tp, in Figure 5.2, it keeps using the same sub-channels
for the transmission unless the appearance of PUs is detected in the allocated sub-
channels. However, if any of the sub-channels is reclaimed by PUs, the transmission
is stopped and BSs will allocate new idle sub-channels to resume the transmission,
i.e., channel switching takes place, resulting in additional delay. We assume that such
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Figure 5.2: Spectrum sensing, data transmission and channel switching in a CRN
channel switching delay, δsw, in Figure 5.2, which encompasses both channel evacuation
and link setup times, is a constant value [69][122].
Suppose that sub-channels between BSs and SUs are independent and suffer from
Rayleigh flat fading. The channel coefficient for SU k in sub-channel n (denoted by hk,n)
is a complex Gaussian random variable with zero mean and variance σ2hk,n , i.e., hk,n ∼
CN (0, σ2hk,n) for ∀k, n. Assuming that channel state information (CSI) is perfectly
known at the receiver, the received signal to noise ratio (SNR) for SU k in sub-channel
n can then be represented as
ρk,n =
|hk,n|2Pk,n
σ2
= gk,nPk,n, (5.6)
where σ2 is the variance of the complex-valued zero-mean additive white Gaussian noise
(AWGN) and gk,n = |hk,n|2/σ2 is the channel SNR. Notice that in (5.6), Pk,n is the
transmit power for sub-channel n of SU k, i.e., Pk,n = Ptotal × Bn/
∑N
i=1Bi in equal
power allocation for a given total power, Ptotal.
In order to model the available data rate, we use Shannon’s capacity [141]. By using
(5.6) and knowing that Ck,n = Bn log2(1 + ρk,n), the data rate of sub-channel n for SU
k can be given by
Ck,n(gk,n) = Bn· log2 (1 + gk,nPk,n) . (5.7)
From (5.7), the average data rate can be obtained by taking the expectation of (5.7)
with respect to gk,n for a given Pk,n. When N sub-channels (e.g., from sub-channel 1 to
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N) are selected for aggregation for SU k, the average data rate of the aggregate channel,
Rk can be expressed as the sum of the average data rate of the selected sub-channel n,
Rk,n, where n ∈ {1, 2, · · · , N} as follows:
Rk =
N∑
n=1
Rk,n =
N∑
n=1
E [Bn log2 (1 + gk,nPk,n)] . (5.8)
For instance, in the example of Figure 5.1, Rk = Rk,1 +Rk,2 +Rk,3.
5.3 Problem Formulation
The spectrum aggregation problem is studied to properly select a subset of sub-channels
among the total idle sub-channels for the secondary transmission. The aim is to min-
imise collision occurrence for a given amount of data to transmit in a secondary network.
As the switching delay for each switching is assumed constant and all collisions require
channel switching, the minimisation of the total switching delay can also be achieved by
minimising the number of collisions, resulting in minimising interruptions between pri-
mary and secondary transmissions. For simplicity, the case of a single SU is considered
to formulate the problem.
Assuming that BSs has an amount of data, Dtx, to transmit towards a SU, let ηsw
denote the number of channel switching to complete data transmission with the size of
Dtx. Let t
h
i where i ∈ {1, · · · , ηsw}, denote the ith cycle’s channel holding time. Note
here thi is a realisation of the random channel holding time, T
h. Then, ηsw can be
derived as follows:
ηsw =
[
bTdata/E[T h] c+ 1, if Tdata > E[T h]
1, otherwise
]
, (5.9)
where Tdata is the time required for data transmission of the size Dtx and E[T
h] is
the mean of the holding times of aggregate channels selected sequentially. Notice that
bxc denotes the largest integer not larger than x. Although there are two cases in
(5.9), the second case that E[T h] is larger than or at least the same as Tdata, i.e., when
channel switching might not be needed after allocating sub-channels at first, is beyond
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our interest. Hereinafter, only the first case that Tdata is larger than E[T
h] in (5.9) is
considered. Tdata in (5.9) can be denoted as follows:
Tdata = Dtx/E[R], (5.10)
where E[R] is the mean of data rates of aggregate channels selected sequentially, ri
where i ∈ {1, ..., ηsw}. By inserting (5.10) to (5.9), ηsw can be re-expressed as
ηsw = b Dtx
E[R]E[T h]
c+ 1. (5.11)
From (5.11), it can be easily seen that in order to minimise ηsw, it is necessary to
increase E[R] · E[T h] which corresponds to the average achievable amount of data to
transmit for the holding time of an aggregate channel. Increase of E[R] · E[TH ] can be
implemented by maximising ri · thi when sub-channels are newly allocated at ith channel
switching. Then, the problem to minimise ηsw can be transformed to maximise ri · thi .
WhenBSs hasK SUs for channel switching withN idle sub-channels, by using (5.5) and
(5.8), the spectrum aggregation problem to minimise channel switchings (i.e., collision
occurrence), FPsw, can be formulated as follows:
(FPsw) : max
ak,n
K∑
k=1
∑N
n=1 ak,nRk,n∑N
n=1 ak,nλ
I
n
, (5.12)
s.t. ak,n = {0, 1}, ∀k, n, (5.13)
K∑
k=1
ak,n ≤ 1, ∀n. (5.14)
ak,n in (5.13) becomes a binary variable denoting whether or not sub-channel n is
assigned to the transmission with SU k, such that ak,n equals one or zero if sub-channel
n is or isn’t assigned, respectively, for SU k. A sub-channel can be used by only one
SU at the same time as shown in (5.14).
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5.4 Analysis of the Formulated Problem
As shown in (5.12), the problem is simplified to select a set of sub-channels to maximise
the product of the data rate and the holding time of a channel assembled by chosen
sub-channels. While two sub-objectives, i.e., 1) to maximise the data rate and 2) to
maximise the holding time of an channel obtained by spectrum aggregation, can be
considered at the same time, they are prone to conflict.
From the perspective of the data rate, since equal power allocation is utilised here, the
use of more sub-channels will lead to achieve higher data rates as shown in the previous
chapter. However, the holding time of an aggregate channel is likely to become shorter
when incorporating more sub-channels in the aggregation process as expressed in (5.5).
Since sub-channels with higher SNR can have shorter idle time and/or sub-channels
with lower SNR can have longer idle time, two characteristics of sub-channels (i.e.,
channel quality and idle time distribution) should be considered at the same time in
order to find the best set of sub-channels for (5.12).
The objective function (5.12) is expressed as the ratio of two functions to be maximised.
This type of optimisation problem is commonly known as the fractional programming
(FP) problem [149], a special case of nonlinear programming [150]. For K SUs and N
idle sub-channels, there are KN possible sub-channel allocation combinations to solve
(5.12). For large values of K and N , it is prohibitive in terms of the computational
complexity to find the optimal solution by using an exhaustive search. However, the
optimisation problem of the type of FP can be made more tractable by adopting Dinkel-
bach’s parametric approach [151]. In the following section, the Dinkelbach’s approach
to solve the general FP problem is explained.
5.4.1 Approach to Solve Formulated Problem
In this section, the Dinkelbach’s approach is explained to solve the general FP problem
and the algorithm adopting Dinkelbach’s approach for the formulated problem in (5.12)
will be developed in the next section.
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Consider the following general fractional programming problem
(P ) : max
x
Q(x) =
f(x)
g(x)
, (5.15)
s.t. D(x) ≥ 0, x ∈ X ⊆ {0, 1}N . (5.16)
As shown in (5.16), X is a nonempty feasible set. Using a parametric approach in [151],
the fractional optimisation problem (P ) in (5.15) can be solved indirectly by finding
the solution to the following associated non-fractional optimisation problem with the
same constraints. i.e.,
(P ) : max
x
Q(x, q) = [f(x)− q g(x)], (5.17)
s.t. D(x) ≥ 0, x ∈ X ⊆ {0, 1}N ,
where q ∈ R is a constant. The problem (P¯ ) is sometimes easier to solve than the
problem (P ).
Theorem 1. For g(x) > 0 where x ∈ X and X is a non-empty feasible set, finding
the optimal solution, x∗, for the problem (P ) is equivalent to obtaining q∗ that yields
Q(x, q∗) = 0; thus, q∗ = f(x
∗)
g(x∗) is the optimum solution.
Proof: Let the vector x∗ be the solution for problem P , then we have
q∗ =
f(x∗)
g(x∗)
≥ f(x)
g(x)
, ∀x ∈ X.
This leads to
f(x)− q∗g(x) ≤ 0,
which further implies that
max
x
{f(x)− q∗g(x)} = 0.
Now if x∗ is the optimum solution, then the following holds:
f(x)− q∗g(x) ≤ f(x∗)− q∗g(x∗) = 0
which proves Theorem 1.
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Dinkelbach also proposed an iterative algorithm that solves the parametric problem,
i.e., (P ) in (5.17). The algorithm generates a sequence of q converging to q∗, as it is
described in [151]. The algorithm terminates once the objective value of the problem
(P ) becomes zero. It is worth mentioning that Dinkelbach’s method is still valid for
fractional problems where the objective is being minimised.
5.5 The Proposed Algorithm
Applying a similar approach to the formulated problem (5.12), shows that f(A) =∑N
n=1 ak,nRk,n and g(A) =
∑N
n=1 ak,nλ
I
n. The allocation matrix A can be found by
calculating the maximum value of the utility function which will be equivalent to q∗.
This inspires us to propose an algorithm by using Dinkelbach’s approach. While the
problem in (5.12) is expressed as a maximization of the sum of the fractional program-
ming problems, notice that each fractional programming problem is to find sub-channel
allocation for each SU. So to reduce the complexity by solving the fractional program-
ming problems sequentially (i.e., to find a best set of sub-channels for each SU one by
one) by means of Dinkelbach’s method, the sub-optimal algorithm for solving (5.12) is
proposed in this section.
While the initial size of data to transmit can be the same for all SUs, at a certain
time when channel switching needs to occur for K SUs, the amount of remained data
to transmit on SU k, Drk, could be different with one of other users. In the proposed
algorithm, K SUs are sorted first in descending order according to Drk where k ∈
{1, · · · ,K} and a suitable set of sub-channels for each SU is found. Since the proposed
algorithm finds the optimal solution for each SU sequentially as a greedy method,
fairness between SUs can be an issue. Ordering SUs according to Drk will allow the
SUs of larger remaining data to have a chance to use better sub-channels (i.e., with
good channel quality and long idle time) than SUs having smaller remained data, thus
fairness is expected to improve.
After sorting SUs, the proposed algorithm finds the optimal subset of sub-channels
among a total of N idle sub-channels to aggregate for each SU by Dinkelbach’s method.
In order to convert the fractional form to a linear form, we can consider f(Ak) =
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∑N
n=1 ak,nRk,n and g(Ak) =
∑N
n=1 ak,nλ
I
n for SU k. Then, for SU k, the spectrum
aggregation problem can be simplified as follows:
(FP ksw) : maxak,n
∑N
n=1 ak,nRk,n∑N
n=1 ak,nλ
I
n
. (5.18)
s.t. ak,n = {0, 1}, ∀n.
Since the fractional programming problem can be solved efficiently as a sequence of
linear programming function, the fractional form in (5.18) is converted to a linear
function form of (5.17) and Dinkelbach’s approach is applied in the proposed algorithm
summarised in Algorithm 1.
It is worth to mention that, in the single SU case, the proposed algorithm can find the
optimal solution. For multiple SUs, the proposed algorithm uses the same approach
from Step 5 to 18 in Algorithm 1 for each SU sequentially and finds the subset of idle
sub-channels for aggregation.
The complexity of the proposed algorithm depends on the optimisation problem solver
in Step 7 and how fast it can converge to q∗. While any binary linear programming
solver can be used, the proposed algorithm solves the problem in (5.12) with the com-
plexity O(K log(NC)) where C = max{maxk,nbRk,nc,maxnbλInc, 1} in the worst case
[149] for a given binary linear programming solver.
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Algorithm 1 The proposed aggregation algorithm to minimise channel switching
Input: 1) K: the set of SUs requiring channel switching,
2) N: the set of N idle sub-channels,
and 3) Dr ={Dr1, · · · , DrK}: the set of amount of remained data.
Output: The allocation indicator AK×N= {A1, · · · , AK}
where Ak = {ak,1, ak,2, · · · , ak,N}.
1: Sort K by a descending order of Drk and store to U
2: (then, DrU(i) ≥ DrU(j) if i ≤ j).
3: Initialize: A = φ.
4: for k = U(1) : U(K) do
5: Initialize: i = 1, q1 = 0, x1 = {0}N , flag = No.
6: while flag ! = Y es do
7: Solve Q(xi, qi) = max{N(xi)− qiD(xi)}
8: and Find xi.
9: if Q(xi, qi) == 0 then
10: x∗ ← xi;
11: flag ← Y es;
12: else
13: qi+1 ← Q(xi) = N(xi)/D(xi);
14: i← i+ 1;
15: end if
16: end while
17: Allocate Ak by using x
∗.
18: Update N, a set of idle sub-channels and N ← ‖N‖.
19: end for
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5.6 Simulation based Evaluation
In this section, simulation results are presented to evaluate the proposed spectrum
aggregation algorithm’s performance.
A total 20 sub-channels are considered. The status of sub-channel n changes based
on Exponential On-Off model with 1/λBn and 1/λ
I
n. 1/λ
B
n and 1/λ
I
n are generated by
using uniform distribution from [µmin, µmax], fixing µmin to 1, and varying µmax from
3 to 11 [122]. During sensing duration Ts, BSs identifies the sub-channel status to
check for PU appearances in these sub-channels. Based on statistical information of
the channel occupancy and the identified sub-channels’ status, BSs aggregates and al-
locates idle sub-channels to SUs with the proposed algorithm for starting or resuming a
transmission of 2 Mbits of data. While channel switching occurs, two channel switching
delays, Tsw, of 10 and 40 ms settings are utilised to evaluate the impact of Tsw on the
performance of a secondary network. In order to assess the proposed algorithm’s per-
formance, the spectrum handoff delay (to complete transmission of 2 Mbits of data),
the interference time to PUs, and fairness between multiple secondary transmissions
Table 5.1: Simulation parameters
Parameter Value
Sensing duration, Ts 20 ms
Sensing period, Tp 200 ms
Switching delay, Tsw 10/40 ms
Number of total sub-channels 20
Number of total SUs, K 3
Amount of data to transmit, Dtx 2 Mbits
Total transmit power, Ptotal 1 W
Bandwidth of a sub-channel, Bn 100 kHz
Primary user traffic models exponential dist. (TBn &T
I
n) with (1/λ
I
n & 1/λ
B
n )
uniformly dist. (1/λIn & 1/λ
B
n ) with [µmin, µmax]
µmin 1
µmax varying in [3,11]
PU spectrum occupancy ratio 50 %
Simulation time 10,000 s
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are used. Since there is no appropriate existing algorithms to compare the proposed
approach, the algorithm which aggregates sub-channels of higher SNR [104] is imple-
mented for the reference. The reference scheme labelled ‘maxTH3’ aggregates three
fixed number of sub-channels of higher SNR for each user. The parameters used for
simulation are summarised in Table 5.1.
5.6.1 Spectrum Handoff Delay
First, the performance of spectrum handoff delay is evaluated. Figure 5.3 shows the
average spectrum handoff delay (that SUs will experience for transmission of 2 Mbits
data) for different µmax values.
Note that the spectrum handoff delay decreases with µmax regardless of the algorithm.
This is because increasing µmax reduces the average rate of primary user activity on
Figure 5.3: Collision rate & spectrum handoff delay as a function of µmax.
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sub-channels and results in reduction of collision with primary transmissions. Decreases
in collisions with µmax is observed with the collision rate (the expected number of
collisions occurring in a second) shown as blue colour curves in the left y-axis in Figure
5.3. With the comparison of the dashed lines from the ‘maxTH3’ scheme and the solid
lines from the proposed algorithm, the proposed algorithm shows superior performance
in terms of collision rate and spectrum handoff delay. While collisions occur less with
µmax, it is observed that the performance difference of two algorithms reduces slightly
with µmax. However, even at µmax = 11 showing the smallest difference between the
two schemes, the proposed algorithm shows more than 15% improved performance of
spectrum handoff delay.
Figure 5.4 shows the spectrum handoff delay for a different PU spectrum occupancy
ratio varying from 30% to 70%. While µmax is fixed to 6 for idle periods, µmax for busy
periods is adjusted to generate different PU spectrum occupancy ratio. It is shown as
Figure 5.4: Collision rate & spectrum handoff delay with PU spectrum occupancy ratio.
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the PU spectrum occupancy ratio increases, the collision occurrence increases and the
spectrum handoff delay also increases.
Figure 5.3 and 5.4 analyse that collisions between primary and secondary transmissions
occur more often in two cases where 1) primary traffic loads increase (i.e., PU spec-
trum occupancy ratio increases) and 2) primary traffic is more dynamic (i.e., Spectrum
occupancy status changes more dynamically by PUs), In both cases, the proposed al-
gorithm shows better performance than the referenced scheme in terms of spectrum
handoff delay.
Figure 5.5: Collision probability and normalised interference time to PUs with different
PU spectrum occupancy ratio.
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5.6.2 Interference Impact on PUs
The impacts of secondary transmission on PUs are evaluated in terms of collision prob-
ability of the primary transmissions [57] and normalised interference time [152]. Since
the secondary network is assumed to perform periodic sensing with period Tp and du-
ration Ts, the maximum time that a primary transmission can be interfered with by
secondary transmissions becomes Tp - Ts at one time. Considering this maximum time,
the interference time that a primary transmission can be interfered is normalised.
Figure 5.5 shows the collision probability of PUs and the normalised interference time
for various PU spectrum occupancy ratios. As a primary network occupies more spec-
trum with increased traffic, the collision probability of primary transmissions increases
and normalised interference time also increases. While collision occurrence is reduced
with the proposed algorithm as depicted in Figure 5.4, the proposed algorithm verifies
that it also reduces the interference impacts to PUs.
5.6.3 Competition between Multiple Transmissions
Fairness is examined in terms of Jain’s fairness index of each transmission’ throughput
in Figure 5.6. Given that the ‘maxTH3’ scheme is a greedy algorithm, the fixed number
of sub-channels with higher SNR are allocated to the SU which arrives earlier. For the
SU with later arrival time, it may be that only sub-channels with poor SNR remains
and the selection of sub-channels will lead to a lower data rate. Figure 5.6 verifies that
sorting SUs according to their remaining amount of data yet to be transmitted can be
effective for improving fairness in the proposed algorithm.
While multiple secondary transmissions are served, the collision rate and average net-
work throughput (i.e., sum of each transmission’s throughput) are shown in Figure
5.7. It is shown that the proposed algorithm usually produces less collisions and pro-
vides lower average network throughput than the ‘maxTH3’ scheme. Analysis shows
that the proposed algorithm aggregates less sub-channels compared to the reference
scheme. However, given the large number of SUs (NSU = 10), the proposed algo-
rithm shows better throughput performance while maintaining lower collision rates
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than ‘maxTH3’ scheme. This indicates that the proposed algorithm utilises spectrum
more efficiently by considering the fairness issue between multiple transmissions and
selecting sub-channels for aggregation dynamically considering channel quality and PU
spectrum occupancy patterns of given available sub-channels.
5.6.4 The Effect of Tsw Setting
Figure 5.8 shows the effect of Tsw setting. For Tsw, 10ms and 40ms are applied into
both the proposed and the ‘maxTH3’ algorithm. Two curves labelled as ‘proposed-
10’ and ‘maxTH3-10’ are for Tsw = 10ms and the rest of the two curves are for Tsw
= 40ms. The graph shows that longer Tsw generates more collisions. At µmax = 3,
the secondary transmissions experience average 0.68 seconds handoff delay with the
‘maxTH3’ algorithm and Tsw=10ms. When Tsw increases four times larger to 40 ms,
the average spectrum handoff delay becomes is 2.99 secs, which is more than four times
the total switching delay for Tsw=10ms. Regardless of µmax, findings are that for four
Figure 5.6: Jain’s fairness index of each transmission’s data rate for different numbers
of users.
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times larger Tsw, spectrum handoff delay increases about 2-10%. The conclusion is that
the longer the Tsw is, the more collision occurs and it results in longer handoff delay
and more interference impacts on the PUs as well. In addition, it can be noted that
our proposed algorithm outperforms the ‘maxTH3’ algorithm for any µmax and Tsw
values.
5.7 Conclusions
In this chapter, a novel spectrum allocation approach is proposed to aggregate multiple
sub-channels with minimisation of collision occurrence.
The proposed algorithm is designed for the scenario of inter-band aggregation where the
average channel quality and PU channel usage patterns can be different for different sub-
channels. For such a scenario, the proposed algorithm exploits the diversity of channel
quality and PU channel usage patterns. At the time of channel switching due to collision
occurrence, the proposed algorithm selects sub-channels for aggregation to maximise
Figure 5.7: Collision rate and network throughput for different numbers of users.
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achievable data rate for longer holding time so that the number of collisions that a
secondary transmission would experience can be minimised. While reduction of collision
occurrence is shown to lead to less interference impact on the PUs as well as lower
spectrum handoff delay, the proposed algorithm can be useful to share spectrum bands
whose incumbent services are vulnerable to interference from secondary transmissions.
The spectrum aggregation problem to minimise collision is expressed in the form of
integration of two sub-objectives, 1) to maximise data rate, and 2) to make the holding
time longer and formulated as a sum of fractional programming problems. In order to
solve the maximisation problem of the sum of fractional programming, a sub-optimal
algorithm has been proposed to solve each fractional programming problem sequen-
tially. Simulation results showed that the proposed algorithm produces less collisions,
shorter spectrum handoff delay and less interference impacts to PUs, for a fixed amount
Figure 5.8: The effects of Tsw as a function of µmax.
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of transmitted data compared to the reference scheme. In addition, the proposed algo-
rithm exhibits greater fairness by giving higher priority to sub-channels of good SNR
and longer idle time with the SUs having a large size of transmit data.
Chapter 6
Conclusions and Future Work
6.1 Conclusions
Spectrum sharing is considered as a promising mechanism to solve spectrum scarcity
and shortage problems. Especially, the opportunistic spectrum access (OSA) approach
enables dynamic spectrum sharing by exploiting spectrum unused by primary services.
Whilst primary networks have the priority to access their spectrum, secondary net-
works with cognitive feature capabilities opportunistically access spectrum of primary
networks without giving harmful interference on primary networks. Thus, OSA can
improve the efficiency of spectrum utilisation.
Considering the interest in applying the OSA approach in various spectrum bands, un-
like the TV broadcasting band, spectrum bands where primary networks dynamically
change their spectrum occupancy have been considered in this research. Due to the
dynamic spectrum usage by primary networks, spectrum opportunity can be identified
as fragmented both in frequency and in time domains. While it is essential to support
reliable secondary transmissions in even OSA approach, the exploitation of fragmented
spectrum opportunity becomes a challenging task to implement for efficient dynamic
spectrum sharing. This thesis has contributed to this research by proposing spectrum
resource allocation schemes considering spectrum aggregation and handoff.
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First, the thesis presents a comprehensive survey on the fragmentation of spectrum
opportunity and its utilisation. While spectrum opportunity is distributed in different
bands and changes over time, fragmentation of spectrum opportunity is observed from
both the frequency and time domains. The reason of spectrum opportunity’s fragmen-
tation and mechanisms to overcome such fragmentation have been reviewed. Spectrum
aggregation and spectrum handoff are identified as the most effective mechanisms to
overcome fragmentation in frequency and time domains, respectively, and literature on
resource allocation for spectrum aggregation and handoff has been surveyed.
While spectrum aggregation exploits multiple spectrum fragments simultaneously for
wide bandwidth communication, it increases system complexity and overhead. The
fragmentation level of a given spectrum and mechanisms for selecting fragmented spec-
trum for aggregation can affect the system complexity and overhead (which are required
for spectrum aggregation). For spectrum aggregation in a secondary network, the sys-
tem complexity and its overhead need to be considered as well as the achievable spec-
trum utilisation efficiency. As spectrum allocation in wireless systems is compared with
memory allocation in computer systems, three spectrum aggregation algorithms have
been designed by modifying existing memory allocation schemes. By the simulation
study, the performance of three spectrum aggregation algorithms is evaluated in terms
of the efficiency of spectrum utilisation and the fragmented level of remained spectrum
related to both complexity and overhead. The best configuration of an aggregate chan-
nel is shown to be one composed of less sub-channels as channel fragmentation (caused
by aggregating multiple narrow spectrum fragments) results in higher spectrum frag-
mentation. Since aggregation of very narrow multiple spectrum fragments becomes a
burden for secondary networks, setting of a lower bound on usable bandwidth is shown
to be useful but the trade-off between spectrum utilisation and channel fragmentation
should be considered. While traffic parameters are shown to affect the fragmenta-
tion level of spectrum, the large size of requested bandwidth leads to better spectrum
utilisation and the small service times contribute to the system reaching the earlier
steady status generating less narrow spectrum holes in process. Indications are that
in the spectrum aggregation context, a resource management scheme should consider
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assigning higher priority to wider available spectrum, a larger requested bandwidth
and a shorter service time to help reduce channel fragmentation and increase spectrum
utilisation.
When secondary network users access a wider spectrum by spectrum aggregation, sec-
ondary transmission becomes more vulnerable in the change of spectrum availability.
Since primary users are likely to reclaim part of the wider spectrum more quickly,
collisions could occur more often between primary and secondary transmissions and
frequent spectrum handoff becomes necessary [63]. Then, whilst spectrum aggregation
improves the performance of the secondary networks, it can also contribute to frequent
spectrum handoff, resulting in performance degradation. In order to explore fragmented
spectrum opportunities (in both the frequency and the time domains) effectively, spec-
trum aggregation needs to be used considering collision occurrence. While spectrum
aggregation and spectrum handoff have been investigated separately in the literature,
the integration of the two mechanisms and its impacts on network performance have
been investigated in the thesis.
First, considering an intra-band aggregation scenario, it is assumed that primary traf-
fic patterns and average channel quality are homogeneous. Then, the relationship of
collision occurrence and spectrum aggregation is derived as collision probability. For
the causes for collisions, asynchronous transmissions and the imperfect spectrum sens-
ing are highlighted. The probability that the collisions happen due to two reasons
is expressed in terms of bandwidth aggregated by secondary network users, primary
traffic load, the secondary transmission interval, and sensing errors. The impact of
spectrum aggregation on the data rate and the collision probability is investigated. Ex-
cept for extremely low SNRs, the data rate of an aggregate channel is proportional to
the amount of bandwidth aggregated under the equal power allocation scheme of the
fixed total power. The collision probability is also shown to increase with the band-
width of an aggregate channel. The spectrum allocation problem using aggregation is
formulated to maximise the data rate for a given collision probability constraint. By
solving the formulated problem, the optimal number of aggregated sub-channels (i.e.,
the bandwidth of an aggregate channel) is found and the optimum aggregation approach
adaptively changing channel bandwidth depending on environment (i.e., varying PU
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traffic loads and/or SU transmission parameters) has been proposed to maximise data
rate. In one extreme case of low SNRs, the proposed optimum spectrum aggregation
performs towards a round robin allocation, meaning that the random selection of only
one sub-channel is recommended at low SNRs.
This scenario is extended for inter-band aggregation where the secondary networks with
multiple users aggregate the spectrum opportunities distributed in different bands, and
the primary traffic patterns and average channel quality are heterogeneous. While
collisions incur spectrum handoff, the impacts of spectrum allocation with aggregation
on spectrum handoff delay and short-term interference to PUs are highlighted. For
given data transmitting in secondary networks, the expected number of collision and
handoff are derived. Then, the spectrum aggregation problem is developed with the aim
of minimising collision. By solving the formulated problem, the spectrum aggregation
approach using different channel quality and primary traffic load has been proposed to
reduce the spectrum handoff delay and interference impacts on PUs.
6.2 Future Work
This research contributes to the area of dynamic spectrum sharing by the opportunis-
tic spectrum access, especially in spectrum resource allocation considering fragmented
and dynamically changing spectrum availability. We discuss below some directions for
future research and topics worthy of further investigation.
When secondary network users (SUs) identify spectrum availability, spectrum oppor-
tunities of different bandwidths could be available. While spectrum opportunities of
narrow bandwidth can be used by aggregation, this can increase the system complexity
and its overhead. For a given fragmented available spectrum, mechanisms for sub-
channelisation (i.e., how to decide the sub-channel bandwidth) can be investigated to
reduce the complexity for spectrum aggregation.
While the availability of each sub-channel is assumed to be independent in this research,
the availability of adjacent sub-channels or sub-channels in the same bands could be
correlated. Considering the characteristics of spectrum usage by PUs, modelling the
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correlation between sub-channels and using it to allocate spectrum to SUs can improve
the efficiency of spectrum utilisation by SUs.
When looking at the nature of spectrum availability determined entirely by primary
network’s spectrum usage patterns, the system model of OSA approach is assumed to
be able to obtain the spectrum occupancy pattern with long-observation and/or via a
database. However, obtaining stable information on the spectrum occupancy pattern
might not be possible. In this case, the mechanism which helps to pattern the spectrum
occupancy with very recently (and short-term) observed spectrum availability status
can be useful, especially for ad-hoc and/or decentralised networks.
When collisions occur between primary and secondary transmissions, spetrum handoff
can be performed and the lost data can be retransmitted. There might ve no need to
do spectrum handoff for the case of collision on the partial sub-channels by using an
error-correction mechanism. Additionally, the only partial block of information which
is corrupted can be retransmitted with the retransmission mechanism, rather than
sending the whole block of information. The effects of error-correction/retransmission
mechanisms could be considered for more efficient use of spectrum aggregation in the
secondary network.
While the proposed method in Chapter 5 can be applied regardless of the primary
spectrum occupancy pattern, an exponential distribution is exploited to show the detail
procedures and the performance of the proposed method. Since primary traffic patterns
can be different for various bands, diverse random distributions to model the primary
spectrum occupancy pattern can be considered to apply the approach proposed in
Chapter 5 .
Since this research does not intend to target a specific scenario, the theoretical study
on spectrum resource allocation in opportunistic spectrum access has been conducted
for a general case which can be applied into various OSA scenarios. When fragmented
spectrum opportunity is exploited with spectrum aggregation and handoff, the increase
of data rates and the reduction of collision occurrence have been pointed out as the con-
flict objective. Assuming that a secondary network has one type of service, dynamic
spectrum aggregation approaches have been developed to achieve one objective at a
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time. However, when a secondary network supports multiple service types, the inte-
gration of multiple objectives can be considered. Multi-objective spectrum aggregation
can contribute far more to the efficient operation of opportunistic spectrum access.
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Appendix A
Spectrum Aggregation-capable
Secondary LTE-Advanced based
Network
While non-system specific networks have been considered for the system model in this
thesis, the feasibility to apply the proposed approaches (described in Chapter 4 and 5)
in LTE-A based secondary network is investigated in this chapter.
Figure A.1: The structure of an infrastructure-based secondary network
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The functional structure of an infrastructure-based secondary network which is targeted
in this thesis can be depicted as shown in Figure A.1. A secondary network has a base
station and the base station is responsible to select the aggregate channel for each user.
Secondary network users do the periodic spectrum sensing and send the sensing results
to the base station. In a secondary LTE-A based network, some of user measurement
capability of LTE-A standard can be exploited to sense the sub-channel state. For
handover purposes, LTE-A users in the connected state (RRC CONNECTED) sense
the spectrum. In general, the spectrum sensing is characterised by the sensing time
and the sensing period. Sensing time refers to the time spent to determine the signal
strength for a certain frequency band whereas the sensing period determines how often
a particular band is monitored. The sensing time and sensing period can be directly
associated with the gap pattern parameters, a measurement gap length (MGL) and a
measurement gap repetition period (MGRP), defined in the standard [153]. Both pa-
rameters are represented in Figure A.2. According to the standard, MGL is fixed while
MGRP is configurable in multiple of the frame length (i.e., 10 ms) allowing freedom of
choice in the trade-off between up-to-date sensing data and system performance [154].
The configuration of MGRP and the set of channel to scan can be dome through Radio
Resource Control (RRC) signalling.
The base station has two functional entities: 1) a resource manager and 2) a fusion cen-
tre. The resource manager is assumed to be able to receive the sensing data from users
and to access a database such as Radio Environment Map (REM) [148] to obtain the
statistical information on primary users’ channel usage pattern. Based on sensing data
and information from REM, the resource manager will identify the sub-channel status
and primary users’ occupancy pattern and provide them to the fusion centre. Once
secondary network users connect to the base station with a certain channel, they will
Figure A.2: Gap pattern parameters in LTE-Advanced
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feedback ACK/NACK and channel quality indicator (CQI) data to the base station
every TTI (transmission time interval). Based on feedback information and sensing
data, the fusion centre will decide the timing for spectrum handoff and the appro-
priate aggregate channel composing of multiple sub-channels for users. The proposed
algorithms in Chapter 4 and 5 can be utilised to implement the fusion centre.
