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の画像を 3D-CAE で圧縮することでより優れた特徴表現の獲得を試みた. 


























理を放射能被爆なしに撮影可能である magnetic resonance 
image(MRI)が広く用いられており，神経学的疾病の診断
のために多数の脳画像が撮影されている.撮影画像は医























































（１）脳 MRI 画像のデータセットと前処理 
本研究では脳 MRI 画像データセットとして 
Alzheimer's Disease Neuroimaging Initiative-2(ADNI2)
データセットおよび Parkinson's Progression Markers 
Initiative(PPMI)データセットを使用した. 
ADNI2 データセットの画像にはアルツハイマー病の
進行度により AD, EMCI, LMCI, SMC, CN のクラスラベ
ルが付与されており，AD < LMCI < EMCI の順に進行度




















































Discriminator DY はドメイン Y に属する本物の画像と生
成されたの真偽を判定する. 
同様にドメイン Y からドメイン X への変換は
Generator F により行なわれ，Discriminator DX がその真
偽を判定する. 
学習指標とする目的関数は生成された画像を変換先ド
メインのデータ分布と一致させる Adversarial Loss と二つ
のGeneratorを循環させることで相互変換が可能であるこ
とを保証する制約である Cycle Consistency Loss，変換先
ドメインの画像を入力した際に変換を行わず元の画像特
徴を維持する制約である Identity Mapping Loss で構成さ
れる. 
a）Adversarial Loss 





ここで，G はドメイン Y と類似する画像を生成する
Generator を示し, DYは変換された偽物の画像と本物の画












b）Cycle Consistency Loss 
Adversarial Loss を用いることで理想的には目的とする











貫性を持つ写像を学習する制約として Cycle Consistency 









c）Identity Mapping Loss 
Adversarial Loss と Cycle Consistency Loss に加え，目的
ドメインの画像をGeneratorの入力とした際に変換を行な
わずに同一の画像が出力するための制約として Identity 
















タであり，本研究では一般的な設定と同様に λ1 = 10.0, λ2 

























MEDICAL SYSTEMS(GE)，SIEMENS，Philips Medical 






（４）脳 MRI 画像の次元圧縮手法 
a）Convolutional Auto-Encoders (CAE) 




encoder と decoder の処理に畳み込みの概念が適用され
ることを除くと CAE の構造は直感的には AE と同様であ














ここで hkは k番目の特徴マップであり, Wk , bkは重み


















ここで D はデータ x の次元数を示す. 
b）Deep Metric Learning 











P はデータ x が各クラス i に分類される確率を示し，f
は Encoder による演算を示す. 
損失関数は x の one-hot ベクトル表現 I と  P の




















にダウンサンプリングした 80×96×80 の pixels の画像を
3D-CAE の入力に使用した.本実験で使用するデータセッ














AD と CN，PPMI データセットの Control を Deep Metric 
Learning 手法を導入した 3D-CAE の学習データとして使
用し.学習されたモデルの未知データに対する有効性を検
証するために評価時に PPMIデータセットの PDを加えた.




Control とは遠くに，CN は自身と Control とは近く AD と





として設定し評価時に F_PD 症例を加えた. 
学習は group five-fold cross validation により行った. 
 
４． 結果 





図 1. 変換前 Philips 画像 
 
 
図 2. 変換後 Philips 画像 
 







a）t-SNE による 2次元空間への写像結果の比較 
3D-CAE により得られた 150 次元の低次元表現を
t-SNE[13]によりさらに 2 次元にまで次元圧縮を行うこと
で各症例の特徴空間上での分布比較を視覚的に行った.変
換前の画像に対する 2 次元空間分布を図 3 に，変換後の
画像に対する 2 次元空間分布を図 4 に示す. 
 
図 3. 2 次元空間上の分布：Original 
 
 
図 4. 2 次元空間上の分布：Translated 
 
b）150 次元空間での症例間の距離比較 























各距離は SIEMENS¥_CN とと SIEMENS¥_AD の距離を
1.0 とした場合の相対距離として算出しており，表の空白













結果を表 3 に示す. 
 

































Transverse方向の一部断面を図 5 に示す. 
 
 

















（２）脳 MRI 画像の次元圧縮実験の考察 
a）t-SNE による二次元空間への写像結果比較の考察 
図 3 と図 4 より，どちらの低次元表現もある程度疾患
に基づく分類を可能とする特徴を保持しているが
Translated の結果ではより AD が一箇所に分布されている
ことが分かる.両結果共に PD は CN と Control と概ね混在
して分布されている.PD は CN と Control のように健常者
ではなくパーキンソン病と診断された患者であるが脳の
構造を変貌される症状症状は見られないことが知られて
いる.そのため，PD が CN や Control と近い位置に分布さ
れることは医学的に妥当であり，本実験においてもその
ような結果が理想的である.よって PD や Control が CN と
離れて分布された場合，撮像器特徴など疾患と無関係な
ノイズによる悪影響であることが疑われる.したがって，
Original の結果では図中左下にほぼ PD 症例のみが分布さ
れる一方，Translated では CN 症例と混ざり合って分布さ
れている結果は特徴表現の改善として考えられる. 
b）150 次元空間での症例間の距離比較の考察 
図 3 と図 4 では各クラスの分布を視覚化するために 2
次元空間への写像を行った.本来の特徴表現の比較は 150
次元空間における各症例クラスのセントロイド間距離 
表 2 における Translated と Original の数値をもって行うこ
とが可能である.  
図 2 より，Original では AD同士の距離は 1.0前後だが
CN 同士の距離が 0.5 前後と距離が広い結果に対して
Translated では AD同士の距離は 1.0前後のまま CN同士
との距離が 0.2前後となりより明確に AD と CN が明確に
分離されていることが分かる.さらに Original では Control
と PD は CN と脳の構造が近いにも関わらずCN からの距
離が 0.9 付近など大きく離れている結果が見られるが
Translated ではそれぞれ 0.4前後と改善が見られた. 
c）距離情報を用いた症例の線形識別精度比較の考察  
閾値を用いた単純な線形識別による 2 値分類の結果の
表 3 より Trasnslated で Accuracy の僅かな向上が見られる
が表 2 で距離数値が大きく改善されていたことと比較す
ると数値の変化は小さい.これは，2 次元空間での分布図¥
図 3 と図 4 で見られたように Original では Control や PD















案した 3D-CAE と Deep Metric Learning による次元圧縮に
より 150 次元の特徴表現の獲得を行った.変換前の画像と
変換後の画像それぞれを次元圧縮することで獲得された
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