Abstract-A method is presented for generating a broad-band rational interpolant approximation of the reflection coefficient of multiple-screen frequency-selective surfaces (FSSs). The technique is structured around a linearization of the system provided by a spectral domain moment method-based analysis of the FSS, followed by a model-order reduction of the linearized system using the dual rational Arnoldi method. This process creates a rational interpolant of the linearized system that matches its transfer function and its derivatives at several expansion points in the Laplace domain. Numerical results indicate that a reduced-order model with a system matrix of dimension less than 20 20 can accurately reproduce the broad-band behavior of multiscreen FSSs originally modeled with several hundreds or thousands of unknowns.
function weighting parameters and a linear relationship between these parameters and the FSS plane-wave reflection coefficient. For most FSS scattering problems, hundreds or thousands of subdomain basis functions must be used to model the screen currents accurately.
Because of the summations involved and the number of bases required, the application of the spectral Galerkin technique to the analysis of FSSs can be rather tedious, especially when broad-band information is required. This heavy computational load arises from a variety of sources. First, the construction of the MoM matrix requires the summation of slowly convergent infinite series, which must be recomputed for each frequency and incidence angle of interest. Second, because the MoM system is usually large, the matrix inversions required to reconstruct the screen currents are costly. Third, FSS reflection characteristics may exhibit very narrow-band resonances that can only be discovered with a very dense frequency sweep, necessitating the construction and inversion of the MoM matrix at hundreds of different frequencies.
This paper introduces a rational Krylov model order reduction (MOR) technique that accelerates the broad-band characterization of FSS plane-wave reflection coefficients. Specifically, the method reduces the previously mentioned MoM system to a small state-space model with fewer than twenty degrees of freedom. To arrive at a model of this type, the MoM matrix is first approximated by a Hermite Polynomial Interpolant (HPI) [9] , [10] , so that the system can be expressed in a companion form with a linear frequency dependence. This step both facilitates the MOR and accelerates the construction of the matrix. The reduced-order model is constructed to match both the reflection coefficient of the HPI model and its derivatives (moments) at selected Laplace domain interpolation points [9] [10] [11] [12] [13] . The method presented here will be seen to remedy all three contributions to the heavy computational load described above.
1) The explicit construction of the spectral Galerkin matrix at each frequency is eschewed by the introduction of the HPI approximation and the subsequent construction of the reduced order model. 2) The computational cost inherent in the inversion of the large MoM matrices needed to characterize the reflection coefficient over a broad frequency band is all but avoided as inversion of these matrices is only required at a small 0018-926X/01$10.00 © 2001 IEEE number of frequency points to create the reduced-order model. 3) The computational cost associated with the required frequency sweep is made negligible due to the low cost of constructing and inverting small matrices. In spite of the approximations introduced by the HPI and the MOR in the frequency response calculation, the reduced-order system will be seen to reproduce faithfully the behavior of the FSS, including narrow-band resonances. While the examples shown here are limited to subdomain models of FSSs residing on rectangular grids, the technique is fully applicable to any MoM system, without regard to the bases used or the orthogonality of the axes of periodicity (see Section V).
It is emphasized that MOR methods based on moment matching are not new to electromagnetics. Asymptotic waveform expansion and Padé via Lanczos techniques have been used quite successfully for a number of years in circuit modeling [14] [15] [16] , and such methods have also been employed to construct reduced-order models of interconnect structures. This study differs from these previous works in several ways. First, unlike [15] , the method described here relies on HPI's in place of Taylor series expansions for linearizing the frequency dependence of the MoM matrix. This not only leads to a more broad-band linearization of the system, but also avoids the computation of derivatives of very high order, which can be extremely expensive or even impossible. Second, unlike previous Krylov-based MOR procedures used in electromagnetics, the proposed technique results in a rational interpolant that matches the system transfer function and its derivatives at several points in the band of interest, not just at one point as do models resulting from a Padé approximation. Third, the right-hand side of the matrix equation provided by the spectral Galerkin method varies with frequency. This frequency-dependent, right-hand side results from the peculiar periodic nature of the FSS, thus, it does not occur in circuit modeling. Fourth, to the authors' knowledge, this study is the first to apply model reduction to the characterization of FSSs.
II. FORMULATION
This section outlines the application of a Krylov-based MOR technique to the characterization of multiscreen FSSs. Section II-A reviews the spectral Galerkin method as applied to the analysis of plane-wave reflection from an FSS, demonstrating the construction of the unreduced MoM system. Only single-screen FSSs are considered in this section as their analysis contains all elements relevant to the MOR of multiscreen FSSs. Section II-B then details a method for converting the equations derived in Section II-A to the form of a canonical linear system to which Krylov-based MOR methods can be applied. Finally, Section II-C discusses the actual MOR of this canonical system to a small state-space model.
A. Spectral Galerkin Analysis of FSSs
This section describes the use of the spectral Galerkin method in the characterization of plane-wave reflection from singlescreen FSSs. While this topic has been extensively covered in the literature, it is presented here to highlight its salient features with respect to MOR because it results in the large system mentioned in the introduction. Assuming that the screen current is expanded with basis functions, this system takes the form (1) where Laplace frequency parameter; matrix; , -vectors related to the incident and reflected waves' direction and polarization;
-vector of basis function weighing parameters; screen reflection coefficient; * denotes the complex conjugate transpose operator. Consider a single-screen version of the FSS structure depicted in Fig. 1 , situated in the plane and infinite and periodic along the transverse directions and with periodicities and , respectively. Let this screen be excited by an electric field with transverse components given by (2) where , , , and is the angular wavenumber of the incident wave. In the above, and are the angles of incidence of the wave, and the wave amplitude is given by
where TE TM indicates the polarization of the wave. This incident wave induces currents on the metallized portions of the screens, which may be expressed as [1] , [2] (4) where is the current on a single cell of the FSS (called the primary cell) (5) and (6) In (4)-(6), quantities without tildes are the spectral domain counterparts of same symbol with a tilde, connected by the Fourier relations (7) and the symbols and represent and , subject to the caveat that . The rest of the work also adheres to these conventions. Imposing the condition that the total tangential electric field vanishes on the conducting portions of the screen yields (8) for all position vectors on the conductors. The MoM is used to solve (8) . The current is approximated as a summation over a finite number of basis functions as
Inserting this approximation into (9) and taking the inner product of the result with each basis function results in the set of equations (10) for , and where the asterisk denotes the complex conjugate transpose. This set of equations may be solved for the unknown expansion coefficients . Once obtained, these coefficients may be used to solve for the fundamental mode FSS reflection coefficient as (11) Equations (10) and (11) together form the system (1) where , TE TM indicates the polarization of the desired reflection coefficient.
While not a necessity of the MOR method itself, all of the results presented in Section III are presented in terms of a discretization of the FSS into -and -directed rooftop basis functions lying on a uniform grid ( Fig. 1) . Such a dis-cretization allows the matrices and vectors in (1) to be written as [1] , [2] (12)
In (12), F is the two-dimensional (2-D) fast Fourier transform (FFT) operator, u is a vector containing all ones, and . The matrices P, , and are diagonal with elements (13) where , , and . Expressions (12) are written to include the contribution from all possible bases in the grid; if certain bases are not present, the rows and columns corresponding to these bases are simply deleted. In this form, the MoM equations can be solved for the current using an iterative method and the FFT in matrix multiplications, which saves computer time and memory. The rest of this study is based on this regular discretization, then, for two reasons.
• Sections II-B and II-C demonstrates that the transformations of the system required by the MOR method do not alter the Toeplitz-block-Toeplitz-like nature of the matrix the makes the FFT matrix multiplication possible.
• Section III shows that even with the acceleration of the reflection coefficient characterization provided by a fortunate discretization of the cell, the MOR method remains faster than a straightforward analysis. Thus, the fact that this study is based on (13) should not be misconstrued to imply that the method is based on them. On the contrary, the regular discretization of the FSS presents some unique challenges for the MOR of FSS systems, which can all be overcome with the methods presented in the next section.
B. Conversion of FSS Equations to State-Space Form
Krylov-based MOR methods are based on matching the derivatives of the transfer functions of linear, time-invariant systems, which are expressed in a Laplace domain canonical form as (14) The system described in (1) is not in this form for two reasons. First, the vectors and are not frequency independent, and second, the matrix is not a linear function of frequency. A method for rectifying this situation and converting (1) to (14) is presented in this subsection. Because this transformation involves approximating matrix with an HPI of order and writing the approximation in companion form, it will be seen that matrices and are of dimension , and the vectors , , and have length . First, the input and output vectors of (1) must be made frequency-independent. This can be accomplished by multiplying it on the left by (15) and redefining the state variables with the transformation (16) The resulting system can be expressed as (17) with (18) where and . The system described in (17) now has frequency-independent input and output vectors. To obtain a system that linearly depends on frequency, an HPI approximation to is constructed using a generalization of Newton's divided difference formula [9] , [10] . Actually, this method subsumes the linearization method of Elfadel et al. [15] as a special case. Elfadel et al. used a Taylor series followed by a companion form reorganization of the matrix to linearize the frequency dependence of MoM systems in interconnect modeling. The current method reduces to that of [15] if all the interpolation points are collocated. Our motivations for using an interpolant function rather than a Taylor series are twofold. First, an HPI is not as localized an approximant to a function as is its Taylor series, and second, very high-order derivatives of the functions appearing as entries in are expensive to compute. Furthermore, because both HPI and rational interpolant MOR schemes use multiple interpolation points, an HPI is more consistent with rational interpolation than a Taylor series. If the interpolation points are located at where the are not necessarily distinct, the HPI generated by Newton's method takes the form [9] , [10] (19)
Notice that the interpolation of as a function of frequency only involves the interpolation of diagonal matrices and , and that each matrix can be multiplied with a vector using the FFT.
Of course, the use of the FFT and the need to only interpolate diagonal matrices depends on the regular, orthogonal discretization of the cell. Nonetheless, the interpolation can be carried out for an arbitrary MoM matrix. In the general case, the process of interpolation is more expensive then that shown here because the frequency dependence may be different for each matrix element. However, it must be remembered that the cost of the construction of the matrix at each frequency in the general case is increased by the same factor as is the interpolation process (see Section V). Moreover, the model reduction algorithm described in the next section is not affected by the structure of the MoM matrix.
Once constructed, the matrix polynomial (19) can be converted into a polynomial expanded about a single point via inverse synthetic division [9] , resulting in the system (23) The problem is now formulated in the form of (14) where . This frequency shift is ignored in the next section for simplicity.
C. Krylov-Based Model-Order Reduction
Now that the system has been put in the form of (14) , the method for generating a rational interpolant for the system is described. Specifically, rectangular matrices and of dimension , are sought such that a reduced-order model of (25) can be found in the form (24) where (25) at selected interpolation points for derivatives of order . The above expressions indicate that the reduced-order model has degrees of freedom. The examples of the next section will demonstrate that an accurate model can typically be produced for . The and needed to generate the above described interpolant can be characterized with the following theorem [13] : Let be the Krylov subspace of dimension generated by the square matrix and the vector , and let . Furthermore, denote the , and . The quantities on the left-hand side of (28) are the system moments at interpolation points , and those on the right-hand side of (28) are the corresponding quantities for the reduced-order system. Thus, the theorem states that a reduced-order model with and as defined in (26) and (27) will match moments of the original system at the . An algorithm is given in Fig. 2 for generating such and for the special case where for all so that (25) holds. This method, known as dual rational Arnoldi (DRA) [13] , also orthogonalizes and as they are generated to ensure the stability of the reduced-order model.
A few comments are in order about the application of the DRA algorithm to the FSS problem. The companion matrices formed in Section II-B can be quite large, but they are structured (whether or not the FFT matrix multiplication method is used). Thus, these matrices should not directly be used for computing the quantities of the form and required by the DRA algorithm for arbitrary vectors and . Instead, the structure of the matrix for a given can be exploited by partitioning , , and Note that, since the matrices in (29) and (31) are conjugate transposes of one another, and should be found concurrently using an algorithm that can solve for both simultaneously. A BiCG-like algorithm is used to accomplish this. Moreover, if the FSS is discretized in a regular fashion (as described in Section II-A), the matrices need not be stored in their entirety.
III. NUMERICAL RESULTS
The algorithm described above was applied to several different test cases to demonstrate its speed and accuracy. In all of the following examples, a square periodic cell ( ) is assumed. Furthermore, all results are computed in terms of a Because all results presented here are normalized, the subscript "norm" is dropped in subsequent expressions. Finally, reflection coefficients are calculated assuming an incident TM (to ) plane wave.
The algorithm was first applied to the computation of the reflection coefficient of the single-screen Jerusalem cross FSS with unit cell shown in Fig. 3, between normalized frequencies and . The incident plane wave traveled with and . The HPI was constructed using the Chebyshev interpolation points (36) for , and . In this and all subsequent examples, frequency equals , as this seems to improve the result. Two interpolation points ( ), and were used in the MOR. Fig. 4 shows the HPI and three reduced-order models constructed with and , respectively, to show the convergence of the algorithm. Table I relates timing data for the direct MoM method, the HPI method without MOR, and each reduced-order model. The error listed in Table I is the mean absolute difference between either the complex reflection coefficient produced by the HPI or the MOR and that produced by the MoM over the band, and the interpolation time is the time needed to calculate the polynomial TABLE II  TIMING AND ERROR RESULTS FOR RATIONAL INTERPOLANT APPROXIMATIONS TO THE FSS SCREENS OF FIG. 5 must be computed to make the MOR faster than a straightforward MoM solution at each frequency.
The results shown in Fig. 4 demonstrate that the proposed method converges quickly, giving very reasonable results for just a fourth-order model. Table I shows that the method is economical, as the process breaks even after on the order of 20 frequencies, many fewer than are typically required for an accurate assessment of the behavior of the FSS. In addition, it should be mentioned that before settling on a implementation, many different implementations were attempted to no avail. This establishes a need for a multipoint rational Krylov method such as described here.
The next example applies the MOR algorithm to dual screen FSSs composed of identical screens. If, as in Fig. 1 , the normalized distance of each screen from the first screen is denoted by , then for all dual screen FSSs in this example. The screens analyzed are shown in Fig. 5 . For this example, the incident wave propagates along the direction given by and . The interpolation points were placed using (36) with and , , and . The reduction was accomplished with and and with . Results in the format described above are shown in Fig. 6 and listed in Table II. Finally, the algorithm was applied to FSSs composed of three identical screens catalogued in Fig. 7 with and . The screen was illuminated with a wave propagating normal to the screen, . Again, the interpolation points were placed using (36) with , , , and . The reduced-order model was produced with and and with . Results are shown in Fig. 8 and Table III. A few comments are in order about the results in general. First, due to the use of polynomial interpolation in the linearization of the system, the frequency band to which this method is applied cannot include either zero frequency or the blazing frequency where either poles or branch point singularities exist in the Green's function. Specifically, the locus of the onset of blazing is shown in Fig. 9 . For a given angle of incidence, a band of frequencies can be represented on this graph by a vertical line. If the point on this line representing the highest frequency in the band is close to the curve representing the blazing locus, a very high-order HPI is required to accurately approximate (1) . Because the blazing locus is concave up, this problem is most severe for incidence angles near normal. Thus, for a given FSS, if all the HPI and MOR parameters are fixed, and reduced-order models are constructed for several incidence angles, the models for those incidence angles closest to normal will be accurate for a smaller percentage of the usable band between zero frequency and the onset of blazing. These comments do not imply that the method is useless for frequencies and angles of incidence where blazing occurs, but only that new reduced-order models need to be constructed for each frequency regime between singularities.
Second, as the response of the screens becomes more complicated, the number of frequency points for which the reflection coefficient must be calculated for the MOR to break even with the MoM rises. This is to be expected, and does not pose a problem because the accurate modeling of those types of screens by definition requires more frequency points.
Finally, note that in some instances, the reflection coefficient at the location of thin resonances given by the reduced-order model does not exactly match the MoM result. At these points, however, the MoM is not very accurate as changing its parameters may also alter the resonance size. The important behavior mimicked by the reduced-order model is not the magnitude of the reflection coefficients at small resonances, but their location in the frequency band. 
IV. EXTENSIONS TO THE MODEL-ORDER REDUCTION TECHNIQUE
While all of the examples of the preceding Section apply to FSSs discretized on a grid amenable to the use of FFT matrix multiplication methods, this fortunate discretization is not prerequisite for the application of the algorithm. The MOR technique is applicable to MoM systems created using any choice of basis functions, though the resulting acceleration provided may differ from the examples presented here. Fig. 9 . Locus of the onset of blazing for square-cell screens situated in free space. For simplicity, the azimuthal angle of incidence is assumed to be 0.
For instance, the technique can be applied to FSSs discretized with full-domain bases. However, because the matrices produced by such a discretization are typically small, any noticeable acceleration provided by the MOR technique would no doubt spring from the interpolation step which obviates the need for the construction of the MoM system at each frequency. This may be helpful if the infinite summations required are very tedious, but is unlikely to produce the kind of speedups shown in the tables.
A more important application of the MOR technique would be to FSSs discretized with subdomain bases that do not conform to any grid imposed by the periodic cell. Such problems arise whenever such a grid is too restrictive for the fine-tuning of a design, or when the axes of periodicity of the FSS are not perpendicular. In these cases, the MOR method will show even more promise than in the examples presented here.
The method can also be extended to frequencies where the FSS blazes. As presented, the method is already applicable to such problems, as long as a new model is constructed after the onset of propagation of each new higher order Floquet mode.
Because of the HPI approximation to the MoM matrix, however, the method discussed here cannot be used for models that span a frequency realm where a mode changes from evanescent to propagating. Additionally, the introduction of new modes requires the model to produce extra information, resulting in a multiple-output system. Extensions of the current technique that solve all of these problems are possible, and will be reported by the authors elsewhere.
Perhaps most interestingly, the MOR method can be extended to simplify the dependence of the problem on incidence angle. The method is based on the concept of generalized Krylov subspaces, introduced by the authors in [17] , and eliminates the need for the creation of a new model for each angle of incidence.
In addition to these rather sweeping changes to the work, many minor extensions to it are underway, including the following:
• linearizing the MoM system with an orthogonal polynomial expansion instead of an HPI to reduce the size of system (14); • using Lanczos procedures in place of the DRA to accelerate the MOR [13] , [18] ;
• matching different numbers of moments at each interpolation point in the MOR to allocate computational resources more wisely. This could also lead to an adaptive algorithm where interpolation points in the MOR are chosen in band regions where the frequency response has not converged.
V. CONCLUSION
An MOR technique has been outlined for reducing systems generated by the application of the MoM to FSS scattering problems. While not a strict requirement on the algorithm, the use of a regular discretization saves enormous amounts of memory by exploiting the Toeplitz-block-Toeplitz-like nature of the MoM matrix. Given the MoM system, the process consists of two main steps: system linearization and MOR using the DRA algorithm. To elucidate the process, the algorithm was applied to a host of FSS scattering problems that demonstrated its accuracy and efficiency. Many extensions to the work were proposed, and will be discussed in greater detail elsewhere.
