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1.1 Problemstellung und Motivation
Das Forschungsgebiet Virtuelle Realit¤at (Virtual Reality, VR, [121][26]) hat durch
seine spektakul¤aren Entwicklungen viele Menschen nachhaltig beeindruckt. Head-
Mounted-Displays und Multi-Screen-Projektionssysteme be¤ugelten die Phantasie
von Anwendern und Entwicklern und brachten eine Vielzahl neuer Ideen, neuer
Hardware und neuen Anwendungen hervor.
Erweiterte Realit¤at (Augmented Reality, AR, [96]) stellt eine verwandte, jedoch
j¤ungere Technologie dar, in der die Anwendung die Realit¤at durch virtuelle Ele-
mente erweitert. Im Unterschied zu VR-Anwendungen agiert der Benutzer nicht
in einer vollst¤andig synthetischen Welt, sondern es erfolgt eine Zusammenf ¤uhrung
der Realit¤at mit computergenerierten, virtuellen Objekten.
Seit einigen Jahren gibt es Bem¤uhungen, beide Forschungsgebiete unter dem
Begriff Mixed Reality (MR, [92]) zusammenzuf¤uhren. Der Anteil und die Gewich-
tung von virtuellen und realen Objekten ist in MR-Applikationen variabel und kann
von ausschließlich virtuell (VR) bis ¤uberwiegend real (AR) variieren.
MR- und AR-Anwendungen stellen neue Anforderungen an Interaktionsger¤ate
und Meßsysteme. Sie basieren jedoch technologisch, was zum Beispiel die Dar-
stellung und Verwaltung von 3D-Szenen anbelangt, auf Ergebnissen der VR-
Forschung.
MR als Technik hat ein klares Ziel: Die Verbesserung der Mensch-Maschine-
Schnittstelle. VR- und AR-Umgebungen versprechen insbesondere wenn es darum
geht ausgesprochen komplexe, technische und wissenschaftliche Sachverhalte zu
verstehen oder zu bearbeiten, eine deutliche Verbesserung. Immersive Systeme er-
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lauben dabei dem Benutzer, sich mit Informationen zu umgeben und in diese ein-
zutauchen. Dies stellt f¤ur viele Anwendungen eine Verbesserung gegen¤uber tradi-
tionell zweidimensionalen Benutzerschnittstellen dar. Idealerweise wird der Benut-
zer dabei visuell, akustisch und taktil in einen virtuellen Datenraum eingebunden.
Er kann die erzeugten virtuellen Objekte im dreidimensionalen Raum begehen,
erleben und bearbeiten, um zum Beispiel virtuelle Prototypen von Produkten zu
gestalten, zu visualisieren und zu testen.
Zur Umsetzung der VR-Technik wurden seit Anfang der neunziger Jahre ei-
ne Vielzahl von unterschiedlichen VR-Softwaresystemen entwickelt, die bis heu-
te vorwiegend im industriellen Umfeld, in Deutschland schwerpunktm¤aßig in der
Automobilindustrie, zum Einsatz kommen. Die Automobilindustrie hat in den ver-
gangenen Jahren Millionen Euro in VR-Labors investiert, um den Einsatz von VR-
Technologien zu erproben und geeignete L¤osungen zu entwickeln.
Dabei sind Anwendungen entstanden, die einen messbaren return of invest
f¤ur die einzelnen Firmen erwirtschaften. Dennoch hat sich bis heute kein Mas-
senmarkt f¤ur VR-Technologien und Systeme entwickelt, obwohl einige Untersu-
chungen [121][26] zeigen, dass f¤ur ausgesuchte Aufgaben das Arbeiten in im-
mersiven Umgebungen einen messbaren Vorteil gegen¤uber klassischen Desktop-
Umgebungen bietet.
Ein Grund sind sicherlich die immensen Investitionskosten, die ein Unterneh-
men f¤ur die Entwicklung von spezischen VR-L¤osungen aufbringen muss. Vor
allem Erstinstallations- und Betriebskosten in Millionenh¤ohe haben anfangs viele
Firmen abgeschreckt. In der Zwischenzeit sind jedoch die Preise f ¤ur Projektionssy-
steme und insbesondere f¤ur Graphikmaschinen soweit gesunken, dass typische VR-
Installationen f¤ur einen Bruchteil der fr¤uheren Investitionen zu beschaffen sind.
Geblieben ist die aufwendige Softwareentwicklung. Die Anforderungen
an MR-Softwaresysteme sind ¤uber die letzten zehn Jahre gestiegen. Eine
grunds¤atzliche Anforderung ist die Unterst ¤utzung einer wachsenden Anzahl von
Ein- und Ausgabekan¤alen deren Ziel es ist, die Umgebungen immer realistischer
erscheinen zu lassen. Ausschlaggebend hierf ¤ur ist nicht nur die Implementierung
der vielf¤altigen Ger¤ateschnittstellen, sondern besonders die logische Kombinati-
on und Koordination von unterschiedlichen Eingabe- und Ausgabekan¤alen (z.B.
Sprache, Gesten, 3D-Sound, 3D-Graphik, etc.). Dar ¤uber hinaus sind neuartige Ap-
plikationen angereichert mit einer Vielzahl von interaktiven und dynamischen Ele-
menten. Diese hoch interaktiven und dynamischen Systeme m¤ussen den zeitlichen
Ver¤anderungen im Allgemeinen und im Speziellen den variierenden Bildraten und
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deren Synchronisation standhalten. MR-Systeme m¤ussen in Echtzeit operieren.
Dies erfordert, dass die Reaktionszeiten klein genug sind, um die Grenzen zwi-
schen der realen und der virtuellen Welt verschwinden zu lassen.
¤Uber die Jahre wurden unterschiedliche Systeme vorgestellt mit dem Schwer-
punkt, die VR-Softwareentwicklung zu vereinfachen. So gibt es heute eine Vielzahl
von Systemen zur Echtzeitvisualisierung (z.B. OpenSG [105], Performer [111])
und zur Verwaltung von Eingabeger¤aten und Kan¤alen (z.B. OpenTracker [107],
VRPN [75]). Dennoch ist die Entwicklung von interaktiven und dynamischen AR-
und VR-Applikationen weiterhin aufwendig, zeitraubend und im Allgemeinen nur
von erfahrenen Entwicklern mit Spezialkenntnissen zu leisten, da viele derzeitige
VR-Systeme (z.B. VRJuggler [17], Maverik [58]) keine einheitliche und umfas-
sende Abstraktion f¤ur Verhaltensbeschreibungen beinhalten.
Relevante Basisprobleme der Visualisierung und Interaktion sind zum großen
Teil verstanden und entsprechende L¤osungen entwickelt. Alle aktuellen Systeme
beinhalten Techniken zur optimierten Darstellung von komplexen Szenen in Echt-
zeit und erlauben es, unterschiedliche Ein- und Ausgabeger¤ate anzusprechen. Je-
doch wird die Koordination der Ver¤anderungen der Szenenbeschreibung und so-
mit die eigentliche Applikationslogik immer noch an die Applikationsentwickler
¤ubertragen.
Das bedeutet, dass der Applikationsentwickler den Datenuss von externen
Modulen (z.B. Simulatoren), zeitabh¤angige Ver¤anderungen (z.B. Animationen)
und Datenstr¤ome der Ein- und Ausgabeger¤ate mit Hilfe einer Programmierspra-
che koordinieren, beschreiben und ¤uberwachen muss. Somit sind die Applikati-
onsschnittstellen der meisten gegenw¤artigen VR-Systeme von Softwareentwick-
lern f¤ur Softwareentwickler entworfen und modelliert.
Um eine gr¤oßere Verbreitung und Akzeptanz von MR zu erreichen, ist es not-
wendig, neuartige Systeme zu entwickeln. Es sind einheitliche und umfassende
Modelle zur Verhaltens- und Interaktionsmodellierung erforderlich, die es dem
Applikationsentwickler erlauben, anwendungsspezische Anforderungen efzient
und exibel umzusetzen. Entsprechende Rahmensysteme ¤ubertragen die Verant-
wortung der Koordination und der Ablaufsteuerung vom Applikationsentwickler
auf die Laufzeitumgebung. Es ist w¤unschenswert, dass diese neuen Systeme ska-
lierbare Methoden bereitstellen, um lokale und globale Anwendungsziele, zum
Beispiel eine konstante Bildwiederholrate, erf ¤ullen zu k¤onnen.
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1.2 Ziel und Aufbau der Arbeit
Ziel dieser Arbeit ist es, die technologischen Anforderungen f ¤ur ein exibles und
modernes MR-System zu denieren, und neuartige L¤osungen f¤ur die daraus abge-
leiteten Probleme zu erarbeiten.
Kapitel 2 pr¤asentiert eine ¤Ubersicht der verf¤ugbaren VR-Systeme und Model-
le. Dabei werden unterschiedliche VR-Systeme vor allem daraufhin unter-
sucht, inwieweit sie Abstraktionen und Methoden zur Modellierung dyna-
mischer Ver¤anderungen bereitstellen. Weiterhin werden Entwicklungen und
Probleme analysiert und Ziele f¤ur weitere Entwicklungen deniert. Drei Pro-
blemklassen werden dabei isoliert und deren L¤osung als Voraussetzung f¤ur
zuk¤unftige Systeme identiziert: Modellierung von dynamischen Verhalten,
eine darauf angepasste efziente Sensorik und die Skalierbarkeit des Ge-
samtsystems. Diese Bereiche werden in den folgenden Kapiteln genauer un-
tersucht und L¤osungen pr¤asentiert.
Kapitel 3 analysiert und vergleicht die unterschiedlichen Ans¤atze zur Beschrei-
bung von Verhalten sowie die Programmierm¤oglichkeiten, die von VR-
Systemen bereitgestellt werden. Dabei werden die vorherrschenden Syste-
marchitekturen und Programmiermodelle untersucht und deren Probleme
erl¤autert. Darauf aufbauend wird eine neuartige Systemarchitektur mit ei-
nem einheitlichen Komponenten- und Kommunikationsmodell entwickelt
und deren Elemente beschrieben. Die neue Architektur fordert Strukturen
und Kommunikationsmechanismen, die daraufhin genauer untersucht wer-
den. Anschließend werden Detaill ¤osungen f¤ur die unterschiedlichen Frage-
stellungen entwickelt und vorgestellt.
Kapitel 4 stellt zum einen unterschiedliche physikalische Ger¤ateklassen und de-
ren Merkmale f¤ur Ein- und Ausgaben vor, zum anderen werden bestehende
Systeme und Abstraktionen f¤ur virtuelle Ger¤ateklassen untersucht und klas-
siziert. Aufbauend auf diesen Untersuchungen und unter Einbeziehung der
Ergebnisse aus Kapitel 3 wird ein neuartiges dreistuges Sensorkonzept ent-
wickelt. Anschließend werden die drei Stufen explizit vorgestellt und deren
Integration und Anwendung an Beispielen erl¤autert.
Kapitel 5 pr¤asentiert eine Zusammenfassung der aktuellen Prozessor- und Gra-
khardwareentwicklung und leitet daraus einen stetig wachsenden Bedarf
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f¤ur die Parallelisierung der Softwaresysteme ab. Es werden die unterschied-
lichen Aufgaben innerhalb eines typischen MR-Systems analysiert und auf
ihre Parallelisierbarkeit untersucht. Anschließend wird ein neuartiges Mo-
dell entwickelt, das es erlaubt, die Kosten der unterschiedlichen Prozes-
se des System zu skalieren. Erst dadurch kann die Erf ¤ullung der globa-
len Zielvorgaben und die optimale Nutzung der bereitgestellten Resourcen
erreicht werden. Um die Anforderung der globalen Skalierbarkeit umset-
zen zu k¤onnen, muss das System lokale, auf die Darstellung oder Modell-
ver¤anderung spezialisierte Verfahren einsetzen. Zu diesem Zweck werden
existierende Methoden vorgestellt, untersucht und entscheidende Verbesse-
rungen entwickelt. Anschließend wird deren Integration diskutiert und kon-
krete L¤osungen pr¤asentiert.
Kapitel 6 beschreibt ausgew¤ahlte Anwendungen des Rahmensystems und deren
Anforderungen, Design und Implementierung. Dabei werden m¤oglichst un-
terschiedliche Aspekte aus dem MR-Spektrum ber¤ucksichtigt.
Kapitel 7 fasst die Ergebnisse der Arbeit aus den Bereichen der dynamischen Mo-
dellbeschreibung, der Sensorik und der Skalierbarkeit zusammen und zeigt
Forschungsfelder f¤ur weitere und anschließende Arbeiten auf.
1.3 Zusammenfassung der wichtigsten Ergebnisse
Im Rahmen dieser Arbeit wird die Thematik der Beschreibung und Modellierung
von dynamischen und interaktiven MR-Applikationen ganzheitlich betrachtet, so-
wie L¤osungen erarbeitet und evaluiert. Im Einzelnen wurden die folgenden Ergeb-
nisse erzielt:
Entwicklung eines einheitlichen Modells zur Beschreibung von Struk-
tur und Verhalten fu¨r MR-Anwendungen
Es wird gezeigt, dass traditionelle MR-Systeme vorwiegend Szenengraphen zur
Organisation von strukturellen und graphischen Elementen einsetzen. Zus¤atzlich
bieten Sie eine Klassikation von virtuellen Ger¤aten und deren Abstraktion an, um
physikalische Ein- und Ausgabeger¤ate anzusprechen. Es wird weiterhin gezeigt,
dass bisher zur Modellierung der verbindenden Applikationslogik und -dynamik
nur ungen¤ugende Modelle bereitstehen.
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Aus diesem Grund wird ein einheitliches Modell von Graphen entwickelt, das
es erlaubt, alle dynamischen Aspekte einer MR-Applikation mit Hilfe von Kom-
ponenten und typisierten Kanten zu modellieren. Das Konzept abstrahiert die klas-
sischen topologischen Beziehungen sowie statische und dynamische Nachrichten-
kan¤ale als Kanten innerhalb unterschiedlicher gerichteter Graphen. Daraus abge-
leitete Anforderungen werden diskutiert und entsprechende L¤osungen entwickelt.
Dabei werden insbesondere Problemstellungen wie Erweiterbarkeit, die Verwal-
tung und Bereitstellung von statischen und dynamische Metabeschreibungen und
die korrekte Verarbeitung von Nachrichten untersucht und neuartige Ans¤atze ent-
wickelt.
Durch das einheitliche Modell wird der Entwicklungsprozess zur Erstellung
von MR-Anwendungen gegen¤uber dem Stand der Technik wesentlich vereinfacht.
Entwicklung eines mehrstufigen Sensor-Modells zur flexiblen Interaktion mit
MR-Welten
Es wird gezeigt, dass bisherige MR-Systeme sich meist auf eine statische Abstrak-
tion von virtuellen Ger¤ategruppen beschr¤anken und kaum darauf aufbauende In-
teraktionsmodelle anbieten. Aus diesem Grund wird in dieser Arbeit ein neuarti-
ges, mehrstuges Sensorkonzept entwickelt und vorgestellt, das unabh¤angig von
Ger¤ateklassikationen Interaktionsverfahren beinhaltet, welche abh¤angig von der
Auspr¤agung der Laufzeitumgebung interaktive Elemente bereitstellt. Dazu werden
drei aufeinander aufbauende Sensorgruppen entwickelt, die als Komponenten der
dynamischen und hierarchischen Graphen zum Einsatz kommen.
Data Stream Sensor (DSS) Objekte erlauben die direkte Anbindung von Ein-
und Ausgabestr¤omen, unabh¤angig von einzelnen Ger¤aten oder Interaktionsaufga-
ben. Sie sind nicht an Ger¤ateklassen gebunden, sondern abstrahieren einzelne, ty-
pisierte Datenstr¤ome von oder zu Ger¤aten.
Direct Manipulation Sensor (DMS) Objekte erlauben dem Anwender Teile der
Szene graphisch-interaktiv und direkt zu manipulieren. Diese Sensoren reagieren
auf Ver¤anderungen des Benutzermodells, sind selbst aber unabh¤angig von konkre-
ten Eingabeger¤aten.
Indirect Manipulation Sensor (IMS) Objekte erm¤oglichen der Anwendung Pa-
rameter vom Benutzer zu erfragen, und denieren somit konkrete Eingabeauf-
forderungen und Aufgaben. Sie beinhalten aber keine einzelnen graphischen Re-
pr¤asentationen, sondern w¤ahlen selbst¤andig und abh¤angig von der Laufzeitumge-
bung eine geeignete Interaktionsform aus.
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Das im Rahmen dieser Arbeit entwickelte Modell stellt eine wesentliche Ver-
besserung gegen¤uber bestehenden Systemen dar. Es erlaubt die efziente Entwick-
lung von Applikationen, die unabh¤angig von physikalischen und virtuellen Ger¤aten
und der eingesetzten Laufzeitumgebung sind.
Entwicklung von parallelen Modellen zur Skalierung der Applikationskosten
Anhand von aktuellen Entwicklungen in der Prozessortechnologie wird gezeigt,
dass es f¤ur die optimale Auslastung der Resourcen notwendig ist, m¤oglichst vie-
le Aufgaben und Verfahren zur Laufzeit auf unterschiedliche Prozesse aufzutei-
len. Dazu werden die typischen Abl¤aufe in einem MR-System untersucht und eine
L¤osung entwickelt, die zwei unterschiedliche Ans¤atze der Parallelisierung bein-
haltet. Zum einen wird die klassische Trennung von Applikation und Darstellung
unterst¤utzt und verallgemeinert, zum anderen wird ein neuartiges Verfahren ent-
wickelt und vorgestellt, das die automatische Parallelisierung auf den Ereigniskan-
ten der Applikationsgraphen bereitstellt. Der entscheidende Vorteil gegen ¤uber den
bestehenden Verfahren ist die selbst¤andige und autarke Ermittlung von Teilgra-
phen, die parallel abgearbeitet werden.
Mithilfe dieser L¤osung k¤onnen Prozesse innerhalb einer Applikation sehr ef-
zient verteilt werden, aber dennoch sind die Resourcen realer Maschinen begrenzt.
Um globale Applikationsvorgaben erf ¤ullen zu k¤onnen, wie zum Beispiel das Dar-
stellen mit einer xen Bildwiederholrate oder die Animation einer variierenden An-
zahl von Figuren pro Zyklus, ist eine globale Skalierbarkeit der Kosten gefordert.
Zur L¤osung dieses Problems wurde ein globales Modell entwickelt und eingef ¤uhrt,
das automatisch lokale Kosten der Prozesse zur Darstellung und Ver¤anderung ska-
liert. Um diese Voraussetzung erf¤ullen zu k¤onnen, wurden unterschiedliche ska-
lierbare Verfahren untersucht und teilweise entscheidend verbessert.
Das in dieser Arbeit entwickelte Modell zur Parallelisierung und Skalierung
von MR-Systemen ist eine wesentliche Verbesserung gegen¤uber den bisherigen
Verfahren, da es auf der Grundlage der globalen Zielvorgaben und dem Appli-
kationsgraphen selbst¤andig und automatisch den Resourcenverbrauch regelt und
verteilt. Der Prozess der Anwendungsentwicklung wird wesentlich vereinfacht, da




Dieses Kapitel gibt einen ¤Uberblick ¤uber bestehende Virtual-Reality-Systeme.
Schwerpunkt der folgenden Untersuchung sind die von VR-Systemen eingesetz-
ten dynamischen Elemente, sowie die dem Benutzer zur Verf ¤ugung gestellten
M¤oglichkeiten der Applikationsentwicklung. Da die meisten Systeme spezi-
sche Modellbeschreibungen beinhalten, gibt es in der Regel keine Standardwerk-
zeuge und -schnittstellen, mit denen Applikationen erstellt werden. Aus diesem
Grund bieten viele Systeme eigene Abstraktionen an, mit denen Entwickler 3D-
Anwendungen erstellen k¤onnen. Diese Modelle werden untersucht und vorgestellt.
Abschließend erfolgt ein kurzer ¤Uberblick ¤uber die Systemeigenschaften und
deren Klassikation. Aus dieser Untersuchung werden neuartige Anforderungen
entwickelt, die als Grundlage f¤ur die Untersuchungen und Entwicklungen in den
weiteren Kapiteln dienen.
2.1 Grundlagen
Alle VR-Systeme haben ein grundlegendes Prinzip gemeinsam: um den Zustand
der virtuellen Welt zu ¤andern, werden immer wieder Daten von Eingabeger¤aten
oder externen Schnittstellen gelesen und Animations- bzw. Simulationsbeschrei-
bungen ausgewertet. Die aktuell darzustellenden Zust¤ande werden aus den Daten
errechnet und schließlich synthetische Bilder berechnet und ausgegeben. Anschlie-
ßend beginnt das System den Prozess von Neuem.
Als Bildrate oder Framerate bezeichnet man die Anzahl der pro Sekunde dar-
gestellten Bilder. Sie ist ein wichtiges Element im Erzeugen von realistisch wirken-
den Applikationen, da sie direkten Einuss auf das vom Benutzer wahrgenommene
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Erlebnis hat. Das menschliche Auge kann ab ca. 25 Bildern pro Sekunde das ein-
zelne Bild nicht mehr als solches wahrnehmen. Bei weniger als 15 Bildern nimmt
der Benutzer das Einzelbild wahr - die Interaktivit¤at der Anwendung wird erheb-
lich beeintr¤achtigt.
Die Modellierung der Dynamik besch¤aftigt sich mit der Ver¤anderung, die zwi-
schen zwei Bildern stattndet. Allgemein bedeutet Dynamik bzw. dynamische Mo-
dellver¤anderung, dass durch innere oder ¤außere Ein¤usse die zu einem bestimm-
ten Zeitpunkt vorhandenen Daten und Objekte und deren Beziehung untereinander
ver¤andert werden, wie zum Beispiel das Ver¤andern der Position, der Orientierung
oder das Ver¤anderen eines anderen Attributs eines Objekts, eines Lichts oder der
Kamera.
Dynamische Modellver¤anderungen ¤außern sich durch eine Ver¤anderung der be-
schreibenden Daten. Das bedeutet, dass Aktionen deniert werden m¤ussen, die auf
die Objekte angewendet werden.
Bei der Dynamische Modellver¤anderungen durch innere Ereignisse kommen
die ¤Anderungen aus der Applikation selbst. Dabei l ¤osen bestimmte Ereignisse, die
sich zur Laufzeit der Anwendung ereignen, ¤anderungen in den Applikationsdaten
aus. Ein Beispiel daf¤ur sind Ereignisse oder Scipts, bei denen zu einem denierten
Zeitpunkt eine Aktion ausgef¤uhrt wird.
Bei Ver¤anderungen durch ¤außere Ereignisse ist der Benutzer verantwortlich f ¤ur
die Ver¤anderung. Er manipuliert zum Beispiel mit den ihm zur Verf ¤ugung stehen-
den Eingabeger¤aten die Sicht auf die dargestellte Szene, oder er manipuliert die
Szene selbst, indem er Objekte selektiert und ver¤andert, ihnen neue Positionen zu-
weist, neue Objekte erzeugt oder bestehende Objekte l ¤oscht.
All diese Aktionen und Ereignisse f¤uhren zu Ver¤anderungen in den die Sze-
ne beschreibenden Daten. Die Aufgabe eines VR-Systems ist es, diese Modell-
ver¤anderungen m¤oglichst efzient durchzuf¤uhren und die Applikationsentwickler
bei der Erstellung von Anwendungen, die Gebrauch von dynamischen Elementen
in der VR machen, zu unterst ¤utzen. Diese Unterst¤utzung kann sowohl durch lei-
stungsf¤ahige Schnittstellen erfolgen, als auch durch die Bereitstellung von intuitiv
zu bedienenden Werkzeugen und der Zusammenarbeit mit auf dem Markt etablier-
ten Standardtools.
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2.2 ¤Ubersicht ¤uber existierende dynamische VR/MR-
Systeme
In den letzten Jahren wurde eine Vielzahl kommerzieller und freier VR-Systeme
entwickelt. Auch wenn sie ¤ahnliche Zielsetzungen haben, unterscheiden sie sich in
ihrer Applikationslogik deutlich voneinander.
Ein Hauptunterscheidungsmerkmal sind sicherlich die verwendeten und un-
terst¤utzten Umgebungen. Sie reichen von Low-End-Systemen, wie zum Beispiel
PDA- oder Desktop-Systemen mit einfachen Bildschirmen, die typischerweise in
Privathaushalten zu nden sind, bis zu High-End-Umgebungen wie die Workbench
[73] oder CAVE [30], die von speziellen leistungsf¤ahigen Grakcomputern gesteu-
ert werden und dementsprechend kostspielig sind.
Im Folgenden sollen exemplarisch verschiedene VR-Systeme vorgestellt wer-
den. Die Auswahl erhebt keinen Anspruch auf Vollst¤andigkeit. Vielmehr sollen
m¤oglichst unterschiedliche Systeme untersucht werden, die sich nicht nur in der
unterst¤utzten Umgebung unterscheiden, sondern auch in der Umsetzung von dy-
namischen Szenarien. Die betrachteten Systeme reichen dabei von High-End-
Systemen wie zum Beispiel Avango oder Alice, die in Forschungsanstalten auf
dem aktuellen Stand der Rechnertechnik mit den derzeit vorhandenen Ein- und
Ausgabeger¤aten zum Einsatz kommen, ¤uber kommerzielle Systeme wie zum Bei-
spiel dVise und Marveric, die Produktsimulation und -entwicklung in den Vor-
dergrund stellen, bis hin zu einer 3D-Spiele-Engine, Unreal Engine, die auf han-
dels¤ublichen Rechnern l¤auft. Die Systeme benutzen verschiedene Techniken, um
Ver¤anderungen an der aktuell dargestellten Szene und der beschreibenden Daten-
strukturen vorzunehmen und bieten unterschiedliche Abstraktionsmodelle f ¤ur den
Applikationsentwickler, diese M¤oglichkeiten auch zu nutzen. Auf den unterschied-
lichen Abstraktionsmodellen und ihren Auspr¤agungen liegt der Hauptaugenmerk
in den nachfolgenden Untersuchungen.
2.2.1 Alice
Alice [28][27] ist ein Rapid-Prototyping System zum Erstellen von interaktiven
virtuellen Umgebungen, das an der Universit¤at von Virginia entwickelt wurde.
Das Ziel von Alice ist es, dem Benutzer ein Werkzeug zur Verf ¤ugung zu stellen,
mit dem er schnell dynamische Szenen kreieren kann, ohne detaillierte Program-
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Abbildung 2.1: Alice Systemarchitektur
ten Programmiersprache Python, die um systemspezische Objekte und Funktio-
nen erweitert wurde. Durch die Trennung von Simulation (VR-Applikation) und
Pr¤asentation (Darstellung) ben¤otigt der Applikationsentwickler keine Einzelheiten
des unterliegenden Bildgenerierungssystems, sondern kann sich v ¤ollig auf die Ent-
wicklung der VR-Applikation konzentrieren. Das System stellt Werkzeuge bereit,
um den Script-Code zur Laufzeit zu ver¤andern, und somit das Verhalten der Appli-
kation interaktiv zu entwickeln und anzupassen. Die Ergebnisse dieser ¤Anderungen
sind mit minimaler Verz¤ogerung erkennbar, ohne das das System neu starten oder
laden muss.
Das Alice-System (siehe Abbildung 2.1) besteht aus zwei voneinander getrenn-
ten Prozessen, die auf verschiedenen Prozessoren oder Rechnern laufen: dem Si-
mulationsprozeß und dem Renderingprozeß. Die Renderingframerate ist somit un-
abh¤angig von der Simulationsframerate. Der Vorteil ist, dass rechenintensive Si-
mulationen, die eine niedrige Framerate haben, nicht die Renderingframerate be-
einussen. Somit kann der Renderingprozeß auch bei einer sehr komplexen Appli-
kation in Echtzeit arbeiten und der Benutzer, der z.B. Position oder Orientierung
ver¤andert, bekommt in Echtzeit Bilder aus dem neuen Blickwinkel.
Der Renderingprozeß ist verantwortlich f¤ur das Ansteuern der externen Ein-
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und Ausgabeger¤ate. Sobald die Simulation startet, wird automatisch der Rende-
ringprozeß gestartet. Bei stereoskopischer Ausgabe starten zwei Renderingprozes-
se optional auf unterschiedlichen Rechnern. Zus¤atzlich wird ein weiterer Prozess
erzeugt, der die Daten vom Eingabeger¤at an den Simulations- und Renderingpro-
zeß weiterreicht. Alle Ver¤anderungen der lokalen Szenerie werden am Ende des
aktuellen Frames an den Renderer in Form von Nachrichten (commands) weiter-
gegeben, so dass dieser seine lokalen Daten abgleichen kann. Unterst ¤utzte Einga-
beger¤ate sind u.a. Trackingger¤ate mit 6 Freiheitsgraden wie der Polhemus Fast-
track, Datenhandschuhe (Powerglove), sowie traditionelle Eingabeger¤ate wie Ta-
statur und Maus.
Das Renderingsystem unterst¤utzt sowohl OpenGL als auch DirectX. Es k¤onnen
verschiedene virtuelle Kameras deniert werden, die jeweils in unterschiedlichen
Ausgabefenster dargestellt werden.
Der Simulationsprozeß interpretiert das vom Applikationsautor geschriebe-
ne Python-Skript und aktualisiert dementsprechend die lokale Applikationsdaten-
bank. In jedem Frame werden die Methoden der benutzten Alice-Objekte aufge-
rufen und abgearbeitet. Mit diesen Methodenaufrufen wird der interne Status des
einzelnen Objekts wie Position, Orientierung und Geschwindigkeit berechnet und
ver¤andert. Am Ende jedes Simulationsschrittes werden die Ver¤anderungen der Sze-
ne als Nachrichten an den Renderingprozess ¤ubermittelt.
Eine dreidimensionale Szene wird als hierarchischer Graph (Szenengraph, sie-
he Abbildung 2.2) modelliert, in welcher jedes Objekt mehrere Unterobjekte als
Kinder verwaltet und zusammenfasst. Die Transformation einzelner Objekte ist
wie in allen Szenengraphen standardm¤aßig relativ zu dem Koordinatensystem sei-
nes Vater-Objekts. In Alice k¤onnen Transformationen aber auch beliebige andere
Referenzierungsobjekte benutzen. So ist es m¤oglich, ein neues Objekt einfach in
die Szene zu platzieren, indem man es beispielsweise einen Meter vor der virtuel-
len Kameraposition platziert, unter Einbeziehung der Blickrichtung des Benutzers.
Alice f¤uhrt damit einen neuartigen interessanten Beziehungstyp ein.
VR-Applikationen in Alice werden mit zwei Werkzeugen erzeugt: f ¤ur Geo-
metriedaten wird das CAD-Programm SilverScreen [28] benutzt. Die exportierten
Daten werden von Alice gelesen und daraus hierarchischen Geometrien (Szenen-
graph) erzeugt. Die Spezizierung der dynamischen Elemente erfolgt anschließend
in Python f¤ur jeden einzelnen Aspekt von Hand. Zus¤atzlich erm¤oglicht das System
erfahrenen Anwendern, eigene Erweiterungen in C oder C++ zu schreiben, die sta-
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Abbildung 2.2: Szene organisiert als Graph in Alice
Eine im System bereits vorhandene Anzahl an Objekten erlaubt es, geometri-
sche Objekte zu erzeugen und zu manipulieren. Wie bei Systemen, die auf Szenen-
graphen aufbauen allgemein ¤ublich, werden neu erzeugte Objekte im Szenengraph
an einen Elternknoten angeh¤angt und ¤ubernehmen dessen lokales Koordinatensy-
stem. Dadurch ist es m¤oglich, mit wenigen Befehlen viele Objekte gleichzeitig zu
beeinussen. Besteht eine Szene z.B. aus einem Billardtisch mit mehreren Billard-
kugeln auf diesem Tisch, f¤uhrt ein einfaches Verschieben des Tisches dazu, dass
die Kugeln mit dem Tisch mitbewegt werden. Der Szenengraph von Alice kann
jederzeit reorganisiert werden; soll zum Beispiel eine Billardkugel vom Tisch auf
den Boden fallen, gen¤ugt ein Befehl und es wird das die Kugel repr¤asentierende
Objekt lokal an den Knoten umgeh¤angt, der den Boden repr¤asentiert.
2.2.2 Avacado / Avango
Avango [135][134][123] ist ein von der GMD in C++ entwickeltes VR-Framework
f¤ur verteilte VR-Anwendungen.
Avango benutzt ebenfalls einen Szenengraph, um die virtuelle Umgebung zu
repr¤asentieren. Der Szenengraph basiert auf Strukturen, die von der IRIS Perfor-
mer [111] Bibliothek zur Verf¤ugung gestellt werden. Performer selbst ist ein reines
System zur Darstellung von 3D-Szenen wie zum Beispiel OpenSG [65]. Performer
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Abbildung 2.3: Avango-FieldContainer als Ableitung der Perforce-Klasse
beinhaltet keine Funktionalit¤aten, um weitere Ein- und Ausgabeger¤ate anzuspre-
chen, Animationen abzuarbeiten oder zum Beispiel Sound auszugeben. Die Knoten
des Graphen werden dem Anwendungsentwickler als relative simple C++ Objekte
zur Verf¤ugung gestellt. Das Erzeugen und L¤oschen von Knoten und die Manipula-
tion der Knotenparameter wird ¤uber C/C++ Standardfunktionen erm¤oglicht.
Avango-Objekte sind grob in zwei Kategorien einteilbar: die Knoten der Szene
und die Sensoren. W¤ahrend Knoten dazu dienen, komplexe Objekte im Szenengra-
phen zu repr¤asentieren und zu rendern, sind die Sensoren die Schnittstelle zur ’rea-
len Welt’, mittels derer diverse Eingabeger¤ate abgefragt werden. Alle Objekte sind
sogenannte ’Fieldcontainer’, d.h. sie speichern alle objektspezischen Zustandsin-
formationen in Feldern. Um dies zu erm¤oglichen, werden per Mehrfachvererbung
Performer-Objekte mit Avangos Feldcontainer-Konzept vereinigt. Dadurch haben
alle Objekte ein einheitliches Interface f¤ur den Zugriff auf diese Felder (siehe Ab-
bildung 2.3).
Diese Felder k¤onnen, soweit sie kompatibel zueinander sind, miteinander ver-
kn¤upft werden. Somit entsteht ein Datenussgraph, der zur Beschreibung von in-
teraktiven und dynamischen Elementen eingesetzt wird. Die verkn ¤upften Felder
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leiten ¤Anderungen ihrer Werte sofort weiter, wobei Zyklen erkannt und aufgel ¤ost
werden. Sobald ein Feld einen neuen Wert erh¤alt, wird die notify-Funktion des
zugeh¤origen Fieldcontainers aufgerufen, die auf diese Wert¤anderung hinweist. Der
Fieldcontainer kann auf diese ¤Anderung reagieren und gegeben falls weitere Felder
manipulieren. Nachdem alle Nachrichten an alle Fieldcontainer f ¤ur den aktuellen
Frame weitergeleitet sind, wird die evaluate-Funktion der Fieldcontainer aufgeru-
fen, die mindestens eine Wert¤anderung in einem zugeh¤origen Feld hatten. Diese
Funktion erlaubt es den Fieldcontainern Aktionen durchzuf ¤uhren, die von mehr als
nur einem ge¤anderten Feld abh¤angig sind.
Sensoren sind die Schnittstelle von Avango zur ’realen Welt’. Sie kapseln den
Code der ben¤otigt wird, um auf beliebige Eingabeger¤ate zuzugreifen. Da sie nicht
direkt vom Performer abgeleitet werden, k¤onnen sie nicht in den Szenengraph in-
tegriert werden. Sobald ein Eingabeger¤at neue Daten bereitstellt, werden die ent-
sprechenden Felder des zugeh¤origen Sensors mit diesen gef¤ullt und anschließend
¤uber die Feldverkn¤upfungen von dem Sensor an die Knoten im Szenengraphen
weitergeleitet.
Avango unterst¤utzt verteilte Anwendungen indem der Szenengraph transparent
f¤ur den Entwickler auf allen Rechnern synchronisiert wird. Da aus Performance-
Gr¤unden alle beteiligten Parteien den Szenengraphen vollst¤andig lokal halten
m¤ussen, wird dieser als Kopie lokal auf den jeweiligen Rechnern dupliziert.
Durch die Skriptsprache Scheme steht dem Applikationsentwickler das kom-
plette API des Systems zur Verf¤ugung. Jedoch k¤onnen nur globale Empf¤anger f¤ur
Nachrichten des Systems oder einzelner Knoten angemeldet werden. Es gibt keine
M¤oglichkeit den Scriptcode direkt als Teil einer Knotenbeschreibung in die Szene
einzubetten.
2.2.3 dVS/dVISE
Die dVS Umgebung [47] ist ein kommerzielles System zur Entwicklung verteilter
komplexer VR-Simulationen. Der Schwerpunkt liegt auf Produktsimulation und
virtueller Produktentwicklung. dVs basiert auf einer Client-Server-Architektur und
verschiedenen, auf mehreren Rechnern verteilten Diensten (Actors), die die Simu-
lation und Visualisierung steuern.
dVS ist als Werkzeug gedacht, das verschiedende Dienste zur Verf ¤ugung stellt,
¤ahnlich wie ein Betriebssystem, die es den (verteilten) Actors erlaubt, miteinander
zu interagieren.
Das System bietet mehrere Standarddienste an, die die meisten Aufgaben
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in einem VR-System abdecken. Zu diesen Diensten geh¤oren ein Visual Actor
(zust¤andig f¤ur das Rendern der Szene), ein Body Actor ( Schnittstelle zwischen
User Applikation und an das System angeschlossenen Ger¤aten), ein Audio Ac-
tor, ein Tracker Actor (abstrahiert die Schnittstellen f ¤ur verschiedene unterst¤utzte
Trackingsysteme) und ein Collision Actor.
Kernst¤uck von dVS ist die Datenbank (VL), in der alle Objekte der aktuellen
Anwendung verzeichnet sind und auf die von den einzelnen Actors zugegriffen
werden kann, um Objekte zu erzeugen und zu manipulieren. Ein Objekt ist eine
Datenstruktur mit Attributen (data elds) und Methoden (u.a. create, update, dele-
te). Objekte werden manipuliert, indem die Actors verschiedene Events an die VL
senden, die diese dann auswertet und an die f ¤ur den jeweiligen Event registrierten
Objekte weiterleitet.
Applikationen f¤ur dVS k¤onnen auf zwei Arten entwickelt werden: mit dem
VCToolkit, einer C-Programmierschnittstelle, die von der unterliegenden verteil-
ten Architektur abstrahiert und es dem Entwickler erleichtern soll, sich auf die
Anwendung und nicht auf das System zu konzentrieren, und der high-level Skript-
sprache dVISE, die auch Nichtprogrammierern einen leichten Umgang mit dVS
erm¤oglichen soll.
Anwendungen mit dem VCToolkit werden erstellt, indem der Programmierer
Objekte erzeugt und diesen Events zuweist. ¤Uber Callback-Funktionen, die beim
System registriert werden, kann dann auf diese Events reagiert werden. Das Event-
handling ¤ubernimmt dabei das Toolkit. Zus¤atzlich besteht noch die M¤oglichkeit,
Timer callbacks zu denieren, die zu bestimmten Zeitpunkten ausgel ¤ost werden
und als Events an die sich daf¤ur angemeldeten Objekte weitergeleitet werden.
Im Gegensatz zum VCToolkit, das prim¤ar f¤ur C/C++-Entwickler gedacht ist,
bietet dVS mit dVISE eine Schnittstelle f¤ur Benutzer, die VR-Applikationen ent-
wickeln wollen, ohne dabei selbst programmieren zu m¤ussen. dVISE ist ein Ap-
plication Actor, der auf dem VCToolkit aufsetzt und ¤uber simple Script-Textles
gesteuert wird.
2.2.4 Lightning
Das VR-System Lightning [19][20] ist ein vom Fraunhofer Institut f ¤ur Arbeitswis-
senschaft und Organisation entwickelter Prototyp f ¤ur ein exibles Virtual Reality
System.
Auf unterer Ebene existieren verschiedene Module, um die Ein- und Ausgabe
unter einem Abstract Device Layer zu implementieren. Dazu geh¤oren der Visual
25
Abbildung 2.4: Lightning Systemarchitektur
Renderer, der Audio Renderer, das Force-Feedback-Modul, die Unterst ¤utzung f¤ur
Trackingger¤ate und andere Eingabeger¤ate.
Kernst¤uck von Lightning ist der Objektpool, der im Application Control Mo-
dule ¤uber dem Abstract Device Layer angesiedelt ist. Applikationen werden er-
stellt indem Objekte erzeugt, manipuliert und gel ¤oscht werden. Interaktion und
Verhalten der Applikation werden zum einen ¤uber Skriptsprachen (TCL) und zum
anderen ¤uber ein Event-Propagation-Konzept implementiert, das sich an VRML
bzw. X3D [143] anlehnt. Dieses Event-Propagation-Modell sorgt f ¤ur die Kommu-
nikation der einzelnen Objekte untereinander, indem es sie ¤uber sogenannte routes
miteinander verbindet.
Objekte in Lightning haben ein standardisiertes Interface f ¤ur die Kommunika-
tion untereinander. Sie besitzen spezielle Felder, sogenannte slots, die zur Eventbe-
handlung und -weiterleitung benutzt werden. Die Objekte und ihre Verbindungen
untereinander ergeben einen gerichteten Graphen, der einmal pro Frame der Ap-
plikation ausgewertet wird. Angefangen bei Sensoren, die Daten in den Graphen
hineinleiten (Eingabesensoren, Zeitsensoren, etc.), werden die Verkn ¤upfungen der
Objekte verfolgt und die Daten entsprechend an ihr Ziel weitergeleitet. Diese Zie-
lobjekte k¤onnen daraus unter Umst¤anden neue Daten f¤ur andere Objekte produ-
zieren, die weitergegeben werden. Das System besitzt eine einheitliche Update-
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Abbildung 2.5: Objektpool zur Organisation der Szeneelemente in Lightning
Funktion, die dazu dient, das Objekt durch Auswertung der in den slots eingetrof-
fen Daten auf den neuesten Stand zu bringen, und seine interne Repr¤asentation
(state) dementsprechend anzupassen. Diese Update-Funktion wird nur ausgef ¤uhrt,
falls tats¤achlich neue Daten beim Objekt eingetroffen sind. Wenn alle Verbindun-
gen und der daraus resultierende Informationsuss abgearbeitet ist und keine Daten
mehr zu verteilen sind, werden die Informationen f ¤ur die verschiedenen Rendering-
Subsysteme (Video, Audio) aufbereitet. Erst dann kann der n¤achste Schritt der Si-
mulation erfolgen .
Um die Objekte und Events im System zu steuern, existieren verschiedene
Kontrollmodule (managers). Der ’object manager’ k¤ummert sich um das Erzeu-
gen und L¤oschen der Objekte in der Applikation. Der ’route manager’ ist f ¤ur die
korrekte Weiterleitung der Events und der daraus resultierenden Daten zust¤andig,
w¤ahrend der ’device manager’ die existierenden Eingabeger¤ate ¤uberwacht und ab-
fragt.
2.2.5 Maverik
Maverik [58][57][59] steht f¤ur Manchester Virtual Environment Interface Kernel,
ein VR-System f¤ur large-scale Industrie-Applikationen und virtuelle Umgebungen,
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Abbildung 2.6: Das Propagieren von Nachrichten in Lightning
Abbildung 2.7: Maverik Systemarchitektur
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das am Department of Computer Science der University of Manchester entwickelt
wurde.
Maverik ist ein in C geschriebener Micro-Kernel, der in Anlehnung an das X-
Window-System die grunds¤atzlichen Funktionen eines VR-Systems bereitstellt. Es
ist wie ein Windowsystem aufgebaut, das anstatt 2D-Fenster 3D-Welten verwaltet:
Marverik besteht aus einer Anzahl an Bibliotheken, die die wichtigsten Funktio-
nen bereitstellen. Wie die g¤angigen 2D-Frameworks haben Marverikprogramme
eine Eventschleife, in die sich Applikationen durch die Denition und die Bereit-
stellung von Callbacks einklinken kann. S¤amtliche applikationsspezischen Daten
sind aus dem Kernel ausgelagert (Geometrien, Organisation der Daten, Verhaltens-
beschreibungen und deren Implementierung).
Der Kernel deniert Klassen von Daten und Objekten, die aus Variablen und
Methoden bestehen. F¤ur alle Methoden existieren default- Implementationen. Es
ist dem Applikationsentwickler m¤oglich die Default-Methoden zu benutzen, oder
bei Bedarf diese durch eigene Implementationen zu ersetzen. Die neuen Objekte
und Methoden werden beim Kernel registriert.
Der Kernel ist minimalistisch designt, so dass es aufwendig ist eine neue Ap-
plikation zu implementieren, die nur auf die vom Kernel bereitgestellten Features
zur¤uckgreift. Um den Aufwand zu verringern, existieren mehrere Hilfsfunktionen,
die in verschiedenen Bibliotheken untergebracht sind. Diese k¤onnen je nach den
Anforderungen der Applikation von den Anwendungen benutzt, angepasst oder
ersetzt werden. Die Hilfsfunktionen sind verschiedenen Aufgabenbereichen zuge-
teilt: Spatial Management System (SMS), Culling und Level of Detail Processing,
Constraintbased Manipulation, Eingabe, Navigation, Kollisionserkennung, Appli-
kationscode und externe Fileformate.
Applikationen in Maverick werden in C entwickelt. Die Applikation deniert
ihre Daten und stellt Funktionen ¤uber Callbacks bereit, ¤uber die der Kernel auf
die Daten zugreifen und sie manipulieren und darstellen kann. F ¤ur die g¤angigen
in VR-Systemen vorkommenden Aufgaben bietet der Kernel bzw. die mitgeliefer-
ten Hilfsbibliotheken default-Implementationen, die von der Anwendung genutzt
werden k¤onnen. Bei Bedarf k¤onnen diese Defaultmethoden durch eigene, besser
geeignete oder efzientere Methoden ersetzt werden. Das ist im Vergleich zu an-
deren Systemen mit relativ viel Aufwand verbunden, bietet aber ein hohes Maß
an Flexibilit¤at. Der Entwickler hat die M¤oglichkeit, die f¤ur seine Applikation ef-
zienteste Implementierung zu benutzen, da das System keinerlei Einschr¤ankung
hinsichtlich der internen Repr¤asentation der benutzten Daten und der mit diesen
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Abbildung 2.8: Beispielanwendung in Maverik
Daten arbeitenden Funktionen macht. Dies ist allein Aufgabe des Anwendungs-
entwicklers.
Um auf Eingabeger¤ate zugreifen zu k¤onnen, existiert im Kernel ein Mechanis-
mus, mit dem externe Ger¤ate wie Maus, Keyboard, Trackingsysteme mit 6 Frei-
heitsgraden oder auch Spracherkennung unterst ¤utzt werden k¤onnen. Dazu stehen
bis zu drei Callbackmethoden zur Verf¤ugung, die entweder von der Applikation
selbst oder, soweit bereits vorhanden, von dem Navigationsmodul bereit gestellt
werden. Die erste der drei Callbackmethoden ermittelt die Position des Eingabe-
ger¤ates in dessen lokalem Koordinatensystem, z.B. Pixelkoordinaten relativ zur
Position des aktuellen Fensters im Fall der Maus. Die zweite Callbackmethode
¤ubertr¤agt die zuvor ermittelten lokalen Koordinaten in das globale Koordinaten-
system der Anwendung. Die dritte Callbackmethode dient zur ¤Uberwachung von
Ereignissen die das Eingabeger¤at ausl¤ost, wie z.B. das Dr¤ucken von bestimmten
Tasten an dem Ger¤at. Welche dieser drei Callbacks implementiert werden, h¤angt
von der Art des Ger¤ates ab: bei einer Maus oder einem Tracker sind alle drei Me-
thoden notwendig, Keyboard oder Spracherkennung ben¤otigen lediglich die dritte
Methode, da die ersten Beiden f¤ur diese Art Ger¤at nicht deniert sind.
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Abbildung 2.9: VR-Juggler Systemarchitektur
2.2.6 VR-Juggler
VR-Juggler [17][18][103] ist eine VR-Library, die an der Iowa State University mit
dem Ziel entwickelt wurde, in portables und skalierbares VR-Entwicklungssystem
zur Verf¤ugung zu stellen. Der VR-Juggler bietet Unterst ¤utzung f¤ur CAVE-artige
Projektionssysteme, HMDs, Trackingsysteme, 3D-Maus und Cybergloves. Das Sy-
stem ist unterteilt in verschiedene Module (managers), die sich um genau denierte
Aufgaben wie Input, Network, und Display bzw. Ausgabe k¤ummern.
Der Kernel-Manager ist verantwortlich f¤ur die Kommunikation der einzelnen
’manager’ untereinander und bietet ein Interface f ¤ur die Applikationsentwicklung.
Durch diese Struktur k¤onnen einzelne Module (wie zum Beispiel das Renderingsy-
stem) mit minimalen Auswirkungen auf das restliche System ausgetauscht werden.
Die Applikationen haben ausschließlich ¤uber den Kernel-Manager Zugriff auf das
System.
Ein- und Ausgabemodule werden hinter generischen aber klassizierten In-
terfaces versteckt, so dass neue Ger¤ate durch Implementierung dieser Schnittstel-
len in das System integriert werden k¤onnen. Weitergehende Unterst ¤utzung f¤ur Be-
nutzerinteraktionen existieren jedoch nicht. Entwickler m¤ussen die Eingabeger¤ate
selbst ¤uberwachen (kein Event-Konzept), indem sie entsprechenden C++-Code f ¤ur
ihre VR-Applikationen schreiben. Es existiert keine Systemunterst ¤utzung f¤ur Kol-
lisionserkennung oder Objektverhaltensbeschreibungen. Diese m¤ussen bei Bedarf
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Abbildung 2.10: Statische Unreal Szenendarstellung
von der Applikation bereit gestellt werden. Applikationen werden in C++ geschrie-
ben. Das System sieht keine Skriptsprache oder andere, intuitivere M¤oglichkeiten
der Applikationsentwicklung vor.
2.2.7 Unreal Engine
Unreal Engine [130][106][129] ist ein kommerzielles Produkt von epic Games,
Inc. zur Entwicklung von 3D-Computerspielen aus der Perspektive des Spielers
mit Schwerpunkt auf Mehrspielermodi ¤uber Local-Area-Networks und Internet-
verbindungen. Das System stellt f ¤ur jede Spieleumgebung einen Server bereit, mit
dem die einzelnen Clients verbunden werden. Im Einzelspielermodus laufen Client
und Server auf demselben Rechner, w¤ahrend im Mehrspielermodus das Spiel auf
einem dedizierten Server l¤auft, an dem sich die Clients einloggen.
Jedes Spiel l¤auft in einem ’Level’ ab. Ein Level besteht aus Geometriedaten
und Actors. Ein Actor wird entweder vom Spieler oder von einem Script gesteuert;
im letzteren Fall deniert das Script, wie sich dieser Actor bewegt und mit anderen
Objekten interagiert. Der Server ist dabei f ¤ur die Applikationslogik (das Spiel)
verantwortlich. Er berechnet den Ablauf des Spiels und sendet die Daten an die
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Abbildung 2.11: Unreal Szene mit Interaktiven Element
Clients weiter. Die Clients rendern die Szene, fragen die Eingabeger¤ate (Keyboard,
Maus, Joystick) ab und schicken diese Daten zur ¤uck an den Server.
Zentral sind die Begriffe des ’Actors’ und des Zustands (’game state’). Ein Ac-
tor ist ein Objekt, das auf unterschiedlichen Arten den Zustand eines beliebigen
anderen (oder eigenen) Objektes ver¤andern kann wie zum Beispiel die vom Spie-
ler gesteuerten Figuren, vom Computer berechnete Gegner des Spielers oder auch
Objekte, die irgendwie beeinusst werden k¤onnen. Unter Zustand (’game state’)
eines Levels wird die Liste aller im Spiel bendlichen Actors und die Werte der
diesen zugeh¤origen Variablen zu einem bestimmten Zeitpunkt verstanden.
Um den Ablauf eines Spiels zu kontrollieren, teilt die Engine jede Sekunde in
mehrere gleich lang dauernde Frames ein, die normalerweise zwischen 1/100 und
1/10 Sekunde lang sind. Dies ist die kleinste Zeiteinheit (deltaTime) innerhalb der
alle Actors upgedated werden. Die deltaTime h¤angt direkt von der Geschwindigkeit
der CPU ab  je schneller diese ist, desto k¤urzer ein Frame.
Die Update-Schleife von Unreal Engine besteht aus drei zentralen Teilen:
• Der Server sendet den aktuellen Zustand des Spiels an die Clients.
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• Die Clients ¤ubertragen ihre ¤Anderungsw¤unsche an den Server, empfangen
die neuen Spielinformationen von diesem und rendern die aktuelle Szene.
• Sobald deltaTime Zeit verstrichen ist ruft jeder der Server die tick-
Funktion auf, die den neuen Status/Zustand des Spiels berechnet. Eine Zu-
stands¤anderung ist dabei das Erzeugen oder das L¤oschen eines Actors oder
das Ver¤andern einer Variable eines Actors.
Die tick-Funktion bringt alle Actors in der Szene auf den aktuellen Stand, infor-
miert sie ¤uber sie betreffende Events im Spiel und f¤uhrt bei Bedarf Scriptcode aus.
Haupts¤achlich wird die Unreal Engine f¤ur Spiele und Anwendungen auf ver-
teilten Systemen ¤uber das Internet genutzt, wo z.T. noch 28.8K Modems vorhan-
den sind, die vom Spiel unterst ¤utzt werden. Da die Menge an Daten, die zu einer
vollst¤andigen ¤Ubermittlung aller Zustandsinformationen des Spiels an jeden Client
n¤otig w¤aren die Bandbreite der meisten Spielteilnehmern bei weitem ¤ubersteigt,
werden nur die f¤ur die Darstellung beim Client relevanten Informationen an ihn
¤ubertragen. Daten von Actors, die außerhalb des Einussbereiches der aktuellen
Szene liegen, sind ¤uber¤ussig und werden nicht versendet.
Zur Applikationsentwicklung stehen zwei Methoden zur Verf ¤ugung: Geome-
triedaten wie das Layout der Levels oder neue Modelle f ¤ur Spielguren werden
mit Tools wie 3D-StudioMax und dem mitgelieferten UnrealEditor generiert. Die
eigentliche Applikationslogik wird mit UnrealScript erstellt, kompiliert und in das
System eingebunden.
UnrealScript ist eine objektorientierte Sprache, die stark an Java orientiert ist,
aber einige f¤ur Spieleprogrammierung n¤utzliche Unterschiede bzw. Erweiterungen
besitzt. In erster Linie sind das die einfache Unterst ¤utzung von zeit- und event-
basierten Zustandsdenitionen und -ver¤anderungen. Großer Wert wurde auf die
einfache Erweiterbarkeit des Spiels gelegt: durch die Vererbungstechnik k ¤onnen
vorhandene Klassen abgeleitet und ver¤andert werden. Die M¤oglichkeiten reichen
vom einfachen ¤Andern eines bestimmten Parameters im Spiel bis zur Denition
von komplett neuen Welten.
Unreal nutzt verschiedene M¤oglichkeiten Dynamik in die Level zu bringen:
benutzer- und eventbasiert. Die eventbasierte Dynamik wird mittels Triggern rea-
lisiert, die auf bestimmte Zustandsver¤anderungen reagieren. Dazu z¤ahlen Trigger,
die auf die N¤ahe eines (bestimmten oder unbestimmten) Objektes reagieren, sobald
die Entfernung zwischen diesen einen denierten Schwellenwert unterschritten hat
oder weitere, die auf die Kollision mit einem anderen Objekt reagieren. Eine be-
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Abbildung 2.12: X3D-Anwendung im Flux-Player
sondere Art dieser Trigger ist der TimeTrigger, der zu einer bestimmten Zeit nach
Beginn des Spiels ausgel¤ost wird; entweder einmalig oder in periodisch gleichen
Abst¤anden.
2.2.8 Flux und X3D-Systeme
Flux [87] ist ein Visualisierungssystem f¤ur X3D-Szenen [143]. Das System soll an
dieser Stelle als Beispiel f¤ur ein typisches modernes X3D-basiertes System stehen.
Das System h¤alt sich streng an den ISO-Standard und setzt diesen nahezu kom-
plett um. Somit kann es alle im Standard denierten Knoten verarbeiten und bietet
mit dem SAI-Interface eine standardkonforme Schnittestelle f ¤ur Scripte und exter-
ne Anwendungen. Das System ist als Web-Browser-Plugin konzipiert und erlaubt
dem Anwender lokale und auf Web-Servern vorliegende 3D-Szenen zu verarbei-
ten (siehe Abbildung 2.12). Es erm¤oglicht dem Benutzter komplexe Welten aku-
stisch und visuell zu erleben und interaktiv zu steuern. Es beinhaltet jedoch keine
Werkzeuge, diese zu erstellen. Dazu muss der Entwickler Werkzeuge einsetzen die
X3D-Szenen erzeugen k¤onnen, wie zum Beispiel Vizx3D [138].
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X3D ist ein ISO-Standard zur Beschreibung von interaktiven 3D-Szenen, der
gleichermaßen f¤ur Internetanwendungen, als auch f¤ur Intranets entworfen wur-
de. Ziel ist ein universelles Beschreibungsformat f ¤ur virtuelle Welten und Sze-
narien, die aus multimedialen Inhalten, wie dreidimensionale Graken und Au-
dio/Videobestandteilen, zusammengesetzt sind. Das Format beinhaltet die f ¤ur heu-
tige 3D-Anwendungen n¤otigen Grundfunktionalit¤aten wie hierarchische Trans-
formationen, Lichtquellen, Kamerapositionen, Geometriebeschreibungen, Anima-
tionen, Nebel, Materialeigenschaften der Komponenten und Texture mapping.
X3D kommt in unterschiedlichen Umgebungen zum Einsatz wie zum Bei-
spiel industrielle und wissenschaftliche Forschung und Entwicklung, Multimedia-
pr¤asentationen, Unterhaltung, Internetseiten und verteilte virtuelle Welten.
X3D ist in der Lage, statische und dynamische 3D- und Multimedia-Objekte
mit Verbindungen zu anderen Medien wie Text, Audio, digitale Filme und Bilder
darzustellen. Grunds¤atzlich deniert ein X3D-Dokument einen Baum von Objek-
ten, den sogenannten Knoten. Diese Knoten sind hierarchisch strukturiert und bein-
halten Ein- und Ausgabeschnittstellen ¤uber sogenannte Slots. Jeder Slot kann ent-
weder Nachrichten empfangen und versenden. Zur Modellierung von dynamischen
Ver¤anderungen verbindet der Anwendungsentwickler jeweils einen Ausgabe-Slot
mit einem Eingabe-Slot vom gleichen Datentypen mit einer Route. Neben Kno-
ten mit Standarttypen kann der Entwickler Script-Knoten mit anwendungsspezi-
schen Schnittstellen anlegen. Das Verhalten der Scripts (Reaktion auf Nachrichten,
Erzeugung von Ausgaben) sind in ECMAScript oder Java programmtechnisch zu
beschreiben.
X3D ist eine Erweiterung des VRML ISO Standards und beinhaltet alle Struk-
turen und Knotentypen der urspr¤unglichen Spezikation. Es erweitert den VRML
Standard vor allem in drei Bereichen:
Knotentypen Neue Knotentypen die es dem Entwickler erlauben neuartige Fea-
tures von Graphik-Hardware zu nutzen (zum Beispiel Multitexture), sowie
neue Knotentypen, um weitere Anwendungsfelder zu erschließen (zum Bei-
spiel NURBS Fl¤achenbeschreibungen).
Kodierung VRML spezizierte nur ein einzige von Inventor [127] abgelei-
tete text-basierte Kodierung der Welten. Die X3D-Spezikation beinhal-
tet drei unterschiedliche Kodierungen: VRML-Syntax, XML-basiert und
Bin¤ardaten.
Schnittstellen X3D vereinheitlicht mit der SAI (Scene Access Interface) den Zu-
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griff und Manipulation der Szenendaten auf Script Ebene und durch externe
Programme.
Im Großen und Ganzen ist X3D eine modernisierte Version von VRML. Viele
Aspekte der VRML Spezikation waren nicht eindeutig und sind in der X3D Spe-
zikation ausdr¤ucklich aufgenommen. Weiterhin wurde versucht einige globale
Ziele umzusetzen, um die Akzeptanz gegen¤uber VRML weiter zu erh¤ohen:
Erweiterbarkeit Das Format soll nicht im Standard vorgesehene Erweiterungen
und Elemente einfach erzeugt und integrieren k¤onnen.
Einfachheit der Entwicklung von Applikationen Die Sprache soll es externen
Programmen/Werkzeugen einfach machen, X3D-Dateien zu erstellen und zu
bearbeiten. Ein weiteres Ziel ist die m¤oglichst einfache Konvertierung von
existierenden 3D-Formaten von und nach X3D.
Komposition Kombination Bestehende Objekte in einer X3D-Anwendung sol-
len in der selben Anwendung oder in einer Anderen einfach wiederver-
wendet werden k¤onnen. Das X3D-Format soll so gestaltet sein, dass neue
Applikationen aus bereits bestehenden Objekten zusammengesetzt werden
k¤onnen.
Plattformunabha¨ngigkeit Ein existentiell wichtiges Kriterium ist, die Ein-
satzm¤oglichkeit auf einer großen Bandbreite verschiedener verf ¤ugbarer
Plattformen zu sichern.
X3D ist in der Lage, statische und dynamische 3D- und Multimedia-Objekte
in Verbindung zu anderen Medien wie Text, Audio, digitale Filme und Bilder
darzustellen. Werkzeuge zum Erstellen und Anzeigen von X3D-Applikationen
sind in einer großen Anzahl auf den unterschiedlichsten Plattformen verf ¤ugbar.
Grunds¤atzlich deniert ein X3D-Dokument einen Baum von Objekten, sogenann-
ten Knoten. Diese Knoten sind hierarchisch strukturiert und k¤onnen sich gegen-
seitig beeinussen. Die Hierarchie von Knoten wird im Allgemeinen Szenengraph
genannt.
2.3 Zusammenfassung
An dieser Stelle soll eine kurze tabellarische Zusammenfassung (siehe Tabelle
2.1 ) in Form einer Auistung der positiven und negativen Eigenschaften und
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Alice Avango dVise Ligthning Maverik VRJ Unreal Flux
Ereigniskanten - + - + - - - - ++
Scripting ++ + + ++ - - - + +
Skalierbarkeit - + - + - - - -
Ger¤ateunterst¤utzung - + + + + + - - -
Manipulatoren + - - - - - - +
Animation + + - + - - - + +
Tabelle 2.1: Klassikation der Eigenschaften der untersuchten VR-Systeme
F¤ahigkeiten der zuvor beschriebenen Systeme erfolgen. Daraufhin werden Anfor-
derungen f¤ur ein neuartiges System abgeleitet.
Ereigniskanten Wieweit unterst¤utzt das System den Nachrichtenaustausch zwi-
schen Knoten ¤uber Ereigniskanten. Diese Eigenschaft ist die Grundlage f ¤ur
moderne Flow-based-programming [95] Architekturen.
Scripting Die Eigenschaft, Teile der Applikation in eine Script-Sprache umzuset-
zen. Diese erlaubt dem Anwendungsentwickler zeitunkritisches Verhalten
plattformunabh¤angig und efzient zu programmieren.
Skalierbarkeit Wieweit l¤asst sich das System auf unterschiedlichsten Plattformen
einsetzen und wieweit nutzt das System die gegebenen Resourcen optimal
aus.
Gera¨teunterstu¨tzung Ist es m¤oglich, beliebige mehrdimensionale Ein- und Aus-
gabeger¤ate anzuschließen, die vor allem in immersiven Umgebungen zum
Einsatz kommen.
Manipulatoren Unterst¤utzt das System High-Level Sensoren, mit denen der Ent-
wickler interaktive Regionen in den Szenen unabh¤angig von den Eingabe-
ger¤aten denieren kann.
Animationen Wieweit unterst¤utzt das System Standardanimationen, wie zum Bei-
spiel Key-Frame Interpolationen f¤ur Transformationen und Koordinaten.
Die Anforderungen an Rahmensysteme f¤ur VR (Virtual Reality) und AR (Augmen-
ted Reality) haben sich ¤uber die letzten 15 Jahre stark ver¤andert. Das Design der
hier aufgef¤uhrten Systeme, war auf einzelne Applikationsgruppen und Laufzeit-
umgebungen zugeschnitten und vorwiegend durch Fragestellungen der Computer-
grak gepr¤agt. Durch den immer breiteren Einsatz von VR- und AR-Technologien
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in den unterschiedlichsten Anwendungen und der rasanten Entwicklung der Gra-
ksysteme in den letzten Jahren muss sich ein modernes Rahmensystem neuen
Aufgaben stellen. Diese Bereiche werden hier kurz aufgelistet und in den nachfol-
genden Kapiteln genauer untersucht und L¤osungen entwickelt.
Effiziente Modellierung von Applikationslogik und -dynamik
Neben klassischen, vorwiegend statischen VR-Anwendungen (z.B. Walkthrough)
muss das Rahmensystem dynamische Beschreibungen der VR-Welten in unter-
schiedlichen Formen unterst¤utzen, synchronisieren und verarbeiten. Neben einfa-
chen Logikmodellen zur Ablaufsteuerung muss die Umgebung Abstraktionen f ¤ur
komplexe Unterr¤aume (z.B. Simulatoren und Automaten) bereitstellen. Dazu sollte
ein efzientes und einheitliches Modell zur Modellierung von Verhalten und Dy-
namik geschaffen werden.
Flexible Interaktion und Sensorik
In Hinblick auf die Handhabe von Ein- und Ausgabeger¤aten lassen sich die hier
vorgestellten Systeme in zwei Gruppen einteilen. Systeme, die vorwiegend in im-
mersiven Umgebungen zum Einsatz kommen, bieten Schnittstellen, die es dem
Anwendungsentwickler erlauben, direkt auf die Daten der Ger¤ate zuzugreifen.
Sie bieten kaum Interaktionsmethoden an, die unabh¤angig von den Ger¤ateklassen
sind. Auf der anderen Seite, gibt es Systeme, die hochwertige Abstraktionen an-
bieten, aber auf der anderen Seite kaum Zugriff auf die Datenstr ¤ome der Ger¤ate
erm¤oglichen.
Ein modernes VR-System sollte dem Entwickler ein exibles Rahmensystem
f¤ur Interaktionsaufgaben zur Verf¤ugung stellen, das unterschiedliche Abstraktionen
bereith¤alt und anbietet.
Skalierbarkeit
Im Gegensatz zu den ersten VR-Anwendungen, die noch vorwiegend auf homoge-
nen Graphiksystemen implementiert waren, benutzen moderne Anwendungen in-
homogene Plattformen von unterschiedlichster Auspr¤agung (Workstation, PC oder
Handheld). Das Rahmensystem sollte somit die Eigenschaften der Laufzeitumge-
bung f¤ur die Anwendung abstrahieren, aber dennoch die Systemkomponenten und
Resourcen (z.B. multi-pipe, multi-processor) m¤oglichst optimal ausnutzen, um ein





Die Dynamik in MR-Applikationen beschreibt die anwendungsspezische
Ver¤anderung der 3D-Welt. Diese Ver¤anderungen werden entweder von exter-
nen (z.B. Benutzerinteraktionen) oder internen (z.B. zeitgebundenen) Ereignis-
sen angestoßen. Die eigentliche VR-Applikationsentwicklung beschreibt den Pro-
zess geeignete Mittel einzusetzen, um auf diese Ereignisse zu reagieren und
Ver¤anderungen zu steuern.
In diesem Kapitel wird ein neuartiges Modell von Graphen eingef ¤uhrt, das dem
Anwendungsentwickler erm¤oglicht, die Dynamik von MR-Applikationen efzient
zu modellieren.
3.1 Grundlagen
Die Untersuchung im vorangegangenen Kapitel hat gezeigt, dass nahezu alle aktu-
ellen VR- und AR-Systeme einen Szenengraphen [104] als Datenstruktur f ¤ur alle
visuellen Objekte und deren Attribute einsetzen.
Ein Szenengraph ist ein gerichteter, azyklischer Graph, der meist inhomogene
Knoten verbindet. Diese unterschiedlichen Knoten lassen sich grob in zwei Grup-
pen einteilen: Knoten die als Bl¤atter fungieren beschreiben im Allgemeinen sicht-
bare Objekte (z.B. ein Fahrzeug) oder deren Eigenschaften (z.B. Farbe und Textur).
Innere Knoten gruppieren und transformieren ihre Kinderknoten und bilden somit
eine Hierarchie von r¤aumlichen Beziehungen. Jeder Knoten besitzt einen Typen
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Abbildung 3.1: MR-Systemdesign mit applikationsspezischer Kontrolleinheit
pr¤agungen. Diese Typen sind im Allgemeinen nicht applikationsspezisch, son-
dern werden von dem MR-System bereitgestellt. Die konkreten Knoten beschrei-
ben somit eine 3D-Welt (die Szene), welche von dem Visualisierungssystem durch
geeignete Traversierung als 2D-Bild synthetisiert wird.
Ziel der MR-Applikation ist es, diese Szenenbeschreibung immer wieder neu
zu ver¤andern, so dass der Benutzer den Eindruck einer interaktiven und dynami-
schen Welt erh¤alt. Wenn man zur Vereinfachung die parallele Verarbeitung an die-
ser Stelle nicht ber¤ucksichtigt und sich auf einen Ausgabekanal beschr¤ankt, ergibt
sich daraus ein simples Applikationsmuster (siehe Abbildung 3.1).
Die Hauptschleife besteht aus der Steuereinheit (Controller), die die Welt
ver¤andert und dem Zeichner (Drawer), der die Welt abbildet. Der Controller
¤ubernimmt bei Bedarf neue Daten von den Eingabeger¤aten und m¤oglichen Simula-
toren und reagiert auf optionale zeitgesteuerte Ver¤anderungen (z.B. Animationen).
Er ver¤andert dementsprechend den Szenengraphen, dessen Knoten und vor allem
die Attribute der Knoten. Der Zeichner visualisiert daraufhin den aktuellen Zustand
des Szenengraphen. Der Controller und der Aufbau des Graphen sind somit appli-
kationsabh¤angig und m¤ussen f¤ur jede Anwendung neu implementiert werden. Die
Knotentypen sind dabei von dem Visualisierungssystem vorgegeben, jedoch sind












Abbildung 3.2: Kommunikationskan¤ale zwischen Knoten
3.2 Mehrdimensionale Graphen zur Modellierung der
Dynamik
In X3D[143], Lightning[20] und Avocado[134] wurde der allgemeine, f ¤ur VR-
Systeme typische Ansatz des Szenengraphen erweitert. Die Systeme erlauben, or-
thogonal zu den hierarchischen Kanten weitere Nachrichtenkan¤ale zwischen den
Knoten anzulegen. Diese Kan¤ale verbinden Aus- und Eingabe-Interfaces von unter-
schiedlichen Knoten. Diese Technik erlaubt es, Knoteninterfaces zu verdrahten,
und ist in der Komponententerminologie auch als connection-oriented program-
ming [131] bekannt (siehe Abbildung 3.2). Diese Technik wird auch erfolgreich
in anderen Bereichen, wie zum Beispiel in der Bildverarbeitung [70], zum Ge-
stalten von 2D-Benutzerschnittstellen [21] oder als Delegates&Events Pattern in
Programmiersprachen eingesetzt [82][77].
Die Anwendungsentwicklung besteht, ¤ahnlich wie in allen VR-Systemen die
einen Szenengraph benutzen, aus der Auswahl der geeigneten Knoten, deren Pa-
rametrisierung und der Festlegung der Beziehungen. Der Anwendungsentwickler
bestimmt aber nicht nur die in den meisten F¤allen statischen Hierarchiebeziehun-
gen, sondern mit den Nachrichtenbeziehungen zwischen den Komponentenschnitt-
stellen auch das dynamische Verhalten der Anwendung.
Dieses Design hat den entscheidenden Vorteil, dass es dem Applikationsent-
wickler erlaubt, neben den sichtbaren Objekten auch deren Verhalten zu modellie-
ren, und somit die Dynamik der Anwendung zumindest teilweise zu bestimmen.
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Jedoch haben die bisherigen Systeme zumindest drei entscheidende Nachteile:
Kein einheitliches Komponentenmodell Die Systeme setzen das eingef ¤uhrte
Komponentenmodell nicht systemweit ein, sondern nur f ¤ur Elemente der
Szene. Alle anderen Aspekte der Anwendung (z.B. Sensoren, Fenster, Pro-
zesse) werden mit separaten Strukturen und Mechanismen abgebildet.
Beschra¨nkung auf feste Kantentypen Die Systeme unterst ¤utzen Nachrichten
und Hierarchiekanten und schaffen somit eine starre Struktur mit zwei Kan-
tentypen. Sie generalisieren diesen Ansatz aber nicht um beliebige Kantenty-
pen, die abh¤angig von ihren Typen evaluiert werden. Neuartige Beziehungs-
typen, die zum Beispiel Kanten einf¤uhren um physikalische Kr¤afte [136][24]
oder constrains [56][35] abzubilden, sind nicht vorgesehen.
Beschra¨nkung auf explizite Kanten Die Systeme unterst ¤utzen nur explizit ange-
legte Beziehungskanten. Fr¤ohlich zeigt in seiner Arbeit [42], dass f¤ur die
Modellierung von autonomen Objekten explizite Kanten ungeeignet sind.
Deshalb deniert er in seiner Arbeit implizite Beziehungskanten, die zum
Beispiel durch r¤aumliche Abst¤ande oder Typengleichheit generiert werden.
Aus diesem Grund wird hier ein neues Modell eingef ¤uhrt: Jede Komponente be-
steht aus einer Parameterliste und einer Verhaltensbeschreibung. Sie kann beliebig
viele explizite oder implizite typisierte Beziehungen zu anderen Komponenten un-
terhalten. Die Kanten zwischen den Komponenten erf ¤ullen unterschiedliche Auf-
gaben und werden je nach Typ vom Laufzeitsystem ausgewertet. Daraus ergeben
sich mehrere Dimensionen an Beziehungsgraphen, die alle mit den gleichen Kom-
ponenten arbeiten. Eine Komponente kann dabei als Knoten in unterschiedlichen
Graphen zum Einsatz kommen.
Die Kontrolleinheit der Systemarchitektur ist somit ausschließlich f ¤ur den
Transport der Nachricht bzw. deren Kontrolle zust¤andig und v¤ollig applikations-
unabh¤angig (siehe Abbildung 3.3). Da ausschließlich alle Aufgaben innerhalb des
Systems ¤uber Komponenten und deren Beziehungen deniert sind, wird der Con-
troller komplett applikationsunabh¤angig und hat forthin drei grunds¤atzliche Haupt-
aufgaben:














Abbildung 3.3: Systemdesign mit applikationsunabh¤angiger Kontrolleinheit
• Graphen mit Komponenteninstanzen und typisierten Kanten in Na-
mensr¤aumen zu verwalten.
• Traversierungsmethoden anzubieten, die es erlauben unterschiedliche Kan-
tentypen auszuwerten und entsprechende Ver¤anderungen, wie zum Beispiel
Animationen, auf die Graphen anzuwenden.
Ein wichtiges Ziel dieser Architektur ist es, die Entwicklung von MR-
Applikationen efzienter zu gestalten. Verglichen mit den bisherigen Abstrakti-
onsmodellen f¤ur dynamische MR-Systeme ergeben sich diesbez¤uglich einige Ver-
besserungen, die unabh¤angig von den Laufzeitumgebungen und den konkreten be-
reitgestellten Komponenten sind.
Applikationsgerechte Abstraktion Es ist nicht mehr notwendig, dass der An-
wendungsentwickler die gleichen Schnittstellen und Abstraktionen wie der
Systementwickler einsetzt und voll beherrscht. Der direkte Zugriff auf Sy-
steminterna, wie zum Beispiel Stati des Graphiksystems oder Netzwerkver-
bindungen, sind f¤ur den System- und Komponentenentwickler essentiell, f ¤ur
den Anwendungsentwickler aber weniger interessant. Weiterhin ist es nicht
mehr notwendig, dass der Anwendungsentwickler die gleiche Hochsprache,
in diesem Fall C++, einsetzt. Der Anwendungsentwickler kann direkt ap-
plikationsgerechte Komponenten wie Fenster, Geometrien oder Zeitgeber
instanziieren und durch die Festlegung der Beziehungen die Dynamik der
Anwendung modellieren.
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Homogenita¨t fu¨r Anwendungsentwickler Alle Komponenten des Systems wer-
den einheitlich abgebildet. Eine Unterscheidung zwischen Szenenbeschrei-
bung und Konguration der Laufzeitumgebung wird nicht mehr vorgenom-
men. Es gibt unterschiedliche Graphen f¤ur unterschiedliche Aufgaben, die
aber alle dem gleichen Grundkonzept folgen.
Portabilita¨t der Anwendung Die Anwendungen bestehen aus einer Menge an
Komponentengraphen, deren Kanten zur Laufzeit traversiert und interpre-
tiert werden. Es ist m¤oglich, den Zustand der Komponenten und alle Ver-
bindungen zu jedem Zeitpunkt zu realisieren, und in einer XML-Datei ab-
zulegen. Diese Dateien k¤onnen in einer anderen Laufzeitumgebung, voraus-
gesetzt sie stellt die gleichen Komponententypen bereit, wieder eingelesen
werden. Somit sind die eigentlichen Applikationen unabh¤angig von der ein-
gesetzten Hardware und Softwareplattform und somit portabel.
In den weiteren Abschnitten dieses Kapitels werden die Techniken und Datenstruk-
turen vorgestellt und entwickelt, die es erlauben, dieses Konzept umzusetzen.
3.3 Komponentenauspr¤agungen und Erweiterbarkeit
Das System stellt Komponententypen in Pools bereit, wobei unterschiedliche Lauf-
zeitumgebungen unterschiedliche Typen beinhalten k¤onnen. Der Systemkern und
die darauf aufsetzenden Werkzeuge m¤ussen aus diesem Grund unabh¤angig von den
Schnittstellen einzelner Komponenten sein. Die Komponenten und ihre Schnitt-
stellen m¤ussen reektive sein, was bedeutet, dass sie zur Laufzeit ¤uber sich selbst
Auskunft geben k¤onnen. Weiterhin muss das System offen f¤ur zuk¤unftige Erweite-
rungen sein, die immer in Form von neuen Komponenten der Kantentypen entste-
hen.
3.3.1 Komponentenauspra¨gung, Identita¨t und Status
Komponenten sind Instanzen von Komponententypen, die jeweils einem Namens-
raum (siehe Abschnitt 3.5.1) zugewiesen sind. Sie besitzen einen eindeutigen nu-
merischen Identikator, der ¤uber die Namensr¤aume hinweg f¤ur das komplette Sy-
stem eindeutig ist. Die Auspr¤agung der Komponenten wird ¤uber den Status und die
Feldwerte bestimmt.
Im Gegensatz zu Knoten in herk¤ommlichen Szenengraphen besitzen die Kom-
ponenten einen genau denierten Status. Dies ist notwendig, da die Komponenten
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Abbildung 3.4: Zust¤ande einer Komponente
im Gegensatz zu klassischen Szenengraphknoten abh¤angig von ihren Verbindungs-
kanten Aufgaben ¤ubernehmen. Zum Beispiel sind Netzwerkverbindungen oder Da-
tenstrukturen f¤ur die Kollisionserkennung auf- bzw. abzubauen.
Jeder Knoten besitzt dabei zu jeder Zeit einen eindeutigen Status. Der Status-
wechsel (siehe Abbildung 3.4) wird dabei nicht explizit initiiert, sondern durch den
Auf- bzw. Abbau von Verbindungen zu anderen Knoten eingeleitet.
Die einzelnen Stati ergeben sich dabei wie folgt:
Creation Alle inneren Zust¤ande und Schnittstellen sind aufgebaut. Alle Felder
besitzen den im Typen denierten Standardwert. Der Knoten besitzt noch
keine Kanten. Es ist auch nicht m¤oglich, den Knoten mit anderen Knoten
¤uber solche zu verbinden.
Setup Alle Feldwerte der Schnittstelle, statische und ¤offentliche, k¤onnen ver¤andert
werden. Der Knoten besitzt keine explizite Kanten.
Realized Der Knoten wird explizit mit einem anderen Knoten verbunden. Es
k¤onnen weiterhin alle Werte von ¤offentlichen Feldern ver¤andert werden.
Live Der Knoten hat nicht nur Kanten, sondern ist mit einem Live-Graphen ver-
bunden. Ab sofort reagiert er auf Nachrichten und verarbeitet Ereignisse.
Disposed Der Knoten hat keine Verbindung zu anderen Knoten und alle weiteren
Verweise und Referenzen sind gel¤oscht.
Der aktuelle Status kann von jeder Komponente zur jeder Zeit erfragt werden. Die
einzelnen Status¤uberg¤ange rufen eine entsprechende Methode im Komponenten-
prozessor (siehe Abschnitt 3.3.4) auf, die vom Komponentenentwickler ¤uberladen
werden kann. Somit kann jeder Knotentyp individuell auf den Statuswechsel rea-
gieren, aber diesen nicht verhindern oder manipulieren.
Nur Knoten welche als Root Knoten in einem Kontext registriert sind (siehe
Abschnitt 3.5.2) wechseln automatisch von Creation ¤uber Setup und Realized zu
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LIVE. Sie denieren die ersten Knoten mit einem Live Status und dienen somit als
Grundlage f¤ur alle aktiven Teilnetze.
3.3.2 Komponentenschnittstellen, Felder und Slots
Die Komponentenschnittstellen sind durch Felder deniert. Diese Felder halten
zum Beispiel die Farben eines Materials, die Translation einer Transformation oder
Punktpositionen einer Geometrie.
Jedes Feld wird beschrieben durch einen Namen, einen Datentypen, m¤ogliche
Ein- bzw. Ausgabe-Slots und einen f¤ur die Komponenteninstanz eindeutigen nu-
merischen Identikator, der zur Maskierung von Zust¤anden zur Laufzeit benutzt
wird.
Grunds¤atzlich gibt es zwei unterschiedliche Feldarten:
Einzelwert-Felder (SingleValue-Fields) halten immer genau einen Wert von ei-
nem festen Datentypen. Sie besitzen in jedem Zeitpunkt einen g¤ultigen Wert,
auch wenn sie noch nicht beschrieben wurden.
Mehrwert-Felder (MultiValue-Fields) halten eine beliebige Anzahl, einschließ-
lich Null, an Werten eines festen Datentyps.
Die einzelnen Datentypen der Felder sind unabh¤angig von Komponententypen
und werden von dem System bereitgestellt. Ziel ist die Anzahl der Felddatenty-
pen m¤oglichst gering zu halten, um die Konvertierungsmatrix nicht unn¤otig aufzu-
bl¤ahen. Das System stellt alle f¤ur eine MR-Applikation g¤angigen atomaren Basis-
typen bereit (siehe Tabelle 3.1 ).
Felder denieren zum einen die Auspr¤agungen einer einzelnen Knoteninstanz
(zum Beispiel die Farbe eines Materials) und zum anderen die Schnittstellen zu an-
deren Komponenten. Die Schnittstelle einer ganzen Komponente ergibt sich dabei
aus der Summe der von den einzelnen Feldern angebotenen Ein- und Ausgabe-
Slots. Die Slots der Felder sind durch ihren Schnittstellentypen deniert:
Kein-Slot Das Feld kann ¤uber keine Kante mit anderen Felder verbunden werden.
Der Feldwert kann nur im Setup-Status des Knoten beschrieben werden.
Eingabe-Slot Das Feld kann implizit oder explizit mit Ausgabe-Slot Feldern ver-
bunden werden und dementsprechend Nachrichten empfangen.
Ausgabe-Slot Das Feld kann implizit oder explizit mit Eingabe-Slot Feldern ver-
bunden werden und dementsprechend Nachrichten versenden.
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String UTF-8 kodierte Text Daten
Time Zeit in Millisekunden
Bool Bin¤are Daten; wahr/falsch
Float Skalare Werte mit einfacher Genauigkeit
Double Skalare Werte mit doppelter Genauigkeit
Int32 Integer Wert
ColorRGB RGB kodierter Farbwert
ColorRGBA RGB+Alpha kodierter Farbwert
Vec2F Vektor mit zwei Komponenten und einfacher Genauigkeit
Vec3F Vektor mit drei Komponenten und einfacher Genauigkeit
Vec4f Vektor mit vier Komponenten und einfacher Genauigkeit
Vec2D Vektor mit zwei Komponenten und doppelter Genauigkeit
Vec3D Vektor mit drei Komponenten und doppelter Genauigkeit
Vec4D Vektor mit vier Komponenten und doppelter Genauigkeit
Rotation Rotation; Intern als Quaterion kodiert
Plane Ebene im Raum; Intern kodiert mit Punkt und Normale
Ray Ein Strahl; Intern kodiert mit Punkt und Richtung
Matrix4f Matrix mit 4x4 Komponenten und einfacher Genauigkeit
Matrix4d Matrix mit 4x4 Komponenten und doppelter Genauigkeit
Image 1D/2D/3D-Bilddaten kodiert mit RGBA Pixeln
Sound PCM kodierte Audiodaten
NodeRef Referenz zu einem Knoten/Komponente
Tabelle 3.1: Vom System bereitgestellte Felddatentypen
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Ein/Ausgabe-Slot Das Feld kann sowohl Nachrichten empfangen als auch ver-
senden.
Wie in der Einleitung dieses Kapitels erl¤autert ist die Idee der Slots nicht neu, son-
dern wird schon in vielen Bereichen eingesetzt. Jedoch gibt es zwei entscheidende
Verbesserungen gegen¤uber der gebr¤auchlichen VRML/X3D-Spezikation:
• Es gibt nicht nur einen Kantentypen und somit m¤ussen die Slots sich f¤ur eine
Teilmenge aller Kantentypen registrieren.
• Es ist erlaubt Slots mit unterschiedlichen Datentypen zu verbinden (z.B.
Vec3f mit Float). Das System stellt eine Konvertierungsmatrix bereit, deren
einzelnen Eintr¤age zur Laufzeit parametrisiert werden k¤onnen.
Zwei Felder, die einen Augabe-Slot und einen Eingabe-Slot bereitstellen, k ¤onnen
direkt verbunden werden, vorausgesetzt der Kantentyp ist in beiden Teilmengen
registriert. Dazu wird ein Kanten-Objekt generiert, das direkt zwei Felder referen-
ziert und somit verbindet (siehe Abschnitt 3.6).
3.3.3 Statische und dynamische Felder
Die meisten Felder sind statische Felder was bedeutet, dass sie als Teil der Kno-
tendeklaration deniert werden. Dar¤uber hinaus muss es aber m¤oglich sein, die
Schnittstellen von Komponenteninstanzen dynamisch erweitern zu k¤onnen.
Somit ist es notwendig, dass nicht nur der Knoten bzw. Komponententype eine
reektive Schnittstelle besitzt, sondern auch die einzelne Instanz Auskunft ¤uber
ihre Felder und deren Eigenschaften gibt.
3.3.4 Erweiterbarkeit
Eine der wichtigsten Voraussetzungen f¤ur alle offene System ist die gernerelle Er-
weiterbarkeit. Um das Kernsystem und darauf aufsetzende Module unabh¤angig von
konkreten Komponententypen gestalten zu k¤onnen, werden Mechanismen einge-
setzt, die es dem System erlauben Komponentenschnittstellen und deren Eigen-
schaften zur Laufzeit zu erfragen. Dazu ist es notwendig, Strukturen anzulegen,
die wiederum Auskunft ¤uber andere Strukturen geben. Diese reektiven Schnitt-
stellen [84] sind die Grundlage f¤ur alle Verfahren, die einen generischen Zugriff
auf Komponenten und deren Felder ben¤otigen. Dazu z¤ahlen zum Beispiel das An-
legen der Kanten, die Traversierung der Graphen, das Lesen und Schreiben der
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Abbildung 3.5: Strukturen zur Verwaltung der reektiven Schnittstellen von Kom-
ponenten
Graphen, das Senden und Empfangen von impliziten Nachrichten und alle graphi-
schen Benutzerschnittstellen.
Damit jede Komponente auch aufndbar ist wird f ¤ur jeden Komponententyp
eine NodeType Instanz in der NodeTypeFactory registriert (siehe Abbildung 3.5).
Jedes NodeType Objekt beinhaltet den Komponentennamen, eine Methode zum
Erzeugen von Komponenten und eine Liste von Feldbeschreibungen, die alle At-
tribute der statischen Felder eines Typen beinhalten. Wird die NodeFactory auf-
gefordert eine Komponente zu generieren, sucht sie sich ein passendes NodeTy-
pe aus den internen Typenbaum und benutzt die create Methode, um eine Kom-
ponente zu generieren. Ist der geforderte Typ nicht bekannt, wird versucht die
Komponentenbeschreibung und deren Implementierung als Prototype oder Native-
Implementierung nachzuladen (siehe Abschnitt 3.4).
Die konkreten Komponenten sind mit Hilfe von zwei Klassen implementiert.
Eine typspezische Spezialisierung der Node-Klasse beinhaltet alle reektiven und
direkten Schnittstellenbeschreibungen und ist nur von diesen abh¤angig. Das Ver-
halten der Komponente und damit die Methoden um auf Nachrichten oder Zu-
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stand¤anderungen zu reagieren werden in einer Prozessor-Klasse implementiert. Die
Prozessor-Klassen sind als Spezialisierung der NodeProc-Klasse deklariert. Diese
Trennung hat zwei entscheidende Vorteile:
• Sollten sich die Schnittstellen ¤andern, muss nur die Node-Spezialisierung
neu erzeugt werden. Die Funktionen zur Behandlung von Nachrichten und
Zustands¤anderungen sind davon unabh¤angig.
• F¤ur einen Knoten k¤onnen die Prozessoren zur Laufzeit ausgetauscht wer-
den, um zum Beispiel unterschiedliche Verhalten oder Implementierungen
f¤ur unterschiedliche Graphikbibliotheken abzubilden.
Systemerweiterungen werden als neue Komponenten zur Verf ¤ugung gestellt. Die
Komponenten k¤onnen zur Laufzeit nachgeladen werden. Dabei werden die reek-
tiven Schnittstellen und der NodeType in der NodeFactory registriert und stehen
danach der Anwendung zur Verf¤ugung.
3.4 Deklaration und Implementierung von Komponen-
tentypen
Die Anwendung besteht aus Komponenten und deren Beziehung. Der Anwen-
dungsentwickler instanziiert Komponenten aus dem vom System zur Verf ¤ugung
gestellten Pool von Komponententypen. Dar¤uber hinaus gibt es mehrere
M¤oglichkeiten neue Komponententypen zu erzeugen, um entweder neue Technolo-
gien einzubinden, applikationsspezische Typen zu entwickeln oder Komponenten
durch abstrakte Typen zu klassizieren.
3.4.1 Erweiterung der Basisknoten
Wie in dem vorangegangen Abschnitt dargelegt, besteht eine Komponente aus ei-
ner Node und NodeProc Spezialisierung. Das Node-Objekt beinhaltet nur die direk-
ten und die generischen Schnittstellenbeschreibungen und generische Funktionen,
um auf Felder oder Zust¤ande zugreifen zu k¤onnen.
Um die Erstellung der Node-Klasse zu vereinfachen, wird eine systemspezi-
sche Schnittstellenbeschreibungssprache (NodeDescriptionFormat, NDF) ¤ahnlich
zu der Corba/IDL eingef¤uhrt. Diese Sprache erlaubt es, alle Parameter eines Kom-
ponententypen, wie zum Beispiel Vererbung und Feldbeschreibungen, in einem
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Abbildung 3.6: Graphisch-interaktives Werkzeug zu Erstellung der reektiven
Schnittstellen
XML-File zu denieren. Es wurde ein graphisch-interaktives Werkzeug erstellt,
das es dem Entwickler erlaubt, die Schnittstellen interaktiv zu beschreiben (sie-
he Abbildung 3.6). Zur Generierung der Schnittstellen- und Funktions-Klassen
wird ein Compiler bereitgestellt, der entsprechenden C++ Programmcode erzeugt.
Der Entwickler muss das Skelett mit der gew¤unschten Funktionalit¤at f¤ullen und
der Laufzeitumgebung zur Verf¤ugung stellen. Dazu muss der Entwickler den Pro-
grammcode f¤ur die Zielplattform ¤ubersetzen und in Form eines nachladbaren Mo-
duls bereitstellen. Er kann mehrere Komponenten in einem Paket zusammenf ¤ugen
und das Paket komplett in der Laufzeitumgebung nachladen.
3.4.2 Implementierung durch Scrnipt-Sprachen
Zur Erstellung von Prototypen oder f¤ur die Entwicklung von applikationsspezi-
schen Verhalten kann es sinnvoll sein, die Funktionalit¤at von Komponenten in eine
Skriptsprache umzusetzen. Das hat den Vorteil, dass die Implementierung plattfor-












Abbildung 3.7: Deklaration von Komponenten durch Aggregation
len.
Dazu wird eine NDF Beschreibung erzeugt, die in diesem Fall keinen C++-
Code generiert, sondern eine Typbeschreibung, die direkt Skriptcode zum Behan-
deln von Nachrichten beinhaltet. Diese Funktionalit¤at wird dann einmalig beim
Einlesen der Komponentenbeschreibung ¤ubersetzt und dem System zur Verf¤ugung
gestellt.
Komponenten haben Zugriff auf alle Nachrichten und deren Inhalt, k ¤onnen
aber nicht auf die untersten Systemschnittstellen, wie zum Beispiel den Darstel-
lungsgraphen, zugreifen. Aus diesem Grund und aus dem schlechteren Laufzeit-
verhalten eignen sich Scriptimplementierungen vor allem zum Generierung von
applikationsspezischen Komponenten, die technologisch weniger anspruchsvoll
sind.
3.4.3 Aggregation
Um die Wiederverwendung von Teilgraphen zu vereinfachen, k ¤onnen diese zu
einer neuen Komponente zusammengefasst werden. Dabei wird ein neuer Kom-
ponententyp speziziert, registriert und der Teilgraph als Prototyp abgelegt. Die
eingeschlossenen Schnittstellen f¤ur Kanten k¤onnen teilweise nach außen gegeben
werden und denieren somit die Schnittstellen der neuen Komponente (siehe Ab-
bildung 3.7). Zur Instanziierung wird der Prototypen-Teilgraph in einen eigenen
Namensraum kopiert und als eigenst¤andige Komponente zur Laufzeit behandelt.
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3.5 Namensr¤aume und Laufzeit-Kontext
F¤ur den Aufbau von nicht-trivialen Szenen und Applikationen ist es
w¤unschenswert, dass der Applikationsentwickler explizit und implizit durch Proto-
typen Komponenteninstanzen gegeneinander abgrenzen kann. Wenn zum Beispiel
eine Szene mehrere Modelle von unterschiedlichen H¤ausern beinhaltet, sollte das
System in der Lage sein f¤ur jedes Haus eine Komponente mit dem Namen Dach zu
verwalten.
Zu diesem Zweck werden an dieser Stelle Namensr¤aume f¤ur Komponenten
eingef¤uhrt, die ¤ahnlich zu den Namenr¤aumen in modernen Programmiersprachen
(zum Beispiel C++) funktionieren. Der Unterschied ist, dass in Programmier-
sprachen Namensr¤aume Deklarationen abgrenzen und in diesem Fall Instanzen in
R¤aume aufgeteilt werden.
Grunds¤atzlich sind alle Namensr¤aume unabh¤angig von den darin registrier-
ten Komponenten. Jedoch gibt es zwei spezielle Namensr¤aume, die direkt an den
Laufzeit-Kontext gebunden sind und die ersten Namensr¤aume mit aktiven Knoten
denieren.
Die Auspr¤agungen der Namensr¤aume und das Zusammenspiel mit dem
Laufzeit-Kontext wird in den folgenden Abschnitten n¤aher erl¤autert.
3.5.1 Hierarchie von typisierten Namensra¨umen
Ein Namensraum beinhaltet einen Teilgraphen bestehend aus Komponenteninstan-
zen und Kanten. Dar¤uber hinaus besitzt er selbst wieder einen Namen und eine
Liste von Komponententypen. Die Liste der Komponententypen bestimmt die Art
der Komponenten, welche in diesem Namensraum registriert werden k ¤onnen. Jede
Komponente ist zu einem Zeitpunkt bei genau einem Namensraum registriert, wo-
bei es m¤oglich ist, dass die Komponente den Namensraum zur Laufzeit wechselt.
Um Namensr¤aume adressieren zu k¤onnen, sind sie im Allgemeinen als Kind
eines bereits bestehenden Namensraumes deniert. Da dies rekursiv geschehen
kann, entsteht eine Hierarchie von Namensr¤aumen. In Abbildung 3.8 existieren
Insgesammt drei Komponenten mit dem Namen A. Da sie in drei unterschiedli-
chen Namensr¤aumen registiert sind ist es eine g¤ultige Benamung.
Weiterhin gibt es spezielle Namensr¤aume die keinen Vater besitzen, sondern
direkt mit dem Laufzeit-Kontext verbunden sind. Die Aufgabe dieser speziellen













Abbildung 3.8: G¤ulige Hierarchie von Namensr¤aumen
3.5.1.1 Szene
Der Szenen-Namensraum deniert die Wurzel f ¤ur alle Namensr¤aume die Kom-
ponenten beinhalten, welche die aktive virtuelle Welt beschreiben. Sie beinhalten
ausschließlich Komponenten die von Typen SceneBaseNode abgeleitet sind. Um
den Einsatz von Modellierungssystemen wie 3DMax [8] und Maya [3] zu ver-
einfachen, wird die X3D-Spezikation [143] als Grundlage f ¤ur alle in der Szene
erlaubten Knoten benutzt. Die X3D-Spezikation unterst ¤utzt bereits einen Szenen-
graphen und Feldverbindungen zum Austausch von Nachrichten zwischen Kompo-
nenten. Aus diesem Grund ist der Standard hervorragend als Grundlage geeignet.
Die wichtigsten Typen lassen sich in die folgenden Gruppen einteilen:
Timer Komponenten, die auf zeitliche Ver¤anderungen reagieren und entsprechend
ihrer Konguration Ausgangssignale erzeugen.
Sensoren Knoten, die auf Benutzerinteraktionen oder Ver¤anderungen im Graphen,
zum Beispiel die Kollision von zwei Objekten, reagieren und entsprechend
ihrer Auspr¤agung Nachrichten verschicken.
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Logikbausteine Simple Logikkomponenten, wie zum Beispiel FlipFlops und
Schranken zur Steuerung der Applikation.
Interpolatoren Funktionskomponenten, die mit Hilfe von linear denierten Teil-
funktionen einen Eingabewert in einen Funktionswert ¤uberf¤uhren.
Visuelle Komponenten Traditionelle graphische Objekte, wie Geometrien und
Materialien.
Akustische Komponenten Objekte zur Beschreibung von dreidimensionalen
akustischen Welten.
Gruppen Komponenten, die andere Instanzen gruppieren. Dazu geh ¤oren auch
Transformationsknoten, welche Teilgraphen in der visuellen oder akusti-
schen Welt transformieren.
Script Denieren Script-Knoten, deren Verhalten nicht in C++ sondern einer
Scriptsprache, wie zum Beispiel ECMAScript [36] oder Java [48], deniert
sind.
Inline Denieren einen Kind-Namespace, dessen Knoten aus einem als URL mit-
gegebenen Stream aufgebaut werden.
Durch die Inlines ist es m¤oglich, rekursiv eine beliebige Anzahl von Kinderna-
mensr¤aumen in der Szene zu denieren. Diese k¤onnen immer direkt ¤uber die Szene
adressiert werden.
Es k¤onnen beliebig viele Szene-Namensr¤aume bestehen, jedoch gibt es immer
nur einen aktive Scene pro Laufzeit-Kontext.
3.5.1.2 Engine
Grunds¤atzlich ist die Szene eine interaktive, akustische und visuelle Welt, die un-
abh¤angig von den Ein- und Ausgabeumgebungen, zum Beispiel Cave [30] oder
Desktop, ist. Die Sensoren sind alle unabh¤angig von den entsprechenden Eingabe-
ger¤aten und somit umgebungsunabh¤angig (siehe Kapitel 4).
Der Engine Namespace beinhaltet alle Komponenten, die zur applikationsun-
abh¤angigen Beschreibung und Konguration der Laufzeitumgebung ben ¤otigt wer-
den. Das sind unter anderem Knoten, welche sequenzielle und parallele Abl¤aufe,
Ger¤ate und Ger¤ateklassen oder Fenster und Cluster spezizieren.
Die wichtigsten Typen lassen sich in die folgenden Gruppen aufteilen:
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Jobs Denieren Teilaufgaben, die in einem Durchlauf entweder sequenziell oder
parallel abgearbeitet werden. Dazu geh¤oren das Einlesen von Eingabe-
ger¤aten, das Bereitstellen von Netzwerkschnittstellen oder das Rendering
selbst.
DeviceHandler Denieren das Mapping f¤ur externe Ger¤ateabstaktion (siehe auch
Kapitel 4) auf die Label der internen Sensoren.
Windows Denieren Lokale oder Cluster-Windows.
Viewports Denieren Ausschnitte innerhalb eines einzelnen Windows, die f ¤ur die
Darstellung der Szenen genutzt werden.
CameraModifier Deniert Modikationen auf der aktuellen Kamera bzw. View-
points. Diese Modikationen erlauben es zum Beispiel unterschiedliche Ste-
reo oder Tile-View-Parameter zu setzen.
Alle Abl¤aufe innerhalb der Engine lassen sich ¤uber die Kanten zwischen den Kom-
ponenten denieren. Zum Beispiel steuern Nachrichten die sequenzielle und par-
allele Abarbeitung von Jobs.
Es k¤onnen beliebig viele Engine-Namensr¤aume bestehen, jedoch gibt es immer
nur eine Engine aktive pro Laufzeitkontext.
3.5.1.3 Prototypen-Deklarationen und Instanzen
Prototypen Deklarationen beinhalten Namensr¤aume mit Teilgraphen, die durch
Aggregation einen neuen Typen beschreiben. Wird dieser Prototyp instanziiert,
wird ein weiterer Namensraum erzeugt und die Komponenten der Deklarati-
on kopiert. Dies kann rekursiv geschehen, womit eine neue Hierarchie an Na-
mensr¤aumen entsteht.
3.5.2 Laufzeit-Kontext
F¤ur Laufzeitumgebungen ist es w¤unschenswert, dass sie genau einen Zugangspunkt
f¤ur alle globalen Einstellungen, wie zum Beispiel die aktuellen Au¤osungswert
(siehe Kapitel 5) f¤ur die skalierbaren Darstellungsverfahren, und Verweise auf alle
aktiven Namensr¤aume hat.
Zu diesem Zweck stellt das System einen Laufzeit-Kontext bereit. Er verweist
immer genau auf einen aktiven Engine-Namensraum und eine aktive Szene. Der
Laufzeit-Kontext wird von der Laufzeitumgebung generiert und verwaltet.
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3.6 Typisierte Kanten und Nachrichtenverarbeitung
Als Grundlage f¤ur den in Abschnitt 3.2 vorgestellten mehrdimensionalen Graphen
dienen die typisierten Kanten. Diese Kanten werden prim¤ar genutzt, um Beziehun-
gen und Nachrichtenkan¤ale zwischen Knoten zu denieren. An dieser Stelle sollen
die Auspr¤agungen der Kanten und die Nachrichtenverarbeitung weiter diskutiert
werden.
3.6.1 Typisierte Kanten
Alle Kanten besitzen einen Typ, der die Knotenbeziehung deniert und die Funkti-
on der Kante bestimmt. Sie verbinden immer zwei Knoten beziehungsweise deren
Felder. Grunds¤atzlich werden explizite und implizite Kanten unterschieden:
Explizite Kanten Explizite Kanten werden entweder vom Benutzer oder vom Sy-
stem f¤ur interne Aufgaben angelegt. Sie verbinden genau zwei Felder bzw.
Slots und bestehen, bis sie explizit gel ¤oscht werden.
Implizite Kanten Implizite Kanten werden ausschließlich vom System angelegt
und wieder gel¤oscht. Die Verbindungen sind nicht permanent, sondern nur
f¤ur einen einzigen Durchlauf g¤ultig. Nur solange sind die Komponenten ver-
kn¤upft. Dadurch ist es zum Beispiel m¤oglich, Daten an alle Komponenten zu
schicken, die einen geometrischen Abstand nicht ¤uberschreiten.
3.6.2 Nachrichtenverarbeitung und Synchronisation
Wird ¤uber eine Kante eine Nachricht an eine Komponente geschickt, so deniert
die Verhaltensbeschreibung der Implementierung, sei sie in C++ oder einer Script-
sprache, die Reaktion. Im Allgemeinen pr¤uft bzw. konvertiert und verarbeitet die
Komponente die Nachricht. Dabei ist es m¤oglich, dass sie direkt ihren inneren
Zustand ¤andert und beliebig viele Nachrichten ¤uber andere Kanten verschickt.
Dar¤uber hinaus gibt es die M¤oglichkeit, einmal pro Frame auf alle Ver¤anderungen
zu reagieren. Zu diesem Zweck werden zwei neue Methoden im Knotenprozessor
bereitgestellt, welche bei Bedarf zu ¤uberladen sind.
fieldChanged Wird bei jeder Nachricht oder Feld¤anderungen in den aktiven Kno-
ten aufgerufen. Aufgabe der Methode ist es, direkt auf die Nachricht zu rea-
gieren.
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nodeChanged Wird einmal pro Durchlauf f¤ur alle Komponenten aufgerufen, die
mindestens eine Nachricht und oder eine Feld¤anderung im aktuellen Durch-
lauf erfahren haben.
3.7 Traversierung der Graphen
Alle Systeme, die einen Szenegraph zur Darstellung oder Manipulation von virtu-
ellen Welten einsetzen, stellen Funktionen und Objekte zur Traversierung des Gra-
phen bereit. Dabei durchlaufen diese Objekte die Knotenhierarchie rekursiv, um
unterschiedliche Aufgaben auszuf¤uhren. Es gibt in der Literatur unterschiedliche
Namen f¤ur diese Objekte, der gebr¤auchlichste ist Action.
In den bisherigen Systemen wurden die Action-Objekte nur auf die Szenen-
hierarchie eingesetzt. Durch die in dieser Arbeit vorgestellte Multi-Graphen Ar-
chitektur, bestehend aus Komponenten und unterschiedlichen Kantentypen, muss
das bisherige Konzept erweitert und angepasst werden. Zu diesem Zweck werden
die Action-Objekte so deniert, dass die Instanzen ¤uber eine Liste von Kantentypen
parametrisiert werden k¤onnen. Mit Hilfe dieser Liste ist es nun m¤oglich die Action
nur auf einem Einzelnen, einer Auswahl oder auf allen Kantentypen arbeiten zu
lassen.
Grunds¤atzlich benutzten die Objekte beim Traversieren Methoden der Klas-
senprozessoren (NodeProc-Klassen, Abschnitt 3.3.4). Dabei werden f ¤ur jede Ac-
tion unterschiedliche Methoden aufgerufen, die in den einzelnen Klassen separat
¤uberladen werden k¤onnen. Aufgabe dieser Methoden ist es, anhand der Action-
Parameter die n¤achste Kante auszuw¤ahlen und an die Action weiterzugeben.
Zus¤atzlich k¤onnen beliebige weitere Arbeitsschritte vor oder nach der weiteren
Traversierung platziert sein. Durch den Austausch der Klassenprozessoren ist es
m¤oglich, dieses Verhalten zur Laufzeit anzupassen.
F¤ur Rendering-Systeme, wie OpenSG [65] oder Performer [111], ist das wich-
tigste bei der Traversierung sicherlich die Synthetisierung von Bildern. Dabei tra-
versiert eine Render-Action den Baum und steuert, neben der Auswahl an sichtba-
ren Objekten und dem Minimieren der Zustandswechsel, die Zust¤ande und Parame-
ter der Graphikhardware. Das hier vorgestellte Rahmensystem steuert die Graphik-
hardware nicht direkt, sondern synchronisiert f ¤ur diese Aufgabe einen speziellen,
f¤ur den Anwendungsentwickler unsichtbaren OpenSG-Graphen. Die Actions sind
vorwiegend Funktionen, die der System- und Applikationsentwickler frei einsetzen
kann, um den Graphen zu untersuchen oder zu manipulieren:
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CollectAction Traversiert den Graphen und sammelt alle Knoten deren Typen mit
einer in der Action spezizierten Liste ¤ubereinstimmen.
CopyAction Kopiert einen Graphen mit allen Komponenten und Kanten
NameSpaceTransferAction Traversiert den Graphen und ¤uberf¤uhrt die besuchten
Knoten von einem Namensraum in einen anderen.
TransformAction Erm¤oglicht unterschiedliche Transformationen und Optimie-
rungen auf den besuchten Knoten zu initiieren.
SerializeAction Ist die Basisklasse f¤ur unterschiedliche Actions, die es erlauben
den Graphen zu serialisieren, um ihn in einer Datei zu speichern oder ¤uber
das Netzwerk zu ¤ubertragen.
Alle Actions k¤onnen so konguriert werden, dass sie ¤uber Namensr¤aume hinweg
arbeiten und den Komponenten-State (siehe Abschnitt 3.3.1) ber ¤ucksichtigen.
3.8 Netzwerktransparente Schnittstellen
Das bisher vorgestellte Applikationsmodell geht davon aus, dass die komplette
Anwendung innerhalb des Systems unter dessen Kontrolle abl¤auft. F¤ur eine Viel-
zahl von Applikationen ist es aber notwendig, dass sie Teile des Graphen oder
der Komponentenparameter durch externe Schnittstellen manipulieren k ¤onnen. Sy-
stem¤ubergreifende Schnittstellen werden zum Beispiel zum Anschluss von exter-
nen graphischen Benutzerschnittstellen ben¤otigt oder bei Simulationssystemen, die
das System als Visualisierungssystem einsetzen.
Diese externen Schnittstellen werden als netzwerktransparenter Application-
Service (Siehe Abbildung 3.9) vom System bereitgestellt. Sie setzen einen
ZeroConf-kompatiblen [133] Mechanismus ein, um ihre Dienstleistungen netz-
werktransparent anzubieten. Daneben existieren Werkzeuge welche die ZeroConf
Nachrichten und somit die Diestleistungen selbst ¤uber einen speziellen Web-Server
zu verf¤ugung stellen (siehe Abbildung 3.10). Diese dynamisch generierten HTTP-
Seiten erlauben es dem Anwender Dienstleistung auszuw¤ahlen und zu ¤uberwachen.
Prinzipiell bieten alle Dienstleistungen die gleichen Funktionen an:
• Erzeugen/L¤oschen von Komponenten
• Erzeugen/L¤oschen von Kanten
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Abbildung 3.9: Application und System-Services
Abbildung 3.10: Dynamische Liste aller Verf ¤ugbaren Service-Schnittstellen
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• Erzeugen/L¤oschen von KomponentenTypen
• Senden/Empfangen von Nachrichten
• Setzen/Lesen von Feldern
Die Schnittstellen der Funktionen sind immer applikationsunabh¤angig, jedoch er-
lauben sie den applikationsabh¤angigen Graphen zu manipulieren. Das System stellt
f¤ur unterschiedliche Anforderungen drei Service-Netzwerkschnittstellen bereit, die
in den weiteren Abschnitten genauer erl¤autert werden. Dar¤uber hinaus benutzt das
System noch weitere Netzwerkschnittstellen, um zum Beispiel die grasche Dar-
stellung und die Ausgabe von Sound zu verteilen, und allgemein Ein-/Ausgaber¤ate
netzwerktransparent anzusprechen. Diese Schnittstellen sind aber an diesen Stellen
aus zwei Gr¤unden nicht interessant: Zum einen sind sie f ¤ur den Applikationsent-
wickler nicht sichtbar und auch nicht manipulierbar, und zum anderen haben diese
Schnittstellen immer nur eine kleine begrenzende Sicht auf das System und sind
f¤ur ganz spezielle Aufgaben optimiert.
3.8.1 HTTP-Service
Um die Entwicklungszeiten gering zu halten und um laufende Applikationen auch
¤uber das Netzwerk m¤oglichst exibel untersuchen und manipulieren zu k¤onnen,
integriert das System einen HTTP-Server. Dieser Web-Server erlaubt es dem An-
wendungsentwickler den aktuellen Graphen interaktiv, vergleichbar mit Kongu-
rationswerkzeugen von Netzwerkservern, anzusprechen.
Es gibt nur wenige bisherige Systeme, die einen Web-Server zur Steuerung von
VR/AR-Applikationen einsetzen [83, 100]. Diese Systeme stellen jedoch keinen
Web-Server als integralen Teil bereit, sondern versuchen ¤uber bestehende Server
und CGI-Scripts Schnittstellen zu exportieren.
An dem hier vorgestellten Ansatz ist neu, dass Designer und Entwickler von
einer beliebigen Maschine im Netz mit einem gebr¤auchlichen Web-Browser die
Graphen einer laufenden Applikation untersuchen und manipulieren k ¤onnen (siehe
Abbildung 3.11).
Dar¤uber hinaus erlaubt der Server die oben aufgef ¤uhrten Service-Funktionen,
direkt in HTTP-GET zu kodieren. Zum Beispiel wird das Kommando zum Setzen




Abbildung 3.11: Graphisch-Interaktive HTTP Schnittstelle eines Knoten
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Das Interessante ist, dass fast alle Programme und Anwendungen die die Anbin-
dung bzw. die Ausf¤uhrung eines Web-Link anbieten, automatisch mit dem VR-
System kommunizieren k¤onnen. Somit ist es zum Beispiel m¤oglich mit einer
Powerpoint-Pr¤asentation, einem PDF-Dokument oder einem interaktiven Flash-
Film VR/AR-Anwendungen zu steuern.
3.8.2 SOAP Service
In den letzten Jahren hat eine neue Netzwerktechnologie in vielen Bereichen Ein-
zug gehalten: WebServices oder SOAP haben viel Aufmerksamkeit auf sich gezo-
gen. Ein Grund hierf¤ur ist sicherlich, dass SOAP als Basis f¤ur alle Netzwerknach-
richten in dem Microsoft .NET Framework und in Sun’s OpenNetworkEnviron-
ment (ONE) dient. SOAP ist ein Basisprotokoll f ¤ur den Austausch von Informatio-
nen in verteilten Umgebungen. Es ist ein Standard zum Kodieren von Nachrichten
in XML und zum Transportieren ¤uber HTTP.
SOAP als W3C-Recommendation [140] wird von einer Vielzahl von Program-
miersprachen direkt unterst¤utzt, oder es gibt zumindest etablierte Implementie-
rungen. Die Microsoft .NET und Java Standards spezizieren direkt plattformu-
nabh¤angige SOAP-Interfaces. F¤ur PHP, Python und C++ gibt es eine Vielzahl an
freien und kommerziellen Implementierungen auf dem Markt.
Somit k¤onnen Entwickler diese Sprachen direkt einsetzen und das Rahmen-
system ansteuern, ohne spezielle VR/AR-spezische Schnittstellen einbinden zu
m¤ussen. Zus¤atzliche Schnittstellenklassen sind nicht notwendig.












Der namespace in diesem Beispiel deklariert den XML-Namespace und hat nichts
mit den weiter oben erl¤auterten Komponentennamensr¤aumen zu tun.
Interessant an dieser L¤osung ist vor allem, dass nur ein systeminterner HTTP-
Server sowohl die SOAP als auch die HTTP-Service-Nachrichten (siehe Abschnitt
3.8.1) verarbeiten kann was die Integration und Implementierung vereinfacht.
3.8.3 External Scene Interface Service
Dieser Service bietet die gleichen Funktionen an, jedoch benutzt es kein Standard-
protokoll, sondern schickt systemspezisch kodierte Pakete ¤uber TCP/IP. Das hat
den Nachteil, dass der Anwendungsentwickler auf Client und Server-Seite spe-
zielle Java/C++-Bibliotheken einsetzen muss. Auf der anderen Seite stehen zwei
entscheidende Vorteile:
Datendurchsatz Vor allem bei relativ großen Datenmengen, wie Bildern oder
Geometrien, sind text-kodierte Bl¤ocke aufwendig zu ¤ubertragen.
Asynchron Das HTTP-Protokoll unterst ¤utzt nur die synchrone Kommunikation.
Der Client ruft eine Funktion (zum Beispiel setField() ) im Server auf, jedoch
kann der Server nicht unabh¤angig Nachrichten an den Client senden. Das ist
aber sinnvoll, wenn man Ver¤anderungen des Graphen ¤uberwachen will (zum
Beispiel auf eine Kollision reagieren).
3.9 Laufzeitumgebungen
Die Laufzeitumgebungen des Rahmensystems stellen Softwareplattform zur
Ausf¤uhrung von VR/AR Applikationen bereit. Jede Umgebung verwaltet im Kern
den Laufzeitkontext, Komponententypen und die aktiven Graphen. Dabei sind ver-
schiedene Umgebungen auf unterschiedlichen Hardware- und Betriebsystemplatt-
formen implementiert. Die unterschiedlichen Laufzeitumgebungen beinhalten kei-
ne anwendungsspezischen Komponenten, sondern stellen nur unterschiedliche
System- (API) und Benutzerschnittstellen (GUI) bereit. Wie am Anfang dieses Ka-
pitels beschrieben, besteht die Anwendungsentwicklung darin, vorhandene Kom-
ponenten zu Graphen zusammenzuf¤ugen, und die Beziehungen zwischen ihnen
festzulegen. Dies geschieht mittels einer XML-Beschreibung, die beim Start der
Anwendung von der Laufzeitumgebung eingelesen wird. Somit ist die eigentli-
che Applikation immer portabel, da sie nur aus XML-Dateien besteht, welche von
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Abbildung 3.12: Graphisch-Interaktive Laufzeitumgebung zum Editieren und
¤Uberwachen von Anwendungen
den Laufzeitumgebungen interpretiert werden. Diese XML-Beschreibung kann mit
jedem beliebigen Text-Editor bzw. XML-Editor erzeugt werden, was jedoch na-
turgem¤aß eine relativ unkomfortable L¤osung darstellt. Um die Anwendungsent-
wicklung zu erleichtern, wurden eine Reihe von Werkzeugen entwickelt, die den
Applikationsentwickler unterst ¤utzen.
Ein wichtiges Werkzeug ist ein Laufzeitsystem, die es dem Entwickler er-
laubt, den aktuellen Zustand des Graphen graphisch darstellt und zu manipulie-
ren. Die graphische Darstellung zeigt alle Komponenten, ihre aktuellen Parame-
ter, und die Verkn¤upfungen, die zwischen den Komponenten existieren. Der Graph
kann w¤ahrend der Laufzeit manipuliert werden, d.h. es k¤onnen Komponenten hin-
zugef¤ugt oder entfernt, Parameter modiziert und Verkn¤upfungen erzeugt oder
gel¤oscht werden (siehe Abbildung 3.12). Weiterhin ist es m¤oglich, logische Break-




In diesem Kapitel wurde ein einheitliches Modell von Graphen entwickelt, das es
erlaubt, alle dynamischen Aspekte einer MR-Applikation mit Hilfe von Kompo-
nenten und typisierten Kanten zu modellieren. Das Konzept abstrahiert die klassi-
schen topologischen Beziehungen, sowie statische und dynamische Nachrichten-
kan¤ale als Kanten innerhalb unterschiedlich gerichteter Graphen. Daraus abgeleite-
te Anforderungen wurden diskutiert und entsprechende L¤osungen entwickelt. Da-
bei wurden insbesondere Problemstellungen wie Erweiterbarkeit, die Verwaltung
und Bereitstellung von statischen und dynamischen Metabeschreibungen und die
Verarbeitung von Nachrichten untersucht und neuartige Ans¤atze entwickelt.
Durch das einheitliche Modell wird der Entwicklungsprozess zur Erstellung
von MR-Anwendungen gegen¤uber dem Stand der Technik wesentlich vereinfacht.
Das hier vorgestellte Systemdesign vereinfacht die Umsetzung der zu Beginn ge-
stellten Anforderungen an ein modernes MR-System nicht automatisch - aber es
ist die Grundlage f¤ur weitere Verbesserungen.
Anwendungslogik und Dynamik Das dynamische verdrahten von Komponen-
ten und der Nachrichtenaustausch ¤uber Beziehungskanten erlaubt es, die
Anwendungslogik und -dynamik direkt im Modell zu beschreiben. Alle
Ver¤anderungen der Szene und der Knotenattribute k¤onnen vom Anwen-
dungsentwickler in einem einheitlichen Modell von Beziehungen beschrie-
ben werden. Simulatoren, die spezielle Teilaufgaben ¤ubernehmen, erleich-
tern dar¤uber hinaus die Applikationsentwicklung.
Sensorik und Interaktion Datenstr¤ome von beliebig vielen realen Objekten wer-
den mit Hilfe der Sensoren in das System ¤uberf¤uhrt. Dabei werden nicht
nur Video- und Audiostr¤ome unterst¤utzt, sondern auch mehrdimensionale
Messstr¤ome f¤ur Translationen und Rotationen. Da jedes Ereignis, und so-
mit auch alle Datenstr¤ome von externen Sensoren mit Zeitstempeln versehen
sind, k¤onnen sie innerhalb der Applikationen mit einfachen Logikbausteinen
gemischt und synchronisiert werden. Dies wird in Kapitel 4 noch genauer
untersucht.
Skalierbarkeit der Laufzeitumgebung Die Applikationsbeschreibung besteht
aus nur einer oder mehreren ASCII-/XML-Dateien, die Komponenteninstan-
zen und ihre Beziehungen denieren. Diese k¤onnen auf jeder Plattform, auf
der die Laufzeitumgebung bereitsteht, zur Ausf ¤uhrung gebracht werden. Der
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Entwickler muss nur sicherstellen, dass die Komponenten als systemspezi-
sche Implementierung bereitstehen, um sie bei Bedarf nachzuladen. Dar ¤uber
hinaus ist das System in der Lage, einzelne isolierte Ereignisussgraphen
automatisch zu extrahieren und parallel auszuf ¤uhren, um die Anwendung
auf mehrere Prozessoren zu verteilen. Dieser Aspekt wird in Kapitel 5 noch
genauer untersucht.
Die neuartige Systemarchitektur und -Implementierung erlaubt es dem An-
wendungsentwickler, schnell und mit nur geringem Aufwand Mixed-Reality-
Applikationen zu erstellen, die portabel und skalierbar sind, und dennoch die vor-
handene Hardware-Plattform in der bestm¤oglichen Weise ausnutzen.
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Kapitel 4
Flexible Interaktion und Sensorik
Interaktion ist eine Schl¤usseltechnologie f¤ur MR-Anwendungen und Systeme. Oh-
ne Benutzterinteraktion sind VR- und AR-Applikationen bestenfalls Stereolme,
die in Echtzeit berechnet werden. Der Umstand, dass der Benutzer Standpunkt,
Blickrichtung und/oder Teile der simulierten Welt direkt oder indirekt ver¤andern
kann erm¤oglicht ihm, in die Welt aktiv einzutauchen und nicht nur passiv zu kon-
sumieren.
Interaktionen innerhalb MR-Systemen unterscheiden sich in zwei Bereichen
von gew¤ohnlichen Desktop-Anwendungen.
• Herk¤ommliche interaktive 2D-Desktop-Anwendungen bedienen sich im
Allgemeinen nur weniger Ein- und Ausgabekan¤ale. Der Benutzer gene-
riert Eingaben mit Maus und Tastatur und bekommt Ausgaben ¤uber das
Window-System visuell und in Ausnahmef¤allen akustisch pr¤asentiert. VR-
Umgebungen hingegen m¤ussen eine Vielzahl verschiedener Ein- und Aus-
gabekan¤ale mit unterschiedlichen Frequenzen bedienen.
• Die meisten 2D-Desktop-Anwendungen unterst ¤utzen das standardisierte In-
teraktionsmodell der entsprechenden Umgebung. Diese Interaktionsmodel-
le denieren graphische Elemente mit Kn¤opfen und Auswahllisten und
deren Verhalten. Sie sind f¤ur die jeweilige Desktop-Umgebung festgelegt
[89][6][128][16]. In der Welt der VR-Systeme konnten sich vergleichbare
Standards nicht etablieren. Fast alle VR-Systeme bieten ebenfalls Interakti-
onsbausteine an, jedoch auf unterschiedlichen Abstraktionsebenen und mit
inkompatiblen Modellen.
Die Schaffung eines einheitlichen Standards von graphisch-interaktiven Elementen
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f¤ur MR-Systeme ist f¤ur viele Anwendungen kein ausreichender L¤osungsansatz.
Die Einbindung und Verarbeitung von Datenstr ¤omen, wie zum Beispiel Videodaten
und die direkte Manipulation von Teilen in der Welt, kann nicht hinreichend durch
vordenierte graphisch-interaktive Elemente geleistet werden.
Aus diesem Grund beschr¤anken sich typische VR-Umgebungen je nach ihrem
Einsatzschwerpunkt auf ein Abstraktionsmodell, und ¤uberlassen es dem Anwen-
dungsentwickler geeignete Interaktionsformen abzuleiten. VR-Umgebungen die
m¤oglichst offen und exibel unterschiedliche Applikationsgruppen unterst ¤utzen
wollen, bieten daher oft nur eine minimale Abstraktion f ¤ur Ein- und Ausgabe-
ger¤ate. Dadurch ist die Entwicklung von konkreten Anwendungen entsprechend
aufwendig.
In dieser Arbeit wird ein neuartiges Modell vorgestellt. Dabei wird keine ein-
zelne Abstraktion f¤ur Ger¤ate oder Methoden entwickelt, sondern ein dreistuges
Sensor-Konzept vorgestellt, das dem Entwickler eine exible aber auch zugleich
m¤achtige Umgebung zur Verf¤ugung stellt:
Sensoren fu¨r Datenstro¨me Data Stream Sensor (DSS) Objekte erlauben die di-
rekte Anbindung von Ein- und Ausgabestr ¤omen unabh¤angig von einzelnen
Ger¤aten oder Interaktionsaufgaben.
Sensoren zur direkten Manipulation Direct Manipulation Sensor (DMS) Ob-
jekte erlauben dem Anwender Teile der Szene grasch-interaktiv und direkt
zu manipulieren. Diese Sensoren reagieren auf Ver¤anderungen des Benutzer-
modells (zum Beispiel der Position der Hand), sind selbst aber unabh¤angig
von konkreten Eingabeger¤aten. Die Ver¤anderung des Benutzermodells wird
direkt ¤uber DSS Objekte gesteuert.
Sensoren zur indirekten Manipulation Indirect Manipulator Sensor (IMS) Ob-
jekte erm¤oglichen der Anwendung Parameter vom Benutzer zu erfragen, und
entsprechen somit am ehesten den klassischen 2D Bausteinen. Sie beinhalten
keine einzelnen graphischen Repr¤asentationen sondern w¤ahlen selbst¤andig,
abh¤angig von der Laufzeitumgebung, eine geeignete Interaktionsform aus.
In immersiven Umgebungen werden zur Interaktion mit den entsprechenden
Elementen direkt DMS Objekte eingesetzt.
Die drei genannten Sensor-Ebenen bauen direkt aufeinander auf. Sie setzen die
Technik der jeweils tieferen Stufe ein, um eine weitere Abstraktion zu schaffen.
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4.1 Grundlagen
Die Auswahl der geeigneten Eingabe- und Ausgabeger¤ate ist ein wichtiger Schritt,
um erfolgreich MR-Anwendungen zu entwickeln. Zum Beispiel kann es notwen-
dig sein, die Kopfposition des Benutzers zu erfassen oder spezielle Hand-Gesten
zu erkennen, um Applikationsabl¤aufe steuern zu k¤onnen. Die Auswahl der Einga-
beger¤ate beeinusst dabei entscheidend die Benutzbarkeit der Anwendung.
In den folgenden Abschnitten werden die gebr¤auchlichsten Interaktionsger¤ate
und Ger¤ategruppen vorgestellt und klassiziert. Dabei werden nur die wichtigsten
Klassen angesprochen. Eine ausf¤uhrlichere Diskussion und Klassizierung ndet
sich in [25][26].
In der Literatur ndet sich eine Vielzahl von unterschiedlichen Kriterien zur
Klassikation von Eingabeger¤aten. Eines der wichtigsten ist die Anzahl der Frei-
heitsgrade (Degree of freedom/DOF). Dabei ist jeder Freiheitsgrad ein bestimmter,
unabh¤angiger Weg, um einen absoluten oder relativen Sensor im Raum zu bewe-
gen. Viele Ger¤ate zum Messen und Verfolgen von Objekten (tracker) erfasst da-
bei drei Positionswerte und drei Rotationswerte. Diese geben zusammen sechs
Freihatsgrade oder ein six-DOF-Device. F¤ur die meisten Anwendungen ist der
DOF ein Indikator f¤ur die Komplexit¤at eines Ger¤ats und bestimmt somit die Ein-
satzm¤oglichkeiten f¤ur unterschiedliche Interaktionstechniken. Ein weiteres Krite-
rium zur Klassikation ist die Frequenz mit denen das Ein-/Ausgabeger¤at Daten
liefert bzw. verarbeitet. Daten werden dabei entweder in diskreten Komponenten
oder kontinuierlich geliefert. Diskrete Ger¤ate liefern typischerweise Komponenten,
die aus einem einzigen Datenwert bestehen (zum Beispiel einen Boolean-Wert oder
ein Element aus einer Auswahl) auf der Grundlage einer Benutzerinteraktion. Die-
se werden oft zum Schalten eines Applikations-Modi oder zum Initiieren einer Ak-
tion benutzt. Kontinuierliche Eingabeger¤ate generieren mehrere Datenpakete (zum
Beispiel Bildschirmkoordinaten) als Reaktion auf eine Benutzerinteraktion.
Einige Ger¤ate stellen Mischformen dar: sie erm¤oglichen Eingaben und versor-
gen den Benutzer gleichzeitig mit graphischer oder haptischer R¤uckkopplung oder
sie verbinden mehrere Einzelger¤ate in einer Einheit.
In den weiteren Abschnitten werden einige gebr¤auchliche Ein- und Ausgabe-
ger¤ate auf der Gundlage dieser Klassikation vorgestellt.
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4.1.1 Interaktionsgera¨te
Die Interaktionsger¤ate erm¤oglichen dem Benutzer mit einem Computersystem
und den bereitgestellten Anwendungen zu interagieren. Grunds¤atzlich kann
man zwischen Eingabeger¤aten und Ausgabeger¤aten unterscheiden. Eingabeger¤ate
erm¤oglichen dem Benutzer Kommandos und Daten zu erzeugen, und mit ihrer Hil-
fe ein Softwaresystem zu steuern. Ausgabeger¤ate stellen Informationen ¤uber den
aktuellen Systemzustand dar.
Mit dem Aufkommen der interaktiven dreidimensionalen Computergraphik
wurden eine Reihe neuartiger Interaktionsger¤ate entwickelt. Ihnen ist gemeinsam,
daß sie wesentlich mehr Freiheitsgrade besitzen und dadurch die direkte Interak-
tion im dreidimensionalen Raum erm¤oglichen. Besondere Bedeutung haben dabei
Ger¤ate, die Position und Orientierung im dreidimensionalen Raum messen, insge-
samt also ¤uber sechs Freiheitsgrade verf¤ugen. Diese Ger¤ate werden in den folgen-
den Ausf¤uhrungen als 6D-Ger¤ate bezeichnet.
4.1.1.1 Eingabegera¨te
Eingabeger¤ate sind physikalische Systeme, die Gr¤oßen messen und an den Com-
puter weiterleiten. Dabei lassen sich die Ger¤ate in die folgenden Kategorien aufge-
teilen:
• Ger¤ate f¤ur Schreibtischumgebungen (desktop)
• Positions- und Orientierungsmesssysteme (tracker)
• 3D-M¤ause
• Medienstr¤ome
4.1.1.1.1 Gera¨te fu¨r Schreibtischumgebungen Alle Ger¤ate dieser Klasse sind
immobil. Das heißt, sie werden im allgemeinen auf der Schreibtischober¤ache ein-
gesetzt und liefern entweder diskrete Werte (z.B. Kn¤opfe) oder relative Daten. Die
kontinuierlichen Ger¤ate dieser Klasse messen keine absoluten Positionen und Ori-
entierungen, sondern nur Positions¤anderungen.
Tastatur Die Tastatur ist ein Beispiel f¤ur ein tratitionelle Desktop-Eingabeger¤at,
welche eine Menge an diskreten Komponenten bereitstellt (einen Menge
an Kn¤opfen). Die Tastatur wird in vielen 3D-Desktop-Anwendungen einge-
setzt, von Modellierungssystemen bis zu Computer-Spielen. Zum Beispiel
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werden die Pfeiltasten oft zur Kameranavigation benutzt. Der Einsatz ei-
ner Standard-Tastatur ist jedoch in immersiven Umgebungen nicht prakti-
kabel, da die Benutzer meistens stehen, wenn sie einen HMD der Stereo-
Projektssysteme benutzen.
2D-Ma¨use und Trackballs 2D-M¤ause sind ein weiteres klassisches Beispiel f ¤ur
Desktop-Eingabeger¤ate. Sie wurden vor allem in Systemen eingesetzt, die
der Windows, Icons, Menus und Pointers (WIMP)[41] Metapher folgen. Ein
Trackball ist mehr oder weniger eine umgedrehte Maus. Statt das ganze
Ger¤at zu bewegen dreht der Beutzer nur die eingearbeitete Kugel. Ein Vor-
teil des Trackballs ist, dass er keinen festen Untergrund ben¤otigt, was ihn
f¤ur immersive Umgebungen interessant macht. Beide Ger¤ate liefern eine re-
lative 2D Position, die in 3D-Anwendungen zur Navigation und Interaktion
genutzt werden kann.
Stift-basierte Eingabegera¨te Stift-basierte Eingabeger¤ate geh¤oren zu der glei-
chen Klasse von Eingabeger¤aten wie die 2D-M¤ause, benutzen aber einen
anderen Formfactor. Weiterhin generieren sie keine relativen 2D Positionen
sondern direkt 2D Pixelwerte, die von der Applikation ausgewertet werden
k¤onnen. Grosse Ger¤ate sind f¤ur immersive Umgebungen ungeeignet, aber
kleinere, wie zum Beispiel PDA-Ger¤ate, k¤onnen sehr efzient und elegant in
immersiven Umgebungen eingesetzt werden.
Joysticks Joysticks stellen, analog zu den 2D-M¤ausen und die Stift-basierten
Eingabeger¤aten, gleichzeitig kontinuierliche 2D-Bewegungen und diskrete
Kn¤opfe zur Verf¤ugung. Es gibt jedoch einen entscheidenden Unterschied.
Die meisten Anwendungen, die eine Navigation mit der Maus zur Verf ¤ugung
stellen, stoppen, sobald die Maus nicht mehr bewegt wird. Anders beim Joy-
stick: Konstante Auslenkung der Achsen werden in den meisten F¤allen als
konstante Bewegung in eine durch die Auslenkung bestimmte Richtung in-
terpretiert. F¤ur immersive Umgebungen sind Joysticks im Allgemeinen gut
zu benutzen. Seit einigen Jahren gibt es auch Joysticks, die ihre Messdaten
mithilfe von Funk ¤ubertragen und somit keine Kabelverbindung zu einem
Rechner ben¤otigen.
6-DOF-Gera¨te Die bisher vorgestellten Desktop-Ger¤ate werden zwar f¤ur 3D-
Anwendungen eingesetzt, aber wurden nicht speziell f ¤ur diese Anwen-
dungsgruppe entwickelt. Speziell f ¤ur die Interaktion und Navigation in
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Abbildung 4.1: Spacemouse Interaktionsger¤at
3D-Anwendungen wurden spezielle Sechs-DOF Ger¤ate enwickelt. Die ge-
br¤auchtlichsten sind die Spacemouse [80] (siehe Abbildung 4.1) und der
Spaceball. Beide Ger¤ate besitzen einen Griff, der mit der Hand verschoben
und gedreht werden kann. Dieser ist bei der Spacemouse als acher Puck
gestaltet, w¤ahrend er beim Spaceball kugelf¤ormig ist. Das vorw¤arts Dr¤ucken
des Pucks einer Spacemouse leitet eine Vorw¤artsbewegung ein. Der Benutzer
kann durch das Verschieben und Verdrehen des Pucks oder der Kugel gleich-
zeitig Translationen und Rotationen steuern. Beide Ger¤ate m¤ussen beim Ar-
beiten fest auf dem Schreibtisch platziert werden, desshalb eigenen sie sich
nicht f¤ur immersive Umgebungen.
4.1.1.1.2 Positions- und Orientierungsmesssysteme F¤ur viele 3D-
Anwendungen ist es wichtig, die Informationen ¤uber die Position einzelner
pysikalischer Objekte oder des Benutzers zu messen. Das sind vorallem Ger¤ate,
die in Immersiven oder AR-Umgebungen zusammen mit Projektionssystemen
[31][147] oder Datenbrillen (Head Mounted Displays, HMD) [40][9] zum Einsatz
kommen, um direkt die Position und Orientierung zu messen. Hier handelt es sich
um absolute Ger¤atedaten, die im Allgemeinen automatisch an die Anwendung
weitergegeben werden, ohne dass der Benutzer den Messvorgang kontrolliert.
Bewegungsmesssysteme Zur Registrierung von K¤orperbewegungen werden Be-
wegungsmesssysteme, sogenannte Motion Tracker eingesetzt. Es gibt am
Markt eine Vielzahl von Ger¤aten und Ger¤ategruppen, welche mit unter-
schiedlichen Verfahren die Messungen vornehmen. Sie unterscheiden sich
in der Reichweite, Latenz (Verz¤ogerung zwischen dem Zeitpunkt, als die
Bewegung aufgetreten ist und wann sie von der Anwendung registriert
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Abbildung 4.2: Elektromagnetische Messsysteme eingesetzt in einer VR-
Simulation
wird), Rauschen und Genauigkeit. Am gebr¤auchlichsten sind die folgenden
Messverfahren:
Elektromagnetisch Elektromagnetische Systeme [101][7] bestehen aus ei-
ner elektrischen Magnetquelle, die ein Niederfrequenz-Feld aufbaut,
und einer Reihe von Sensoren, die das erzeugte Magnetfeld messen.
Die Messwerte werden ¤uber Kabel oder Funk an die Zentraleinheit des
Systems ¤ubertragen. Diese berechnet Position und Orientierung jedes
Sensors relativ zur Magnetquelle. Elektromagnetische Systeme wer-
den schon lange in VR/AR-Applikationen eingesetzt (siehe Abbildung
4.2). Sie sind schnell und zuverl¤assig. Jedoch haben sie Probleme mit
St¤orungen, die durch alle ferromagnetischen Objekte erzeugt werden.
Sie waren bis vor kurzem nicht kabellos erh¤altlich.
Optisch Optische Trackingsysteme [117][116][1] ermitteln mithilfe von Vi-
deobildern die Position und Orientierung von Objekten. Dabei werden
entweder markerlose oder markerbasierte Verfahren eingesetzt. Marker
sind typischerweise kleine passive Kugeln oder Scheiben, die Licht in
einem bestimmten Spektralbereich stark reektieren oder aktive Licht-
quellen, die Licht mit einer denierten Frequenz erzeugen. Ein Sy-
stem aus ein oder mehreren Kameras und einer Zentraleinheit erkennt
zun¤achst die Markerposition im 2D-Bild und errechnet dann aus der
Kombination von Bildern verschiedener Kameras die angenommene
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Abbildung 4.3: Kabelloses Interaktionsger¤at mit optischen Markern
dreidimensionale Position des Markers im Raum. Um die Orientierung
zu erkennen, m¤ussen entweder drei oder mehr Marker fest miteinander
verbunden werden (siehe Abbildung 4.3). Ein Optisches Trackingsy-
stem ist immer kabellos und hat keine Probleme mit ferromagnetischen
St¤orungen. Jedoch ist es anf¤allig f¤ur Verdeckungen. Wird ein Marker
von zu vielen Kameras nicht mehr gesehen, kann die korrekte Position
nicht berechnet werden.
Ultraschall Systeme, die Ultraschall zur Messung einsetzen, bestehen aus
mindestens einer Audioquelle und einem Empf¤anger bzw. Mikrofon.
Die Systeme werden zur Messung von Position und Orientierung ein-
gesetzt [61] und sind vergleichbar mit elektromagnetischen Systemen.
Vorteilhaft ist, dass die Daten mit h¤oherer Genauigkeit gemessen wer-
den k¤onnen, jedoch haben sie im allgemeinen eine kurze Reichweite
und geringe Messraten.
Mechanisch Mechanische Messsysteme besitzen eine rigide Struktur mit
einer festen Anzahl an verbundenen mechanischen Gelenken und sind
mit elektromechanischen Wandlern, wie zum Beispiel Potentiometern
oder Achsenkodierern ausgestattet. Ein Ende der mechanischen Kette
ist fest positioniert und das andere Ende wird mit dem Objekt verbun-
den, dessen Position oder Orientierung zu messen ist. Wenn sich das zu
messende Objekt bewegt, verschiebt sich die mechanische Kette und
dies kann wiederum ¤uber die elektromechnischen Wandler abgegriffen
werden. Mechanische Messsysteme haben den Vorteil, dass sie im all-
gemeinen sehr genau sind und kaum Verz¤ogerungen aufweissen. Auf
der anderen Seite sind sie oft unf¤ormig und behindern den Benutzer in
seiner Bewegungsfreiheit.
Tra¨gheit Tr¤agheitsmesssysteme benutzten einen Vielzahl an
Tr¤agheitssensoren wie zum Beispiel Gyroskope zur Messung der
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Abbildung 4.4: Datenhandschuh zur Messung von Fingerstellungen
Winkelgeschwindigkeit oder lineare Beschleunigunsmesser. Diese
Ger¤ate liefern abgeleitete Gr¤ossen (zum Beispiel Geschwindigkeiten
oder Beschleunigungen) und somit ist es notwendig die einzelnen
Messwerte zu integrieren, um absolute Positionen und Rotationen zu
bekommen, was schnell zu Abweichungen und Messungenauigkeiten
f¤uhren kann. Der Vorteil ist, das diese Ger¤ate im Allgemeinen mit sehr
hohen Abtastraten arbeiten.
Datenhandschuh In machen Anwendungen ist es wichtig, dass man detailierte
Messdaten ¤uber die Hand des Benutzers bekommt. Dabei kann es notwendig
sein, die Stellungen der Finger zueinander zu messen oder zu ¤uberwachen,
ob die Fingerspitzen sich ber¤uhren. Der Datenhandschuh (dataglove [139])
(siehe Abbildung 4.4) ist ein VR-Standardger¤at, das die Informationen lie-
fern kann. Dabei messen bis zu 22 Sensoren die Stellung der Finger in Echt-
zeit. Aus diesen Messwerten kann ein dreidimensionales Modell der Hand
errechnet werden. Durch Auswertung der Fingerstellung k¤onnen Gesten er-
kannt und Handhabungsoperationen wie zum Beispiel Greifen und Zeigen
nachgebildet werden. Sie sind sehr gut f ¤ur immersive Umgebungen geeig-
net, da sie problemlos im Stehen genutzt werden k¤onnen.
4.1.1.1.3 3D-Ma¨use In dem vorhergenden Abschnitt wurden unterschiedliche
Ger¤ate zum Messen von Position und Orientierung vorgestellt. In vielen Anwen-
dungsf¤allen werden diese mit anderen physikalischen Ger¤aten wie zum Beispiel
Kn¤opfen kombiniert, um exiblere Eingabeger¤ate zu erhalten. Diese Kombinatio-
nen werden im allgemeinen als 3D-M¤ause bezeichnet. Sie sind dadurch gekenn-
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zeichnet, dass sie ein 3D/6D-Bewegunsmesssystem mit einer Menge an diskre-
ten Eingabekomponenten verbinden. Sie unterscheiden sich von klassischen 2D-
M¤ausen dadurch, dass der Benutzer sie durch den realen, physischen Raum frei
bewegen kann und nicht an eine Tischober¤ache gebunden ist. Dadurch sind sie
sehr gut in immersiven Umgebungen einsetzbar.
4.1.1.1.4 Medienstro¨me Diese Ger¤ate wurden nicht speziell f¤ur VR- oder
AR-Systeme entwickelt. Sie liefern unabh¤angig von der Applikationsumgebung
direkte Datenstr¤ome. Diese Str¤ome sind entweder Eingangsdaten f¤ur weitere
Ger¤ateklassen (zum Beispiel optische Tracker), oder sie werden direkt mit Ele-
menten im Szenen-Graph des MR-Systems verbunden.
Videokameras Die Bilddaten von Videokameras werden nicht nur zur Berech-
nung von Position und Orientierung benutzt, sondern sie m¤ussen dem MR-
System auch direkt ¤ubermittelt werden. Besonders f¤ur AR-Anwendungen ist
es notwendig, dass die Videostr¤ome efzient eingelesen und verarbeitet wer-
den k¤onnen, damit sie synchron in den Bildgenerierungsprozess einießen.
Mikrofone Akustische Str¤ome werden typischerweise nur in verteilten oder
Mehr-Benutzer MR-Anwendungen direkt eingesetzt, um Elemente im Sze-
nengraph zu versorgen. Viel h¤auger dienen sie als Quelle f¤ur Sonar-basierte
Trackingsysteme und Spracherkennungsverfahren. Mit dem Aufkommen
von leistungsf¤ahigen Spracherkennungssystemen ist eine neue und m¤achtige
Mensch-Maschine Schnittstelle entstanden, die auch in der Virtuellen Rea-
lit¤at angewendet wird. Gesprochene Befehle erlauben die direkte Manipula-
tion der virtuellen Umgebung.
4.1.1.2 Ausgabegera¨te
Obwohl Bildschirme und Projektionssysteme die wichtigsten Ausgabeger¤ate f¤ur
MR-Applikationen sind, sollen sie an dieser Stelle nicht betrachtet werden. Die
Bildsynthese und somit die graphische Ausgabe ist im Allgemeinen direkt in das
MR-System integriert und muss somit gesondert behandelt werden.
An dieser Stelle werden kurz die Ausgabeger¤ate vorgestellt die analog zu den
zuvor vorgestellten Eingabeger¤aten als externe Komponenten betrachtet werden
k¤onnen.
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4.1.1.2.1 Haptische Ausgabegera¨te Nach [148] erf¤ullen haptische Ausgabe-
ger¤ate (auch haptische Displays genannt) zwei Aufgaben:
1. Darstellung bzw. Vermittlung von haptischen Reizen und Positi-
ons¤anderungen.
2. Messung von Position und Kontaktkr¤aften der Hand oder anderer
K¤orperteile, sowie deren zeitlicher Ver¤anderung.
Im Unterschied zu den bisher in dieser Arbeit betrachteten Interaktionsger¤aten
kommunizieren haptische Ausgabeger¤ate bidirektional mit der Anwendung. Die
vom haptischen Display ermittelte Position ist an die Anwendung zu ¤ubertragen, da
diese von der zu simulierenden Kontaktkraft von der Position der Hand bzw. eines
Instrumentes abh¤angig ist. Das gleiche gilt f¤ur die vom Ger¤at gemessene Kontakt-
kraft. F¤ur die Anwendung wiederum kann es erforderlich sein, die Hand oder das
Instrument an eine bestimmte Position zu bringen, um die vom Ger¤at darzustellen-
de Kraft zu steuern. Dies erfordert eine Daten¤ubertragung von der Anwendung an
das haptische Ausgabeger¤at.
Bei der Kommunikation zwischen Anwendung und haptischen Displays
sind besondere Anforderungen an die Geschwindigkeit der Daten ¤ubertragung zu
erf¤ullen. W¤ahrend bei Eingabeger¤aten eine ¤Ubertragungsrate entsprechend der Ra-
te der Bildgenerierung von 50 Hz ausreicht, ist f ¤ur haptische Displays eine Fre-
quenz von bis zu 10.000 Hz erforderlich [148].
Ein weiteres Problem entsteht bei der Anwendung selbst: Diese muss in der
Lage sein, die physikalische Simulation mit derselben Frequenz durchzuf ¤uhren.
4.1.1.2.2 Kraftru¨ckkopplung Kraftr¤uckkopplungsger¤ate vermitteln die er-
zeugte Kontakt- oder Reaktionskraft, indem K¤orperteile (Finger, Hand, Arm) an
eine andere Position gebracht werden [148]. Der Benutzer muss eine Gegenkraft
aufwenden, um die gew¤unschte Position aufrecht zu halten. Meist werden kleine
leistungsf¤ahige Elektromotoren verwendet. Besitzen diese Motoren eine sehr ho-
he Dynamik, k¤onnen auch Vibrationen erzeugt werden. Beispielhaft soll hier das
PHANToM (Personal HAptic iNTerface Mechanism) [85] erw¤ahnt werden: Der
Anwender nimmt die Kr¤afte entweder an der Fingerspitze die er in einen Finger-
hut steckt wahr, oder durch einen Stift, der in den Fingerhut gesteckt wird. Das
Ger¤at besitzt drei Freiheitsgrade, die ¤uber drei Elektromotoren realisiert werden.
Die Maximalkraft ist mit 10 N, die kontinuierlich R¤uckkopplungskraft mit 1.5 N
angegeben. Die verbleibende Reibungskraft im Leerlauf ist 0.1 N [148].
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4.1.1.2.3 Taktile Ru¨ckkopplung Wahrnehmung wie das Ertasten von Ober-
¤achentexturen kann mit sogenannten taktilen Displays erzeugt werden. Taktile
Displays reizen die Rezeptoren, die f¤ur den Tastsinn verantwortlich sind, ¤uber di-
rekten Hautkontakt.
4.1.2 System zur Gera¨teabstraktion
Die Ger¤atehersteller liefern im allgemeinen eine ger¤atespezische Bibliothek die
von Anwendungsentwicklern direkt benutzt werden kann. Ist w¤ahrend der Ent-
wicklung ein Ger¤at zu wechseln, zum Beispiel um statt eines elektromagnetischen
einen optischen Tracker einzusetzen, sind aufwendige Anpassungen notwendig, da
die meisten Ger¤ate unterschiedliche Schnittstellen bereitstellen.
Um diesen Aufwand zu minimieren wurden einige Systeme
[34][112][75][107][50][120][39][114] entwickelt und vorgestellt, die Ab-
straktionen f¤ur Ger¤ate bereitstellen.
Diese ger¤ateunabh¤angigen Schnittstellen erlauben eine Rekonguration der
Applikation und vereinfachen den Wechsel von Ger¤aten wesentlich. Die Systeme
unterscheiden sich dabei in den bereitgestellten Ger¤ateklassen und Spezikatio-
nen, verfolgen aber ein gemeinsames Ziel: Die Integration von Ein- und Ausgabe-
ger¤aten unabh¤angig von spezischen Schnittstellen m¤oglichst exibel und einfach
zu gestalten.
Dar¤uber hinaus bieten diese Systeme Merkmale, welche ¤uber die eigentliche
Abstraktion von Ger¤aten hinausgehen:
Datenfilter Einige Systeme [34][107] bieten Datenlter neben den
Ger¤ateabstraktionen an. Diese Datenlter k¤onnen zwischen den virtu-
ellen Ger¤aten und der Anwendung eingesetzt werden um zum Beispiel
Messungen zu gl¤atten, zu entst¤oren oder bei fehlenden Daten vorherzusagen.
Netzwerktransparenz Um Ein- und Ausgabeger¤ate nutzen zu k¤onnen, die phy-
sikalisch an der Applikationsmaschine angebracht sind, erlauben moderne
Systeme [34][112][107][50][75] netzwerktransparenten Zugriff auf Ger¤ate.
Das bedeutet, dass die Anwendung transparent auf lokale und ¤uber ein Netz-
werk erreichbare Ger¤ate zugreifen kann.
Automatisches Auffinden von Netzwerkgera¨ten Netzwerktransparente Syste-
me stellen fast immer eine Client/Server Architektur zur Verf ¤ugung. Die
MR-Applikation entspricht dabei der Client-Anwendung, welche die Daten
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von einem Ger¤ate-Server liest. Im Allgemeinen muss der Client (in diesem
Fall die VR-Anwendung) den Server kennen, um darauf zugreifen zu
k¤onnen. Um die Konguration in Netzwerken zu vereinfachen bieten einige
Systeme [75][34] abstrakte Namensr¤aume f¤ur Ger¤ate oder Datenstr¤ome an,
die unabh¤angig von dem konkreten Server-System sind.
Rekonfigurationen zur Laufzeit In einigen Systemen [34] ist die Konguration
der virtuellen Ger¤ate und Filter nicht statisch, sondern kann zur Laufzeit
graphisch-interaktiv ver¤andert werden.
In dieser Arbeit wurde keine weitere Abstraktion entwickelt. Es wurden bestehen-
de Systeme so integriert, dass die angebotenen virtuellen Ger¤ate bzw. Str¤ome als
Quellen und Senken benutzt werden k¤onnen.
4.2 Sensoren f ¤ur Datenstr¤ome
Die meisten Systeme, die kein festes Interaktionsmodell mit einem Eingabeger¤at
verbinden, sondern deren Daten m¤oglichst direkt bereitstellen wollen, deklarieren
zu diesem Zweck abstrakte Ger¤ateklassen die unterschiedliche Gruppen abbilden
(siehe 4.1.2). Aufbauend auf diesen abstrakten Klassen werden konkrete Imple-
mentierungen f¤ur unterschiedliche physikalische Ger¤ate angeboten.
Dieser Ansatz erlaubt zwar die Daten direkt in die Anwendung einzubringen,
hat aber den Nachteil dass f¤ur neuartige Ger¤ate, die nicht in die denierten Grup-
pen passen, neue Basisstrukturen geschaffen werden m¤ussen. Dar¤uber hinaus sind
Verschmelzungen von Sensordaten nicht ausreichend abbildbar.
Um nicht nur von physikalischen Ger¤aten sondern auch von deren Klassika-
tion unabh¤angig zu sein wird an dieser Stelle ein anderer Ansatz verfolgt:
• Die Sensoren sind m¤oglichst generisch und sind f¤ur einen weites Anwen-
dungsfeld einsetzbar. Dazu m¤ussen sie das Einlesen und die Ausgabe von
Daten unterst¤utzen.
• Die Abstraktion beschr¤ankt sich nicht auf den Datenaustausch mit physika-
lische Ger¤aten, sondern ist offen f¤ur Datenlter und der allgemeinen Kom-
munikation mit ger¤ate¤ahnlichen Applikationen.
• Die Anwendungen sind immer plattformunabh¤angig. Um dies zu errei-
chen, sind die Sensoren unabh¤angig von den unterschiedlichen Plattformen
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und Ger¤ateklassikationen. Die Sensoren denieren was die Applikation
ben¤otigt, jedoch nicht welches Ger¤at oder Ger¤ateklasse diese Information
bereitstellt.
Die hier vorgestellten Sensorknoten abstrahieren keine einzelnen Ger¤ate oder
Ger¤ateklassen sondern typisierte Datenstr ¤ome. Ein Datenstrom ist ein Strom von
Werten der die Grenzen des Systems durchbricht und entweder von Innen nach
Außen oder von Außen nach Innen gerichtet ist. Jeder einzelne Strom transportiert
nur Werte oder Gruppen von Werten eines Datentyps. Als Schnittstellen f ¤ur diese
Str¤ome werden vom System Sensorknoten bereitgestellt.
Die Ein- und Ausgabeger¤ate und ihre Schnittstellen, welche von den externen
Systemen (siehe 4.1.2) bereitgestellt werden, sind nicht direkt auf Sensor-Knoten
abgebildet. Jeder einzelne Parameter ist auf jeweils einem Knoten abgebildet. Ein
Joystick-Interface mit vier Kn¤opfen und zwei Achsen stellt somit zum Beispiel
vier SFBool und zwei SFFloat Str¤ome bereit, die bei Bedarf mit entsprechenden
Knoten verbunden werden.
Diese Sensoren f¤ur Datenstr¤ome (Data Stream Sensor/DSS) sind wie folgend
deniert:
xSensor {
SFString [] label ‘‘’’
SFBool [in,out] repeat FALSE
SFBool [in,out] transform FALSE
SFBool [in,out] cacheSize 0
x [in,out] value
}
Das konkrete Sensor-Interface f¤ur bin¤are Str¤ome in dem SFBoolSensor Interface
ist zum Beispiel wie folgt deniert:
SFBoolSensor {
SFString [] label ‘‘’’
SFBool [in,out] repeat FALSE
SFBool [in,out] transform FALSE




F¤ur jeden elementaren Feldtypen (siehe Abschnitt 3.3.1) stellt das System genau
einen Sensortyp (siehe Tabelle 4.1 ) bereit.
Die Feldwerte als Parameter spezizieren das Laufzeiterhalten der Sensoren:
label Deniert einen eindeutigen Namen f¤ur den Strom im Systemraum. Dieser
Name wird benutzt, um den Strom mit externen Quellen und Senken zu ver-
kn¤upfen.
repeat Deniert, das der Sensor in jeden Zyklus Daten liefern soll, auch wenn
keine neuen Daten anliegen. Liefert zum Beispiel ein externes Ger¤at keine
neuen Werte wird der letzte Wert erneut verschickt.
transform Benutzt die globale Transformation des Szenengraphen um
den aktuellen Wert zu transformieren. Dies ist nur dann sinn-
voll, wenn die Werte eine Koordinate im Raum denieren.
1D (SFInt32,MFInt32,SFFloat,MFFloat), 2D (Vec2f,Vec2d), 3D
(Vec3f,Vec4f,SFColor) und 4D (Vec4f,Vec4d,SFColorRGBA) werden
direkt mit der aktuellen akkumulierten Transformationsmatrix transfor-
miert. Matrizen (SFMatrix,MFMatrix) werden als lokale Transformation
interpretiert und mit der globalen Matrix akkumuliert.
cacheSize Deniert die Anzahl der Elemente die gepuffert werden. Der Wert von
−1 deniert, dass alle Werte gepuffert werden. Mit einem Wert von 1 wird
nur der letzte Wert verarbeitet.
Diese Sensoren denieren somit nur typisierte Datenstr ¤ome. Sie sind an keine
Interaktions- oder Navigationsmethoden gebunden und bilden die unterste Schicht
f¤ur das hier vorgestellte Sensorkonzept.
Diese Sensoren sind vor allem dann sinnvoll, wenn die Eingangsdaten in der
Anwendung direkt und ohne weitere Manipulation durch den Benutzer verarbeitet
werden sollen.
Dazu zwei Beispiele:
Videobilder in AR-Anwendungen In vielen typischen AR-Anwendungen wer-
den Videodaten von einer angeschlossenen Kamera gelesen, m¤oglicherweise f¤ur
die Bestimmung der Position und Orientierung direkt verarbeitet und dann als Hin-
tergrund in der eigentlich Anwendung zur Darstellung gebracht (siehe Abbildung
4.5). Eine entsprechende Kodierung ist wie folgt anzuwenden:
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Einzelen Daten Datenverbund Datentypen
SFStringSensor MFStringSensor Text
SFBoolSensor MFBoolSensor Bin¤are Daten
SFFloatSensor MFFloatSensor Skalare Werte
mit einfacher Genauigkeit
SFDoubleSensor MFDoubleSensor Skalare Werte
mit doppelter Genauigkeit
SFInt32Sensor MFInt32Sensor Integer Werte
SFTimeSensor MFTimeSensor Zeitwerte
SFColorSensor MFColorSensor RGB kodierte Farbwerte
SFColorRGBASensor MFColorRGBASensor RGBA kodierte Farbwerte
SFVec2fSensor MFVec2fSensor Vektor mit zwei Komponenten
und einfacher Genauigkeit
SFVec3fSensor MFVec3fSensor Vektor mit drei Komponenten
und einfacher Genauigkeit
SFVec4fSensor MFVec4fSensor Vektor mit vier Komponenten
und einfacher Genauigkeit
SFVec2dSensor MFVec2dSensor Vektor mit zwei Komponenten
und doppelter Genauigkeit
SFVec3dSensor MFVec3dSensor Vektor mit drei Komponenten
und doppelter Genauigkeit
SFVec4dSensor MFVec4dSensor Vektor mit zwei Komponenten
und doppelter Genauigkeit
SFRotationSensor MFRotationSensor Rotationsdaten als Quaterion kodiert
SFPlaneSensor MFPlaneSensor Ebenen
SFMatrix4f MFMatrix4f Matrizen mit 4x4 Komponenten
und einfacher Genauigkeit
SFMatrix4d MFMatrix4d Matrizen mit 4x4 Komponenten
und doppelter Genauigkeit
SFImage MFImage 1D/2D und 3D RGBA Bilder
SFSound MFSound PCM kodierte Audiodaten
Tabelle 4.1: Sensortypen f¤ur direkte Datenstr¤ome
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Abbildung 4.5: SFImageSensor Anwendung in einer AR-Umgebung
Abbildung 4.6: Fahrsimulator als Anwendung von DSS Objekten
ImageBackground {
...
image DEF image PixelTexture { ... }
...
}
DEF frame SFImageSensor {
label "frame"
}
ROUTE frame.value changed TO image.set image
Steuerdaten in Fahrsimulation In dieser Anwendung (siehe Abbildung 4.6)
werden die Messwerte des Lenkrades und die Pedalstellungen f ¤ur Gas und Bremse










Abbildung 4.7: Vererbungshierachie der X3D-PointingSensor-Knoten
der Sensoren sind direkt mit der Simulationseinheit verbunden.
4.3 Sensoren zur direkten Manipulation
Sensoren zur direkten Manipulation (Direct Manipulation Sensor, DMS) grei-
fen die Ideen der PointingSensor-Knoten der X3D Spezikation [143] auf und
erweitern diese f¤ur immersive Umgebungen. Dabei werden Grundlagen aus
[12][125][124] ¤ubernommen.
Die Gruppe der X3D Pointingsensoren (siehe Abbildung 4.7) denieren ¤uber
ihre Vaterbeziehung einen Teilgraphen der Szene, dessen Selektion (TouchSensor)
oder Transformation (DragSensor) registriert wird.
Die PointSensor, DragSensor und RotationSensor Typen sind abstrakt und
k¤onnen somit nicht direkt instanziert werden. Der TouchSensor registriert
Ber¤uhrungen des Benutzers. Der PlaneSensor registriert die Verschiebung eines
Objektes in der Ebene. Die CylinderSensor und SphereSensor reagieren auf Rota-
tion die einer projizierten Verschiebung auf einen Zylinder bzw. auf einer Kugel
entsprechen.
4.3.1 Sensoren zur Selektion eines Teilgraphen
Der TouchSensor ist sicherlich der einfachste Sensor in der X3D Spezikation.
Die X3D Semantik beschr¤ankt sich auf 2D-Maus Interaktion. Sie verlangt, dass
der Sensor registriert, wenn der Maus-Zeiger ¤uber dem Teilgraphen ist. Eine
Selektion kann daraufhin mit der linken Taste der Maus erfolgen.
In immersiven Umgebungen sind die Begriffe ¤uber dem Objekt und selek-
tiert nicht direkt umsetzbar. Aus diesem Grund wird an dieser Stelle ein neuer
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Knotentyp eingef¤uhrt:
Der UserBody ist eine Spezialisierung des Group-Knoten und kann selbst einen
Teilgraphen denieren. Dieser Teilgraph wird als virtuelles K¤orperteil des Benut-
zers interpretiert und ist die Grundlage f¤ur alle weiteren strahl- und kollisions-
basierten Interaktionsmodelle. Der Knoten besitzt weiterhin ein SFBool Feld hot,
welches den selection-Zustand markiert. Die Schnittstelle des Knoten l¤asst sich
folgendermaßen denieren:






Der BodyPart-Knoten beinhaltet keine lokale Transformation. Er kann aber wie
jeder andere Group-Knoten als Kind eines Transform-Knotens verwandt werden.
Dieser Transform-Knoten kann wiederum mit DDS-Sensoren verbunden werden,
um neue Transormationswerte zu erhalten. ¤Uber die Anbindung eines entsprechen-
den DDS-Sensors ist ebenfalls der hot Zustand der Gruppe zu steuern. Ein Knopf
auf einem FlyStick [1] kann direkt ¤uber einen SFBoolSensor DDS Knoten mit dem
hot-Field verbunden sein.
Der BodyPart Typ ist kein Bindable sondern kann beliebig oft in der Szene
genutzt werden, um Teilgraphen als K¤operteile zu deklarieren. Dies wird vor allem
f¤ur mehrh¤andige Interaktionsmodelle ben¤otigt.
In den nachfolgenden Teilabschnitten wird die Funktionsweise des Touchsen-
sors in 2D und Immersiven Umgebungen erl¤autert, wobei nicht auf alle Einzelhei-
ten der X3D Spezikation [143] eingegangen wird.
4.3.1.1 2D-Interaktion
Wenn der 2D-Mauszeiger ¤uber eine Geometrie positioniert wird, welche mit einem
TouchSensor assoziert ist, generiert der Sensor-Knoten eine isOver(true) Nach-
richt. Wenn der Mauszeiger sich nicht mehr ¤uber der Geometrie bendet, wird
eine isOver(false) Nachricht erzeugt. Wird die linke Maustaste gedr ¤uckt, solan-
ge sich der Zeiger ¤uber dem Objekt bendet, wird eine isActive(True) Nachricht
versandt. Wird die Maustaste losgelassen wird ein isActive(false) generiert. Um
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Abbildung 4.8: 2D-Mouse Selektion
zu pr¤ufen, ob sich der Zeiger ¤uber der Geometrie bendet, wird abh¤angig von den
aktuellen Kameraparametern und der Mausposition ein Strahl berechnet und durch
Traversierung des Szenegraphen mit den Objekten geschnitten (siehe Abbildung
4.8).
4.3.1.2 Immersive Interaktion
In der immersiven Umgebung hat der Benutzer direkt die M¤oglichkeit TouchSen-
sor-Teilb¤aume zu ber¤uhren. Dies wird mithilfe einer Kollisionserkennung ermittelt.
Dazu werden alle BodyPart-Teilb¤aume gegen alle Sensor-Teilbaume getestet.
Das Problem ist jetzt, dass es nicht m¤oglich ist, mit Sensoren auf Distanz zu
interagieren. Um zu verhindern, dass der Benutzer immer zuerst zu den Sensoren
navigieren muss um sie auszul¤osen, wird an dieser Stelle ein zweistuges Verfah-
ren vorgeschlagen. Bendet sich der Benutzer weiter als die virtuelle Arml¤ange
des Avatars von dem Sensor entfernt, wird ein Strahl zur Selektion eingesetzt. Un-
terschreitet der Benutzer diese Grenze, wird automatisch auf Kollision gepr ¤uft.
4.3.1.2.1 Selektion auf Distanz Die Strahlgeometrie wird durch Position und
Orientierung des BodyPart-Objektes bestimmt (siehe Abbildung 4.9). Wenn der
Strahl einen Teil der Geometrie trifft, welcher mit einem Sensor assoziiert ist, dann
versendet der TouchSensor ein isOver(true). Wenn der Strahl sich nicht mehr
l¤anger mit der Geometrie schneidet, dann generiert der Knoten eine isOver(false)
Nachricht (siehe Abbildung 4.10). Schneidet der Strahl eine assoziierte Geometrie
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Abbildung 4.9: Strahlbestimmung zur immersiven Interaktion mit einem Poin-
tingSensor
Abbildung 4.10: Interaktion mit einem TouchSensor auf Distanz
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Abbildung 4.11: Kollision und Aktivierung des Sensors im Nahbereich
und das hot-Field des entsprechenden BodyParts wird auf den Wert true gesetzt,
dann versendet der Sensor, analog zum Klicken mit der linken Taste im 2D-Modell,
ein isActive(true). Wenn das hot-Feld auf the Wert false zur ¤uckspringt, dann
versendet der Sensor ein isActive(false).
4.3.1.2.2 Selektion im Nahbereich F¤ur die Interaktion im Nahbereich wer-
den alle Sensor und BodyPart-Teilb¤aume bei der Kollisionserkennung angemel-
det und paarweise gegeneinander getest. Kollidieren die Teilb¤aume, so wird ein
isOver(true) versandt. Durchdringen sich die Geometien der Teilbaume nicht
mehr, so schickt der Sensor ein isOver(false) Nachricht (siehe Abildung ). Die
Aktivierung des Sensors und somit die Generierung der isActive(true) bzw.
isActive(false) Nachricht wird anlog zu der Selektion auf Distanz mithilfe des
BodyPart Feldes hot gesteuert.
4.3.2 Sensoren zur Transformation eines Teilgraphen
F¤ur die Transformation werden vier konkrete Sensor-Typen benutzt, die Speziali-
sierungen DragSensor-Typen sind. Die Schnittstellen und Grundlagen der Sphere-
Sensor, PlaneSenor und CylinderSensor werden aus der X3D Spezikation [143]
¤ubernommen. Das elmentare Verhalten der X3D Sensoren ist in der Spezikati-
on festgeschrieben. Sie deniert wie die Bewegungen des Zeigeger¤ates ¤uber dem
Objekt, abh¤angig von seiner virtuellen Gestalt, ausgewertet wird.
Die X3D Sensoren beschr¤anken die Interaktion immer auf die virtuelle Gestalt
des Sensors und sind somit f¤ur die freie 3D oder 6D Interaktion nicht geeignet.
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Aus diesem Grund wird hier der SpaceSensor eingef ¤uhrt. Dieser Sensor erlaubt
es Objekte frei durch den Raum zu ziehen, und generiert ensprechend der aktu-
ellen Transformation translationChanged(vec3f) und rotationChanged(rot)
Nachrichten.
Die virtuelle Gestalt des Sensors ist deniert durch den Sensortypen und dem
initialen Punkt auf der Geometrie an welchen der Sensor aktiv wurde. Es werden so
lange Nachrichten (Events) generiert wie das Zeigeger¤at ¤uber den Sensor gezogen
(draged) wird.
Die X3D Spezikation diskutiert nur eine 2D-mausbasierte Implementierung.
Diese wird im n¤achsten Abschnitt kurz vorgestellt. Im Folgenden werden die Ideen
aufgegriffen und f¤ur immersive Umgebungen interpretiert und erweitert.
4.3.2.1 2D-Interaktion
Die drei DragSensor-Knoten ver¤andern analog zu dem Touchsensor seinen
over und active Zustand und versenden ensprechende isOver(bool) und
isActive(bool) Nachrichten (siehe Abschnitt 4.3.1.1).
Alle DragSensor-Knoten trackPointChanged(vec3f) erzeugen Nachrichten
solange der Sensor aktiv ist. Bei der Ziehbewegung mit der Maus werden vom ak-
tiven Sensor Koordinaten auf der virtuellen Sensorober¤ache berechnet und ver-
sendet.
4.3.2.2 Immersive Interaktion
F¤ur die immersive Interaktion wird der BodyPart-Knoten (siehe Abschnitt 4.3.1)
eingesetzt, um Transformation und Gestalt der virtuellen Hand festzulegen. Ana-
log zu der Interaktion mit TouchSensor-Knoten werden, abh¤angig von der Distanz
zwischen Avatar und Sensor-Geometrie, zwei unterschiedliche Methoden einge-
setzt.
4.3.2.2.1 Transformation auf Distanz Auf Distanz werden Strahlen zur Inter-
aktion eingesetzt, deren Geometrie durch Position und Orientierung des BodyPart-
Objektes bestimmt (siehe Abbildung 4.9).
Bei PlaneSensor werden die Strahlen direkt auf die Bildebene proji-
ziert und mit trackPointChanged(vec3f) Nachrichten zur Verf ¤ugung ge-
stellt. F¤ur den SpaceSensor werden f¤ur alle Transformationen des BodyPart-




Abbildung 4.12: Projektions¤ache zur Bestimmung der Sensorrotation
rotationChanged(vec3f) Werte versandt.
F¤ur die Berechnung des Versatzes f¤ur SphereSensor und CylinderSensor wird
die Differenz zwischen der initialen Position und der aktuellen Position auf einer
Ebene benutzt.
Die Projektionsebene deniert eine Ebene, die das Zentrum der Sensorgeome-
trie schneidet und deren Normale in Richtung des Betrachters weist. Der initiale
Schnittpunkt mit der Geometrie bestimmt den Radius f ¤ur die weitere Rotation. Der
Benutzer bewegt mit der Hilfe eines DDS Sensors den BodyPart um den neuen
Projektionspunkt zu bestimmen (siehe Abbildung 4.12).
Die initiale Wert f¤ur die Orientierung wird mit dem initialen Schnittpunkt as-
soziiert. Die Differenz zwischen dem aktuell projizierten Wert (xc, yc) und dem











Die neuen Orientierungswerte (α, φ) werden zuerst bestimmt. Anschließend
werden diese mit den initialen Werten summiert und daraufhin versendet.
4.3.2.2.2 Transformation im Nahbereich F¤ur die Interaktion im Nahbereich
wird die Geometrie des Sensors direkt mit dem der BodyPart Geometrie kollidiert
(siehe Abschnitt 4.3.1.2.2). F¤ur die Interaktion mit dem PointSensor wird die ak-
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Abbildung 4.13: SphereSensor Interaktion im Nahbereit
tuelle 3D-Position auf die Sensorebene projiziert. Der SpaceSensor verarbeitet 3D
Koordinaten. Somit kann die Bodypart Position direkt in das lokale Koordinaten-
system transformiert und versendet werden.
F¤ur die SpaceSensor und CylinderSensor-Knoten wird keine Hilfsebene ge-
neriert, sondern die neuen Rotationsanteile direkt aus der aktuellen Position des
BodyParts berechnet. Dazu wird ein normalisierter Vektor bestimmt, der vom Zen-
trum der Sensorgeometrie zu der aktuellen Bodypart Position zeigt. Dieser Vektor
wird als Quaternion, dessen Rotationsanteil Null ist, interpretiert und zur Berech-
nung der Rotationsanteile benutzt.
In Abbildung 4.13 wird der BodyPart von Position A zur Position B bewegt
und zieht den aktiven Sensor direkt. Dabei ist es m¤oglich den BodyPart frei in der
Szene zu bewegen, um den Sensor um einen Punkt zu rotieren.
4.4 Sensoren zur indirekten Manipulation
Die bisher vorgestellten DDS und DMS Sensoren werden vorzugsweise f ¤ur In-
teraktionsprozesse eingesetzt die nicht an einzelne Aufgaben gebunden sind. Die
DDS Sensoren transportieren zustandslos und best¤andig Daten zwischen dem Sy-
stemraum und der angebunden Ger¤ateabstraktion. Die DMS Sensoren registrieren
Selektion und Transformation von Teilb¤aumen aber ber¤ucksichtigen dabei keinen
expliziten Start bzw. Ende der Interaktion. Beide Sensoren besitzen ein Zustands-
feld enabled womit ihre Funktionalit¤at unabh¤angig von dem aktuellen Zustand
freigegeben werden kann. Dies ist nicht zu verwechseln mit dem kontrollierten
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Durchlaufen von Start/Eingabe/Ende Zust¤anden.
Wenn es darum geht, dass die Anwendung f¤ur die weitere Abarbeitung konkre-
te Eingaben vom Benutzter ben¤otigt, ist eine weitere Abstraktion notwendig. Aus
diesem Grund werden an dieser Stelle die Sensoren zur indirekten Manipulation
(Indirect Manipulator Sensor, IMS) eingef¤uhrt. Diese Sensoren werden an dieser
Stelle als indirekt bezeichnet, da sie nicht explizit mit einer geometrischen Re-
pr¤asentation verbunden sind dessen virtuelle Repr¤asentation der Benutzter direkt
manipuliert. Die Sensoren bestimmen nicht wie die DMS-Sensoren einen Teil der
Szene als Interaktiv und ¤uberlassen den Benutzter ob und wann er damit interagiert,
sondern deniert vielmehr eine Anfrage der Anwendung an den Benutzer.
Die IMS-Sensor-Knoten bilden jeweils eine Basisinteraktionsaufgabe (Basic






Grunds¤atzlich sind die Basisinteraktionsaufgaben unabh¤angig von der Interakti-
onsumgebung deniert. Dennoch sind einige Untersuchungen und Denitionen
notwendig, um sie f¤ur VR-Umgebungen einsetzen zu k¤onnen [102]. Christian
Kn¤ope hat in [69] zu diesem Zweck Logische Interaktionsaufgaben eingef ¤uhrt.
Die Interaktionsaufgaben k¤onnen je nach Laufzeitumgebung auf unterschiedliche
graphisch-interaktive Elemente abgebildet werden. F¤ur Desktop VR-Umgebungen
werden 2D-Window-Elemente eingesetzt, f ¤ur immersive Umgebungen geometri-
sche Repr¤asentationen, welche der Benutzter direkt mit den virtuellen Ger¤aten ma-
nipulieren kann.
Die Unterteilung in 2D- und 3D-Interaktionselementen wird in dieser Ar-
beit beibehalten, jedoch wird die 3D-Repr¤asentation nicht direkt mit Interakti-
onsger¤aten verbunden. Um die Flexibilit¤at noch weiter zu erh¤ohen werden sie zur
Laufzeit automatisch aus DMS Sensoren aufgebaut, die wiederum ¤uber 2D- oder















Abbildung 4.14: IMS Sensor Repr¤asentation f¤ur Desktop- und Immersive-
Umgebungen
Alle IMS Sensoren sind als Spezialisierung der abstrakten TaskSensor-Knoten
implementiert. Die Schnittstelle des Basisknoten ist f ¤ur alle konkreten IMS Senso-
ren g¤ultig:
TaskSensor : Sensor {
...
SFString [in,out] name ‘‘’’
SFBool [in,out] viewSpace TRUE






Die Felderwerte steuern dabei das Verhalten f¤ur eine einzelne Knoteninstanz:
name Deniert den Namen der Aufgabe. Sie wird nur zur Visualisierung einge-
setzt, um den Benutzer Auskunft ¤uber die aktuelle Aufgabe zu geben.
viewSpace Die 3D-Repr¤asentation kann entweder an der aktuellen Position des
Szenengraphen erscheinen oder skaliert in den sichtbaren Raum der Kame-
ra. Sie erscheint immer vor dem Benutzer. Der Standardwert TRUE transfor-
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Abbildung 4.15: 2D-Repr¤asentation einer Quantizierung
miert die Sensorgeometrie in den Kameraraum. Das hat den Vorteil, dass der
Benutzer immer frei navigieren kann.
style Deniert die Repr¤asentationsform f¤ur eine einzelne Instanz. Der Wert any
¤ubernimmt den aktuellen Wert von der Laufzeitumgebung. Das ist f ¤ur die
meisten F¤alle die sinnvollste Belegung. Dennoch ist es m¤oglich, dass man
die aktuelle Repr¤asentation pro Instanz bestimmen kann. Dazu setzt man
den style Feldwert auf 2D bzw. 3D.
continuous bestimmt, ob die Benutzereingaben kontinuierlich versenden werden
oder ausschließlich ein naler Wert.
start Startet die Abarbeitung der Aufgabe und generiert eine graphisch-interaktive
Repr¤asentation.
finish Stoppt die Abarbeitung der Aufgabe und l¤oscht die graphisch-interaktive
Repr¤asentation. Die Repr¤asentation kann auch eigenst¤andig die Aufgabe ab-
schließen.
Diese Basisfunktionalit¤at erlaubt TaskSensor-Knoten unabh¤angig ihrer eigent-
lichen Auspr¤agung zu steuern. Wichtig ist, dass die Entscheidung der Re-
pr¤asentation, ob 2D (siehe Abbildung 4.15) oder 3D (siehe Abbildung 4.16), vor-
zugsweise Systemweit f¤ur alle Sensorinstanzen gesetzt wird. Diesen globalen Pa-
rameter kann der Benutzer f¤ur alle Knoten an einer zentralen Stelle beeinussen.
Im Folgenden werden die einzelnen konkreten Sensor-Typen beschrieben und
auf ihre Randbedingungen, sowie eine m¤ogliche Beeinussung durch andere Kom-
ponenten eingegangen:
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Abbildung 4.16: 3D-Repr¤asentation einer Quantizierung
4.4.1 Positionierung
Durch den PositionTaskSensor k¤onnen Objekte im Raum positioniert werden. Da-
bei unterst¤utzt der Sensor sowohl die freie Positionierung als auch die Positionie-
rung auf einen Gitter.
Intern wird in immersiven Umgebungen der SpaceSensor eingesetzt, um inter-
aktiv eine Position mit dem BodyPart anzusteuern und auszuw¤ahlen. Wichtig ist
hierbei, dass man die Genauigkeit der Eingabeger¤ate ber¤ucksichtigt, um die Auf-
gabe darauf abstimmen zu k¤onnen.
4.4.2 Selektion
¤Uber den SelektionTaskSensor wird eine Teilmenge aus einer gegebenen Menge
ausgew¤ahlt. Dabei kann der Sensor entweder eine Gruppe von Objekten oder eine
Liste von Kommandos anbieten und unterscheidet somit zwischen variabler Selek-
tion (Objekte) oder relativ konstanter Selektionsliste (Kommandos).
F¤ur die Umsetzung in immersiven Umgebungen werden mehrere TouchSensor
Knoten eingesetzt, die die Selektion eines einzelnen Objektes verarbeiten.
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4.4.3 Quantifizierung
Der QuantizationTaskSensor erlaubt Werte in einem gegebenen Wertebereich, ex-
plizit deniert durch ein Minimum und ein Maximum, einzugeben. Dabei ist wie-
derum die Genauigkeit der benutzten Eingabeger¤ate zu beachten die gegeben falls
das Ergebnis beeinussen k¤onnen.
In immersiven Umgebungen wird ein PlaneSensor eingesetzt und so kongu-
riert, dass der Benutzter eine 1D Auswahl treffen kann.
4.4.4 Text
Der TextTaskSensor erlaubt dem Benutzter direkt einen Text eingeben zu k ¤onnen.
In Immersiven Umgebungen wird dazu der Standard X3D KeyboardSensor ein-
gesetzt.
4.4.5 Rotation
In 3D ben¤otigt man neben der Positionierung auch die Rotation, wobei in VR
die Rotation als Orientierung im Raum zu verstehen ist. Aspekte der Umsetzung
sind die Lage des Rotationszentrums, der Rotationswinkel, Objektentfernung und
Gr¤oße der Bodypart-Geometry.
Umgesetzt wird diese Aufgabe mit dem RotationTaskSensor welcher wieder-
um in Immersiven Umgebungen einen SphereSensor instanziert, um direkt mit dem
Benutzter zu interagieren.
4.5 Zusammenfassung
Das im Rahmen dieser Arbeit entwickelte und vorgestellte Konzept zur Interaktion
erm¤oglicht dem Anwendungsentwickler Ger¤ate und Modelle efzient, exibel und
unabh¤angig von der eigentlich Anwendungsumgebung einzusetzen.
Dabei wurden nicht wie in bisherigen Arbeiten eine einzelne klassizierte
Abstraktion f¤ur Ger¤ategruppen oder Methoden entwickelt, sondern ein dreistu-
ges Sensor-Konzept vorgestellt, das dem Entwickler ein m¤achtiges Werkzeug zur
Verf¤ugung stellt:
Sensoren fu¨r Datensto¨me Data Stream Sensor (DSS) Objekte erlauben die di-
rekte Anbindung von Ein- und Ausgabestr ¤omen unabh¤angig von einzel-
nen Ger¤aten oder Interaktionsaufgaben. Sie sind nicht an Ger¤ateklassen ge-
98
bunden, sondern abstrahieren einzelne typisierte Datenstr ¤ome von oder zu
Ger¤aten. Daten von physikalischen und virtuellen Ger¤aten werden dabei in
die einzelnen Komponenten aufgeteilt und synchronisiert an die Anwendung
¤ubergeben.
Sensoren zur direkten Manipulation Direct Manipulation Sensor (DMS) Ob-
jekte erlauben dem Anwender Teile der Szene graphisch-interaktiv und di-
rekt zu manipulieren. Die Sensoren reagieren auf Ver¤anderungen des Be-
nutzermodells (zum Beispiel der Position der Hand), sind selbst aber un-
abh¤angig von konkreten Eingabeger¤aten. Die Ver¤anderung des Benutzermo-
dells wird direkt ¤uber DSS-Objekte gesteuert.
Sensoren zur indirekten Manipulation Indirect Manipulation Sensor (IMS) Ob-
jekte erm¤oglichen der Anwendung Parameter vom Benutzer zu erfragen und
denieren somit konkrete Eingabeaufforderungen und Aufgaben. Sie bein-
halten aber keine einzelnen graphischen Repr¤asentationen, sondern w¤ahlen
selbst¤andig, abh¤angig von der Laufzeitumgebung, eine geeignete Interakti-
onsform aus. In immersiven Umgebungen werden zur Interaktion mit den
entsprechenden Elementen direkt DMS Objekte eingesetzt.
Die drei Sensor-Ebenen bauen direkt aufeinander auf und setzen die Techniken der
jeweils tieferen Stufe ein um eine weitere Abstraktion zu schaffen.
Das hier dargestellte Konzept erlaubt dem Anwender Sensoren unabh¤angig von
der Auspr¤agung der Laufzeitumgebung zu spezizieren. Sie entsprechen nur ab-
strakten Interaktionsmodulen die sowohl in Desktop-basierten als auch Immersiven





Skalierbarkeit eines Softwaresystems bezeichnet die Eigenschaft, unterschiedli-
che Auspr¤agungen und Ausbaustufen von Hardware- und/oder Softwareplattfor-
men nutzen zu k¤onnen. Aspekte der Skalierbarkeit sind die technische Machbar-
keit, sowie die vom System erreichte Auslastung bereitgestellter Ressourcen um
ein vorgegebenes Ziel zu erreichen. Vorgegebene globale Ziele k ¤onnen dabei zum
Beispiel die Anforderung sein, mit einer Frequenz von 30 Hz neue Bilder zu be-
rechnen, oder 50 Schritte pro Sekunde zu simulieren.
5.1 Grundlagen
Grundlage f¤ur die Skalierbarkeit eines Gesamtsystems ist die Ausnutzung und Per-
formance der einzelnen Komponente. Die Gesamtperfomance ist wiederum ein
sehr wichtiges Kriterium f¤ur Virtual-Reality-Systeme und Applikationen im allge-
meinen. Die Voraussetzung, auch bei einer zunehmenden Szenenkomplexit ¤at die
Systemlatenz unter 100 ms zu halten [26], verlangt einen konstant hohen und sta-
bilen Datendurchsatz. F¤ur die Gesamtperformance des Systems sind vor allem vier
Parameter entscheidend: die Rechenleistung, die Leistung des Graphiksystems, die




In der Vergangenheit konnten sich VR-Systementwickler auf die stetig wachsende
Leistung von Rechnersystemen verlassen. Die Wachstumsraten haben dabei sogar
die Grenzen von Moore’s Gesetz [94] durchbrochen: Die CPU Hersteller haben
nun alle 18 Monate und nicht wie lange ¤ublich alle 24 Monate die Leistung ihrer
Prozessoren verdoppelt.
Nun aber sind erste physikalische Grenzen erreicht [66]. Es ist nicht mehr
m¤oglich, die Taktraten von Prozessoren mit vertretbarem Aufwand weiter in die-
sem Maße zu erh¤ohen. Aus diesem Grund haben Hardwarehersteller in ihren aktu-
ellen High-End CPUs Mechanismen integriert, die parallel zwei Programmstr¤ange
(Threads) ausf¤uhren k¤onnen [22]. Die n¤achsten Generationen werden mehrere
komplette Kerne auf einen Chip vereinen [74].
Multiprozessor-Systeme haben eine lange Tradition. Serversysteme mit bis
zu mehreren Tausend Prozessoren sind sehr selten, jedoch werden von vielen
unterschiedlichen Herstellern Maschinen mit 4 bis 32 Prozessoren angeboten
[91][98][49]. Multiprozessor-Workstations sind schon heute gebr¤auchlich und in
Zukunft werden wohl eine Großzahl der PC-Systeme mit mehreren CPUs oder
Kernen ausgestattet sein.
Aus diesem Grund ist es wichtig, dass ein aktuelles System m¤oglichst optimal
mit einer beliebigen Anzahl von CPUs arbeitet. Dabei ist es entscheidend, wie gut
die Aufgaben auf die einzelnen Prozessoren verteilt werden k¤onnen.
5.1.2 Graphikleistung
Bis Mitte der Neunziger wurden vorwiegend spezielle Graphikmaschinen [93] f ¤ur
VR-Applikationen eingesetzt. Diese Maschinen hatten durch ihre hohe Graphik-
leistung ein entscheidendes Alleinstellungsmerkmal, was sie zu der bevorzugten
Plattform f¤ur den wissenschaftlichen und industriellen Einsatz von VR machte.
Die Investitionskosten f¤ur diese Maschinen war immens hoch, da der Markt relativ
klein im Verh¤altnis zu dem restlichen Hardware-Sektor blieb. Erst Ende der neunzi-
ger Jahre begannen die Hersteller von Spielekonsolen simple 3D-Graphiksysteme
in ihre Ger¤ate zu integrieren [132]. Durch die Konsolen angespornt, entwickel-
te sich kurz darauf ein neuer Markt f¤ur 3D-Graphiksysteme im PC-Sektor. Die-
se Graphikkarten wurden, wie die Konsolen, vorwiegend f ¤ur die Darstellung von
Spielen entwickelt und eingesetzt. Der Wettkampf f ¤uhrte zu einer unglaublichen




























Abbildung 1: Entwicklung der Graphikleistung zwischen 1996 und 2004
Wachstum der maximal in einer Sekunde transformierten und beleuchteten Drei-
ecke (siehe Abbildung 1) betrachtet, so ergibt sich eine Steigerung um den Faktor
1000: von ungef¤ahr 200.000 Dreiecken 1996 zu 200.000.000 im Jahre 2004.
Diese enorme Leistungssteigerung der graphischen Recheneinheiten (Graphik
Processing Unit, GPU) beruht vorwiegend auf verbesserten Algorithmen, h ¤oheren
Taktraten und vor allem mehr parallelen Verarbeitungseinheiten (Aktuelle Hardwa-
re [149] besitzen bis zu 32 Fragment und 16 Vertex-Einheiten). Gl ¤ucklicherweise
¤ubernehmen die Hardwareschnittstellen [118][142] die Parallelisierung. So lan-
ge die Applikation gen¤ugend Primitives ausreichend schnell liefert, f ¤ullen diese
Schnittstellen die Einheiten automatisch.
Entscheidend f¤ur eine Systemperformance ist es, Verfahren und Methoden an-
zuwenden die versuchen, die Architekturen m¤oglichst immer an ihrem Limit zu
bedienen und somit optimal auszulasten.
.0.3 Gesamtarchitekturen
MR-Applikationen werden auf den unterschiedlichsten Hardware-Systemen im-
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Abbildung 2: Spektrum der MR-Hardwareplattformen
chen und industriellen Anwendungen Handhelds oder Personal Digital Assistance
(PDA) [141][99][86] eingesetzt. Diese Ger¤ate sind leicht, bieten aber auch rela-
tiv wenig Rechen- und Graphikleistung. Sie verf ¤ugen im Allgemeinen nur ¤uber
eine CPU, eine simple Graphikeinheit (GPU) und einen Bildschirm mit geringer
Au¤osung (siehe Abbildung 2). Auf diesen Maschinen ist es nicht sinnvoll mehrere
Aufgaben parallel abzuarbeiten, da der zus¤atzliche Verwaltungsaufwand oft sogar
zu Einbußen in der Performance f¤uhrt. F¤ur den sinnvollen Einsatz solcher Maschi-
nen ist es notwendig, skalierbare Darstellungs- und Animationsalgorithmen zur
Anwendung zu bringen, um die geforderten Bild- und Interaktionswiederholraten
zu erm¤oglichen.
Auf der anderen Seite stehen große Multiprozessorsysteme (siehe Abbildung
2), die vorwiegend f¤ur klassische immersive VR-Umgebungen mit mehreren Pro-
jektionen [31][71][147] eingesetzt werden. Diese Maschinen verf ¤ugen ¤uber mehre-
re CPUs und Graphikeinheiten, die wiederum mehrere Bildschirme oder Projektio-
nen betreiben. Die Systemf¤ahigkeit Aufgaben auf diesen Systemen zu Parallelisie-
ren ist essentiell. Dabei sollte das System nicht nur alle CPUs und GPUs auslasten,
sondern die Aufgaben auch m¤oglichst optimal verteilen. Somit ist der Einsatz von
skalierbaren Algorithmen auch f¤ur diese Plattformen sinnvoll.
.1 Parallelverarbeitung
Um von mehreren parallelen Rechenpfaden (Threads) zu protieren, ist es entwe-
der notwendig, vollst¤andig unabh¤angige Aufgaben mit eigenen Daten zu denie-
ren, oder, bei sehr aufwendigen Aufgaben, in einzelne Pfade aufzuteilen und den
Datenzugriff zu synchronisieren. In einer typischen VR-Applikation gibt es beide
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F¤alle.
Im Allgemeinen gibt es in MR-Anwendungen eine Applikationseinheit, die
auf der Grundlage von externen und internen Ereignissen einen neuen System-
stand berechnet und anschließend unterschiedliche Ausgaben (z.B. graphisch oder
akustisch) und Evaluierungseinheiten (z.B. Kollisionserkennung) synchronisiert.
Diese Ausgaben und Evaluierungseinheiten arbeiten typischerweise auf ihren ei-
genen Daten und reektieren nur eine beschr¤ankte Sicht auf den Gesamtzustand.
Die einzelnen Verfahren sind dabei gut (z.B. Kollisionserkennung) oder kaum par-
allelisierbar (z.B. Darstellung auf einer einzelnen Graphikeinheit). Die eigentliche
Parallelisierung der Render- und Evaluierungsverfahren ist nicht Gegenstand diese
Arbeit, soll aber anhand der Parallelisierung der Ausgabe aufgezeigt werden.
Ein wichtiger Aspekt f¤ur das Rahmensystem ist die automatischen Paralleli-
sierung der Applikationseinheit, um die Neuberechnung des Szenenzustands zu
beschleunigen.
Grundproblem aller parallelen Systeme ist die Frage der Synchronisation der
unterschiedlichen Rechenpfade. Dabei geht es vorwiegend darum zu verhindern,
dass mehr als ein Pfad gleichzeitig schreibend oder lesend auf eine Datenstruktur
zugreift. Um diese Situation grunds¤atzlich zu vermeiden, werden hier zwei unter-
schiedliche Verfahren angewandt:
F¤ur den Applikations- und Verhaltensgraphen werden keine Daten kopiert: die
Kanten des Graphen werden benutzt, um unabh¤angige Rechenpfade zu bestimmen
und parallel abzuarbeiten.
F¤ur den kompletten Darstellungsprozess, bestehend aus culling, state-sorting,
rendering und clustering, werden die Daten mit einem gesonderten Darstellungs-
graphen synchronisiert.
.1.1 Parallelverarbeitung auf dem Applikationsgraphen
Der Applikationsgraph erlaubt dem Entwickler Verbindungen zwischen Feldern
festzulegen und somit ein Model zu spezizieren, um Nachrichten durch den Ver-
haltensgraphen zu propagieren. Der Verhaltensgraph besteht aus Knoten und den
Feldverbindungen. Zur Auswertung des Graphens werden Nachrichten generiert
und in einer denierten Reihenfolge abgearbeitet.
Per Denition ist es den Szenenknoten nicht erlaubt, den Graphen w¤ahrend der
Abarbeitung der Nachrichten zu ver¤andern. Es werden keine Kanten oder Kno-
ten als Teil des Verhaltensgraphen gel¤oscht oder erzeugt. Scriptknoten k¤onnen





Abbildung 3: Automatische Parallelverarbeitung auf den Event-Pfaden
das Rahmensystem bereitstellt, empfangen Nachrichten. Diese Knoten ver¤andern
m¤oglicherweise daraufhin ihren internen Zustand und versenden wiederum Nach-
richten. Das System garantiert dieses Verhalten f ¤ur alle Knoten, ausgenommen f¤ur
Script-Knoten, die Teil der Szene sind.
Das Rahmensystem benutzt diese Information zur Laufzeit um mehrere Re-
chenpfade bzw. Nachrichten durch den Graphen parallel zu propagieren. So lange
die Pfade isoliert, das heißt azyklisch sind und nur einen Eingang besitzen, startet
das System automatisch einen neuen Pfad f¤ur jeden Teilgraphen (siehe Abbildung
3).
.1.2 Parallelverarbeitung der Ausgabe
Das System erzeugt und verwaltet den Szenengraph f ¤ur alle applikationsspezi-
schen und dynamischen Aspekte. Es erlaubt Knoten an unterschiedlichen Stellen
im Graphen wiederzuverwenden. Ein einzelner Knoten kann somit auf mehrere
V¤ater verweisen. Dies erleichtert die Applikationsentwicklung, aber verhindert,
dass das System nur eine einzige Transformation oder ein umschließendes Volu-
men (Bounding Volume) pro Knoten anlegen kann.
Graphen mit nur einem Vater (single-parent) und einer einzigen Transformati-
on pro Knoten sind besser geeignet f ¤ur die Umsetzung von Darstellungsverfahren.
Aus diesem Grund generiert und synchronisiert das System einen single-parent
Graphen auf Basis von OpenSG[105]. Dabei werden aber nicht generell alle Kno-
ten und Felder kopiert, sondern nur die Knoten, die zur Visualisierung ben ¤otigt























Abbildung 4: Applikations- und Darstellungsgraph
Dieser zweite Graph wird auch benutzt um alle darstellungsspezischen Optimie-
rungen wie state-sorting und culling durchzuf¤uhren.
Ein weiterer entscheidender Vorteil dieses Designs ist die M¤oglichkeit, auf den
Darstellungsgraphen parallel zu arbeiten. Dazu ist der zweite Graph zwingend not-
wendig, da es dem Applikationsthread erlaubt ist, jederzeit Feldwerte oder sogar
Teile des Graphen zu ver¤andern.
Der Darstellungsgraph besitzt somit seine eigene Sicht auf die Daten aber
nicht zwingend eine einfache Kopie. Vor jeder Traversierung des Darstellungsgra-
phen werden diese unterschiedlichen Sichten synchronisiert. Diese Synchronisati-
on kann auch ¤uber Netzwerke erfolgen, um mehrere verteile Darstellungseinheiten
(cluster) zu unterst¤utzen [113].
.2 Skalierung der Applikations- und Darstellungsleistung
Durch die Parallelisierung von Darstellung und Anwendung ergibt sich ein neues
Ablaufmodell. Das vereinfachte Modell, dass in 3.1 vorgestellt wurde, geht davon
aus, dass in jedem Zyklus Anwendung und Darstellung sequentiell nacheinander
abgearbeitet werden. Durch die Parallelisierung wird nun die Ver¤anderung der Sze-
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Abbildung 6: Applikations- und darstellungslimitierte Zyklen
Die Zyklen werden immer noch synchron abgearbeitet. Am Synchronisations-
punkt muss entweder der Applikationsprozess oder der Darstellungsprozess war-
ten. Daraus ergeben sich zwei Klassen von Applikationen (siehe Abbildung 6).
Applikationslimitiert Die Neuberechnung des Szenenzustands ben¤otigt mehr
Zeit als deren Darstellung. Dies ist vor allem bei komplexen Simulatio-
nen und Animation (zum Beispiel bei aufwendigen Partikelsimulationen) der
Fall.
Darstellungslimitiert Die Darstellung der Anwendung beansprucht mehr Zeit
als die Neuberechnung der Szene. Dies ist vor allem bei klassischen VR-
Applikationen der Fall, die relativ statisch sind (zum Beispiel die virtuelle
Begehung eines statischen Geb¤audes).
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Diese statische Verteilung ist nicht sinnvoll, da bei Mehrprozessorsystemen Res-
sourcen ungenutzt brachliegen. Viel sinnvoller ist der Einsatz von skalierbaren
Simulations-, Animations- und Darstellungsverfahren. Dabei wird ein einheitliches
Modell verfolgt, das einen einzelnen Skalierungsfaktor pro Teilaufgabe bzw. Kno-
ten verwendet. Diese Au¤osung wird zur Laufzeit wie folgt bestimmt:
Rr = Rn ∗Rd ∗Rp (1)
Rr Die resultierende Au¤osung pro Knoten.
Rn Der Skalierungsfaktor pro Knoten. Damit ist es m¤oglich, unterschiedliche In-
stanzen gesondert zu gewichten.
Rd Der entfernungsabh¤angige Anteil. Mit diesem Faktor wird die Skalierung
abh¤angig von der Distanz zwischen Kamera und Objekt skaliert. Der Wert 1
bedeutet dabei, dass Kamera- und Objektposition ¤ubereinstimmen. Der Wert
0 bedeutet, dass das Objekt außerhalb eines systemweiten Grenzwertes liegt,
der im allgemeinen mit der back-clipping-plan ¤ubereinstimmt.
Rp Der Skalierungsfaktor der f¤ur einen gesamten Prozess steht. Somit k¤onnen alle
beteiligten Knoten in einem Prozess skaliert werden.
Daraus ergibt sich die Forderung, dass das System einzelne Methoden und Ver-
fahren f¤ur unterschiedliche Prozesse auf Knotenbasis bereitstellen muss, deren
Kosten zumindest n¤aherungsweise skalierbar sein sollten. Exemplarisch werden
in den folgenden Abschnitten unterschiedliche Verfahren vorgestellt, die f ¤ur den
Anwendungs- und Darstellungsprozess diese Voraussetzung erf ¤ullen.
Die Skalierbarkeit der Verfahren kann und wird aber nicht nur dazu benutzt
die Ressourcen der einzelnen Prozesse besser auszunutzen, sondern auch f ¤ur die
dynamische Bestimmung der Laufzeiten von kompletten Applikationszyklen.
.3 Skalierbare Verfahren zur Darstellung
In diesem Abschnitt werden exemplarisch zwei skalierbare Verfahren zur Ausgabe
vorgestellt. Dabei werden deren Eigenschaften untersucht und wesentliche Verbes-
serungen eingef¤uhrt. Die Integration in das Rahmensystem wird diskutiert und die
Laufzeiteigenschaften bewertet.
108
.3.1 Progressive Darstellung von Polygonnetzen
Dreiecks- und Polygonnetze sind in den heutigen VR/AR-Systemen die bevor-
zugte Objektbeschreibungsform. Das liegt zum einen daran, dass heutige GPU-
Architekturen auf die Verarbeitung von Polygonnetzen optimiert sind und zum an-
deren daran, dass eine Vielzahl von Verfahren und interaktiven Modellierungstools
vorzugsweise Polygondaten erzeugen.
Die einzelnen Polygonmodelle besitzen im allgemeinen einen sehr hohen De-
taillierungsgrad, um die wachsenden Anspr¤uche an realit¤atsgetreuer Darstellung
gerecht zu werden. Die Darstellung der einzelnen Dreiecke ist ein nahezu lineares
Problem, abgesehen von der F¤ull- und Geometrielimitierung. Nimmt die Anzahl
der Dreiecke zu, steigt der daf¤ur ben¤otigte Zeitaufwand in etwa um den gleichen
Faktor.
Um den Aufwand zu kontrollieren ist es notwendig, die Anzahl der Dreiecke
zu reduzieren. Dabei ist es w¤unschenswert Verfahren zu entwickeln, die die An-
zahl der dargestellten Dreiecke zur Laufzeit festlegen, um dementsprechend den
Aufwand zu bestimmen.
Progessive- oder Multiresolution-Netze sind Datenstrukturen, die es erlauben
eine beliebige Au¤osungsstufe aus einem Grundnetz zur Laufzeit abzuleiten.
.3.1.1 Grundlagen
Progressive Netze haben eine Vielzahl von Anwendungsgebieten. Neben der sta-
tischen und dynamischen Reduktion von Polygonnetzen, ndet vor allem die pro-
gressive ¤Ubertragung und die Kompression von Netzen h¤aug Anwendung.
Es gibt eine große Anzahl an Polygon-Reduktionsverfahren; eine gute
¤Ubersicht bietet [43]. Die modernen progressiven Verfahren bauen fast alle auf den
Ideen und Datenstrukturen auf, die Hoppe 1997 [51] erstmals ver ¤offentlich hat.
Alle arbeiten auf Dreiecksnetzen (siehe Abschnitt .3.1.1.1), denieren Operatoren
auf den Netzprimitiven (siehe Abschnitt .3.1.1.2) und denieren eine Metrik zur
Auswahl von geeigneten Primitiven. Variationen wie View-Dependent [52] oder
Out-of-core [78] Algorithmen werden hier nicht betrachtet, da sie f ¤ur den Anwen-
dungsfall und heutige GPU-Architekturen nur bedingt relevant sind.
.3.1.1.1 Polygon- und Dreiecksnetze Ober¤achen in der Computer-Graphik
werden oft als Dreiecksnetz repr¤asentiert. Netze, die komplexe Polygone wie n-
seitige Fl¤achen oder Fl¤achen mit L¤ochern beinhalten, sind einfach und verlustfrei in
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Dreiecksnetze zu ¤uberf¤uhren. Um die Datenstruktur einfach und efzient zu halten,
beschr¤anken sich die meisten Verfahren zur Reduktion auf Dreiecke.
Geometrisch ist ein Dreiecksnetz eine st ¤uckweise lineare Ober¤ache, die aus
dreieckigen Fl¤achen besteht, die an ihren Kanten zusammengef ¤ugt sind. Hoppe
[54] deniert eine Netz-Geometrie als Tupel (K, V ), wobei K die Konnektivit¤at
des Netzes (die Angrenzung der Eckpunkte, Kanten und Fl¤ache) V = {v1, ..., vm}
die Menge der Eckpunktpositionen ist welche die Form des K¤orpers im R3 bestim-
men.
In den meisten F¤allen sind zus¤atzlich Attribute neben der Geometrie mit dem
Netz verbunden. Diese Attribute k¤onnen in zwei Kategorien aufgeteilt werden: Dis-
krete und skalare Attribute.
Diskrete Attribute Diese Werte sind im allgemeinen mit Fl¤achen verbunden. Ein
diskretes Attribut ist zum Beispiel das Material. Das Material deniert die
Shader-Funktion und die Parameter zur Darstellung der Fl¤ache. Eine einfa-
che Shader-Funktion ist zum Beispiel eine zugewiesene Textur.
Skalare Attribute Diese Attribute sind im allgemeinen mit der Geometrie ver-
bunden und denieren zum Beispiel Farben (color(r, g, b)), Normalen
(normal(nx, ny, nz)) und Texturkoordinaten (texCoord(u, v)). Diese Wer-
te spezizieren einen lokalen Parameter f ¤ur die Shader-Funktion. In einfa-
chen F¤allen sind sie direkt mit Eckpunkten verbunden. Jedoch ist es not-
wendig, um die Unstetigkeiten in dem Skalarfeld abbilden zu k¤onnen, die
Skalarwerte nicht mit den Eckpunkten, sondern mit den Ecken eines Netzes
zu assoziieren [5]. Eine Ecke (corner) ist dabei als ein Eckpunkt/Fl¤ache-
Tupel deniert. Skalare Attribute an einer Ecke corner(v, f) spezizieren
dabei die Shader-Parameter f¤ur die Fl¤ache f am Eckpunkt v.
Somit ist das Netz das Tupel M = (K, V, D, S), wobei V die Geometrie bestimmt,
D die Menge der diskreten Attribute df , welche mit den Fl¤achen f = {j, k, l} ∈ K
assoziiert sind, und S die Menge der skalaren Attribute s(v,f) verbunden mit den
Ecken corner(v, f).
Die Attribute D und S f¤uhren zu Br¤uchen in der visuellen Erscheinung der
Ober¤ache. Eine Kante edge{vj , vk}nennt man dabei Scharfe-Kante, wenn sie eine
der Folgenden Eigenschaften erf¤ullt:
1. Die zwei benachbarten Dreiecke fl und fr haben unterschiedliche diskrete
Attribute (z.b. dfl 6= dfr ).
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Abbildung 7: Scharfe Kanten durch unterschiedliche skalare Attribute
2. Die angrenzenden Ecken haben unterschiedliche skalare Attribute (z.b.
s(vj ,fl) 6= s(vj ,fr)).
3. Sie deniert eine Kante, besitzt nur ein benachbartes Dreieck.
Fast alle Szenengraph-Systeme erlauben nur ein diskretes Attribut pro Geometrie-
knoten, da es sonst nicht ausreicht, nur auf Knotenebene nach Materialen zu sortie-
ren. Somit ist der 1. Fall gegeben, Geometrieknoten als Element eines Szenengra-
hen auszuschließen. Die beiden anderen F¤alle sind jedoch wichtige Kriterien und
nden auch in Geometrieknoten Anwendung (siehe die gelben Linien in Abbildung
7).
.3.1.1.2 Progressive Netz-Repra¨sentation Zur Erstellung der reduzierten
Au¤osungen ist es notwendig, geeignete Transitionen auf dem Netz zu denie-
ren, um Elemente zu entfernen. Hoppe deniert hierzu zun¤achst drei Transitionen
[54]: Kanten kollabieren, Kanten aufschneiden und Kanten vertauschen. In einer
sp¤ateren Ver¤offentlichung [51] zeigt er, dass es ausreicht, nur eine einzelne Transi-
tion zu denieren, um ein Netz efzient zu verfeinern.
Das initiale Netz wird durch wiederholte Anwendung einer Transition ecol
(Kantenkollabierung) reduziert. Dabei wird eine Kante (vs, vt) zu einem neuen
Knoten vs kollabiert (siehe Abbildung 8). Die maximal zwei Dreiecke, die die-
se Kante enthalten, werden entfernt. Die neue Position von vs sollte so gew¤ahlt
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Abbildung 8: ecol- und vsplit Transformation
werden, dass das neue Netz optimal die Form des initialen Netzes wiedergibt. Au-
ßerdem m¤ussen die diskreten und skalaren Attribute im Netz aktualisiert werden.
Durch mehrfache Anwendung der ecol-Transition wird eine Sequenz aus Net-
zen mit immer weniger Dreiecken erzeugt. So wird das initiale Netz Mˆ = Mn
rekursiv in ein gr¤oberes Netz M0 ¤uberf¤uhrt:
(Mˆ = Mn)− ecoln−1 → ...− ecol1 → M
1 − ecol0 → M
0
Die ecol-Transition ist invertierbar. Die Umkehrfunktion heißt vsplit (Knoten-
Spaltung), sie f¤ugt einen neuen Knoten vt in der N¤ahe von vs hinzu. Außerdem
werden die Kanten umgeordnet, so dass die Dreiecke {vt, vs, vl} und {vt, vs, vr}
wieder im Netz vorhanden sind (siehe Abbildung 8). Die Position von vs und alle
Attribute werden aktualisiert. Ein feines Netz M 0 wird schrittweise vergr¤obert um
nal das Netz Mnzu erhalten:
M0 − vsplit0 → M
1 − vsplit1 → ...− vsplitn−1 → (Mˆ = M
n)
M0{vsplit0, ..., vsplitn−1} nennt man eine progressive Netz-Repr¤asentation.
.3.1.1.3 Netz Simplifizierung Die Qualit¤at der resultierenden Simplizierung
ist im wesentlichen abh¤angig von zwei Parametern:
1. Die Auswahl der n¤achsten zu kollabierenden Kante.
2. Die Bestimmung der neuen Position f¤ur vs.
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F¤ur diese Teilaufgaben wurden unterschiedliche L¤osungen in der Literatur ent-
wickelt. Detaillierte ¤Ubersichten und Gegen¤uberstellungen sind in [43] und [126]
zu nden.
Einige wichtige Verfahren werden hier kurz vorgestellt und bewertet.
.3.1.1.4 Explizite Energiefunktionen Hoppe et al [54, 51] deniert eine Ex-
plizite Energiefunktion. Zur Bestimmung der g¤unstigsten Kante wird dabei eine
Energiefunktion verwendet, die Aufschluss dar ¤uber gibt, wie stark das Modell K
durch die Kollabierung dieser Kante ver¤andert werden w¤urde.
4E = EK′ − EK
Die Energiefunktion wird wie folgt zusammengesetzt:
E(M) = Edist(M) + Esprint(M) + Escalar(M) + Edisc(M)
Edist(M) ist dabei die quadratische Abweichung vom Netz, Espring(M) be-
schreibt die Verzerrung der Geometrie, Escalar(M) die Abweichung der skalaren
Attribute und Edisc(M) bestraft die Ver¤anderung von Diskontinuit¤aten.
Die Position von vs wird wie folgt berechnet: vis = (1 − α)vi+1s + vi+1t f¤ur
α = {0, 12 , 1} und wird dann so gew¤ahlt, dass das neuen Netz optimal die Form
des initialen Netzes wiedergibt.
Die Schritte zur Simplizierung sind im einzelnen:
1. F¤ur eine Netztransformation K → K ′ wird 4E f¤ur jede Kante bestimmt
und sortiert.
2. Iterativ wird die Kante mit den g¤unstigsten 4E entfernt, vs und die Energie-
kosten der benachbarten Kanten neu berechnet und wieder einsortiert.
3. Abbruch beim Erreichen der gew¤unschten Fl¤achenanzahl.
.3.1.1.5 Fehlerquadriken In [44] beschreiben Paul S. Heckbert und Michael
Garland einen Ansatz, der auf Fehlerquadriken pro Eckpunkt aufbaut und erwei-
tern das Verfahren ein Jahr sp¤ater so, dass es auch Skalare und Diskrete Attribute
wie Farben und TextureCoordinate ber¤ucksichtigt[45]. In [55] wird ebenfalls eine
Erweiterung zur Handhabe von Punkt-Attributen vorgestellt und in [46] das Ver-
fahren auf beliebige Dimensionen erweitert.
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Die Metrik selbst basiert auf einer Quadrik, die jedem Knoten im Netz zu-
gewiesen wird. Diese Quadrik misst den Abstand zwischen den Knoten und der
Menge der angeschlossenen Fl¤achen. Dazu wird ein Knoten als Schnittpunkt einer
Menge von Dreiecken betrachtet, die den Knoten als Eckpunkt besitzen. Die Me-
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Somit wird die gesamte Menge die zu v inzidenten Dreiecksebenen durch eine
einzelne Matrix Q repr¤asentiert. Bei einer Paarkontraktion v1, v2 wird anstelle der
Vereinigung der Ebenen die Summe der Quadriken Q1+Q2 berechnet. Diese Sum-
me entspricht einer Vereinigung, wenn die Fl¤achen von Q1 und Q2 disjunkt sind.
Bei einer ¤Uberlappung (das passiert, wenn v1und v2 auf einer Kante liegen) wird
ein Dreieck h¤ochstens drei mal mitgez¤ahlt. Dadurch wird zwar die Fehlergr¤oße un-
genau, jedoch ist die Matrizenrechnung efzienter und ben¤otigt weniger Speicher
als die Mengenvereinigung.
Beim Start des Algorithmus ist der Wert von Q f ¤ur jeden Knoten gleich 0, da
der Knoten im Schnittpunkt der Ebenen liegt. Bei der Kontraktion eines Paares
werden die Q-Matrizen der beiden urspr¤unglichen Knoten summiert und bilden
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eine neue Fehlerquadrik f¤ur den neuen Knoten. Damit wird der Fehler, der durch
die Vereinigung der beiden Knoten entstanden ist, beschrieben.
F¤ur die Bestimmung der neuen Position vs wird die Fehlerfunktion abgeleitet
und zu Null gesetzt. Das ist ¤aquivalent zu:


q11 q12 q13 q14
q12 q22 q23 q24
q13 q23 q33 q34















q11 q12 q13 q14
q12 q22 q23 q24
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Sollte die Matrix nicht invertierbar sein, wird vs wie in .3.1.1.4 bestimmt.
Der Algorithmus besteht in den einzelnen Schritten aus:
1. Berechnung der Q-Matrizen f¤ur alle Knoten.
2. Auswahl aller g¤ultigen Paare.
3. Berechnung des Zusammenfassungsziels vs f¤ur jedes Paar (v1, v2). Der Feh-
ler vTs (Q1 + Q2)vs stellt die Kosten der Zusammenfassung dar.
4. Paare sortieren.
5. Paar mit geringsten Kosten entfernen.
.3.1.1.6 Lindstrom und Turk Peter Lindstrom und Greg Turk beschreiben in
[79] einen Algorithmus, der eine hochqualitative Ann¤aherung an das Originalm-
odell erreicht, ohne dabei w¤ahrend des Reduktionsprozesses Informationen ¤uber
das anf¤angliche Modell zu speichern. Die Kosten werden wie folgt berechnet:
fC(e, v) = λ ∗ fv(e, v) + (1− λ) ∗ ||e||
2 ∗ fB(e, v)
e ist die Kante, die geschrumpft werden soll, v der Zielpunkt der Schrump-
fung, λ = 12 , fv(e, v) die Funktion zur Volumenoptimierung (siehe Formel 2) und
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Abbildung 9: Durch drei Optimierungsebene denierte Schnittpunkt
fB(e, v) die Funktion zur Randoptimung (siehe Formel 3).
Die Berechnung des optimalen Zielpunktes wird als Optimierungsvorgang be-
trachtet. Zuerst wird versucht, einen Zielpunkt zu errechnen, so dass das Volu-
men eines geschlossenen Modells bewahrt wird. Liegt dieser Eckpunkt in der N¤ahe
der Aussenkante des Modells wird ebenfalls versucht, die Gr¤oße der anliegenden
Fl¤ache zu bewahren. Da diese beiden Bedingungen meist noch nicht zur eindeuti-
gen Bestimmung dieses Zielpunktes ausreichen, werden weitere geometrische Ei-
genschaften einbezogen. Jede dieser Bedingungen beschreibt eine Ebene. Hat man
3 Ebenen, die voneinander unabh¤angig sind, beschreibt deren Schnittpunkt den op-
timalen Zielpunkt der Kantenschrumpfung (siehe Abbildung 9). Sollte die hierbei
bestimmte L¤osung noch nicht eindeutig sein, wird zus¤atzlich ein weiteres Kriteri-
um zur Optimierung des Aussehens der Dreiecke benutzt, welches die Vermeidung
























Wobei ti das i-te Dreieck, die Kante e, ei die i-te Aussenkante der Kante, e,
vider i-te Eckpunkt zur Kante e, vyx der Eckpunkt x des Primitives y.
Sehr positiv zu bewerten ist die M¤oglichkeit, große Modelle aufgrund des nied-
rigen Speicherverbrauchs reduzieren zu k¤onnen. Das Laufzeitverhalten und die Er-
gebnismodelle sind ebenfalls gut.
.3.1.1.7 Melax Der von Stan Melax in [88] vorgestellte Algorithmus ben ¤otigt
ebenfalls wie der Algorithmus von Lindstrom und Turk (siehe Abschnitt .3.1.1.6)
keine Referenz zum Originalmodell w¤ahrend der Reduktion. Im Gegensatz zu den
bisher vorgestellten Methoden spezialisiert sich dieser Algorithmus auf das Er-
zeugen von Modellen mit sehr niedriger Polygonzahl innerhalb sehr kurzer Zeit.
Interessant ist vor allem, dass er keine neuen Punkte vserzeugt, sondern immer die
Kante auf v1 schrumpft.
Um die Kosten einer Kantenschrumpfung zu bestimmen, wird die folgende
Formel benutzt, die sowohl die L¤ange dieser Kante als auch die Kr¤ummung der
angrenzenden Dreiecke mit in Betracht zieht:






1− f.normal − n.normal
2
)}
Wobei Tv0 die Menge aller Dreicke an v0 und Tv0v1 alle Dreiecke an der Kante
(v0, v1) sind. Zu beachten ist, dass der Algorithmus unterschiedliche Kosten f ¤ur
c(v0, v1) und c(v1, v0) errechnet und somit auch nicht mehr v0 und v1 n¤aher unter-
sucht werden m¤ussen, um vs zu bestimmen.
Der Algorithmus ist sehr schnell, kann aber nicht mit den Ergebnissen der vo-
her gennanten Verfahren mithalten. Er ist aber sehr einfach zu implementieren, hat
ein sehr gutes Laufzeitverhalten und erlaubt eine sehr efziente Darstellung, da
keine Punktkoordinaten ver¤andert werden m¤ussen.
.3.1.2 Kodierung von Progressiven Netzen
Es wurden unterschiedliche Modelle entwickelt um Progressive Netze, abh¤angig
vom Anwendungsgebiet, efzient zu kodieren. Dabei sind folgenden Vorausset-
zungen zu unterscheiden:
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Speichereffizienz Der Speicherverbrauch der Datenstruktur, der in statische und
dynamische Anteile pro Instanz aufzuteilen ist.
Progressivita¨t Sind die Strukturen nur geeignet um efzient Multiresolution-
Netze aufzubauen, oder k¤onnen sie auch f¤ur das progressive ¤Ubertragen und
Verarbeiten genutzt werden?
Laufzeitverhalten Wie aufwendig sind Ver¤anderungen in der Netzstruktur? Vor
allem ist die Auswahl einer bestimmten Au¤osungsstufe zu betrachten sowie
die edge-collaps und vertex-split Operatoren.
Darstellungseffizienz Wie schnell und gut sind die Strukturen mit aktuellen GPU-
Systemen umsetzbar? Interessant ist, wie gut die Verfahren vertex-cache
Strukturen nutzen.
In [53] wurden die ersten speziellen Strukturen entwickelt und vorgestellt, die es er-
lauben, Progressive Netze efzient im Speicher abzulegen und zu traversieren. Die-
se Datenstruktur kodiert explizit M 0 und eine Liste von Vertex-Split-Operationen,
die zur Laufzeit efzient abgearbeitet werden k¤onnen, sich aber nur bedingt f¤ur die
Darstellung eignen, da sie keine R¤ucksicht auf das vertex-cache Verhalten nehmen.
Die Halb-Kanten-Datenstuktur [23] ist eine Verallgemeinerung dieser Struktur, die
jedoch nur bedingt zur efzienten Darstellung geeignet ist, aber weit mehr Opera-
toren auf dem Netz bereitstellt.
Methoden zur Generierung von vertex-cache freundlichen Strukturen
[11][108] sind sehr efzient darstellbar, aber bieten im allgemeinen nur schlech-
te Unterst¤utzung f¤ur Multiresolution Strukturen.
Spezielle Datenstrukturen, die versuchen sowohl Anforderungen an die
Verarbeitungs- als auch Darstellungsefzienz gerecht zu werden [37][15][119],
verbrauchen durch ihre Komplexit¤at wesentlich mehr Speicher.
F¤ur den in dieser Arbeit vorgestellten Framework wurden die Ergebnisse aus
[108] so erweitert, dass es auch edge-collaps und vertex-split Operationen auf dem
Netz unterst¤utzt. Es wird aber keine spezische Skip-List [37] erzeugt, sondern
das fr¤uhe und schnelle Verwerfen von ung¤ultigen Dreiecken auf der Hardware aus-
genutzt. Dadurch wird wesentlich weniger Speicher ben¤otigt.
Da genauso wie in [37] eine statische Liste von optimierten Triangle-Strips
[97] f¤ur Mn generiert wird, nutzt das Verfahren vertex-cache Hardware f ¤ur hohe













Abbildung 10: TriangleStrip Pyramide zur Optimierung der Vertex-Cache Ausla-
stung
zu zwei Triangle-Strips zerst¤ort, und somit sich das Cache-Verhalten verschlech-
tert. Dieser Umstand ist vor allem unangenehm, da das Verfahren eigentlich vor
allem niedrige Level mit wenigen Dreiecken besonders efzient darstellen sollte.
Aus diesem Grund wird an dieser Stelle eine Verbesserung eingef ¤uhrt: Da-
zu wird eine Au¤osungspyramide von Triangle-Strip Listen erstellt. W¤ahrend der
Darstellung wird nicht wie bisher die Triangle-Strip-Liste (TSL) 0 f ¤ur Mn benutzt,
sondern ausgehend von der aktuellen Dreiecksanzahl m der n¤achste Level gew¤ahlt,
der mehr als m Dreiecke beinhaltet (siehe Abbildung 10). Der Algorithmus zur Er-
stellung der Pyramide kann folgendermaßen veranschaulicht werden:
Halb-Kanten Datenstruktur f¤ur Mnerstellen
Triangle-Strip Liste fuer Level 0 erstellen
nextLevel = n / levelScale;
While (M0 noch nicht erreicht) {
if (triCount == nextLevel) {
TriangleStrip Liste erzeugen und speichern
nextLevel = nextLevel / levelScale
}
n¤achste Kante f¤ur edge-collaps bestimmen
edge-collaps durchf¤uhren
vertex-map in die Liste eintragen.
}
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Durch diese Erweiterung erh¤alt man ein Verfahren, das vertex-cache Strukturen
sehr gut ausnutzt, aber dennoch relativ wenig Speicher verbraucht. Ein entschei-
dender Vorteil dieses Verfahrens ist die Skalierbarkeit der Darstellungskosten ge-
gen¤uber dem aktuellen Speicherverbrauch. Benutzt man eine Pyramide mit weni-
gen TSL-Ebenen und reduziert somit den Speicherverbrauch, dann reduziert sich
auch die Renderleistung. Erh¤oht man die Anzahl der Ebenen, nutzt man das Ver-
fahren der vertex-cache Strukturen weitaus efzienter.
.3.1.3 Integration
In diesem Abschnitt werden auf der Grundlage der X3D-Spezikation [143] Er-
weiterungen entwickelt mit dem Ziel, Multiresolution Polygonnetze in das Rah-
mensystem zu integrieren.
In X3D werden im allgemeinen Polygonnetzobjekte als IndexedFaceSet (IFS)
[143] Knoten kodiert. IFS Knoten haben selbst nur einen Darstellungsparameter
(z.B. solid f¤ur ein- oder zweiseitiges Polygone), Index-Felder aber keine skalaren
Punkt-Attribute. Die Punkt-Attribute wie Position, Normale, Farbe und Texturko-
ordinaten stehen in referenzierten Kind-Knoten.
Zur Integration der Multiresolution Netze wird kein eigener neuer Knotentyp
erzeugt, sondern der IFS Knotentyp um drei Felder erweitert:
IndexedFaceSet : Geometry {
...
SFFloat 1.0 resoltion





Die Parameter sind im Einzelnen:
resolution Deniert die Rn objektabh¤angige Skalierung der Au¤osung (siehe For-
mel 1).
collapseMap Stellt eine Liste von vorberechneten edge-collapse Operationen be-
reit. Jede Operation ben¤otigt drei Integer-Werte: Der 1. und 2. Parameter
beschreiben die Punkte die zu kollabierte sind. Der 3. Wert wird als Index
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in einem regul¤aren Gitter benutzt, welches den Raum zwischen den zwei
Punkten quantiziert.
multiResGen Steuert die Generierung der Multiresolution Struktur.
none Erzeugt kein progressives Netz
nice Erzeugt ein progressives Netz mit Hilfe von Fehlerquadriken (siehe
Abschnitt .3.1.1.5). F¤ur jeden kollabierte Kante wird eine neue vs Po-
sition bestimmt.
fast Erzeugt ein progressives Netz mit Hilfe von der simplen Metrik von
Melax (siehe Abschnitt .3.1.1.7). Es wird keine neue Position f ¤ur vs
bestimmt, sondern entweder v1 oder v2 benutzt.
auto Der Knoten liest den multiRedGen Wert nicht aus dem Feld, sondern
aus dem aktuellen Kontext. Somit ist es m¤oglich, einen Standardwert
im Kontext zu setzen, der von allen Knoten mit auto Feldwert w¤ahrend
der Initialisierung ¤ubernommen wird.
multiResVis Steuert die Visualisierung der Multiresolution Struktur.
none Mn wird direkt dargestellt. Die vorhandene Multiresolution-Struktur
wird nicht ber¤ucksichtigt.
nice Benutzt das progressive Netz direkt zur Darstellung und erzeugt f ¤ur je-
den vertex-split einen neuen Punkt in der Punktliste. Generiert das be-
ste Ergebnis aber ver¤andert die Koordinaten bei jeder Ver¤anderung der
Au¤osung. Da die Koordinaten meist direkt auf der Graphik-Hardware
abgelegt sind, kann dies zu Performance-Problemen f ¤uhren.
fast Erzeugt initial eine vereinfachte collaps-map [88] aus dem progressi-
ven Netz. Die collaps-map besitzt f ¤ur jede edge-collaps nur einen ein-
zelnen Index der auf die neue Punktposition f ¤ur vs verweist. Es wird
keine neue Position generiert, sondern immer eine bestehende Koordi-
naten benutzt. Dieses Verfahren erzeugt weniger korrekte Ergebnisse
als nice, ist aber wesentlich schneller.
auto Der Knoten liest den multiRedGen Wert nicht aus dem Feld, sondern
aus dem aktuellen Kontext. Somit ist es m¤oglich einen Standardwert
im Kontext zu setzen, der von allen Knoten mit auto Feldwert w¤ahrend
der Initialisierung ¤ubernommen wird.
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Abbildung 11: Progressives Netz mit 1000, 30000, 65451 Dreiecken
Alternativ zu der IFS-Erweiterung k¤onnte man auch einen neuen Knotentyp spezi-
ell zur Kodierung von progressiven Netzen erzeugen. Einen vergleichbaren Ansatz
hat Martin Isenburg in seinen Arbeiten zu Netzkompression f ¤ur X3D vorgestellt,
um Netztopologien in ASCII zu kodieren [62][63]. Der Knoten k¤onnte direkt M0
und nachfolgend alle vertex-split Operationen kodieren und h¤atten somit den Vor-
teil, dass er auch f¤ur das progressive ¤Ubertragen und Verarbeiten geeignet w¤are.
Jedoch ist es dann nicht mehr m¤oglich, Morpher und Interpolatoren auf den Punkt-
Attributen anzuwenden.
.3.1.4 Skalierbarkeit und Ergebnisse
Die meisten Netze in typischen VR-Anwendungen sind manifold und ohne L ¤ocher.
Somit verringert jede edge-collapse Operation die Anzahl der Dreiecke um zwei,
jede vertex-split Operation erh¤oht die Anzahl um zwei Dreiecke. Die Darstellungs-
kosten skalieren, wenn man die F¤ull-Kosten nicht ber¤ucksichtigt, linear von M 0
bis Mn. In den meisten non-manifold Netzen und/oder Netzen mit L¤ochern sind
die St¤orungen so gering, dass man im Mittel auch von einer linearen Skalierung
ausgehen kann.
Das Mn Model des Stanford-Hasen hat 69451 Dreiecke (siehe Abbildung
11). Wenn man die einzelnen Dreiecke direkt zur Darstellung benutzt ohne die
vertex-cache Hardware explizit zu nutzten, skaliert die Darstellungszeit nahezu li-
near (siehe Abbildung 12). Benutzt man eine einzige auf dem M ngenerierte Liste
von Triangle-Strips, dann variieren die Darstellungszeiten zwischen 0 und 0.125
Sekunden. Man erreicht somit eine wesendliche Verbesserung vor allem bei ho-
hen Au¤osungen. Benutzt man mehrere Au¤osungsstufen (in diesen Fall drei), be-




















Abbildung 12: Darstellungszeiten f¤ur ein Progressives Netz mit Dreiecken und
Triangle-Strip Primitiven
Die Messungen wurden auf einem 2 MHz Rechner mit Geforce 4 GPU, stan-
dard GL shading und einer Lichtquelle durchgef ¤uhrt.
.3.2 Volumenvisualisierung
Techniken zur Visualisierung von Volumendaten haben sich in den letzten Jahren
zu einem wertvollen Werkzeug f¤ur unterschiedliche Applikationen entwickelt [67].
Speziell f¤ur dreidimensionale Skalarfelder kristallisiert sich der Bereich der
Volumenvisualisierung als geeignete Methode heraus, die ansonsten visuell schwer
zug¤anglichen Strukturen aus Bereichen der medizinischen Diagnose (z.B. CT,
MRI, PET, Ultraschall), geophysikalischen Analyse oder numerischen Simulation
darzustellen.
.3.2.1 Grundlagen
Der Begriff Volumenvisualisierung [67] bezeichnet die Repr¤asentation, Manipu-
lation und Darstellung von Volumendaten. Er umfasst alle Stufen der Visualisie-
rungspipeline angefangen vom Filtering und Mapping, bis zur algorithmischen
Bildgenerierung, die auch als Rendering bezeichnet wird. Im Zusammenhang mit
der Erzeugung von Bildern aus Volumendaten wird deshalb h¤aug von Volume-
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Abbildung 13: Strukturierte Volumengitter
Visualization und Volume-Rendering gesprochen.
.3.2.1.1 Volumendaten 3D-Skalarfelder als gebr¤auchlichste Form von Volu-
mendaten enthalten zu jedem Punkt im Raum R3 genau einen skalaren Wert s.
s = f(x, y, z); x, y, z ∈ R (5)
Die r¤aumliche Zuordnung der durch s beschriebenen Objekteigenschaften ist durch
die x, y und z-Koordinaten eindeutig bestimmt und als Elemente eines 3D-Gitters
abgelegt. Jede Zelle dieses Gitters besitzt eine r¤aumliche Ausdehnung und wird
Voxel genannt.
Da Volumendaten aus Messungen und Simulationen nur an diskreten Gitterpo-
sitionen im Raum gegeben sind, werden zur Bestimmung skalarer Werte an beliebi-
gen Stellen in Raum benachbarte Datenpunkte interpoliert. Volumendaten werden
in einer Reihe wissenschaftlicher Anwendungen in unterschiedlicher Weise ermit-
telt: In Simulationen werden aufgrund eines mathematischen Modells physikali-
sche Vorg¤ange simuliert und damit beispielsweise die Dichtewerte eines Gases an
verschiedenen Raumpunkten w¤ahrend einer Str¤omungssimulation ermittelt. Mes-
sungen bestimmen physikalische Gr¤oßen im Raum mit entsprechender Sensorik,
wie zum Beispiel die Abschw¤achung der R¤ontgenstrahlung durch einen Computer-
tomographen in der medizinischen Bildverarbeitung. Oft lassen sich Volumendaten
auch direkt berechnen, so im Fall der Aufenthaltswahrscheinlichkeit von Elektro-
nen um einen Atomkern oder in einem Molek¤ul, die zur Visualisierung von Mo-
lek¤ulorbitalen ben¤otigt wird.
Grunds¤atzlich lassen sich die Datengitter in strukturiert und unstrukturierte Git-
tertypen aufteilen.
Strukturierte Gittertypen (siehe Abbildung 13) besitzen eine gleichm¤aßige
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Abbildung 14: Unstrukturierte Volumengitter
Nachbarschaftsstruktur. Bei kartesischen bzw. regul¤aren Gittern liegen Zellen als
regelm¤aßige Quader in einheitlicher Gr¤oße vor. Bei rectilinearen Gittertypen han-
delt es sich immer um quaderf¤ormige Zellen, jedoch k¤onnen diese unterschiedliche
Gr¤oßen annehmen. Die Zellen in einem curvilinearen (krummlinigen) Gitter sind
nicht mehr quaderf¤ormig, sondern verformte Hexaeder.
Unstrukturierte Gitter (siehe Abbildung 14) besitzen keine besondere Anord-
nungsstruktur, deshalb ist ein direkter Zugriff auf einzelnen Zellen nicht m¤oglich.
Der Datenraum besteht aus einer Menge von r¤aumlich positionierten Knoten und
einer Menge von Zellen, die diese Knoten miteinander verbinden. Gew¤ohnlich wer-
den Gitter mit einer einheitlichen Zell-Topologie verwendet, wie z.B. Tetraedergit-
ter oder Hexaedergitter. Es k¤onnen aber auch verschiedene Zellformen in einem
Gitter kombiniert werden.
Die weitaus gebr¤auchlichste Form der Volumendaten sind strukturierte Gitter
in kartesischer Form. Die meisten Messverfahren und Techniken (zum Beispiel
CT oder MR) erzeugen Daten in dieser Form. Auch ist es m¤oglich, alle weiteren
Gitterformen durch resampling in kartesische zu transformieren.
Aus diesem Grund beschr¤anken sich fast alle Verfahren zur Echtzeitvisualisie-
rung von Volumendaten auf die Verarbeitung von kartesischen Gittern.
.3.2.1.2 Verfahren zur Volumenvisualisierung Seit ihrer Einf ¤uhrung in den
sp¤aten 1980er Jahren wurden im Umfeld der Volumenvisualisierung einige mehr
oder weniger unterschiedliche Techniken entwickelt, die sich grob in vier Klassen
einteilen lassen [137]:
Object-order Algorithmen Diese Methoden, wie zum Beispiel Marching Cubes
[81] oder Marching Tetraeder, suchen eine polygonale Umsetzung des Ska-
larfeldes, um eine Fl¤achenstruktur zu erzeugen. Die durch Abtasten des Vo-
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lumens entstandenen Polygonnetze sind beliebig feine Approximationen des
Originals. Methoden dieser Gruppe werden auch als indirektes Volumeren-
dering bezeichnet, da sie zur Darstellung nicht mehr direkt die Originaldaten
verarbeiten sondern die Polygonnetze. Werden die Volumendaten unmittel-
bar verarbeitet, so wie bei den nachfolgenden Verfahren, spricht man vom
direktem Volumerendering.
Image-order Algorithmen Ausgehend von den Bildpunkten des Zielbildes wer-
den Strahlen in die Szene geschickt, die den Beitrag des Volumens zu einem
Punkt der Bildebene ermitteln. Werden nur prim¤are Sichtstrahlen betrachtet
so wird vom Ray-Casting-Verfahren [67] gesprochen. Da der Strahl min-
destens solange verfolgt wird, bis sich der erreichte Farbwert nicht mehr
weiter ¤andert, ist diese Methode sehr rechenintensiv und langwierig. Aller-
dings wird so die bisher beste Bildqualit¤at erreicht. Je nach Detaillierungs-
grad k¤onnen auch physikalische Eigenschaften wie zum Beispiel Refraktion
und Spiegelung ber¤ucksichtigt werden.
Shear-Warp Factorization Durch Faktorisierung der Blick-Transformation in
zwei Einzeltransformation (eine Scherung und eine Verzerrung) kann das
Bild mit Hilfe von Volumenscheiben berechnet werden [76][64]. Shear-
Warp kombiniert image-order und object-order Ans¤atze und bietet die
M¤oglichkeiten der Parallelisierung und Scanline-Kompression.
Texture-basierte Algorithmen Hierbei wird die Texturf¤ahigkeit der Graphik-
hardware (graphics processing unit; GPU) verwendet, um die Volumenda-
ten selbst oder berechnete Farbwerte zu speichern. Die Darstellung geschieht
durch das ¤Uberlagern und ¤Uberblenden von Polygon¤achen, die texturierte
Scheiben des Volumens repr¤asentieren.
Indirect Volumen Rendering Techniken sind nur bedingt als allgemeines Verfahren
geeignet, da sie nicht unmittelbar die 3D-Skalardaten darstellen, sondern nur aus-
gew¤ahlte ISO-Fl¤achen. Die direkten Volumenrendering-Verfahren unterscheiden
sich vor allem in Laufzeitverhalten und Qualit¤at der erzeugten Bilder. Software-
verfahren erzeugen im allgemeinen bessere Ergebnisse auf Kosten der Laufzeit.
Hardware-unterst¤utzte Verfahren wie die Texture-basierten Algorithmen, sind im
allgemeinen Performanter.
Bis vor wenigen Jahren hat die Hardware-Shader-Pipline die M¤oglichkeiten der
Umsetzung von Volumen-Rendering Verfahren weitgehend eingeschr¤ankt. Durch
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die Einf¤uhrung der Vertex und Fragment-Shader [68] ist es m¤oglich, alle pr¤a-/post-
Klassikationen und Integrationen direkt als Shaderprogramm umzusetzen. Somit
sind heute Texture-basierte Verfahren bevorzugt, wenn es darum geht qualitative
hochwertige Volumen in Echtzeit darzustellen. Auch hier wird dieses Verfahren
f¤ur die Implementierung und weitere Untersuchung ausgew¤ahlt.
.3.2.1.3 Physikalische Grundlagen Gemeinsam ist allen Verfahren der di-
rekten Volumenvisualiserung die (approximative) Auswertung des Volume-
Rendering-Integrals [72] f¤ur jeden Bildpunkt des Zielbildes, also die Inte-
gration von abgeschw¤achten Farb- und Absorptionskoefzienten entlang eines
Sichtstrahls.
Im Folgenden wird davon ausgegangen, dass der Sichtstrahl x(λ) in
Abh¤angigkeit vom Abstand zur Betrachterposition parametrisiert ist und dass die
Farbdichten color(x) zusammen mit den Absorptionsdichten extinction(x) f ¤ur
jeden Punkt im Raum x gegeben sind. Die Einheiten der Farb- und Absorptions-
dichten sind Farbintensit¤at und Absorptionsst¤arke pro L¤angeneinheit. F¤ur jeden









mit der maximalen Distanz D, d.h. es existiert keine Farbdichte color(x(λ))
f¤ur λ gr¤oßer als D und kleiner als 0 (siehe Abbildung 15). Die Gleichung dr ¤uckt
aus, dass die Farbe an jedem Punkt x bez¤uglich der Funktion color(x) emittiert
wird und durch die integrierten Absorptionskoefzienten extinction(x) zwischen
dem Blickpunkt und dem Emissionspunkt abgeschw¤acht wird.
Leider ist diese Form der Volume-Rendering-Gleichung nicht zur Beschrei-
bung der Visualisierung eines kontinuierlichen Skalarfeldes s(x) geeignet, da die
Berechnung der Farb- und Absorptionskoefzienten nicht speziziert ist. Zwei
Schritte werden bei der Ermittlung dieser Farb- und Absorptionskoefzienten un-
terschieden: Die Klassikation ist die Zuweisung einer prim¤aren Farbe und des
Absorptionskoefzienten zu einem Skalarwert. Eine Klassikation wird durch die
Einf¤uhrung von Transferfunktionen f ¤ur die Farbdichten c˜(s) und Absorptionsdich-
ten τ(s) erreicht, welche die Skalarwerte aus dem Volumen s = s(x) auf Farb- und
Absorptionskoefzienten abbilden. Allgemein ist dabei c˜ ein Vektor, der die Far-
be in einem beliebigen Farbraum angibt, w¤ahrend es sich bei τ um einen skalaren
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Abbildung 15: Parameter des Volumen-Rendering-Integrals
Absorptionskoefzienten handelt.
Der zweite Schritt ist das Shading, das den Beitrag eines Punktes im Raum, also
die Funktion color(x) berechnet. Das Shading h¤angt nat¤urlich von der Prim¤arfarbe
ab, kann aber auch von anderen Parametern, wie beispielsweise dem Gradienten
s(x) des Skalarfelds, ambienten und diffusen Lichtparametern, etc. beeinusst
werden. Im weiteren Verlauf dieses Abschnitts wird allein die Klassikation ei-
ne Rolle spielen. Aus diesem Grunde wird zun¤achst von einem trivialen Sha-
ding ausgegangen, d.h. color(x) wird durch die in der Klassikation zugewiesene
Prim¤arfarbe c˜(s(x)) ersetzt. Analog wird extinction(x) durch den in der Klassi-
kation zugewiesenen Absorptionskoefzienten τ(s(x)) ersetzt. Mit diesen Verein-









.3.2.1.4 Pra¨- und Post-Klassifikation Direkte Volumenvisualisierungstechni-
ken unterscheiden sich wesentlich in der Auswertung von Gleichungen 7. Ein
wichtiger und wesentlicher Unterschied ist die Berechnung von c˜(s(x)) und
τ(s(x)). Tats¤achlich ist das kontinuierliche Skalarfeld s(x) ¤ublicherweise durch
ein Gitter mit skalaren Werten si an jedem Gitterpunkt vi beschrieben, aus dem
mit einer Interpolationsvorschrift alle weiteren Punkte berechnet werden k¤onnen.
Die Reihenfolge der Interpolation und der Anwendung der Transferfunk-
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Abbildung 16: Pr¤a- und Post-Klassikation
tionen deniert den Unterschied zwischen Pr¤a- und Post-Klassikation. Post-
Klassikation ist durch die Anwendung der Transferfunktionen nach der Interpo-
lation von s(x) aus den umgebenden Skalarwerten charakterisiert. Im Gegensatz
dazu wird bei der Pr¤a-Klassikation die Transferfunktion vor dem Interpolations-
schritt angewandt, d.h. Farben c˜(si) und Absorptionskoefzienten τ(si) werden
in einem ersten Schritt f¤ur jeden Gitterpunkt vi nachgeschlagen und dann f¤ur die
Berechnung des Volume-Rendering-Integrals c˜(s(x)) und τ(s(x)) interpoliert.
Offensichtlich produzieren Pr¤a- und Post-Klassikation unterschiedliche Er-
gebnisse, sobald die Interpolation zweier Skalarwerte des Volumens nicht mit
der Anwendung der Transferfunktionen vertauschbar ist. Da die Interpolati-
on ¤ublicherweise nichtlinear ist (beispielsweise tri-linear in kartesischen Git-
tern), kann diese nur dann mit der Transferfunktionen vertauscht werden, wenn
die Transferfunktion eine lineare Funktion durch den Ursprung oder die Iden-
tit¤atsfunktion ist. In allen anderen F¤allen f¤uhrt Pr¤a-Klassikation zu Abweichungen
von der Post-Klassikation (siehe Abbildung 16). Letztere kann in dem Sinne als
korrekt angesehen werden, als sie die Anwendung einer Transferfunktion auf ein
kontinuierliches Skalarfeld annimmt, das durch ein Gitter zusammen mit einer In-
terpolationsvorschrift gegeben ist. Trotzdem ist Pr¤a-Klassikation unter bestimm-




Die Idee der Verwendung von 3D-Texturen wurde in der Literatur erstmals von
Kurt Akeley erw¤ahnt [2]. Timothy Cullip und Ulrich Neumann stellten eine Me-
thode zu Rekonstruktion von CT-Scan-Data f ¤ur die RealityEngine vor und setzten
somit die Idee um[32].
Die Darstellung von beleuchteten Volumen stellt eine besondere Herausfor-
derung dar. Da bisher keine M¤oglichkeit bestand, weiteren Einuss auf die hard-
wareinterpolierten Daten zu nehmen, waren nur softwaretechnische oder hardwa-
retechnische On-Chip L¤osungen verf¤ugbar[115]. Allen Van Gelder und Kwansik
Kim untersuchten in ihrer Arbeit [137] unterschiedliche Architekturen f ¤ur Rende-
ringmethoden mit Beleuchtung und denierten einen optimalen Aufbau. Jedoch
war es Mitte der 90er nicht m¤oglich, diese optimale Architektur mit Standardhard-
ware umzusetzen.
R¤udiger Westermann und Thomas Ertl beschleunigten [146] die bisherigen
Methoden durch intensiven Einsatz von Fragment-Operationen wie zum Beispiel
Stencil-Tests und Alpha-Tests. Beleuchtung wurde durch Denition einer Farb-
Matrix erreicht. Allerdings setzten die meisten dieser Ans¤atze Multi-Pass Ren-
dering voraus, d.h. das graphische Ergebnis ist erst nach mehreren Durchl¤aufen
vollst¤andig.
Dachille et al. realisierten eine neue Rendering Architektur [33]. Die In-
terpolationseigenschaft der Graphikhardware wurde hierbei aufgrund ihrer Lei-
stungsf¤ahigkeit eingesetzt, das Ergebnis wurde dann aber wieder in den Haupt-
speicher ¤ubertragen. Das endg¤ultige Bild entstand schließlich mit Hilfe der Sweep-
Planes Methode, mit der jede Scanlinie aus einer texturierten Fl¤ache berechnet
wird, die senkrecht zur Bildebene steht.
Zur Darstellung von großen Datens¤atzen, deren Ausmaße ¤uber die Textur-
gr¤osse hinausgeht, schlugen LaMar et al. eine Multiresolution-Technik vor, welche
interaktive Darstellungsarten garantieren [76].
Basierend auf der Projected Tetrahedra Algorithmus (PT) von Shirley und
Tuchmann [122] entwickelten R¤ottger et al. eine Methode f¤ur Tetraeder-Volumen-
Zellen unter Verwendung von integrierten 2D- und 3D-Texturen [110].
Die Einschr¤ankungen der oben bsiher Verfahren lagen unter anderem dar-
in, dass nach einer Fl¤achentexturierung keine weitere Operation im Rendering-
Prozess durchgef¤uhrt werden konnte. Dies ¤anderte sich durch die Einf¤uhrung
programmierbarer Graphik-Pipline-Stufen, sogenannte Shader. Dadurch wurde es
m¤oglich, mit mehreren Texturen gleichzeitig vollwertige, mathematische Berech-
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nungen w¤ahrend der Rasterung pro Pixel durchzuf¤uhren. Die Industrie entwickelte
zu Beginn unterschiedliche Realisierungsvarianten f ¤ur Shader. Die Anwendungen
dieser Shader f¤ur Volumenrendering wurde von Resk-Salama et al. [109] unter-
sucht .
Klaus Engel et al. kombinierten 2001 die Methoden von Van Gelder und Kim,
R¤ottger et al. und Resk-Salama et al. zu einem hochqualitativen, hardwarebe-
schleunigten Renderingverfahren[38]. Die vollst¤andige Beleuchtungsberechnung
wird dabei in Echtzeit auf der Hardware durchgef ¤uhrt.
In [14] wurde eine efziente Methode zur Visualisierung von dynamischen
Volumen vorgestellt.
Allen Verfahren gemeinsam ist die Umsetzung des Rendering-Integrals mit
Hilfe von Schnittpolygonen, die einzelne Schichten durch das Volumen abbilden.
Diese Schichten, auch Slices genannt, sind entweder Object-aligned und statisch
f¤ur 2D-Texturen oder Viewport-aligned und somit dynamisch f ¤ur 3D-Texturen.
Object-aligned Slicing Stehen nur 2D-Texturen zur Verf ¤ugung, muss das Ver-
fahren object-aligned slices erzeugen, d.h. die Schnittpolygone werden als Stapel
von 2D-Texturen einmalig vorberechnet. Es werden drei Schicht-Stapel verwendet,
deren Schichten jeweils parallel zur xy− , xz− und yz− Ebene liegen. Dabei wird
der Schichtstapel f¤ur die Darstellung ausgew¤ahlt, bei dem der Winkel zwischen
der Schicht-Normalen und dem Kameravektor minimal ist. Die Schichten eines
Stapels werden aus Sicht des Betrachters von hinten nach vorne unter Verwendung
der Hardwareoperationen im Bildspeicher ¤uberblendet, wobei nur bilineare Inter-
polation auf den einzelnen Schichten zur Anwendung kommt (siehe Abbildung
17).
Vorteile dieses Verfahrens sind neben der besseren Verf ¤ugbarkeit von 2D-
Texturen die im Allgemeinen h¤oherer Bildwiederholrate. Der jedoch entscheidende
Nachteil ist, dass die Abtastrate nicht anpassbar variiert und nur bilineare Interpo-
lation unterst¤utzt.
Viewport-aligned Slicing Die Verwendung von 3D-Texturen erm¤oglicht es, ein-
zelne Pixelwerte der Schnittpolygone tri-linerar zu interpolieren. Dabei werden die
Schnitte dynamisch, abh¤angig von der Kameraposition und Orientierung errechnet
(siehe Abbildung 18). Diese viewport-alienged slices clippen das Volumenrecht-
eck und liefern 3- bis 6-seitige Polygone. Den einzelnen Eckpunkten der Polygone
werden 3D-Texturkoordinaten zugewiesen. Somit werden die Pixel der Schnitt-
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Abbildung 17: View-alligned Schnitte f ¤ur 2D-Texturen
Abbildung 18: Viewport alligned Polygone f¤ur 3D-Texturen
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Abbildung 19: Anwendung von unterschiedlichen Blend-Funktionen zur Volumen-
visualisierung
¤achen f¤ur jedes Bild und jede beliebige Position und Orientierung direkt aus dem
Volumenblock ermittelt. Durch die Anwendung von geeigneteren Alpha und Blend
Funktionen der Hardware entsteht das endg¤ultige Bild aus den einzelnen Schnitten
(siehe Abbildung 19).
Vorteil diesen Verfahrens ist die Unterst ¤utzung von trilinearen Interpolationen
bei konstanter Abtastrate. Nachteil ist die Voraussetzung von 3D-Texturen. Dieses
Feature war bis vor kurzen noch nicht auf allen Hardwareplattformen verf ¤ugbar.
.3.2.3 Integration
In diesem Abschnitt werden auf der Grundlage der X3D-Spezikation [143] Er-
weiterungen entwickelt mit dem Ziel, direktes Volumen-Rendering in das Rah-
mensystem zu integrieren. Diese Strukturen erweitern die Ergebnisse aus [10][14]
und erlauben somit eine direkte Nutzung von aktueller Shader-Hardware.
Wie in Abschnitt 5.4.2.1.1 festgestellt, sind Volumen-Daten in den meisten
F¤allen als regul¤are Gitter abgelegt. Der einzige Datentyp in der X3D-Spezikation,
der regulare Gitter direkt unterst¤utzt, ist der 2D-Image-Feldtyp. Es scheint nur
nat¤urlich, die 2D-Image Denition so zu erweitern, dass sie beliebige Dimensionen
unterst¤utzt. Dar¤uberhinhaus ist es notwendig einen neuen Knoten einzuf ¤uhren, der
die texturierten Polygonenschichten generiert.
.3.2.3.1 1D/2D/3D Textur-Knoten Texturdaten sind in X3D als 2D-
Koordinatensystem (s, t) ∈ [1, 2]2deniert. In der Spezikation existieren
drei unterschiedliche Knotentypen f¤ur Texturdaten. Der ImageTexture Knoten l¤adt
genau ein Bild mit 2D-Pixelwerten von einer externen Quelle oder Datenstrom.
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Der MovieTexture Knoten deniert animierte Bilddaten und l¤adt 2D-Pixelwerte
ebenfalls von einer externen Quelle. Der PixelTexture Knoten erlaubt dem
Benutzer Pixelwerte direkt als Feldwerte anzugeben. Nur der PixelTexture
Knoten deniert implizit zwei Dimensionen durch das Parametermuster. Die
ImageTexture- und MovieTexture-Knoten k¤onnen durch eine simple Erg¤anzung,
ein reapeatR Feld, auf 1D-, 2D- und 3D-Daten erweitert werden.
ImageTexture : StillTexture {
...
SFBool [] repeatR TRUE
...
}
MovieTexture : DynamicTexture {
...
SFBool [] repeatR TRUE
...
}
Analog zu den 2D-Texturen muss es m¤oglich sein, Daten mit bis zu vier Kan¤alen
zu speichern. Einfache Grau-Bilder haben genau einen Kanal. Bilder mit zwei
Kan¤alen denieren einen Grau- und einen Alpha-Wert pro Pixel. Farb-Bilder
mit drei Kan¤alen beschreiben einen RGB-Tripel pro Pixel. Farb-Bilder mit vier
Kan¤alen haben zus¤atzlich zu den RGB-Anteilen noch einen Alpha-Wert.
Im Gegensatz zu den 2D-Bildformaten existiert zur Zeit kein anwendungs- und
systemunabh¤angiges Dateiformat f¤ur 3D-Bilddaten. F¤ur TIFF [29] existiert eine
3D-Erweiterung, die sich jedoch nicht etablieren konnte. Das DICOM [4] hat eine
große Bedeutung im Umfeld von medizinischen Anwendungen erlangt, aber nicht
dar¤uber hinaus.
Das DDS-Format [90] ist ein spezielles Bildformat f ¤ur Texturen und unterst¤utzt
sowohl 1D-, 2D- und 3D-Bilder. Es hat sich aber bisher nur im Umfeld von Spielen
etabliert.
Die Implementierung des Rahmensystems unterst ¤utzt zur Zeit 3DTIFF- und
DDS- Bilddaten direkt, ist aber offen f¤ur weitere Formate die sich in Zukunft eta-
blieren.
.3.2.3.2 SliceSet Knoten Die Shape-Knoten sind die Bausteine f ¤ur sichtbare
Elemente der X3D-Szenenbeschreibung. Sie halten selber keine Objektdenitio-
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nen, sondern verweisen auf Appearance- und Geometry-Instanzen. Die Appea-
rance-Knoten halten wiederum Instanzen von Material- und vor allem Texture-
Knoten.
Die SliceSet-Erweiterung die in dieser Arbeit vorgestellt wird, ist eine Spe-
zialisierung des abstrakten Geometry Typs. Der Knoten generiert, abh¤angig von
aktueller Position, Orientierung und Parametern, dynamisch Schichtpolygone mit
angepassten Texturkoordinaten.
SliceSet : Geometry {
...
SFFloat [in,out] resolution 1.0
SFVec3f [in,out] size 1 1 1
...
}
Eine SliceSet Instanz kann nur als Kind eines Shape Knotens angelegt werden. Es
ist aber erlaubt, eine SliceSet Instanz an beliebig vielen Stellen als Shape-Kind
wiederzuverwenden.
Das SliceSet hat neben den allgemeinen Geometrieparametern zwei weiterer
Felder:
size Bestimmt die Dimensionen des Objekts im lokalen Koordinatensystem. Die
Werte skalieren das Gitter (s,t,r) und denieren somit die Gr¤oße relativ zu
der umschließenden Szene.
resolution Deniert die objektabh¤angige Skalierung der Au¤osung Rn (siehe For-
mel 1).
Der SliceSet Knoten erzeugt die einzelnen Polygonschnitte und rendert und sortiert
diese. Er stellt keine Mechanismen bereit, die die Klassikation oder Beleuchtung
direkt steuern. Es ist m¤oglich, den Knoten mit der Standard-Hardware-Pipeline







geometry SliceSet { }
}
Verfahren zur Post-Klassikation und Beleuchtung der Volumendaten sind als
Kombinationen von Vertex- und Fragment-Shadern [68] implementiert. Diese
Shader-Programme werden als Prototypen bereitgestellt und sind somit auf der
einen Seite sehr efzient und auf der anderen Seite auch sehr leicht erweiterbar,
ohne die Frameworkknoten ver¤andern zu m¤ussen.
Zur Zeit existieren unterschiedliche Prototypen, um die Shader-
Implementierung zur Pr¤a- und Post-klassikation, Beleuchtung mit vorbe-
rechneten Gradienten und Beleuchtung mit Gradientenbestimmung zur Laufzeit
zu unterst¤utzen.
Die Prototypen sind spezielle Appearance-Knoten und als solche direkt als








In diesem Beispiel wird der Gradient, als Grundlage f ¤ur die Beleuchtungsbere-
chung, zur Laufzeit bestimmt. Die Shader selbst sind in GLSL [68] implementiert,
was spezielle Anforderungen an die Hardware stellt.
.3.2.4 Skalierbarkeit und Ergebnisse
Texturebasierte Volumenrendering-Verfahren (siehe Abschnitt .3.2.2) sind immer
auch Multiresolution-Methoden, wenn die Abtastrate zur Laufzeit frei gew¤ahlt
werden kann. Das ist in fast allen F¤allen so, ausgenommen in Verfahren, die nicht
mit einzelnen Schichten sondern Pr¤a-Integrierten Steifen arbeiten [38]. In diesen
F¤allen m¤ussen die Pr¤a-Integrierten Lookup-Tabellen f¤ur jede Schichtdichte neu be-
rechnet werden. Alternative kann man 3D-Lookup-Tabellen (Die Schicktdicke als
























Abbildung 20: Lineare Abh¤angigkeit der Darstellungszeiten f¤ur Volumen
Im Idealfall sollte die Abtastrate der Au¤osung des urspr¤unglichen Volumens
entsprechen. Aus diesem Grund wird f¤ur eine resultierende Au¤osung Rr (sie-
he Formel 1) von 1 eine Schichtanzahl gew¤ahlt, der Gitterau¤osung g entspre-
chend. Ansonsten wird die Gitterau¤osung mit der resultierenden Au¤osung ska-
liert (Schicht Anzahl = g ∗ r).
Entspricht der Schichtabstand nicht der urspr¤unglichen Abtastrate so ist es not-
wendig, auch den Absorptionsgrad zu skalieren [144][145]. Da der Absorptions-
grad aber erst im Fragment-Shader bestimmt wird, ist diese Skalierung nicht vom
allgemeinen SliceSet Knoten bestimmbar. Aus diesem Grund ¤ubergibt der Slice-
Set Knoten die aktuelle Schichtdicke und die aktuelle resultierende Au¤osung an
den Shader. Der Fragment-Shader muss dann selbst¤andig den Absorptionsgrad pro
Voxel skalieren.
Texturbasiertes Volumenrendering ist durch die Verwendung von 3D-Texturen
und der aufwendigen Interpolationen auf den Volumendaten fast immer ll-limited.
Das heißt, dass die Berechnung und Transformation der Eckpunkte der einzelnen
Schichten nicht ins Gewicht f¤allt. Ansonsten skaliert die Performance des Verfah-
rens nahezu linear mit der Anzahl der Schichten beziehungsweise der Au¤osung
Rr ( siehe Abbildung 20). Die Abweichungen und Schwankungen ergeben sich
durch das nur schlecht vorhersehbare Speicher- und Cache-Verhalten der Graphik-
hardware.
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Die Messungen wurden auf einen 2 MHz Rechner mit Geforce 4 GPU und
einem 2563Volumen ohne Beleuchtungsrechnung durchgef ¤uhrt.
.4 Zusammenfassung
Anhand von aktuellen Entwicklungen in der Prozessortechnologie wird gezeigt,
dass es f¤ur die optimale Auslastung der Ressourcen notwendig ist, m¤oglichst vie-
le Aufgaben und Verfahren zur Laufzeit auf unterschiedliche Prozesse aufzutei-
len. Dazu werden die typischen Abl¤aufe in einem VR-System untersucht und eine
L¤osung entwickelt, die zwei unterschiedliche Ans¤atze der Parallelisierung bein-
haltet. Zum Einen wird die klassische Trennung der Applikation und Darstellung
unterst¤utzt und verallgemeinert, und zum Anderen ein neuartiges Verfahren ent-
wickelt und vorgestellt, das die automatische Parallelisierung auf den Ereigniskan-
ten der Applikationsgraphen bereitstellt. Der entscheidende Vorteil gegen ¤uber den
bestehenden Verfahren ist die selbst¤andige und autarke Ermittlung von Teilgra-
phen, die parallel abgearbeitet werden k¤onnen.
Mithilfe dieser L¤osung k¤onnen Applikationen sehr efzient verteilt werden.
Dennoch sind die Ressourcen realer Maschinen begrenzt. Um globale Applikati-
onsvorgaben erf¤ullen zu k¤onnen, wie zum Beispiel das Darstellen mit einer xen
Bildwiederholrate oder die Animation einer variierenden Anzahl von Figuren pro
Zyklus, ist eine globale Skalierbarkeit der Kosten gefordert. Zur L¤osung dieses Pro-
blems wird ein globales Modell entwickelt und eingef ¤uhrt, das automatisch lokale
Kosten der Prozesse zur Darstellung und Ver¤anderung skaliert. Um die Vorausset-
zung erf¤ullen zu k¤onnen, werden unterschiedliche skalierbare Verfahren untersucht
und teilweise entscheidend verbessert.
Das in dieser Arbeit entwickelte Modell zur Parallelisierung und Skalierung
von MR-Systemen ist eine wesentliche Verbesserung gegen¤uber den bisherigen
Verfahren, da es auf der Grundlage der globalen Zielvorgaben und dem Applikati-
onsgraphen selbst¤andig und automatisch den Ressourcenverbrauch regelt und ver-
teilt. Somit wird der Prozess der Anwendungsentwicklung wesentlich vereinfacht,




Das in dieser Arbeit vorgestellte Rahmensystem und dessen Implementierung
f¤ur Mixed-Reality-Anwendungen stellt die Basis f ¤ur eine Vielzahl von Projekten
dar. Beispielhaft werden im Folgenden drei von ihnen vorgestellt: zwei Virtual-
Reality-Anwendungen (Dom von Siena und Embassi-Fahrsimulator), sowie
eine Augmented-Reality-Anwendung (Archeoguide).
Weitere Anwendungen und Informationen ¤uber den aktuellen Entwicklungs-
stand des Systems sind auf der Projektseite im Internet [60] zu nden.
A.1 Dom von Siena
Der Dom von Siena [13] (siehe Abbildung A.1) ist eine klassische VR-Anwendung
im Infotainment- und Cultural-Heritage-Bereich. Bekannt ist, dass der moderne
Massentourismus bei vielen historischen Sehensw¤urdigkeiten an seine Grenzen
st¤oßt. H¤aug kann nur eine begrenzte Anzahl von Personen gleichzeitig eine Se-
hensw¤urdigkeit besuchen oder der ¤offentliche Zugang zu historischen St¤atten muss
ganz gesperrt werden, da die von den Menschenstr ¤omen verursachten Sch¤aden ein-
fach zu groß sind. Gleichzeitig stellt der Tourismus einen wichtigen Wirtschafts-
faktor f¤ur die h¤aug unterentwickelten Gebiete dar, in denen sich die historischen
St¤atten benden.
Der Konikt zwischen den Bestrebungen, kulturelle Sch¤atze zu vermarkten,
und den Bestrebungen, sie f¤ur die Zukunft zu konservieren, kann durch den Einsatz
von modernen VR- und AR-Technologien gel ¤ost werden. Anstatt Besucher durch
die realen St¤atten zu f¤uhren, werden virtuelle Nachbildungen verwendet.
So konnten die Besucher der Weltausstellung EXPO 2000 sich auf den vir-
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LAbbildung A.1: Anwendung der Gesichts- und K¤orperanimationstechniken
tuellen Rundgang durch ein Modell des Domes von Siena begeben. Das Modell
besteht aus 250.000 Polygonen und 250 MB Texturen, die Anwendung wurde als
Stereoprojektion realisiert.
Technisches Highlight ist der virtuelle Reisef¤uhrer Luigi, der die Besucher
durch den Dom f¤uhrt und ihnen Informationen aus den Bereichen Kunst, Geschich-
te und Architektur pr¤asentiert. F¤ur diesen sogenannten Avatar wurden modernste
Techniken aus der Computergraphik wie Morphing und Skin-and-Bone-Systeme
eingesetzt.
In herk¤ommlichen VR-Anwendungen m¤ussen alle Animationen von Hand er-
zeugt werden, d.h. jede Bewegung des Avatars, jedes Minenspiel seines Gesichts
und jeder Faltenwurf seines Gewands muss manuell von einem Modellierer er-
zeugt werden. Beim Reisef¤uhrer Luigi ist das nicht der Fall. Das Rahmensystem
erm¤oglicht, dass große Teile der Animation in Echtzeit w¤ahrend der Pr¤asentation
vom Computer berechnet werden.
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Abbildung A.2: Archeoguide; eine Freiland-AR Anwendung
A.2 Archeoguide
Ein weiteres Anwendungsbeispiel aus dem Bereich Cultural Heritage ist das Pro-
jekt Archeoguide (siehe Abbildung A.2). Archeoguide l¤asst mit den Mitteln mod-
ernster AR-Technik die Tempel und Sportst¤atten von Athen auf dem Gel¤ande des
alten Olympia auferstehen.
Der Besucher von Olympia ndet heute nur noch Grundmauern der alten
Geb¤aude vor. Der Lauf der Zeit hat alle Bauwerke buchst¤ablich dem Erdboden
gleich gemacht. Es erfordert eine Menge Phantasie sich vorzustellen, wie hier vor
langer Zeit Tempel standen, Leben pulsierte und sportliche Wettk¤ampfe stattfan-
den. Um die Vorstellungskraft anzuregen, wurden einige wenige S¤aulen wieder
aufgerichtet. Dies st¤oßt nat¤urlich auf den erbitterten Widerstand der Arch¤aologen,
die den Status Quo m¤oglichst unver¤andert erhalten wollen. Der Einsatz moderner
Technik stellt eine L¤osung dar.
Die Vision ist, dass der Besucher beim Betreten eine AR-Ausr ¤ustung erh¤alt
entsprechen den Tonbandger¤aten, die an einigen historischen St¤atten schon jetzt
verteilt werden. Diese Ausr¤ustung besteht aus einem Rechner und einer Datenbril-
le, in die zus¤atzliche Daten in das Sichtfeld eingeblendet werden k¤onnen. An jeder
beliebigen Stelle des Gel¤andes kann der Besucher die Datenbrille aufsetzen und
bekommt in das reale Bild der Umgebung eine virtuelle Rekonstruktion der alten
Tempel eingeblendet. Im alten Stadium sieht er virtuelle Athleten, die historische
Sportarten aus¤uben.
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Abbildung A.3: Embassie Fahrsimulator als Anwendung f ¤ur hoch dynamische Sy-
steme
Zum Einblenden von virtuellen Gegenst¤anden in eine reale Szene ist es er-
forderlich, die Position und Orientierung (Blickrichtung) des Anwenders auf dem
Gel¤ande genau zu bestimmen. Vom Rahmensystem wird ein hybrides Trackings-
ystem verwendet. In einem ersten Schritt wird eine grobe Bestimmung von Po-
sition und Orientierung mittels differential GPS und eines elektronischen Kom-
pass durchgef¤uhrt. Wenn der Anwender Punkte auf dem Gel¤ande erreicht, an de-
nen Augmentierungen vorhanden sind, wird diese grobe Positionsbestimmung im
zweiten Schritt durch ein Videotrackingsystem verfeinert.
A.3 Embassi-Fahrsimulator
Das Projekt Embassi-Fahrsimulator hat zum Ziel, neue User-Interface-Konzepte
im Umgang mit technischen Ger¤aten im Haushalt und im KFZ zu entwickeln (siehe
Abbildung A.3). Dabei ist es insbesondere beim KFZ problematisch die sogenann-
te Usability, d.h. die Ergonomie dieser Ger¤ate zu testen: im wirklichen Verkehrs-
geschehen die Usability eines Abstandswarnger¤ates zu testen, ist zu gef¤ahrlich und
zu teuer.
Hier ist der Einsatz von VR-Techniken sinnvoll. Dabei geht es prim¤ar nicht um
die perfekte Simulation des Fahrverhaltens eines Fahrzeugs, als vielmehr um das
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Nachstellen von typischen Verkehrssituationen zum Beispiel auf einer Autobahn.
Die Versuchsperson, die den Fahrsimulator benutzt, soll in etwa vom Verkehrs-
geschehen so beansprucht werden wie bei einer realen Fahrt. Dabei wird beobach-
tet, wie die Versuchspersonen mit den technischen Ger¤aten an Bord, zum Beispiel
Autoradio und Navigationsger¤at, zurechtkommt. Damit die technischen Ger¤ate
(zum Beispiel Abstandswarner) auch bezogen auf die dargestellte Verkehrssituati-
on arbeiten k¤onnen, simuliert der Fahrsimulator diverse Sensoren wie Tachometer,
GPS, Kompass und Abstandssensoren und liefert simulierte Sensordaten an die im
Testaufbau bendlichen Ger¤ate.
Dar¤uber hinaus protokolliert der Fahrsimulator diverse Parameter wie zum Bei-
spiel Stellung von Lenkrad und Pedale, aktuelle Fahrspur, Abweichung von der
Mitte der Fahrspur etc. Diese Daten erlauben es den an der Auswertung der Ver-
suche beteiligten Ergonomen, R¤uckschl¤usse auf die Belastung des Fahrers und den
Grad der Ablenkung bei der Bedienung eines Ger¤ats zu ziehen.
Die virtuellen Verkehrsteilnehmer im Simulator verhalten sich vollkommen
realistisch, d.h. sie folgen dem Straßenverlauf, bremsen vor Hindernissen ab und
¤uberholen sich gegenseitig. Dieses Verhalten ist dabei keine vorprogrammierte
Sequenz von Animationen. Vielmehr folgt jedes Fahrzeug einem Fuzzy-Logic-
Regelsystem. Bei jedem Simulationsschritt wird f¤ur jedes Fahrzeug berechnet, wie
weit es von der Mitte der Fahrspur abweicht, wie groß der Abstand zum Vorder-
mann ist, ob die linke Fahrspur ausreichend Platz zum Ausscheren bietet oder ob
die rechte Spur wieder frei zum Einscheren ist.
Basierend auf diesen Daten berechnet das Regelsystem f¤ur jedes virtuelle Fahr-
zeug Lenkradstellung und Beschleunigung. Diese Vorgehensweise erlaubt die Si-
mulation eines ¤außerst realistischen, intelligenten Verhaltens der virtuellen Ver-
kehrsteilnehmer.
A.4 Zusammenfassung
Die Beispiele zeigen die Bandbreite der Anwendungen und Anforderungen auf, die
mit dem in dieser Arbeit vorgestellten Rahmensystem abgedeckt werden k ¤onnen.
Applikationen sind keine monolithischen Bl¤ocke, sondern entstehen durch das e-




Zusammenfassend werden die Ergebnisse der Arbeit vorgestellt und ein Ausblick
als Anregung f¤ur weitere Entwicklungen und Forschungen aufgezeigt.
B.1 Zusammenfassung
Im Rahmen dieser Arbeit wird gezeigt, dass in traditionellen MR-Systemen vor-
wiegend Szenengraphen zur Organisation von strukturellen und graphischen Ele-
menten zum Einsatz kommen. Diese MR-Systeme bieten zus¤atzlich eine Klassi-
kation von virtuellen Ger¤aten und deren Abstraktion, um physikalische Ein- und
Ausgabeger¤ate anzusprechen. Es wird weiterhin dargestellt, dass bisher zur Model-
lierung der verbindenden Applikationslogik und -dynamik nur ungen ¤ugende Mo-
delle bereitstehen.
Aus diesem Grund wurde ein einheitliches Modell von Graphen entwickelt, das
es erlaubt, alle dynamischen Aspekte einer MR-Applikation mit Hilfe von Kom-
ponenten und typisierten Kanten zu modellieren. Das Konzept abstrahiert die klas-
sischen topologischen Beziehungen, sowie statische und dynamische Nachrichten-
kan¤ale als Kanten innerhalb unterschiedlicher gerichteter Graphen. Daraus abge-
leitete Anforderungen werden diskutiert und entsprechende L¤osungen entwickelt.
Dabei werden insbesondere Problemstellungen wie Erweiterbarkeit, die Verwal-
tung und Bereitstellung von statischen und dynamische Metabeschreibungen und
die korrekte Verarbeitung von Nachrichten untersucht, und neuartige Ans¤atze ent-
wickelt. Durch das einheitliche Modell wird der Entwicklungsprozess zur Erstel-
lung von MR-Anwendungen gegen¤uber dem Stand der Technik wesentlich verein-
facht und beschleunigt.
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Aufbauend auf einem einheitlichen Komponentenmodell werden neue Interak-
tionsmechanismen bereitgestellt. Dabei wird gezeigt, dass bisherige MR-Systeme
sich meist auf eine statische Abstraktion von virtuellen Ger¤ategruppen beschr¤anken
und kaum darauf aufbauende Interaktionsmodelle anbieten. Aus diesem Grund
wird in dieser Arbeit ein neuartiges, mehrstuges Sensorkonzept entwickelt und
vorgestellt, das unabh¤angig von Ger¤ateklassikationen Interaktionsverfahren bein-
haltet, welche abh¤angig von der Auspr¤agung der Laufzeitumgebung interaktive
Elemente bereitstellt. Es werden drei aufeinander aufbauende Sensorgruppen ent-
wickelt, die als Komponenten der dynamischen und hierarchischen Graphen zum
Einsatz kommen:
Die Data Stream Sensor (DSS) Objekte erlauben die direkte Anbindung von
Ein- und Ausgabestr¤omen, unabh¤angig von einzelnen Ger¤aten oder Interaktions-
aufgaben. Sie sind nicht an Ger¤ateklassen gebunden, sondern abstrahieren einzel-
ne, typisierte Datenstr¤ome von oder zu Ger¤aten.
Die Direct Manipulation Sensor (DMS) Objekte erlauben dem Anwender Tei-
le der Szene graphisch-interaktiv und direkt zu manipulieren. Diese Sensoren rea-
gieren auf Ver¤anderungen des Benutzermodells, sind selbst aber unabh¤angig von
konkreten Eingabeger¤aten.
Die Indirect Manipulation Sensor (IMS) Objekte erm¤oglichen der Anwendung
Parameter vom Benutzer zu erfragen, und denieren somit konkrete Eingabeauf-
forderungen und Aufgaben. Sie beinhalten aber keine einzelnen graphischen Re-
pr¤asentationen, sondern w¤ahlen selbst¤andig, abh¤angig von der Laufzeitumgebung
eine geeignete Interaktionsform aus. Das im Rahmen dieser Arbeit entwickelte
Sensormodell stellt eine wesentliche Verbesserung gegen¤uber bestehenden Syste-
men dar. Es erlaubt die efziente Entwicklung von Applikationen, die unabh¤angig
von physikalischen und virtuellen Ger¤aten und der eingesetzten Laufzeitumgebung
sind.
Ein weiterer Schwerpunkt dieser Arbeit ist die Entwicklung von Verfahren zur
Abbildung der Parallelverarbeitung von Prozessen und deren Skalierbarkeit. Es
wird anhand von aktuellen Entwicklungen in der Prozessortechnologie gezeigt,
dass es f¤ur die optimale Auslastung der Resourcen notwendig ist, m¤oglichst viele
Aufgaben und Verfahren zur Laufzeit auf unterschiedliche Prozesse aufzuteilen.
Hierbei werden die typischen Abl¤aufe in einem VR-System untersucht und eine
L¤osung entwickelt, die zwei unterschiedliche Ans¤atze der Parallelisierung bein-
haltet. Einerseits wird die klassische Trennung von Applikation und Darstellung
unterst¤utzt und verallgemeinert, andererseits wird zus¤atzlich ein neuartiges Ver-
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fahren entwickelt und vorgestellt, das die automatische Parallelisierung auf den
Ereigniskanten der Applikationsgraphen bereitstellt. Der entscheidende Vorteil ge-
gen¤uber den bestehenden Verfahren ist die selbst¤andige und autarke Ermittlung
von Teilgraphen, die parallel abgearbeitet werden k¤onnen. Mithilfe dieser L¤osung
k¤onnen Applikationen sehr efzient verteilt werden, aber dennoch sind die Res-
sourcen realer Maschinen begrenzt. Um globale Applikationsvorgaben erf ¤ullen zu
k¤onnen, wie zum Beispiel das Darstellen mit einer xen Bildwiederholrate oder
die Animation einer variierenden Anzahl von Figuren pro Zyklus, ist eine globale
Skalierbarkeit der Kosten gefordert. Zur L¤osung dieses Problems wird ein globales
Modell einwickelt und eingef¤uhrt, das automatisch lokale Kosten der Prozesse zur
Darstellung und Ver¤anderung skaliert. Dazu werden unterschiedliche skalierbare
Verfahren untersucht und teilweise entscheidend verbessert. Das in dieser Arbeit
entwickelte Modell zur Parallelisierung und Skalierung von MR-Systemen ist ei-
ne wesentliche Verbesserung gegen¤uber den bisherigen Verfahren, da es auf der
Grundlage der globalen Zielvorgaben und dem Applikationsgraphen selbst¤andig
und automatisch den Resourcenverbrauch regelt und verteilt. Somit wird der Pro-
zess der Anwendungsentwicklung wesentlich vereinfacht, da die aufwendige und
fehlertr¤achtige manuelle Parallelisierung entf¤allt.
B.2 Ausblicke
Die hier vorgestellten Ergebnisse sind im Avalon Rahmensystem implementiert.
Dar¤uber hinaus gibt es Aspekte, die in dieser Arbeit nicht ber ¤ucksichtigt werden
konnten. Als Anregung und m¤oglichen Gegenstand weiterer Entwicklungen und
Forschungen werden sie im Folgenden kurz vorgestellt.
B.2.1 Integration von physikalischen Beziehungen
Das in Kapitel 3 vorgestellte Modell zur Modellierung von Beziehungen zwischen
Komponenten erlaubt die Verwaltung von unterschiedlichen Beziehungstypen. Es
stellt generische Mechanismen bereit, um diese Beziehungen zur Laufzeit auszu-
werten. Konkret wurden Verfahren entwickelt, um Hierarchien von Objekten und
explizite und implizite Nachrichtenkanten abzubilden. Weitere Kanten und ent-
sprechende Manager zum Auswerten dieser Typen, wie zum Beispiel physikalische
Beziehungen, sind nur teilweise umgesetzt und implementiert.
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B.2.2 Parallelverarbeitung von zyklischen Graphen
Das in Kapitel 5 vorgestellte Konzept zur automatischen Parallelisierung von Auf-
gaben mit Hilfe der Ereigniskanten arbeitet auf separaten Teilgraphen um aufwen-
dige Locking-Mechanismen zu vermeiden. Dies funktioniert sehr gut f ¤ur typische
VR-Applikationen, da im allgemeinen aufwendige Simulatoren und Animationen
am Ende eines Logikbaums angesiedelt sind. Dennoch ist zu untersuchen, ob es
m¤oglich und sinnvoll ist, die Parallelisierung auf kleinere Einheiten auszudeh-
nen. Dazu m¤ussen die Ver¤anderungen der Komponenten und die Verarbeitung von
Nachrichten von unterschiedlichen Eing¤angen synchronisiert und abgesichert wer-
den. Deshalb ist es notwendig Locking-Mechanismen einzuf ¤uhren, um Dead-Lock
Situation in zyklischen Graphen zu vermeiden.
B.2.3 Integration von weiteren skalierbaren Teilverfahren
In Kapitel 5 wurden nur einige skalierbare Verfahren zur Animation und Darstel-
lung entwickelt und vorgestellt. Das System ist aber nicht auf diese konkreten Ver-
fahren beschr¤ankt, sondern offen f¤ur alle Methoden, die ihre Anwendungs- bzw.
Darstellungskosten n¤aherungsweise linear variieren k¤onnen. In den letzten Jah-
ren wurden in der Computergraphik eine Vielzahl von geeigneten Verfahren ent-
wickelt, die zum Beispiel Punkt-Wolken, NURBS-Fl¤achen oder Terrain-Modelle
darstellen. Dar¤uber hinaus gab es Arbeiten, die skalierbare Verfahren zur Anima-
tion und Simulation, zum Beispiel skalierbare Partikelsysteme, entwickelten und
deren Integration durchaus sinnvoll sind.
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