The Monte Carlo simulations were performed on the square-lattice Ising systems with the nearest-neighbor coupling J ij . Under zero-field condition, the Hamiltonian of the system is,
where σ i is the Ising spin, and the sums ij < > runs over all the nearest-neighbor pairs of spins. The interaction energy ij J takes ( 0) J J ± > randomly with the probability distribution,
where r is the ratio of the number of AF bonds to that of all the bonds in a system.
Here r = 0 for a typical FM system, r = 1 for a typical AF system and r = 0.5 for a standard EA glass model. Then the heat capacity (per spin) is,
All Monte Carlo simulations are performed with a sequential heat-bath algorithm [29, 30] . As the spin glass is an non-equilibrium state, the system should always evolve [10] , since the strong ergodic breaking gives rise to the symmetry breaking of spin orientations in ferromagnetic systems [34] .
For the typical EA SG (r = 0.5) shown in Fig.3 (b Here we interpret the linear relationship between S T and S IS as following.
The Hamiltonian of a system can be carried out with, From Eq. (4), (7) and (8), one has,
Considering the information entropy on bonds defined as Eq. (3), one has, ( ) p dp dS p dT dT dT dp p dT
If the
where a is the scaling factor and b is the intercept, one has , , i dp dp H dS a bT dT dT T dT d p dp H a bT dT T dT dp H a dT T approximately linear to aH i /T at the vicinity of T c , the information entropy S IB , which is linear to the thermodynamic entropy S T , could be always calculated.
In conclusion, we define the information entropies S IS and S IB based on the local spin configurations and local bonding energy configurations respectively, and apply them to the ±J systems. We clarify that SG is a state disordered in spin configurations and 
