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PR

OLOGO
Este libro es una recopilacion de problemas propuestos a los estudiantes de ingeniera
civil de los ultimos cursos. Esta dividido en diez captulos, que corresponden a un primer
curso de calculo de una y varias variables de una carrera tecnica. El libro se completa
con las soluciones de los ejercicios que son el resultado del esfuerzo y la perseverancia de
M. Rosa Estela y ayudan a dar mayor seguridad al estudiante que realice los ejercicios.
De este modo, sirve no solo como complemento a la teora, sino tambien para que el
estudiante aprenda a crear y elaborar sus propios razonamientos.
Queremos agradecer las sugerencias y aportaciones de algunos profesores del
Departamento, especialmente de Anna Serra, Agustn Medina y Andres Encinas, y
de los estudiantes de las titulaciones de Ingeniera de Caminos e Ingeniera Geologica.
Esperamos que el lector sepa disculpar los posibles errores no detectados. En este
sentido, cualquier indicacion al respecto sera bien aceptada.
Barcelona, 24 de mayo de 2000
M. Rosa Estela
Eva Cuello

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Calculo. Problemas y soluciones
Captulo 1. Numeros reales y complejos
1.- >A que intervalos corresponden los siguientes subconjuntos de numeros reales?:
fx 2 IR : x
2
+ x+ 1  0g
fx 2 IR : x < 0 y x
2
+ x  6 < 0g
fx 2 IR :
r
x
2
+ 1
x
2
  1
2 IRg
fx 2 IR :
2x+ 1
x+ 2
< 1g
fx 2 IR : (2x+ 1)
6
(x  1)  0g
fx 2 IR : x
2
+ 1 = 0g
fx 2 IR : x
2
+ x < 2g
fx 2 IR : x < x
2
  12 < 4xg
fx 2 IR :
x  2
x+ 3
< 0g
fx 2 IR :
x
2
  4
x  1
 0g
fx 2 IR : (x
2
+ 1)(x
2
+ 4)(x
3
  1) = 0g
fx 2 IR : x
2
  2x+ 1  0g
2.- Demostrar que si a 2 IR
+
, entonces se verica:
i) jxj  a()  a  x  a 8x 2 IR
ii) jxj > a() x <  a o x > a 8x 2 IR
iii) x
2
 a()  
p
a  x 
p
a 8x 2 IR
3.- Encontrar los intervalos correspondientes a los siguientes subconjuntos de numeros
reales:
fx 2 IR : jxj  2g
fx 2 IR : jx  2j  1g
fx 2 IR : jxj > 4g
fx 2 IR : jx
3
  2x+ 1j  0g
fx 2 IR : jx
2
  1j  5g
fx 2 IR : jx  5j < jx  1jg
fx 2 IR : 1 < jx  2j  3g
fx 2 IR : jx+ 2jjx  2j > 4g
fx 2 IR : jx  1j < jxjg
fx 2 IR : jxj+ jx+ 1j < 2g
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4.- Operar en el cuerpo de los complejos IC, segun se indica:
(6  5i)(6+ 5i)
1
2  i
(2  3i)
2
+ (i+ 5)
2
i(7 + 3i)
3  4i
(1  i)(1 + 2i)(1  3i)
7  4i
3 + 2i
i
3
(1 + i)
2
  (2i  1)
(1  i)
3
(
p
3 + i)
1 
p
3i
5.- Expresar en forma trigonometrica y polar los siguientes numeros complejos:
  1
1 + i
1 
p
3i
  i
p
3 + i
6.- Expresar en forma cartesiana los siguientes numeros complejos:
2e
i
e
 i=2
p
5
3e
i=3
p
2e
 i=4
e
i=6
7.- Calcular las races complejas siguientes:
5
p
1
3
p
1  i
4
p
 1
4
p
i=2
8.- Calcular las siguientes potencias:
( 1 + i)
3
(1 
p
3i)
4
(5  12i)
2
9.- Encontrar las potencias n-esimas de la unidad imaginaria i, es decir, i
n
; n 2 IN.
10.- Si a es un numero real, demostrar que:
cosa =
e
ia
+ e
 ia
2
sen a =
e
ia
  e
 ia
2i
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11.- Resolver las siguientes ecuaciones en el cuerpo de los complejos IC :
x
2
+ 4x+ 29 = 0
u
4
  1 = 0
z
4
+ z
2
+ 1 = 0
t
3
+ t
2
  t  1 = 0
12.- Encontrar las ecuaciones de segundo grado cuyas races son:
3 +
p
5i ; 3 
p
5i
  3 + i ;  3   i
2 +
p
3i ; 2 
p
3i
  1 + 2i ;  1  2i
13.- Encontrar dos numeros complejos sabiendo que el producto de sus modulos es 9,
el cociente de sus modulos es 1, el argumento del producto es 0 y el argumento del
cociente es /2.
14.- Encontrar z
1
; z
2
2 IC tales que la suma de los cuadrados sea 3, el cociente sea
imaginario puro y el modulo de este cociente sea 2.
15.- Encontrar las races del polinomio z
3
 (1+3i)z
2
+( 2+ i)z = 0 siendo z numeros
complejos.
16.- Determinar los numeros complejos z
1
, z
2
i z
3
tales que z
1
3
, z
2
3
i z
3
sean numeros
reales, z
3
=  a (a 2 IR
+
), z
1
+ z
2
+ z
3
= 0 y jz
1
j = jz
2
j.
17.- Determinar el conjunto de todos los numeros complejos z que cumplen cada una
de las siguientes condiciones:
j2z + 3j < 1
jz   ij
jz + ij
= 2
j2zj  j2z + 1j
Re

2
z

+ Im

4
z

< 1
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Numeros reales y complejos. Soluciones
1.-
( 1;+1)
( 3; 0)
( 1; 1) [ (1;+1)
( 2; 1)
[1;+1) [ f 
1
2
g
(a; a)
( 2; 1)
(4; 6)
( 3; 2)
[2;+1) [ [ 2; 1)
[1; 1]
[1; 1]
2.- Utilizar la denicion de la funcion valor absoluto y la propiedad  jxj  x  jxj.
3.-
[ 2; 2]
( 1; 1][ [3;+1)
( 1; 4) [ (4;+1)
( 1;+1)
[ 
p
6;
p
6]
(3;+1)
[ 1; 1) [ (3; 5]
( 1; 
p
8) [ (
p
8;+1)
(
1
2
;+1)
( 
3
2
;
1
2
)
4.-
61
2
5
+
i
5
19  2i
 
37
25
+
9
25
i
6  8i
1  2i
3  2i
2  2i
14 Calculo. Problemas y soluciones
5.-
1

p
2

4
2 5
3
1 3
2
2

6
6.-
( 2; 0)
(0; 1)
(
p
5; 0)
(
3
2
;
3
p
3
2
)
(1; 1)
(
p
3
2
;
1
2
)
7.-
1
0+
2k
5
; k = 0; 1; 2; 3; 4:
6
p
2
7
12
+
2k
3
; k = 0; 1; 2:
1

4
+
k
2
; k = 0; 1; 2; 3:
(
1
4
p
2
)

8
+
k
2
; k = 0; 1; 2; 3:
8.-
2 + 2i 16e
i
20
3

  119  120i
9.- i
4k
= 1; i
4k+1
= i; i
4k+2
=  1; i
4k+3
=  i; k 2 IN.
10.- Usar la denicion de la exponencial compleja: e
ia
= cosa+ i sina.
11.-
  2 5i
1; 1; i; i
e

3
i
; e
4
3
i
; e
 

3
i
; e
2
3
i
1; 1; 1
12.-
z
2
  6z + 14 = 0
z
2
+ 6z + 10 = 0
z
2
  4z + 7 = 0
z
2
+ 2z + 5 = 0
13.- z = 3

4
; w = 3 7
4
14.- z
1
=  2; z
2
= i , o bien , z
1
= 2; z
2
= i , o bien , z
1
= 2; z
2
=  i , o bien ,
z
1
=  2; z
2
=  i.
15.- z = 0; z = i; z = 1 + 2i.
16.- z
1
=
a
2
+
p
3
2
ai; z
2
=
a
2
 
p
3
2
ai; z
3
=  a
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17.- Interior del crculo de radio
1
2
y centro ( 
3
2
; 0)
Circunferencia de centro (0; 
5
3
) y radio
4
3
Semiplano derecho de la recta x =  
1
4
Exterior de la circunferencia de centro (1,2) y radio
p
5.
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Captulo 2. Topologa
1.- Probar que d: IR
+
0
 IR
+
0
! IR
+
, denida por d(x; y)
def
= j log (y=x)j , es una
distancia en IR
+
0
(llamada distancia logartmica), y calcular un entorno de centro 10 y
radio r = 1.
2.- Las aplicaciones d
k
: IR
n
 IR
n
! IR
+
; k = 1; 2; 3 denidas por:
8x = (x
1
;    ; x
n
) 2 IR
n
y 8y = (y
1
;    ; y
n
) 2 IR
n
d
1
(x; y) =
v
u
u
t
n
X
i=1
(x
i
  y
i
)
2
d
2
(x; y) = max
1in
jx
i
  y
i
j
d
3
(x; y) =
n
X
i=1
jx
i
  y
i
j
son distancias en IR
n
. Para cada una de ellas y en el caso n = 2, calcular un entorno
de centro el origen de coordenadas y de radio r = 1.
3.- Estudiar los siguientes subconjuntos de IR, IR
2
o de IR
3
, segun el caso, con la
distancia eucldea, es decir, justicar si son abiertos o cerrados; indicar la frontera,
la adherencia y el interior; justicar si son acotados e indicar el conjunto de puntos
aislados y de puntos de acumulacion:
A = ( 1; 1)
B = f 1; 0; 3=2; 2;
p
5g
IN
IQ
C = ([0; 2][ f3g [ fIQ \ (4; 5)g)  f1g
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D = f(x; y) 2 IR
2
: jx  yj < 1g
E = f(x; y) 2 IR
2
: x
2
 1 y jyj < 2g
F = f(x; y; z) 2 IR
3
: x
2
+ y
2
+ z
2
 4g
G = fz 2 IC : Re(z) = Im(z)g
H = fz 2 IC : jz   ij < 1g
4.- Dado (IR
n
; d) espacio eucldeo, probar que todo subconjunto cerrado de un
compacto de IR
n
es tambien un compacto.
5.- Dado el conjunto A = fz 2 IC : jz  3j < 2g calcular su interior, frontera, adherencia
y acumulacion. Estudiar si es un conjunto abierto, cerrado, acotado y/o compacto.
6.- Encontrar el lugar geometrico de los z 2 IC que pertenecen al conjunto A = fz 2
IC : jz   1j = jz   ijg. Calcular el interior, la frontera, la adherencia y los puntos de
acumulacion del conjunto A.
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Topologa. Soluciones
1.- (1,100)
2.-
d
1
: circunferencia de centro (0,0) y radio 1
d
2
: cuadrado de vertices (1,1),(-1,1),(-1,-1) y (1,-1)
d
3
: cuadrado de vertices (0,1),(-1,0),(0,-1) y (1,0)
3.-
fr(A) = f 1; 1g; A = A
0
= [ 1; 1];

A = A; Aisl(A) = 
fr(B) = B = Aisl(B) = B;

B = B
0
= 
fr(IN) = IN = Aisl(IN) = IN;

IN = IN
0
= 
fr(IQ) = IQ = (IQ)
0
= IR;

IQ = Aisl(IQ) = 
fr(C) = f0; 1; 2; 3g[ [4; 5]; C = [0; 2][ f3g [ [4; 5];

C = (0; 1)[ (1; 2);
Aisl(C) = f3g; C
0
= [0; 2][ [4; 5]
fr(D) = f(x; y) 2 IR
2
: y = x+ 1g [ f(x; y) 2 IR
2
: y = x  1g;
D = D
0
= f(x; y) 2 IR
2
: jx  yj  1g;

D = D;Aisl(D) = 
fr(E) = rectangulo de vertices (-1,-2),(-1,2),(1,-2) y (1,2);
E = E
0
= [ 1; 1] [ 2; 2];

E = ( 1; 1) ( 2; 2); Aisl(E) = 
fr(F ) = f(x; y; z) 2 IR
3
: x
2
+ y
2
+ z
2
= 4g; F = F
0
= F;

F = f(x; y; z) 2 IR
3
: x
2
+ y
2
+ z
2
> 4g; Aisl(F ) = 
fr(G) = G = G
0
= G;

G = Aisl(G) = 
fr(H) = f(x; y) 2 IR
2
: x
2
+ (y   1)
2
= 1g;

H = H; Aisl(H) = 
H = H
0
= f(x; y) 2 IR
2
: x
2
+ (y   1)
2
 1g;
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4.- Indicacion: Todo subconjunto de un compacto esta acotado.
5.-
A = f(x; y) 2 IR
2
: (x  3)
2
+ y
2
< 4g

A = A
fr(A) = f(x; y) 2 IR
2
: (x  3)
2
+ y
2
= 4g
A = A
0
= f(x; y) 2 IR
2
: (x  3)
2
+ y
2
 4g
A abierto, no cerrado, acotado y no compacto.
6.- El lugar geometrico es la recta x = y.

A = , fr(A) = A, A = A y A
0
= A.
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Captulo 3. Sucesiones
1.- Justicar si son o no acotadas las siguientes sucesiones:
(2n)
n2N

1
n

n2N
(cos(n))
n2N

n
2
  1
n

n2N
2.- En el espacio eucldeo de los reales, demostrar que la convergencia de la sucesion
(x
n
)
n2N
implica la convergencia de la sucesion (jx
n
j)
n2N
. >Es cierto el recproco?
Justicar la respuesta.
3.- Dado el espacio eucldeo (IR; d) y el conjunto A  IR denido por:
A = fx 2 IR : x =

1
4
+
cosn
n
2

n
2
o x =
n
2
+ 3
n
5
n
o x = n(2
1=n
2
  1) ; n 2 INg
Demostrar que A tiene un unico punto de acumulacion.
4.- Se considera el espacio eucldeo (IR
n
; d) ; n  1, a 2 IR
n
y (a
n
)
n2N
sucesion de
terminos de A  IR
n
. Justicar la veracidad o falsedad de las siguientes armaciones:
1) Si 9 lim
n!+1
a
n
= a, entonces a 2 A.
2) Si 9(a
n
k
) ` (a
n
) tal que (a
n
k
) es convergente en A, entonces (a
n
) es convergente
en A.
3) Si 9(a
n
k
) ` (a
n
) tal que (a
n
k
) es convergente en A, entonces A es un compacto.
4) Si 8(a
n
k
) ` (a
n
) ; 9 lim
n!+1
a
n
k
= a, entonces 9 lim
n!+1
a
n
= a 2

A.
5.- Se considera el espacio eucldeo (IR
n
; d); n  1. Justicar la veracidad o falsedad
de las siguientes armaciones:
1) Toda (x
n
)
n2N
sucesion convergente de IR
n
es acotada y viceversa.
2) Toda (x
n
)
n2N
sucesion de IR
n
monotona y acotada es convergente.
3) Toda (x
n
)
n2N
sucesion de IR
n
convergente es monotona.
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4) Toda (x
n
)
n2N
sucesion de Cauchy es convergente.
5) 8(x
n
)
n2N
sucesion de IR
n
convergente, entonces A = fa
n
g
n2N
es un conjunto
innito.
6.- Se considera el espacio eucldeo (IR; d) y (a
n
)
n2N
una sucesion de IR monotona
creciente. Justicar la veracidad o falsedad de las siguientes armaciones:
1) (a
n
)
n2N
es acotada inferiormente.
2) (a
n
)
n2N
es de Cauchy.
3) Si (a
n
)
n2N
es acotada superiormente con supremo en 0 y (b
n
)
n2N
es sucesion
de IR, tal que 8n 2 N , 0 < a < b
n
< b con a; b 2 IR , entonces 9 lim
n!+1
a
n
b
n
= 0.
7.- Calcular el lmite de las sucesiones numericas que tienen por termino general:
1 + 1=2 +   + 1=n
lnn
1 +
p
2 +   +
n
p
n
n
1
n
2
+
2
n
2
+   +
n   1
n
2
1
p
n
2
+ 2
+
1
p
n
2
+ 4
+ : : :+
1
p
n
2
+ 2n
8.- Calcular los siguientes lmites:
lim
n!1
(n)
1=n
lim
n!1
n
2
(2
1=n
  1)
lim
n!1
(
p
n
2
+ n  2n)
lim
n!1
(1 + ( 1)
n
)
lim
n!1
n(e
1=n
  1)
lim
n!1

n   1
n
 
n + 1
3n

lim
n!1
2
n
1 + 2
n
lim
n!1
3
n
  2
n
5
n
lim
n!1
n lnn
lim
n!1
n
2
n
lim
n!1
10
n
2
n
lim
n!1

1 + ln

1 +
1
n

2n
lim
n!1

n
2
+ 1
4n
2

n
lim
n!1

n
n
2
+ 1

1=n
lim
n!1

5n  1
3n

 n
2
lim
n!1
(5
n
  2
n
)
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lim
n!1
(n
2
+ 1)
1=(n+1)
lim
n!1
(
p
n + 1 
p
n)
lim
n!1
( 1)
n
n!
lim
n!1

1 
2
n

n
lim
n!1
cosn
n
2
lim
n!1
n sen


n

lim
n!1
n senn
2
n
lim
n!1
(ln(n
2
+ 1)  n)
lim
n!1
ln(n
2
  n + 1)
1=n
lim
n!1
n
2
n!
lim
n!1
ln n
n
lim
n!1

1
n

(2n 1)=n
2
lim
n!1

n
2
n+ 1

1=n
lim
n!1

senn
n
2
+
1
2

n
4
9.- En el espacio eucldeo de los reales se considera la sucesion numerica (a
n
)
n2N
tal
que lim
n!1
(a
n+1
  a
n
) =  2 IR. Demostrar :
1) lim
n!1
a
n
n
= :
2) lim
n!1
a
1
+ : : :+ a
n
n
2
=

2
:
10.- Dadas las siguientes sucesiones, (x
n
)
n2N
, denidas por recurrencia en
(IR; d) eucldeo, demostrar que son convergentes y calcular su lmite:
i) x
1
= 3 ; x
n+1
=
x
n
+ 5
2
ii) x
1
= 2 ; x
n+1
=
1
2

x
n
+
2
x
n

11.- Sean a
0
; b
0
2 IR tales que a
0
> b
0
> 0. En el espacio eucldeo de los reales se
consideran las sucesiones (a
n
)
n2N
y (b
n
)
n2N
denidas recurrentemente por :
a
n+1
=
a
n
+ b
n
2
b
n+1
=
p
a
n
b
n
Demostrar las siguientes armaciones :
1) a
n
 b
n
; 8n 2 IN.
2) (a
n
)
n2N
es decreciente y acotada inferiormente.
3) (b
n
)
n2N
es creciente y acotada superiormente.
4) (a
n
)
n2N
y (b
n
)
n2N
convergen hacia el mismo lmite.
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12.- En el espacio eucldeo de los reales, se considera la sucesion (x
n
)
n2N
de numeros
racionales, (es decir, x
n
2 IQ ; 8n 2 IN ), denida de manera recurrente por:
x
1
=  ;  2 (0; 1)\ IQ
x
n+1
=
+ x
n
1 + x
n
; 8n 2 IN

1) Demostrar que (x
n
)
n2N
es una sucesion acotada.
2) Demostrar que (x
n
)
n2N
es una sucesion monotona.
3) Estudiar la convergencia de (x
n
)
n2N
. >Es convergente en IQ?
4) Considerar (IQ; d) con la distancia eucldea inducida de los reales, >es (IQ; d) un
espacio metrico completo? Justicar la respuesta.
13.- En el espacio eucldeo (IR; d) se consideran (x
n
)
n2N
y (y
n
)
n2N
dos
sucesiones numericas tales que, 8n 2 IN ; x
n
 0 y 9a; b 2 IR tales que
8n 2 IN ; 0 < a < y
n
< b.
Denimos z
n
= ( 1)
n
x
n
y
n
; 8n 2 IN. Demostrar:
(z
n
)
n2N
es convergente () lim
n!+1
x
n
= 0:
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Sucesiones. Soluciones
1.-
No
S
S
No
2.- Indicacion: jjx
n
j   jxjj < jx
n
  xj. El recproco es falso.
3.- A
0
= f0g
4.-
1) F
2) F
3) F
4) V
5.-
1) F
2) F
3) F
4) V
5) F
6.-
1) V
2) F
3) V
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7.-
1) 1
2) 1
3) 1=2
4) 1
8.-
1
+1
 1
no existe
1
2
3
1
0
1
0
0
e
 2
0

0
+1
0
+1
e
2
0
1
0
+1
 1
0
0
0
1
1
0
9.- Indicacion: Criterio de Stolz.
10.-
i) (x
n
)
n2N
es monotona creciente: l = 5
ii) (x
n
)
n2N
es monotona decreciente: l =
p
2
12.-
1) 0 < x
n
< 1
2) (x
n
)
n2N
es monotona creciente.
3) l = +
p

4) No
13.- Indicacion: El lmite de una sucesion producto de una sucesion que tiende a cero
por una que esta acotada vale cero.
Series numericas 27
Captulo 4. Series numericas
1.- En el espacio eucldeo de los reales, razonar si es cierta o falsa la siguiente armacion,
con un contraejemplo en caso de falsedad:
Si
P
n1
a
n
y
P
n1
( a
n
) son convergentes, entonces,
P
n1
ja
n
j es convergente.
2.- En el espacio eucldeo de los reales, sea (a
n
)
n2N
una sucesion y supongamos que
9M > 1 tal que ja
n
j  Mn
 M
, 8n 2 IN, y 9k 2 IN tal que
P
n1
(b
k
n
  b
k
n+1
) es
convergente. Demostrar que
P
n1
a
n
b
n
es convergente.
3.- Se consideran el espacio eucldeo (IR; d) y la serie numerica
1
P
n=1
a
n
convergente.
Justicar la veracidad o falsedad de las siguientes armaciones:
1)
1
P
n=1
a
n
es absolutamente convergente.
2) La serie de terminos positivos y la de terminos negativos son convergentes.
3) La sucesion de sumas parciales

n
P
k=1
ja
k
j

n2N
no es convergente, pero esta
acotada.
4) La sucesion (ja
n
j)
n2N
es convergente hacia cero.
4.- Se consideran el espacio eucldeo (IR; d) y la serie numerica
1
P
n=1
a
n
convergente.
Justicar la veracidad o falsedad de las siguientes armaciones:
1) Si 9 lim
n!+1
a
n
= l 2 IR , entonces
1
P
n=1
a
n
es convergente.
2) (s
n
)
n2N
=

n
P
k=1
a
k

n2N
es de Cauchy ()
1
P
n=1
a
n
es convergente.
3) Si 8n 2 IN; 0  a
n
 b
n
y
1
P
n=1
b
n
es divergente, entonces
1
P
n=1
a
n
es divergente.
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5.- En el espacio eucldeo (IR; d), vericar las siguientes armaciones:
1) Si a 2 IR ; a > 1 , entonces 9 lim
n!+1
 
1 +
1
a
+
1
a
2
+   +
1
a
n

=
1
P
n=0
1
a
n
=
a
a 1
:
2) 8n  1 ; lnn  n , luego
1
P
n=2
1
lnn
es divergente.
3) Si (a
n
)
n2N
es una sucesion monotona creciente y lim
n!+1
a
n
= +1 entonces
1
P
n=1
( 1)
n
a
n
es convergente.
6.- Se consideran el espacio eucldeo (IR; d) y la serie numerica
1
P
n=1
a
n
convergente,
con a
n
> 0 ; 8n 2 IN: Vericar que:
1) La serie
1
P
n=1
( 1)
n
a
n
es convergente y la serie
1
P
n=1
1
a
n
es divergente.
2) La serie
1
P
n=1
a
n
3
n
es convergente.
3) La serie
1
P
n=1
ln(1 + a
n
) es convergente.
7.- Se consideran el espacio eucldeo (IR; d) y las series numericas
1
P
n=1
a
n
y
1
P
n=1
b
n
; b
n
>
0: Justicar la veracidad o falsedad de las siguientes armaciones:
1) Si
1
P
n=1
a
n
2
es convergente, entonces
1
P
n=1
a
n
es convergente.
2) Si
1
P
n=1
a
n
y
1
P
n=1
b
n
son divergentes, entonces
1
P
n=1
a
n
b
n
es divergente.
3) Si
1
P
n=1
a
n
es convergente y
1
P
n=1
b
n
es divergente, entonces
1
P
n=1
a
n
b
n
es divergente.
8.- En el espacio eucldeo de los reales se consideran las sucesiones (a
n
)
n2N
y (b
n
)
n2N
.
Demostrar que si las series numericas
P
n1
a
2
n
y
P
n1
b
2
n
son convergentes, entonces la serie
P
n1
a
n
b
n
es convergente.
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9.- En el espacio eucldeo (IR; d), estudiar la convergencia de las siguientes series y, si
es posible, calcular la suma:
X
n1
( 1)
n
n+ 1
n!
X
n1
2
n!
X
n1
1
n
2
+ 5
X
n1
n
2n  1
X
n1
1
n
p
n+ 1
X
n1
1
p
(2n  1)(2n+ 1)
X
n1
3
n
n!
n
n
X
n1
n
2
(2 +
1
n
)
n
X
n0

1 +
1
2
n

X
n1
1
n(n + 1)
X
n1
2
n
+ 3
n
5
n
X
n1
n
(n+ 1)!
X
n1
1
n(n + 1)(n+ 2)
X
n0
( 1)
n
n! + 3
n+1
3
n
n!
X
n1
2n+ 3
n(n + 1)

1
3
n
X
n1
2n+ 3
n
3
+ 5n
2
+ 8n+ 4
()
() Nota:
1
P
n=1
1
n
2
= 
2
=6.
10.- En el espacio eucldeo de los reales, estudiar la convergencia de las siguientes series
numericas segun el valor de la constante real a :
i)
X
n0
a
n
n
2
+ 1
3
n
; a 2 IR: ii)
X
n1
a
n
+ n
2
+ n
a
n+1
n(n+ 1)
; a > 0:
11.- Si (x
n
)
n2N
es una sucesion convergente en el espacio eucldeo de los reales, probar
que:
1
X
n=2
ln [(1 +
1
n
)
n
(1 + n)]
(n lnn) ln ((n+ 1)
(n+1)
)
=
1
2 ln 2
12.- En el espacio eucldeo (IR; d) se considera la sucesion (x
n
)
n2N
de terminos
estrictamente negativos, es decir, 8n 2 N ; x
n
< 0, con x
0
=  1 y 8n  1,
30 Calculo. Problemas y soluciones
x
n
 x
n
2
= x
n 1
. Demostrar que la serie numerica
P
n1
x
n
2
es convergente y calcular su
suma. Asimismo, demostrar la convergencia de las series:
1
X
n=1
( 1)
n
x
2
n
y
1
X
n=1
sen(x
2
n
) cos(x
2
n
)
13.- Calcular los numeros reales a ; b ; c ; d que verican la igualdad:
x
3
= ax(x  1)(x  2) + bx(x  1) + cx+ d
Probar que
1
P
n=0
n
3
n!
= 5e ; si se conoce que
1
P
n=0
1
n!
= e:
14.- En el espacio eucldeo de los reales, se considera (a
n
)
n2N
sucesion de numeros
reales positivos y (s
n
)
n2N
la sucesion de sus sumas parciales: s
n
=
n
P
k=1
a
k
. Demostrar
que la siguiente serie es convergente y calcular su suma:
X
n2
a
n
s
n
s
n 1
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Series numericas. Soluciones
1.- F
2.- Indicacion: Utilizar el criterio de comparacion.
3.-
1) F
2) F
3) F
4) V
4.-
1) F
2) V
3) F
5.-
1) V
2) V
3) V
6.- Indicaciones:
1) Condicion necesaria de convergencia.
2) Aplicar el criterio de comparacion.
3) Aplicar el criterio de comparacion.
7.-
1) F
2) F
3) F
8.- Indicacion: 0  j 2a
n
b
n
j  a
n
2
+ b
n
2
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9.-
convergente 2(e  1)
convergente divergente
convergente divergente
divergente convergente
divergente 1
13
6
1
1
4
3(
1
4
+ e)
1

2
6
 
3
4
10.-
i) Convergente para jaj < 3
ii) Convergente para a > 1
11.- Indicacion:
ln [(1 +
1
n
)
n
(1 + n)]
(n lnn) ln ((n+ 1)
(n+1)
)
=
1
nlnn
 
1
(n+ 1)ln(n+ 1)
12.-
P
n1
x
n
2
es telescopica y su suma vale 1.
1
P
n=1
( 1)
n
x
2
n
converge absolutamente.
1
P
n=1
sen(x
2
n
) cos(x
2
n
) Indicacion: aplicar el criterio de comparacion y el criterio de
comparacion por paso al lmite.
13.- a = 1, b = 3, c = 1, d = 0.
14.-
Indicacion:
P
n2
a
n
s
n
s
n 1
es telescopica.
Si
P
n1
a
n
= S
P
n2
a
n
s
n
s
n 1
=
1
a
1
 
1
S
Si
P
n1
a
n
es divergente
P
n2
a
n
s
n
s
n 1
=
1
a
1
.
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Captulo 5. Funciones: Lmites y continuidad
1.- Estudiar el dominio de denicion de las siguientes funciones:
h(t) = e
1=t
  e
2t
g(u) = ln

u  1
u+ 2

f(x; y) =
q
x  (y   1)
2
  1
g(u; v) =
u+ v
p
2u  v
r(t; s) =
ln(t
2
+ s
4
)
sen(ts)
f(x) = cos(x
2
  ln(x+ 1))
g(u) =
r
u
3
u
2
  1
s(t) =
sen(1=t)
t
3
  1
f(x; y) = ln(y   x
2
)
h(t; z) =
tz
(t+ 1)
2
+ (z   2)
2
r(t) =

ln jt+ 1j
t
p
t
;
e
2=t
t
2
  1
;
p
t
2
  4
cos(2t)

2.- Calcular la composicion de los siguientes pares de funciones:
f(x) =
2x+ 3
x + 1
; g(x) =
p
x  1
h(t) = sen(t
2
  2) ; s(t) = e
1=t
f(x; y) =

x
2
  y
2
xy
; x+ y

; g(x; y) =
p
x  y + 3
r(t) = (sen t ; cos t ; t) ; g(u; v; z) = u
2
+ v
2
+ z
2
f(x; y; z) = (x+ z ; y   x) ; h(x; y) = sen(x+ y)
3.- Representar gracamente algunas curvas de nivel de las siguientes funciones reales
de variable vectorial y estudiar de manera aproximada la supercie que generan en el
espacio:
f(x; y) = x
2
+ y
2
z(x; y) = xy
g(a; b) = 9a
2
+ 4b
2
h(s; t) =
p
s
2
+ t
2
f(t; z) = t
2
  z
2
w(u; v) = 2u  v
34 Calculo. Problemas y soluciones
4.- Encontrar el valor que toman las siguientes funciones sobre las curvas indicadas:
(funcion restringida a los puntos de una curva)
g(x; y) =
sen(x
2
+ y
2
)
y
2
sobre el trozo de circunferencia y  
p
=2  x
2
= 0:
h(x; y; z) =
3z
x
2
+ 2y
2
sobre el paraboloide z = x
2
+ 2y
2
:
5.- Calcular los siguientes lmites de funciones de variable real:
lim
x!2
x
2
  6x+ 8
x
2
  4
lim
t!0

1 + t
1  t

1=t
lim
x!0
jxj
x
lim
x!+1
(ln x)
1=x
lim
x!+1
x(ln(x+ 1)  ln x)
lim
t!=2
(sen t   1) tan t
lim
x!=2
(sen x)
tanx
lim
x!+1

e
x
x

e
 x
lim
x!1

x
2
+ 1
x
2
  1

2x
lim
t! 1
e
t+1
  1
t
2
  1
lim
x!0
+
ln(cosx)
x
2
lim
t!0
t  sen

1
t

lim
x! 1
sen(x
2
  1)
x+ 1
lim
x!4
arctan(x  4)
ln(x  3)
lim
t!0
sen t
jtj
lim
x!1
jx
2
  1j
x
2
+ x  2
lim
t!0
p
1 + t 
p
1  t
t
lim
x!0
1
1 + e
1=x
lim
x!0
e
ax
  e
bx
x
lim
x!0
+
x
x
lim
t!+1
(ln(t
2
  2t+ 1))
1=t
lim
x!0
+
(x ln(1=x))
x
lim
x!1
x  arcsin(1=x)
lim
x!0
1  cos x
x
2
lim
x!1
+

x
x
2
  1

x 1
lim
t!=4
sen(t  =4)
4t  
lim
x!0
ln(1 + sen x)
x
lim
x!1

x+ 1
2x+ 1

x
2
lim
x!0
1  e
 x
sen x
lim
x! 1
ln(1  e
x
)
x
lim
x!1
 
x  1
jx  1j
lim
t!0
+
jtj
ln(2t+ 1)
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6.- Estudiar si son verdaderas o falsas las siguientes armaciones, justicando las
verdaderas y dando un contraejemplo en caso de falsedad:
i) La suma de funciones discontinuas es discontinua.
ii) El producto de funciones discontinuas es continuo.
iii) Toda funcion continua es monotona.
iv) Toda funcion monotona es continua.
v) Si existen los lmites laterales de una funcion en un punto, entonces la funcion
es continua en este punto.
7.- Estudiar si son verdaderas o falsas las siguientes armaciones, justicando las
verdaderas y dando un contraejemplo en caso de falsedad:
i) Una funcion de dos variables que es continua respecto de cada una de ellas, es
continua respecto de las dos.
ii) Recprocamente, si es continua respecto de las dos variables, lo es respecto de
cada una de ellas.
iii) Una funcion f(x; y), continua en la direccion de todas las rectas que pasan por
el origen de coordenadas, es continua en (0; 0).
8.- Las siguientes funciones estan denidas en IR  f0g. >Que valor ha de tomar f en
x = 0 para que sea continua en todo IR?
f(x) =
sen(2x)
x
f(x) = x sen(=x)
f(x) =
e
x
  e
 x
x
f(x) =
1  cosx
x
9.- Demostrar que la funcion denida por :
q(x) =
(
1 ; x 2 Q
0 ; x 62 Q
es discontinua en todo IR.
10.- Demostrar que f , funcion real de variable real denida por
f(x) =
8
>
<
>
:
1=x ; x 2 Q  f0g
0 ; x = 0
x ; x 2 IR  Q
es continua en unicamente 2 puntos.
11.- Sea f : [a; b]! IR continua (a 6= b) tal que f(x) 2 Q ; 8x 2 [a; b]. Demostrar
que f es constante.
12.- Sea f : IR ! IR una funcion tal que f(xy) = xf(y); 8x; y 2 IR. Demostrar que
f(x) es continua 8x 2 IR.
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13.- Sea f : IR! IR funcion.
i) Si jf(x)j  jxj ; 8x 2 IR, demostrar que f es continua en x = 0.
ii) Sea g: IR! IR continua en x = 0 , g(0) = 0 y 8x 2 IR ; jf(x)j  jg(x)j.
Demostrar que f es continua en x = 0.
iii) >Es cierto el apartado (ii) si g(0) 6= 0? Buscar un contraejemplo en caso negativo.
14.- Sean (E; d) y (F; d
0
) espacios metricos y la funcion
f :A  E ! F uniformemente continua en A. Demostrar que si (x
n
)
n2N
es una
sucesion de Cauchy de A , entonces (f(x
n
))
n2N
es una sucesion de Cauchy de F .
15.- Dados (IR
n
; d) eucldeo y K subconjunto compacto de IR
n
, considerar la funcion
f :K ! K tal que:
8x; y 2 K ; x 6= y ; 0 <
kf(x)  f(y)k
kx  yk
< 1=2:
Justicar que 9z 2 K tal que f(z) = z.
16.- Sea A = f1;
1
2
;
1
3
; : : : : : :g = f( 1)
n
1
n
; 8n 2 IN

g [ f( 1)
n 1
1
n
; 8n 2 IN

g y
g: IR! IR la funcion denida por:
g(x) =
(
1 si x 2 A
0 si x 62 A
i) Calcular los lmites, si existen, de la funcion g para x =
3
8
; x =
1
4
; x = 0.
ii) Estudiar la continuidad de g.
17.- Considerar el conjunto A = fx 2 IR : x = ( 1)
n
+
1
n
; 8n 2 IN

g y la funcion
g: IR! IR denida por:
g(x) =
(
1 ; x 2 A
2x
2
; x 62 A
Estudiar la existencia del lmite de la funcion g en los puntos: -1, -2/3, 0, 1/2, 1 y 2;
y calcularlo en caso de que exista. Estudiar la continuidad de g.
18.- En el espacio eucliddeo (IR; d), se considera el conjunto A = fx 2 IR : x =
( 1)
n
=2
n
; 8n 2 Ng y las funciones f : IR! IR y g:A  IR ! IR denidas por:
8x 2 IR ; f(x) =
(
0 ; x 2 A
e
 x
2
; x 2 IR  A
; 8x 2 A ; g(x) =
(
0 ; x < 0
e
 x
2
; x  0
i) Estudiar si A es un conjunto acotado. Calcular el interior, la acumulacion y el
conjunto de puntos aislados de A.
ii) Estudiar la continuidad de f y la continuidad de g.
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19.- Calcular el valor de las constantes para que las siguientes funciones reales de
variable real sean continuas en todo IR:
f(x) =
8
<
:
2x
2
+ b si x  0
e
x
2
  1
x
2
si x < 0
g(x) =
8
>
<
>
:
2
1=x
+ a si x < 0
0 si x = 0
b
1=x
si x > 0
20.- Estudiar la continuidad de las siguientes funciones e indicar el tipo de
discontinuidad que presentan :
h(t) =
sen(t+ 1)
jt
2
  1j
f(x) =
jxj+ 1
p
x
2
  1
r(t) =
(
e
1=(t 1)
; t < 1
0 ; t = 1
f(x) =
x
2
  2x+ 1
x
2
+ x  2
g(y) =
e
2y
  1
ln(y
2
+ 1)
s(t) =
(
e
1=(t 1)
; t 6= 1
0 ; t = 1
(u) =
8
>
>
>
<
>
>
>
:
sen(2u)
u
; u > 0
ln j1 + uj ; u < 0; u 6=  1
1=2 ; u = 0
0 ; u =  1
21.- Calcular los siguientes lmites de funciones de variable vectorial:
lim
(x;y)!(0;0)
xy
x
2
+ y
2
lim
(x;y)!(1;0)
sen((x  1)y)
y
lim
(x;y)!(0;0)
x
5
  2x
2
y
3
(x
2
+ y
2
)
2
lim
(x;y)!(1;1)
x  y
x+ y   2
lim
(x;y)!(0;1)
e
x=y
  1
x
lim
(x;y)!(0;2)
sen(xy)
x
lim
(x;y)!(0;0)
e
xy
  1
p
x
2
+ y
2
lim
(x;y)!(0;0)
(2 + xy)
 1
x
2
y
2
lim
(x;y)!(0;0)
xy
2
x
2
+ y
4
lim
(x;y)!(0;0)
xy sen

1
x
2
+ y
2

lim
(x;y)!(0;0)
ln(x
2
  y
2
+ 1)
x+ y
lim
(x;y)!(1;0)
(x  1)
3
x
2
  2x+ y
2
+ 1
lim
(x;y)!(0;0)
ln(xy + 1)
x
2
+ y
2
lim
(x;y)!(1; 1)
x
2
  y
2
e
x+y
  1
lim
(x;y)!(0;0)
x
3
y
2
lim
(x;y)!(0;0)
(1 + sen(x
2
y))
1
x
2
+y
2
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22.- Estudiar la continuidad de las siguientes funciones e indicar el tipo de
discontinuidad que presentan :
f(x; y) = jx+ yj
g(x; y) =
arctan(x+ y)
x
2
  y
2
h(u; v) = e
 1=u
2
v
2
r(t; x) =
sen(tx)
t
g(x; y) =
(
p
1  x
2
  y
2
; x
2
+ y
2
 1
0 ; x
2
+ y
2
> 1
z(x; y) =
8
>
>
<
>
>
:
ln(1 + x
2
y
2
)
xy
; xy 6= 0
0 ; x = 0
B1 ; y = 0; x 6= 0
[Bh(x; y) =
(
1 ; 0 < x  y
2
0 ; x  0 o x > y
2
r(s; t) =
(
st
2
sen(1=t) ; t 6= 0
0 ; t = 0
23.- Sea la funcion : IR
2
! IR tal que:
(x; y) =
p
x
2
+ y
2
x
sen(xy); si x 6= 0
Denir la funcion en los puntos de x = 0 para que sea continua en IR
2
.
24.- Considerar la funcion de dos variables f : IR
2
  f(0; 0)g! IR denida por
f(x; y) =
8
>
>
<
>
>
>
:
x
2
sen y
x
2
+ y
2
si y  0
e
y
3
  1
x
2
+ y
2
si y < 0
i) Comprobar que el dominio de f puede extenderse a IR
2
de forma continua.
ii) Considerar el conjunto A  IR
2
, A =
(
z 2 IC :
jz 2ij
jz+ij

p
2
)
. Si

f es la extension
continua de f en IR
2
, estudiar la existencia de extremos absolutos de

f j
A
(restriccion
de

f al conjunto A ).
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25.- Considerar la funcion real de variable vectorial f : IR
2
! IR denida por:
f(x; y) =
8
>
>
>
>
>
<
>
>
>
>
>
:
xy ;  x  y  x
2
y x > 0
x
y
; x > 0 y y > x
2
x
2
+ y
2
; x  0  y
x  y
x+ y
; y < 0 y y <  x
i) Representar gracamente en IR
2
los distintos dominios de denicion de f
ii) Estudiar la continuidad de f en IR
2
iii) Si h es la restriccion de f sobre los puntos de la recta x =  1 , es decir,
h(y) = f( 1; y) ; 8y 2 IR , estudiar el dominio de continuidad de h >Donde podemos
asegurar que la funcion inversa, h
 1
, es continua?
26.- Resolver las siguientes cuestiones:
i) Buscar un ejemplo de una funcion que toma valores positivos y negativos en un
intervalo [a; b], y que no se anula en ningun punto.
ii) Buscar un ejemplo de una funcion continua en un abierto A, que no alcanza ningun
extremo en dicho conjunto A.
iii) Probar que si f(x) es continua en el intervalo [ 1; 2], f( 1) =  3 y f(2) = 18,
entonces 9t 2 ( 1; 2) tal que f(t) = 7.
27.- Dadas las siguientes ecuaciones, indicar un intervalo en el que pueda asegurarse
que existe alguna solucion (ayudaos gracamente):
x
3
  3x+ 1 = 0
x  1 = sen x
t
2
+ ln t = 0
e
t
= 2  t
2
x
4
+ 2x
2
  x  1 = 0
x
3
= arctanx
e
t 1
=
1
t + 1
t ln t = 1
28.- Se considera la funcion f : IR! IR continua y acotada.
Demostrar que la ecuacion f(x)  x
3
= 0 tiene al menos una raz real.
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29.- Sin necesidad de la denicion, justicar si las siguientes funciones alcanzan un
maximo y un mnimo absolutos en los conjuntos indicados:
f(x) = x
2
  2x+ 3 en el intervalo [ 1; 0]
y(x) = 1=x en fx 2 IR : jxj  1g
h(t) = sen t en ft 2 IR : j2t  3j < g
r(t) = e
t
ln jt
2
  1j en el intervalo [ 1; 2]
g(x) =
8
<
:
sen x
x
; x 6= 0
x ; x = 0
en fx 2 IR : jxj  1g
f(x; y) = e
x+y
cos(xy) en f(x; y) 2 IR
2
: jx  yj  1 i jxj  2g
g(x; y) =
x+ y
2
sen(xy)
en f(x; y) 2 IR
2
: jxj  1  y
2
g
'(z) =
Re(z) + Im(z)
jzj
2
en fz 2 IC : 1 < jzj  2g
F (u; v) =
(
2u+ 1 ; u  0
1 + u
2
v ; u < 0
en f(u; v) 2 IR
2
: u
2
+ v
2
 1g
30.- Sea la funcion H : IR [0;+1)  IR
2
! IR tal que,
para x 2 IR; y  0 ; H(x; y) =
8
>
>
>
<
>
>
>
:
e
x y
  1
x+ 2y
; y  jxj ; (x; y) 6= (0; 0)
0 ; (x; y) = (0; 0)
(x  y) cos

1
x
2
  y
2

; y < jxj
i) Estudiar la continuidad de la funcion H .
ii) Se consideran los conjuntos C
1
= f(x; y) 2 IR  [0;+1) : jxj  y  1g y
C
2
= [1=2; 1] [1=2; 1]. >Se puede asegurar que H alcanza un maximo y un mnimo
absolutos en C
1
? >Y en C
2
? Justicar las respuestas.
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Funciones: Lmites y Continuidad. Soluciones
1.-
IR   f0g
( 1; 2)[ (1;+1)
f(x; y) 2 IR
2
: x  y
2
  2y + 2g
f(u; v) 2 IR
2
: 2u  vg
f(t; s) 2 IR
2
: ts 6= k; k 2 Zg
( 1;+1)
( 1; 0][ (1;+1)
IR   f0; 1g
f(x; y) 2 IR
2
: y > x
2
g
IR
2
  f( 1; 2)g
[2;+1)  ft 2 IR : t =

2
+ k; k 2 Zg
2.-
(g  f)(x) =
r
x+ 2
x+ 1
; (f  g)(x) =
2
p
x  1 + 3
p
x  1 + 1
(s  h)(t) = e
1
sen(t
2
 2)
; (h  s)(t) = sen(e
2=t
  2)
(g  f)(x; y) =
s
x
2
  y
2
xy
  x  y + 3; no existef  g
(g  r)(t) = 1 + t
2
;
(r  g)(u; v; z) = (sen(u
2
+ v
2
+ z
2
); cos(u
2
+ v
2
+ z
2
); u
2
+ v
2
+ z
2
)
(h  f)(x; y; z) = sen(z + y); no existef  h
3.-
paraboloide de revolucion
paraboloide hiperbolico
paraboloide elptico
cono
paraboloide hiperbolico
plano
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4.-
g(x) =
1
=2  x
2
h(x; y) = 3
5.-
 
1
2
e
2
no existe
1
1
0
1
1
1
 
1
2
 
1
2
0
  2
1
no existe
no existe
1
no existe
a  b
1
1
1
1
1
2
1
1
4
1
0
1
0
  1
1
2
6.-
i) F
ii) F
iii) F
iv) F
v) F
7.-
i) F
ii) V
iii) F
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8.-
2
0
2
0
9.- Indicacion: Aplicar el criterio secuencial.
10.- x = 1
11.- Indicacion: Demostrar por reduccion al absurdo y aplicar el teorema de los valores
intermedios.
12.- Indicacion: Demostrar que
f(x)
x
es constante y aplicar la denicion de continuidad.
13.-
i) Indicacion: f(0) = 0 y aplicar la denicion de continuidad.
ii) Indicacion: Observar que i) es un caso particular de ii).
iii) Falso.
14.- Indicacion: Demostrar usando las deniciones.
15.- Indicacion: Aplicar el teorema del punto jo.
16.-
i) lim
x!
3
8
g(x) = lim
x!
1
4
g(x) = 0; lim
x!0
g(x) no existe.
ii) Si x
0
62 (A [ f0g), g es continua en x
0
.
Si x
0
2 A, g tiene una discontinuidad evitable en x
0
.
Si x
0
= 0, discontinuidad esencial en x = 0.
17.-
Si x
0
2 A, g tiene una discontinuidad evitable en x
0
.
Si x
0
62 (A [ A
0
), g es continua en x
0
.
Si x
0
2 A
0
, discontinuidad esencial en x
0
.(Ej. 1,-1).
18.-
i) A es un conjunto acotado.

A = , A
0
= f0g, Aisl(A) = A.
ii) f es continua en IR   (A [ f0g) y g es continua 8x 2 A.
19.- Para f : b = 1, y para g: a = 0; b 2 (0; 1).
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20.-
h presenta discontinuidad esencial en t = 1; y de salto en t =  1
f presenta discontinuidad esencial en x =  2; y evitable en x = 1
f es continua en IR   [ 1; 1]
g presenta discontinuidad esencial en y = 0
r es continua 8t 2 Domr
s presenta discontinuidad esencial en t = 1
 es continua en IR   f0; 1g
21.-
no existe
0
0
no existe
1
2
0
0
no existe
0
0
0
no existe
2
no existe
1
22.-
f es continua 8(x; y) 2 IR
2
g es continua 8(x; y) 2 IR
2
  f(b; b)[ (a; a)g
h presenta discontinuidad evitable en u = 0 y en v = 0
r presenta discontinuidad evitable en t = 0
g es continua 8(x; y) 2 IR
2
z presenta discontinuidad esencial en (x; y) 2 IR
2
: y = 0; x 6= 0
h es continua en IR
2
  [fx = y
2
g [ fx = 0g]
r es continua 8(s; t) 2 IR
2
23.-
(x; y) =
8
<
:
p
x
2
+ y
2
x
sen(xy) si x 6= 0
yjyj si x = 0
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24.- i)

f(x; y) =
8
>
>
>
>
<
>
>
>
>
:
x
2
sen y
x
2
+ y
2
si y > 0
0 si y = 0
e
y
3
  1
x
2
+ y
2
si y < 0
ii)

f j
A
alcanza extremos absolutos en A. (aplicar el teorema de Weierstrass).
25.-
f es continua en
IR
2
  f(fy = x
2
; x  0g   (1; 1))[ fy =  x; x  0g [ fx = 0; y  0g [ (fy = 0; x 
0g   ( 1; 0))g.
26.-
i) Observemos que no se cumple el teorema de Bolzano.
ii) f(x) = x denida en A = (1; 2).
iii) Aplicar el teorema de Bolzano a h(t) = f(t)  7.
27.-
(1; 2)
(1; )
(0; 1)
(0; 1)
( 1; 1)
(

2
;

2
)
(0; 1)
(1; 2)
28.- Aplicar el teorema de Bolzano.
29.- Razonar, si es posible, aplicando el teorema de Weierstrass. (S, No, No, No, No,
S, No, No, S).
30.- i) H es continua 8(x; y) 2 DomH   f( a; a)g.
ii) En C
1
no podemos asegurar nada porque no estamos en condiciones de aplicar el
teorema de Weierstrass; sin embargo, en C
2
podemos asegurar la existencia de extremos
absolutos.
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Captulo 6. Calculo diferencial para funciones reales de
variable real
1.- Estudiar la derivabilidad y calcular la derivada de las siguientes funciones reales:
f(x) = jxj+ xjxj g(x) = x
p
1 + x
2
r(t) = sen(cos
2
t) + cos(sen
2
t) s(t) = (t  1)(t  2)
p
t+ 3
3
p
t   4
z(x) = (sen
2
x+ 1)
e
x
2
y(x) = j cosxj
f(t) = (1 + 1=t)
t
h(t) = t
p
t
g(x) =
jx  1j
x
2
  1
f(x) =
e
x+1
  1
jx
2
  1j
h(u) =
(
1  u ; u  0
e
 u
; u > 0
f(x) =
(
x
2
sen(1=x) ; x 6= 0
0 ; x = 0
2.- Dada la funcion real de variable real :
f(x) =
8
<
:
1
4
(x  1)(x+ 1)
2
si jxj  1
jxj   1 si jxj > 1
Estudiar la derivabilidad en los puntos x = 1 y x =  1.
3.- Sea f : IR
2
! IR ; A = Domf y (0; 1) 2

A . Denimos g(x)
def
= f(x; 1   x).
Demostrar que si existe g
0
(0) , entonces existe lim
(x;y)!(0;1)
f(x; y) en la direccion de la
recta y = 1  x.
4.- Sea f : (0;+1)! IR derivable. Se dene la funcion:
g(x) =
8
<
:
jxjf

1
jxj

; x 6= 0
0 ; x = 0
i) Estudiar la derivabilidad de g.
ii) Demostrar que g es derivable en x = 0 , 9 lim
x!+1
f(x) = 0.
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5.- Sea f : IR! IR, y g: IR
2
! IR denida por:
g(x; y) =
f(y)  f(x)
y   x
si x 6= y
i) Probar que si 9 lim
(x;y)!(a;a)
g(x; y) = l, entonces f es derivable en a y f
0
(a) = l.
ii) Considerar la funcion:
h(x; y) =
(
g(x; y) si y 6= x
f
0
(x) si y = x
Si f 2 C
1
(IR), probar que h es continua en IR
2
.
6.- Consideremos la funcion f : IR
2
! IR denida por:
f(x; y) =
8
>
>
>
>
>
<
>
>
>
>
>
:
xy ;  x  y  x
2
; x  0
x
y
; x > 0 ; y > x
2
x
2
+ y
2
; x  0  y
x  y
x+ y
; y < 0 ; y <  x
Si h es la restriccion de f sobre los puntos de la recta x =  1, es decir, h(y) =
f( 1; y) ; 8y 2 IR, entonces:
Estudiar el dominio de derivabilidad de h y calcular la funcion derivada. Demostrar
que h es inyectiva en todo su dominio de denicion.
7.- Resolver los siguientes ejercicios:
i) Hallar los puntos en los que la tangente a la curva y = 3x
4
+ 4x
3
  12x
2
+ 20 es
paralela al eje de abscisas.
ii) >En que punto (x
0
; y
0
) 2 IR
2
de la curva y
2
= 2x
3
es perpendicular la tangente a la
recta 4x  3y + 2 = 0?
iii) Hallar los valores de x para los que la recta tangente a la curva y = x   1=x es
paralela a la recta 2x  y = 5.
iv) Hallar los valores de x para los que la recta tangente a la curva y = (x+ 2)
2
pasa
por el origen de coordenadas.
v) Hallar la parabola y = x
2
+ bx+ c (b; c 2 IR) que es tangente a la recta y = x en el
punto (1; 1).
8.- Estudiar la veracidad o falsedad de las siguientes armaciones:
i) Toda funcion derivable es continua.
ii) Toda funcion continua es derivable.
iii) Si f(x) es una funcion real continua en IR tal que f(x
0
) = x
0
para x
0
2 IR, entonces
f
0
(x
0
) = 1.
iv) Si f : IR! IR es continua en IR y derivable en IR   fag, entonces la recta tangente
a la curva y = f(x) en x = a es horizontal.
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9.- Sea f :A! IR, A  IR, A abierto, y f derivable en A. Demostrar que si x
0
es un
punto de acumulacion de ceros de f , entonces x
0
es un cero de f
0
.
10.- Demostrar que cada una de las siguientes funciones, satisface la ecuacion diferencial
ordinaria correspondiente:
y = xe
 x
satisface xy
0
= (1  x)y
y =
1
2
x
2
e
x
satisface y
00
  2y
0
+ y = e
x
y = C
1
e
 x
+ C
2
e
 2x
satisface y
00
+ 3y
0
+ 2y = 0 (8C
1
; C
2
2 IR)
11.- Si f es una funcion de IR en IR derivable, calcular la derivada primera y la derivada
segunda de g en cada una de las situaciones siguientes:
g(x) = f(x
2
) g(x) = f(sen
2
x) + f(cos
2
x)
g(x) = f(f(x)) g(x) = f(x)e
f(x)
g(x) = ln(f(x
2
+ 1)) g(x) = cos(f(x
2
)) + (f(x))
2
+ 1
12.- Sean g(t) = f(sen t)+ e
f(t)+1
y h(t) = ln(2+ f(t))+ f(ln(1+ t)), donde f(t) es
una funcion real derivable tal que f(0) =  1 y f
0
(0) = 1. Probar que g
0
(0) = h
0
(0).
13.- Un barco navega paralelamente a una costa recta a una velocidad de 12 millas por
hora y a una distancia de 4 millas. >Cual es la velocidad de aproximacion a un faro de
la costa en el instante en que la distancia al faro es de 5 millas?
14.- Un recipiente tiene la forma de un cono circular con el vertice en la parte superior.
La altura es de 10m y el radio de la base es de 4m. Se introduce agua en el recipiente
a una velocidad constante de 5 m
3
por minuto. >A que velocidad se eleva el nivel del
agua cuando la profundidad de esta es de 5m?
15.- La ecuacion x
3
+ y
3
= 1 dene una funcion implcita y = y(x).
i) Suponiendo que existe la derivada y
0
, y sin resolver la ecuacion respecto a y, demostrar
que y
0
satisface la ecuacion: x
2
+ y
2
y
0
= 0.
ii) Suponiendo que existe la derivada segunda y
00
, demostrar que siempre que y 6= 0 se
verica que y
00
=  2xy
 5
.
16.- La ecuacion x sen(xy) + 2x
2
= 0 dene y = y(x), funcion implcita derivable.
Demostrar que y
0
satisface la ecuacion:
y
0
x
2
cos(xy) + xy cos(xy) + sen(xy) + 4x = 0
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17.- Las siguientes ecuaciones denen implcitamente una funcion derivable y = y(x)
en un entorno del punto indicado. Hallar la ecuacion de la recta tangente y de la recta
normal a la curva y = y(x) en el punto correspondiente:
2  y = y
x
en (0; 1)
y = x  ln y en (1; 1)
x
2
a
2
+
y
2
b
2
= 1 en (0; b)
18.- Se considera una funcion f : IR! IR derivable tal que f(1) = 0. Demostrar que
la recta tangente a la curva x
2
  (f(x))
2
+ sen(xf(x)) + e
f(x)
= 2 en el punto (1,0) es
perpendicular a la recta y = x.
19.- Demostrar que las curvas de ecuaciones 2x
2
+ 3y
2
= 5 y y
2
= x
3
se cortan en
el punto (1,1) y que sus tangentes en este punto son perpendiculares.
(Nota: se supone que localmente, en un entorno del punto (1,1), las curvas anteriores
son la representacion graca de una funcion y = y(x)).
20.- La ecuacion x
2
y
2
+ xe
y
  2x+ y =  1 dene implcitamente y = y(x) derivable
en un entorno del punto (1,0). Probar que la recta tangente a y = y(x) en el punto
(1,0) es paralela a la recta x = 2y.
21.- Demostrar que un error relativo de un 1% al determinar la longitud del radio
da lugar a un error relativo aproximado de un 2% al calcular el area del crculo y la
supercie de la esfera.
22.- >En cuanto aumenta aproximadamente el volumen de una esfera ( V (R) =
4
3
R
3
)
si su radio R = 15 cm se alarga 2 mm?
23.- A partir de la ley de Ohm: I = E=R, demostrar que una variacion en la intensidad
de la corriente debida a una variacion de la resistencia puede calcularse de manera
aproximada por I   IR=R.
24.- Sea la funcion f : (0;+1)! [0; 1] derivable tal que 8x 2 (0;+1), jf
0
(x)j < 1.
Demostrar que si (x
n
)
n2N
es una sucesion de (0;+1) estrictamente creciente,
entonces la sucesion (f(
1
x
n
))
n2N
es convergente en [0,1].
25.- Sea la funcion f : (a;+1)! IR ; a > 0 derivable tal que lim
x!+1
f
0
(x) =  ;  2 IR.
Demostrar que existe lim
x!+1
(f(x+ 1)  f(x)) y calcularlo.
Aplicar este resultado para calcular:
lim
x!+1
((1 + x)
1+
1
x+1
  x
1+
1
x
)
26.- A pesar de que la funcion f(x) = j senxj verica que f( =2) = f(=2) = 1 y
es continua en [ =2; =2] , no existe ningun a 2 ( =2; =2) tal que f
0
(a) = 0 .
>Acaso este hecho contradice al teorema de Rolle?
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27.- Sea f : [0; 1]! (0; 1) continua en [0,1] y derivable en (0,1) tal que f
0
(x) 6= 1 ; 8x 2
(0; 1) . Demostrar que existe un unico punto x
0
2 [0; 1] tal que f(x
0
) = x
0
.
28.- Demostrar que la ecuacion funcional x
2
= 18 lnx tiene una unica solucion en el
intervalo [1; e].
29.- Demostrar que la ecuacion senh t  jt  1j = 0 tiene una unica raz real.
30.- Sea la funcion f : (0;+1)! IR derivable tal que f(2) = 0 ; lim
x!+1
f(x)
x
= 1
y 8x 2 (0;+1) ; f
0
(x) > 2=x. Demostrar que la ecuacion f(x)   ln(x
2
) = 0 tiene
exactamente una raz real.
31.- Sea f : IR! IR continua tal que lim
x!+1
f(x)
x
n
= lim
x! 1
f(x)
x
n
= 0. Demostrar que si
n es impar, entonces existe a 2 IR tal que f(a) + a
n
= 0.
32.- Sean f y g dos funciones continuas en [a; b] y derivables en (a; b). Demostrar
que si 8x 2 (a; b) ; f
0
(x)  g
0
(x), y 9x
0
2 (a; b) tal que f(x
0
) = g(x
0
), entonces
8x  x
0
; f(x)  g(x) y 8x  x
0
; f(x)  g(x).
33.-
a) Sea P (x) un polinomio tal que P
0
(x) tiene k races reales. Demostrar que
P (x) tiene a lo sumo k + 1 races reales.
b) Sean p; q 2 IR , n 2 N . Demostrar que el polinomio P (x) = x
n
+ px + q tiene
como maximo dos races reales si n es par y tres si n es impar.
34.- Sea f : IR! IR; se dene: x es un punto jo de f
def
() f(x) = x.
i) Demostrar que si f es derivable y f
0
(x) 6= 1; 8x 2 IR, f tiene a lo sumo un punto
jo.
ii) Probar que la funcion f(x) = x+
1
1+e
x
no tiene puntos jos a pesar de cumplir que
0 < f
0
(x) < 1.
iii) Demostrar que si 9K < 1 tal que jf
0
(x)j  K ; 8x 2 IR, entonces f posee un punto
jo.
iv) Probar que la ecuacion x = cosx tiene una unica solucion en el intervalo [0;

3
].
35.- Sea f : (0;+1)! IR derivable tal que lim
x!+1
f
0
(x) = 0. Se dene la funcion
g(x) = f(x+ 1)  f(x); demostrar que lim
x!+1
g(x) = 0.
36.- Demostrar que la ecuacion funcional x
2
= x sin x+cos x se satisface exactamente
para dos valores de x.
37.- Probar que la ecuacion e
x 1
 
1
x+1
= 0 tiene una unica raz real, y hallarla de
forma aproximada.
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38.- Sea f una funcion continua en el intervalo cerrado [0; 2a] y tal que f(0) = f(2a) .
Demostrar que 9c 2 [0; a] tal que f(c) = f(c+ a).
39.- Sean f y g dos funciones continuas y derivables en un intervalo acotado I ,
vericando que f(x)g
0
(x)  f
0
(x)g(x) 6= 0. Demostrar que entre dos ceros consecutivos
de f(x) existe a lo sumo un cero de g(x).
40.- Sea f : [a; b]! IR, a; b 2 IR , tal que 8x; y 2 [a; b] , jf(x)  f(y)j  M jx  yj

,
para  > 1 y M > 0 . Demostrar que f es constante en [a; b].
41.- Estudiar la veracidad o falsedad de las siguientes armaciones:
i) Existe a 2 ( 1; 1) con f
0
(a) = 0, para f(x) = x+ 1=x.
ii) Existe a 2 ( 1; 1) con f
0
(a) = 0 , para f(x) = x
4
+ jxj.
iii) La ecuacion e
x
= 1 + x tiene una unica raz real.
iv) La ecuacion x
3
  3x+ 1 = 0 tiene tres races reales.
v) La ecuacion 3 lnx = x tiene dos races reales.
vi) Si f : IR! IR es una funcion continua y derivable, cuya graca corta al eje de
abcisas en exactamente tres puntos, entonces existen al menos dos puntos en los que la
recta tangente a y = f(x) es horizontal.
42.- Calcular los siguientes lmites aplicando, si es posible, la regla de l'Ho^pital:
lim
x!1
+
ln x ln(x  1) lim
x!0
+
x
x
lim
x!+1
ln x
x
lim
x!+1
x
e
x
lim
x!0
+
(cotx   ln x) lim
x!=2
(tanx)
cosx
lim
x!+1
x  sin x
x+ sin x
lim
x!0
sin x  x
x
2
lim
x!0
+
1  ln x
e
1=x
lim
x!0
x
2
sin(1=x)
sin x
lim
x!+1
xe
 x
lim
x!0
+
(x)
1
ln x
lim
x!0
+
(1 + x)
lnx
lim
x!+1
(x)
1
x
43.- Sea f : IR! IR ; f 2 C
2
(B
r
(0)) ; r > 0, tal que f
0
(0) 6= 0. Demostrar que:
9 lim
x!0
(
f
0
(x)
f(x)  f(0)
 
1
x
)=
f
00
(0)
2f
0
(0)
44.- Calcular el polinomio de Taylor de cuarto grado, que localmente aproxima a cada
una de las siguientes funciones en un entorno del punto x = 0:
f(x) = e
 x
2
g(x) = ln(x
2
+ 1)
h(t) =
1
1 + t
2
r(t) = sen(t
2
)
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45.- Se desea aproximar el valor de f(x) =
1
1 x
para x = 1=4 haciendo uso del desarrollo
de Taylor de f alrededor del origen de coordenadas con resto de Lagrange:
f(x) = f(0) + f
0
(0)x+ : : :+
f
n)
(0)
n!
x
n
+
f
n+1)
(x)
(n+ 1)!
x
n+1
; 0 <  < 1
i) Hallar un n tal que el error cometido al despreciar el resto sea menor que 0.01.
ii) Hallar directamente el mnimo n tal que el error cometido al despreciar el resto sea
menor que 0.01.
iii) Calcular el valor de  para este ultimo valor de n, y explicar a que se debe la
diferencia entre los valores de n hallados en los apartados (i) y (ii).
46.- Sea f : IR! IR 2-veces derivable y tal que f(1)  f(0) = 7 y jf
00
(x)j  3 ; 8x 2
[0; 1]. Demostrar que f es monotona creciente en un entorno del cero.
Indicacion: Usar el desarrollo de Taylor de f entorno al cero.
47.- Sea f : [ 1; 1]! IR 3-veces derivable en (-1,1) y tal que f( 1) = 0 ; f(0) =
0 ; f(1) = 1 ; f
0
(0) = 0. Demostrar que f
3)
(x)  3 para algun x 2 ( 1; 1).
Sugerencia: Usar el desarrollo de Taylor de f entorno al cero, y evaluar la funcion en 1
y -1 para demostrar que existen  2 (0; 1) y  2 ( 1; 0) tales que: f
3)
(s)+f
3)
(t) = 6.
48.- Calcular los extremos de las siguientes funciones:
y(x) = j sin xj z(x) = jx
2
  4j
r(t) = 3t  (t  1)
3=2
s(t) = jtj
u(t) =
t
t
2
+ 2
v(t) =
1  t
2
1 + t
2
f(x) =
(
9  x ; x  3
x
2
  3 ; x > 3
h(t) =
(
 t
2
+ 4t  4 ; t > 1
e
2t
; t  1
49.- Hallar los extremos relativos y absolutos de las siguientes funciones sobre el
conjunto indicado:
f(x) = sen x  cos x en [0; ]
g(x) = 1 + j9  x
2
j en [ 5; 1]
h(x) = 1=x en fx 2 IR : jxj  1g
y(x) = j6  4xj en fx 2 IR : jxj  3g
f(x) =
8
>
<
>
:
1=x ;  2  x   1
jxj ; jxj < 1
1  (x  1)
2
; 1  x  2
en [ 2; 2]
h(x) =
(
x
3
+ 2x+ 2 ; x < 0
x
2
  3x+ 2 ; x  0
en [ 2; 2]
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50.- Probar que se verican las siguientes desigualdades:
sen x  x 8x 2 [0; 2]
1 
x
2
2
 cos x 8x 2 [0; 2]
ln x  x 8x > 0
x+
1
x
 2 8x > 0
1 + x < e
x
< 4x+ 1 8x 2 (0; 1)
x
1 + x
 ln(1 + x) 8x  0
51.- Sea la funcion h: IR! IR denida por:
h(z) =
(
p
1 + z
2
sen(z
3
) ; z  0
zjzj ; z < 0
i) Demostrar que h 2 C
1
(IR), es decir, h es derivable con continuidad en IR.
ii) Estudiar la monotona de h en ( 1; 0], y hallar los extremos de h en [-1,0].
52.- Sea f : [0;+1)! IR denida por:
f(x) =
(1 + x)
p
1 + x
p
; 8x 2 [0;+1); p > 0
i) Calcular los extremos de f en [0;+1) segun los valores de p.
ii) Demostrar que se cumplen las siguientes desigualdades:
2
p 1
(1 + x
p
)  (1 + x)
p
 1 + x
p
; 0 < p < 1
1 + x
p
 (1 + x)
p
 2
p 1
(1 + x
p
) ; p > 1
53.- Estudiar cuales de las funciones denidas implcitamente en el ejercicio 17 tienen
un maximo o mnimo en los puntos indicados.
54.- >Cual es la recta tangente a la curva y = 2x lnx+ x
3
=6  3x
2
=2  2x que en [1,5]
tiene menor pendiente?; >y la que tiene mayor pendiente?
55.- Hallar los puntos de la semicircunferencia x
2
+ y
2
= 80 para y  0 mas cercanos y
mas alejados del punto (1,2). (Nota: Hallar los extremos de una funcion f monotona
y positiva es equivalente a hallar los extremos de f
2
).
56.- Cada lado de un cuadrado tiene longitud L. Calcular el lado del cuadrado de area
maxima que puede circunscribirse al cuadrado dado.
57.- Dada una esfera de radio R, calcular el radio r y la altura h del cono circular recto
de mayor volumen que puede inscribirse en dicha esfera.
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58.- La base de un triangulo esta en el eje OX, un segundo lado se encuentra sobre
la recta y = 3x, y el tercer lado pasa por el punto (1,1). Si se desea que el area del
triangulo sea mnima, >cual debe ser la pendiente del tercer lado?
59.- Una viga de madera tiene una seccion rectangular de altura h y anchura p. Si
la resistencia S de la viga es directamente proporcional a la anchura y al cuadrado de
la altura, >cuales son las dimensiones de la viga mas resistente que se puede cortar de
un tronco de 24 pulgadas de diametro?
60.- Se trata de excavar un tunel en la roca para la conduccion de agua. La forma del
tunel debe ser la de un semicrculo sobre un triangulo de seccion de K m
2
. El coste
de la excavacion es proporcional a la suma de la altura total en el punto donde esta
es maxima, con el permetro de la semicircunferencia. Hallar las dimensiones del tunel
que minimizan el coste total.
61.- Un concierto tendra lugar en un recinto deportivo S semicircular de radio R:
S = f(x; y) 2 IR
2
: x
2
+y
2
 R
2
; y  0g. Se trata de llevar un cable desde un punto A
de coordenadas (R; 0) hasta otro punto B de coordenadas ( R=2; 0). Para ello existen
dos posibilidades:
a) llevar un cable sencillo por la semicircunferencia desde A hasta un punto C, y desde
C, ir en lnea recta hasta B con un cable reforzado, o bien,
b) llevar directamente un cable reforzado desde A hasta B en lnea recta.
El cable sencillo cuesta una cantidad K
1
por unidad de longitud, y el cable reforzado
una cantidad K
2
= 2K
1
. Estudiar cual de las dos posibilidades es la optima para que
el coste sea mnimo.
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Calculo diferencial para funciones reales de variable real.
Soluciones
1.- Soluciones primera columna:
f derivable 8x 2 IR   f0g:
r derivable 8t 2 IR:
z derivable 8x 2 IR:
f derivable 8t 2 IR   [ 1; 0]:
g derivable 8x 2 IR   f 1; 1g:
h derivable 8u 2 IR:
Soluciones segunda columna:
g derivable 8x 2 IR:
s derivable 8t 2 ( 3;+1):
y derivable 8x 2 IR   fx =

2
+ k; k 2 Zg:
h derivable 8t 2 IR
+
:
f derivable 8x 2 IR   f 1; 1g:
f derivable 8x 2 IR:
2.- f es derivable en x = 1 y en x =  1 discontinuidad de salto.
3.- Como g es derivable en x = 0 es continua en x = 0 y por tanto f es continua en el
punto (0,1) en la direccion de la recta y = 1  x.
4.- Para que g sea continua en x = 0 f debe ser acotada.
5.- Indicacion: Aplicar la denicion de derivada y la existencia de lmites direccionales
cuando existe el lmite global.
6.- Domh
0
= IR   f0g y h
0
(y) =
8
<
:
2y ; y > 0
2
(1  y)
2
; y < 0
h es inyectiva en IR ya que es estrictamente creciente.
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7.-
i) x = 0, x = 1 y x =  2
ii) (
32
81
; 
256
243
)
iii) x = 1 y x =  1
iv) x = 2 y x =  2
v) b =  1 y c = 1.
8.-
i) V
ii) F
iii) F
iv) F
9.- Indicacion: Aplicar la caracterizacion por sucesiones de punto de acumulacion y el
criterio secuencial.
10.-
y
0
(x) = e
 x
(1  x)
y
0
(x) = xe
x
(1 +
x
2
) ; y
00
(x) = e
x
(
x
2
2
+ 2x+ 1)
y
0
(x) =  c
1
e
 x
  2c
2
e
 2x
; y
00
(x) = c
1
e
 x
+ 4c
2
e
 2x
.
11.- Indicacion: aplicar la regla de la cadena.
12.- g
0
(0) = h
0
(0) = 2.
13.-
36
5
millas/hora.
14.-
5
4
15.- Derivar implicitamente la ecuacion x
3
+ y
3
= 1.
16.- Derivar implicitamente la ecuacion xsen(xy) + 2x
2
= 0.
17.-
r
T
: y = 0; r
N
: x = 1
r
T
: y = 1=2x+ 1=2; r
N
: y = 3  2x
r
T
: y = b; r
N
: x = 0
18.- Derivando la ecuacion y sustituyendo en el punto (1,0) obtenemos 2+ f
0
+ f
0
= 0.
19.- La recta tangente a 2x
2
+ 3y
2
= 5 es y   1 =  
2
3
(x  1).
20.- La ecuacion de la recta tangente a y = y(x) en el punto (1,0) es y =
1
2
(x  1).
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21.- Indicacion: Utilizar la denicion de diferencial de una funcion en un punto.
22.- 180.
23.- Indicacion: Utilizar la denicion de diferencial de una funcion en un punto.
24.- Teorema del valor medio y ver que
1
x
n
es convergente.
25.- Aplicar el teorema del valor medio; lim
x!+1
(f(x+ 1)  f(x)) =  y
lim
x!+1
((1 + x)
1+
1
x+1
  x
1+
1
x
) = 1
26.- No contradice porque f no es derivable en el intervalo.
27.- Aplicar Bolzano a la funcion g(x) = f(x)  x.
28.- Aplicar los teoremas de Rolle y Bolzano.
29.- Aplicar los teoremas de Rolle y Bolzano.
30.- Aplicar los teoremas de Rolle y Bolzano.
31.- Aplicar Bolzano.
32.- Ver que h(x) = f(x)  g(x) es creciente y h(x
0
) = 0.
33.- Rolle.
34.-
i) Denir g(x) = f(x)  x
ii) Ver que
1
1+e
x
no puede valer 0.
iii) Aplicar el teorema del punto jo.
iv) Ver que f(x) = cosx verica el apartado iii).
35.- Aplicar el teorema del valor medio.
36.- Aplicar Rolle y Bolzano.
37.- Aplicar Rolle y Bolzano. x 2 (0; 1).
38.- Denir g(x) = f(x)  f(x+ a) y aplicar el teorema de Bolzano.
39.- Aplicar el teorema de Rolle a la funcion h(x) =
f(x)
g(x)
para estudiar la existencia y
a h(x) =
g(x)
f(x)
para comprobar la unicidad.
40.- Probar que f
0
(x) = 0.
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41.-
i) F
ii) F
iii) V
iv) V
v) V
vi) V.
42.-
0 1
0 0
+1 1
1 0
0 0
0 e
1 1
43.- Indicacion: aplicar la regla de l'Ho^pital.
44.-
T
f
(x) = 1  x
2
+
x
4
2
T
g
(x) = x
2
 
x
4
2
T
h
(t) = 1  t
2
+ t
4
T
r
(t) = t
2
45.-
i) n = 4.
ii) n = 3.
iii)  = 0:2 . La diferencia entre los valores de n hallados en los apartados (i) y (ii) se
debe a que en (i) hemos tomado  = 1, que es el peor valor posible para .
46.- Indicacion: Usar el desarrollo de Taylor de f entorno al cero y ver que f
0
(0) > 0.
47.- Indicacion: Usar el desarrollo de Taylor de f entorno al cero, y evaluar la funcion en
1 y -1 para demostrar que existen  2 (0; 1) y  2 ( 1; 0) tales que: f
3)
(s)+f
3)
(t) = 6.
48.-
z tiene mnimos absolutos en x =  2 y en x = 2 y maximo relativo en x = 0.
s tiene mnimos absolutos en t = 0.
h tiene un maximo absoluto en t = 1 y un maximo relativo en t = 2.
49.-
h tiene un maximo absoluto en x = 1 y un mnimo absoluto en x =  1.
y tiene un maximo absoluto en x =  3 y un mnimo absoluto en x =
3
2
.
x = 3 es un maximo relativo.
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50.- Indicacion: Usar la formula de Taylor y estudiar el signo del resto, o bien, estudiar
la monotona de la funcion diferencia de los dos terminos de la desigualdad.
51.- ii) h es creciente y tiene un maximo en z = 0 y un mnimo en z =  1.
52.-
i) Si p > 1 x = 0 mnimo y x = 1 maximo.
Si 0 < p < 1 x = 1 mnimo y x = 0 maximo.
ii) Evaluar la funcion en los extremos.
53.- Indicacion: derivar implcitamente, ver si la derivada se anula, y en caso
armativo estudiar el signo de las derivadas sucesivas (siempre suponiendo condiciones
de derivabilidad.)
54.- La recta de menor pendiente es la tangente en x = 2 y la de mayor pendiente la
tangente en x = 5.
55.- (4,8) es el punto mas cercano y ( 
p
80; 0) el mas alejado.
56.- lado= L
p
2.
57.- El radio r =
p
8
3
R y la altura h =
4R
3
.
58.- La pendiente del tercer lado es m =  3.
59.- La altura h = 8
p
6 y la anchura p = 8
p
3.
60.- El radio del semicrculo R =
p
K
p
1+

2
y la altura del triangulo h =
K
R
 

2
R =
p
K
p
1+

2
.
61.- b).
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Captulo 7. Calculo diferencial para funciones de
variable vectorial
1.- Calcular las derivadas parciales de las siguientes funciones reales de variable
vectorial:
f(x; y) = x
3
+ y
3
  3axy g(x; y) = xy + x=y +
p
x
2
+ y
2
r(u; v) = e
 
v
2
u
h(r; s; t) = e
rst
+ jtj
z(x; y) = ln

x+ 1
p
y

h(x; y; z) = x
y
+ cos

y
2
z

2.- Calcular, analticamente y geometricamente, las derivadas parciales en el origen de
coordenadas de las siguientes funciones reales de variable vectorial:
f(x; y) =
(
1 ; xy 6= 0
3x+ 5y ; xy = 0
g(x; y) =
(
x
2
=y ; y 6= 0
0 ; y = 0
z(x; y) =
(
x
2
+ y
2
; x  0
p
x
2
+ y
2
; x < 0
h(x; y) =
(
2xy + x ; y  0
x  x
2
  y
2
; y < 0
r(x; y) =
(
x
2
+ y
2
+ 1 ; xy 6= 0
x  y ; xy = 0
u(x; y) =
8
<
:
1
x
sen(xy) ; x 6= 0
y ; x = 0
3.- Calcular la derivada en el origen de coordenadas y en la direccion del vector
v = (1; 1) para cada una de las funciones del ejercicio anterior.
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4.- Para las funciones de los ejercicios 1 y 2, estudiar la diferenciabilidad y, si es posible,
calcular la diferencial en (0,0). Analogamente, para las siguientes funciones de variable
vectorial:
g(x; y) =
(
x
2
(y + 1) sen(1=x) ; x 6= 0
0 ; x = 0
h(x; y) =
8
<
:
xy
x
2
  y
2
x
2
+ y
2
; (x; y) 6= (0; 0)
0 ; (x; y) = (0; 0)
5.- Sea f : IR
n
! IR tal que jf(x)j  kxk
2
; 8x 2 IR
n
. Probar que rf(0) = 0 y que f
es diferenciable en 0.
6.- Sea f :E ! IR diferenciable en E abierto conexo de IR
n
.
a) Demostrar que si D
1
f(x) = 0 ; 8x 2 E , entonces f solo depende de las variables
x
2
; x
3
; : : : ; x
n
.
b) Demostrar que si df(x) = 0 ; 8x 2 E, entonces f es constante en E.
7.- Estudiar si son ciertas o falsas las siguientes armaciones, razonando las respuestas
y dando un contraejemplo en caso de falsedad:
i) Toda funcion real de variable vectorial f(x; y) continua en un punto (a; b), es
diferenciable en (a; b).
ii) Toda funcion real de variable vectorial f(x; y) para la cual existe rf(a; b) ; (a; b) 2
Domf , es continua en este punto (a; b).
iii) Toda funcion real de variable vectorial f(x; y) continua en un punto (a; b) y para
la cual existe rf(a; b) , es diferenciable en (a; b) y df(a; b) = rf(a; b).
iv) Toda funcion real de variable vectorial f(x; y) para la cual existen D
v
f(a; b) ; 8v 2
IR
2
; (a; b) 2 Domf , es diferenciable en (a; b).
8.- Sean a = 10cm y b = 24cm los lados de un rectangulo. >Cuanto variara la diagonal
d de este rectangulo si el lado a se alarga 4mm y el lado b se acorta 1mm? Calcular el
valor aproximado de esta variacion y compararlo con el valor exacto.
9.- Una caja cerrada de dimensiones 10cm, 8cm y 6cm, esta hecha de madera de 2mm
de grueso. Determinar el volumen aproximado del material utilizado para construirla.
10.- Demostrar que el error relativo de un producto es aproximadamente igual a la
suma de los errores relativos de los factores.
11.- Calcular la derivada direccional de las siguientes funciones, en el punto y segun el
vector que se indica:
z(x; y) = ln
p
x
2
+ y
2
en (x; y) = (1; 1) ; v = (2; 1)
f(x; y; z) = xy + xz + yz en (x; y; z) = ( 1; 1; 7) ; v = (3; 4; 12)
g(x; y; z) = z   e
x
sen y en (x; y; z) = (ln 3; 3=2; 3) ; v = (1; 1; 2)
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12.- Dada la funcion real:
f(x; y) =
8
<
:
x
2
+ y
2
xy
; xy 6= 0
x+ y ; xy = 0
Calcular las derivadas parciales de f(x; y) en (0,0). Razonar si son ciertas o falsas las
siguientes armaciones:
i) Existe rf(0; 0) = (1; 1).
ii) 8v = (v
1
; v
2
) 2 IR
2
amb kvk = 1 ; D
v
f(0; 0) = v
1
+ v
2
.
13.- Dada la funcion f(x; y) = x
3
+y
3
 xy+x+y, calcular la variacion de f(x; y) en
el punto (1,0) y en la direccion del vector (-1,1).
14.- Calcular la variacion de la funcion r(u; v) = u
2
  v
2
en el punto (1,1) y en la
direccion que forma un angulo de 60

con la direccion positiva del eje OX.
15.- Dada la funcion de densidad (x; y) = 48   4x
2
=3   3y
2
, calcular su coeciente
de variacion:
i) En el punto (1,-1) y en la direccion de maxima variacion de esta densidad.
ii) En el punto (1,2) y en la direccion del eje de abcisas.
iii) En el punto (2,2) y en la direccion de la bisectriz.
16.- Estudiar la diferenciabilidad de las siguientes funciones vectoriales de variable
vectorial, y calcular la matriz jacobiana en el punto indicado:
f(x; y) = (x
2
+ y
2
; e
xy
) en (1; 1)
g(x; y) = (xy; senx; x
2
y) en (; =2)
h(x; y) = (e
x+y
; ln x) en (1; 0)
F (x; y; z) = (xyz; x
2
z) en (2; 1; 1)
H(x; y; z) = (xy; xz; yz) en (1; 1; 1)
17.- Un lado de un rectangulo de 20m aumenta con una velocidad de 5m/s, y el otro
lado de 30m disminuye a una velocidad de 4m/s. >A que velocidad varan el permetro
y el area del rectangulo?
18.- Calcular las siguientes derivadas:
dz
dt
siendo z = f(t cos t; e
t
) ; f diferenciable.
du
dt
siendo u = x
2
+ y
2
+ z
2
con x = f(t); y = tf(t); z = f(t
2
) ; f derivable.
@z
@u
;
@z
@v
siendo z = f(x; y) ; f diferenciable, con x = uv ; y = u=v:
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19.- Calcular
dz
dt
en las situaciones siguientes:
z = x+ y con x = 4(t
2
  1) ; y = ln t
z =
p
x
2
+ y
2
con x = e
t
; y = sen t
z = xy + xu+ yu con x = t ; y = cos(2t) ; u = sen(2t)
20.- Sea la funcion real f(x; y; z) =
p
x
2
+ y
2
+ z
2
. Consideremos el cambio a
coordenadas cilndricas y el cambio a coordenadas esfericas denidos respectivamente
por las ecuaciones:
8
>
<
>
:
x = r cos 
y = r sen 
z = z
8
>
<
>
:
x = r sen  cos'
y = r sen  sen'
z = r cos 
En ambos casos, calcular el jacobiano del cambio y la expresion de la funcion f en las
nuevas variables.
21.- Demostrar que si z = f(x + ay) donde f es derivable y a 2 IR , entonces se
verica la siguiente relacion:
@z
@y
= a
@z
@x
22.- Demostrar que la funcion z = yf(x
2
  y
2
) , siendo f una funcion derivable,
satisface la ecuacion:
1
x
@z
@x
+
1
y
@z
@y
=
z
y
2
23.- Demostrar que la funcion z = f(x
2
+ y
2
) , siendo f una funcion derivable,
satisface la ecuacion:
y
@z
@x
  x
@z
@y
= 0
24.- Comprobar que si u(x; y; z) = f(xyz) , siendo f una funcion 3-veces derivable
en IR , se verica :
@
3
u
@x@y@z
= F (xyz)
y hallar la funcion F .
25.- Sea la funcion f(x; y; z) = xy + x
2
z + 3yz , donde x(s; t) = s
2
+ t
2
; y(s; t) =
s
2
  t
2
y z(s; t) = 2st son tales que denen una funcion F (s; t). Calcular dF (s; t).
26.- Sea f : IR
2
! IR
2
tal que f(x; y)
def
= (e
x+2y
; sen(y+2x)), y sea g: IR
3
! IR
2
tal que
g(u; v; w)
def
= (u+2v
2
+3w
3
; 2v u
2
). Calcular df(x; y); dg(u; v; w) y d(f g)(1; 1; 1).
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27.- Estudiar si son verdaderas o falsas las siguientes armaciones, razonando las
respuestas y dando un contraejemplo en caso de falsedad:
i) La derivada direccional de h(x; y) = y
2
=x en cualquier punto de la elipse
2x
2
+ y
2
= 1 y en la direccion de la normal a la misma es igual a cero.
ii) Dada la funcion f(x; y) = x+ jyj , un vector normal a la supercie z = f(x; y) en
el punto (0,0,0) es v
N
= (1; 1; 1).
iii) La supercie z = f(x; y), donde f se dene:
f(x; y) =
(
xy ; xy 6= 0
1 ; xy = 0
tiene un plano tangente horizontal en el punto (0,0,1) de ecuacion z = 1.
iv) El paraboloide 3x
2
+ 2y
2
= 2z + 1 y la esfera x
2
+ y
2
+ z
2
  4y   2z + 2 = 0 se
cortan en el punto (1,1,2) formando un angulo recto.
28.- Calcular el plano tangente y la recta normal a las siguientes supercies en el punto
indicado:
x
2
y
2
+ xz   2y
3
= 10 P = (2; 1; 4)
z = sen(xy) P = (1; ; 0)
z = y + ln(x=z) P = (1; 1; 1)
29.- Calcular la recta tangente y el plano o recta normal, segun el caso, a las siguientes
curvas en el punto indicado:
x
2
y + y
3
= 10 P = (1; 2)
ln(2x  y
2
) + 3x
2
y = 3 P = (1; 1)
8
>
<
>
:
x = t
2
+ 1
y = 2t   1
z = 4t
3
P = (2; 1; 4)

x
2
+ y
2
+ z
2
= 9
xy + z = 0
P = (2; 1; 2)
30.- Calcular la derivada direccional de f(x; y; z) = 3x  5y + 2z en el punto (2,2,1)
y en la direccion de la normal exterior a la esfera x
2
+ y
2
+ z
2
= 9 en el mismo punto.
31.- Calcular la variacion de f(x; y; z) = x
2
+ y
2
  z
2
en el punto (3,4,5) y a lo largo
de la curva interseccion de las supercies z
2
= x
2
+ y
2
y 2x
2
+ 2y
2
  z
2
= 25.
32.- Calcular como vara f(x; y; z) = x
2
  y
2
en el punto (1,0,2) y en la direccion del
vector normal al cono de revolucion z
2
= 4(x
2
+ y
2
) en el mismo punto.
33.- Calcular la derivada direccional de la funcion f(x; y; z) =
p
x
2
+ y
2
+ z
2
en el
punto (1,2,-2) y a lo largo de la curva r(t) = (t; 2t
2
; 2t
4
).
68 Calculo. Problemas y soluciones
34.- Dada la funcion:
f(x; y) =
(
2xy + x ; y  0
x  x
2
  y
2
; y < 0
i) Estudiar la diferenciabilidad de f en (0,0).
ii) Calcular la variacion de f en (0,0) y a lo largo de la recta y =  2x.
iii) Probar que el plano tangente a la supercie z = f(x; y) en el punto (0,0,0)
proyectado sobre el plano y = 0 forma un angulo de 45

con el eje OX.
35.- Demostrar que los planos tangentes a la supercie xyz = a
3
forman con los
planos de coordenadas tetraedros de volumen constante, y calcular este volumen.
36.- Demostrar que la suma de las distancias al origen de las intersecciones con los ejes
de un plano tangente a la supercie
p
x+
p
y +
p
z =
p
a es independiente del punto
de tangencia.
37.- Sea la funcion f(x; y) = (sen(x+ y
3
); cosx   e
y
). Justicar que f es localmente
inversible en (0,0). Calcular df
 1
(0; 0).
38.- Sea la funcion g(x; y; z) = (e
2y
+e
2z
; e
2x
 e
2z
; x y). Justicar que en un entorno
de cada punto de IR
3
, g admite una funcion inversa diferenciable y que, ademas, g es
globalmente inversible.
39.- Sea f(x; y) = (x cos y; x seny) denida en A = IR
+
0
 IR. Justicar que f es
localmente inversible en cualquier punto de A , pero no lo es globalmente.
40.- Estudiar si cada una de las siguientes ecuaciones dene localmente una funcion
implcita y = y(x) en un entorno del punto (a; b) indicado. En caso armativo, calcular
y
0
(a):
x
2
y + 3y
3
x
4
= 4 en (1; 1)
x
3
+ 4y sen(xy) = 0 en (0; )
41.- Probar si la ecuacion x + y + z + cos(xyz) = 0 dene localmente una funcion
implcita z = f(x; y) en un entorno del punto (0,0,-1). En caso armativo, calcular
D
1
f(0; 0) y D
2
f(0; 0):
42.- Probar si, localmente, el sistema de ecuaciones
(
x = u
2
  v
2
y = 2uv
dene en un entorno del punto (x; y; u; v) = (0; 2; 1; 1) dos funciones implcitas
u = u(x; y) ; v = v(x; y). En caso armativo, comprobar si los vectores normales
a las supercies u = u(x; y) y v = v(x; y) son ortogonales en el punto (0,2,1).
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43.- Probar si el sistema de ecuaciones
(
u+ v + x
2
  y
2
+ z
2
= 0
u
2
+ v
2
+ u  2xyz = 0
dene en un entorno del punto (x; y; z; u; v) = (0; 0; 0; 1=2; 1=2), dos funciones
implcitas u = u(x; y; z) ; v = v(x; y; z). En caso armativo, calcular du y dv en el
origen de coordenadas.
44.- Supongamos que la ecuacion F (x; y; z) = 0 dene tres funciones implcitas
x = x(y; z) ; y = y(x; z) ; z = z(x; y) . Demostrar que se verica la relacion:
@x
@y
@y
@z
@z
@x
=  1
45.- Probar si el sistema de ecuaciones
(
e
t
  x
2
+ y
2
= 1
t  xy = 1
dene implcitamente dos funciones x = x(t) ; y = y(t) en un entorno del punto
(t; x; y) = (0; 1; 1). En caso armativo, dicho sistema de ecuaciones dene localmente
una curva C  IR
3
, expresada en coordenadas parametricas por r(t) = (t; x(t); y(t)).
Calcular la variacion de f(t; x; y) = txy   x + y en el punto (0,-1,1) y a lo largo de
esta curva C.
46.- La ecuacion f(y=x; z=x) = 0 dene implcitamente a z como una funcion
z = z(x; y). Demostrar que se verica:
x
@z
@x
+ y
@z
@y
= z
47.- Demostrar que la funcion z = arctan(y=x) satisface la ecuacion de Laplace:
@
2
z
@x
2
+
@
2
z
@y
2
= 0
48.- Demostrar que la funcion u = A sen(at + ') sen(x) ; A; a; ; ' constantes,
satisface la ecuacion de las vibraciones de cuerda:
@
2
u
@t
2
= a
2

@
2
u
@x
2

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49.- Sea z = f(x + ay)  g(x  ay) , donde f y g son funciones dos veces derivables
de una variable, y a es una constante. Demostrar que se verica:
a
2

@
2
z
@x
2

=
@
2
z
@y
2
= a
2
(f
00
(x+ ay)  g
00
(x  ay))
50.- Probar que la funcion z =  x
2
y + f(xy) + g(x) , donde f y g son funciones
derivables de IR en IR, satisface la relacion:
y
@
2
z
@y
2
  x
@
2
z
@y@x
+
@z
@y
= x
2
51.- Calcular el polinomio de Taylor de grado 2 asociado a cada una de las siguientes
funciones, en un entorno del punto indicado:
f(x; y) = x
3
+ y
2
+ xy
2
P = (1; 2)
g(x; y; z) = x
3
+ y
3
+ z
3
  3xyz P = (1; 1; 1)
z(r; t) = sen(r
2
+ t
2
) P = (0; 0)
h(x; y; z) = e
x+y+z
P = (0; 0; 0)
52.- Estudiar si son verdaderas o falsas las siguientes armaciones, razonando las
respuestas y dando un contraejemplo en caso de falsedad:
i) Si (a; b) es un punto estacionario de una funcion real f(x; y) , entonces existe el
plano tangente a la supercie z = f(x; y) en el punto (a; b; f(a; b)) y es horizontal.
ii) Si (a; b) es un punto de ensilladura de una funcion real f(x; y) , entonces no puede
existir un plano tangente a la supercie z = f(x; y) en el punto (a; b; f(a; b)) .
iii) Una funcion real f(x; y) que no es diferenciable en un punto (a; b) 2 Domf no
tiene extremos.
iv) Una funcion real f(x; y), diferenciable en (a; b) 2 IR
2
y para el cual rf(a; b) =
~
0 ,
tiene un extremo local en (a; b).
v) Una funcion real f(x; y), tal que 8(x; y) 2 Domf se verica que rf(x; y) 6=
~
0 ,
no puede alcanzar ningun extremo en su dominio.
53.- Calcular los puntos estacionarios y estudiar los extremos locales y puntos de
ensilladura, si existen, de las siguientes funciones:
f(x; y) = x
2
+ xy + y
2
  6x+ 2
g(x; y) = 4x+ 2y   x
2
+ xy   y
2
54.- > En que punto la derivada de la funcion f(x; y) = x
3
+ 3y
3
  x
2
+ y
2
segun
la direccion del vector (1,2) alcanza un extremo? >De que tipo de extremo se trata?
>Cual es el valor de la derivada direccional en este punto?
Calculo diferencial para funciones de variable vectorial 71
55.- Encontrar el volumen maximo de un paraleleppedo rectangular contenido en el
primer octante con un vertice en el origen y el vertice opuesto en el plano x+y+z = 1.
56.- Un pentagono esta compuesto por un rectangulo y un triangulo isosceles con la
base sobre uno de sus lados. Sabiendo que el permetro del pentagono tiene un valor
jo p, encontrar las dimensiones de sus lados para que el area sea maxima.
57.- Comprobar si la funcion z = z(x; y), denida implcitamente por la ecuacion
xyz + sen(z   3)   x
2
y
2
  x   y = 0, tiene un maximo o un mnimo en el punto
(x; y) = (1; 1).
58.- Dada la ecuacion x
2
+ y
2
  z
2
+ 2z = 0, determinar los puntos en cuyo entorno
z es funcion implcita de x y de y, y estudiar los extremos relativos de esta funcion
z(x; y).
59.- Sea la distribucion de puntos:
( 4; 1); ( 3; 2); ( 2; 3); ( 1; 4); (0; 4):
Ajustar a esta distribucion una recta por el metodo de los mnimos cuadrados.
60.- Hallar los coecientes que mejor ajusten los datos al utilizar el metodo de mnimos
cuadrados en los siguientes casos:
i) y(x) = ax
2
+ bx+ c.
ii) y(x) = ae
bx
.
61.- Estudiar si son ciertas o falsas las siguientes armaciones, razonando las respuestas
y dando un contraejemplo en caso de falsedad:
i) Una funcion real f , continua en la region A = fz 2 C : jz + 1j  1g , alcanza un
maximo y un mnimo absolutos en A.
ii) Una funcion real f(x; y) continua en todos los puntos del rectangulo R =
[a; b] [c; d] ; a; b; c; d 2 IR tal que rf(x; y) 6=
~
0 ; 8(x; y) 2 (a; b) (c; d), no alcanza
ningun extremo en R.
iii) En caso de que existan el maximo y mnimo absolutos de la funcion real f(x; y) =
x
2
+ (y   2)
2
sobre el crculo x
2
+ y
2
 1 , estos se alcanzan en la frontera.
62.- Calcular, si existen, el maximo y el mnimo absolutos de las siguientes funciones
sobre el conjunto indicado:
f(x; y) = x
2
+ y
2
sobre el segmento fx+ y = 1 ; 0  x  1g
f(x; y) = x
2
+ y
2
sobre la region fy + x
2
 1 ; y  0g
g(x; y) = x
3
+ y
3
+ 9xy + 27 sobre el cuadrado [ 5; 5] [ 5; 5]
z(x; y) = x+ y si x
2
+ y
2
 1 y y  0
r(x; y; z) = xyz si x+ y + z  1 ; x  0 ; y  0 ; z  0
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63.- Hallar los extremos de las siguientes funciones, sujetos a la condicion indicada:
d(x; y) = x
2
+ y
2
sobre la hiperbola x
2
  y
2
= 1
z(x; y) = xy sobre la elipse 2x
2
+ 9y
2
= 18
u(x; y) = xy
2
sobre la circunferencia x
2
+ y
2
= 1
g(x; y; z) = xyz sobre la esfera x
2
+ y
2
+ z
2
= 1
h(x; y) = e
x
+ e
y
sobre la circunferencia x
2
+ y
2
= 1
64.- Calcular el maximo y el mnimo absolutos, si existen, de las siguientes funciones
sobre el conjunto indicado:
f(x; y) = x
2
  y
2
sobre x
2
+ y
2
 1
h(x; y; z) = x + y + z sobre x
2
+ y
2
+ z
2
 4
r(x; y; z) = xy
2
z
2
sobre x+ y + z = 5 ; x  0 ; y  0 ; z  0
z(x; y) = (x  1)
2
+ y
2
sobre x
2
+ y
2
 4
65.- Hallar los puntos de la supercie de la esfera x
2
+y
2
+z
2
 2x 2y 2z = 9 cuya
suma de coordenadas es maxima.
66.- Calcular la distancia maxima y mnima del origen a la elipse 5x
2
+6xy+5y
2
= 8.
67.- Hallar los extremos de la funcion f(x; y) = (x  1)
2
+ (y   1)
2
sobre el conjunto
A = f(x; y) 2 IR
2
: x
2
+ y
2
 4 ; x  0 o y  0g.
68.- Estudiar los extremos de la funcion real f(x; y; x) = x
2
y
2
z
2
sobre la esfera
x
2
+ y
2
+ z
2
= r
2
.
69.- Hallar los puntos de la curva
(
x
2
  xy + y
2
+ z
2
= 1
x
2
+ y
2
= 1
que estan mas cerca del origen de coordenadas.
70.- Se tiene que construir un deposito en forma de cilindro circular recto y base
semiesferica de volumen constante dado V . Calcular las dimensiones que hacen el area
mnima.
71.- Se desea hacer una construccion sobre un terreno T que cumple: T = f(x; y) 2
IR
2
: y
2
 4x ; x
2
  y
2
 5g. Un ingeniero pretende trazar dos lneas rectas de
ferrocarril que vayan del punto (6,0) del plano al punto mas proximo y al punto mas
alejado del terreno. >Que longitud de va debera construirse ?
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Anexo
72.- Demostrar que, localmente, el sistema de ecuaciones
(
x
2
y + e
t
= 2
xy + e
tx
= 2
dene x = x(t) y y = y(t), funciones implcitas derivables en un entorno del punto
(t; x; y) = (0; 1; 1).
Sea r: IR! IR
2
; r(t)
def
= (x(t); y(t)) tal que Imr dene una curva C en el plano,
y sea la funcion f : IR
2
! IR denida por f(x; y) = x
2
+ y
2
  3x+ sen(xy   1).
i) Si la curva C es regular en t = 0, calcular la variacion de f en el punto (1,1) a lo
largo de C.
ii) Demostrar que la curva C y la curva de nivel -1 de f(x; y) se cortan en el punto
(1,1) formando un angulo recto.
73.- Demostrar que, localmente, el sistema de ecuaciones
(
xz
3
+ y
2
u
3
= 1
2xy
3
+ u
2
z = 0
dene x = x(z; u) y y = y(z; u), funciones implcitas diferenciables en un entorno del
punto (x; y; z; u) = (0; 1; 0; 1). Demostrar que la funcion F (z; u)
def
= (x(z; u); y(z; u))
admite funcion inversa diferenciable en un entorno del punto (0,1).
74.- Considerar h: IR
2
! IR denida por h(x; y) = x
2
+ y
3
+ xy+ x
3
+ ay ; a 2 IR .
i) >Para que valores de a la ecuacion h(x; y) = 0 dene implcitamente una funcion
y = y(x) ; y 2 C
1
, en un entorno de (0,0)? >La ecuacion anterior dene implcitamente
x = x(y) derivable en un entorno de (0,0) para algun valor de a?
ii) Sea y = f(x) la funcion implcita determinada por h(x; y) = 0, denida en cierto
entorno abierto U de 0. Calcular el valor del parametro a para que el polinomio de
Taylor de segundo grado de f en el origen tome el valor 1 en el punto x = 1. >Para
que valores de a tiene f un extremo en x = 0?
iii) Sea F :U  IR! IR
2
denida por F (x; y) = (e
x+y
+ x
2
  1; f(x) + y cosx), (U
es el entorno de 0 donde f esta denida). Demostrar que F admite funcion inversa
diferenciable en un entorno de (0,0). Demostrar que la funcion G = F  F + F
 1
es
diferenciable en (0,0) y calcular dG(0; 0).
75.- Considerar la funcion f : IR
2
! IR denida por f(x; y) = x
2
  xy + y
2
.
i) Hallar los puntos de la curva de nivel f(x; y) = k ; k > 0 para los que el modulo
del gradiente de f(x; y) toma sus valores maximo y mnimo respectivamente.
ii) Sobre la curva de nivel del apartado anterior, dibujar el vector gradiente de f en los
puntos hallados, y con la informacion obtenida dibujar de forma aproximada el mapa
de curvas de nivel de f .
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76.- Sean A  IR
n
un abierto y f :A  IR
n
! IR. Sea h: IR ! IR estrictamente
creciente (o estrictamente decreciente), y considerar la funcion G = h  f .
i) Demostrar que los puntos de extremo relativo para f y G coinciden.
ii) Si f es diferenciable en a 2 A y h es derivable en f(a), demostrar que a es un punto
estacionario de G si y solo si a es un punto estacionario de f .
iii) Determinar la distancia maxima y mnima del punto (-1,0) al conjunto del plano
A = f(x; y) 2 IR
2
: x
2
+ y
2
 2x ; y  x  1g.
77.- Sea la funcion f : IR
2
! IR denida por:
f(x; y) =
(
x
2
+ 4y
2
  1 ; xy  0
jx  2yj   1 ; xy < 0
i) Estudiar la continuidad de f en IR
2
.
ii) Calcular el gradiente de f en (0,0). Hallar la derivada direccional de f en (0,0) y
en la direccion de la recta y =  x . Deducir de los calculos anteriores que f no es
diferenciable en (0,0); razonar la respuesta.
iii) Hallar los puntos de la curva plana que resulta de la interseccion de la supercie
z = f(x; y) con el plano z = 0, para los que la suma de coordenadas es maxima o
mnima.
78.- Sea la funcion f : IR
2
! IR denida por:
f(x; y) =
(
x
2
y
2
ln(x
2
+ y
2
) ; (x; y) 6= (0; 0)
0 ; (x; y) = (0; 0)
i) Estudiar la diferenciabilidad de f en IR
2
.
ii) Demostrar que la ecuacion f(x; y) + z
2
+ e
z+1
= 2 dene implcitamente
z = z(x; y) en un entorno V  B
r
( 1) del punto (1; 0; 1) y que (1; 0) es un
punto estacionario de z(x; y).
iii) Considerar la funcion H :V  IR
2
! IR
2
denida por:
H(x; y) = (xyz(x; y); x
2
+ y
2
+ z
2
(x; y)) ; (x; y) 2 V
(donde V es el entorno de (1,0) del apartado anterior, y z(x; y) es la funcion implcita
local). Demostrar que H es localmente inversible en un entorno de (1,0) y calcular
dH
 1
(0; 2) justicando su existencia.
79.- Calcular el maximo de la funcion f(x
1
; : : : ; x
n
) = (x
1
x
2
  x
n
)
2
condicionado
por x
2
1
+   + x
2
n
= 1.
Usar este resultado para demostrar la siguiente desigualdad, que es valida para
a
1
; : : : ; a
n
numeros reales positivos cualesquiera:
(a
1
  a
n
)
1=n

a
1
+   + a
n
n
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80.- Sea f : IR! IR funcion tal que f 2 C
1
(IR) y 8t 2 IR ; jf
0
(t)j  K < 1.
i) Demostrar que la funcion F : IR
2
! IR
2
; F (x; y)
def
= (x+ f(y); y+ f(x)), admite una
inversa local 8(x; y) 2 IR
2
.
ii) Demostrar que f tiene un unico punto jo.
iii) Suponed que f(0) = 0 , y considerar la funcion real h: IR! IR denida por
h(x) = (f  f)(x) + x ; 8x 2 IR. Demostrar que la ecuacion h(x) = 0 tiene una unica
raz real.
81.- Demostrar que u = x
3
f(y=x; z=x), donde f es una funcion diferenciable, satisface
la ecuacion:
x
@u
@x
+ y
@u
@y
+ z
@u
@z
= 3u
82.- Sea f : IR
2
! IR diferenciable y sea g: IR
3
! IR
2
; g = (u; v) tal que u(x; y; z) =
x
2
+ y
2
+ z
2
y v(x; y; z) = x+ y + z. Considerar h = f  g. Demostrar que:
krh(x; y; z)k
2
= 4u

@f
@u

2
+ 4v

@f
@u
@f
@v

+ 3

@f
@v

2
83.- Sea F :A  IR
n+1
! IR ; F 2 C
2
(A) ; A abierto. Sea (x; y) = (x
1
; : : : ; x
n
; y) 2
IR
n+1
y (a; b) = (a
1
; : : : ; a
n
; b) 2 A tal que F (a; b) = 0 y
@F
@y
(a; b) 6= 0. Sea y(x) la
funcion implcita denida por F (x; y) = 0 en un entorno de (a; b) tal que y(a) = b.
i) Demostrar que si y(x) tiene un extremo relativo en el punto a, entonces:
@F
@x
i
(a; b) = 0 ; 1  i  n
ii) Demostrar que los elementos de la matriz Hessiana Hy(a), siendo a el extremo
relativo de y(x), son de la forma:
@
2
y
@x
i
@x
j
(a) =  
@
2
F
@x
i
@x
j
(a; b)

@F
@y
(a; b)

 1
; 1  i; j  n
iii) Hallar los extremos relativos de y(x) para el caso particular:
F (x; y) = x
2
+ xy + y
2
  27
84.- Sean f; g: IR
2
! IR denidas por
f(x; y) =
(
xy
2
sen (1=y) ; y 6= 0
0 ; y = 0
g(x; y) =
1

e
x+y
+
Z
x
0
t
2
p
t
4
+ 1
dt
i) Calcular rf(a; 0) y rg(a; b), 8a; b 2 IR.
ii) Calcular la variacion de g en el punto (0,0) y en la direccion de la recta y = x . >En
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que direccion es maxima la derivada direccional de g en (0,0), y cual es el coeciente
de maxima variacion?
iii) Demostrar que la funcion F : IR
2
! IR
2
; F
def
= (f; g) , es diferenciable en (0,0).
Deducir que G = F  F es diferenciable en (0,0) y calcular dG(0; 0).
iv) Si existen el plano tangente a la supercie z = f(x; y) en el punto (0,0,0) y plano
tangente a z = g(x; y) en el punto (0; 0; 1=), > son ortogonales?
85.- Sea la funcion f : [ 1; 1] [ 1; 1]  IR
2
! IR denida por:
f(x; y) = 1 + x
3
+ y
2
+ 2
Z
3x
0
p
1 + t
2
dt+ x
Z
y
2
0
e
t
2
=2
dt
i) Demostrar que f 2 C
2
([ 1; 1] [ 1; 1]).
ii) Calcular el polinomio de Taylor de segundo grado, que aproxima a f(x; y) en
un entorno del origen de coordenadas; calcular el plano tangente a la supercie
z = f(x; y) en el punto (0; 0; 1); y comparar resultados.
iii) Justicar la existencia de extremos absolutos de f en el subdominio: [0; 1] [0; 1],
y hallar los puntos en los que f alcanza el maximo y el mnimo absoluto.
iv) Demostrar que la ecuacion f(x; y) = z
2
+ ln z dene localmente una funcion
implcita z = z(x; y) en un entorno de (0,0,1), y comprobar si (0,0) es un punto
estacionario de z(x; y).
86.- En el plano XY , se considera el recinto T triangular de vertices
(0; 0); (a; 0) y (0; b) ; a > 0; b > 0.
i) Dado un punto (x; y) 2

T , al unirlo con los vertices de T se obtienen tres triangulos.
Si A
1
; A
2
y A
3
son las areas de los tres triangulos, demostrar que hay un unico punto
(x; y) 2

T , que minimiza la suma de las areas al cuadrado, es decir, que es un mnimo
de la funcion Q(x; y) = A
2
1
+A
2
2
+A
2
3
.
ii) Hallar, si existen, los extremos absolutos de Q(x; y) en T .
87.- Probar que los puntos (1; 1) y ( 1; 1) son dos mnimos para la funcion
f(x; y) = (x+ 1)
2
+(y + 1)
2
sobre la curva y = 1=x, mientras que son, respectivamente,
un maximo y un mnimo para f(x; y) sobre la circunferencia x
2
+ y
2
= 2. Razonar
geometricamente la armacion anterior e interpretar el resultado.
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Calculo diferencial para funciones de variable vectorial.
Soluciones
1.-
@f
@x
(x; y) = 3x
2
  3ay
@g
@x
(x; y) = y +
1
y
+
x
p
x
2
+ y
2
@f
@y
(x; y) = 3y
2
  3ax
@g
@y
(x; y) = x 
x
y
2
+
y
p
x
2
+ y
2
2.-
D
1
f(0; 0) = 3 ; D
2
f(0; 0) = 5
D
1
g(0; 0) = 0 ; D
2
g(0; 0) = 0
no existe D
1
z(0; 0) ; D
2
z(0; 0) = 0
D
1
h(0; 0) = 1 ; D
2
h(0; 0) = 0
D
1
r(0; 0) = 1 ; D
2
r(0; 0) =  1
D
1
u(0; 0) = 0 ; D
2
u(0; 0) = 1
3.- El valor de la derivada para la ultima funcion del ejercicio anterior es  
p
2
2
.
4.-
g es diferenciable 8(x; y) 2 IR
2
y rg(0; 0) = (0; 0), luego dg(0; 0) = 0.
h es diferenciable 8(x; y) 2 IR
2
y rh(0; 0) = (0; 0), luego dh(0; 0) = 0.
5.- Probar que f(0) = 0 y usar la denicion de derivada parcial y de diferenciabilidad
en un punto.
6.-
a) Indicacion: Demostrar que foi
1
es constante.
b) Se deduce de a).
7.-
i) F
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ii) F
iii) F
iv) F
8.- Valor aproximado = 0:0615385. Valor exacto = 0:064727.
9.- 75:2cm
3
.
10.- Usar la denicion de diferencial de una funcion en un punto.
11.-
D
(
2
p
5
;
1
p
5
)
z(1; 1) =
6
p
10
D
(
3
13
;
4
13
;
 12
13
)
f( 1; 1; 7) =
48
13
D
(
1
p
6
;
1
p
6
;
2
p
6
)
g(ln 3;
3
2
; 3) =  
3
p
6
sin
3
2
 
3
p
6
cos
3
2
+
2
p
6
:
12.-
i) V
ii) F
13.-  2
p
2.
14.- 1 
p
3.
15.-
i)
194
3
p
97
ii)  
8
3
iii)  
52
3
p
2
16.-
df(1; 1) =

2 2
e e

dg(;

2
) =
0
@

2

 1 0

2

2
1
A
dh(1; 0) =

e e
1 0

dF (2; 1; 1) =

1  2  2
 4 0 4

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dH(1; 1; 1) =
0
@
1 1 0
 1 0 1
0  1 1
1
A
17.- El permetro vara a una velocidad de 2m/s y el area del rectangulo a una velocidad
de 70m
2
=s.
18.-
dz
dt
= D
1
f(cos t   t sin t) +D
2
fe
t
du
dt
= 2f(t)f
0
(t) + 2tf(t)[f(t) + tf
0
(t)] + 4f(t
2
)tf
0
(t
2
)
@z
@u
=
@f
@x
v +
@f
@y
1
v
;
@z
@v
=
@f
@x
u 
@f
@y
u
v
2
19.-
dz
dt
= 8t+
1
t
dz
dt
=
x
p
x
2
+ y
2
e
t
+
y
p
x
2
+ y
2
cos t =
e
2t
p
e
2t
+ sen
2
t
+
sen t cos t
p
e
2t
+ sen
2
t
dz
dt
= cos(2t) + sen(2t)  2t sen(2t)  2 sen
2
(2t) + 2t cos(2t) + 2 cos
2
(2t)
20.- El jacobiano del cambio a coordenadas cilndricas vale r y la expresion de la
funcion f en las nuevas variables es f(r; ; z) =
p
r
2
+ z
2
.
El jacobiano del cambio a coordenadas esfericas vale r
2
sen  y la expresion de la
funcion f en las nuevas variables es f(r; ; ') = r.
21.- Derivar implcitamente.
22.- Derivar implcitamente.
23.- Derivar implcitamente.
24.- F (x; y; z) = f
0
(xyz) + 3xyzf
00
(xyz) + x
2
y
2
z
2
f
000
(xyz)
25.-
dF (s; t) = (4s
3
+ 10s
4
t + 8s
2
t
2
+ 2t
5
+ 4s
2
t
3
+ 6s
2
t   6t
3
)ds + (6s
3
  4t
3
+ 2s
5
+
10st
4
+ 12s
3
t
2
  18st
2
)dt
26.-
df(x; y) =

e
x+2y
2e
x+2y
2 cos(y + 2x) cos(y + 2x)

dg(u; v; w) =

1 4v 9w
2
 2u 2 0

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d(f  g)(1; 1; 1) =

 3 0 9
0  6 cos 9 18 cos 9

27.-
i) F
ii) F
iii) F
iv) V
28.-
r
n
:
x  2
4
=
y   1
1
=
z   4
1
; P
t
: 4x+ y + z = 13
r
n
:
x  1

= y    = z; P
t
: x+ y + z + 2 = 0
r
n
: x  1 = y   1 =
z   1
 2
; P
t
: x+ y   2z = 0
29.- La recta tangente a x
2
y + y
3
= 10 en el punto P = (1; 2) es 4x+ 13y = 30 y la
recta normal
x 1
4
=
y 2
13
.
La recta tangente a la curva (x(t); y(t); z(t)) = (t
2
+ 1; 2t   1; 4t
3
) en el punto
P = (2; 1; 4) es (x; y; z) = (2; 1; 4)+ (1; 1; 6) y el plano normal x + y + 6z = 27.
30.-  
2
3
31.- 0
32.-
4
p
5
33.-
25
27
34.-
35.- V =
9
2
a
3
36.- Indicacion: Si (x
0
; y
0
; z
0
) es el punto de tangencia, las distancias al origen de
las intersecciones con los ejes del plano tangente son: x =
p
x
0
(
p
x
0
+
p
y
0
+
p
z
0
) ,
y =
p
y
0
(
p
x
0
+
p
y
0
+
p
z
0
) , z =
p
z
0
(
p
x
0
+
p
y
0
+
p
z
0
).
37.- Aplicar el teorema de la funcion inversa.
df
 1
(0; 0) =

1 0
0  1

38.- Aplicar el teorema de la funcion inversa y demostrar que g es inyectiva.
39.- Aplicar el teorema de la funcion inversa y demostrar que f no es inyectiva.
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40.-
y
0
(1) =  
7
5
No cumple las hipotesis del teorema de la funcion implcita
41.- Aplicar el teorema de la funcion implcita. D
1
f(0; 0) =  1 y D
2
f(0; 0) =  1.
42.- El teorema de la funcion implcita dene en un entorno del punto (x; y; u; v) =
(0; 2; 1; 1), dos funciones implcitas u = u(x; y) ; v = v(x; y). Los vectores normales a
las supercies u = u(x; y) y v = v(x; y) no son ortogonales en el punto (0,2,1) ya
que ru(0; 2) = (
1
4
;
1
4
; 1) y rv(0; 2) = ( 
1
4
;
1
4
; 1).
43.- Aplicar el teorema de la funcion implcita. du(0; 0; 0) = 0 y dv(0; 0; 0) = 0.
44.- Derivar implcitamente la ecuacion F (x(y; z); y; z) = 0 respecto de y, la ecuacion
F (x; y(x; z); z) = 0 respecto de z, y la ecuacion F (x; y; z(x; y)) = 0 respecto de x.
45.- Aplicando el teorema de la funcion implcita se demuestra que el sistema de
ecuaciones dene localmente la curva C, x
0
(0) =
1
4
y y
0
(0) =  
3
4
. La variacion de
f(t; x; y) = txy   x+ y en el punto (0,-1,1) y a lo largo de esta curva C es  
8
p
26
.
46.- Derivar implcitamente la ecuacion f(y=x; z=x) = 0.
47.- Derivar parcialmente la funcion z = arctan(y=x).
48.- Calcular las derivadas segundas de la funcion u = A sen(at + ') sen(x) que
aparecen en la ecuacion
@
2
u
@t
2
= a
2

@
2
u
@x
2

49.- Aplicar la regla de la cadena y derivar dos veces.
50.- Aplicar la regla de la cadena.
51.-
P
2
(f)(x; y) = 9 + 7(x  1) + 8(y   2) + 3(x  1)
2
+ 4(x  1)(y   2) + 2(y   2)
2
52.-
i) V
ii) F
iii) F
iv) F
v) F
53.- (4,-2) es un mnimo local para f , y (
10
3
;
8
3
) es un maximo para g.
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54.- En el punto (
1
3
; 
1
9
) hay un valor mnimo de la derivada direccional y su valor es
 
5
9
p
5
.
55.- V =
1
27
56.- (x; y; z) = (
p
3
2
p(2 
p
3);
1
4
p;
1
2
p(2 
p
3))
57.- z = z(x; y) tiene un mnimo local en el punto (x; y) = (1; 1).
58.- 8(x; y; z) 2 IR
3
con z 6= 1, (0,0,0) maximo relativo y (0,0,2) mnimo relativo.
59.- y =
4
5
x+
22
5
60.- Indicacion para el apartado ii): Encontrar el punto (a; b) que minimiza la funcion:
f(a; b) =
n
P
i=1
(ln y
i
  [ln a+ bx
i
])
2
.
61.-
i) V
ii) F
iii) V
62.- El valor maximo absoluto de f(x; y) = x
2
+ y
2
sobre el segmento fx + y =
1 ; 0  x  1g vale 1 y se alcanza en los puntos (0,1) y (1,0). El valor mnimo absoluto
vale
1
2
y se alcanza en (
1
2
;
1
2
).
El valor maximo absoluto de f(x; y) = x
2
+y
2
sobre la region fy+x
2
 1 ; y  0g
vale 1 y se alcanza en los puntos (0,1), (1,0) y (-1,0). El valor mnimo absoluto vale 0
para (0,0).
El valor maximo absoluto de g(x; y) = x
3
+ y
3
+ 9xy + 27 sobre el cuadrado
[ 5; 5][ 5; 5] vale 502 para (5; 5). El valor mnimo absoluto vale  30
p
15 98 para
los puntos ( 5;
p
15) y (
p
15; 5).
El valor maximo absoluto de z(x; y) = x+ y si x
2
+ y
2
 1 ; y  0 vale
p
2 para
(
p
2
2
;
p
2
2
). El valor mnimo absoluto vale  1 para (-1,0).
El valor maximo absoluto de r(x; y; z) = xyz si x + y + z  1 ; x  0; y 
0; z  0 se obtiene en (
1
3
;
1
3
;
1
3
), y el valor mnimo absoluto en los puntos (x; y; z) con
x = 0 o y = 0 o z = 0 que cumplan la condicion x + y + z  1.
63.- La funcion d(x; y) = x
2
+ y
2
sobre la hiperbola x
2
  y
2
= 1 alcanza al valor
mnimo en (1,0) y en (-1,0).
La funcion z(x; y) = xy sobre la elipse 2x
2
+9y
2
= 18 tiene valor maximo
3
p
2
2
para
los puntos (
3
p
2
; 1) y ( 
3
p
2
; 1), y valor mnimo  
3
p
2
2
en los puntos (
3
p
2
; 1),
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( 
3
p
2
; 1).
La funcion g(x; y; z) = xyz sobre la esfera x
2
+ y
2
+ z
2
= 1 tiene valor maximo
1
3
p
3
en los puntos (
1
p
3
;
1
p
3
;
1
p
3
), ( 
1
p
3
; 
1
p
3
;
1
p
3
), (
1
p
3
; 
1
p
3
; 
1
p
3
), ( 
1
p
3
;
1
p
3
; 
1
p
3
) y
valor mnimo  
1
3
p
3
en los puntos (
1
p
3
; 
1
p
3
;
1
p
3
), ( 
1
p
3
;
1
p
3
;
1
p
3
), (
1
p
3
;
1
p
3
; 
1
p
3
),
( 
1
p
3
; 
1
p
3
; 
1
p
3
).
La funcion h(x; y) = e
x
+e
y
sobre la circunferencia x
2
+y
2
= 1 tiene valor maximo
absoluto en (
p
2
2
;
p
2
2
) y valor mnimo absoluto en ( 
p
2
2
; 
p
2
2
).
64.- El maximo absoluto de la funcion f(x; y) = x
2
  y
2
sobre x
2
+ y
2
 1 se alcanza
en los puntos (1,0) y (-1,0) y el mnimo absoluto en los puntos (0,1) y (0,-1).
El maximo absoluto de z(x; y) = (x  1)
2
+ y
2
sobre x
2
+ y
2
 4 esta en (-2,0) y
el mnimo absoluto en (1,0).
65.- (3,3,3)
66.- La distancia maxima del origen a la elipse 5x
2
+ 6xy + 5y
2
= 8 vale 2 y se
encuentra en los puntos (
p
2; 
p
2); ( 
p
2;
p
2) y la distancia mnima vale 1 en
(
p
2
2
;
p
2
2
); ( 
p
2
2
; 
p
2
2
).
67.- El valor maximo de f sobre A se encuentra en los puntos (-2,0) y (0,-2) y el valor
mnimo en el punto (1,1).
68.- El valor maximo absoluto de f es (
r
2
3
)
3
y se obtiene para (x; y; z) : x
2
=
y
2
= z
2
=
r
2
3
. El valor mnimo absoluto de f es 0 y se obtiene en los puntos
(x; y; z) : x = 0 o y = 0 o z = 0.
69.- (1,0,0), (-1,0,0), (0,1,0) y (0,-1,0).
70.- r = h =
3
q
3V
5
71.- Debera construirse una via de longitud 6 +
p
13, siendo (3,2), o bien, (3,-2) el
punto mas proximo y (0,0) el punto mas alejado.
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72.-
i) -3
ii) r
0
(0) = (0; 1) y rf(1; 1) = (0; 3).
73.- Aplicar los teoremas de la funcion implcita e inversa.
J
F
(0; 1) =

 
1
2
0
0  
3
2

74.-
i) a 2 IR   f0g. No
ii) a =  1, 8a 2 IR   f0g.
iii)
dG(0; 0) =

2 1
0 2

75.-
76.-
i) Indicacion: utilizar la denicion de extremo relativo y que h es estrictamente
creciente.
ii) Aplicar la regla de la cadena.
iii) La distancia maxima del punto (-1,0) al conjunto del plano A = f(x; y) 2 IR
2
:
x
2
+ y
2
 2x ; y  x   1g es
q
5+
p
2
2
y se alcanza en (1 +
p
2
2
;
p
2
2
). La distancia
mnima vale 1 y se obtiene en (0,0).
77.-
i) f es continua en (IR
2
  fxy = 0g) [ f(0; 0); (1; 0); ( 1; 0); (0;
1
2
); (0; 
1
2
)g.
ii) rf(0; 0) = (0; 0). La derivada direccional de f en (0,0) y en la direccion de la recta
y =  x no existe, luego f no es diferenciable en (0,0).
iii) Para el punto (
2
p
5
;
1
2
p
5
) la suma de coordenadas es maxima y para el punto
( 
2
p
5
; 
1
2
p
5
) la suma de coordenadas es mnima.
78.-
i) f es diferenciable en IR
2
.
ii) Aplicar el teorema de la funcion implcita y comprobar que rz(1; 0) = (0; 0).
iii) Aplicar el teorema de la funcion inversa.
dH
 1
(0; 2) =

0
1
2
 1 0

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79.- El maximo de la funcion f(x
1
; : : : ; x
n
) = (x
1
x
2
  x
n
)
2
condicionado por
x
2
1
+   + x
2
n
= 1 se encuentra en los puntos (x
1
; : : : ; x
n
) con x
1
=
1

p
n
= : : : = x
n
.
80.-
i) Aplicar el teorema de la funcion inversa.
ii) Demostrar que f es una contraccion.
iii) Demostrar que h es estrictamente monotona y h(0) = 0.
81.- Aplicar la regla de la cadena y derivar implcitamente.
82.- Derivar implcitamente h(x; y; z) = f(x
2
+ y
2
+ z
2
; x+ y + z).
83.-
i) Derivar implcitamente F (x; y(x)) = 0
ii) Derivar implcitamente dos veces F (x; y(x)) = 0
iii) (3,-6) mnimo y (-3,6) maximo.
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Captulo 8. Integral de Riemann unidimensional
1.- Sea f una funcion denida en el intervalo [a; b] y x
0
2 [a; b] de manera que :
f(x) =
(
1 si x = x
0
0 si x 6= x
0
Demostrar que f es R-integrable en [a; b] y que
R
b
a
fdx = 0.
2.- Dada la funcion real de variable real denida por:
f(x) =
(
0 si x 2 Q
1 si x 2 IR  Q
Demostrar que f no es R-integrable en [a; b] ; 8a; b 2 IR ; a < b.
3.- Justicar que la funcion y = sign(x) es Riemann-integrable en cualquier intervalo
real compacto. Hallar su integral denida en [ 1; x] con x 2 [ 1; 1].
Nota: La funcion \signo de x" se dene 8x 2 IR por:
sign(x) =
8
>
<
>
:
1 si x > 0
0 si x = 0
 1 si x < 0
4.- Dada la funcion real de variable real denida por:
f(x) =
8
>
>
<
>
>
:
sen
2
x x 2 [0; )
 1 x = 
cos
2
x x 2 (; 2)
0 x = 2
>EsR-integrable en el intervalo [0; 2]? En caso armativo, calcular su integral denida
en el intervalo considerado.
5.- Sea f acotada en un intervalo [a; b]. Si jf j es Riemann-integrable en [a; b], >se
puede asegurar que f tambien lo es?
6.- Demostrar que se verican las siguientes igualdades:
Z
b
a
f(x)dx =
Z
b
a
f(a+ b  x)dx
Z
0
 b=a
f(b+ ax)dx =
Z
b=a
0
f(b  ax)dx
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7.- Justicar si son ciertas o falsas las siguientes armaciones:
i) Toda funcion f : IR! IR continua en [a; b] es R-integrable.
ii) Toda funcion R-integrable en [a; b] es continua en [a; b].
iii) Si f
2
es R-integrable en [a; b], entonces f es R-integrable en [a; b].
iv) Si f
3
es R-integrable en [a; b], entonces f es R-integrable en [a; b].
v) Si f y g son funciones tales que f(x) = g(x) ; 8x 2 [a; b] Q, entonces
R
b
a
f =
R
b
a
g.
vi) Si f es R-integrable en [0; ] y
R

0
f(x)dx = 0, entonces, f(x) = 0 en [0; ].
8.- Demostrar que son ciertas las siguientes armaciones:
Si f es una funcion par: f(x) = f( x), entonces:
Z
a
 a
f(x)dx = 2
Z
a
0
f(x)dx
Si f es una funcion impar: f(x) =  f( x), entonces:
Z
a
 a
f(x)dx = 0:
9.- Justicar que si f(x) es una funcion impar, entonces
R

 
(f(x))
2
sen xdx = 0:
10.- Sea f : IR! IR continua. Se dene F : IR ! IR tal que:
F (x) =
8
<
:
1
2x
Z
x
 x
f(t)dt si x 6= 0
f(0) si x = 0
Demostrar que F es continua en IR, y que si 9f
0
(0), entonces 9F
0
(0). Demostrar que
F 2 C
1
(IR   f0g).
11.- Dada f : [0; 2]! IR continua en [0,2] y derivable en (0,2), supongamos que
9k > 0 tal que jf
0
(x)j  k ; 8x 2 (0; 2). Demostrar que se verica:
e
 2k
<
Z
1
0
e
 f(t)
dt
Z
2
1
e
f(t)
dt < e
2k
12.- Calcular la derivada de las siguientes funciones (en un intervalo donde exista):
Z
x
1
1 + t
2
t
4
dt
Z
2
x
dy
y
3
+ 1
Z
sen
2
x
0
e
 t
2
dt
Z
e
t
1
ln (x+ 1)
x
dx
Z
x
2
x
e
t
t
dt
Z
3x
"
sen t
t
dt
Z
e
x
0
dt
1 + t
2
Z
1
 x
t
4
cos tdt
13.- Calcular los lmites siguientes:
lim
x!0
+
x
R
x
0
e
t
2
dt
R
x
0
e
t
2
sen tdt
lim
x!0
+
R
x
0
sen tdt
x
R
x
0
e
t
dt
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14.- Sean a; b 2 IR con a < b, y f; g: [a; b]! IR dos funciones continuas tales que f es
creciente y 0 < g(x) < 1 ; 8x 2 [a; b]. Se denen las funciones h; k; l: [a; b]! IR como:
h(x) =
Z
x
a
g(t)dt ; k(x) =
Z
x
a
f(t)g(t)dt ; l(x) =
Z
a+h(x)
a
f(t)dt:
i) Demostrar que h es creciente y que h(x)  x  a ; 8x 2 [a; b].
ii) Demostrar que l
0
(x)  k
0
(x) ; 8x 2 (a; b).
15.- Dada f : IR ! IR derivable con f
0
(t) > 0; 8t 2 IR, y tal que f(t) = 0 () t = 0;
estudiar la existencia de extremos de la funcion:
F (x) =
Z
x
2
 5x+6
0
f(t)dt
16.- Dada la funcion g: IR! IR continua en IR, se pide:
i) Si g es derivable en x
0
y g(x
0
) = 0, hallar:
lim
x!x
0
1
(x  x
0
)
2
Z
x
x
0
g(t)dt
ii) Si g es derivable en 0 y g(0) = 0, hallar:
lim
x!0
1
x
2n+4
Z
x
2
0
t
n
g(t)dt
17.- Sea la funcion f : [0; 1]! IR denida por:
f(x) =
Z
x
0
e
2(t+1)
t + 1
dt ; x 2 [0; 1]
i) Demostrar que f 2 C
1
((0; 1)) y que existe la inversa f
 1
continua en [0; f(1)].
ii) Demostrar que la ecuacion f(x) + x
2
= 1 tiene una unica raz real en [0; 1].
18.- Sea F : IR ! IR denida por:
F (x) =
Z
1+x
2
1
e
 t
t
dt ; 8x 2 IR
Demostrar que F 2 C
2
(IR) y calcular el polinomio de Taylor de grado 2 que aproxima
a F en un entorno de x = 0.
19.- Demostrar que existe el siguiente lmite y hallar una cota superior:
lim
x!0
+
Z
1
x
te
 
1
t
2
sen(1=t)dt
20.- Estudiar, segun el valor de p, la convergencia de las siguientes integrales impropias:
Z
+1
a
dx
x
p
Z
a
0
+
dx
x
p
; a > 0
90 Calculo. Problemas y soluciones
21.- Estudiar la convergencia de las siguientes integrales impropias:
Z
+1
1
sen
2
x
x
2
dx
Z
+1
1
sen
2
(1=x)dx
Z
2
0
dx
p
2  x
dx
Z
+1
1
ln x
x
2
dx
Z
+1
1
e
 x
2
=2
dx
Z
7
 1
dx
(x+ 1)
1
3
Z
+1
 1
1

dx
x
2
+ 1
Z
1
0
x
p
1  x
2
dx
Z
1
 1
sen x
p
1 + x
dx
Z
1
0
xe
 x
dx
Z
1
0
ln x
p
x
dx
Z
1
0
e
 x
cosxdx
22.- Sea f : (0;+1)! IR denida por:
f(x) =
8
>
>
<
>
>
:
e
 x
p
x+ x
3
; 0 < x < 1
1
p
1 + x
2
; x  1
i) Justicar que f es Riemann-integrable en [a; b] ; 8a > 0 ; 8b > a.
ii) Estudiar la convergencia de la integral
R
+1
0
f(x)dx.
23.- Sea la funcion f : [0;+1)! IR denida por:
f(x) =
Z
x
0
e
 t
2
t
2
+ 1
sen(t
2
  1)dt ; x 2 [0;+1)
i) Demostrar que 9 lim
x!+1
f(x) y hallar una cota superior para este lmite.
ii) Considerar la funcion F : IR
+
 IR ! IR denida por F (x; y) = f(x) + y
2
+ 3.
Calcular la variacion de F (x; y) en el punto (1; 1) a lo largo de la curva x
2
+ y
2
= 2y.
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24.- Calcular las siguientes integrales indenidas:
Z
3x
p
x
2
+ 1
dx
Z
ln x
x
dx
Z
x
p
x
2
+ 1dx
Z
x
2
  1
x
2
+ 1
dx
Z
sen x cosxdx
Z
sen x
cos
2
x
dx
Z
dx
4 + x
2
Z
x
2
sen x
3
dx
Z
e
x
1  3e
x
dx
Z
ln xdx
Z
cos(ln x)dx
Z
x senxdx
Z
x
2
e
x
dx
Z
e
x
cosxdx
Z
x arcsinx
p
1  x
2
dx
Z
x + 2
x + 1
dx
Z
dx
x
2
+ 10x+ 13
Z
dx
x
3
+ 1
dx
Z
x
4
  3x
x(x  1)(x  2)
dx
Z
3x+ 5
(x
2
+ 2x+ 2)
2
dx
Z
x
3
(x
2
+ 1)
2
dx
Z
dx
cos x
Z
cos
2
xdx
Z
sen
3
xdx
Z
sen
4
xdx
Z
sen
2
x cos
3
xdx
Z
cos
3
x senxdx
Z
1 + sen x
1  sen x
dx
Z
cosx
sen
2
x
dx
Z
sen t
1 + cos
2
t
dt
Z
x
p
(1  x
2
)
3
dx
Z
p
x
2
+ 1
x
dx
Z
3x
2
+ 1
p
x
2
+ 2x+ 4
dx
Z
dx
p
x+
3
p
x
Z
x
p
9  x
2
dx
Z
p
 x
2
+ x+ 1dx
25.- Hallar el area de las siguientes regiones en el plano:
1) Region comprendida entre la parabola x
2
= 2y y el crculo x
2
+ y
2
= 8.
2) Region comprendida entre las circunferencias x
2
+ y
2
= 9 y (x  3)
2
+ y
2
= 9.
3) Region limitada por las parabolas x =  y
2
+ 2y ; x = y
2
  2y + 2 y el eje OX.
26.- Calcular el area de la region plana comprendida entre las curvas y = xe
 x
y
y = x
2
e
 x
, y calcular el volumen que aquella genera al girar en torno del eje OX.
27.- Calcular el volumen de los siguientes solidos de revolucion :
1) Solido generado al girar la region comprendida entre las curvas y = e
 jxj
; x =
1 ; x =  1 y el eje OX: a) en torno del eje OX; b) en torno del eje OY.
2) Solido generado al girar en torno al eje OX, el trozo de crculo x
2
+ (y   1)
2
 1
comprendido entre las rectas y = 0 y y = 1.
3) Solido generado al girar alrededor del eje OX la supercie que es interior a x
2
+y
2
= 4
y exterior a x
2
+ y
2
= 4x.

Integral de Riemann unidimensional. Soluciones 93
Integral de Riemann unidimensional. Soluciones
1.- Usar la denicion de integral de Riemann o el teorema de Lebesgue.
2.- Usar la denicion de integral de Riemann o el teorema de Lebesgue.
3.-
Z
x
 1
sign(y)dy =
(
 1  x si x  0
x  1 si x > 0
4.- f es R-integrable en el intervalo [0; 2] y su integral denida en el intervalo
considerado vale .
5.- No
6.- Aplicar los cambios de variable y = a+ b  x y y =  x respectivamente.
7.-
i) V
ii) F
iii) F
iv) V
v) V
vi) F
8.- Aplicar cambios de variable.
9.- Demostrar que la funcion g(x) = f(x)
2
sen x es impar y aplicar el problema
anterior.
10.-
11.- Indicacion: Aplicar los teoremas del valor medio para el calculo integral y
diferencial.
12.-
1 + x
2
x
4
 
1
x
3
+ 1
2 sen x cosxe
  sen
4
x
ln (e
t
+ 1)
e
x
x
(2e
x
  1)
sen 3x
x
e
x
1 + e
2x
x
4
cos( x)
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13.- 2 y
1
2
14.- Indicacion:
i) Demostrar que h
0
(x) > 0 8x 2 [a; b] y utilizar g(x) < 1
ii) Denir (x) = k(x)  l(x) y ver que 
0
(x)  0 8x 2 (a; b).
15.- x = 2 y x = 3 son mnimos relativos y x =
5
2
maximo relativo.
16.-
i)
1
2
g
0
(x
0
)
ii)
2
2n+4
g
0
(0)
17.-
i) Ver que f
0
es una funcion continua, f
0
(x) > 0 8x 2 [0; 1] y relacionar con
inyectividad.
ii) Aplicar el teorema de Bolzano.
18.- P
2
(x) =
1
e
x
2
19.- Para demostrar que existe el lmite, aplicar los criterios de comparacion para
integrales impropias. Una cota superior es
1
2
e
 1
.
20.-
R
+1
a
dx
x
p
converge si p > 1 y diverge si p  1.
R
a
0
+
dx
x
p
converge si p < 1 y diverge si p  1.
21.-
converge converge converge a 2
p
2
converge a 1 converge converge a 6
converge a 1 converge a 1 converge
converge a 1 converge a -4 converge a 1/2
22.-
i) Aplicar el teorema de Lebesgue.
ii) Es divergente.
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23.-
i)

2
ii) 2
24.-
Z
3x
p
x
2
+ 1
dx = 3
p
x
2
+ 1 + C
Z
ln x
x
dx =
1
2
(ln x)
2
+ C
Z
x
p
x
2
+ 1dx =
1
3
(x
2
+ 1)
3
2
+ C
Z
sen x cosxdx =
sen
2
x
2
+ C
Z
sen x
cos
2
x
dx =
1
cosx
+ C
Z
dx
4 + x
2
=
1
2
arctan (
x
2
) + C
Z
x
2
sen x
3
dx =  
1
3
cosx
3
+ C
Z
ln xdx = x ln x  x+ C
Z
cos(ln x)dx =
x
2
(cos(ln x) + sen(ln x)) + C
Z
x sen xdx =  x cosx+ sen x+ C
Z
x
2
e
x
dx = e
x
(x
2
  2x+ 2) + C
Z
e
x
cosxdx =
e
x
2
(senx+ cosx) + C
Z
x
2
  1
x
2
+ 1
dx = x  2 arctanx+ C
Z
e
x
1  3e
x
dx =  
1
3
ln j1  3e
x
j+ C
Z
x+ 2
x+ 1
dx = x+ ln jx+ 1j+ C
Z
cos
2
xdx =
x
2
+
sen 2x
4
+ C
Z
sen
2
x cos
3
xdx =
sen
3
x
3
 
sen
5
x
5
+ C
Z
sen
3
xdx =   cos x+
1
3
cos
3
x+ C
Z
x
p
(1  x
2
)
3
dx =  
1
5
(1  x
2
)
5
2
+ C
Z
cos x
sen
2
x
dx =  
1
sen x
+ C
Z
dx
x
3
+ 1
=
1
3
ln jx+ 1j  
1
6
ln jx
2
  x+ 1j+
p
3
3
arctan(
2x  1
p
3
) + C
Z
x
4
  3x
x(x  1)(x  2)
dx =
x
2
2
+ 3x+ 2 ln jx  1j+ 5 ln jx  2j+ C
Z
dx
cosx
=
1
2
ln j
1 + sen x
1  sen x
j+ C
Z
sen
4
xdx =
3
8
x  
sen 2x
4
+
sen 4x
8
+ C
Z
3x+ 5
(x
2
+ 2x+ 2)
2
dx = arctan (x+ 1) +
x  1=2
x
2
+ 2x+ 2
+ C
Z
1 + sen x
1  sen x
dx = 2 tanx+
2
cos x
  x+ C
Z
3x
2
+ 1
p
x
2
+ 2x+ 4
dx = (
3
2
x 
9
2
)
p
x
2
+ 2x+ 4 
1
2
arg sinh(
x+ 1
p
3
) + C
Z
dx
p
x+
3
p
x
= 2
p
x  3
3
p
x+ 6
6
p
x  6 ln j
6
p
x+ 1j+ C
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25.-
1) 2 +
4
3
2) 9(
2
3
 
p
3
2
)
3)
2
3
26.- A =
3
e
  1 y V =

4
(16e
 2
  2)
27.-
1) a) (1 
1
e
2
) ; b) (3 
5
e
)
2) 
2
 
4
3

3)
22
3

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Captulo 9. Integral multiple de Riemann
1.- Calcular el valor de la integral
R
R
f(x; y)dxdy, en los casos siguientes:
f(x; y) = xy(x+ y) y R = [0; 1] [0; 1]
f(x; y) = x+ y   3xy
2
y R = [0; 1] [1; 3]
f(x; y) =
(
1 ; x = y
0 ; x 6= y
y R = [0; 1] [0; 1]
f(x; y) =
(
x
2
+ y
2
; x
2
+ y
2
 1
0 ; x
2
+ y
2
> 1
y R = [ 1; 1] [ 1; 1]
2.- Calcular el area limitada por las curvas x
2
+ y
2
= 2x, x
2
+ y
2
= 4x, y = x y
y = 0.
3.- Una piramide esta limitada por los tres planos de coordenadas y el plano
x+ 2y + 3z = 6. Calcular su volumen.
4.- Calcular el volumen del solido limitado por el paraboloide hiperbolico z = x
2
 y
2
y
los planos z = 0, x = 1 y x = 3.
5.- Calcular el volumen del solido limitado por el paraboloide hiperbolico z = xy, los
cilindros x
2
+ y
2
= 1 y (x  1)
2
+ (y   1)
2
= 1, y el plano z = 0.
6.- Calcular el volumen del solido limitado por los cilindros z = x
2
y z = 4  y
2
.
7.- Aplicar un cambio a coordenadas polares para resolver las siguientes integrales:
Z
a
0
Z
p
a
2
 y
2
0
(x
2
+ y
2
)dxdy
Z
a
0
Z
p
a
2
 x
2
0
p
a
2
  x
2
  y
2
dydx
Z
a
0
Z
x
0
(x
2
+ y
2
)
 1=2
dydx
Z
1
0
Z
x
x
2
(x
2
+ y
2
)
 1=2
dydx
8.- Considerar en el primer octante de IR
3
el solido A limitado por los planos de
coordenadas y el plano x+ y + z = 1 (tetraedro unidad). Calcular
Z
A
1
(x+ y + z + 1)
3
dxdydz
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9.- Calcular
Z
R
3xydxdy
siendo R la region limitada por las rectas x   2y = 0, x   2y =  4, x + y = 4 y
x+ y = 1.
10.- Resolver la siguiente integral aplicando un cambio de coordenadas:
Z
A
dxdydz
siendo A el solido limitado por dos esferas de radios 1 y 4 centradas en el origen.
11.- Dada la funcion continua f : (0;+1)! IR, demostrar que:
Z
B

f(
p
x
2
+ y
2
+ z
2
)dxdydz = 4
Z

0
f(r)r
2
dr
donde B

= f(x; y; z) 2 IR
3
: x
2
+ y
2
+ z
2
 
2
g
12.- Calcular el volumen del solido comprendido entre z
2
 x
2
+y
2
y x
2
+y
2
+z
2
 2z.
13.- Calcular el volumen del solido de IR
3
denido por:
A = f(x; y; z) 2 IR
3
: x
2
+ y
2
 1 ; y  0 ; y  x; 0  z  1  x
2
  y
2
g.
14.- Calcular el volumen del solido limitado por una esfera centrada en el origen y de
radio R, y un cilindro vertical de radio R=2 centrado en el punto (0; R=2; 0).
(Llamado: Boveda de Viviani).
15.- Sean la funcion f : IR
2
! IR denida por f(x; y) = (x
2
+ y
2
)
 2
y el solido A  IR
3
,
A = f(x; y; z) 2 IR
3
: 1  x
2
+ y
2
 2y ; x + y  0 ; 0  z  f(x; y)g. Hallar el
volumen de A por integracion multiple de Riemann.
16.- Dada la funcion f : IR
2
! IR denida por f(x; y) =
e
x
e
y
(x+y)
. Calcular el valor de
la integral
R
A
f(x; y)dxdy siendo A el recinto cerrado por las rectas y = 1   x,
y = 3  x, y = x+ 1 y y = x   1.
17.- Calcular el volumen de los solidos siguientes:
1) Solido limitado por el paraboloide z = x
2
+ y
2
y el plano z = 2 + 2x+ 2y.
2) Solido en z  0, limitado por las supercies x
2
+ y
2
+ z
2
= 5 y x
2
+ y
2
= 4z.
3) Solido limitado por el cilindro x
2
+ y
2
= 2x, el cono z =
p
x
2
+ y
2
, y z = 0.
4) Solido limitado por el paraboloide x
2
+ y
2
= 4z y el plano x+ y + z = 2.
5) Solido limitado por las esferas x
2
+ y
2
+ z
2
= 1 y x
2
+ y
2
+ z
2
= 2z.
6) Solido limitado por el paraboloide z = x
2
+ y
2
y el cono z = 2 
p
x
2
+ y
2
.
7) Solido limitado por z + 1 = x
2
+ y
2
, z =  1 y el cilindro x
2
+ y
2
= 4.
8) Solido limitado por z
2
= x
2
+ y
2
; 2z = x
2
+ y
2
; z = 1 y z = 1=2.
18.- Demostrar que:
Z
1
0
e
 x
2
dx =
p

2
Integral multiple de Riemann. Soluciones 99
Integral multiple de Riemann. Soluciones
1.-
1
3
 8
0

2
2.-
3+6
4
3.- 6
4.-
80
3
5.-
3 8
12
6.- 8
7.-
a
4
8
a
3
6
a
3
6
[
p
2 + ln(1 +
p
2)]
p
2  1
8.-
ln 2
2
 
5
16
9.-
164
9
10.- 84
11.- Aplicar un cambio de variable a coordenadas esfericas.
12.- 
13.-
3
16
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14.- V =
2
3
R
3
15.- V =
7
24
 
1
8
(1 +
p
3)
16.-
1
2
ln 3[e 
1
e
]
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Captulo 10. Sucesiones y series de funciones.
Series de potencias. Series de Fourier
1.- Si (f
n
)
n2IN
y (g
n
)
n2IN
convergen uniformemente en (E; d) , espacio metrico,
demostrar que (f
n
+ g
n
)
n2IN
converge uniformemente en (E; d).
2.- Probar que se verican las siguientes armaciones :
a) Toda serie normalmente convergente es uniformemente convergente.
b) La serie de funciones
1
P
n=1
f
n
(x) denidas por:
f
n
(x) =
8
<
:
0 si x 6= n
1
n
si x = n
converge uniformemente pero no converge normalmente.
3.- Se denen para cada n  1 ; n 2 IN las sucesiones de funciones
(f
n
)
n2IN
y (g
n
)
n2IN
, f
n
; g
n
: [0; 1]! IR por :
f
n
(x) = x

1 +
1
n

g
n
(x) =
8
>
<
>
:
1
n
si x = 0 o x 2 IR  Q
q +
1
n
si x =
p
q
fraccion irreducible
Demostrar:
1) (f
n
)
n2IN
converge uniformemente en [0,1].
2) (g
n
)
n2IN
converge uniformemente en [0,1].
3) (f
n
g
n
)
n2IN
no converge uniformemente en [0,1].
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4.- Se dene para cada n  1 , f
n
: (0;+1)! IR por f
n
(x) = min(n;
1
x
).
i) Calcular lim
n!1
f
n
(x) ; 8x > 0.
ii) Estudiar la convergencia uniforme de (f
n
)
n2IN
en [a;+1] (a > 0).
iii) Estudiar la convergencia uniforme en (0,1].
5.- Estudiar la convergencia uniforme y normal de las siguientes series:
1
X
n=1
x
n

(1 + nx
2
)
en [a; b]
1
X
n=1
x
n
n(1 + nx
2
)
6.- Estudiar si son verdaderas o falsas cada una de las siguientes armaciones,
razonando las respuestas:
i) Toda serie de funciones convergente es absolutamente convergente.
ii) Toda serie de funciones normalmente convergente es absolutamente convergente, y
recprocamente.
iii) Si una serie de funciones ,
P
f
n
, converge uniformemente a una funcion f ,
entonces la serie de sus derivadas,
P
f
0
n
, converge a la derivada de la funcion f , f
0
.
iv) Si una serie de funciones,
P
f
n
, converge a una funcion f , entonces la serie de
sus primitivas ,
P
R
f
n
, converge a la integral de la funcion f ,
R
f .
v) Una condicion suciente para la convergencia de una serie de funciones
P
f
n
, es
que lim
n!1
f
n
(x) = 0.
vi) Si f(x) =
P
a
n
x
n
para jxj <  , entonces, por extension, f(x) =
P
a
n
x
n
; 8x 2
IR.
7.- Sea f : IR! IR continua. Denimos g
n
: IR! IR por
g
n
(x) =
n
2
Z
x+
1
n
x 
1
n
f(t)dt
i) Demostrar que (g
n
)
n2IN
converge puntualmente hacia f .
ii) Si f(x) = e
x
, demostrar que la convergencia es uniforme en todo intervalo acotado.
iii) Calcular lim
n!1
n(e
x+
1
n
  e
x 
1
n
).
8.- Estudiar la convergencia de la sucesion de funciones (f
n
)
n2IN
, donde:
f
n
(x) =
x
n
1 + x
2n
; 8x 2 IR
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9.- Demostrar que las siguientes series de funciones son uniformemente convergentes
en IR:
a)
1
X
n=0
sen (3
n
x)
2
n
b)
1
X
n=1
sen
n
x
n
5=2
c)
1
X
n=0
cos (nx
2
)
n!
10.- Estudiar la convergencia puntual y uniforme de las siguientes series de funciones:
1
X
n=0
e
nx
  1
2
n
e
nx
en el intervalo [0;+1)
1
X
n=1
ln (1 + nx)
nx
n
en el intervalo (1;+1)
11.- Probar que la serie funcional :
(1  x) + (x 
x
2
2
) + (
x
2
2
 
x
3
3
) + : : :
es uniformemente convergente en el intervalo [-1,1].
12.- Probar que la serie funcional
(x  xe
 x
2
) + (xe
 x
2
  2xe
 2x
2
) + : : :
es uniformemente convergente en todo intervalo [a; b] que no contenga al cero y no es
uniformemente convergente en todo intervalo cuya adherencia contenga al cero.
13.- Demostrar que la serie alternada:
1
X
n=1
( 1)
n 1
1
p
n + x
4
es uniformemente convergente en toda la recta real pero no absolutamente convergente.
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14.- Estudiar la convergencia uniforme de la serie funcional :
1
X
n=0
x
2
(1 + x
2
)
n
en el intervalo [a; 1); con a > 0
>Y en (0,1) ?
15.- Estudiar la convergencia de las siguientes series:
1
X
n=1
x
((n  1)x+ 1)(nx+ 1)
1
X
n=1
1
n
2
cos
n
x
1
X
n=1
1
1 + x
n

1
X
n=1

1  cos(x=n)

en el intervalo ( 1; a]
16.- Sea f
n
: IR! IR ; 8n 2 IN denida por f
n
(x) =
x
1+nx
2
. Se pide:
i) Calcular f = lim
n!1
f
n
y g = lim
n!1
f
0
n
.
ii) Demostrar que f es derivable pero f
0
(0) 6= g(0).
iii) Estudiar la convergencia uniforme de (f
n
)
n2IN
y de (f
0
n
)
n2IN
.
17.- Se dene f
n
: IR ! IR por
f
n
(x) =
1
n
e
 n
2
x
2
si x 2 IR ; n  1
Demostrar que (f
n
)
n2IN
converge uniformemente pero que (f
0
n
)
n2IN
no converge
uniformemente en un intervalo que contenga al origen.
18.- Calcular el siguiente lmite:
lim
n!1
Z
2
0
sen (nx)
x
2
+ n
2
dx
19.- Demostrar que la funcion suma de la serie
1
X
n=0
( 1)
n
1
x+ n
en el intervalo (0;+1) es innitamente derivable.
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20.- Dada la sucesion de funciones :
i) Estudiar si la sucesion (f
n
)
n2IN
converge puntual y/o uniformemente en [0,2].
ii) Demostrar que la sucesion

Z
2
0
f
n

n2IN
converge , sin calcular las integrales.
iii) Sea (h
n
)
n2IN
una sucesion de funciones convergente uniformemente en un intervalo
[a; b]. Sea l
n
la longitud de la graca de h
n
. Supongamos que h
n
converge
uniformemente hacia h y sea l la longitud de h . >Podemos asegurar que
lim
n!1
(l
n
) = l ? En caso armativo demostrarlo. En caso negativo, dar un contraejemplo.
21.- Comprobar que la serie para la cual S
n
(x) = nxe
 nx
2
, (S
n
denota la suma
parcial n-esima), no puede integrarse termino a termino si se desea obtener la integral
de la funcion suma , S(x) . >Que conclusion podemos sacar?
22.- Supongase que f es derivable. Demostrar que la funcion f
0
es el lmite puntual
de una sucesion de funciones continuas.
23.- Consideremos la sucesion de funciones ff
n
g
n2IN
denida de forma recurrente :
f
0
(x) = 1 ; f
n
(x) =
p
xf
n 1
(x) 8n  1:
a) Demostrar que en el intervalo [0,1] la sucesion es puntualmente convergente.
b) Demostrar que la convergencia es uniforme.
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24.- Determinar el radio de convergencia de las siguientes series funcionales :
1
X
n=0
x
n
n+ 1
1
X
n=0
3
n
x
n
1
X
n=0
( 1)
n
x
n
n!
1
X
n=1
x
n
n(n+ 1)
1
X
n=0
x
n
3
n+1
1
X
n=0
nx
n
1
X
n=0
( 1)
n
nx
n
1
X
n=1
2
n
x
n
n
1
X
n=0
( 1)
n
x
2n
(2n)!
1
X
n=0
( 1)
n
x
2n+1
(2n+ 1)!
1
X
n=0
( 1)
n
x
2n
1
X
n=0
( 1)
n
2n+ 1

x
2

2n
1
X
n=0
x
n
(n+ 1)
2
1
X
n=0
x
n
(n+ 2)!
1
X
n=0
( 1)
x
3n
n!
25.- Determinar un numero  > 0 tal que para jxj <  la serie :
1
X
n=1
n!
n
n
(x+ 1=2)
n
sea convergente.
26.- >Como determinar el radio de convergencia de las series de la forma
1
X
n=0
a
n
x
kn+h
donde h y k son dos numeros naturales dados?
27.- Hallar las sumas de las siguientes series :
1
X
n=1
2n
2
  2n+ 1
2n
2
  n
x
n 1
1
X
n=1
1
2n
x
2n
; jxj < 1

1
X
n=0
p(p  q) : : :(p  nq + q)
n!q
n
x
n
; jxj < 1
Y todas las posibles del ejercicio 24.
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28.- Desarrollar las siguientes funciones en serie de potencias de x :
sen (2x)
x
2
1 + x
4
e
x=2
sen x
x
3
1  x
2
ln

1 + x
1  x

1
(1  x)(2  x)
ln

(x+ 1)
1=x

arctanx
1  cos x
x
2
2
x
sen
2
x
(1 + x)e
 x
x
1 + x   2x
2
cosh x e
 x
2
29.- Usando el desarrollo en serie de potencias , calcular aproximadamente las siguientes
integrales:
Z
1
0
senx
x
dx
Z
2
1
e
x
x
dx
Z
1
 1
e
 x
2
dx
Z
 1
 2
ln (1  x)
x
dx
Z
1
0
1  e
 x=2
x
dx
Z
1=2
0
arctan(2x
2
)dx
Z
1
0
sen(x
2
)dx
Z
1
0
cos(
p
x)dx
30.- Razonar si las siguientes armaciones son verdaderas o falsas:
i) Los coecientes de Fourier correspondientes a los senos en el desarrollo de una funcion
par en el intervalo [ ; ) son todos nulos.
ii) Los coecientes de Fourier correspondientes a los cosenos en el desarrollo de una
funcion impar en el intervalo [ ; ) son todos nulos.
iii) Una funcion puede ser desarrollada en el intervalo [0; ] en serie cosenoidal y
tambien en serie senoidal.
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31.- Dibujar las gracas de las siguientes funciones periodicas de perodo 2 , y escribir
su desarrollo en serie de Fourier.
f(t) = t si     t < 
f(t) = jtj si     t < 
f(t) = t
2
si     t < 
f(t) = j senxj si     t < 
f(t) = 1  t
2
si 0  t < 2
f(t) = t+  si     t < 
f(t) = t si 0  t < 2
f(t) = t
2
si 0  t < 2
f(t) = At
2
+ Bt + C donde A,B,C son constantes ; si     t < 
f(t) = At
2
+ Bt + C donde A,B,C son constantes ; si 0  t < 2
f(t) =
(
0 si    < t  0
1 si 0 < t  
32.- Demostrar que se verican :
1
X
n=1
sen (nx)
n
=
   x
2
(0 < x < 2)
1
X
n=1
cos (nx)
n
2
=
3x
2
  6x+ 2
2
12
(0 < x < 2)
Nota: se pueden utilizar los desarrollos en serie de Fourier para calcular algunas sumas
de series trigonometricas o numericas.
33.- Desarrollar en serie cosenoidal la funcion f(x) denida por:
f(x) =
8
<
:
cos (
x
l
) si 0  x  l=2
0 si l=2 < x  l
34.- Desarrollar en serie senoidal la funcion f(x) denida por:
f(x) =
(
x si 0  x  l=2
l   x si l=2 < x  l
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35.- Dada la funcion f : [0; ]! IR denida por f(x) = k ; 8x 2 [0; ] ; k constante
real, se pide :
i) Hacer la extension impar de f en el intervalo [ ; ] y calcular la serie de Fourier
asociada.
ii) Si llamamos S(x) a la suma de la serie de Fourier anterior, demostrar que S(x) es
Riemann integrable en [0; ] y que
Z

0
S(x)dx =
8k

1
X
n=1
1
(2n  1)
2
iii) Calcular la suma de la serie numerica :
1
X
n=1
1
(2n  1)
2
36.- Consideramos la funcion lineal que se obtiene al unir los puntos del plano
(; 0) y (0; A) ; A > 0.
i) Hacer la extension par de f y calcular su desarrollo en serie de Fourier.
ii) Estudiar la convergencia de la serie de Fourier asociada a la funcion f y calcular la
suma de la serie numerica:
1
X
n=0
1
(2n+ 1)
2



