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The non-stationary dynamics of a bouncing ball, comprising of both periodic as well as chaotic behavior,
is studied through wavelet transform. The multi-scale characterization of the time series displays clear
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I. INTRODUCTION
Driven non-linear systems are well known to exhibit complex dynamics, ranging from stable
to unstable periodic motions and chaotic behavior, under different conditions. A number of sim-
ple systems e.g., coupled pendulum, electrical circuits can reveal extremely complex dynamics.1,2
Well known systems such as bilinear oscillator,2 non-linear Schro¨dinger equation,3−6 billiards,8−9
Chua circuit,10−11 have been studied quite extensively in the literature. Highly complex systems
like impact oscillators, reveal complex dynamical behavior, as certain periodic orbit of the sys-
tem goes through grazing inside the impacting regime.7 Bifurcations in the periodic orbit of clas-
sical dynamical systems e.g., quartic oscillator, have been shown to have effect on the quantal
dynamics.12 All these make exploration of classical non-linear systems, an exciting area of ongo-
ing research.
The non-linearity in these systems can arise from non-linear interactions or from imposed
boundary conditions. In linear cases, the driving force can induce modulations, commensurate
with the driving frequency, whereas in the case of non-linearity, other frequencies can manifest.
Here, we explore the rich dynamics of the driven “Bouncing ball” system and characterize its
complex temporal behavior through Fourier and wavelet based approaches. This system has been
studied earlier due to its interesting dynamics. The period doubling route to chaos in such sys-
tems in the presence of dissipation has been illustrated.13−14 Heck et al., used high speed camera
for observing the dynamics of this system, and this was then modeled numerically.15 A computer
controlled system has been configured in order to ascertain the accurate state of the bouncing ball
system.16 Okninski and Radziszewski, have studied numerically, as well as analytically, the dy-
namics of a bouncing ball moving in a gravitational field and colliding with a vertically moving
table with constant velocity.17
This driven system shows non-stationary behavior and unstable periodic orbits. It also exhibits
chaotic dynamics under appropriate parametric conditions. Hence, conventional Fourier based
approach is inadequate to compute the local dynamics. We make use of both continuous and
discrete wavelets to characterize the periodic, as well as self similar behavior of this system. The
periodic components are ascertained by isolating the variations in both temporal and frequency
domains. Morlet wavelet, a product of a variable Gaussian window and a sinusoidal function,
is used to identify local periodic modulations. Wavelet transform splits the input time series into
components that depend on both position and scale.18 One then characterizes the variations in it, by
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changing the scale for a particular location. The study of power in the scale dependent variations
is carried out to reveal presence of turbulence and dissipation in the system.19−20 The multi-fractal
scaling properties has also been estimated precisely through wavelet based detrended fluctuation
analysis.23−24
The paper is organized as follows. In the ensuing section, we briefly outline the set up of the
bouncing ball experiment and explicate the effect of different controlling parameters on dynamics.
Sec.II is devoted to the study of the complex dynamics of this rather simple system, starting with
the estimation of the Lyapunov exponents. Fourier methods are used to ascertain both periodic
and self-similar nature of the dynamics. Filtering out the high frequency components is shown to
reveal clearly the periodic dynamics in the phase-space. Wavelet based approach is then employed
to estimate multi-fractality and study the time varying dynamics. The continuous Morelet wavelet
revealed the multiple non-stationary periodic modulations and their phase dynamics in the time
domain. In Sec. III, the wavelet power analysis clearly identified the parameter domains, wherein
the dynamics revealed neutral turbulence and viscous dissipation.21−22 We then conclude in Sec.
IV, summarizing the results and pointing out directions for future work.
A. Materials and Methods
Set up: A loud speaker was connected to a function generator, a cathode ray oscilloscope and
a resistor. A piezoelectric film was set properly on the base of the speaker to prepare the platform
for the ball to bounce.14,25 Having fixed the input frequency of the function generator at 49 Hz,
it was made to generate a sinusoidal potential, V = V0sin(ωt), with V0 and ω as the controlling
parameters. Figure 1(a) depicts the experimental set up and Fig. 1(b) shows a typical potential
time series. The ‘Denoised’ version, for highlighting the periodic motion of the raw signal, is
shown for comparison. For each input voltage V0, the frequency input ω is varied from 25 Hz to
100 Hz, in a step size of 15 Hz in order to estimate the frequency response of this system. This
process was repeated for 10 V, 20 V, 30 V and 40 V input voltages. The potential fluctuations of
the piezoelectric crystal x(t), due to the bouncing of the ball on top of it, is the time series to be
analyzed in the following sections.
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(a)Schematic illustration of the experimental setup. (b)A typical potential time series of the bouncing ball, with
the corresponding denoised one shown below it, for forcing
parameter values V0 = 40V and ω = 70Hz.
FIG. 1: Method for data recording, shown with a typical recorded data.
As will be seen in the following sections, the bouncing ball shows periodic behavior for smaller
values of the forcing parameters. It also exhibits short-time periodic behavior and time varying
transient dynamics for higher values of the potential, the unstable alteration of phases of apparently
periodic time series highlights presence of intermittency.25 As the forcing frequency increases with
constant forcing voltage, the ball reveals non-linear behavior.16 We now proceed for a quantitative
study of this complex dynamics.
II. ANALYSIS OF THE BOUNCING BALL MOTION
A. Lyapunov Exponent
We start with the estimation of the Lyapunov exponent (λ). As is evident from Figs. 2(a)
and 2(b), for low values of the forcing parameters, the exponent is negative. Negative Lyapunov
exponents are characteristic of dissipative systems, which exhibit asymptotic stability. Hence, for
negative λ, the orbit is attracted to a stable fixed point; the more negative the exponent, the greater
being the stability. For higher values of the forcing parameters, λ > 0 is obtained, where the
system shows chaotic dynamics.1
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(a)Variations in the Lyapunov exponent as a function of
forcing potential, for different frequency values.
(b)Variations in the Lyapunov exponent as a function of
forcing frequency, for different input potentials.
FIG. 2: Variation of Lyapunov exponent, shown for different forcing parameters.
Figures 2(a) and 2(b) depict the Lyapunov exponents, obtained by varying both the forcing
parameters. We note that, even for low potential input, at higher frequencies the system’s λ is
positive. It is observed that, for high values of forcing potential, with low values of forcing fre-
quency, the system can show chaotic behavior; whereas with high values of forcing frequency, the
system exhibits periodic nature, though it is forced with high values of potential, except at 10 V
forcing potential, which exhibits contrasting non-linear behavior. In the following, we explore in
more detail, the dynamics of this potential time series, using Fourier method and Wavelet based
approach.
B. Frequency Domain Fourier Analysis
Fourier transform is a well known method, which decomposes a signal to complex exponential
functions of different frequencies:
X(ω) =
ˆ ∞
−∞
x(t)e−iωtdt (1)
with the inverse transform,
x(t) =
1
2pi
ˆ ∞
−∞
X(ω)eiωtdω, (2)
here ω and t are frequency and time variables.
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(a)The Fourier domain power spectrum of a typical
signal.
(b)Phase-space plot corresponding to the ‘Denoised’
version of the signal, clearly showing periodic
motion.
FIG. 3: Frequency response of the system, shown with its multi-periodic behavior in the
phase-space.
Figure 3(a) shows a typical Fourier power spectrum, showing the dominant low-frequency
periodic components after denoising. As expected, the signals contain a noise component, which
can be reduced through denoising to highlight the periodic behavior. The noise strength was found
to increase with increasing magnitude of the forcing parameters. We have applied a wavelet based
filter on the signal to remove high frequency transients to clearly highlight the periodic behavior
in the phase-space.7 Figure 3(b) depicts the phase-space plot of the filtered signal, explicating
the periodic dynamics. The number of converging loops show the multi-periodic nature of the
dynamics. In Fig. 3(b), the random phase change of the periodic orbits, indicates the intermittency
behavior of the system.
(a)Maximum output frequencies, shown for
each input voltage to the system. Non-linear
frequency response for 10 V input voltage is
clearly seen.
(b)Maximum output frequencies for different
input frequencies, showing non-linear behavior
for frequency values 25 and 100 Hz.
FIG. 4: Characteristic response frequencies of the system, shown for both the forcing parameters.
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We now study the output from the system in order to identify the parameter domain, corre-
sponding to non-linear behavior. Figures 4(a) and 4(b) represent the response of the system to
varying forcing parameters. In Fig. 4(a), except for the input parameter of 10 V, the highest re-
sponse frequencies are same as the respective forcing frequencies, indicating linear behavior. For
V0 = 10V , the highest response frequency output is found to be 75 Hz and 50 Hz, for 25 Hz
and 100 Hz inputs respectively. In Fig. 4(b), for higher values of forcing parameters, non-linear
behavior is observed from the frequency response. The frequency response gets diminished in
the system and can also get amplified for smaller values of forcing parameters.16 This behavior,
arising due to turbulence, is studied in detail in Sec.II(c).
(a)Cumulative sum of the profile: yi =
∑i
j=1 xj . (b)Linear fit of the log-log plot of the Fourier power
of the profile. In higher frequency domain, the Hurst
exponent (H) is found to be ≈ 1, indicating extreme
fractal.
FIG. 5: The linear behavior of log-log plot of the Fourier power, showing self-similar behavior
for V0 = 40V and ω = 70Hz. The Hurst Exponent (H) quantifies the fractal structure.
We now analyze the self-similar behavior of the time series, for identifying possible presence
of fractal structure. For this purpose, the cumulative sum of the mean subtracted fluctuations is
computed as shown in Fig. 5(a), revealing the fluctuation characteristics, varying from 1
f
behavior
to extreme fractal. Figure 5(b) depicts the log-log plot of the Fourier power of the cumulative sum
of the normalized profile, which exhibits power law behavior of varying exponents, indicating the
multi-fractal behavior.23 The Hurst exponent is estimated from the Fourier power law analysis,
based on the mono-fractal hypothesis. The power law exponent α, is related to H: α = 2H +
1.23,27−29 Figure 5(b) represents the linear fit of log-log plot and for mono-fractal nature, α is
found to be ≈ −1,−3,−9 and −3. It is evident that, the system has more than one exponents in
the power law domain; in the high frequency range of 330Hz to 25000Hz, 1
f3
dynamics is evident,
whereas in the low frequency domain, it shows 1
f
behavior.30−32
As is well known, fractals can be subdivided in to reduced copies of the system. They are
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characterized by their fractal dimension D,31,33 a non-integer number that quantifies the density
of fractals. The number D measures the degree of fractal boundary fragmentation i.e., irregularity
over multiple scales:
D =

7−β
2
, β > 3
5−β
2
, 1 < β < 3
3−β
2
, β < 1
, (3)
where β = |α|.
In this bouncing ball system, the value ofD varies in between 1 - 2, depending upon the forcing
potentials, as well as frequencies. As is evident, the mono-fractal behavior is not accurate; hence,
we now make use of wavelet transformation for a better understanding of the local dynamics and
mulit-fractal character.
C. Wavelet Based Multi-fractal Detrended Fluctuation Analysis [WBMFDFA]
Wavelet transform has both discrete and continuous nature. Discrete wavelet transform em-
ploys a series of different wavelet functions, composed of a scaling function, mother and daughter
wavelets, which has a strictly finite extent.33−34 The continuous wavelets are localized and they
are not of strictly finite length.
A convolution product of the data sequence x(t) with the scaled and translated version of the
scaling wavelet functions φ(t) and ψ(t) respectively, is known as Wavelet transform. Two param-
eters are used to perform scaling and translation; the scale parameter s stretches (or compresses)
the wavelet to the required resolution, while the translation parameter b shifts the wavelet to the
desired location:35
(Wf)(s, b) =
1
s
ˆ ∞
−∞
f(t)ψ∗(
t− b
s
)dt (4)
where s, b are real and s > 0. The wavelet transform acts as a mathematical microscope,
with variable position and magnification, uncovering finer details of the signal, while operating at
smaller scales.18
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1. Discrete Wavelet Transform (DWT)
For identifying multi-fractality of fractal time series, one needs to remove the local trends. We
have used discrete wavelets belonging to the Daubechies family to locate local polynomial trends
from the profile. Considering xi(i = 1, 2, 3, ...., N) to be the time series of data length N , the
‘profile’ Y (t) is the cumulative sum of series after subtracting the mean:
Y (i) =
i∑
t = 1
[xt− < x >], i = 1, 2, 3, .......N (5)
Wavelet transform on the profile Y (t) has been implemented to separate the fluctuations from
the trend. The fluctuation extraction have involved a wavelet decomposition using the Db4
wavelet, to remove linear trends. For Db4, in addition to the defining relation
´
ψjidt = 0;
the wavelets satisfy the vanishing moment condition
´
tψjidt = 0. This implies that for a linear
signal of the type, y = at + b, the wavelet coefficients are identically zero. Therefore, this linear
trend will be captured by the scaling function.18,23
The profile series can be decomposed for the Db4 as
Y (t) =
∞∑
i=−∞
ciφi(t) +
∑
j≥0
∞∑
i=−∞
dijψij(t) (6)
where, ψij(t) is the wavelet function of Db4 and φi(t) is the father wavelet. The coefficients ci,
dij are known as the low and high pass coefficients. The profile is reconstructed at a particular level
j, by taking only the low pass coefficients to extract the trend at level j. This trend is subtracted
from the profile to obtain the fluctuations at that scale. Due to the convolution errors, the obtained
fluctuations can have edge artifacts, which are removed by performing this fluctuation extraction
on the reversed profile and taking the average. After that, we subdivide the fluctuations in to ns
non-overlapping segments, such that ns = [N/s], where the segment length s is related to the
wavelet scale j by the number of filter coefficients used in the wavelet. The qth order fluctuation
function, Fq(s) is obtained as follows:24
Fq(s) =
[
1
2Ms
2Ms∑
b=1
[
F 2(b, s)
]q/2]1/q
, (7)
9
Here q can take both positive and negative integral values. If the time series possesses fractal
behavior, then Fq(s) exhibits a power-law scaling,
Fq(s) ∼ sh(q), (8)
For q < 0, h(q), the generalized Hurst exponent, captures the scaling properties of the small
fluctuations, whereas for q > 0, it captures the large fluctuations. q = 0, leads to divergence of the
scaling exponent, for which logarithmic averaging has to be used to find the fluctuation function,
F0(s) = exp
[
1
2Ms
2Ms∑
b=1
ln
[
F 2(b, s)
]q/2]1/q (9)
For mono-fractals h(q) values are independent of q, whereas for multi-fractal time series, h(q)
depends on q. The correlation behavior is characterized from the Hurst exponent (H = h(q = 2)),
which varies from 0 < H < 1.23−24
Table I shows the Hurst exponents obtained through DWT for different forcing parameters.
TABLE I: Hurst exponents for the potential time series with varying forcing parameters.
Frequency (ω) Potential (V0)
20 30 40
25 0.0543 0.1090 0.5153
40 0.2609 0.5429 0.6644
55 0.5999 0.6778 0.7083
70 0.6613 0.7116 0.7338
85 0.7235 0.7173 0.7334
100 0.6888 0.7171 0.7344
Frequency (ω) Potential (V0)
10
25 0.1981
40 0.4652
55 0.5806
70 0.6286
85 0.2860
100 0.3466
The tabulated values explicitly shows the increase and decrease of Hurst exponents, depending
on the forcing potentials and frequencies. It increases with the higher values of both the forcing
parameters, except for V0 = 10V . From Figs. 4(a) and 4(b), we have already seen this con-
trasting feature of the system, and will explore the details of this behavior using Heisenberg and
Kolmogorov fits.22 The Hurst exponent first increases and then decreases for higher forcing fre-
quencies. None of these multi-fractal trends could be gleaned using the Fourier analysis, where
one can only qualitatively predict the overall nature of the self-similar behavior. Figures 6(a) and
6(b) depict the nature of the fluctuation functions and the generalized Hurst exponents respec-
tively. It is found that for high values of the forcing parameters, the system shows persistence, as
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it maintains the Hurst exponent, H ≈ 0.7.
(a)Log-log plot of the fluctuation function Fq(s) vs.
scale (s) for various values of q, for the signal with
V0 = 40V and ω = 70Hz.
(b)The dependence of the generalized Hurst
exponent h(q), as a function of the order of the
moment (q), shown for V0 = 40V and ω = 70Hz,
revealing the multi-fractal behavior.
FIG. 6: Multi-fractality of the system, shown for V0 = 40V and ω = 70Hz signal.
Figure 6(a) depicts the log-log plots of the fluctuation function Fq(s), for q between -10 to 10,
in the ascending order.
We now proceed to analyze the periodic behavior through continuous wavelet transform
(CWT). Both non-stationary periodic dynamics and the stationary ones clearly manifested in
the scalogram of the CWT. We have used Morlet wavelet having optimal time-frequency local-
ization. For a clearer identification of the periodic components, we removed the high frequency
fluctuations through the Db4 basis. We have checked that the periodic components are not affected
in this process.33,35
(a)3D plot of the CWT coefficients with time and
scale for 40 V and 70 Hz forcing parameters.
Periodic behavior can be observed at certain
scales.
(b)Scalogram showing energy for each wavelet
coefficients, with 40 V and 70 Hz as forcing parameters,
clearly demonstrating the dominant periodic
components.
FIG. 7: CWT coefficients with its periodic nature, shown for V0 = 40V and ω = 70Hz signal.
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Morlet wavelet clearly brings out different periodic components in the data sets, as seen in the
scalograms given in Fig. 7(a) in a 3D plot. Figure 7(b) shows the scalogram of the potential time
series, presenting the energy of the wavelet coefficients.33,35
(a)Semilog plot of wavelet power, summed over all time
at different scales. It is inferred that, the ball has
periodicity of 18 ms, 49 ms, 226 ms and 578 ms
corresponding to 40 V and 70 Hz forcing parameters.
(b)Wavelet power spectrum with the cone of influence.
The two dominant periods of the time series can be
ascertained with the confidence level of 95%. Image
colors are a representation of the Wavelet Power
Spectrum (WPS) normalized by variance.
FIG. 8: Periodicity of the system, shown for V0 = 40V and ω = 70Hz signal.
It is evident that there are four dominant periods. Figure 8(b) depicts the global wavelet power
spectrum, clearly showing the presence of two periods in the potential time series. The regions
of higher power (the red regions), correspond to the periods of 49ms and 578ms, with 95% con-
fidence level.33,35 These periods compare well with the ones obtained through Fourier transform
earlier.
(a)Phase analysis with varying frequencies for
V0 = 40V with ω = 40, 55, 70 Hz. The amplitudes
of the CWT coefficients, phase of the CWT
coefficients and phase difference domains, shown
respectively, for the signal of ω = 55 Hz in common.
(b)The time series considered, are the reconstructed data,
for ω = 70Hz having V0 = 20V , 30V and 40V as varying
potentials. Variation of phase and amplitude of CWT
coefficients at scale 578, showing the synchronization for
signal of V0 = 30V .
FIG. 9: Phase synchronization, shown for both the forcing frequency as well as potential.
The study of the phase structure of different periodic modulations and their possible synchro-
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nization is of great interest, as it can throw light on the underlying dynamics. For that purpose, the
two dominant of periodic components are analyzed.
Figures 9(a) and 9(b), reveal that the phase difference remains zero for certain interval of time.
This behavior confirms that in certain frequency range, as observed in Fig. 5(b), both the peri-
odic components behave in unison. Hence, ‘phase synchronization’ occurs in between the signals
having a common forcing parameter.36 For very small time interval, the components remain in
same phase. This has a cyclic behavior, they split into a reiterating sequences of phase angles over
consecutive periods.
(a)Heisenberg fits for − 53 and −7 exponents, shown for
V0 = 10V and ω = 25Hz.
(b)Heisenberg fits for − 53 and −7 exponents, shown
for V0 = 10V and ω = 100Hz.
FIG. 10: The normalized wavelet power spectrum Vs frequency on a log scale. The solid line is
the Heisenberg fit. The first fit has a slope of −5
3
, representing the neutral turbulence and the other
has the slope of −7, exhibiting the viscous dissipation regime.
We now explore the possible presence of turbulence as well as dissipation in the system. In Fig.
10, the wavelet power is shown, where Heisenberg fits of different exponents, −5
3
and −7, repre-
senting the turbulence and viscous dissipation nature of the system respectively.19−20 As shown,
some regions of the system completely fit with the curve. Hence, it is evident that the bounc-
ing ball system has both these properties for certain parameter domain. The calculated Lyapunov
exponents of the system (Fig. 2(a)) depicts this behavior previously.17 Figures 10(a) and 10(b)
highlight the nonlinear nature of the system, as found in Figs. 4(a) and 4(b) for ω = 25Hz and
ω = 100Hz having V0 = 10V respectively.
III. CONCLUSION
In conclusion, we have studied the dynamics of bouncing ball, a driven system exhibiting com-
plex dynamics, controlled by the potential and frequency of the driving source. Depending on the
driving parameters, it shows self-similar and periodic behavior, which are studied using the Fourier
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domain analysis and Wavelet transform. It is observed that the potential time series shows a long
term switching between high and low frequency, because of the high value of Hurst exponent
(H > 0.5). The characterization of the self-similarity revealed multi-fractal behavior. Wavelets
belonging to the Daubechies family optimally removed the local trends of the time series, from
which the multi-fractal character has been reliably extracted. The continuous Morlet wavelet lo-
calized the periodic components, which revealed the linear and non-linear behavior. It is evident
that the bouncing ball system provides an excellent experimental tool to study nonlinear dynamics
and chaos. The apparatus can be used to study the complex chaotic or periodic motions, depending
on the parametric conditions of the ball.
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