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Abstract
Let (H,R) be a finite dimensional semisimple and cosemisimple quasi-triangular
Hopf algebra over a field k. In this paper, we give the structure of irreducible objects of
the Yetter-Drinfeld module category HHYD. Let HR be the Majid’s transmuted braided
group of (H,R) , we show that HR is cosemisimple. As a coalgebra, let HR = D1 ⊕
· · ·⊕Dr be the sum of minimal H-adjoint-stable subcoalgebras. For each i (1 ≤ i ≤ r),
we choose a minimal left coideal Wi of Di, and we can define the R-adjoint-stable
algebra NWi of Wi. Using Ostrik’s theorem on characterizing module categories over
monoidal categories, we prove that V ∈ HHYD is irreducible if and only if there exists an
i (1 ≤ i ≤ r) and an irreducible right NWi-module Ui, such that V
∼= Ui⊗NWi (H ⊗Wi).
Our structure theorem generalizes the results of Dijkgraaf-Pasquier-Roche and
Gould on Yetter-Drinfeld modules over finite group algebras. If k is an algebraically
closed field of characteristic, we stress that the R-adjoint-stable algebra NWi is an al-
gebra over which the dimension of each irreducible right module divides its dimension.
KEYWORDS: Quasi-triangular Hopf algebra, Yetter-Drinfeld module, Transmuted braided
group
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1 Introduction
Yetter-Drinfeld modules over a bialgebra were introduced by Yetter [25] in 1990. For any
finite dimensional Hopf algebra H over a field k, Majid [15] identified the Yetter-Drinfeld
modules with the modules over the Drinfeld double D(Hcop) by giving the category equiva-
lences HHYD ≈ HcopYD
Hcop ≈ D(Hcop)M.
If H = kG is the group algebra of a finite group G and k is algebraically closed of
characteristic zero, then the irreducible modules over D (H) are completely described by
Dijkgraaf-Pasquier-Roche in [6] and independently by Gould in [11]. For any g ∈ G, let
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C (g) = {h ∈ G | hgh−1 = g} be the centralizer subgroup of g in G. If U is an irreducible
module of kC (g), then H⊗kC(g)U is an irreducible module in
H
HYD, where f (h⊗ u) = fh⊗u
and ρ (h⊗ u) = hgh−1 ⊗ h⊗ u (∀f, h ∈ G, u ∈ U). All the irreducible modules in HHYD can
be constructed in this way. For detail, one can refer to [6].
A natural question arises. Can we construct all the irreducible Yetter-Drinfeld modules
in HHYD for a more general Hopf algebra H?
It might be a difficult problem to classify all the Yetter-Drinfeld modules over general
Hopf algebras. For factorizable Hopf algebras, this question was studied by Reshetikhin
and Semenov-Tian-Shansky [20] in 1988, where they proved that the Drinfeld double of any
finite dimensional Hopf algebra is factorizable; and if a finite dimensional Hopf algebra H
is factorizable, then as Hopf algebras the Drinfeld double D (H) is isomorphic to a twist of
H ⊗H . Therefore, the Yetter-Drinfeld modules can be constructed consequently. In 2001,
Schneider [21] proved that H is factorizable if and only if the double D (H) is isomorphic to
a twist of the tensor product H ⊗H.
In this paper, we study the structure of Yetter-Drinfeld modules of a semisimple and
cosemisimple quasi-triangular Hopf algebra H over a field. We will give a characterization
of all the irreducible modules in HHYD.
Let k be a field, and let (H,R) be a finite dimensional semisimple and cosemisimple quasi-
triangular Hopf algebra over k. Denote by HR the Majid’s [14] transmuted braided group,
then HR is a coalgebra on H with a twisted coproduct. We show in Section 3 that any
Yetter-Drinfeld submodule of H ∈ HHYD is a subcoalgebra of HR, and HR is cosemisimple.
As a Yetter-Drinfeld module, H ∈ HHYD has a decomposition
H = D1 ⊕ · · · ⊕Dr,
of irreducible modules, which is also the decomposition of minimal H-adjoint-stable subcoal-
gebras of HR.
By a result of H. Zhu [26], there exists a natural category isomorphism HHYD →
HR
H M.
Then, canonically HHYD =
HR
H M can be viewed as a module category over the tensor category
HcopM. The general theory of module categories over a monoidal category was developed by
Ostrik in [18]. Our decomposition
HR = D1 ⊕ · · · ⊕Dr
of minimal H-adjoint-stable subcoalgebras of HR yields a decomposition
HR
H M = ⊕
r
i=1
Di
H M
of indecomposable module categories DiH M over the tensor category HcopM.
Let us recall a theorem of Ostrik [18, Theorem 3.1]. Let C be a semisimple rigid monoidal
category with finitely many irreducible objects and an irreducible unit object. Let M be
a k-linear abelian semisimple module category over C. If M is a generator of M, then
A = Hom (M,M) is a semisimple algebra in C, and the functor F = Hom (M, •) : M →
ModC(A) is a module category equivalence. If M is indecomposable, then every nonzero
object generates M.
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If (X, q) be a right A-module in C, and (M, evM,M) be the natural left A-module in M,
we can define a similar tensor product X ⊗A M as in [18]. Then we prove in Theorem 4.3
that
G = • ⊗A M : ModC(A)→M
is a quasi-inverse of F = Hom (M, •). Hence V is an irreducible object of M, if and only if
there exists an irreducible object U in ModC(A), such that V ∼= U ⊗A M .
In Section 5, we study the structure of irreducible objects of
H
HYD =
HR
H M = ⊕
r
i=1
Di
H M.
We have two ways to view DiH M as a module category over HcopM, or as a module category
over Veck.
Take for each 1 ≤ i ≤ r a finite dimensional nonzero left Di-comodule Wi.
Let C = HcopM. ThenMi = H⊗Wi is a generator of the indecomposable module category
Di
H M over HcopM. Then Ostrik’s theorem and our Theorem 4.3 applies. We have
Fi = Hom (Mi, •) :
Di
H M→ ModC(Ai),
where Ai = Hom (Mi,Mi) ∼= Hom
D (H ⊗Wi, H ⊗Wi), is a category equivalence with quasi-
inverse
Gi = • ⊗Ai Mi : ModC(Ai)→
Di
H M.
Therefore an object V ∈ HHYD =
HR
H M = ⊕
r
i=1
Di
H M is irreducible, if and only if it
belongs to one of the DiH M for certain 1 ≤ i ≤ r, and there exists an irreducible object U
of ModC(Ai), such that U ⊗Ai Mi
∼= V as objects in DiH M. This gives a characterization of
irreducible modules in HHYD.
This result has some distance from the classical result for the category kGkGYD, since
A1, . . . , Ar are algebras in kGM; whereas in [6, 11] an irreducible module of
kG
kGYD can be
characterized by an irreducible module of the group algebra kC (g) of the centralizer C (g)
of an element g ∈ G, with that kC (g) need not to be a left kG-module.
If C = Veck, then Mi = H⊗Wi is still a generator of the (possibly decomposable) module
category DiH M over C. In this setting we can prove that
Ai = Hom (Mi,Mi) = Hom
Di
H (H ⊗Wi, H ⊗Wi)
∼= W ∗i Di (H ⊗Wi) ,
is an ordinary algebra. We call NWi = W
∗
i Di (H ⊗Wi) the R-adjoint-stable algebra NWi
of Wi. Then V is an irreducible object in
H
HYD if and only if there exists some 1 ≤ i ≤ r,
such that V ∼= U ⊗NWi (H ⊗Wi) for an irreducible right NWi-module U .
As an application of the structure theorem, we get that NWi is an H-simple comodule
algebra. By the work of Skryabin [23] if we assume further that the field k is algebraically
closed, we obtain
(dimU dimWi) | dimNWi,
where U is any irreducible right NWi-module. Therefore, NWi is such an algebra over which
the dimension of each irreducible left module divides its dimension.
Back to the finite group algebra, if H = kG, then the minimal decomposition in HHYD
becomes kG = kC1⊕· · ·⊕kCr where {Ci | 1 ≤ i ≤ r} are conjugacy classes of G. LetWi = kgi,
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where gi ∈ Ci. Then kC (gi) ∼= (NWi)
op, and the main results in this paper generalize the
structure theorems appeared in [6, 11, 1].
This paper is organized as follows. In section 2 we recall some preliminaries. In section
3, we recall Majid’s construction of the transmuted braided group HR, and then present
some more properties for HR. In Section 4, we study the module category
H
HYD =
HR
H M by
decomposing HRH M into a sum of module subcategories
HR
H M = ⊕
r
i=1
Di
H M,
where
HR = D1 ⊕ · · · ⊕Dr
is the sum of minimal H-adjoint-stable subcoalgebras of HR. We give the structure of
the irreducible object V in DiH M in Section 5. We also study the case when Di contains a
grouplike element, and apply our main results to the Kac-Paljutkin 8-dimensional semisimple
Hopf algebra H8.
2 Preliminaries
Throughout this paper, k is a field, and all vector spaces are over k. Hom and ⊗ for
vector spaces are taken over k if not specified. For a subset X of a vector space, we use
spanX to denote the linear subspace spanned by X . If A is an algebra, the notation AM
(resp. MA) denotes the category of left (resp. right) A-modules. H will always denote a
Hopf algebra over k with comultiplication ∆, counit ε, and antipode S. If S is bijective,
we write S¯ for its composite inverse. We will use the Sweedler’s sigma notation [24] for
coproduct and coaction: ∆ (h) =
∑
h(1)⊗ h(2) for coalgebras and ρ (m) =
∑
m〈0〉⊗m〈1〉 for
right comodules (or ρ′ (m) =
∑
m〈−1〉 ⊗ m〈0〉 for left comodules). Our references for Hopf
algebras are [24, 17].
Recall that a left-left Yetter-Drinfeld H-module V is both a left H-module and a left
H-comodule, satisfying the condition∑
(hv)〈−1〉 ⊗ (hv)〈0〉 =
∑
h(1)v〈−1〉
(
Sh(3)
)
⊗ h(2)v〈0〉, (2.1)
for all h ∈ H, v ∈ V . The category of left-left Yetter-Drinfeld H-modules is denoted by
H
HYD. Similarly, there is also a notion of the left-right Yetter-Drinfeld module category
HYD
H .
A pair (H,R) is called a quasi-triangular Hopf algebra ([7, Section 10]) if R =
∑
R1⊗R2 ∈
H ⊗H is an invertible element which satisfies∑
R1h(1) ⊗ R
2h(2) =
∑
h(2)R
1 ⊗ h(1)R
2, ∀ h ∈ H, (2.2)
(∆⊗ idH)(R) =
∑
R1
1 ⊗R2
1 ⊗R1
2R2
2, (2.3)
(idH ⊗∆)(R) =
∑
R1
1R2
1 ⊗ R2
2 ⊗R1
2, (2.4)
where Ri = R =
∑
Ri
1 ⊗Ri
2, ∀ i ∈ N+. Such an element R is called an R-matrix of H .
If (H,R) is quasi-triangular, then the following properties hold (cf. Drinfeld [8]):
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1) The R-matrix R is a solution of the quantum Yang-Baxter equation
R12R13R23 = R23R13R12, (2.5)
where R12 =
∑
R1 ⊗ R2 ⊗ 1H , R
23 =
∑
1H ⊗R
1 ⊗R2, and R13 =
∑
R1 ⊗ 1H ⊗ R
2.
2) (S ⊗ idH) (R) = R
−1 =
(
idH ⊗ S¯
)
(R), and (S ⊗ S) (R) = R.
3) (ε⊗ idH) (R) = 1H = (idH ⊗ ε) (R).
From now on, we assume that H is a quasi-triangular Hopf algebra with R-matrix R, and
consider the left-left Yetter-Drinfeld modules, unless otherwise stated. We use Ri = R (i =
1, 2, . . .), when more than one R are used.
For (H,R) , Majid defined a transmuted braided group HR, which is a cocommutative
Hopf algebra in the braided tensor category HM. For details, one can refer to [14]. We will
use the explicit coalgebra expression of HR, to yield a construction of irreducible Yetter-
Drinfeld modules.
Write the left adjoint action of H on itself by ·ad, namely, h ·ad a =
∑
h(1)a
(
Sh(2)
)
,
∀ h, a ∈ H .
Definition 2.1 ([14]). Let (H,R) be a quasi-triangular Hopf algebra. Then there is a Hopf
algebra HR in the braided tensor category HM, defined as follows. HR = H as an algebra,
and the H-module action is ·ad. The comultiplication and antipode is defined by
∆R(h) =
∑
h(1)
(
SR2
)
⊗ R1 ·ad h(2), (2.6)
SR (h) =
∑
R2S
(
R1 ·ad h
)
, (2.7)
for all h ∈ H . This HR is called the transmuted braided group of (H,R) .
To avoid confusion, we write ∆R(h) =
∑
h(1)⊗h(2). Note that ∆R is a morphism in HM,
that is, for all h, a ∈ H,
∆R (h ·ad a) =
∑
h(1) ·ad a
(1) ⊗ h(2) ·ad a
(2). (2.8)
Lemma 2.2 ([26, Lemma 4.7]). 1) Let V be an object of HHYD, then the map ρR : V →
HR ⊗ V given by
ρR(v) =
∑
v〈−1〉
(
SR2
)
⊗ R1v〈0〉, v ∈ V (2.9)
is a left HR-comodule map.
2) If V is a left H-module, and at the same time (V, ρR) is a left HR-comodule with
ρR (v) =
∑
v〈−1〉 ⊗ v〈0〉 for v ∈ V . Define ρ (v) =
∑
v〈−1〉R2 ⊗ R1v〈0〉 ∈ H ⊗ V for
v ∈ V , then V ∈ HHYD if and only if for any v ∈ V and h ∈ H,
ρR(hv) =
∑
h(1) ·ad v
〈−1〉 ⊗ h(2)v
〈0〉. (2.10)
The category HHYD and the category
HR
H M of HR-comodules in HM are identical.
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Since the transmuted braided group HR is a coalgebra in HM, the category
H
HYD =
HR
H M
can be viewed as a module category over the monoidal category HcopM. It will be explained
in detail in Section 4.
The general theory of module categories over a monoidal category was developed by
Ostrik. For references, one can see [18, 10]. Later on, all categories we considered will be at
least k-linear abelian.
Assume that C is a fusion category, and (M,⊗, a) is a semisimple module category over
C, with a being the module associativity functorial isomorphism. For two objects M1,M2 of
M, the internal Hom ofM1 andM2 is an object Hom (M1,M2) of C representing the functor
X 7→ HomM (X ⊗M1,M2) : C → Veck. It implies that there exists a natural isomorphism
η•,M1,M2 : HomM (• ⊗M1,M2)
∼=
−→ HomC (•,Hom(M1,M2)) . (2.11)
Let evM1,M2 : Hom (M1,M2)⊗M1 → M2 be the evaluation morphism obtained as the image
of the idHom(M1,M2) under the isomorphism
HomC (Hom (M1,M2) ,Hom (M1,M2))
∼=
−→ HomM (Hom (M1,M2)⊗M1,M2) .
If M1,M2,M3 are objects of M, then the multiplication (composition) of internal Hom
µM1,M2,M3 : Hom (M2,M3)⊗ Hom(M1,M2)→ Hom(M1,M3)
is defined as the image of the morphism
evM2,M3 ◦ (id⊗ evM1,M2) ◦ aHom(M2,M3),Hom(M1,M2),M1
under the isomorphism
HomM ((Hom (M2,M3)⊗ Hom (M1,M2))⊗M1,M3)
∼= HomC (Hom (M2,M3)⊗Hom (M1,M2) ,Hom(M1,M3)) .
Then for any M,V ∈ M, the internal Hom (Hom (M,M) , µM,M,M) = A is an algebra
in C with unit uM : 1 → Hom(M,M) obtained from isomorphism HomM (M,M)
∼=
−→
HomC (1,Hom(M,M)) as the image of id; and (Hom (M,V ) , µM,M,V ) is a right A-module
in C.
Ostrik characterized in [18, Theorem 3.1] (especially indecomposable) module categories
over C in the following theorem.
Lemma 2.3 (cf. [18, Theorem 3.1],[10, Theorem 7.10.1]). Let M be a semisimple category
over a fusion category C. If M ∈ M is a generator, then A = Hom (M,M) is a semisimple
algebra in C. The functor F = Hom (M, •) : M→ ModC(A) given by V 7→ Hom(M,V ) is
an equivalence of C-module categories.
If further that M is indecomposable, then every nonzero object M generates M, and the
functor F = Hom(M, •) : M → ModC(A) given by V 7→ Hom (M,V ) is an equivalence of
C-module categories.
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3 The Transmuted Braided Group
We start this section with an arbitrary quasi-triangular Hopf algebra (H,R). The cosemisim-
plicity of the transmuted braided group (HR,∆R) will be discussed. If H is cosemisimple
and unimodular, we prove that HR is cosemisimple as a k-coalgebra. Naturally, (H, ·ad,∆) ∈
H
HYD. By Lemma 2.2, H is an object of
HR
H M via the HR-coaction ∆R and the H-action ·ad.
If further we assume thatH is semisimple and cosemisimple, then HRH M is semisimple, and in
HR
H M the object H can be decomposed as a direct sum of minimal (irreducible) sub-objects.
Proposition 3.1. For any Yetter-Drinfeld submodule D of H, D is a subcoalgebra of HR.
Moreover, D is a minimal Yetter-Drinfeld submodule of H if and only if D is a minimal
H-adjoint-stable subcoalgebra of HR with the left adjoint action ·ad.
Proof. Since (D, ·ad,∆) ∈
H
HYD =
HR
H M , we obtain that ∆R (D) ⊆ H ⊗ D, H ·ad D ⊆ D
and ∆ (D) ⊆ H ⊗D. By (S ⊗ S) (R) = R, we have
∆R(h) =
∑
h(1)
(
SR2
)
⊗ R1 ·ad h(2)
=
∑
h(1)S
(
R1
2R2
2
)
⊗R1
1h(2)
(
SR2
1
)
=
∑
h(1)R2
2
(
SR1
2
)
⊗R1
1h(2)R2
1
=
∑
R2
2h(2)
(
SR1
2
)
⊗R1
1R2
1h(1)
=
∑
R2 ·ad h(2) ⊗ R
1h(1) ∈ D ⊗H,
for all h ∈ D. Therefore we also have ∆R (D) ⊆ D ⊗H, and so D is a subcoalgebra of HR.
Conversely, by Lemma 2.2, any H-adjoint-stable subcoalgebra of HR is a Yetter-Drinfeld
submodule of H , and the proposition follows.
Assume that H is finite dimensional. Let Λ be a left integral for H , λ a right integral for
H∗, and a, α the distinguished grouplike elements of H and H∗ respectively. It is known
from [19, Theorem 3] that
∑
Λ(2) ⊗ Λ(1) =
∑
Λ(1) ⊗
(
S2Λ(2)
)
a. If H∗ is unimodular and
S2 = idH , it follows that
∑
Λ(1) ⊗ Λ(2) =
∑
Λ(2) ⊗ Λ(1).
For the coalgebra HR, we have a similar result. Set u =
∑
(SR2)R1 to be the Drinfeld
element, and α˜ = (α⊗ idH)R = (idH ⊗ α
−1)R.
Proposition 3.2. Let (H,R) be a finite dimensional quasi-triangular Hopf algebra. Then
for any left integral Λ of H,
∑
Λ(1)⊗Λ(2) =
∑
Λ(2)⊗Λ(1) if and only if
∑
Λ(1) (Su) α˜⊗Λ(2) =∑
α˜ (Su) Λ(1) ⊗ Λ(2).
In particular, if H is unimodular and S2 = idH , then Λ is cocommutative under ∆R.
Proof. Since Λ ∈
∫ l
H
, for any h ∈ H ,
∑
Λ(1) ⊗ hΛ(2) =
∑
(Sh) Λ(1) ⊗ Λ(2),
and ∑
Λ(1) ⊗ Λ(2)h =
∑
Λ(1)S¯ (α ⇀ h)⊗ Λ(2).
7
Hence, ∑
Λ(1) ⊗ Λ(2) =
∑
Λ(1)S
(
R1
2R2
2
)
⊗R1
1Λ(2)
(
SR2
1
)
(3.1)
=
∑(
SR1
1
)
Λ(1)S¯
(
α ⇀
(
SR2
1
))
S
(
R1
2R2
2
)
⊗ Λ(2)
=
∑
R1
1Λ(1)S¯
(
α ⇀ R2
1
)
R2
2R1
2 ⊗ Λ(2)
=
∑
R1
1Λ(1)
(
S¯R2
1
)
R2
2
〈
α,R3
1
〉
R3
2R1
2 ⊗ Λ(2)
=
∑
R1Λ(1) (Su) α˜R
2 ⊗ Λ(2).
On the other hand, by (2.2)∑
Λ(2) ⊗ Λ(1) =
∑
R1
1Λ(2)R2
1 ⊗ Λ(1)R2
2
(
SR1
2
)
(3.2)
=
∑
R1
1R2
1Λ(1) ⊗ R2
2Λ(2)
(
SR1
2
)
=
∑
R1
1R2
1
(
SR2
2
)
Λ(1)S¯
(
α ⇀
(
SR1
2
))
⊗ Λ(2)
=
∑
R1
1R2
1
〈
α, SR2
2
〉
(Su) Λ(1)R1
2 ⊗ Λ(2)
=
∑
R1α˜ (Su) Λ(1)R
2 ⊗ Λ(2).
Notice that
∑
R2
1R1
1 ⊗ R1
2
(
SR2
2
)
=
∑
R2
1
(
SR1
1
)
⊗ S
(
R2
2R1
2
)
= 1H ⊗ 1H . Comparing
(3.1) with (3.2), we get the first part of this proposition. As illustrated by Drinfeld [8,
Proposition 2.1], S2h = uhu−1 = S (u−1)h (Su), for all h ∈ H . Then S2 = idH implies that
Su is in the center of H . Therefore, if H is unimodular and S2 = idH , then
∑
Λ(1)⊗Λ(2) =∑
Λ(2) ⊗ Λ(1).
Let HR
∗ = (H∗, ∗R, ε) be the convolution algebra of HR. By (2.6),
f ∗R g =
∑
(SR2 ⇀ f) ∗
(
g ↼ R1
)
, ∀ f, g ∈ HR
∗, (3.3)
where ↼ denotes the right H-coadjoint action on H∗ (i.e. f ↼ h =
∑
(Sh(2))⇀ f ↼ h(1),
∀ h ∈ H, f ∈ H∗). Thus, (2.8) implies that
(f ∗R g)↼ h =
∑(
f ↼ h(1)
)
∗R
(
g ↼ h(2)
)
, ∀ h ∈ H, f, g ∈ H∗. (3.4)
Lemma 3.3 ([19, Theorem 3]). Let λ be an integral of H∗, then for any h ∈ H,
1)
∑
λ(1) ⊗ h ⇀ S
∗λ(2) =
∑
Sh ⇀ λ(1) ⊗ S
∗λ(2),
2)
∑
λ(1) ⊗ S
∗λ(2) ↼ h =
∑
λ(1) ↼ S
3h(1)
〈
α−1, h(2)
〉
⊗ S∗λ(2).
Clearly, HR is cosemisimple if and only if HR
∗ is semisimple. We next find a separable
idempotent of HR
∗, provided that H is cosemisimple and unimodular.
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Proposition 3.4. Let (H,R) be a finite dimensional quasi-triangular Hopf algebra. Assume
that H is cosemisimple and unimodular. Let λ be an integral of H∗ which satisfies 〈λ, 1H〉 =
1, and eR =
∑
R2 ⇀ λ(1) ⊗ S
∗λ(2) ↼ R
1. Then HR
∗ is semisimple and eR is a separable
idempotent, i.e.
1)
∑(
R2 ⇀ λ(1)
)
∗R
(
S∗λ(2) ↼ R
1
)
= ε,
2) For all f ∈ H∗, (f ⊗ ε) ∗R eR = eR ∗R (ε⊗ f).
Proof. Part 1) follows immediately by (3.3). Since H and H∗ are unimodular, it is clearly
that uS (u−1) = g = aα˜ = 1H . By Lemma 3.3, we have
eR =
∑
R1
2R2
2 ⇀ λ(1) ⊗ SR2
1 ⇀ S∗λ(2) ↼ R1
1
=
∑
R1
2R2
2
(
S2R2
1
)
⇀ λ(1) ⊗ S
∗λ(2) ↼ R1
1
=
∑
R1
2R2
2u−1 ⇀ λ(1) ↼ S
3R1
1
〈
α−1, R2
1
〉
⊗ S∗λ(2)
=
∑
R2α˜−1u−1 ⇀ λ(1) ↼ S
3R1 ⊗ S∗λ(2)
=
∑
SR2u−1 ⇀ λ(1) ↼ R
1 ⊗ S∗λ(2).
Then for f ∈ H∗, we get
(f ⊗ ε) ∗R eR
=
∑
f ∗R
((
SR2
)
u−1 ⇀ λ(1) ↼ R
1
)
⊗ S∗λ(2)
=
∑(
SR2
2 ⇀ f
)
∗
(((
SR1
2
)
u−1 ⇀ λ(1) ↼ R1
1
)
↼ R2
1
)
⊗ S∗λ(2)
=
∑(
S
(
R2
2R3
2
)
⇀ f
)
∗
(
S
(
R1
2R3
1
)
u−1 ⇀ λ(1) ↼ R1
1R2
1
)
⊗ S∗λ(2)
=
∑(
S
(
R2
2R1
2
)
⇀ f
)
∗
(
S
(
R2
1R3
2
)
u−1 ⇀ λ(1) ↼ R1
1R3
1
)
⊗ S∗λ(2)
=
∑(
R1
2R2
2 ⇀ f
)
∗
(
R3
2R2
1u−1 ⇀ λ(1) ↼ S¯
(
R3
1R1
1
))
⊗ S∗λ(2).
By a result of Lyubashenko [13] that ∆(u) = (R21R)
−1
(u⊗ u) = (u⊗ u)(R21R)
−1
, then
eR ∗R (ε⊗ f)
=
∑(
SR2
)
u−1 ⇀ λ(1) ↼ R
1 ⊗ S∗λ(2) ∗R f
=
∑(
SR1
2
)
u−1 ⇀ λ(1) ↼ R1
1 ⊗
(
SR2
2 ⇀ S∗λ(2)
)
∗
(
f ↼ R2
1
)
=
∑(
SR1
2
)
u−1
(
S2R2
2
)
⇀ λ(1) ↼ R1
1 ⊗
(
S∗λ(2)
)
∗
(
f ↼ R2
1
)
=
∑(
SR1
2
)
R2
2u−1 ⇀
((
f ↼ R2
1
)
∗ λ(1)
)
↼ R1
1 ⊗ S∗λ(2)
=
∑(
SR1
2
)
R2
2R3
2u−1 ⇀
((
SR3
1 ⇀ f ↼ R2
1
)
∗ λ(1)
)
↼ R1
1 ⊗ S∗λ(2)
=
∑
S
(
R1
2R4
2
)
R2
2R3
2u−1 ⇀
((
SR3
1 ⇀ f ↼ R2
1R1
1
)
∗
(
λ(1) ↼ R4
1
))
⊗ S∗λ(2)
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=
∑
S
(
R2
2R1
2R4
2
)
R3
2u−1 ⇀
((
SR3
1 ⇀ f ↼
(
SR2
1
)
R1
1
)
∗
(
λ(1) ↼ R4
1
))
⊗ S∗λ(2)
=
∑
R1
2R2
2u−1 ⇀
((
SR2
1 ⇀ f
)
∗
(
λ(1) ↼ S¯R1
1
))
⊗ S∗λ(2)
=
∑(
R1
2R5
2R3
2R4
1u−1S
(
R2
1R5
1
)
⇀ f
)
∗
(
R6
2R2
2R3
1R4
2u−1 ⇀ λ(1) ↼ S¯
(
R6
1R1
1
))
⊗ S∗λ(2)
=
∑(
R1
2R2
2R3
2R4
1u−1S
(
R3
1R5
1
)
⇀ f
)
∗
(
R6
2R2
1R5
2R4
2u−1 ⇀ λ(1) ↼ S¯
(
R6
1R1
1
))
⊗ S∗λ(2)
=
∑(
R1
2R2
2R3
1R5
2u−1S
(
R4
1R5
1
)
⇀ f
)
∗
(
R6
2R2
1R3
2R4
2u−1 ⇀ λ(1) ↼ S¯
(
R6
1R1
1
))
⊗ S∗λ(2)
=
∑(
R1
2R2
2R3
1u−1
(
S2R5
2
)
S
(
R4
1R5
1
)
⇀ f
)
∗
(
R6
2R2
1R3
2R4
2u−1 ⇀ λ(1) ↼ S¯
(
R6
1R1
1
))
⊗ S∗λ(2)
=
∑(
R1
2R2
2 ⇀ f
)
∗
(
R3
2R2
1u−1 ⇀ λ(1) ↼ S¯
(
R3
1R1
1
))
⊗ S∗λ(2)
= (f ⊗ ε) ∗R eR.
Let (H,R) be a semisimple and cosemisimple quasi-triangular Hopf algebra, then by
Proposition 3.4 the transmuted braided group HR is cosemisimple as a k-coalgebra. In
addition, the Yetter-Drinfeld module category HHYD is semisimple. Note that HR is an H-
module coalgebra via ·ad. On one hand, as a Yetter-Drinfeld module H ∈
H
HYD is completely
reducible. On the other hand, as an H-module coalgebra, HR can be decomposed into a sum
of minimal H-adjoint-stable subcoalgebras. We now give a refinement of Proposition 3.1.
Proposition 3.5. Let (H,R) be a semisimple and cosemisimple quasi-triangular Hopf alge-
bra, then there is a unique decomposition
HR = D1 ⊕ · · · ⊕Dr
of the minimal H-adjoint-stable subcoalgebras D1, . . . , Dr of HR. It is also the decomposition
of H ∈ HHYD as a direct sum of irreducible Yetter-Drinfeld modules.
4 The structure of module categories
Let C be a fusion category and (M,⊗, a) be a k-linear abelian semisimple left module
category over C. Let (A,m, u) be a C-algebra. A left A-module in M is a pair (M, p), where
M is an object of M and p : A⊗M →M is a morphism satisfying two natural axioms,
p ◦ (m⊗ id) = p ◦ (id⊗ p) ◦ aA,A,M , p ◦ (u⊗ id) = id.
As defined in [10], for right A-module U and left A-module M both in C, we can define
U ⊗A M for right A-module (U, q) in C and left A-module (M, p) in M, where M is not
necessarily an object of C.
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Namely, U ⊗A M ∈M is the co-equalizer of the diagram
(U ⊗A)⊗M
q ⊗ idM
(idU ⊗ p) ◦ aU,A,M
U ⊗M −→ U ⊗A M,
i.e., the cokernel of the morphism q ⊗ idM − (idU ⊗ p) ◦ aU,A,M .
For anyM,V ∈M, the internal Hom Hom (M,V ) always exists. Take A = Hom (M,M),
then A is an algebra in C. (Hom (M,V ) , µM,M,V ) is a right A-module in C, and (M, evM,M)
is a left A-module in M, as stated in the preliminaries.
Proposition 4.1. Let M be an object of M, and A = Hom (M,M). Then for any right
A-module (U, q) in C and any V ∈M, there is a canonical isomorphism
ζU,V : HomM (U ⊗A M,V )→ HomA (U,Hom (M,V )) , (4.1)
which are natural both in U and V .
Proof. Let η = η•,M,V : HomM (• ⊗M,V )
∼=
−→ HomC (•,Hom (M,V )) be the natural iso-
morphism (2.11). We will show that the required isomorphism ζU,V can be deduced from the
composition
HomM (U ⊗A M,V )
pi∗
−→ HomM (U ⊗M,V )
ηU
HomC (U,Hom(M,V )) ,
where π : U ⊗M → U ⊗A M is the natural epimorphism in M. That is,
Im (ηU π
∗) = HomA (U,Hom(M,V )) ⊆ HomC (U,Hom (M,V )) .
Let f ∈ HomM (U ⊗M,V ). We have that f ∈ Im π
∗ if and only if the diagram
(U ⊗ A)⊗M U ⊗M
U ⊗ (A⊗M)
U ⊗M V
q ⊗ id
aU,A,M
id⊗ evM,M
f
f
(4.2)
commutes, that is, f ◦ (q ⊗ id) = f ◦ (id⊗ evM,M) ◦aU,A,M . On the other hand, we have that
ηU (f) ∈ HomA (U,Hom(M,V )) if and only if diagram
U ⊗ A U
Hom(M,V )⊗ A Hom (M,V )
q
ηU (f)⊗ id ηU (f)
µM,M,V
(4.3)
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commutes, i.e. µM,M,V ◦ (ηU (f)⊗ id) = ηU (f) ◦ q. Consider the diagram
(U ⊗ A)⊗M (Hom (M,V )⊗ A)⊗M
U ⊗ (A⊗M) Hom (M,V )⊗ (A⊗M)
U ⊗M Hom(M,V )⊗M
V
(ηU (f) ⊗ id) ⊗ id
(I)aU,A,M aHom(M,V ),A,M
ηU (f)⊗ (id⊗ id)
(II)id⊗ evM,M id⊗ evM,M
ηU (f)⊗ id
(III)
f
evM,V
(4.4)
The functoriality of a implies the commutativity of the upper rectangle (I). Since ⊗ is a
bifunctor, the middle rectangle (II) commutes. By the definition of the evaluation morphism
evM,V and the functoriality of η, we obtain commutativity of the triangle (III). Hence, the
outside quadrangle commutes, i.e.
evM,V ◦ (id⊗ evM,M) ◦ aHom(M,V ),A,M ◦ ((ηU (f)⊗ id)⊗ id) = f ◦ (id⊗ evM,M) ◦ aU,A,M .
By the definition of µM,M,V ,
η−1Hom(M,V )⊗A (µM,M,V ) = evM,V ◦ (id⊗ evM,M) ◦ aHom(M,V ),A,M ,
then
η−1Hom(M,V )⊗A (µM,M,V ) ◦ ((ηU (f)⊗ id)⊗ id) = f ◦ (id⊗ evM,M) ◦ aU,A,M .
Because of the functoriality of η, the diagrams
HomM (U ⊗M,V ) HomC (U,Hom(M,V ))
HomM (U ⊗ A⊗M,V ) HomC (U ⊗ A,Hom (M,V ))
ηU
HomM (q ⊗ id, V ) HomC (q,Hom (M,V ))
ηU⊗A
(4.5)
and
HomC (Hom (M,V )⊗A,Hom (M,V )) HomM ((Hom (M,V )⊗A)⊗M,V )
HomC (U ⊗ A,Hom(M,V )) HomM ((U ⊗ A)⊗M,V )
η−1
Hom(M,V )⊗A
HomC (ηU (f) ⊗ id,Hom(M,V )) HomM ((ηU (f)⊗ id)⊗ id, V )
η−1
U⊗A
(4.6)
commute. So we have
η−1U⊗A (ηU (f) ◦ q) = f ◦ (q ⊗ id)
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and
η−1U⊗A (µM,M,V ◦ (ηU (f)⊗ id)) = η
−1
Hom(M,V )⊗A (µM,M,V ) ◦ ((ηU (f)⊗ id)⊗ id)
= f ◦ (id⊗ evM,M) ◦ aU,A,M .
Thus f ∈ Im π∗ if and only if ηU (f) ∈ HomA (U,Hom (M,V )). Then the isomorphism
ζU,V : HomM (U ⊗A M,V ) → HomA (U,Hom(M,V )) follows, and the naturality of ζ in U
and V is routine.
As a summary of Proposition 4.1 and Lemma 2.3, we have:
Corollary 4.2. Let M be a semisimple module category over a fusion category C. Let M
be a generator of M, and A = Hom (M,M). We have canonical isomorphisms
HomM (Hom (M,V )⊗A M,V
′) ∼= HomA (Hom (M,V ) ,Hom(M,V
′)) ∼= HomM (V, V
′) ,
for any V, V ′ ∈M.
In [18, Theorem 3.1] and [10, Theorem 7.10.1], all semisimple module categories M with
a generator M over a fusion category C are characterized. The result was listed in Lemma
2.3. Let A = Hom (M,M), then the functor F = Hom(M, •) : M → ModC(A) gives an
equivalence of C-module categories.
With the help of Proposition 4.1, we can present a quasi-inverse of F .
Theorem 4.3. Let M be a k-linear abelian semisimple module category over a fusion cat-
egory C. If M is a generator of M, then A = Hom (M,M) is a semisimple algebra in
C, and the functor G = • ⊗A M : ModC(A) → M is a quasi-inverse to the equivalence
F = Hom (M, •) :M→ ModC(A). Moreover, if V ∈M and U ∈ ModC(A), then
1) Hom (M,V )⊗A M ∼= V as objects of M, U ∼= Hom (M,U ⊗A M) as right A-modules
in C.
2) V is a simple object of M if and only if Hom (M,V ) is a simple object of ModC(A).
3) U is a simple object of ModC(A) if and only if U ⊗A M is a simple object of M.
Proof. Since M is semisimple, HomM (Hom (M,V )⊗A M,V
′) ∼= HomM (V, V
′) for all V ′ ∈
M implies that Hom (M,V )⊗A M ∼= V . By Lemma 2.3, U is of the form Hom (M,V
′), for
some V ′ ∈M. Then we have
U ∼= Hom (M,V ′) ∼= Hom (M,Hom (M,V ′)⊗A M) ∼= Hom (M,U ⊗A M) .
By Proposition 4.1, there exists a natural isomorphism
ζU,V : HomM (U ⊗A M,V )→ HomA (U,Hom (M,V )) .
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Let θU = ζU,U⊗AM (idU⊗AM) ∈ HomA (U,Hom(M,U ⊗A M)). We claim that θ : idModC(A) →
FG is a natural isomorphism. It is clear that θU is an isomorphism. It suffices to show that
the diagram
U Hom(M,U ⊗A M)
U ′ Hom(M,U ′ ⊗A M)
θU
f Hom(M,f ⊗A id)
θU′
(4.7)
commutes, for any morphism f : U → U ′ in ModC(A). Indeed, this follows from the
commutativity of the following two diagrams,
HomM (U ⊗A M,U ⊗A M) HomA (U,Hom(M,U ⊗A M))
HomM (U ⊗A M,U
′ ⊗A M) HomA (U,Hom(M,U
′ ⊗A M))
ζU,U⊗AM
HomM (U ⊗A M,f ⊗A id) HomA (U,Hom(M,f ⊗A id))
ζU,U′⊗AM
(4.8)
HomM (U
′ ⊗A M,U
′ ⊗A M) HomA (U
′,Hom (M,U ′ ⊗A M))
HomM (U ⊗A M,U
′ ⊗A M) HomA (U,Hom (M,U
′ ⊗A M))
ζU′,U′⊗AM
ζU,U′⊗AM
HomM (f ⊗A id, U
′ ⊗A M) HomA (f,Hom (M,U
′ ⊗A M))
(4.9)
The down-right images of the identity maps in diagrams (4.8) and (4.9) are the same; the
right-down image of the identity map in diagram (4.8) is Hom (M, f ⊗A id) ◦ θU , and the
right-down image of the identity map in diagram (4.9) is θU ′◦f , thus Hom (M, f ⊗A id)◦θU =
θU ′ ◦ f . This completes the commutativity of the diagram (4.7). Hence G is a quasi-inverse
of F .
Let (H,R) be a quasi-triangular Hopf algebra, and let C = HcopM be the category of
left Hcop-modules. Then the category HRH M has a structure of module category over C by
considering X ⊗M as an object of HRH M via the H-action
h (x⊗m) =
∑
h(2)x⊗ h(1)m, ∀h ∈ H, x ∈ X,m ∈M,
and the left HR-coaction on the right tensorand M , for any X ∈ C,M ∈ M.
Assume further that H is semisimple and cosemisimple. Let
H = D1 ⊕ · · · ⊕Dr
be the decomposition in Proposition 3.5, where D1, . . . , Dr are irreducible Yetter-Drinfeld
submodules of H , which are also the minimal H-adjoint-stable subcoalgebras of HR. For
any V ∈ HRH M, set Vi = {v ∈ V | ρR (v) ∈ Di ⊗ V } , 1 ≤ i ≤ r. Clearly, V = ⊕
r
i=1Vi. Since
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Di ⊆ H is an H-submodule, by (2.10) we have Vi ∈
Di
H M, the category of Di-comodule in
HM. Thus the category
H
HYD =
HR
H M is a direct sum of C-module subcategories
HR
H M =
D1
H M⊕ · · · ⊕
Dr
H M. (4.10)
Moreover, we will see that each direct summand is an indecomposable C-module category.
Lemma 4.4. Let D be a minimal H-adjoint-stable subcoalgebra of HR. Then
D
HM is an
indecomposable module category over C = HcopM.
Proof. The proof is similar to that of [2, Proposition 1.18]. Assume that DHM =M1 ⊕M2,
where M1,M2 are HcopM-module subcategories of
D
HM. If M ∈
D
HM then there exist
M1 ∈ M1,M2 ∈ M2 such that M = M1 ⊕M2. If α : M → N is a morphism in
D
HM then
α (M1) ⊆ N1, α (M2) ⊆ N2.
Then D = D1 ⊕ D2, for some D1 ∈ M1, D2 ∈ M2. Since D is irreducible, we may
assume that D = D1 ∈ M1. For arbitrary M ∈
D
HM, then M = M1 ⊕ M2 for some
M1 ∈ M1,M2 ∈ M2. Note that M ∈ M ⊆ C, D ∈ M, then M ⊗D ∈ M by the C-module
category structure on M. Obviously, the map αM : M → M ⊗D, m 7→
∑
m〈0〉 ⊗m〈−1〉 is
a morphism in DHM, so αM (M1) ∈ M1, αM (M2) ∈ M2. Since M ∈ C, we have M ⊗ D is
an object in M1. Then αM (M) ⊆ M ⊗ D ∈ M1, hence αM (M2) = 0 and thus M2 = 0.
Therefore M2 is trivial, and
D
HM is indecomposable.
5 Irreducible Yetter-Drinfeld Modules
In this section, we assume that (H,R) is a semisimple and cosemisimple quasi-triangular
Hopf algebra over k. We will classify all the irreducible objects of HHYD.
Let W be a left HR-comodule, then H ⊗W is also a left HR-comodule via
ρR(h⊗ w) =
∑
h(1) ·ad w
〈−1〉 ⊗ h(2) ⊗ w
〈0〉, (5.1)
for all h ∈ H , w ∈ W . Then (2.8) implies that ρR is a coaction. Furthermore, H ⊗W is an
object of HRH M with left H-action given by the multiplication of H on the left tensorand H .
Let D be a minimal H-adjoint-stable subcoalgebra of HR. For a left D-comodule W ,
H ⊗W is in the subcategory DHM of
HR
H M. We will use the object H ⊗W to characterize
the category DHM.
5.1 Structure of DHM as a module category over C = HcopM
By Lemma 4.4, M = DHM is an indecomposable module subcategory of
HR
H M over
C = HcopM. We apply Theorem 4.3 to the module category
D
HM in this subsection.
For two objects M1,M2 ∈
D
HM, Hom
D (M1,M2) is obviously an object of HcopM, with
the left H-action determined by
(h · f) (m1) =
∑
h(2)f
((
S¯h(1)
)
m1
)
,
where h ∈ H , f ∈ HomD (M1,M2), m1 ∈M1.
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For X ∈ HcopM, the restriction of the canonical isomorphism
Hom (X,Hom (M1,M2)) ∼= Hom(X ⊗M1,M2)
on HomH
(
X,HomD (M1,M2)
)
induces a natural isomorphism
HomH
(
X,HomD (M1,M2)
)
∼= HomDH (X ⊗M1,M2) ,
so the functor X 7→ HomDH (X ⊗M1,M2) is representable by Hom
D (M1,M2). Thus the
internal Hom Hom (M1,M2) = Hom
D (M1,M2). It’s not difficult to verify that the evaluation
map evM1,M2 in the C-module category
D
HM is indeed the regular evaluation map.
Proposition 5.1. Let D be a minimal H-adjoint-stable subcoalgebra of HR. For any nonzero
left D-comodule W, the algebra A = HomD (H ⊗W,H ⊗W ) in C is semisimple, and the
functors
F = HomD (H ⊗W, •) : DHM→ ModC(A),
G = • ⊗A (H ⊗W ) : ModC(A)→
D
HM
establish an equivalence of C-module categories between DHM and ModC(A).
Proof. SinceM is indecomposable as a C-module category, the objectM = H⊗W generates
M. The result follows from Theorem 4.3.
5.2 Structure of DHM as a module category over C = Veck
In this subsection, we present another characterization of the category M = DHM. Let
C = Veck be the category of finite dimensional k-vector spaces. The category
D
HM has a
natural structure of module category over C by considering X ⊗M as an object of DHM via
the H-action and D-coaction on the right tensorand M , for any X ∈ Veck,M ∈
D
HM.
If M1,M2 ∈
D
HM, then there is a canonical natural isomorphism
HomDH (• ⊗M1,M2)
∼= Hom
(
•,HomDH (M1,M2)
)
.
Thus the internal Hom Hom (M1,M2) = Hom
D
H (M1,M2), and the evaluation map evM1,M2
is exactly the regular evaluation map. Applying Theorem 4.3 to M, we get:
Proposition 5.2. Let D be a minimal H-adjoint-stable subcoalgebra of HR. If W is a finite
dimensional nonzero left D-comodule, then A = HomDH (H ⊗W,H ⊗W ) is a semisimple
k-algebra, and the functors
F = HomDH (H ⊗W, •) :
D
HM→MA,
G = • ⊗A (H ⊗W ) :MA →
D
HM
establish an equivalence of C-module categories between DHM and MA.
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Proof. To apply Theorem 4.3 to the C-module category M = DHM and the object M =
H ⊗W ∈M, we only need to verify that H ⊗W generates the C-module category M. For
any simple object V ∈ M, we claim that the internal Hom Hom (M,V ) = HomDH (M,V )
is nonzero. Let D′ = span {v∗ ⇀ v | v ∈ V, v∗ ∈ V ∗} with v∗ ⇀ v =
∑
v〈−1〉
〈
v∗, v〈0〉
〉
. It is
easy to check that D′ is a nonzero left coideal of D and is also an H-submodule under the
left H-action ·ad. Since D is irreducible in
H
HYD, then D
′ = D. So there exists a surjection
V (n) → D → 0 in DM for some n ∈ N+. Since DM is semisimple, there exists an injection
0 → D → V (n) in DM. Take a simple D-subcomodule W ′ of W . Then W ′ is isomorphic
to a simple left coideal of D and there exists a left D-comodule injection j : W ′ → V .
Thus the map M = H ⊗ W → V given by h ⊗ w → hj (p (w)), h ∈ H,w ∈ W is a
nonzero morphism in DHM, where p : W → W
′ is a left D-comodule projection. Then by the
isomorphism HomDH
(
HomDH (M,V )⊗M,V
)
∼= Hom
(
HomDH (M,V ) ,Hom
D
H (M,V )
)
6= 0, so
the evaluation morphism HomDH (M,V ) ⊗ M → V is a surjection in M. Hence M is a
generator, and the result follows.
Take a finite dimensional left D-comodule W . Certainly, W ∗ can be considered as a
natural right D-comodule. To be specific,
∑〈
w∗〈0〉, w
〉
w∗〈1〉 =
∑
w〈−1〉
〈
w∗, w〈0〉
〉
, for all
w ∈ W , w∗ ∈ W ∗.
Proposition 5.3. Let W be a finite dimensional nonzero left D-comodule. Then there is
a functor equivalence HomDH (H ⊗W, •) ≃ W
∗
D•, where D denotes the cotensor product
for D-comodules.
Proof. Let {wi, w
∗
i }
s
i=1 be a dual basis for W. For any V ∈
D
HM, we define a linear map
µV : Hom
D
H (H ⊗W,V )→W
∗
DV
given by
f 7→
s∑
i=1
w∗i ⊗ f (1⊗ wi) .
Since f ∈ HomDH (H ⊗W,V ) is a left D-comodule map,
∑s
i=1w
∗
i ⊗ f (1⊗ wi) ∈ W
∗
DV,
and the map µV is well-defined. Conversely, define a map
νV :W
∗
DV → Hom
D
H (H ⊗W,V )
given by
νV
(
s∑
i=1
w∗i ⊗ vi
)
(h⊗ w) = h
s∑
i=1
〈w∗i , w〉 vi,
for any
∑s
i=1w
∗
i⊗vi ∈ W
∗
DV, h ∈ H,w ∈ W.Direct verification shows that νV (
∑s
i=1w
∗
i ⊗ vi)
is a morphism in DHM, then νV is well defined. It is easy to check that νV and µV are mutually
inverse maps. For any V1, V2 ∈
D
HM and any α ∈ Hom
D
H (V1, V2) ,
(id⊗ α) ◦ µV1 (f) =
s∑
i=1
w∗i ⊗ (α ◦ f) (1⊗ wi)
= µV2 (α ◦ f) ,
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for all f ∈ HomDH (H ⊗W,V1) . It follows that µ =
{
µV | V ∈
D
HM
}
is a natural isomor-
phism of the functor HomDH (H ⊗W, •) to W
∗
D•. Therefore, we have functor equivalences
Hom (H ⊗W, •) ≃ HomDH (H ⊗W, •) ≃ W
∗
D • .
We now state another characterization of the algebra
A = Hom (H ⊗W,H ⊗W ) = HomDH (H ⊗W,H ⊗W )
in Proposition 5.2, if W is finite dimensional.
For any two finite dimensional left D-comodules W and W ′, we write
NWW ′ = W
∗
D (H ⊗W
′) ∼= Hom (H ⊗W,H ⊗W ′) .
Let W ′′ be another finite dimensional left D-comodule. Deduced from the composition of
the internal Hom, we get
x ◦ y =
n∑
i=1
m∑
j=1
w∗i ⊗ higj ⊗
〈
w′∗j , w
′
i
〉
w′′j ,
for any x =
∑m
j=1w
′∗
j ⊗ gj ⊗ w
′′
j ∈ NW ′W ′′, y =
∑n
i=1w
∗
i ⊗ hi ⊗ w
′
i ∈ NWW ′. If W = W
′,
we write NW = NWW . Then (NW , ◦) is an associative algebra with the identity element∑s
i=1w
∗
i ⊗1H ⊗wi ∈ NW , where {wi, w
∗
i }
s
i=1 is a dual basis for W . Furthermore, each NWW ′
is both an NW ′-NW -bimodule and a left H-comodule via the coaction given by
ρ (x) =
n∑
i=1
S
(
hi(2)
)
⊗ w∗i ⊗ hi(1) ⊗ w
′
i, for x =
n∑
i=1
w∗i ⊗ hi ⊗ w
′
i ∈ NWW ′.
Thus, NW is a left H-comodule algebra. We call it the R-adjoint-stable algebra of W .
Corollary 5.4. Let W be a finite dimensional nonzero left D-comodule, then
NW = W
∗
D (H ⊗W ) ∼= Hom
D
H (H ⊗W,H ⊗W )
as algebras.
Remark 5.5. For finite dimensional left D-comodule W , the algebra HomD (H ⊗W,H ⊗W )
in Proposition 5.1 is indeed isomorphic to the smash product NW#H
∗op.
By the isomorphism NW ∼= Hom
D
H (H ⊗W,H ⊗W ), the evaluation map in C-module
category DHM gives a natural left NW -action on H ⊗W with(
n∑
i=1
w∗i ⊗ hi ⊗ wi
)
· (h⊗ w) =
n∑
i=1
hhi ⊗ 〈w
∗
i , w〉wi,
where h ∈ H,w ∈ W,
∑n
i=1w
∗
i ⊗ hi ⊗ wi ∈ NW .
As a consequence of Proposition 5.2, we have
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Theorem 5.6. Let (H,R) be a semisimple and cosemisimple quasi-triangular Hopf algebra,
and let D be a minimal H-adjoint-stable subcoalgebra of HR. If W is a finite dimensional
nonzero left D-comodule, then NW is semisimple, and the functors
W ∗D • :
D
HM→MNW ,
• ⊗NW (H ⊗W ) :MNW →
D
HM
establish an equivalence between DHM and MNW as module categories over C = Veck.
Let
HR = D1 ⊕ · · · ⊕Dr
be the decomposition in Proposition 3.5, where D1, . . . , Dr are minimal H-adjoint-stable
subcoalgebras of HR. Let W be a simple left coideal of (HR,∆R), then W ⊆ Di, for some
1 ≤ i ≤ r. By (2.8)
∆R (H ·ad W ) ⊆ H ·ad Di ⊗H ·ad W ⊆ Di ⊗H ·ad W,
which implies H ·ad W is an H-adjoint-stable subcoalgebra of HR. Note that Di is minimal,
thus Di = H ·ad W . We also denote NW = W
∗
Di (H ⊗W ) the R-adjoint-stable algebra of
W .
On the other hand, assume that D is a minimal H-adjoint-stable subcoalgebra of HR.
Then for any simple left coideal W of D, we have D = H ·ad W .
For simple left coideals W ,W ′ of (HR,∆R), we say that W and W
′ are conjugate, if
H ·ad W = H ·ad W
′, denoted by W ∼ W ′. (5.2)
Then “∼” defines an equivalence relation on the set of simple left coideals of (HR,∆R).
Let {W1, . . . ,Wr} be a complete set of representatives for the equivalence classes. Then
the decomposition in Proposition 3.5 is
H = (H ·ad W1)⊕ · · · ⊕ (H ·ad Wr) . (5.3)
An irreducible Yetter-Drinfeld submodule of H is called a conjugacy class of H. This notion
of the conjugacy class for semisimple Hopf algebras was introduced by Cohen and Westreich
via primitive central idempotents of character algebra [3, 4, 5]. For quasi-triangular Hopf
algebra, it’s actually a minimal H-adjoint-stable subcoalgebra of HR.
Theorem 5.7. Let Ω = {W1, . . . ,Wr} be a complete set of representatives for the equivalence
classes determined by “∼” in (5.2).
1) Then for any W ∈ Ω and any irreducible right NW -module U , U ⊗NW (H ⊗W ) is
irreducible in HHYD.
2) Any irreducible module V ∈ HHYD is isomorphic to U ⊗NW (H ⊗W ), for some W ∈ Ω
and an irreducible right NW -module U .
3) As Yetter-Drinfeld modules, U ⊗NW (H ⊗W ) and U
′ ⊗NW ′ (H ⊗W
′) are isomorphic
if and only if W = W ′ ∈ Ω and U ∼= U ′ as NW -modules.
19
Let D be a minimal H-adjoint-stable subcoalgebra of HR. Assume that D contains a
grouplike element g. We now apply our main results to this case.
Let W = kg, then
NW =
{
h ∈ H |
∑
h(1) ·ad g ⊗ h(2) = g ⊗ h
}
is a right coideal subalgebra of H. For a right NW -module U , the structure on U ⊗NW H
given by
h′ · (u⊗ h) = u⊗ h′h,
ρR (u⊗ h) =
∑
h(1) ·ad g ⊗ u⊗ h(2),
which makes U ⊗NWH into an object of
D
HM. By Theorem 5.7, we have
Proposition 5.8. For any irreducible right NW -module U, the object U ⊗N
W
H ∈ DHM is
irreducible. Conversely, any irreducible object of DHM is isomorphic to U ⊗NW H, for some
irreducible right NW -module U .
The structure theorem of Yetter-Drinfeld module over a finite group algebra follows im-
mediately from Proposition 5.8.
Corollary 5.9 (cf. [6, 11, 1]). Let G be a finite group. For g ∈ G, denote by C (g) =
{h ∈ G | hgh−1 = g} the centralizer subgroup of g and by Cg the conjugacy classes of g.
Let U be an irreducible left kC (g)-module. Then we have induced kG-module M (g, U) =
kG⊗kC(g) U . The comodule structure on M (g, U) is given by
ρ (x⊗ u) = xgx−1 ⊗ x⊗ u, ∀x ∈ G, u ∈ U,
which makes M (g, U) into an irreducible object of kGkGYD. Moreover, any irreducible object
of kGkGYD is isomorphic to some M (g, U).
Proof. As algebras, kC (g) ∼= (Nkg)
op, then the result follows.
Now we give the structure of 1-dimensional Yetter-Drinfeld modules for a quasi-triangular
Hopf algebra (H,R). Let ZG(H) be the set of central group-likes of H .
Corollary 5.10. Let (H,R) be a quasi-triangular Hopf algebra, then there is a 1-1 corre-
spondence between the set of the non-isomorphic 1-dimensional Yetter-Drinfeld modules in
H
HYD and the set
ZG(H)× {the non-isomorphic 1-dimensional modules of H} .
Proof. Let V = kv be a 1-dimensional Yetter-Drinfeld module in HHYD. As a left HR-
comodule, ρR (v) = g⊗v, for a grouplike element g ∈ G (HR). Then D = kg is an H-adjoint-
stable subcoalgebra of HR, hence g ∈ Z (H) . Moreover, ρ (g) =
∑
gR2⊗R1 ·ad g = g⊗g, i.e.
g ∈ G (H) . Conversely, for an element g ∈ ZG(H), D = kg is a Yetter-Drinfeld submodule
of H, and Nkg = H. For any 1-dimensional H-module V , V ⊗NkgH is a 1-dimensional
Yetter-Drinfeld module. Explicitly, ρR (v ⊗ 1H) = g ⊗ v ⊗ 1H , for v ∈ V .
Remark 5.11. Similar statements in this paper can be proved for Yetter-Drinfeld modules in
HYD
H , YDHH , and
HYDH .
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5.3 Dimensions of NW and Applications
Recall that an H-(co)module algebra (resp. H-module coalgebra) is called H-simple if it
has no non-trivial H-(co)stable ideal (resp. H-stable subcoalgebra).
Assume that (H,R) is a semisimple and cosemisimple quasi-triangular Hopf algebra over
k. LetD be a minimalH-adjoint-stable subcoalgebra ofHR, and letW be a finite dimensional
nonzero left D-comodule. We will prove that the left H-comodule algebra NW is H-simple.
By Theorem 5.6, the functor F = W ∗D• :
D
HM → MNW is a category equivalence. Note
that DHM is an indecomposable left module category over HcopM. Then there is a left
HcopM-module category structure on MNW , such that F is a module functor. Specifically,
the module action ⊗ : HcopM×MNW →MNW is given by X ⊗U = X ⊗k U for X ∈ HcopM
and U ∈MNW with right NW -action
(x⊗ u) a =
∑
S¯
(
a〈−1〉
)
x⊗ ua〈0〉, ∀a ∈ NW , x ∈ X, u ∈ U.
Since DHM is an indecomposable HcopM-module category, MNW is also indecomposable.
Thus we have
Proposition 5.12. Let D be a minimal H-adjoint-stable subcoalgebra of HR, and let W be
a finite dimensional nonzero left D-comodule. Then NW is H-simple as a left H-comodule
algebra.
The following result due to Skryabin will be used to get a formula on the dimension of
NW .
Lemma 5.13 ([23, Theorem 4.2]). Let A be a finite dimensional semisimple right H-simple
comodule algebra. Let 0 6=M ∈MHA (resp. AM
H), dimM <∞. Then M t is free as a right
(resp. left) A-module for some t ∈ N+.
Proof. This result follows from the proof of [23, Theorem 4.2].
Proposition 5.14. Let D be a minimal H-adjoint-stable subcoalgebra of HR, and let W be
a finite dimensional nonzero left D-comodule. If V ∈ DHM and dimV <∞, then
dim (W ∗DV ) dimD = dim V dimW.
In particular, for finite dimensional left D-comodules W,W ′, we have
dimNWW ′ dimD = dimH dimW dimW
′.
Proof. By assumption, D is a left H-simple module coalgebra with H-action ·ad. Using
Lemma 5.13, we have some (s, t) ∈ N+×N+, such that V t ∼= (D∗)
s as right D∗-modules. So
V t ∼= Ds as left D-comodules, then
t dimV = s dimD.
On the other hand,
(W ∗DV )
t ∼= W ∗DV
t ∼= W ∗DD
s ∼= W ∗s.
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Therefore,
dim (W ∗DV ) =
s
t
dimW =
dimV dimW
dimD
.
Particularly, let V = H ⊗W ′, then we get
dimNWW ′ dimD = dimH dimW dimW
′.
Proposition 5.15. Assume that k is algebraically closed of characteristic zero. Let D be
a minimal H-adjoint-stable subcoalgebra of HR. If W is a finite dimensional nonzero left
D-comodule, then for any irreducible right NW -module U ,
(dimU dimW ) | dimNW .
Especially, NW is an algebra over which the dimension of each irreducible right NW -module
divides the dimension of NW .
Proof. Let V = U ⊗NW (H ⊗W ) . According to Theorem 5.6, V is an irreducible object of
H
HYD. By the result of Etingof and Gelaki [9, Theorem 1.4], dimV | dimH. On the other
hand, observe that H ⊗ W ∈ HNWM with H-coaction given by ρ (h⊗ w) =
∑
S
(
h(2)
)
⊗
h(1) ⊗ w, where h ∈ H, w ∈ W . Since NW is H-simple, by Lemma 5.13, there exists some
(s, t) ∈ N+ × N+, such that (H ⊗W )t ∼= (NW )
s as left NW -modules. On one hand,
s
t
=
dimH dimW
dimNW
.
On the other hand, as a linear space
V t ∼= (U ⊗NW (H ⊗W ))
t ∼= U ⊗NW (H ⊗W )
t
∼= U ⊗NW (NW )
s
∼= Us.
Then we obtain
dimH dimW
dimNW
=
dimV
dimU
, whence
dimNW
dimU dimW
=
dimH
dimV
is an integer.
Example 5.16. Let k = C, and H = H8 be the Kac-Paljutkin algebra, a semisimple Hopf
algebra constructed in [16]. It is generated as algebra by x, y, z with relations
x2 = y2 = 1, z2 =
1
2
(1 + x+ y − xy) , xy = yx, zx = yz, zy = xz.
Its coalgebra structure and antipode is determined by
∆(x) = x⊗ x, ∆(y) = y ⊗ y,
∆(z) =
1
2
(1⊗ 1 + 1⊗ x+ y ⊗ 1− y ⊗ x) (z ⊗ z) ,
ε (x) = ε (y) = ε (z) = 1, S (x) = x, S (y) = y, S (z) = z.
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We found that H is quasi-triangular with R-matrix
R =
1
2
(1⊗ 1 + 1⊗ x+ y ⊗ 1− y ⊗ x) .
As a coalgebra, HR is pointed with grouplike elements G (HR) = {1, x, y, xy, g1, g2, g3, g4} ,
where
g1 =
1 + i
2
z +
1− i
2
yz, g2 =
1− i
2
xz +
1 + i
2
xyz,
g3 =
1− i
2
z +
1 + i
2
yz, g4 =
1 + i
2
xz +
1− i
2
xyz.
Moreover, we have D1 = k1, D2 = kxy, D3 = kx⊕ ky, D4 = kg1 ⊕ kg2, D5 = kg3 ⊕ kg4 are
all the minimal H-adjoint-stable subcoalgebras of HR. For each grouplike element, we get the
R-adjoint-stable algebras:
Nk1 = Nkxy = H,
Nkx = Nky = span {1, x, y, xy} ,
Nkg1 = Nkg2 = span {1, xy, z + ixz, iyz + xyz} ,
Nkg3 = Nkg4 = span {1, xy, iz + xz, yz + ixyz} .
Because Nkgj (1 ≤ j ≤ 4) are 4-dimensional semisimple algebras and all contain at least two
central elements 1, xy, Nkgj are commutative. Then using Proposition 5.8 all the irreducible
Yetter-Drinfeld modules over H can be obtained. Moreover, the number and the dimensions
of irreducible Yetter-Drinfeld modules corresponding to each Dj (1 ≤ j ≤ 5) are given by the
following table:
simple YD sub-
module D of H
NW where W is a sim-
ple left coideal of D
#{V ∈ Irr
(
D
HM
)
}
the list of dimV ,
where V ∈ Irr
(
D
HM
)
D1 H 5 1, 1, 1, 1, 2
D2 H 5 1, 1, 1, 1, 2
D3 4-dim comm. algebra 4 2, 2, 2, 2
D4 4-dim comm. algebra 4 2, 2, 2, 2
D5 4-dim comm. algebra 4 2, 2, 2, 2
Therefore, there are 22 non-isomorphic irreducible Yetter-Drinfeld modules over H8. The
irreducible Yetter-Drinfeld modules over H8 were also listed in [12, 22].
Clearly, ZG(H) = {1, xy}, and there are four 1-dimensional H-modules. Therefore by
Corollary 5.10 there are eight 1-dimensional Yetter-Drinfeld modules in HHYD, which are
counted in the table.
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