Abstract: Microtopographic variability in peatlands has a strong influence on greenhouse gas fluxes, but we lack the ability to characterize terrain in these environments efficiently over large areas. To address this, we assessed the capacity of photogrammetric data acquired from an unmanned aerial vehicle (UAV or drone) to reproduce ground elevations measured in the field. In particular, we set out to evaluate the role of (i) vegetation/surface complexity and (ii) supplementary LiDAR data on results. We compared remote-sensing observations to reference measurements acquired with survey grade GPS equipment at 678 sample points, distributed across a 61-hectare treed bog in northwestern Alberta, Canada. UAV photogrammetric data were found to capture elevation with accuracies, by root mean squares error, ranging from 14-42 cm, depending on the state of vegetation/surface complexity. We judge the technology to perform well under all but the most-complex conditions, where ground visibility is hindered by thick vegetation. Supplementary LiDAR data did not improve results significantly, nor did it perform well as a stand-alone technology at the low densities typically available to researchers.
Introduction
Fine-scale variability in elevation, commonly referred to as microtopography, is an important factor in the distribution of greenhouse gas (GHG) flux across peatland ecosystems [1] [2] [3] [4] [5] [6] [7] . Consequently, including microtopographic information in carbon-balance models is often recommended as a means of improving model accuracies [6, [8] [9] [10] [11] . Most commonly, microtopographic data are acquired via terrestrial surveys using real-time kinematic global navigation satellite system (RTK GNSS) equipment, which are capable of centimeter accuracies [12, 13] . However, terrestrial surveys are limited by high costs and personnel requirements, and do not scale well over large areas [13] .
Recently, researchers have used photogrammetric data from unmanned aerial vehicles (UAVs) to acquire detailed microtopographic data in a variety of terrestrial settings, suggesting that the technology might provide an attractive alternative to traditional ground surveys in peatlands. Using standard consumer-grade cameras, UAVs can produce high-density point clouds (100 s of points per m 2 ) and ultra-high resolution orthomosaics with modern photogrammetry principles and structure from motion (SfM) computer-vision software [14] . Roosevelt et al. [13] found UAV photogrammetry to be one order of magnitude more labor-efficient and at least two orders of magnitude more detailed (in terms of data density) than RTK GNSS surveys for microtopographic archaeology surveys in western Turkey. Working in gently sloping, sparsely vegetated hills interspersed with olive orchards, the authors reported vertical root mean squares error (RMSE) values of 21 cm compared to ground control points (GCPs). Lucieer et al. [15] reported even better RMSE accuracies of 4 cm in microtopographic surveys of East Antarctic moss beds with UAV photogrammetry.
Materials and Methods

Study Area
The study site is a 61-hectare section of treed bog located approximately 35 km northeast of Peace River, Alberta, Canada (Figure 1 ). The site is a mixture of open bog, mostly covered by mosses and lichens (e.g., Sphagnum mosses, big red stem moss (Pleurozium schreberi), stair step moss (Hylocomium splendens), fairy's puke (lcmadophila ericetorum), and reindeer lichens (Cladina stellaris, C. rangiferina, C. mitis)), shrubby bog with dispersed to moderately dense shrubs (e.g., Labrador tea (Rhododendron groenlandicum) and Lignonberry (Vaccinium vitis-idaea)), and moderately dense treed bog dominated by black spruce (Picea mariana). In the few marginal fen-like areas, tamarack (Larix laricina) and willow (Salix spp.) are present. Upland areas are dominated by mixed forest including balsam poplar (Populus balsamifera), trembling aspen (Populus tremuloides) and white spruce (Picea glauca). Black spruce, the dominant tree species in boreal bog ecosystems, do generally not produce large-diameter canopies. However, these trees are dense enough in some portions of our study site to obscure the ground surface from passive sensors, as are shrubby vegetation cover types such as Labrador tea.
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Materials and Methods
Study Area
The study site is a 61-hectare section of treed bog located approximately 35 km northeast of Peace River, Alberta, Canada (Figure 1) . The site is a mixture of open bog, mostly covered by mosses and lichens (e.g., Sphagnum mosses, big red stem moss (Pleurozium schreberi), stair step moss (Hylocomium splendens), fairy's puke (lcmadophila ericetorum), and reindeer lichens (Cladina stellaris, C. rangiferina, C. mitis)), shrubby bog with dispersed to moderately dense shrubs (e.g., Labrador tea (Rhododendron groenlandicum) and Lignonberry (Vaccinium vitis-idaea)), and moderately dense treed bog dominated by black spruce (Picea mariana). In the few marginal fen-like areas, tamarack (Larix laricina) and willow (Salix spp.) are present. Upland areas are dominated by mixed forest including balsam poplar (Populus balsamifera), trembling aspen (Populus tremuloides) and white spruce (Picea glauca). Black spruce, the dominant tree species in boreal bog ecosystems, do generally not produce large-diameter canopies. However, these trees are dense enough in some portions of our study site to obscure the ground surface from passive sensors, as are shrubby vegetation cover types such as Labrador tea. Approximate site location in the province of Alberta (AB) with reference to nearby notable city centers (1a); Estimated distribution of surface complexity classes across the study site (1b). An extensive network of linear disturbances transect the site. Areas between these features are assumed to be undisturbed and indicative of natural boreal treed bog conditions within the region. GCP installation locations, cluster sample and detailed transect points are shown (1b), and described in Section 2.2.1.
Microforms (hummocks and hollows) are well established in undisturbed bog portions of the study area, and generally occur at scales between 30 and 100 cm. However, a network of linear disturbances, including seismic lines, a pipeline right-of-way (ROW), and a roadway, also transect the site.
For the purpose of this research, we stratified the study area into four classes of surface complexity, based upon visual observations of the site conditions: tree cover, anticipated surface irregularity (roughness), and visual homogeneity. The four classes were defined as: 0. Bare Areas; 1. Approximate site location in the province of Alberta (AB) with reference to nearby notable city centers (1a); Estimated distribution of surface complexity classes across the study site (1b). An extensive network of linear disturbances transect the site. Areas between these features are assumed to be undisturbed and indicative of natural boreal treed bog conditions within the region. GCP installation locations, cluster sample and detailed transect points are shown (1b), and described in Section 2.2.1.
For the purpose of this research, we stratified the study area into four classes of surface complexity, based upon visual observations of the site conditions: tree cover, anticipated surface The spatial distribution of surface complexity classes across the study area is displayed in Figure  1b . The approximate areal coverage of each class is estimated as following: Class 0-5%; Class 1-43%; Class 2-36%; and Class 3-16%. Although, Class 0 areas do not occur in naturally peatland ecosystems, including these points in the assessment serves as a baseline for investigating the effects of surface complexity on point cloud accuracy.
Data Sets
Two types of data were aquired for this study: terrestrial surveys and remote sensing observations. Descriptions of the assembly and handling of these data are provided in the following sections.
Terrestrial Surveys
Terrestrial ground surveys were used to assess the capacity of remote sensing to characterize terrain within the study area. A total of 678 points were acquired for this purpose, including 474 from cluster sampling and 204 from systematic transects. The spatial distribution of surface complexity classes across the study area is displayed in Figure 1b . The approximate areal coverage of each class is estimated as following: Class 0-5%; Class 1-43%; Class 2-36%; and Class 3-16%. Although, Class 0 areas do not occur in naturally peatland ecosystems, including these points in the assessment serves as a baseline for investigating the effects of surface complexity on point cloud accuracy.
Data Sets
Terrestrial Surveys
Terrestrial ground surveys were used to assess the capacity of remote sensing to characterize terrain within the study area. A total of 678 points were acquired for this purpose, including 474 from cluster sampling and 204 from systematic transects.
Cluster samples were acquired around 48 locations distributed randomly across the study area ( Figure 1b) . Cluster centers were marked with visible targets that served as ground-control point (GCP) locations for the UAV flights (described below), and so were positioned in locations visible to the sky. As a result, field crews occasionally moved cluster centers up to several meters from their randomly assigned locations. Around each cluster center, field crews surveyed between 6 and 12 points on representative high points (hummocks) and low points (hollows) of terrain, regardless of visibility to the sky.
Additional terrestrial survey points were acquired along three~10 m transects: two located near the access road and a third in an undisturbed location away from the road (Figure 1b ). On these transects, ground elevations were recorded systematically at 10-cm intervals. Visibility to the sky was not a factor in selecting or surveying these transects.
All terrestrial surveys were conducted with a Trimble R4 RTK GNSS system with a base station set up on a nearby survey monument. Average horizontal (x, y) and vertical (z) errors for terrestrial surveys was 0.87 cm and 1.47 cm, respectively.
Remote Sensing Observations
UAV Photogrammetry
Due to persistent full sun conditions, and third-party UAV operator time limitations which prevented early morning or late evening flights, UAV data were collected in two flights on 13 and 14 July, 2016. The first flight was completed in the late afternoon (approximately between 5:00 and 7:00 p.m.) on 13 July and the second in the mid-morning (approximately between 9:00 and 11:00 a.m.) of 14 July. The purpose of conducting two flights was to reduce impacts of deep shadows by collecting complimentary site data with opposing shadow angles, and subsequently using both datasets in point cloud production. Flight data was collected using an Aeryon Scout multirotor platform carrying an HDZoom30 20-megapixel optical camera with global shutter, and approximately 25 min flight duration per battery (3 batteries required to complete flight plan). Moderate average wind speeds were reported for the duration of flight operations (4 m/s on 13 July and 2 m/s on 14 July), and were determined to be acceptable for flight operations as per UAV specifications reported by UAV Geomatics (wind limit of 13.9 m/s) and previous research findings [22, 27] . All flights were conducted at 110 m altitude, with a ground-sample distance of 2 cm or less. Parallel flight lines were configured across the site to generate 80% endlap and 60% sidelap amongst individual photos, and photos were obtained in movement (4 m/s flight speed) to minimize the number of required battery replacements.
Ground control was provided by ten permanent GCPs distributed systematically across the study area, and 48 additional GCPs distributed randomly ( Figure 1b) . As described in Section 2.2.1, these 48 additional GCPs also served as the cluster-center locations for terrestrial surveys. All GCPs were surveyed with the same RTK GNSS system described previously.
Raw UAV photographs were processed using Agisoft PhotoScan [28] to generate a dense point cloud (DPC) and digital orthophotography. In the first step, photo quality was assessed with the Agisoft Photoscan photo-quality assessment tool to determine whether low quality photos (<0.5) existed. From this assessment, all photos were determined to exceed this threshold (reporting > 0.66) and were therefore included in the dataset. Photos were then aligned using camera positions estimated by the onboard GPS during flight, and adjusted with the 10 permanent GCPs in the photos. The sparse point cloud generated through this alignment process was then optimized, with high-error tie points removed, prior to generating a dense point cloud and orthophoto mosaic.
Ground points (i.e., not vegetation) were extracted from the UAV DPC using a combination of LAStools [29] and Cloud Compare [30] software. Cloud Compare is an open-source software package designed specifically for point-cloud processing, and contains significant outlier-removal and noise-filtering tools which we found to work well with photogrammetric data. We used LAStools to perform general tasks such as initial noise filtering, classifying, and merging datasets. This workflow is summarized in Figure 3 .
The classified ground DPC (gDPC) was edited manually to remove outliers that had been missed in the automatic filtering process. Point density of the resultant gDPC was calculated at 84.68 pts/m 2 , although coverage was not uniform across the site and data gaps existed in areas of dense canopy cover. Average point spacing was 13 cm, with a total of 36,880,406 points in the cloud.
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The classified ground DPC (gDPC) was edited manually to remove outliers that had been missed in the automatic filtering process. Point density of the resultant gDPC was calculated at 84.68 pts/m 2 , although coverage was not uniform across the site and data gaps existed in areas of dense canopy cover. Average point spacing was 13 cm, with a total of 36,880,406 points in the cloud. Photogrammetric and point-cloud management software workflow illustrating the process of using UAV flight data to generate secondary (DPC and orthomosaic) and tertiary products (ground dense point cloud (gDPC)) used in this research.
LiDAR
LiDAR for the area was commissioned by Shell Canada and collected, processed, and calibrated by Airborne Imaging in May of 2013. This data was provided to the researchers in LAS format for use in this project. Raw point density of this dataset was reported as 4 pts/m 2 . While we acknowledge the temporal disconnect between the LiDAR data (2013) and those of the UAV and terrestrial surveys Photogrammetric and point-cloud management software workflow illustrating the process of using UAV flight data to generate secondary (DPC and orthomosaic) and tertiary products (ground dense point cloud (gDPC)) used in this research.
LiDAR for the area was commissioned by Shell Canada and collected, processed, and calibrated by Airborne Imaging in May of 2013. This data was provided to the researchers in LAS format for use in this project. Raw point density of this dataset was reported as 4 pts/m 2 . While we acknowledge the temporal disconnect between the LiDAR data (2013) and those of the UAV and terrestrial surveys (2016), we assume that the terrain elevations, which are the focus of this study, remained constant across this time period.
LAStools was used to classify ground points (ASPRS Class 02) from the raw point cloud (overall classification accuracy 96%), and remove noise from LiDAR data. The point density of the processed data was 2.88 pts/m 2 , with approximate point spacing of 0.59 m and a total of 1,731,506 points.
Merged UAV Photogrammetry + LiDAR
A combined UAV photogrammetry + LiDAR dataset was generated by merging the UAV gDPC with the ground points classified from LiDAR using LASmerge. While LiDAR clearly had lower overall point densities than the UAV dataset, it was found to have more consistent data coverage across the site, including densely vegetated areas which corresponded with (sometimes large) gaps in the UAV data. Therefore, the purpose of generating this combined dataset was to determine whether point cloud performance could be improved by using the LiDAR to fill these gaps.
Accuracy Assessments
The capacity of the three remote sensing data sets-(i) UAV photogrammetry; (ii) LiDAR; and (iii) merged UAV photogrammetry + LiDAR-to capture terrain across the study area was asssessed using all appropriate terrestrial-survey points, stratified across the four classes of complexity described in Section 2.1.
UAV Photogrammetry Dataset Performance
A total of 19 GCPs were used to assess the overall accuracy of the dense photogrammetry point cloud (pre-gDPC generation). GCP location and elevation values estimated by PhotoScan were compared with those collected by RTK to determine overall location accuracy (x, y, and z). The comparison of RTK vs reported PhotoScan GCP locations (x, y, z) returned RMSE values of 4 cm, 8 cm, and 13 cm, respectively. These high accuracies were corroborated by mean offset (8 cm) measurements made from the orthophoto.
A rigorous evaluation of terrain accuracy (gDCP) was assessed in two ways; first through comparision of the dataset with all 678 RTK control points, and second by comparing the dataset with with control points stratified by the four classes of surface complexity. Accuracy was determined as the difference between RTK survey point elevations and the nearest point value in the gDCP dataset (gDCP(z) − RTK(z)).
Supplemented LiDAR Performance
The performance of the LiDAR and supplemented UAV photogrammetry+LiDAR datasets were assessed in the same manner as that described for the UAV photogrammetry data (Section 2.3.1 above). Firstly, all suitable RTK points (629 total) were used to assess the overall accuracy, followed by a second assessment of points classified by surface complexity. However, no points were identified in Class 0, since the LiDAR data pre-dated road construction and no alternative bare areas (Class 0) were available. Therefore, we only preformed stratified accuracy assessment for three classes of surface complexity: Low (1); Moderate (2); and High (3).
LiDAR horizontal (x, y) accuracy and vertical (z) accuracy (on flat, hard surfaces) were reported by the acquisition company to be 30 cm and 10 cm, respectively.
Statistical Analysis
Following the example of previous studies [15, 24, 31, 32] , we measured the accuracy and precision of each dataset with root mean squares error (RMSE), average absolute error, mean error, median error, and median offset (the difference between dataset medians).
Since the variance and sample sizes were unequal within the UAV photogrammetry dataset, a robust one-way analysis of variance (ANOVA) and Welch's test were conducted in SPSS software to determine whether significant differences existed between classes of surface complexity (α = 0.05). Following this, a Tamhane pairwise comparison was conducted to determine where significant differences existed. All results were corroborated by a non-parametric Kruskal-Wallis test.
A two-way mixed model ANOVA test (α = 0.05) was conducted on the UAV Photogrammetry and UAV Photogrammetry + LiDAR datasets in SPSS software to determine whether performance was significantly different between classes and between datasets. Based upon these results, a pairwise comparison was not deemed necessary. A second two-way mixed-model ANOVA test (α = 0.05) was conducted on all three datasets (UAV photogrammetry, LiDAR, and UAV photogrammetry + LiDAR) to determine whether statistically significant differences existed between classes, and between datasets. A subsequent pairwise comparison with a Bonferroni adjustment was used to determine where specific significant differences occurred. Tables 1 and 2 summarize the results of the elevation accuracy assessments. Table 2 presents dataset performance across all suitable RTK points, while Table 2 shows elevation accuracies of points stratified by surface complexity. There was no statistically significant difference (F(1, 625) = 0.130, p = 0.718) between the overall (unstratified) results obtained by UAV photogrammetry (average absolute error 31 cm, mean error 27 cm, and RMSE 40 cm), and the 'enhanced' UAV photogrammetry + LiDAR dataset (average absolute error 30 cm, mean error 27 cm, and RMSE 38 cm). However, LiDAR data alone (average absolute error 42 cm, mean error 41 cm, and RMSE 84 cm) performed significantly worse overall (F(1, 625) = 6.041, p = 0.014). All three data sources displayed positive median offsets: 23 cm for UAV photogrammetry, 27 cm for UAV photogrammetry + LiDAR, and 47 cm for LiDAR alone. This same relative pattern-no significant difference between UAV photogrammetry alone and UAV photogrammetry + LiDAR (F(2, 625) = 2.292, p = 0.102); significantly worse performance by LiDAR data alone (F(1, 625) = 6.041, p = 0.014) was also observed in the stratified results (Table 2) , and we also observed a statistically significant class effect (F(2, 625) = 22.924, p < 0.001). Predictably, errors were found to increase with surface complexity, with the best results found in Class 0 (average absolute error 14 cm, mean error −1 cm, and RMSE 15 cm for UAV photogrammetry), and the worst found in Class 3 (average absolute error 42 cm, mean error 37 cm, and RMSE 51 cm for UAV photogrammetry).
Results
Looking specifically at the UAV photogrammetry data, significant differences could be observed amongst surface-complexity classes (ANOVA: F(3, 674) = 36.969, p < 0.001, Welch: F(3, 134.225) = 53.185, p < 0.001). A post-hoc Tamhane pairwise comparison (α = 0.05) revealed that the performance of these data in Classes 0 and 3 were significantly different from other classes (all p < 0.001), while Classes 1 and 2 performed statistically the same (p = 0.381). A non-parametric Kruskal-Wallis test corroborated these findings.
Discussion
We found UAV photogrammetry to perform better than LiDAR in the task of characterizing terrain across our study site, suggesting that the superior point densities delivered by UAV photogrammetry are more important than the enhanced canopy penetrating abilities of LiDAR. While both technologies tended to over-estimate terrain elevation, we found photogrammetric point clouds to be better able to track microtopographic variability (Figure 4) . 'Enhancing' photogrammetric datasets with LiDAR does not appear to be worth the increased technical and financial costs.
Remote Sens. 2017, 9, 715 9 of 13 found in Class 3 (average absolute error 42 cm, mean error 37 cm, and RMSE 51 cm for UAV photogrammetry). Looking specifically at the UAV photogrammetry data, significant differences could be observed amongst surface-complexity classes (ANOVA: F(3, 674) = 36.969, p < 0.001, Welch: F(3, 134.225) = 53.185, p < 0.001). A post-hoc Tamhane pairwise comparison (α = 0.05) revealed that the performance of these data in Classes 0 and 3 were significantly different from other classes (all p < 0.001), while Classes 1 and 2 performed statistically the same (p = 0.381). A non-parametric Kruskal-Wallis test corroborated these findings.
We found UAV photogrammetry to perform better than LiDAR in the task of characterizing terrain across our study site, suggesting that the superior point densities delivered by UAV photogrammetry are more important than the enhanced canopy penetrating abilities of LiDAR. While both technologies tended to over-estimate terrain elevation, we found photogrammetric point clouds to be better able to track microtopographic variability (Figure 4) . 'Enhancing' photogrammetric datasets with LiDAR does not appear to be worth the increased technical and financial costs. While the overall errors reported for UAV photogrammetry data (40 cm RMSE) are nominally worse than those reported by other researchers (21 cm from [13] ; 4 cm from [15] ) we found significant variability amongst surface-complexity classes. Areas of high complexity (Class 3) were found to perform significantly worse than other classes, whose accuracy statistics were more in line with previously published values (Class 0-14 cm; Class 1-21 cm; and Class 2-23 cm). The observation that UAV photogrammetry performed the same across the low and moderate categories of peatland complexity (Classes 1 and 2), suggests that this technology is suitable for characterizing terrain under all but the most-complex conditions. The errors we observed in Class 1 and Class 2 are generally below the scale of microforms (25 cm up to 1 m) across the site, and are therefore likely suitable for mapping microtopography. The fact that highly complex Class 3 areas were relatively rare in our study site-16% of the area as compared to 79% for Classes 1 and 2-lends even further confidence to the notion that UAV photogrammetry can be used to characterize topography in treed bogs such as the one assessed here.
The reduced performance of UAV photogrammetry in highly complex (i.e., heavily treed) areas can be partially explained by the decrease in point density on these sites: 77.5 pts/m 2 overall compared 2 2 2 Figure 4 . A comparison of dataset performance along a detailed transect within an undisturbed portion of the study site (representing a mixture of Classes 2 and 3). Both UAV photogrammetry and LiDAR overestimate 'true' ground-surface elevation, represented in black, though UAV photogrammetry is better-able to capture microtopographic variability. The area in green indicates ground points that were fully covered by vegetation canopy.
While the overall errors reported for UAV photogrammetry data (40 cm RMSE) are nominally worse than those reported by other researchers (21 cm from [13] ; 4 cm from [15] ) we found significant variability amongst surface-complexity classes. Areas of high complexity (Class 3) were found to perform significantly worse than other classes, whose accuracy statistics were more in line with previously published values (Class 0-14 cm; Class 1-21 cm; and Class 2-23 cm). The observation that UAV photogrammetry performed the same across the low and moderate categories of peatland complexity (Classes 1 and 2), suggests that this technology is suitable for characterizing terrain under all but the most-complex conditions. The errors we observed in Class 1 and Class 2 are generally below the scale of microforms (25 cm up to 1 m) across the site, and are therefore likely suitable for mapping microtopography. The fact that highly complex Class 3 areas were relatively rare in our study site-16% of the area as compared to 79% for Classes 1 and 2-lends even further confidence to the notion that UAV photogrammetry can be used to characterize topography in treed bogs such as the one assessed here.
The reduced performance of UAV photogrammetry in highly complex (i.e., heavily treed) areas can be partially explained by the decrease in point density on these sites: 77.5 pts/m 2 overall compared to 86.7 pts/m 2 , 81.3 pts.m 2 , and 91.6 pts/m 2 for Classes 0, 1, and 2, respectively. There are many more 'data holes' in these areas as well (Figure 5 ), reflecting the inability of passive photography to reliably penetrate thick canopies [18] . We had thought that these difficult conditions would be assisted by supplementary LiDAR; this turned out not to be the case in our study site. Not only did UAV photogrammetry + LiDAR fail to perform significantly better than UAV photogrammetry alone in this class (47 cm RMSE vs. 51 cm), but LiDAR data on its own was the worst-performing dataset in Class 3 (58 cm RMSE). While LiDAR is capable of penetrating vegetation canopies to a certain degree, ground point collection is still influenced by vegetation cover [25, 33, 34] , and the point density is far too low overall to accurately capture microtopographic variability ( Figure 5 ).
Remote Sens. 2017, 9, 715 10 of 13 penetrate thick canopies [18] . We had thought that these difficult conditions would be assisted by supplementary LiDAR; this turned out not to be the case in our study site. Not only did UAV photogrammetry + LiDAR fail to perform significantly better than UAV photogrammetry alone in this class (47 cm RMSE vs. 51 cm), but LiDAR data on its own was the worst-performing dataset in Class 3 (58 cm RMSE). While LiDAR is capable of penetrating vegetation canopies to a certain degree, ground point collection is still influenced by vegetation cover [25, 33, 34] , and the point density is far too low overall to accurately capture microtopographic variability ( Figure 5 ). While UAV photogrammetry alone is capable of mapping most treed-bog terrain at acceptable levels of accuracy, its spatial coverage is limited: typically less than 100 ha for UAV platforms, which must fly within visible line of sight. While airborne LiDAR can cover larger areas, it is more expensive to fly, and typically not acquired at point densities sufficient for mapping peatland microtopography. We did not test high-density LiDAR, but our observations suggest that densities would have to exceed 30-50 pts/m 2 in order to be effective at this task.
Potential Sources of Error
All data used in this research are subject to a variety of error sources during collection, processing, and analysis. Firstly, the RTK GNSS system is subject to errors introduced by satellite and radio link connectivity, which is reliant upon external factors such as canopy cover [13] , and differences in measurement techniques between field personnel. In order to mitigate these errors, survey summaries were reviewed to ensure RTK points used in the comparisons were reported at accuracies reasonable for microform scale (<20 cm). Additionally, we maintained consistency in field personnel to reduce errors in ground measurements.
UAV photogrammetry data may be compromised by external factors such as flight and weather While UAV photogrammetry alone is capable of mapping most treed-bog terrain at acceptable levels of accuracy, its spatial coverage is limited: typically less than 100 ha for UAV platforms, which must fly within visible line of sight. While airborne LiDAR can cover larger areas, it is more expensive to fly, and typically not acquired at point densities sufficient for mapping peatland microtopography. We did not test high-density LiDAR, but our observations suggest that densities would have to exceed 30-50 pts/m 2 in order to be effective at this task.
UAV photogrammetry data may be compromised by external factors such as flight and weather conditions. To offset these sources of error, multiple flights were conducted to address deep shadows resulting from full sun conditions, as described in Section 2.2.1. Additionally, flights were completed in low to moderate wind (<4 m/s) and dry conditions (little to no standing water and/or moisture present at surface in vegetated areas) to reduce errors associated with these factors. Standing water was observed along the newly constructed roadway, which may have increased errors associated with Class 0 areas. However, as Class 0 areas do not occur naturally within peatland ecosystems, correcting for this source of error was not deemed a priority. Increased overlap may have improved overall model accuracies in areas of highly complex terrain, and should be considered in similar future studies. The distribution and number of GCPs was determined to be adequate for the study area, and not a major anticipated source of error, as ten GCPs per km 2 is a well-established standard in aerial photogrammetry [35, 36] .
Conclusions
The primary objective of this research was to evaluate the capacity of UAV photogrammetry to characterize terrain elevation in a boreal treed bog across four categories of vegetation/surface complexity: bare, low, medium, and high. Photogrammetric data were found to perform well under all but the worst (heavily treed) conditions, with RMSE accuracies ranging from 14-23 cm. Based on this assessment, we suggest that UAV photogrammetric technology provides a reasonable foundation for supplementing or even replacing traditional RTK GNSS ground surveys for characterizing peatland terrain in low-and moderately complex conditions. While positive elevation offsets can be expected to occur, the high point density provided by this technology is generally capable of tracking microtopographic terrain undulations. This capacity can be expected to diminish (we documented 42 cm RMSE) in areas of high surface complexity due to the inability of passive photography to reliably penetrate thick vegetation canopies. As a result, site conditions should be considered carefully prior to adopting this technology in peatland-terrain-mapping applications, and researchers should determine whether or not the anticipated accuracies will meet the intended purpose.
We also assessed the value of supplementary LiDAR over the same gradient of complexity, anticipating that the enhanced canopy penetrating capacity of this technology might work well with the enhanced point densities provided by photogrammetry. However, we found no support for this concept, suggesting the type of low-density (ours was 2.88 pts/m 2 ) LiDAR data typically available to researchers is not worth the increased technical and financial costs.
Peatlands are highly diverse, and we would encourage additional studies aimed at characterizing terrain at other study areas, and under different conditions. In particular, it would be interesting to assess the impact of phenological condition (leaf-on, leaf-off), shadow, and atmospheric effects on UAV photogrammetry. The capacity of the technology seems tightly tied to the ability to photograph the ground reliably. Moving from general terrain characterization (spot elevations) to true microtopographic mapping (classifying hummocks and hollows) is another logical next step.
