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Abstract
The nonlinear dynamics of black holes is an increasingly relevant topic of which little
is known. In this thesis, we study the full nonlinear dynamics of black holes, as well as
their linear behavior, and combine them to find a comprehensive picture of the processes
involved. In particular, we study the dynamics of unstable black holes in asymptotically
anti-de Sitter spacetimes. We study their general behavior and approach to the final
equilibrium state. In the first part of this work, we present linear studies of charged
scalar field perturbations of Reissner-Nordström anti-de Sitter (RN-AdS) black holes in
the small and large black hole regimes. We present their quasinormal mode spectra, iden-
tify the known mode families—superradiant modes, zero-damped modes, AdS modes, and
the near-horizon mode— and track their migration under variation of the black hole and
field parameters. We present results of the full nonlinear studies of perturbed small and
large RN-AdS, showing the nonlinear development of the unstable superradiant modes.
For generic initial conditions, charge and mass are transferred from the black hole to the
scalar field, until an equilibrium solution with a scalar condensate is reached. Additionally,
we use the results from the linear analysis to construct special initial data corresponding
to an unstable overtone mode. We find that these special data evolve to produce a new
equilibrium state, an excited hairy black hole with the scalar condensate in an overtone
configuration. This state is, however, unstable, and the system eventually decays to the
generic end state. This demonstrates the potential relevance of overtone modes as tran-
sients in black hole dynamics. In the second part of this work, we present linear and
nonlinear studies of a planar Schwarzschild-AdS black hole and two massive scalar fields.
Above the critical energy density the system reaches an equilibrium state where one of the
scalars forms a condensate and the other vanishes. Below the critical energy density, how-
ever, the system displays an instability at the linear regime. We present results of the full
nonlinear development of this instability where a suitable equilibrium condensate does not
exist. Indeed, we present compelling evidence that during the dynamics arbitrarily large
curvatures are uncovered in the vicinity of the horizon, which turn such region singular in
finite time with respect to the boundary observer.
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This thesis is devoted to the study of black hole dynamics. We do so by examining the
interaction of scalar fields and black holes in asymptotically anti-de Sitter (AdS) space-
times. In particular, we study the interaction of a charged (complex) scalar field and an
electrically charged Reissner-Nordström black hole in asymptotically AdS, as well as the
dynamics of two scalar fields in the presence of a planar Schwarschild-AdS black holes.
We use linear analysis tools to establish mode stability, or lack thereof, followed by a full
nonlinear development of the dynamics. Not only we present a detailed analysis of the
dynamics, but we also elucidate the end state of the superradiant and the near-horizon
instabilities, within the context of the aforementioned models.
A strong motivation to understand the nonlinear dynamics of black holes comes since
the ’90s, where developments in gravitational waves pointed out their potential to shed light
on dark matter models. In particular, LIGO/Virgo observations could reveal or constrain
the nature of the dark matter candidates. Similarly, after the proposal of the gauge/gravity
duality, the nonlinear dynamics of black holes became relevant to understand their dual
strongly coupled field theories. In particular, the duality was used to construct simple
superconductor models, where the nonlinear dynamics are highly relevant.
Dark Matter
The theory of General Relativity (GR) describes how matter interacts gravitationally. In
addition to providing a new perspective to the origin and evolution of the Universe, it also
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predicted the existence of astrophysical black holes, as well as the existence of gravitational
waves.
On the other hand, the interactions at very small scales are accurately described by the
Standard Model of particle physics. It provides an incredibly precise understanding of the
fundamental building blocks of matter, however, the description of gravity at these very
small scales is still missing.
It has become increasingly clear that our Universe is incompatible with either GR on
the large scales, or the Standard Model. The analysis of the rotation curves of galaxies
showed some “anomalies” that could only be explained by either assuming a large amount
of unseen dark matter or by assuming a deviation from the known laws of gravitation
at large scales [7, 8, 9]. Similarly, the study of supernovae observations have provided an
insight into how the universe is expanding [10]. Confirmation of these observations provides
robust evidence that the baryonic matter is not the main contributor to the composition
of the Universe, at ∼ 5%. The remaining 95% is not well understood, and is composed
of a dark matter contribution, ∼ 27% of the Universe, while dark energy makes up for
∼ 68% of the Universe [11, 12]. Dark matter is necessary to explain the apparent existence
of more matter than what is actually observed [8, 9], while the cosmological acceleration
relies on dark energy as its key ingredient [10]. Both of them still remain a mystery given
that dark matter has never been detected experimentally on Earth, and the magnitude
of the cosmological constant necessary to explain dark energy is 120 orders of magnitude
smaller than what predicted with quantum field theory [13].
A general aspect, of some proposals, to solve the dark matter problem or the acceler-
ated expansion of the Universe, is the prediction of new fundamental degrees of freedom.
Fundamental bosonic fields, in particular, are a quite generic and well-motivated feature
of extension to the Standard Model, and to modified theories of gravity.
In contrast to the elementary bosons, which are either massless or massive ∼ 100 GeV,
(pseudo)Goldstone bosons of spontaneously broken global symmetry give rise to small but
non-vanishing particle masses. In fact, a well-motivated candidate for such a particle is the
QCD axion, a pseudoscalar particle coupled to the QCD instanton number and invariant
under the Peccei-Quinn symmetry. An axion potential, which gives rise to a solution for
the strong CP problem, is generated when the symmetry is explicitly broken by the QCD
instanton effects. As a result the axion acquires a mass of ∼ 10−10eV. Not only this ultra
light boson can solve the strong CP problem, but it is also an interesting candidate for
cold dark matter [14, 15, 16].
The Compton wavelength of the QCD axion can be, thus, comparable to the size of
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stellar mass black holes (in geometric units) 1. A large numbers of axions with masses
lower than ∼ 10−10eV, however, might arise from “generic” string compactifications. This
motivates the search for, not only the QCD axion, but ultra light bosons in the mass range
∼ 10−22 − 10−10eV, which can interact with stellar or galactic astrophysical black holes
through superradiance.
A bosonic field can extract energy from a rotating black hole through superradiant
scattering [17, 18], resulting in the increase of the field’s amplitude. If, in addition, the
field is reflected by a potential barrier sufficiently far away, then this amplification process
repeats itself, resulting in an effective exponential growth. This is know as the superradiant
instability. In fact, the presence of a massive boson can give rise to a potential barrier.
The boson field, then, can tap into the rotational energy of the black hole, leading to an
axioninic Bose-Einstein condensate cloud rotating around the black hole.
It is, then, of wide interest to have a more complete picture of the dynamics and the
end point of the superradiant instability. It may even lead to observable gravitational
wave emission associated to axion transitions between different levels, and with axion
annihilations to gravitons [19, 20]. In astrophysics, this instability can be used to constrain
the mass of the ultra light bosons2 and, thus, dark matter models. Testing physics beyond
the Standard Model and GR is starting to become a possibility given the increasing number
of observations in high-energy astrophysics, and gravitational-wave astronomy.
Global anti-de Sitter (AdS) spacetime has a timelike boundary at infinity that can play
the role of the potential barrier for asymptotically AdS black holes. Rotating black holes
in asymptotically AdS are subject to the superradiant instability [21, 22, 23]. A similar
process occurs for (charged) Reissner-Nordström (RN) black holes [21, 24, 25, 26], with
the charge playing the role of the angular momentum.
When perturbations are small a linearized analysis is suitable. Several studies have
determined the quasinormal mode spectra of Kerr-AdS [22, 27] and RN-AdS [4, 28]. As
the perturbation grows, however, the backreaction onto the spacetime becomes significant,
and the linearized description breaks down.
1In geometric units, G = c = 1, the wavelength of the bosonic field λa and the mass of the black hole
M should satisfy M/λa ∼ 1.
2Astrophysical constraints can be set on axion-like (pseudo)scalar particles, as well as more general
massive vector boson fields like a massive dark photon.
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Holographic Superconductors
The gauge/gravity duality, which also goes by the name of anti-de Sitter (AdS)/ conformal
field theory (CFT) conjecture, has provided additional motivation for studying black holes
in asymptotically AdS spacetimes. In the AdS/CFT correspondence, a large static black
holes correspond to thermal states in the CFT. The timescale to reach a thermal equilibrium
in a strongly coupled CFT will be given, then, by the decay timescale of a black hole
perturbation described by the imaginary part of its quasinormal frequency. Black hole
equilibration is, thus, believed to be holographically dual to thermalization of strongly
coupled field theories, whereas instabilities seem to describe phase transitions [29].
In particular, within the AdS/CFT context, holographic superconductors have been
constructed. The minimal ingredients for this model are a plane symmetric black hole in
AdS, a Maxwell field and a charged scalar field. The black hole provides the notion of tem-
perature in the CFT through its Hawking temperature. The charged scalar fields, in the
black hole AdS spacetime, describes the condensate in the superconductor. A non-trivial
condensate corresponds, then, to a non-trivial configuration of the field outside the black
hole. This is usually called black hole “hair” or “scalar hair”. Above a critical temperature
the system is stable and develops no hair. Below a critical temperature, however, this sys-
tem gives rise to an instability which forms scalar hair, and, thus, holographically indicates
a phase transition. This model, then, has captured the basic elements to describe a super-
conductor in which a condensate forms at low temperatures, but not at high temperatures
[30].
At lower temperatures, i.e. as the black hole approaches extremality, the planar RN-
AdS black hole is subject to the near-horizon scalar condensation instability [30], which
lead to a hairy black hole under dynamical evolution [31]. The nature of the instability is,
in fact, related to the Breitenlöner-Friedman (BF) bound, which depends on the dimension
and the radius of curvature of the AdS spacetime. The spacetime is stable provided the
squared mass of the scalar field satisfies the bound. Remarkably, AdS spacetimes can
support scalar fields with negative squared mass as long as they are above the BF bound
provided by that spacetime. Extremal planar RN-AdS black holes have a near-horizon
geometry which is AdS2 × R2. This in turn provides a near-horizon BF bound, which
is less restrictive than the global bound. If the negative squared mass of a scalar field
does not satisfy the near-horizon BF bound, then, an instability arises. We refer to this
instability as the near-horizon instability. This type of instability can be thought of as
the trivial value for the scalar field being unstable and the field rolls off the potential,
thus, forming a condensate. The instability halts when the amplitude of the scalar field is
significant enough to backreact onto the geometry, hence, modifying the geometry. Indeed
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the near-horizon geometry will no longer be AdS2 × R2, rendering the near-horizon BF
bound irrelevant, and the stability of the spacetime will be provided by the global BF
bound.
Our comprehensive study of charged scalar perturbations of charge black holes in AdS
reveal the presence of the superradiant instability and the near-horizon instability in the
case the horizon topology is a sphere. We provide nonlinear studies of these instabilities
elucidating their end state, which plays a role in determining the final thermal state.
Additionally, we study the behavior of a class of exotic black holes which are dynamically
unstable due to the near horizon instability.
Classical General Relativity
Questions of black hole instabilities are of theoretical interest in classical General Relativity.
Astrophysical black holes form by gravitational collapse, which is a time-dependent process.
We expect the final isolated black hole, however, to settle down into a time-independent
equilibrium state. It is desirable to classify all of these equilibrium configurations, i.e.
finding all possible stationary black holes solutions of the vacuum Einstein or Einstein-
Maxwell equations. Through a series of uniqueness theorems due Hawking, Carter and
Robinson in the ’70s [32, 33, 34], it was established that all isolated black holes in Einstein-
Maxwell theory are described by the Kerr-Newman family. Black holes in this theory are,
then, very simple objects, defined by at most three parameters: the mass, the electric
charge and the angular momentum. It is generally accepted that astrophysical black holes
are neutral to a very good approximation, due to electron-positron pair production [35]
and charge neutralization by astrophysical plasma. The geometry of astrophysical black
holes in GR is, therefore, simply described by the two-parameter Kerr metric [36].
An observation of a black hole with a metric that deviates from the Kerr family would
point in the direction of a departure from standard physics, either in the gravitational or the
matter sector. More recently, developments in cosmology and string theory have encour-
aged the studies of uniqueness theorem or “no-hair” theorems in higher dimensional black
hole spacetimes and black holes in the presence of many new matter field combinations.
In this work we provide examples of entropically favoured hairy black holes in AdS.
We construct these black holes through dynamical evolution, which are the end state of
the charged superradiant instability. We also show the nonlinear development of a planar
Schwarzschild-AdS with two interacting scalar fields, with particular boundary conditions
at the AdS boundary, that give rise to the near-horizon instability. In this case, it gives rise
to a runaway instability, and leads to a violation of the spirit of the weak cosmic censorship
5
conjecture. Indeed, arbitrarily high curvature close to the event horizon seem to no longer
be hidden from an observer at infinity.
1.2 Summary and Organization of the thesis
In this work we present the full nonlinear behavior of different types of instabilities of black
holes in asymptotically anti-de Sitter spacetimes. We will first focus on a charged black hole
in asymptotic anti-de Sitter spacetime perturbed by a charged scalar field. Linear studies
[4] have identified that the system is unstable under charged scalar field perturbations by
means of the superradiant instability. The final fate of the system under this instability,
however, has not been elucidated. We present a comprehensive analysis following the
dynamics from the linear regime of the instability, at early times, through to the nonlinear
regime, where we identify some complex dynamics that take place at intermediate times,
and up until the spacetime reaches a stationary state at late times. In fact, with this
dynamical study we elucidate the end state of the instability and show its connection
to the linear instability. As the linear perturbation grows it interacts nonlinearly with
the black hole extracting charge and mass. Eventually, due to the energy extraction, the
instability stops and settles into a stationary state. We show that the end state of the
superradiant instability is a stationary configuration of a charged black hole with a non-
trivial profile of the charged scalar field. The amount of charge in the black hole and in
the scalar field change parametrically with the gauge coupling. Indeed, we find solutions
were the scalar field has extracted nearly all of the charge from the black hole, resulting in
a Schwarzschild-AdS black hole surrounded by a distant low-mass, high-charge scalar field
condensate.
Large charged black holes in asymptotically AdS have enjoyed less attention. In fact,
less is know about the effect of the superradiant instability or lacktherof. A near-horizon
instability, however, has been identified in the linear regime for planar and spherical hori-
zons alike [30, 37]. We perform linear stability and nonlinear dynamical studies of the large
charged black hole in asymptotic AdS under a charged scalar perturbation. Through the
linear analysis we produce a comprehensive mode picture and use it as a stepping stone for
the nonlinear analysis. We identify the known near-horizon instability for near-extremal
black holes, as well as modes which are unstable under the superradiant instability. Al-
though the two instabilities are different in nature, we show they coexist in a region of
the parameter space for large black holes. We elucidate the fully nonlinear dynamics of
both instabilities and show their hairy black hole end states. As a final demonstration,
we construct initial data consisting of several superradiant modes, such that the solution
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cascades through a series of unstable excited black hole equilibria.
Lastly, we study the nonlinear development of a planar Schwarzschild black hole in
asymptotically AdS with two massive scalar fields with a non-trivial coupling, and partic-
ular boundary conditions. The system is largely motivated by holographic models such as
the ones presented in [38, 39], and shares some properties with the holographic supercon-
ductors of [40, 29]. A planar RN-AdS black hole can grow a non-trivial neutral scalar profile
due to the near-horizon instability. The instability is directly linked to the Breitenlohner-
Friedman bound of the near-horizon region. The scalar field condensate, then, is localized
close to the horizon. We introduce an extra scalar field coupled to the original field that
condensates, and study how the near-horizon instability is triggered dynamically for this
new field. We elucidate the final fate of this dynamical instability with fully nonlinear
dynamical evolution. Our nonlinear analysis points in the direction that the end state of
this dynamical instability is a singular solution reached in finite time, which would violate
the spirit of the weak cosmic censorship conjecture. Observers far away can be reached
by signals emanating from spacetime regions with an arbitrarily high curvature. We show
how the Kretschmann at the apparent horizon and the event horizon blow up in finite
asymptotic time.
In Chap. 2 we introduce the model used in Chaps. 3 and 4 as well as the equations of
motion of the system. Additionally, we present the approach taken for the linear analysis,
and for the generation of special initial data consisting of several modes which are relevant
for Chap. 4. In Chap. 2 we present the basic coordinate choices made, as well as the main
characteristics of our implementation.
Chap. 3 we study the nonlinear scattering of a charged scalar field off a small charged
black hole in AdS. In particular, we elucidate the end state of the superradiant instability,
and explore how it changes parametrically with the charge of the field. We compare our
results in the linear regime with perturbative results to validate our code.
Chap. 4 is devoted to the linear and nonlinear analysis of a large charged black hole in
AdS. We present a comprehensive picture of the mode spectrum for small and large black
holes, alike, and provide evidence for two instabilities in the large black hole regime. Then,
we follow the nonlinear development of the near-horizon and the superradiant instabilities.
We compare the end state of the superradiant instability in the large and small black hole
regimes. Furthermore, we construct special initial data containing specific superradiant
modes and show that the solution cascades through a series of unstable excited hairy black
hole equilibria.
In Chap. 5 a system largely motivated by holographic superconductors is studied. In
particular, we study a planar Schwarschild-AdS black hole with two massive scalar fields,
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one with negative squared mass and the other with positive squared mass, with a non-
trivial interaction between them. We show the linear stability of the planar Schwarzschild-
AdS black hole with a tachyon condensation. Furthermore, we present evidence that
above the critical energy density, in the linear regime, the non-tachyonic scalar field decays
exponentially without oscillations. On the other hand, below the critical energy density it
displays a non-oscillatory exponential growth. We explore the fully non-linear development
of both cases. We present compelling evidence that in the unstable case the non-tachyonic
field grows without bounds, leading to a divergent behavior of the Kretschmann scalar and
the area of the event horizon.
As final remark, we make use of Geometric units throughout the thesis, i.e. G = c = 1,
we work in d = 4 dimensions, the metric signature is (−,+,+,+), and Latin indices range




The most general vacuum black hole solution to Einstein equations, in four-dimensional
asymptotically flat spacetimes, is the (uncharged) Kerr metric with mass M and spin J =
aM . The study of a minimally coupled scalar field perturbation in the Kerr background was
studied in [41], where they reported the separability of the equation. Teukolsky showed that
the perturbation equation decoupled and separate for all Petrov type-D spacetime, if one
works directly with the curvature invariants [42]. Physically Petrov type-D spacetimes are
associated with the gravitational field of massive object, which is completely characterized
by its mass and an angular momentum. This approach is based on the Newman-Penrose
formalism, in which one introduces a tetrad of null vectors l, n, m, and m∗, at each point
in the spacetime. All tensors are, then, projected onto this null tetrad. Together with the
Einstein equations, it gives rise to the Newman-Penrose equations, which link the tetrad
vectors, the spin coefficients, the Ricci tensor, the scalar curvature and the Weyl tensor
[43]. The most relevant perturbation variables are the Weyl scalars Ψ0 and Ψ4, which
both vanish in the background spacetime. They are obtained by contracting the Weyl
tensor Cµνλσ with the tetrad vectors
1. Roughly speaking, these quantities describe the
ingoing and outgoing gravitational radiation. Analogous quantities for the electromagnetic
perturbations can, similarly, be constructed by contraction of the Faraday tensor with a
combination of the null tetrad. Then, the spin-s field is Fourier-transformed and expanded
into spin-weighted spheroidal harmonics










1Ψ0 = −Cµνλσlµmν lλmσ describes the ingoing gravitational waves, whereas Ψ4 =
−Cµνλσnµm∗νnλm∗σ describes the outgoing radiation.
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where Ψs is the so-called master variable. The field’s spin weight is equal to s = { 0, ±1/2,
±1, ±2} for scalar, Dirac, electromagnetic and gravitational perturbations, respectively.










sSlm = 0 (2.2)
∆∂2rRlm + (s+ 1)(2r − 2M)∂rRlm + V (r)Rlm = 0 . (2.3)
Where u ≡ cos θ, ∆ = (r − r+)(r − r−) with r± the Cauchy and the event horizon, and
with a potential









The solution to the angular equation is known as spin-weighted spheroidal harmonics, and
it reduces to spin-weighted spherical harmonics when the spin of the black hole vanishes.
The separation constant sAlm in the general cases is a non-trivial problem. Finally, upon
the appropriate transformation of variables the radial equation can be reduced to a one-
dimensional Schrödinger equation with an effective potential. In a nutshell, these equations
describe the perturbations of black holes due to linearized field of spin s.
With boundary conditions such that at the event horizon only ingoing waves are present
and at infinity only outgoing waves are allowed, then, the solution to these equations are
quasinormal modes (QNM). They have a definite complex frequency ω = ωR + iωI that is
the quasinormal frequency, and physically represent the relaxation of the black hole upon
the perturbation. There is a discrete set of possible value for ω in the complex plane. The
real part of the frequency ωR corresponds to the oscillation frequency, and the imaginary
part of the frequency ωI , if negative, governs the decay rate over time. If, in fact, the
ωI is negative, then, the black hole relaxation will vanish in time as a superposition of
damped oscillations. These quasinormal frequencies can be used to identify black holes,
given that they depend on the black hole parameters such as the mass, charge and the
angular momentum.
With this in mind we will rederive the radial equation for a charge scalar perturbation
on a Reissner-Nordström-AdS background, and use it to find the quasinormal frequencies.
Indeed, by studying the QNM spectra we can determine whether an instability is present,
as well as understanding the mode structure of the spacetime. Finding a quasinormal
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frequency with a positive imaginary frequency would lead to an exponential growth, at
least in the linear regime. We would then have to analyze the full nonlinear behavior in
order to understand the full extent of such instability. Moreover, spacetimes can have
several families of quasinormal modes associated with different features of the geometry.
In the quasinormal mode spectrum there may be modes associated to the near-horizon
geometry or to the asymptotics of the spacetime, for instance. Successfully identifying
these families of modes will allow us to understand the types of instabilities at play.
In what follows, we show the explicit radial equation we solve and provide details of
our implementation of Leaver’s method [44, 45] to the charged scalar perturbation of RN-
AdS. In Uchikata et al. [4], the onset of the superradiant instability was established for
small black holes in the linear regime. We introduce they key concepts for our numerical
implementation of the full nonlinear equation to evolve the superradiant instability well
into the nonlinear regime and elucidate its final state. This results will be presented in
Chap. 3 and 4.
2.1 Linearized Analysis of RN-AdS spacetime
2.1.1 Model
We will consider Einstein gravity with a negative cosmological constant, coupled to Maxwell
and massive charged scalar field, we follow the conventions of [30]. The Lagrangian density
is, thus,











where Da ≡ ∇a − iqAa is the gauge covariant derivative, and q is the gauge coupling.
We work in d = 4 dimensions and GN is Newton’s constant. The first two terms are
the Einstein-Hilbert Lagrangian plus a negative cosmological constant, thus, the simplest
solution to the equations of motion is anti-de Sitter spacetime.































∇b (∇bAa −∇aAb) = iqψ∗Daψ − iqψ(Daψ)∗, (2.9)
and the Klein-Gordon equation,
DaDaψ −m2ψ = 0. (2.10)
We restrict the problem to spherical symmetry. Hence, the metric
ds2 = −f(r)dt2 + 1
f(r)
dr2 + r2dΩ22, (2.11)
where the metric function


















and vanishing scalar field, ψ = 0, solves the field equations. This corresponds to a charged
black hole solution in anti- de Sitter (AdS) spacetime. Where L is the AdS length scale,
M and Q are the Abbott-Deser (AD) mass and charge, respectively. We can see that
M = 0 and Q = 0 we recover empty AdS, if Q = 0 we have a Schwarzschild-AdS black
hole solution, and if L, M , and Q are non-vanishing we have a Reissner-Nordstrom-AdS
black hole (RN-AdS) solution.
The C dt term in the Maxwell field corresponds to pure gauge. It is common to choose
C = Q
rH
to set A(rH) = 0, which is convenient for studying the near-horizon geometry.
For our numerical implementation and the linearized analysis we will take C = 0, so that
A(∞) = 0. Under a gauge change C → C + ∆C, the scalar field undergoes a frequency
shift ψ → eiq∆Ctψ.
The metric Eq. (2.11), with metric function Eq. (2.12) with non-vanishing L, M , and




Λ being the cosmological constant. The event horizon r+ and the Cauchy horizon r− are
the two real roots of f(r) = 0, as depicted in its Penrose diagram in Fig. 2.1. Thus, we
































and requiring its positive definiteness we can constrain the charge Q as follows






where Qext is the maximum value for the charge. We use the ratio
0 ≤ α ≡ Q/Qext ≤ 1 (2.17)
to quantify the amount of charge in the black hole. In Sec. A.1 we express the metric
function, the mass and the charge in terms of the inner and outer horizon radii r− and r+,
respectively.
2.1.2 Separation of the Klein-Gordon Equation
While equations (2.6), (2.9), and (2.10) describe the fully nonlinear evolution of the system,
we will use perturbation theory to first approach the problem, that is we will consider
the scalar field ψ to be small of order O(ε). In doing so, we will be able to obtain the
quasinormal mode frequency and radial profile of the modes which will be needed in the
analysis and discussion further down the line. Given that the stress-energy tensor in Eq.
(2.6) and the current in Eq. (2.9) are quadratic in the scalar field, to order O(ε) the
gravitational and the gauge sectors remain the same. It can be thought of as the scalar
field propagating on a fixed Reissner-Nordstrom-AdS geometry. The backreaction onto the
metric and the gauge field comes at order O(ε2) in the scalar field.
Assuming the charged scalar field is propagating on the Reissner-Nordstrom-AdS back-
ground, the equation for a minimally coupled charged scalar field in this curved spacetime
is
(∇a − iqAa) (∇a − iqAa)ψ −m2ψ = 0. (2.18)
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II
Figure 2.1: Penrose diagram for a part of the maximal analytical extension of Reissner-
Nordström-AdS black hole Eqs. (2.11) and (2.12). The dark blue lines are the future/past
outer event horizons H± at r+. The light blue lines are the inner Cauchy Horizons at r−.
The red squiggly lines are the singularity at r = 0, and the thick black vertical lines are
the AdS timelike boundary I .
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ψ = 0. (2.19)
Separating the equation using the ansatz
ψ(t, r, θ, φ) = e−iωtR(r)Ylm(θ, φ), (2.20)
where Ylm(θ, φ) are the usual spherical harmonics, R(r) is the radial wavefunction and ω is a
complex frequency. Then the Klein-Gordon equation (2.18), in Schwarzschild coordinates,












− l(l + 1)−m2r2
)
R = 0. (2.21)
Furthermore, we have chosen the gauge C = 0 for the Maxwell field, in Eq. (2.13). The
charge of the black hole is denoted by Q, q is the gauge coupling, m is the mass of the
scalar field, and f is the metric function of Eq. (2.11). We will use this form of the radial
equation to compute the quasinormal frequencies. Additionally, in what follows, we will
also use the radial equation in ingoing Eddington-Finkelstein coordinates to obtain the
radial function related to each individual frequency.
Solving Eq. (2.21) is not a trivial matter since we need to know the value of the
frequency ω corresponding to the radial solution R(r) we’re looking for. The frequencies ω
are not purely real frequencies as would be the case for perturbed non-dissipative physical
systems, they are complex frequencies displaying the fact that gravitational systems are
dissipative systems. The imaginary part of the frequency will inform us on the timescales
involved for the perturbation to decay away.
2.1.3 Quasinormal frequencies
The study of black hole perturbations due to linearized fields of spin s can be reduced to
the study of a Schröginger-type equation of the form
d2Ψs
dr2∗
+ (ω2 − Vs)Ψs = 0, (2.22)
the subscript s refers the the spin of the field and will be set to s = 0 henceforth, Ψs is the








with f the metric function of Eq. (2.11). To determine the modes of oscillations of the black
hole, we have to solve this ordinary differential equation with the appropriate boundary
conditions at the horizon (r∗ → −∞) and at spatial infinity (r∗ →∞).
The boundary conditions at the horizon correspond to only ingoing modes, since clas-
sically nothing should leave the horizon. For most spacetimes the potential V → 0 as
r∗ → −∞. In this limit the solutions to the wave equation Eq. (2.22) behave like
Ψ ∼ e−iω(t±r∗). Choosing only the ingoing modes, which correspond to the plus sign,
the boundary condition at the horizon takes the form
Ψ ∼ e−iω(t+r∗), r∗ → −∞ (r → r+). (2.24)
The boundary conditions at spatial infinity for asymptotically anti-de Sitter spacetimes
differs from the general approach of only outgoing waves at spatial infinity in asymptotically
flat. When the cosmological constant does not vanish, then, the field must behave like
Ψ ∼ A
r2
+Br, r →∞, (2.25)
for a scalar field perturbations. For regular scalar perturbations we need B = 0, corre-
sponding to Dirichlet boundary conditions at infinity. For electromagnetic and gravita-
tional perturbations the boundary conditions have a slightly different decay at infinity,
and the boundary conditions one has to impose are less clear.
In our case, the perturbation of a RN-AdS black hole by a charged scalar field, we can
rewrite the radial equation Eq. (2.21) in the Schrödinger-like form of Eq. (2.22) with the
potential















where r is defined in terms of r∗ through Eq. (2.23).
From the previous analysis we can obtain the appropriate boundary conditions for the










4m2L2+9−3) as r →∞.
. (2.27)
We require the solution to decay at infinity so we take the solution with the minus sign as
r →∞, this corresponds to reflecting boundary conditions at the AdS boundary. For the
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ingoing wave conditions at the horizon we choose the minus sign of the solution, as well,
as r → r+.
To determine the QNM and their frequencies we solve the eigenvalue problem presented
in Eq. (2.22), with boundary conditions Eq. (2.27). We will use the continued fraction
method to compute the QNM frequencies. Leaver used this method to compute the QNM
frequencies of Schwarzschild and Kerr geometries in asymptotically flat [44, 46, 45].
We compute these QNM frequencies following Leaver’s general approach [44, 47], where
we expand the solution as
R(r) = (r − r+)A(r − r−)B−AF (u), (2.28)
where
A = − iL
2r+ (r+ω − qQ)





4m2L2 + 9 + 3
)
, (2.30)
and where F (u) is a new unknown function with u = (r− r+)/(r− r−). If F is smooth on
u ∈ [0, 1] then R satisfies the desired asymptotic conditions.






with u as defined above. Using the series expansion form of Eq. (2.28) we substitute it
back into Eq. (2.21). We obtain a recursion relation for the an, which can be simplified
into a three-term recursion relation using Gaussian reduction. Thus, we obtain a relation
of the form
α0a1 + β0a0 = 0,
αnan+1 + βnan + γnan−1 = 0, n ≥ 1,
(2.32)
where αn, βn, and γn depend on the parameters of the system and the frequency ω. If the
series Eq. (2.31) converges uniformly for some value ω, then that value of the frequency
corresponds to a quasi-normal frequency.
The method relies on the fact that the power series Eq. (2.31) converges uniformly if
the continued fraction −γ1
β1 − α1γ2β2− α2γ3β3−···
(2.33)
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converges. Furthermore, if it is in fact the case that the continued fraction converges then
it converges to a1/a0. This allow us to close the recurrence relation Eq. (2.32) with
−γ1




We solve Eq. (2.34) by truncating the continued fraction up to a number N of terms. The
accuracy of the method will depend directly in the number of terms included. We use the
numerical values of ω that solve Eq. (2.34), given N , as the quasi-normal frequencies.
The continued fraction method is a successful algorithm to compute the QNM frequen-
cies, specially overtone frequencies, however, it is purely numerical [44]. Other methods,
for example the WKB approximation or the Pösch-Teller approximation, rely on approx-
imating the potential and finding analytic solutions to the radial wave function and the
QNM frequencies [48]. The analytical intuition, however, comes at the cost of the precision
in the QNM frequencies.
2.1.4 Radial function
In Chapter 4 we will use special initial data which we construct by solving the radial
equation. We use ingoing Eddington-Finkelstein coordinates for the full nonlinear evolution
of the system. Hence, we will solve the radial equation in those same coordinates. To do so
we use our implementation of Leaver’s method which provides the quasi-normal frequency
spectrum for a complex scalar field perturbation on a RN-AdS background.
In fact, one could obtain the radial profile from the series expansion Eq. (2.28) using
up to a number N of terms and apply an appropriate coordinate transformation. Our
goal is to include as little (numerical) noise as possible, however, and solving the radial
equation in the same coordinates than the nonlinear evolution code proved to be our most
successful approach. We know that the quasi-normal frequencies are robust by performing
convergence analysis, and we choose the number of terms N included in the series expansion
within this convergent regime.
We set the background metric to ingoing Eddington-Finklestein coordinates
ds2 = −f(r)dv2 + 2dvdr + r2dΩ22. (2.35)
We use this metric to compute the equation of the charged scalar field propagation on a
RN-AdS background Eq. (2.18). Then, we make a mode decomposition of the complex
scalar field
ψ(v, r, θ, φ) = e−iωvR(r)Ylm(θ, φ), (2.36)
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where Ylm are the usual spherical harmonics, and with the ingoing null coordinate v = t+r∗.














−m2 − l(l + 1)
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where the primes denote radial derivatives, f is the metric function of Eq. (2.35), Φ is the
electrostatic potential, and we have set the separation constant λ = l(l + 1) to zero.
To obtain the radial profiles for individual modes we will solve Eq. (2.37) for each
desired frequency ω, with reflecting boundary conditions at the AdS boundary. With this
approach we are able to construct precise radial mode functions for different overtones
(n = 0, 1, 2, . . .). In Chapter 4 we will use this procedure to construct radial overtone
mode profiles which we will use as special initial data, and evolve nonlinearly.
2.2 Characteristic Formulation
We adopt a null coordinate formulation which is well suited to our scattering problem.
We use spherically symmetric ingoing Eddington-Finkelstein coordinates for black holes
as a metric ansatz. It provides a null slicing of the spacetime constructed from infalling
null geodesics, and leads to a characteristic formulation of the gravitational dynamics.
Moreover, the metric remains regular across the future event horizon, and provides good
coordinates covering the entire domain. Another advantage of choosing this approach
is that the gauge freedom is significantly restricted. Lastly, this choice will yield a set
of evolution equations which are well suited for a marching algorithm, simplifying the
computational strategy.
2.2.1 General Motivation
The Einstein equations are highly nonlinear coupled partial differential equations, and
solving them, in general, represents a difficult task. Known analytical solutions, generally,
have a high degree of symmetry, and are static or stationary metrics. For highly dynamical
scenarios, even with symmetry assumptions included, it becomes increasingly challenging to
use analytical methods. Numerical implementation of Einstein equations is, then, required
for those type of problems.
Einstein equations in their covariant form are not well suited for numerical implemen-
tation. To do so, they need to be reformulated into a well-posed initial value problem for
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which a numerical solution could be found using a stable (convergent) algorithm. Several
well-posed formulations of the Einstein equations have been proposed and tested through-
out the years. These include the constrained Arnowitt-Deser-Misner (ADM), the hyper-
bolic Baumgarte-Shapiro-Shibata-Nakamura (BSSN) [49, 50], and the generalized harmonic
(GH) formulation [51, 52, 53], to name a few. The GH formulation attracted significant
attention due to its use in the first long-term evolution of binary black hole inspiral and
merger. The BSSN formulation, however, has also been a popular choice for long-term
evolution of compact objects. In this thesis we focus on the specific approach known as
characteristic evolution [54]. This form of the Einstein equations have been used for the
evolution of single black holes, as well as for the extending the Cauchy evolution to future
null infinity, where the extraction of gravitational waves is well defined [54].
In general, the method of characteristics is a tool to solve hyperbolic partial differential
equations (PDE). It finds characteristic curves along which the the PDE is reduced to
a family of ordinary differential equations (ODE). Then, the solution can be found by
integrating the ODEs along these characteristic curves, provided suitable initial data. In
our case, these characteristic curves are null hypersurfaces that will provide the foliation
needed for the implementation of a numerical evolution scheme. A typical choice is to use
two null hypersurfaces (double null approach), however, in our case the spacetime will be
foliated by single null hypersurfaces 2.
A property of the characteristic formulation, in stark contrast with the other approaches
aforementioned, is that the gauge or “coordinate” freedom is rather restricted, and needs
to be fixed at a given hypersurface. Common choices for the hypersurface are a timelike
worldtube, that sometimes is collapsed into a timelike worldline; the use of a second null
hypersurface, also known as the double null approach; or spacelike hypersurfaces, which
are used for Cauchy-characteristic matching. In our case, we use the AdS boundary as
the timelike worldline. An important advantage of this method is the fact that there are
no elliptic constraints on the data, so some of the initial data is free. The rest must be
obtained by solving constraints on the hypersurface, but these are simple radial integra-
tions. Additionally, there are no second derivatives in time, i.e. along the null direction,
so there are fewer variables, and the resulting system of coupled ODEs can be solved using
a marching algorithm. Furthermore, null infinity can be compactified and brought to a
finite coordinate distance.
In what follows we provide the details of our implementation used to solve the scattering
2The domain of dependence of single (non-singular) hypersurfaces is empty. In global anti-de Sitter
spacetime there is a timelike boundary at infinity which provides the additional boundary needed to have a
non-trivial domain of dependence. From this remark we see that the the AdS boundary plays an important
role, and, hence, an appropriate treatment of the boundary conditions is required.
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of a complex scalar field off of a charge black hole in asymptotically AdS spacetime. Our
implementation follows the structure of Chesler and Yaffe’s formulation [55].
2.2.2 Metric Ansatz
We will be adapting the method outlined in [55] to our specific problem, with a few differ-
ences along the way. We will use a metric ansatz which greatly restrict the diffeomorphism
freedom and is consistent with the physical symmetries of the problem at hand, and is well
suited for gravitational infall problems. The metric ansatz we choose is the standard in-
going Eddington-Finkelstein coordinates, which will lead to a characteristic formulation of
the equations of motion. Hence, the spacetime is foliated by null infalling geodesics. Fur-
thermore, we are restricting the problem to spherical symmetry, hence, the metric takes
the form
ds2 = −A(v, r)dv2 + 2dvdr + Σ(v, r)2dΩ22, (2.38)
where v is the null time coordinate, r the non-inverted radial coordinate, and with the
spacetime boundary at r →∞. From the metric we can see that the lines along which r is
allowed to vary while keeping the other coordinates fixed are null curves, hence, the radius
parameterizes the infalling null geodesics.
Another advantage of using ingoing Eddigton-Finkelstein coordinates is that they are
horizon penetrating coordinates. Hence, the are regular across the event horizon of a black
hole spacetime. This is useful since we will implement an excision scheme by means of an
apparent horizon finder, which generically will lie inside the event horizon, so the event
horizon will be included in the computational domain. In this way our grid domain is free
of coordinate singularities at the horizon.
2.2.3 Equations of Motion
We have adopted ingoing Eddington-Finklestein coordinates in spherical symmetry, Eq.
(2.38). For the Maxwell field we choose a gauge such that
Aµdx
µ = W (v, r)dv, (2.39)
and require that the scalar field ψ = ψ(v, r). Replacing the fields in the Einstein equations,
Eqs. (2.6), the Maxwell equations, Eqs. (2.9), and the Klein-Gordon equation, Eq. (2.10),
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iqWΣ [ψ∗d+ψ − ψ(d+ψ)∗] , (2.42)




for the Maxwell equations,
0 = (d+W )
′ − 1
2
A′W ′ + 2
d+Σ
Σ
W ′ − 2q2W |ψ|2
+ iq [ψ∗d+ψ − ψ(d+ψ)∗] , (2.44)
0 = W ′′ +
2
Σ
Σ′W ′ + iq [ψ∗ψ′ − ψ(ψ′)∗] , (2.45)












Wψ − 2iqWψ′, (2.46)





The metric ansatz has a remaining shift symmetry, which will become apparent in the
asymptotic expansion, in the choice of radial coordinate. An arbitrary radial shift
r → r̄ = r + λ(v), (2.47)
and metric functions that transform as
A(v, r)→ Ā(v, r̄) ≡ A(v, r̄ − λ(v)) + ∂vλ(v), (2.48)
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will leave the metric (2.38) invariant. The derivative introduced in the equations of motion




transforms covariantly under arbitrary radial shifts of the form (2.47). This is helpful
to write expressions in a way which makes explicit the invariance under the radial shift
symmetry. Thus, we have that ∂r will be a directional derivative along the ingoing radial
null geodesic and d+ is the directional derivative along the outgoing null geodesics.
2.2.4 Asymptotic Expansion
To set the appropriate boundary conditions for the equations of motion to be solved we do
an asymptotic expansion for the relevant fields. Specifically, we will solve the equations of
motion imposing reflecting boundary conditions at r →∞, which corresponds to the AdS
timelike boundary.
























noting the different extents of the indices i, we can substitute them back into the equations



































The constants M and Q represent the Abbott-Deser (AD) mass and charge [56], respec-
tively. In what follows, these will be prescribed as boundary data. The functions λ(v)
and ν(v) are the remaining gauge freedom discussed previously. Namely, λ(v) is related
to the radial shift Eq. (2.47), which leaves the metric invariant, and ν(v) corresponds
to C in the Maxwell field in Eq. (2.13), which is pure gauge. The function ϕ3(v) is an
unknown function that is determined by the solution. In fact, this will be the output of
the simulation.
As mentioned previously, we will make the gauge choice ν(v) = 0 for the Maxwell field
A, so that it does to zero when r →∞. Another common choice is ν(v) = − Q
r+
so that the
the Maxwell field vanishes at the horizon, which is a convenient gauge to study the near-
horizon geometry of the black hole. Moreover, the remaining radial shift freedom λ(v) can
be freely specified, and can be used to specify the location of the apparent horizon as done
in [55] and [3]. In those cases exploiting freedom in λ(v) to set the location of the apparent
horizon at a constant radial coordinate is quite useful since it keeps the computational
domain constant and makes it easier to implement spectral methods. However, in our
case, we choose to set λ(v) = 0, find the apparent horizon at each incoming null surface
and excising a number of grid points inside of it. Additionally, instead of pseudospectral
methods we will employ finite differences with derivatives satisfying summation by parts
[57, 58]. Furthermore, setting λ(v) = 0 allows us to identify Σ as the areal radius.
2.2.5 Propagating fields and auxiliary fields
Upon closer inspection of the equations of motion (2.40)-(2.46), we can identify (2.41),
(2.43), and (2.45) as linear second order radial ordinary differential equations (ODE) for
A, Σ, and W . Furthermore, the Einstein equation (2.40) and the scalar equation (2.46)
are first order radial ordinary differential equations for the modified time derivative d+ of
Σ and ψ.
Given that there are no time derivatives of the functions A, Σ, and W in the equations
(2.41), (2.43), and (2.44), we consider them as being auxiliary fields. To find A, Σ, and
W , we integrate their respective second order radial ODE on every time slice after deter-
mining the fields appearing in the source term of their respective equations, and with their
appropriate boundary conditions. In this sense, the auxiliary field are completely local in
time. We will consider d+Σ as an independent field, and upon inspection of Eq. (2.40) we
determine it to be an auxiliary field as well.
The scalar field will contain all the propagating information, and it is the field that
will be evolved forward in time. From Eq. (2.46) we obtain d+ψ and use the definition of
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the modified derivative d+ to get ∂vψ at that given time slice. Having this, we can evolve
forward one step in time. Thus, the scalar field will be the only propagating field.
The remaining two equations (2.42) and (2.44) are redundant, and may be viewed
as boundary value constraints. Our evolution scheme does not rely on these constraint
equations , i.e. it is a free evolution scheme. We do monitor them, however, at each time
step, and use them as independent residuals to test and have an estimate of the accuracy
of the fully nonlinear numerical code.
2.2.6 Apparent Horizon
Motivated by the black-hole-excision strategy first proposed by Unruh, we implement a
singularity excision method to excise the black hole’s interior region from the computa-
tional domain of integration. It is crucial, then, to be able to locate the black hole’s horizon
at each time slice, and to be certain that the excised region is located within that horizon.
We need to make the distinction between the different types of horizons related to
black holes. The event horizon is the boundary between null geodesics that reach future null
infinity and the null geodesics that fall back into the black hole. The event horizon is defined
in a global way, so one needs to know a priori the full evolution of the spacetime to be able
to locate it. On the other hand, apparent horizons are defined locally as the outermost
marginally trapped surface on a given hypersurface. A closed 2-surface is trapped if the
expansion of the outgoing null geodesics orthogonal to the surface is negative everywhere
on the surface. It will be a marginal trapped surface if the expansion of the outgoing null
geodesic orthogonal to the surface vanishes everywhere on the surface. Provided cosmic
censorship and the null energy conditions are satisfied, the apparent horizon will lie inside
the event horizon. Furthermore, for stationary spacetimes the apparent horizon and the
event horizon will coincide. The apparent horizon is a local-in-time quantity that can be
computed at each time slice during the evolution. We will use the location of the apparent
horizon to excise the interior of the black hole during the evolution.
To find the apparent horizon during the evolution we need to compute the expansion
of null geodesics
θout = ∇µkµ =
1√−g∂µ
(√−g kµ) , (2.55)
where θ is the expansion and kµ is the tangent vector of the outgoing null geodesic con-



















Furthermore, we identify the term between brackets as the modified time derivative d+Σ,
and combined with the fact we are looking for surfaces with vanishing expansion θout at
the apparent horizon, we get the rather simple condition
d+Σ|rAH = 0. (2.57)
In other implementations [55, 3] the residual radial reparametrization freedom is used
to pin the apparent horizon at a fixed radial position. Thus, the computational domain
becomes a simple rectangular region which is well suited for pseudo-spectral methods. In
our implementation, we set the residual radial shift of Eq. (2.47) to λ(v) = 0, thus the
horizon will not be at a fixed location throughout the evolution. We will find the apparent
horizon at each incoming null surface and excise a number of grid point inside it. For our
convenience we will use a finite difference implementation instead of a pseudo-spectral one.
2.2.7 Field Redefinition and domain compactification
In order to discretize the spacetime we adopt a compact spatial domain as to include the
AdS boundary (I ) in our computational grid and ensure the full equations are consistently
implemented. Hence, we introduce the inverse radial coordinate ρ = 1/r as our spatial
coordinate and define new variables,
A(v, r) = α(v, 1/r) = α(v, ρ), (2.58)
Σ(v, r) = σ(v, 1/r) = σ(v, ρ), (2.59)
d+Σ(v, r) = s(v, 1/r) = s(v, ρ), (2.60)
W (v, r) = w(v, 1/r) = w(v, ρ), (2.61)
ψ(v, r) = ϕ(v, 1/r) = ϕ(v, ρ), (2.62)
d+ψ(v, r) = Π(v, 1/r) = Π(v, ρ). (2.63)
From the asymptotic expansions, Eqs. (2.51)-(2.54), we see that the metric functions A
and Σ, as well as d+Σ(v, ρ) ∼ 1+ρ−2L−2 +O(ρ), diverge as we approach the AdS boundary
ρ → 0 (r → ∞). It is convenient to redefine the fields such that their leading divergent
piece is removed, and they vanish linearly as we approach the boundary at ρ → 0. This
procedures diminishes the loss of precision, which would otherwise occur, near the boundary
ρ = 0 [55]. Let us use d+Σ(v, r) = s(v, ρ) as an explicit example of the field redefinition.















Now, if we remove the first and second term, in fact, we remove the divergent piece and
the field vanishes linearly. Upon inspection of the other fields, we notice this can be done
by a adding −σ(v, ρ)2L−2/2 − 1/2 to s(v, ρ). Hence, the redefined field ŝ will have the
desired properties. If the field does not have a divergent term, then a simple rescaling by
an appropriate power of ρ will be enough to get the desired linear leading term. Using
these guidelines, we introduce the redefined fields used in our numerical work:
α̂ = α− 1
L2
σ2 − 1, (2.65)
σ̂ = σ − 1
ρ
, (2.66)














Given that equations (2.41),(2.43), and (2.45) have second order spatial derivatives, we will
introduce the three new fields β̂ = ∂ρα̂, τ̂ = ∂ρσ̂, and ẑ = ∂ρŵ. With the compact domain
we can impose the asymptotic conditions as boundary conditions at ρ = 0. In Table 2.1
we show the explicit boundary conditions for the redefined fields and their derivatives.
Some equations of motion involve 0/0-type terms at the boundary ρ = 0. In those cases
we impose explicitly the boundary conditions directly on the radial derivatives, with the
values shown in Table 2.1. We regularize the equations via the L’Hôpital rule where needed.
Furthermore, the equation for ŝ is of the form ∂ρŝ ∼ ŝ/ρ + · · · , which is problematic as
its regularization leaves no equation. We solve this problem by using a 2nd order implicit
scheme for this equation.
2.2.8 Marching Algorithm
As a result of the characteristic formulation, the set of equations (2.40)-(2.46) have a very
convenient structure, which allows us to implement a simple integration strategy. In fact
the set of equations we want to solve have no second time derivatives, and they form a

























 scalar field perturbation
Figure 2.2: Schematic representation of the computational domain and our marching al-
gorithm strategy. Initial data for the scalar field is provided on the initial surface. Addi-
tionally, the mass and the charge are provided as boundary values at the AdS boundary.
We integrate radially inwards, from the boundary towards the horizon, all auxiliary fields.
We find the apparent horizon at each v = const. slice and excise its interior (leaving ∼ 10
points inside the AH). Finally, we evolve the the scalar field forward in time, and repeat
the procedure.
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Table 2.1: Boundary conditions for the evolved fields and their derivatives
which in our case is the radial coordinate. This allows us to implement a marching al-
gorithm along the characteristics. We show the schematic representation of the marching
algorithm and our computational domain in Fig. 2.2.
As mentioned before, the AD mass and charge M and Q will be provided as boundary
data, whereas for the scalar field we will use different profiles as initial data. For the
radial derivatives of the scalar field we employ finite differences with derivatives satisfying
summation by parts [57, 58]. Provided the initial and boundary data, and the gauge choices
λ = ν = 0 we are in good shape to address the marching algorithm we implemented.
The equations of motion for the redefined fields are obtained by substitution into the
equations (2.40)-(2.46). Then, given appropriate boundary conditions M and Q, and
initial data for the scalar field ϕ̂, we solve the system of first order in space ODEs with a
fourth-order Runge-Kutta integrator. We impose the initial value of each field at the AdS
boundary ρ = 0, as shown in Tab. 2.1, and integrate towards the black hole. Once we
have integrate radially all the fields, we are in position to move forward in time. We will
make use of the modified time derivative of the scalar field d+ψ, written in terms of the
hatted fields, and use it to obtain ∂vϕ̂ at time v = v0. We can, thus, evolve forward in
time, using a fourth-order Runge-Kutta method, as well, and iterate the procedure on the
next v = const. slice, as shown in Fig. 2.2.
The full equations are discretized using a uniform grid from the AdS boundary ρ = 0 to
an inner radial value ρinner, with ρi = (i− 1)dρ and dρ = ρinner/(N − 1). The total number
of points used to discretize the inverted radial coordinate is N + 1. The domain stretches
a number of grid points inside the apparent horizon, usually of order 10 grid points inside,
such that ρinner < ρAH.
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Null hypersurfaces are discretized in time with the time step separation dv = γdρ,
where γ is the Courant-Friedrichs-Lewis (CFL) number. The typical value for the CFL
number, in our runs, is γ = 0.4 to ensure we satisfy the CFL condition.
We showed the steps used in the marching algorithm we implemented to evolve the
system of equations from a null time slice v = v0 to the next slice at v = v0 + δv. It is
worth mentioning, that the characteristic formulation with the marching algorithm breaks
down the process of solving highly nonlinear equations, into a sequence of steps whereby we
solve linear first or second order radial ODEs and then we evolve forward the first order in
time ODEs for the dynamical fields. The procedure described, however, is not unique and
can be modified. For example, instead of treating the field Σ as an auxiliary field, one could
choose to treat it as a dynamical field which is evolved using d+Σ, and then extract ∂vΣ.
Even though this alternative would be formally equivalent to the one we adopted, it would
give rise to a different implementation and algorithm with different numerical stability
properties. It was shown in [55], however, that the numerical scheme enjoys improved
stability if the auxiliary fields are computed at each null time slice, validating our choice
of marching algorithm.
2.2.9 Initial Data
To integrate the system of equations we need to provide appropriate boundary and initial
data. We need to provide the radial profile of the scalar field ϕ̂ at some give null time slice
v = v0. The choice of initial data is arbitrary and there are few ways of specifying it.
We will mainly study two types of initial data, one where the mode content of the
initial state is well known and correspond to states which would have a simple evolution
if they were considered without backreaction onto the spacetime. The radial profile for
the scalar field will be a quasi-normal mode, that is a solution to Eq. (2.37), with its
corresponding quasi-normal frequencies. Furthermore, we will use this single mode radial
profiles to construct multi-mode initial data by linear superposition.
On the other hand, to test the robustness and the independence of the dynamics on
the initial data we use different generic radial profiles. In this case, the radial profile of
the scalar field has some overlap with the specific modes which solve Eq. (2.37), however,
the full general profile will not be a solution of the radial equation. Thus, we will use this
type of initial data with small amplitude to perturb the black hole background and allow
it to evolve dynamically.
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Chapter 3
End State of the Superradiant
Instability in RN-AdS
3.1 Introduction
In this chapter we study the nonlinear dynamics of the scattering of a charged scalar
perturbation impinging on a RN-AdS black hole. When the perturbation is small, the
description through a linearized analysis is suitable. Several studies have determined the
quasi-normal mode spectra of Kerr-AdS [22], [27] and RN-AdS [6] in the small black hole
regime, i.e. r+/L  1, where L is the AdS length scale. Hence, the instability has been
identified in the linear regime.
Less is know about the final state of the instability, although it is, in general, expected
to be a “hairy” black hole, that is, a black hole with a non-trivial profile of the perturbing
field. A similar process occurs for RN-AdS black hole, with the charge playing the role of
the angular momentum [21, 24, 25, 59]. Similarly, the end state of the charged superra-
diant instability is unclear. In the RN-AdS case, static BHs surrounded by a scalar field
condensate have been constructed, and have been conjectured to be the endpoint of the
instability [60, 61]. In the Kerr-AdS case, rotating black holes with a single helical Killing
vector field have been constructed [62], but these black holes are unstable themselves and
are, therefore, not plausible end points. The final state might be a hairy black hole with-
out any symmetries, or the instability may lead to a violation of cosmic censorship [63].
Further complications arise from the fact that gravitational interactions can result in sig-
nificant nonlinear mode coupling in confined geometries such as AdS, where dissipation is
low [64, 65].
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We study this scenario using the model described in Sec. 2.1.1, as well as the charac-
teristic formulation of the problem to numerically evolve the perturbation forward in time,
presented in Sec. 2.2. In the charged case, the instability is present even in spherical
symmetry, and the instability time scale is shorter. We will track the perturbation solving
the full nonlinear equations, allowing us to access the dynamics in the highly nonlinear
regime. We will assess the final state of the perturbation, whether it’s a runaway insta-
bility or a stationary hairy black hole, by tracking the area of the apparent horizon, the
charge within the apparent horizon and the one in the scalar field. In addition we will
look at the late-time behavior of the scalar field and the generalized Misner-Sharp mass,
as well as comparing the late-time irreducible mass of the black hole to what would be
the Schwarzschild-AdS equivalent. We will closely analyze the details of the nonlinear
dynamics by means of a spectrogram, giving us an intuitive and unified picture of the
charged superradiant instability. By studying this system, one could hope to draw some
general conclusions that could be applied more broadly; for instance to the rotating case
in asymptotically flat spacetime.
3.2 Superradiant Condition
It was shown by Bekenstein, that the superradiant condition can be easily understood from
thermodynamic arguments [59]. The first law of black hole mechanics relates the change
in mass M to the changes in horizon area AH, angular momentum J , and charge Q, of a




δAH + ΩHδJ + ΦHδQ, (3.1)
where κ is the surface gravity, AH is the horizon area, ΩH is the angular velocity of the
horizon, and ΦH is the electrostatic potential at the horizon.
Let us consider a static charged black hole (ΩH = 0) perturbed by a charged scalar
field. The spacetime has a Killing vector field ξµ ≡ ∂µt. The conserved flux vector, for the
stress-energy tensor of the scalar field Tψµν , is
εµ = −T µ ψν ξν , (3.2)
and the conserved current is
jµ = iqψ
∗Dµψ − iqψ(Dµψ)∗. (3.3)
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Over a hypersurface dΣµ, the energy and charge fluxes are
δE = εµ dΣµ, δQ = j
µ dΣµ. (3.4)
Over a spherical surface dΣµ ≡ nµr2dt dΩ, where nµ is the radial outgoing normal vector







For a wave with (real) frequency ω, such that ψ = e−iωtR(r), the ratio of charge flux to









where q is the charge of the wave. Thus, by conservation of charge and energy when the








Now, using Eq. (3.7) back in the first law Eq.(3.1) relates the change in mass to the change







Now, using the second law of black hole thermodynamics, δAH ≥ 0; waves that extract
energy from the black hole δM < 0 satisfy the condition
ω < qΦH. (3.9)
The interaction of a spinning black hole, with ΦH = 0, with a scalar wave of frequency ω
and azimuthal number m, can be computed in a similar way. The spacetime has two Killing
vector fields which, contracted with the stress-energy tensor, give rise to the conserved
energy flux and conserved angular momentum flux vectors. Using analogous arguments as







Using Eq. (3.10) in Eq. (3.1) and invoking the second law of black hole thermodynamics
gives rise to the superradiance condition
ω < mΩH. (3.11)
33
The two superradiance conditions Eqs. (3.9) and (3.11) display similar behavior for the
charged and rotating black hole. One can relate the charge of the wave with the azimuthal
number and the electrostatic potential of the black hole at the event horizon with the
angular frequency at the event horizon.
Using the laws of black holes thermodynamics, one can understand the nature of the
superradiant condition. However, the argument assumes that the waves are initially ingoing
at infinity and that the matter fields satisfy the weak energy condition as required by the
second law. For our purposes this argument holds, and gives rise to the superradiance
condition Eq. (3.9) that we will use throughout.
The modes themselves are provided by the confinement mechanisms. For small RN-
AdS black holes, that is r+/L  1, there is a set of modes that are deformations of the




, n = 0, 1, 2, · . (3.12)





By choosing sufficiently large gauge coupling q, this condition should be easily satisfied.
3.3 Linear Regime
In this section we will use the characteristic formulation shown in Sec. 2.2, to dynamically
evolve the nonlinear equations provided by the model in Sec. 2.1.1. We will touch base
with the linear calculations that have been made for the small black holes regime [6], that
is the radius of the black hole is much smaller than the AdS length scale, r+/L  1. We
verify that the growth or decay rates, given a set of parameters, match the predictions
made by linear theory. We confirm the onset of the instability for the fundamental mode,
which follows from Eq. (3.13).
3.3.1 Recovering the QNMs
For small enough amplitudes of the perturbation, the dynamics follow the expected behav-
ior from the linearized case. If the black hole is stable under such perturbations, the field
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will decay in a rapid ringdown to the RN-AdS solution. In this scenario, we can analyze
the decay timescale and the oscillation frequency of the field and compare them to the
predictions made in the linearized case. If the black hole is unstable, a small perturbation
of scalar field will undergo an exponential growth, like the linear analysis predicts. After
some time of interacting with the black hole, the scalar field will backreact onto the black
hole spacetime, causing it to lose charge and mass. When this takes place the nonlinear
dynamics take over and we are no longer in the linear regime.
We start with the model described in Chap. 2, that is with a Lagrangian including the
Einstein-Hilbert term, a negative cosmological constant, a Maxwell field, and a massless
complex scalar field. We use the characteristic formulation to describe and evolve numeri-
cally the system. We will restrict to a region of the parameter space where the superradiant
instability does not seem to take action, to be able to compare the decay rates of the scalar
field to those of Uchikata & Yoshida’s [6] linear calculations. By restricting to this specific
region of the parameter space, even if we are solving the full nonlinear problem, we will be
in the linear regime. That is, if the amplitude of the scalar field is small enough compared
to the black hole, the backreaction will be negligible.




−(ρ− ρ1)3(ρ− ρ2)3 (κ1 + κ2 sin(κ3ρ)) ρ ∈ [ρ1, ρ2]
0 otherwise
, (3.14)
where ρ1 = ρin + 0.25 (ρout − ρin) and ρ2 = ρin + 0.55 (ρout − ρin). The two values ρin and
ρout correspond to the grid boundaries. We use small values of {κ1, κ2} ∼ 10−4, so the
scalar field is initially negligible compared to the black hole. In Fig. 3.1 we show some
generic initial data profiles used to perturb the black hole.
We set the parameters L = 1, q = 1, M = 0.12192, and Q = −0.169328, which
corresponds to a small black hole compared to the AdS length scale, since the radius of
the black hole is rH = 0.2, and 40% extremal with respect to the critical charge. Using
the approximate instability criteria Eq. (3.13), the black hole should be stable under
perturbations.
We start the simulation with a generic profile of the scalar field, following Eq. (3.14)
as shown in Fig. 3.1, which impinges upon the black hole. We extract the scalar field at
I , that is the timelike boundary of AdS at infinity. After the initial pulse is scattered,
the scalar field decays with its characteristic quasi-normal frequencies. This shows that
the spacetime is settling towards a RNAdS black holes solution with a vanishing scalar
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(a) κ1 = 10
−4,κ2 = 0, and κ3 = 0











(b) κ1 = 10
−4,κ2 = 5× 10−4, and κ3 = 10












(c) κ1 = 10
−4,κ2 = 10−4, and κ3 = 50
Figure 3.1: Examples of different generic compact support initial data for the scalar field.
By varying the parameters κ1, κ2 we verified that different initial configurations for the
complex scalar field did not affect the features of the final solution provided the amplitude
is small. The AdS boundary is at ρ/ρAH = 0, and the apparent horizon of the black hole
is at ρ/ρAH = 1.
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Figure 3.2: Quasi-normal ringdown of the scalar field at late times, extracted at I . We set
L = 1, M = 0.12192, Q = −0.169328, which corresponds to a 40% extremal black hole with
rH = 0.2, and the gauge coupling is q = 1.0. We observe the presence of the fundamental
mode with ω = 2.6702− 0.27173i, which matches the linear predictions very well [6]. The
scalar field is decaying because the imaginary part of the frequency is negative.
field, confirming that the black hole is in fact stable against such perturbation with these
parameters. Furthermore, this matches the linear prediction by [6], and we are able to
reproduce the real and imaginary values of the fundamental frequency, ω0 = 2.6702 −
0.27173i, to very high accuracy (better than ∼ 0.02%). In Appendix A, in Tab. A.1 we
show we are in very good agreement with the linear calculations for a number of different
parameters.
We performed some extensive testing of the system in this linear regime, resulting in
very good agreement with the linear calculations. However, most of those evolution lie in
the stable regime of the system. To trigger the superradiant instability and evolve it into
the nonlinear regime we need to find mode with a positive imaginary part of the frequency
Im(ω) > 0. However, we will first find the onset of the instability, that is Im(ω) ∼ 0, and
compare with the linear calculations of [6].
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3.3.2 Onset of the instability
The onset of the instability is identified when, for a given set of parameters, the imaginary
part of the quasi-normal frequency vanishes. Parametrically varying the gauge coupling
one can find a regime where the imaginary part of the frequency changes from negative,
that is decaying, to a positive value. The positive value of the quasi-normal frequency tells
us that the mode will undergo an exponential growth. We follow the procedure used in
the linearized analysis where they find the onset on the instability for a different range of
parameters, however, always staying within the small black hole regime r+/L 1.
For concreteness we will set the spacetime parameters as before, L = 1, M = 0.17568,
and Q = −0.33865, however, we increase the value of the gauge coupling to q = 2. Guided
by the instability criteria (3.13) we expect to see a growing mode developing. We used the
three different types of initial data for the scalar field which, in turn, yielded the same type
of evolution after the the initial profile is scattered. We show on Fig. 3.3 that the scalar
field extracted at infinity; a growing mode is visible. We get that the imaginary part of the
frequency of the mode is Im(ω) = 1.555× 10−3, which matches the predicted value obtain
through linear analysis by Uchikata and Yoshida [6].
We have identified the onset of the instability and established that it is independent
of the initial data used. The frequency of the growing mode matches the value of the
fundamental frequency computed at the linear level with Re(ω) = 3.3620 and Im(ω) =
1.555 × 10−3. However, given that the black hole area grew a negligible amount, of order
∼ 10−4, we have not yet reached the nonlinear regime to determine what the end state of
the instability is. We will increase the gauge coupling q to investigate further the dynamics
and elucidate the end state of the black hole.
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Initial Pulse κ1 = 10−4,




−4, κ3 = 10
κ1 = κ2 = 10
−4,
κ3 = 50
Figure 3.3: Onset of the superradiant instability. The figure shows the scalar field growing
at a very small rate Im(ω) = 1.555 × 10−3, after the initial pulse is scattered. Three
different configurations of the initial data are used, with colors matching Fig. 3.1. The
late time evolution of the scalar field does not seem to depend on the initial data provided
it has small amplitude.
3.4 Nonlinear Evolution
In the previous section we verified the decay rates and the onset of the instability predicted
by linear theory, using an ingoing null formulation and the full nonlinear equations. In
this section we push things further by evolving the system well into the nonlinear regime.
We elucidate the end state of the superradiant instability, and characterize the stationary
solution by the charge remaining in the black hole and the charge extracted by the scalar
field. The superradiant instability, thus, reaches a saturation point and the extraction of
energy stops. During the evolution of the system the cosmic censorship conjecture still
holds.
We use different generic initial data with compact support to verify that the final state
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is independent of it, albeit giving rise to slightly different dynamics. Having fixed M and
Q we will vary parametrically the gauge coupling and compare the results for each of the
cases. We track several gauge invariant quantities to better understand the underlying
dynamics and we use a spectrogram to view the dynamics through a mode picture.
At early times, the growth rates match the prediction of [6] in the linearized case.
At later times, the perturbation becomes nonlinear, as backreaction onto the black hole
becomes significant, with the spacetime eventually settling into a stationary hairy black
hole, that is with a non-trivial profile of the scalar field.
The superradiant cases display some general characteristics. The scalar field, at late
times, saturates in amplitude and has a harmonic time dependence, resulting in a time-
independent stress-energy tensor and metric. As the evolution takes place, significant
amounts of charge, measured at the apparent horizon, are extracted from the black hole
by the scalar field. More charge is extracted the larger the value of the gauge coupling q
is. The irreducible mass of the black hole, which is proportional to the square root of the
area, approaches that of the a Schwarzschild-AdS black hole of mass M for large values of
q. The scalar hair is distributed farther away from the black hole for larger values of q.
Lastly, the approach to the final state is less smooth for larger values of q.
In the following we will address these points in two stages. First we will look at the final
state of the full nonlinear development of the superradiant instability, and its dependence,
or lack thereof, on the initial data. Next we will focus on the dynamics of the superradiant
instability. We will mainly turn our attention to gauge invariant quantities that we track,
and to using a “mode perspective” on the evolution of the scalar field to show the mode
dynamics.
3.4.1 End State of the Superradiant Instability
We fix L = 1, MAD = 0.17568, and QAD = −0.338656, which corresponds to a small black
hole compared to the AdS length scale, since rH = 0.2, with a charge of 80% of the critical
value. We prescribe the initial profile of the scalar field as compact support pulse of the
form Eq. (3.14), and perform the full nonlinear evolution of the system.
We show in Fig. 3.4 the typical behavior of the real part of the scalar field extracted
at infinity, that is at the AdS boundary. We identify at early times the scattered initial
perturbation, followed by a period of exponential growth of the field. During this growth
period the scalar field extracts mass and charge from the black hole through superradiance.
The exponential growth of the scalar field at early times is consistent with the linear
calculations. The perturbation has a small amplitude such that the backreaction onto the
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κ2 = κ3 = 0
Figure 3.4: We follow the evolution of the real part of the scalar field Re(ψ), given different
generic, compact support, initial data, as shown in Fig. 3.1, with L = 1, MAD = 0.17568,
QAD = −0.338656, and q = 15. At early times we identify the initial perturbing pulse. At
intermediate times, the field grows exponentially, however, the field seems to contain more
than one mode as the growing oscillations suggest. At late times, regardless of the initial
data, and provided it is initially negligible compared to the black hole, the field settles into
a single frequency mode with vanishing imaginary part. The real frequency of the field
saturates the superradiance bound, and it is the same for all three initial data used.
spacetime remains small, we are in the “linear regime”. As the scalar field’s amplitude
grows large the backreaction on the black hole becomes significant. Eventually, the growth
of the scalar field reaches a plateau, where the imaginary part of the frequency vanishes,
and the real part of the frequency saturates the superradiant condition Eq. 3.9. The
spacetime settled into a stationary hairy black hole, where the “hair” refers to the non-
trivial profile with harmonic time dependence of the scalar field. We show in Fig. 3.5, the
charge transfer between the field and the black hole, and the area growth, respectively.
Focusing our attention on the black hole growth, in Fig. 3.5, we show the area of
the apparent horizon normalized by the its initial value. The curve labeled by q = 15
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Figure 3.5: Dynamics of the area of the apparent horizon and the charge transfer. In
these two figures we set L = 1, MAD = 0.17568, and QAD = 0.338656. We show some
representative values of the gauge coupling showcasing the difference between smaller and
larger values. (Left:) Area growth of the apparent horizon AAH as a function of time
for various choices of the gauge coupling q. The area has been normalized by the initial
area of the apparent horizon, denoted by A0. The dashed line represents the normalized
area of a Schwarzschild-AdS black hole with mass MAD. We observer, as q increases, the
saturation value of AAH tends to ASAdS. (Right:) Normalized charge as a function of
time, for representative values of the gauge coupling q. The charge within the apparent
horizon QAH is depicted with dashed lines, whereas the charge of the scalar field outside
the apparent horizon, on a constant-v slice, is shown with solid lines.
corresponds to the apparent horizon dynamics related to the scalar field dynamics of Fig.
3.4. As expected from the area theorem, the area of the apparent horizon, that is the
entropy, never decreases. For smaller values of the gauge coupling q, the growth of the
apparent horizon has a very smooth approach to its final value, while for larger values of q,
it displays some step-like behavior before reaching the plateau where the growth saturates.
We observe that the larger the value of q the larger the increase in area, which is equivalent
to an increase of the irreducible mass Mirr of the black hole. Furthermore, for large values
of q the area of the apparent horizon tends to the value of the area of a Schwarzschild-AdS
black holes ASAdS/A0 = 2.54, shown in Fig. 3.5 with as a dashed line. Furthermore, in
Fig. 3.6, we show the ratio of the irreducible mass Mirr to that of a Schwarzschild-AdS
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black hole with same mass MAD (and QAD = 0), at late times when the spacetime settles
to a stationary regime, as a function of the gauge coupling q. We observer, again, that for
larger values of q, the irreducible mass Mirr tends to the value for a SAdS black holes; in
Fig. 3.6 that is Mirr/MSAdS → 1. For a value of q = 1680 we have that Mirr/MSAdS ≈ 99%.
We show in Fig. 3.5 the charge within the apparent horizon, and the integrated charge
at each constant time surface and outside the apparent horizon. We will treat the former
as the charge of the black hole, and latter as the charge of the scalar field; by charge
conservation these two quantities sum to the charge at infinity QAD. The charge displays
richer dynamics than the area growth, including some “up-and-down” oscillations. Similar
to the area growth, for lower values of q the approach to saturation is the smoothest. We
find that at late times, for large values of q, nearly all of the charge is extracted from the
black hole and transferred onto the scalar field. For q = 150 roughly 99.4% of the charge
is extracted from the black hole and transferred onto the scalar field, likewise for q = 1500
nearly 99.6% of the charge is extracted.
We show the normalized Misner-Sharp mass MMS(r), suitably defined to include the









+ 1− gab∂aΣ(v, r)∂bΣ(v, r)
)
(3.15)
converges to the global mass, in this case the Abbott-Deser mass MAD, and has the prop-
erties of being monotonic and positive. As q is increased, MMS increases in value at the
apparent horizon AH, located at small r/MAD. Hence, as q is increased less mass is ex-
tracted from the black hole by the scalar field. This contrast between the mass and the
charge arise from the charge-to-mass ratio, Eq. (3.7), of the final state scalar field mode,
which is larger for larger values of the gauge coupling q. Moreover, for large q, MMS re-
mains constant in r near the black hole, whereas for smaller values of q it has an evident
radial dependence.
We turn our attention to the radial profile of the scalar field at late times, when the
spacetime has reached a stationary state. We show the norm squared of the scalar field
and rescaled by r4, in Fig. 3.7. For lower values of the gauge coupling q, the scalar field
condensate sits closer to the black holes, whereas for larger values of q it is localized farther
away from the horizon. Additionally, from the previous discussion on Fig. 3.7, we observe
that the condensates sitting closer to the horizon contain more mass. As q is increased
and the scalar field sits farther out and contains less mass, which is in agreement with the
larger mass-to-ratio, for larger values of q, of the final state scalar field mode.
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Figure 3.6: Normalized irreducible mass as a function of the gauge coupling q. As q is
increased, Mirr/M0 → 1. This is consistent with the claim that the final BH state for
sufficiently large values of q is a Schwarzschild-AdS black hole of mass MAD (the mass
imposed at the boundary), surrounded by a distant high charge, low-mass scalar field
condensate.
Combining the information of Figs. 3.4, 3.5, 3.6, and 3.7 we can fully describe the end
state of the superradiant instability as a RN-AdS black hole surrounded by a harmonic
time-dependent charged scalar field. For larger values of q, significant amounts of charge
are extracted, with a low-mass scalar hair distributed farther away from the black hole, and
with the black hole state being a (uncharged) Schwarzschild-AdS black hole of mass MAD.










































Figure 3.7: Late-time radial profiles of the scalar field and the measured generalized Misner-
Sharp mass. In these two figures we set L = 1, MAD = 0.17568, and QAD = 0.338656. We
show some representative values of the gauge coupling showcasing the difference between
smaller and larger values. (Left:) Norm squared and rescaled by r4 of the scalar field at
late times, that is when the spacetime reached a stationary state. The field is localized
closer to the black hole for smaller values of q, whereas for larger values of q it condensates
farther away from it. The rescaling of the norm squared of the scalar field comes from
the redefinition of the field in Eq. (2.69). (Right:) Generalized Misner-Sharp mass as a
function of the radius, Eq. (3.15), for representative values of q. These values of the mass
have been measured at late times, when the spacetime has reached a stationary state. For
large values of q, MMS is constant up to a relatively large radial distance, indicating that
the BH contains most of the mass and the scalar field hair lies far away from it. At larger
radii the radial dependence arises because of the scalar field.
the (new) superradiant bound, after the backreaction has been taken into account.
We have successfully linked and described the linear regime of the perturbation with
the end state of the fully nonlinear evolution of the superradiant instability of a RN-AdS
black hole due to a complex scalar field perturbation. Moreover, we have robust evidence
that the final state is independent of the initial perturbation, however, the dynamics of the
exponential growth period are not. In what follows we will focus on the details of the growth
dynamics to painting a unified and coherent picture of the whole process, tying together
the linear regime, the strongly nonlinear dynamics, and final state of the instability.
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3.4.2 Dynamics of the Superradiant Instability
We have successfully linked an initial perturbation to a stationary hairy black hole end
state. Furthermore, we characterized the final state analyzing the profile of the scalar hair,
the black hole mass and charge, as well as the distribution of mass at late times through
the generalized Misner-Sharp mass. In this section, we will be focusing on the nonlinear
dynamics that take place between the time in which the initial pulse perturbs the black
hole up until the spacetime settles into a stationary hairy configuration.
To analyze the dynamics we make use of a spectrogram, decomposing the scalar field
in its mode content and plotting in as a function of time. This will give an intuitive
picture of the how the superradiant instability is acting on the system. In addition to the
spectrogram, we will track, and overlay on Fig. 3.8, the superradiant bound, that is the
right-hand-side of Eq. (3.9). Furthermore, we will compute the values of the quasinormal
frequencies for the given set of parameters, using the continued fraction method described
in Sec. 2.1.3, and compare them with the nonlinear evolution.
The less smooth behavior of the instability at large q, seen in Fig. 3.5, can be understood
by studying the mode content. In Fig. 3.8 we show a spectrogram of an evolution, where
we plot the frequency content of the scalar field as a function of time. This reveals the
individual modes present in the scalar field, and their growth or decay rates as a function
of time. The initial data contains a large number of modes, however, most of these modes
do not satisfy the superradiant condition and decay rapidly, as we showed previously. The
lower frequency modes that satisfy the superradiant instability condition, Eq. (3.9), are
unstable. These exponentially growing modes are visible in the spectrogram, Fig. 3.8. In
this representative example, nine unstable modes (dashed pink lines of Fig. 3.8) are visible,
and can be seen to be below the superradiant bound (solid blue line of Fig. 3.8) at early
times. In this case, the lower-Re(ωn) modes have larger growth rates, Tab. 3.1. A striking
feature is that the value of the imaginary part of the fundamental mode is not the largest,
i.e. the fastest growing mode; the n = 1 and n = 2 overtones have larger values for the
imaginary part of the frequency. This plays an important role in the mode dynamics, as
can be seen from the spectrogram Fig. 3.8, where, over time, the unstable modes extract
charge and mass from the black hole, and one by one (starting at large n) they begin
to decay, and are re-absorbed by the black hole. As the modes are being re-absorbed,
the superradiant bound oscillates back and forth, rendering the previously-stable modes
unstable, again. This process continues until the black hole is discharged to the level where
only the fundamental mode (n = 0) with zero growth rate is present, and the real part of
its frequency saturates the superradiant instability condition Eq. 3.9. The fundamental
mode of the scalar field remains as the condensate, described in the previous section.
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n ω
0 6.6109 + 0.0720i
1 9.0368 + 0.0780i
2 11.1611 + 0.0757i
3 13.0737 + 0.0718i
4 14.8156 + 0.0674i
5 16.4046 + 0.0626i
6 17.8429 + 0.0572i
7 19.1146 + 0.0502i
8 20.1540 + 0.0220i
Table 3.1: Quasinormal frequencies for r+ = 0.2, QAD set to 80% of the extremal value,
and q = 12. These modes are shown with a pink dashed line on Fig. 3.8. All of these
modes satisfy the superradiant instability condition.
We can now understand the oscillations of Fig. 3.5 as the effect of having a mixture
of modes, some of which are extracting energy, and other depositing, charge and mass
into the black hole. In the end, the black hole reaches the hairy state, with all the higher
mode having decayed. Indeed, when a value for q is chosen to be just above the instability
threshold, only a single mode is present, giving rise to a very smooth evolution and approach
to the stationary end state.
We have shown an intuitive picture of the behavior, at intermediate times, of individual
modes as charge and mass are nonlinearly extracted from the black hole. We have identified
that the less smooth behavior of system for large values of q depends heavily on the
nontrivial mode dynamics that take place during the exponential growth period. The
spectrogram show evidence for the harmonic dependence of the scalar field containing a
single mode, specifically the fundamental mode with vanishing growth rate. In the end,
through the dynamical evolution, we have linked the early times corresponding to the linear
regime, the intermediate time involving complicated mode dynamics corresponding to the
exponential growth of the modes, and the late times corresponding to the final stationary
black hole state, confirming the expectations.
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Figure 3.8: Spectrogram of Re(ϕ3(v)). This is computed by partitioning the time axis
into intervals, and performing discrete Fourier transforms on these intervals. The intervals
overlap, thus the starting point is offset. The case shown here has q = 12, r+ = 0.2, and
QAD set to 80% of the extremal value, that is QAD = −0.338656, MAD = 0.17586, and we
set L = 1. The colorscale shows the amplitude of the scalar field on a logarithmic scale.
The vertical axis represents the real part of the frequency, and the horizontal axis shows
the evolution over time. We overlay the values of the quasinormal frequencies present
in the field, shown with pink dashed lines. Similarly, we overlay the dynamical value of
the superradiant bound, RHS of Eq. (3.9), extracted from the numerical evolution of the
system, shown in blue. At early times, the lowest eight modes grow exponentially, with
faster growth rate for lower frequencies. As charge and mass is extracted, all modes , aside
from the fundamental one, eventually start to decay, with higher frequencies decaying first.
Consistent with the evolution of the superradiant bound, those higher frequencies cease
to be superradiant as the instability evolves. The growth rate of the fundamental mode




We have shown the full nonlinear development of the charged superradiant instability
for small Reissner-Nordstrom-anti de Sitter black holes. Initially, superradiant modes
extract charge and mass from the black hole and grow exponentially [67, 6]. As this
process unfolds the scalar field backreacts onto the black hole, effectively modifying the
superradiant bound. Hence, the higher-frequency modes cease to be superradiant and fall
back into the black hole, returning energy and charge, and resulting in nontrivial dynamics.
Eventually, the fundamental mode remains as a condensate with zero growth rate. While
nonlinear coupling between modes (via gravity and electromagnetism) can generate higher-
frequency modes in AdS [64, 65], any such process would be overwhelmed by the fact that in
the end, all modes beyond the fundamental are decaying. The ultimate fate of the charged
superradiant instability in AdS is a stable hairy black hole, with the scalar condensate
distributed far away from the black hole for large q.
Among the scalar modes, the final mode that remains maximizes the charge-to-mass
ratio q/ω, and its growth corresponds to maximizing the entropy increase of the black
hole. This observation may elucidate possible behavior of the superradiant instability in
the rotating case. For a Kerr-AdS black hole, the stability criterion for a mode is Eq. (3.11),
where m is the azimuthal number and ΩH is the angular frequency of the black hole [21].
We can see the two superradiant conditions, Eq. (3.9) and Eq. (3.11), are comparable with
the key difference that for the charged case q is fixed parameter of the system, whereas in
the rotating case m depends on the perturbation. In the rotating case, a given perturbation
may be expected to spin down the black hole to the point where only the most superradiant
mode remains, i.e that which causes the black hole to maximize its entropy, but this state
will be just marginally stable, akin to a “black resonator” [62]. This supports the conjecture
that that there is no stationary endpoint to the rotating superradiant instability in AdS.
However, modes with increasing m continue to be excited and will keep developing.
The results presented in this chapter are consistent with results developed and pub-
lished in a similar time frame by Sanchis-Gual, Degollado, Montero, Font & Herdeiro [68].
However, there are some differences and similarities worth pointing out. Their setup is
similar to ours with the exception that they work in an asymptotically flat spacetime.
Hence, they need to surround their Reissner-Nordstrom black hole by an artificial mirror.
As we have mentioned before, any confining mechanism, whether a mirror, a mass term
for the perturbing field, or the timelike AdS boundary, can give rise to the superradiant
instability.
Similar to our result, they find that the end state of the superradiant instability is a
stationary hairy black hole. However, the observation that the scalar hair is distributed far
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away from the black hole highlights the difference between placing an artificial boundary at
some location with respect to the black hole versus at the boundary of AdS. Working in AdS
provides a natural setting free of ambiguities and potential sources of constraint violations.
Additionally, they observed similar oscillations in the charged extracted from the black
hole, but they identified them as a “bosenova” [69, 70], or explosion. The bosenova arises,
instead, when axion self-interactions cause the collapse of the axion cloud. By adopting the
mode picture for the scalar field we linked the oscillations to the nontrivial mode dynamics
taking place; with all the modes eventually decaying and only supporting the fundamental
mode with zero growth. Overall, the two results seem consistent with each other and the
represent the first description of the end state of the charged superradiant instability.
In astrophysical applications, the outer potential barrier is no longer infinite, as in the
AdS case, and it is instead typically provided by a mass term for the field [69, 71, 72].
Such a case provides a cutoff in the mode energy, and on the efficiency of the energy ex-
traction. Moreover, a charged black hole in asymptotically flat spacetime is stable against
the superradiant instability even when a mass term is added to the perturbing field [67].
Hence, without the possibility of analyzing a system bearing similarities to the astrophysi-
cally relevant problem, one would have to analyze the full development of the superradiant
instability of a rotating black hole in asymptotically flat spacetime with a massive field
acting as the perturbation.
In the next chapter we will focus on the behavior of a large RN-AdS black hole. We
will show a unified picture of the different modes, and instabilities that can take place in
the large black hole regime, and elucidate their end sates. We will explore the possibility
of dynamically constructing excited hairy black holes and we will analyze the transitions
between the excited levels.
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Chapter 4
Excited Hairy Black Holes:
Dynamical Construction and Level
Transitions
4.1 Introduction
In the previous chapter we showed the full nonlinear development of the charged superra-
diant instability of a (charged) Reissner-Nordstrom-anti de Sitter black hole, in the small
black hole regime r+/L  1. In general, the instability will be triggered by the modes
in the pertubating field that satisfy the superradiant condition Eq. (3.9); growing expo-
nentially at early times, and a intermediate times backreacting onto the black hole. We
showed, by decomposition into modes of the perturbing field and using a spectrogram to
plot them (Fig. 3.8), a complex dynamical behavior at intermediate times. The modes
grow exponentially extracting mass and charge from the black hole, eventually backreact-
ing onto the black hole and inducing a change of the superradiant bound. As the bound
changes, the higher modes cease to be superradiant and fall back into the black hole, giving
it back charge and mass. This process repeats itself for all the modes, one by one, until
only the lowest frequency mode is present. At this point, the real part of the frequency
of the fundamental mode saturates the superradiant bound, and the imaginary part of
the frequency vanishes, thus, the exponential growth stops. Hence, the final state of the
charged superradiant condition of small RN-AdS black holes is a stationary charged black
hole with a non-trivial scalar hair profile with harmonic dependence. We showed that, with
a fixed set of spacetime parameters MAD, QAD, L, and q, the final state is independent of
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the initial data.
The superradiant instability of black holes in AdS has mainly been studied in the small
black hole regime [4, 22, 27, 61, 60, 73]. There has been significantly less attention to
instabilities in the large black hole regime r+/L  1. An instability has been identified,
however, in the near-horizon region of planar black holes in AdS [40, 29, 30], albeit in
the context of the gauge/gravity duality. In particular, in the context of holographic su-
perconductors, this near-horizon instability was identified for planar RN-AdS black holes,
perturbed by a neutral or charged scalar field. Furthermore, numerical studies have ex-
plored to full nonlinear development of the near-horizon instability [31] and estbalished
that the end state of the instability is a hairy black hole. The near-horizon instability has
been identified for RN-AdS case with spherical topology in [37].
In this chapter we will explore the mode spectrum, in the linear regime, of spherical
Reissner-Nordstrom-AdS black holes. We expect the near-horizon instability to be present
in the large black hole regime. Moreover the superradiant instability has not been clearly
identified in this limit, but we don’t see a clear reason of why it should be suppressed.
Furthermore, this linear analysis will clarify the presence and migration of modes in the
small black hole regime with respect to the large black hole regime. Effectively, we will
show the complete picture for the mode spectrum of RN-AdS black holes. Having identified
the different families of modes, as well as the modes that can trigger instabilities, we will
compute the full nonlinear evolution of perturbation containing these modes. Hence, we
will show the existence and the full development of the superradiant instability in the large
black hole regime, which was previously thought not to operate, elucidating its final state.
Furthermore, we will compute the full nonlinear evolution of the near-horizon instability
in the near-extremal regime, and show that the dynamics are largely similar to the ones
found for the planar case. Finally, using the knowledge from the linear analysis, we will
dynamically construct excited hairy black holes. These will represent marginally stable
solutions that will transition dynamically between the different dominant modes present.
With the perturbation sourcing lower overtones, the excited hairy black hole decays to the
ground state.
4.2 General Motivation
Explorations of spacetime dynamics in general relativity have uncovered many surprising
phenomena with theoretical and astrophysical implications. Examples include the discov-
ery of critical phenomena [74, 75], spacetime turbulence [64, 76, 77, 78], and the black
hole superradiant instability [79], the latter of which has been proposed as a probe of dark
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matter [19, 80]. In recent years, the AdS/CFT correspondence has provided additional
motivation for studying black holes in anti-de Sitter (AdS) spacetimes: black hole equili-
bration is believed to be holographically dual to thermalization of strongly coupled field
theories, whereas instabilities describe phase transitions [29, 30].
One interesting theme is the explosion of black hole solutions when standard assump-
tions are relaxed. Black holes with “hair” (i.e., stationary black holes described by quanti-
ties other than the total mass, angular momentum, and electric charge) are generally for-
bidden as asymptotically-flat solutions to the Einstein-Maxwell system in four dimensions.
But with additional fields, higher dimensions, or more general boundary conditions, the
various theorems can be circumvented, and additional solutions with the same conserved
quantities can emerge [81, 82]. For instance, in five dimensions, with one compactified
dimension, there exist black string and black hole solutions. Generally, one of these so-
lutions will be entropically preferred, and this often implies dynamical instability of the
other solutions [83]. Indeed, if the compactified dimension is large compared to the black
hole radius, then the black string is linearly unstable [84]. Nonlinearly, the string bifurcates
self-similarly into a chain of black holes [85].
Black holes can have hair made up of additional fields if there is a confining mechanism
to prevent dissipation. This occurs, for instance, in asymptotically AdS spacetimes, or for
massive fields. One example is a charged planar AdS black hole in the presence of a charged
scalar field: for sufficiently low temperature, there exist two stationary solutions, RN-AdS
and a charged black hole with a scalar condensate. At these temperatures, RN-AdS is
subject to the near-horizon scalar condensation instability [30], which leads to the hairy
black hole under dynamical evolution [31]. For small RN-AdS, the superradiant instability
also leads to a hairy black hole [1].
The hairy black holes obtained as end states of evolution in [31, 1] are in their ground
state. In the superradiant case, the final black hole can be understood as an equilibrium
combination of a small RNAdS black hole with the fundamental mode of a charged scalar
field in global AdS [37]. However, the scalar field also has overtone solutions, and it is
intriguing to ask whether these might also give rise to hairy black holes, now in their
excited state.
The central result of this chapter is the dynamical construction of stationary excited
hairy black holes. Our approach is to start with a fine-tuned perturbation of an unstable
black hole that corresponds to an unstable overtone quasinormal mode. We evolve the
instability numerically, and it eventually forms the excited hairy black hole. This black
hole, is, however, unstable, and after some time decays to the ground state.
We take our initial black hole to be RNAdS, which is dynamically unstable to charged
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scalars even in spherical symmetry. Although our end goal is the excited hairy black
hole, we begin in Sec. 4.3 with a numerical study of RN-AdS massive charged scalar field
quasinormal modes. Ultimately, we use the results of this analysis to construct the special
initial data, but this section also constitutes a thorough analysis of the various modes of
RNAdS throughout parameter space. Instabilities of RNAdS are usually studied using
approximations that rely on the smallness of some parameter, either the black hole radius
in the case of the superradiant instability, or the surface gravity for the near-horizon
instability. We use the continued fraction method of Leaver [44], so our numerical analysis
does not require these approximations.
Previous analyses have identified several mode families. For small black holes, RNAdS
is “close” to global AdS, and therefore its spectrum contains quasinormal modes that are
deformations of AdS normal modes. The normal-mode frequencies are evenly spaced along
the real axis, so for sufficiently large gauge coupling q, they can be made to satisfy the
superradiance condition, 0 < Reω < qQ/r+. Modes satisfying this condition are amplified
when they interact with the black hole, leading to instability [4].
Extremal RNAdS, meanwhile, has a near-horizon region with metric AdS2 × S2 [86].
This gives rise to an instability whenever the effective near-horizon mass of the scalar field
lies below the Breitenlohner-Freedman (BF) bound [87] of the near-horizon region and the
true mass is kept above the global BF bound [30]. This condition is most easily satisfied
for large black holes in global AdS [37], and by continuity it also extends to near-extremal
black holes [88, 89, 90].
In addition to the AdS modes, which can be superradiantly unstable, and the near-
horizon mode, the spectrum of RNAdS also contains a collection of “zero-damped” modes.
These modes are associated to the near-horizon region of near-extreme black holes, and
indeed they are present also in the asymptotically flat case [91]. For small RNAdS they
are described by a tower of evenly-spaced quasinormal frequencies extending below the
real axis near the superradiant-bound frequency, with imaginary part proportional to the
surface gravity. As extremality is approached, these merge into a branch point representing
the horizon instability of Aretakis [92].
The interplay between superradiant and near-horizon instabilities was studied in [37],
where it was shown that for small black holes, the near-horizon instability condition for a
massless field becomes q2 > 1/(4r2+), so that it ceases to operate for fixed q as the black hole
is made smaller. Conversely, the near-horizon instability does not require superradiance,
as it will occur with q = 0 provided m2 is sufficiently negative [89].
All of the modes above can be seen in our figures in Sec. 4.3.2. Our numerical results,
however, provide further clarity on the nature of the near-horizon instability. We show by
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varying the black hole size and the gauge coupling, that the zero-damped modes for small
black holes migrate to become superradiantly unstable for large black holes. This family of
modes has in fact many similarities to the small black hole AdS modes. Finally, we show
that the leading unstable mode migrates to become the near-horizon unstable mode under
suitable variation of parameters.
Although a dynamical instability can be identified through a linearized analysis, this
cannot capture its complete time development. In Sec. 4.4 we present results of numerical
simulations showing the full nonlinear development of the unstable modes of large RNAdS
in spherical symmetry. In Sec. 4.4.2, we evolve generic initial perturbations, and observe
a dynamical behavior similar to that observed in [1] for the small RNAdS superradiant
instability: the modes extract charge and mass until the system settles to a final static
black hole with a scalar condensate. For smaller gauge coupling, the final condensate lies
closer to the black hole, similar to simulations of the near-horizon instability in the planar
limit [31].
In Sec. 4.4.3, we construct the excited hairy black holes. We select parameters such
that the corresponding large RNAdS solution has more than one unstable mode. Taking
the quasinormal modes from the analysis of Sec. 4.3, we carefully perturb the background
RNAdS solution with the first overtone mode, n = 1. We observe that under evolution
the field extracts charge and mass until the mode saturates and superradiance stops. This
time, however, the black hole is in an n = 1 excited state. This black hole appears to be a
stationary solution, but it is in fact unstable to the fundamental n = 0 perturbation, since
only the n = 1 mode saturated the superradiant bound. Because of small nonlinearities
and numerical errors, we cannot avoid seeding this mode, albeit at much smaller amplitude.
After some time, it grows and overtakes the n = 1 mode, and the black hole decays to the
ground state.
As a final demonstration, we construct initial data consisting of several superradiant
modes, such that the solution cascades through a series of unstable excited black hole
equilibria corresponding to different overtones. A sample evolution is shown in figure 4.1.
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Figure 4.1: Apparent horizon area of a black hole as it undergoes a series of transitions
through metastable excited hairy black hole states. Initial data chosen to consist primarily
of n = 2 overtone, with subleading n = 1 overtone.
4.3 Linear perturbations
In this section we study the test scalar field (2.19). We begin in Sec. 4.3.1 by describing
the mode families and instabilities that we expect to see in our numerics. In Sec. 2.1 we
describe the continued fraction method for finding quasinormal frequencies numerically,
and we present our results in Sec. 4.3.2.
4.3.1 Preliminaries
This section describes three families of modes that appear in the spectra we obtain in
Sec. 4.3.2: the near-horizon mode, the AdS modes, and the zero-damped modes. These
have all been derived analytically under various approximations elsewhere in the literature.
We include them for completeness and for interpreting our numerical results in Sec. 4.3.2.
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Near-horizon condensation instability
Four-dimensional extremal black holes with spherical horizon topology have near-horizon
geometries closely related to AdS2 × S2 [86]; for extremal RNAdS, this correspondence
becomes exact. The near-horizon instability is based on the violation of the BF bound of the
near-horizon geometry by the scalar field. Holographically, the condensation corresponds
to a temperature [30, 29].
To take the near-horizon limit it is useful to set the constant C = Q/r+ in the Maxwell
field, so that Aa vanishes on the horizon. For extremal RNAdS, we then have
ds2ext = −fextdt2 +
1
fext


















, r = r+ + λr̃. (4.4)
























The metric (4.5) is recognized as AdS2×S2 in Poincaré coordinates, where the AdS2 factor
has radius R. Note that the choice of C ensures that the Maxwell field remains finite in
the near-horizon limit.
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The scalar field acquires an effective mass in the near-horizon region. Taking the near-


























which in the large black hole limit becomes m2NHBF → −3/(2L2). It was further shown
using energy arguments that for large black holes this bound is sharp [93]. To be globally
stable, it is necessary that the global BF bound be respected, i.e., m2 ≥ −9/(4L2). Thus,
in the large black hole limit, the near-horizon instability is triggered if
− 9
4L2






which can be easily satisfied by choosing sufficiently large q2 or negative m2 (but not too
negative). By continuity, the instability is expected to also occur for near-extreme black
holes [29, 90].
For small black holes, it is not possible to trigger the near-horizon instability with
negative m2 since in this case the near-horizon BF bound is below the global BF bound.




For these reasons, the near-horizon instability is said to not operate for small black
holes [37].
It should be noted that in the rest of the chapter we will set the gauge constant C → 0,
so mode frequencies pick up an additional shift ∆ω = qC = qQ/r+. In that gauge,
the near-horizon unstable mode frequency for near-extreme black holes will lie near the
superradiant bound frequency, qQ/r+.
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Superradiant instability
In Sec. 3.2, we show the derivation of the superradiant condition from thermodynamic
arguments [59]. The superradiant instability, or “black hole bomb”, occurs when the
superradiant scattering is combined with a confinement mechanism [79]. As we showed
in the previous chapter, the AdS timelike boundary is a suitable confinement mechanism,
and the system does display the superradiant instability.
With respect to the modes themselves, they are provided by the confinement mecha-
nism, and for small RN-AdS black holes, there is a set of modes that are deformations of




, n = 0, 1, 2, . . . (4.12)
We therefore expect instability for ω+n with
2n . qQL/r+ − 3. (4.13)
By choosing q sufficiently large, this condition is easily satisfied, and the superradiant
instability is triggered, as we have seen before.
Naively the superradiant condition Eq. (3.9) should still hold for large black holes, how-
ever, an approximate criterion similar to Eq. (4.13) might not exist. For large black holes
we will explore the quasinormal mode spectrum which correspond to these superradiant
modes. Given the nature of the large black hole limit, however, the modes will not be
deformations of global AdS normal modes. We will find the connections between these
different types of modes by studying the black hole spectra in the small regime and para-
metrically increasing the radius, tracking the modes as they move in the complex plane,
and determine their nature.
Zero-damped modes
A final class of modes that is relevant to our analysis is associated to the near-horizon region
of near-extremal black holes. These modes, which are present also for asymptotically flat
black holes, can be viewed as trapped in the extended black hole throat region, with decay
rate that goes to zero in the extremal limit. They are often referred to as “zero-damped”
modes to distinguish them from Kerr-Newman modes with nonzero decay rate in this
limit [94, 95]. We will use this terminology, although it should be kept in mind that the
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zero-damped modes are not necessarily the longest lived modes for our asymptotically AdS
black holes.
In the asymptotically flat case, the zero-damped modes were shown in [91] to fall into
one of two families, principal or supplementary, depending on the charge coupling and
angular mode number of the scalar field. (The terminology refers to the near-horizon
SO(2, 1) representations in which these modes lie.) Using a matched asymptotic expan-
sion, the quasinormal frequencies of asymptotically-flat RN in spherical symmetry can be

































− (qr+)2 + n
)]
, (4.15)
where n = 0, 1, 2, . . . is the overtone number, κ is the surface gravity, and η is a small
complex number. If the quantity under the square root is positive, then the supplementary
family (4.15) applies, otherwise the principal family (4.14).
We see that both families consist of a κ-spaced tower of modes extending below the
superradiant bound frequency. As κ→ 0 these modes converge to qQ/r+, which becomes
a branch point; this is associated to the horizon instability of Aretakis [91].
Notice that the quantity under the square root in (4.14)–(4.15) becomes negative when
the near-horizon instability condition (4.11) is satisfied, i.e., the effective mass violates
the near-horizon BF bound. The frequency (4.14) nevertheless does not correspond to an
instability in asymptotically-flat RN, as the imaginary part remains negative. For small
RNAdS, we expect1 similar behavior, with small (r+/L)-corrections to the quasinormal
frequencies. For large RNAdS, however, we will show numerically in Sec. 4.3.2 that these
modes can become unstable when the near-horizon BF bound is violated.
4.3.2 Results
We now present the mode spectra obtained numerically as we vary the black hole param-
eters, α ≡ Q/Qext and r+, and the field parameters, q and m. We fix L = 1.
1We thank P. Zimmerman for helpful discussions on this point.
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To disentangle the various instabilities, in the small and the large black hole regimes, we
use a numerical implementation of Leaver’s method to compute the quasinormal modes and
track their migration as we vary parametrically the size of the black hole r+ and the gauge
coupling q. Leaver’s method relies on expanding the solution of the radial Klein-Gordon
equation (2.21) as a power series, then obtaining a recursion relation for its coefficients. If
the power series converges uniformly for a give frequency ω, then that value will correspond
to a quasinormal frequency. Furthermore, the series converges uniformly if the continued
fraction Eq. (2.33) converges. Finally, the values of the frequency ω that solve Eq. (2.34)
are the quasinormal frequencies that we are interested in. This method is purely numerical,
and does not provide the analytical intuition some other methods do. Using the properties
of the modes, discussed in Sec. 4.3.1, we will identify the relevant modes.
Let us call the superradiant strip the region Re(ω) ∈ (0, qQ/r+); this is the region
where, if present, the superradiantly unstable modes should lie. Other modes, however,
might still lie within this region, and in general they will be unstable.
Small black hole
A typical quasinormal spectrum for small RNAdS is shown in left panel of Fig. 4.2. This
shows two branches of modes: the vertical branch extending below the real axis is the
supplementary branch (4.15) of zero-damped modes, and the horizontal branch is the family
of AdS modes. The n = 0 positive-frequency AdS mode lies within the superradiant strip
0 < Reω < qQ/r+, and is therefore superradiantly unstable; it lies above the real axis in
the left panel of Fig. 4.2. Note that since the black hole is nonextremal, the “zero-damped”
modes have nonzero decay rate, and are in fact less long-lived than the AdS modes.
For the stable AdS modes, we see that the decay rate is proportional to the distance
from the superradiant strip. We have also verified that the separation between zero-damped
modes is equal to κ: this is shown in the right panel of Fig. 4.2 This separation, although
expected to hold only for small RNAdS, holds also for larger r+. In the right panel of this
figure, we plot the mean spacing δ = 〈ωSn+1 − ωSn〉 for r+ = 1 and q = 0, as a function of
the surface gravity κ. We observe that δ → κ as κ→ 0, in agreement with [37].
We now study the influence of varying the field charge q on the spectrum; this is shown
in Fig. 4.3. As q increases, so does the superradiant bound frequency, qQ/r+. The tower
of zero-damped mode frequencies remains tied to this frequency, and shifts to the right in
the complex plane as well. The AdS modes also shift to the right, but more slowly than
the superradiant bound frequency. As q is increased, the real part of the frequency of the
modes drop below the superradiant bound and migrate towards a positive value of their
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Figure 4.2: (Left:) Continued fraction values for RNAdS with r+ = 0.1, α = 0.8, q = 4, and
m = 0. We plot the logarithm of the difference between the left hand side and right hand
side of (2.34). Darker colors correspond to higher values. Quasinormal modes (minima in
the plot) are marked by black crosses. We see that nonzero q breaks the symmetry between
positive and negative real part. Two branches of modes are present, a vertical branch of
zero-damped modes, and a more horizontal branch of AdS modes. The dashed vertical
line corresponds to the superradiant bound frequency; modes satisfying 0 < Reω < qQ/r+
are unstable. (Right:) Spacing δ between two zero-damped modes versus surface gravity
κ. Here, we take q = 0 and r+ = 1. We see that δ → κ as κ→ 0.
imaginary frequencies. Hence, the modes satisfying these conditions become unstable. We
show in Fig. 4.3 two distinct set of modes, the zero-damped modes and the deformations
of the AdS modes. The former can be most easily identified in the q = 0 case were they
lie on top of the superradiant bound. The latter, with q = 0, are seen as the diagonal
branch with regular spacing between the modes. As q increases the zero-damped modes
move along nearly horizontal trajectories getting increasingly closer to the AdS branch of
modes. Furthermore, the lower frequency modes of the AdS branch become unstable, one
by one, as the field charge is increased. This can be see clearly comparing the q = 0 case,
in Fig. 4.3, and the q = 12 case; in the former all of the mode are stable. In contrast, in
the latter the first four lower frequency modes drop below the superradiant bound and are
unstable.
62



















Figure 4.3: Quasinormal frequencies of RNAdS for r+ = 0.1, α = 0.8, m = 0, and
0 ≤ q ≤ 12. Dashed gray curves track the quasinormal frequencies under variation of q.
The two mostly-horizontal trajectories are zero-damped modes, and the others are AdS
modes. The AdS modes become unstable when Re(ω) drops below the superradiant bound
frequency (indicated by dashed vertical lines) and pick up a positive Im(ω).
Large black hole
The discussion of Sec. 4.3.1 indicates that for large RNAdS, we should see a near-horizon
unstable mode and a tower of zero-damped modes. AdS modes, meanwhile, have been
identified for small black holes, where they can be superradiantly unstable for appropriate
values of q given a set of spacetime parameters {M, Q, L}. It is not clear in general,
however, what role superradiance might play for large black holes, due to the lack of linear
studies in this regime. The near-horizon instability, however, is well established in this
limit.
To disentangle the different instabilities possibly present in the large black hole regime,
we make use of the numerical procedure to compute the quasinormal frequencies. A typi-
cal large RNAdS spectrum is shown in the left panel of Fig. 4.4. This shows two diagonal
branches of stable modes2and one unstable mode. We show in Fig. 4.4, with a represen-
2Note that one branch of stable modes has negative real frequency, Re(ω) < 0.
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Figure 4.4: (Left:) Continued fraction values for RNAdS with r+ = 5.0 and α = 0.95, and
field parameters q = 2, m2 = −1.492. We see two diagonal branches, and one unstable
mode. Not visible due to resolution is the set of zero-damped modes. (Right:) Quasinormal
modes for α = 0.995, r+ = 5, q = 0 and m
2 = −1.492. The breaking of the BF bound
gives rise to one unstable mode with Re(ω) = 0 and Im(ω) > 0. As the black hole is
reaching extremality, we can also observe the piling of the zero-damped modes along the
vertical axis, but with Im(ω) < 0. As extremality is reached, the spacing between the
modes vanishes, and this tower of modes turns into a branch cut.
tative set of parameters, that the superradiance plays a role for large black holes, given
that the unstable mode lies within the superradiant strip. Furthermore, we found, with
our studies, that if an unstable mode exists it will lie within this superradiant strip. That
is not to say that superradiance is the only process taking place when modes lie in this
region; we find that the near-horizon and the superradiant instabilities coexist within this
region.
Due to the resolution we are unable to display a tower of zero-damped modes that
sit close to the superradiant bound, the vertical dashed line in the left panel of Fig. 4.4.
Furthermore, these modes have a very close spacing which makes them hard to represent
due to the scale of the vertical axis. The spacetime parameters are rather similar in both
panels of Fig. 4.4, but the difference in the scale of the imaginary axis is relevant.
To isolate the near-horizon instability, we set q = 0, hence, turning off superradiance. In
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≤ m2 < − 3
2L2
. (4.16)
We choose m2 = −1.492 to bring the mass squared close to the global BF bound, and we
consider a near-extremal black hole with α = 0.995. For these parameters, the quasinormal
frequencies are shown in the right panel of Fig. 4.4. We show the presence of one unstable
mode, directly above the the tower of zero-damped modes. The mode, however, can
be discriminated as not being part of the zero-damped modes since it does not follow
the regular spacing relationship with the rest of the modes. It certainly cannot be a
superradiant mode since we forced it to be inactive by setting q = 0. Hence, the nature of
the unstable mode is related to the breaking of the local BF bound and is a near-horizon
mode. The mode lies close to real axis, and is, thus, unstable with a very long timescale.
The near-horizon instability seems to trigger a single isolated unstable mode, as we have
not been able to identify a second unstable mode by setting q = 0 and exploring the
spacetimes parameters, such as the ones used for the right panel of Fig. 4.4.
We also show a tower of stable zero-damped modes in the right panel of Fig. 4.4. They
are evenly spaced along the imaginary axis, whereas the near-horizon mode is separated by
a larger distance, as mentioned before. The argument for the near-horizon mode is, strictly
speaking, valid only for extremal black holes. As discussed in Sec. 4.3.1, we expect the
instability to occur for near-extreme black holes by a continuity argument [37, 88, 89, 90].
Remarkably, as we decreased α, i.e. the extremality parameter of the black hole, the modes
migrate into a single family. Indeed, all of the modes shifted downward increasing the space
between each mode, and in particular the tachyonic mode drops below the real axis and
positions itself at the top of the zero-damped family, with an even spacing. Thus, it seems
that the near-horizon mode is the mode with largest Im(ω), when the black hole is away
from extremality. As the black hole tends towards extremality that mode detaches from
the zero-damped tower of modes, becoming unstable in the process, and stops following
the spacing properties of the other zero-damped modes.
We would now like to understand the connection between the modes of large and small
RNAdS. To do so, we first track the mode frequencies as the size of the black hole is varied
for q = 0. We shows the migration of several AdS modes and the leading zero-damped
mode, as r+ is varied between 0.1 and 5, in Fig. 4.5. We observe that the diagonal branches
of the large black hole in Fig. 4.4 correspond to the AdS modes for small black holes. The
importance of the different mode families seems to be reversed for small and large RNAdS:
for large black holes, the zero-damped modes have slowest decay, whereas the AdS modes
are longest lived in the small black hole case.
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Figure 4.5: (Left:) Tracking of the first four AdS modes (AdSi) and the first zero-damped
mode (ZDM0) for r+ varied between 0.1 and 5 by steps of 0.05, for α = 0.8, q = 0,
and m = 0. On each trajectory, the arrow indicates the direction of increasing r+. The
trajectories approach a fixed point for large black holes, which arises as a consequence
of a scaling symmetry: when r+  L, the modes are invariant under the transformation
r+ → λr+, r− → λr−, ω → λω. This can be derived from (2.21). We also find that
whereas for small RNAdS, the AdS modes are longest lived, for large RNAdS the zero-
damped modes are longest lived. (Right:) Quasinormal frequencies for a large black hole
with r+ = 5, α = 0.95, m = 0, and q varying between 0 and 10 by steps of 0.5. In the
main figure we plot trajectories for the first two zero-damped modes and the first two AdS
modes, and the arrow indicates the direction of increasing q. We see that the zero-damped
modes become unstable for large q. The AdS mode frequencies pass through a kink in
their migration. The inset shows additional zero-damped mode trajectories (gray dashed),
and illustrates how the second AdS mode slots itself in between two of them.
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Next, we increase the gauge coupling q to connect the near-horizon mode to the general
quasinormal spectrum of Fig. 4.4; results are presented in Fig. 4.5. We observe a very
different behavior from the small black hole case of Fig. 4.3. First, the modes that become
unstable are the zero-damped modes, not the AdS modes. This is not predicted by (4.15),
which holds only for small black holes. Once unstable, zero-damped modes have a spectrum
similar to the small black hole AdS-mode spectrum: the mode with smallest Reω has
highest growth rate, and all unstable modes lie within the superradiant strip. Second, the
AdS mode frequencies pass through a kink as they evolve; closer inspection reveals that
they actually merge into the tower of zero-damped modes at large q.
Thus, the mode corresponding to the near-horizon instability is also the fastest growing
mode in the case of a large black hole. For q > 0, this mode lies within the superradiant
strip, so violation of the near-horizon BF bound and superradiance both contribute to its
instability. This is not the case for a small black hole, where the fastest-growing mode
is the first AdS mode, and instability occurs even when the near-horizon BF bound is
satisfied.
To summarize, for small RNAdS, unstable modes come from the AdS branch, whereas
for large RNAdS, they come from the zero-damped branch. When the near-horizon BF
bound is violated for large black holes, the most unstable mode also exhibits near-horizon
instability. Fig. 4.5 shows the crossover between the large and small black hole scenarios.
4.4 Nonlinear evolution
For our nonlinear studies, we solve the system of equations (2.6)–(2.10) numerically, with
m = 0. As in the rest of the chapter and Chap. 3, we impose spherical symmetry and
reflecting boundary conditions at infinity.
In the following subsection we give a quick description of the numerical method used,
which we have described in detail in Chap. 2. We then describe the evolution for generic
scalar field initial data in subsection 4.4.2 and the excited hairy black hole in subsec-
tion 4.4.3.
4.4.1 Method
We use the implementation describe in Chap. 2, and use the same numerical implementa-
tion as we used in [1]. This uses ingoing Eddington-Finkelstein coordinates (v, r), similar
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to [55], but adapted to spherical symmetry. Equations are discretized with finite differences,
using mixed second and fourth order radial derivative operators satisfying summation by
parts (see, e.g., [57, 58]) and fourth order Runge-Kutta time stepping.
The spatial domain extends from an inner radius r0, several grid points within the
apparent horizon, to infinity. The singularity is thereby excised from the computational
domain. To reach infinity, the domain is compactified by working with a spatial coordinate
ρ = 1/r, and defining a uniform grid on the domain 0 ≤ ρ ≤ 1/r0.
Boundary data consist of the mass M , which agrees with the Abbott–Deser (AD) mass
[56], and the charge Q; initial data are fully specified by the initial value of the scalar field,
ψ(v = 0). The system is solved by integrating radially inward along v = constant null
curves to obtain the remaining field values and their time derivatives; ψ is then integrated
one step forward in time, and the procedure is iterated. With ψ(v = 0) = 0, this gives
RN-AdS with mass M and charge Q as the solution, but more generally some of the mass
and charge is contained in the scalar field. The characteristic formulation has some residual
gauge freedom, which we use to set the Maxwell potential to vanish at infinity, and to set r
to be the areal radius. We show the component form of the equations and the asymptotic
conditions imposed at infinity in Chap. 2.
The scalar field can be expanded about infinity, and with the reflecting boundary
condition, this takes the form Eq. (2.54). The quantity ϕ3(v) is an output of the simulation,
and it contains information about the mode content of the solution. At each time v, we
also compute the apparent horizon area AAH and the distribution of charge between the
black hole and the scalar field. The black hole charge QAH is evaluated as a flux integral of
the electric field on the apparent horizon, and the field charge is integrated over the portion
of the constant-v slice outside the apparent horizon. The sum of these two quantities is
constant in time by charge conservation. To track the superradiant bound we extract the
electrostatic potential at the apparent horizon ΦAH(v).
4.4.2 Generic evolution
We now study the evolution of large RNAdS black holes perturbed with generic scalar field
configurations. We take the background solution to have r+ = 100 and α ≡ Q/Qext = 0.9,
fixing L = 1 throughout. Strictly speaking, we only have control over the mass M and the
charge Q (which we impose as boundary data), but we take the initial scalar field to have
very small amplitude, so to a good approximation these directly determine the background
black hole parameters.
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We take the scalar field initial data to be compactly supported outside the black hole,
with profile ψ(v = 0) = (r−1− r−11 )3 (r−1− r−12 )3 (κ1 +κ2 sin(10r−1))/r2 for r+ < r1 ≤ r ≤
r2 <∞, and zero otherwise. The observed dynamics are qualitatively similar to the small
black hole superradiant instability [1]: when the black hole is unstable, charge and mass
are extracted by the scalar field until a stationary hairy black hole final state is reached.
The final state is, moreover, independent of the initial scalar field profile.
We experimented with varying the gauge coupling q; Fig. 4.6 shows the area of the
apparent horizon as a function of time for several different values. For larger q, the final
area is larger, and the growth in area happens over a much shorter time scale. Indeed, for
the smallest value, q = 4, the area grows by just a few percent, whereas for larger values,
q > 200, it more than doubles. Figs. 4.6 and 4.7 show the extraction of charge and the final
radial profile of ψ, respectively. Indeed, the field has support closer to the black hole for
the smaller values of q, consistent with the near-horizon instability [31]. For larger values
of q, more charge is extracted, and the field has support further from the black hole. For
very large q, nearly all the charge is extracted, and the final state is nearly Schwarzschild,
with a scalar condensate far away. In all cases, the field profile has a single peak, so the
condensate is in its ground state.
It is useful to examine also the dynamics of the boundary values of the scalar field,
ϕ3(v). We present a time-frequency analysis in Fig. 4.8 for the q = 24 case. The peaks
correspond to quasinormal modes, and we see that at early times, there are nine unstable
modes, with the fastest growth rate for the lowest frequency. As mass and charge are
extracted, however, the superradiant bound frequency decreases, and the higher frequency
modes begin to decay (cf. Fig. 4.3). Eventually only the fundamental n = 0 mode remains.
The final state is reached when the superradiant bound frequency matches the n = 0 mode
frequency, so that this mode becomes marginally stable. Notice the shift in the n = 0
mode frequency over a very short time period just before saturation; this occurs because
the background solution evolves very rapidly just before saturation, as seen in Fig. 4.6.
4.4.3 Excited hairy black hole
Initial data
We have seen in the previous subsection that the final state for generic initial data al-
ways corresponds to the fundamental superradiant mode, even in the case where multiple
unstable modes are present. In all cases examined, the growth rate of individual modes
decreases with increasing overtone number n; the fundamental mode grows fastest, as seen
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Figure 4.6: (Left:) Normalized area of the apparent horizon as a function of time, for
initial black hole with r+ = 100 and α = 0.9. Different colors correspond to different gauge
coupling q. (Right:) Normalized charge contained in the black hole and in the scalar field
as a function of time, for initial black hole with r+ = 100 and α = 0.9. Solid curves denote
scalar field charge outside the apparent horizon, and dashed curves denote charge within
the black hole apparent horizon.
in Table 4.1. For generic initial data—with many modes initially excited—the evolution,
after possibly complicated dynamics, always comes to be dominated by the fundamental
mode.
Nevertheless, for special initial data—with overtone modes excited to higher amplitude—
the evolution could be dominated (at least for some time) by n > 0 modes. If this time is
longer than the saturation time for the overtone instability, then the system will reach the
excited hairy black hole equilibrium.
To obtain suitable initial data, we require precise overtone mode functions. To obtain
these, we first select parameters r+, Q and q such that the background RN-AdS solution
has multiple unstable modes, and then we use the method of Sec. 2.1 to calculate precise
quasinormal frequencies. We then use the form of the radial equation, derived in Chap. 2,
Eq. (2.37) which is in ingoing Eddington-Finklestein coordinates, and for each desired
overtone we integrate this ODE numerically, with reflecting boundary conditions at the
AdS boundary. We use this mode as initial data at the advanced time v = 0.
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Figure 4.7: End state radial profile of the scalar field, for initial black hole with r+ = 100
and α = 0.9. For smaller gauge coupling q the field has support closer to the horizon,
whereas for larger q the support is away from the black hole.
We consider two types of special initial data. The first consists of a single overtone
mode ψn, which, if pure enough, we expect to evolve into an excited hairy black hole. The
second type of initial data is a mixture of two modes, i.e.,
ψmix = amixψ2 + (1− amix)ψ1, (4.17)
with, e.g., amix = 0.999, and the amplitudes normalized using the infinity norm. With
these data, we hope to achieve a cascade, where initially a n = 2 excited black hole forms,
which then decays to n = 1, and then n = 0. Some initial data profiles are shown in
Fig. 4.9.
Results
As in the generic evolution, we fix r+ = 100, α ≡ Q/Qext = 0.9, and L = 1. We then
consider two cases for the scalar field charge, q = 8, 11. The significance of these latter
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n ω
0 1780.01 + 17.29i
1 2277.33 + 16.59i
2 2655.28 + 14.29i
3 2952.42 + 11.97i
4 3188.37 + 9.83i
5 3374.87 + 7.89i
6 3519.76 + 6.15i
7 3628.68 + 4.55i
8 3705.19 + 3.00i
Table 4.1: Quasinormal frequencies for r+ = 100, α = 0.9, and q = 24. The superradiant
bound frequency is qΦH = 3741.29, from Eq. (3.9). The growth rate Im(ω) decreases as
the overtone number n grows.
two choices is that for q = 8, the background RNAdS solution has two unstable modes,
whereas for q = 11, there are three unstable modes.
q=8: In this case, modes n = 0, 1 are unstable, with initial quasinormal frequencies
ω0 = 978.70 + 7.34i and ω1 = 1168.69 + 4.79i. To obtain the n = 1 excited hairy black
hole, we take initial data to consist of ψ1. We find that under evolution, the mode grows
exponentially and extracts charge and mass from the black hole, similar to the generic
evolution. This causes the superradiant bound frequency, qΦH, to drop until it matches
Reω1. (The mode frequency Reω1 evolves due to the changing background spacetime, but
this is negligible compared to the change in superradiant bound frequency.) At this point,
superradiance stops, and the system settles into the excited hairy black hole state. The
black hole is static, with the scalar field oscillating harmonically.
The area of the apparent horizon is shown in Fig. 4.10 (either one of the dashed curves).
The excited hairy black hole is seen as a plateau, where the area stops growing because the
scalar field is no longer extracting mass and charge. To this point, the description parallels
that of Sec. 4.4.2. However, after some time, the area begins to grow again; this is because
the n = 0 mode was present and growing the entire time. Indeed, since Reω0 < Reω1,
the fundamental mode remains superradiantly unstable even after the overtone saturates.
When the amplitude of the n = 0 mode becomes large, it disrupts the static black hole
and causes its area to grow significantly. Once qΦH drops below Reω1, the overtone mode
falls back into the black hole, and once it reaches Reω0, superradiance stops completely.
72




























Figure 4.8: Spectrogram of Re(ϕ3(v)) for evolution starting from r+ = 100, α = 0.9, L = 1,
and q = 24. Initially there are nine unstable modes; in the end, the final state is in the
fundamental mode. Dashed lines correspond to the quasinormal frequencies of Table 4.1,
solid to the superradiant bound frequency, qΦAH(v).
At this point, the black hole is in its final state, described by the n = 0 ground state mode.
It is impossible to avoid triggering the n = 0 mode. At the initial time, the data for ψ1
will always have numerical error, which will have some overlap with ψ0. Moreover, during
evolution, ψ0 will be excited nonlinearly. To determine the origin of the observed n = 0
mode, we varied the initial perturbation amplitude, and read off the times t1 and t0 at



















Mixed Mode w/ amix = 0.6
Figure 4.9: Radial profiles of initial data for initial values r+ = 100, α = 0.9, and q = 11.
Two curves correspond to single-mode data, and the third to mixed-mode data.






= t0Imω0 − t1Imω1 , (4.18)
where A1 and A0 are the initial amplitudes respectively. We used this formula to calculate
the amplitude A0, given A1 and the measured t0, t1.
For sufficiently small A1, the calculated A0 has only a mild dependence on A1 indicating
the zero mode is sourced primarily by truncation. (This was confirmed by noting the onset
of this behavior depends on the resolution, with finer resolutions showing such behavior at
smaller values of A1.) However, for A1 & 5× 10−3, we found that
A0 ∼ A 2.75±0.071 , (4.19)
This value is consistent with the seed arising from the self-gravitating contribution of the
scalar field (A0 ∝ A 31 ).
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Figure 4.10: (Left:) Normalized area of the apparent horizon for initial r+ = 100 and
α = 0.9. Dashed curves correspond to q = 8, solid to q = 11. Excited hairy black hole
solutions occur at the temporary plateaus. (Right:) Charge transfer as a function of time
for initial data with r+ = 100, α = 0.9, and q = 11. Solid curves are the (normalized)
charge of the scalar field, dashed curves the charge of the black hole, that is the charge
within the apparent horizon.
Evolutions with “low” and “high” initial perturbation amplitudes are depicted in Fig. 4.10.
Notice that although the saturation times differ between the two cases, the areas of the
hairy black holes are largely independent of the amplitude of the initial data, as long as
the amplitude is low.
q=11: For q = 11, modes n = 0, 1, 2 are unstable, with frequencies ω0 = 1174.13+9.94i,
ω1 = 1448.56+8.06i, and ω2 = 1615.34+5.20i. We therefore consider three types of initial
data, data with modes n = 1 and n = 2 individually excited, and the mixed-mode initial
data (4.17). Simulation results for the apparent horizon area are shown as solid curves in
Fig. 4.10.
The behavior for single-mode initial data is qualitatively similar to q = 8. We find,
however, that the area of the n = 1 excited hairy black hole is larger than the n = 2 black
hole, consistent with the discussion above and Reω1 < Reω2. The final black hole is the
same in both single-mode cases. In Fig. 4.10, right panel, we plot the electric charge of the
black hole and the scalar field. This shows that at the end of the excited hairy black hole
life, significant amounts of charge are deposited back into the hole. This corresponds to the
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rapid decay of overtone hair as the superradiant bound frequency drops below the overtone
frequency (cf. Fig. 4.4, where quasinormal mode decay time scales are much shorter than
growth time scales).
For mixed-mode initial data, we take mixing ratio amix = 0.999, i.e., the data are 99.9%
n = 2 and 0.1% n = 1. This allows the n = 2 mode to dominate the dynamics for early
times. The length of time the n = 2 will dominate can be estimated, using a similar
calculation to (4.18), to be ∆t = (log(amix/(1 − amix)) + ts(Imω2 − Imω1))/Imω1 ∼ 0.66,
where ts is the time at which the n = 2 mode saturates. Indeed, we observe (purple solid
curve in Fig. 4.10) that the system cascades through two transient excited hairy black hole
states, first n = 2, then n = 1, before settling in the ground state. The hairy black hole
states match those seen in the single-mode evolutions.
We present a spectrogram for the mixed-mode evolution in Fig. 4.11. This shows a
clear progression through the three unstable modes. Notice again that the final n = 0
oscillation frequency is slightly lower than the frequency of the initial n = 0 quasinormal
mode. This shift arises because the final black hole is different from the initial one, and
the superradiant bound frequency has shifted.
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Figure 4.11: Spectrogram of Re(ϕ3(v)) for mixed mode initial data, with r+ = 100, α = 0.9,
L = 1, q = 11, and aMix = 0.999. Dashed lines indicate values of the initial mode
frequencies (calculated using the linear analysis), solid corresponds to the superradiant
bound qΦAH(v). This shows a cascade through hairy black holes with n = 2 → 1 → 0.
At early times the dominant mode is the n = 2. Eventually, the n = 1 mode grows
exponentially. During the short coexistence period between the n = 2 and n = 1 mode the
superradiant bound displays some oscillations, until the n = 1 is the dominanting mode.
Later, a similar process takes places during the coexistence of the n = 1 and n = 0 modes.
Finally, after the two transitions the spacetimes settles to a hairy black hole in its ground
state, that is with the scalar field containing the n = 0 mode.
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4.5 Summary
In this chapter we computed the l = 0 charged scalar quasinormal mode spectrum for
RNAdS, and in cases of unstable modes, we numerically simulated the full nonlinear de-
velopment.
The quasinormal mode analysis used the continued fraction method, which enabled us
to study regions of parameter space that were not previously examined due to a lack of small
parameter needed for analytic studies. We showed in particular that for large black holes,
the zero-damped mode family can become superradiantly unstable, and exhibits behavior
similar to the small black hole AdS mode family. Furthermore, the leading unstable mode
is identified with the near-horizon condensation instability.
At the nonlinear level, we studied the evolution of these large-RN-AdS unstable modes.
We showed that the generic end point is a static black hole with a (harmonically-oscillating)
scalar condensate, similar to earlier results for small RN-AdS black holes in Chap. 3 [1],
and planar [31] RN-AdS. We also showed that for black holes with multiple unstable modes,
special initial data can be chosen that evolve to a transient excited hairy black hole solution
before decaying to the generic end state.
It is tempting to draw an analogy between classical hairy black hole energy levels and
quantum energy levels of atoms. In this picture (in AdS) the scalar field can only exchange
energy (and charge and angular momentum) with the black hole, so the horizon plays the
role of the atomic environment. In the black hole case, however, level transitions can only
occur in the direction of decreasing overtone number. Transitions in the reverse direction
are forbidden by the area theorem.
The reason that the final hairy black hole is always in the n = 0 configuration is because
out of all quasinormal modes, the n = 0 mode has lowest Reω > 0. The superradiance
condition is 0 < Reω < qΦH, and as mass and charge extraction cause the upper bound
to decrease, the n = 0 mode is the last to remain unstable. We were nevertheless able to
obtain the transient excited hairy black holes because the instability growth rates of the
overtones are comparable and we were free to choose special overtone initial data.
Had the growth rate of overtone modes been higher than the fundamental mode, the
situation would be somewhat different. Although the final configuration would be un-
changed (because of the ordering of the real parts of the frequencies), the excited hairy
black hole states would occur transiently for generic initial data. This reverse ordering
of overtone growth rates occurs for superradiantly-unstable angular harmonics of Proca
fields in Kerr [96], which is relevant to searches for ultralight dark matter [97]. It would
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be interesting to study any observational consequences of transient overtone equilibria in
this context.
Another context where the interplay between instability criteria and growth rates leads
to transient states in generic evolutions is the superradiant instability of Kerr-AdS. These
states, however, involve different angular harmonics rather than radial overtones. In-
deed recent simulations [98] of the Kerr-AdS superradiant instability show an evolution
dominated by a series of epochs consisting of black resonators [62], which are themselves
unstable [23].
Instability of RN-AdS and subsequent hairy black hole formation has been proposed
as a holographic dual to a superconducting phase transition [29, 99]. It is intriguing to
seek also a holographic interpretation of the transient hairy black hole equilibria that we
uncovered.
More generally, our work underscores the importance of overtone modes and nonlinear
effects in black hole perturbations. For perturbed black holes arising from a binary merger,
recent works [100, 101, 102, 103] have argued for the need to include overtones to describe
the early post-merger behavior as a combination of overtones evolving linearly in a Kerr
background. Other works, however, have demonstrated the presence of additional nonlinear
mode excitation [104, 105], sometimes through parametric instabilities [77, 106]. For weakly
perturbed black holes, we measured a natural scaling (4.19) that describes nonlinear mode
excitation in RN-AdS. Further work and numerical simulations will be needed to build
intuition and understand the validity of linear analyses in strongly perturbed regimes and





In this chapter we explore the linear and nonlinear behavior of a planar Schwarzschild-AdS
black hole and two massive scalar fields. We show that above a critical energy density the
system is stable, settling down to a hairy Schwarzschild-AdS black hole with one of the
fields vanishing. Below the critical energy, however, the linear analysis reveals an unstable
mode with postive imaginar frequency. We present the full nonlinear evolution of the stable
and unstable cases. In the latter, the system develops arbitrarily large curvature close to
the horizon, and the system does not reach a stationary end point.
5.1 General Motivation
The string theory/gauge theory correspondence [107, 108] is by now a mature framework
exploited to address interesting questions in strongly coupled gauge theories that are often
inaccessible with other theoretical tools. In a nutshell, this duality establishes a holo-
graphic correspondence (a dictionary) between two objects: a non-abelian gauge theory
and a higher-dimensional gravitational theory/string theory in asymptotically anti de-
Sitter space-time. One particularly appealing consequence of this correspondence is the
fact that questions about the gauge theory in strongly coupled regimes are mapped onto
questions in classical gravity. Likewise, a dual gauge theory perspective allows for different,
and often intuitive, understanding of instabilities in black hole/black brane spacetimes.
Indeed, lets recall the physics of holographic superconductors [40, 29]. Consider the
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four-dimensional effective gravitational action1 in asymptotically AdS4 (dual to a three-






















Fµν is a field strength of a global U(1) symmetry of the CFT, and φ is a (neutral) gravi-
tational bulk scalar with
L2m2φ = −2 , (5.3)
which is dual to a dimension ∆φ = 2 operator Oφ of a boundary theory2. Note that there is
Z2 symmetry in the model, associated with this scalar, φ↔ −φ. As it is well-known, there
are two phases of equilibrium states of this CFT3 at a finite temperature T and a U(1)
global symmetry chemical potential µ, distinguished whether 〈Oφ〉 = 0 or 〈Oφ〉 6= 0. The
〈Oφ〉 = 0 phase exists for arbitrary temperature T ≥ 0 and it is gravitationally described
by Reissner-Nordstrom AdS4 black brane with unbroken Z2 symmetry, correspondingly
φ ≡ 0. For sufficiently small T/µ this Z2 symmetric phase becomes unstable [29]: on
the gauge theory side of the correspondence the instability is a generic instability of the
order parameter in the mean-field theory of thermal second-order phase transitions; on the
gravity side, this is a Gregory-Laflamme (GL) type instability [84] (in the sense of being
unstable to long-wavelength perturbations) due to scalarization of the Reissner-Nordstrom
AdS4 black brane horizon. To understand the gravitational origin of the instability the
authors of [29] noted that even though the scalar φ is above the AdS4 Breitenlohner-
Freedman (BF) bound






as the Reissner-Nordstrom AdS4 black brane becomes extremal (T/µ → 0), it develops
AdS2 ×R2 near horizon geometry with the curvature radius L22 = L
2
6
. In this limit






1We set the radius L of an asymptotic AdS4 geometry to unity.
2φ has two alternative quantizations in AdS4 [109]; our results do not depend on this choice.
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and the bulk scalar φ becomes unstable (the quasinormal frequency of its linearized fluctu-
ations has Im[ω] > 0). The condensation of the gravitational scalar φ at low temperatures
is dynamically saturated by nonlinear effects, spontaneously breaking Z2 symmetry and
leading to a new equilibrium phase of the CFT with 〈Oφ〉 6= 0.
There exist many studies and generalizations of the described phenomena in hologra-
phy3. In this chapter we focus on a less-known, exotic property of certain black brane/black
hole horizons. As in the example of the holographic superconductor above, imagine a holo-
graphic4 horizon with a discrete (or continuous) symmetry. Suppose that there is a critical
energy5 or energy density (for gauge theory states with translational invariance) below
which the horizon becomes unstable with respect to symmetry breaking (GL) fluctuations.
There is an equilibrium phase with spontaneously broken symmetry, branching off the GL
onset of the instability, yet, this phase does not exist below the critical energy; moreover,
it has lower entropy above the criticality than the symmetric phase. Thus, the horizon
representing the symmetric thermal state is unstable, but it is unknown what the end point
of its instability is.
To our knowledge, the first realization of the above exotic scenario appeared in [39]
which was later found in a top-down holographic model in [111]. Finally, the same exotic
physics is behind the leading instability of small black holes in AdS5× S5 (dual to SO(6)-
symmetric states of strongly coupled N = 4 SYM plasma) [112, 113, 114, 115]. Here, we
study the endpoint of this exotic horizon instability.
In the next section we briefly review the bottom-up model of [39]. We discuss the
equilibrium states of the system, and the linearized instability of symmetric phase states
at low energy densities. We construct the symmetry-broken phase of the system and
demonstrate that it is never preferred dynamically. In Sec. 5.3 we employ a characteristic
formulation of the gravitational dynamics [55] in our exotic model. We confirm the onset
of the GL instability dynamically, and compare the linear growth (below the criticality)
and decay (above the criticality) rates of the symmetry breaking fluctuations with the
corresponding quasinormal mode (QNM) computations of Sec. 5.2. Next, we present
results for the full-nonlinear evolutions of unstable horizons. Details of the numerical
implementation as well as the convergence and the validation of the code are delegated to
Appendix C.1. We conclude and discuss open questions in Sec. 5.4.
3See [110] and references therein.
4We point out this feature occurs in top down holographic models, and thus is of importance to issues
of equilibration and thermalization in strongly coupled gauge theories.
5As we study dynamical phenomena, we work in a microcanonical ensemble.
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5.2 Exotic hairy black holes at equilibrium
In this section we review the bottom-up holographic model of the exotic black holes pre-
sented in [39].
The effective four-dimensional gravitational bulk action, dual to a field-theoretic setup
discussed in the introduction, takes the form





√−γ [LCFT + Lr + Li] , (5.6)
LCFT = R + 6 , Lr = −
1
2
(∇φ)2 + φ2 , Li = −
1
2
(∇χ)2 − 2χ2 − gφ2χ2 ; (5.7)
where we split the action into (a holographic dual to) a CFT part SCFT ; its deformation
by a relevant operator Or; and a sector Si involving an irrelevant operator Oi along with
its mixing with Or under the renormalization-group dynamics. We take bulk quantization
so that the scaling dimension of Or is ∆r = 2; the scaling dimension of Oi is ∆i = 4 . In
order to have asymptotically AdS4 solutions, we assume that only the normalizable mode
of Oi is nonzero near the boundary.
The gravitational action (5.6) has Z2 × Z2 discrete symmetry that acts as a parity
transformation on the scalar fields φ and χ. The discrete symmetry φ ↔ −φ is explicitly
broken by the relevant deformation of the CFT,
HCFT → HCFT + Λ Or , (5.8)
with Λ being the deformation mass scale, while the χ ↔ −χ symmetry is broken sponta-
neously. The mechanism for the long-wavelength instability at play in (5.6) was identified
by Gubser [38] through the following observations:
• consider the linearized dynamics of the χ-sector in the mass-deformed CFT dual to
SCFT + Sr in (5.6);
• for the quartic coupling g < 0, the scalar χ has an effective mass
m2χ = 4− 2 |g| φ2 ; (5.9)
• homogeneous and isotropic thermal equilibrium states of SCFT + Sr at low temper-
ature (energy densities) would result in large values of φ at the horizon of the dual






























Figure 5.1: (Left:) Entropy density ssym of the Z2-symmetric phase, i.e., with 〈Oi〉 = 0,
of exotic black holes as a function of energy density E . (Right:) As the energy density is
decreased below the critical one Ecrit, denoted by a vertical (red) dashed line, and given
that the symmetric phase is perturbatively unstable with respect to linearized Z2-symmetry
breaking fluctuations, the imaginary part of the frequency ωχ of these fluctuations at zero
spatial momenta is positive.
A detailed analysis of the homogeneous and equilibrium states of the holographic model
(5.6) in the canonical ensemble were presented in [39]. Here, we present results in the
microcanonical ensemble. We omit all the technical details as the following discussion is a
special case of the dynamical setup of Sec. 5.3.
• There are two equilibrium phases of the holographic model (5.6), distinguished by
the symmetry property under χ↔ −χ: the symmetric phase with 〈Oi〉 = 0, and the
symmetry broken phase with 〈Oi〉 6= 0.
• The entropy density of the symmetric phase ssym as a function of the energy density E




is perturbatively unstable with respect to a linearized symmetry breaking fluctuations
[116]: for E < Ecrit, with
2κ2Ecrit
Λ3
= 40.320(4) , (5.10)
the quasinormal modes of the symmetry breaking linearized χ-fluctuations develop
a positive imaginary part, Im(ωχ) > 0. As emphasized in [116], this model is one









































Figure 5.2: (Left:) When E < Ecrit, Z2-symmetry breaking fluctuations in the symmetric
phase of the exotic black holes are unstable; the instability persists for the range of the
spatial momenta (along the translationally invariant directions of the horizon) ~k of the
fluctuations, |~k| ∈ [0, kmax]. (Right:) Characteristic dependence of Im(ωχ) on |~k| (here
E/Ecrit = 0.89780(8)).
• Notice that there is a relation between the behavior of the unstable χ-mode and the
‘GL’ instability, in that the χ-instability requires long wavelength modes, i.e., the
instability is cut-off at
|~k| ≤ kmax ∝ (Ecrit − E)1/2 . (5.11)
See figure 5.2 for further details.
However, there is a clear distinction: in the GL instability [84] the unstable mode is
hydrodynamic, while the χ-QNM behaves non-hydrodynamically away from the critical
point, i.e., Im(ωχ) 6= 0 as the spatial momentum (along the translationally invariant
directions of the horizon) vanishes, |~k| = 0.
• The expectation value of 〈Oi〉 6= 0 in the symmetry broken phase of the model as
a function of the equilibrium energy density is presented in figure 5.3. This phase




〈Oi〉 ∝ − (E − Ecrit)1/2
)
= 0 . (5.12)
The equilibrium symmetry broken phase is never realized in a microcanonical ensem-




































Figure 5.3: (Left:) Exotic black holes have a new equilibrium phase with spontaneously
broken Z2-symmetry at energy densities exceeding the critical one, denoted by a vertical
(red) dashed line. This phase is characterized by 〈Oi〉 6= 0, with the expectation value
vanishing precisely at E = Ecrit. (Right:) The equilibrium symmetry breaking phase
〈Oi〉 6= 0 is never realized in a microcanonical ensemble as its entropy density is always
below the corresponding entropy density of the symmetric phase.
• Figure 5.1 exhibits the leading instability at low-energies of the symmetric phase in
the holographic model (5.6). In fact, there is a tower of unstable modes (overtones)
with critical energies E (n)crit,
E (n)crit < E (n−1)crit , E (0)crit ≡ Ecrit , E (1)crit ≈ 0.26380(6) Ecrit , (5.13)
parameterized by the number of nodes (n) in the radial profile of the linearized gravi-
tation fluctuations χ. Each subleading instability of the symmetric phase identifies a
branch point of a new unstable phase with 〈Oi〉 6= 0. Properties of these new phases
are analogous to the broken phase in figure 5.3, see also [39].
• The analysis reported above was performed with the nonlinear coupling in the effec-
tive action (5.6) set to g = −100. The phase diagram of the model does not change
as g changes, as long as g < 0, see figure 5.4. The (red) dashed line in the right panel
represents the estimate for the vacuum energy of the symmetric phase:
2κ2Evacuum
Λ3
= 0.1233(2) . (5.14)
86



























Figure 5.4: (Left:) Critical energy density of the leading instability of the symmetric phase
as a function of the nonlinear coupling g. (Right:) It appears that the instability persists
in the limit g → 0−. The (red) dashed line identifies the vacuum energy of the symmetric
phase, see (5.14).
Notice that Evacuumsym → 0 in the conformal limit Λ→ 0; to obtain the better estimate
for Evacuum we extended the analysis of the symmetric phase to the low-entropy
region, as shown in figure 5.5, and extrapolated the energy-entropy data to zero
entropy density (indicated by the (red) dashed line). The right panel shows the
dependence of the temperature Tsym of the symmetric phase black hole — the limit
E → Evacuum appears to correspond to an extremal limit.
In this section we focused on the static phase diagram, along with the linearized
(in)stabilities of these phases, of the holographic action (5.6), dual to non-conformal QFT3
in Minkowski space-time R1,2. In what follows we will discuss the dynamical case. In Sec.
5.4, we comment on properties of the model with QFT3 residing in R × S2. Additionally,
we comment on the extension of the model (5.6) with the gravitational potential for the




























Figure 5.5: (Left:) Energy density of the symmetric phase as a function of the entropy
density. The (red) dashed line is the extrapolation of the energy-entropy data (solid blue
line) in the limit ssym → 0. The extrapolation is used to estimate the vacuum energy of
the symmetric phase (5.14). (Right:) The dependence of the symmetric phase black hole
temperature as a function of the energy density.
5.3 Dynamics of the exotic unstable horizons
In this section we discuss dynamical properties of the holographic model (5.6), with the
boundary QFT3 formulated in R
1,2. We follow closely the holographic numerical framework
in the characteristic formulation as described in, e.g., [55].
5.3.1 Dynamical setup
We assume translational invariance along the spatial directions of the boundary. The
relevant fields are described by







φ = φ(t, r) , χ = χ(t, r) .
(5.15)
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Einstein equations define the following evolution equations of motion:







φ2 − 2χ2 − gφ2χ2
)
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together with the constraint equations:























6 + φ2 − 2χ2 − gφ2χ2
))
, (5.18)
where ′ ≡ ∂r and d+ ≡ ∂t +A ∂r. The constraint equations are preserved by the evolution
equations provided they are satisfied at a given timelike surface (e.g., [119, 120, 54]) —
which in our case is the AdS boundary.
The general asymptotic boundary (r →∞) solution of the equations of motion, given
by


























































is characterized by two constants {p1, µ}, and three dynamical variables {p2(t), q4(t), λ(t)}.
These parameters have the following interpretation:
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• p1 and p2(t) are correspondingly the non-normalizable and normalizable coefficients
of the bulk scalar φ, identified with the deformation mass scale Λ and the expectation
value of the relevant operator Or of the dual QFT3,
p1 = Λ , p2(t) = 〈Or(t)〉 ; (5.20)
• q4(t) is the normalizable coefficient of the bulk scalar χ, identified with the expecta-
tion value of the Z2-symmetry breaking irrelevant operator Oi of the dual QFT3,
q4(t) = 〈Oi(t)〉 ; (5.21)







• λ(t) is the residual radial coordinate diffeomorphisms parameter
r → r + λ(t) , (5.23)
which can adjusted to keep the apparent horizon at a fixed location, which in our
case will be r = 1:(
∂t + A(t, r) ∂r
)
Σ(t, r) ≡ d+Σ(t, r)
∣∣∣∣
r=1
= 0 . (5.24)
To initialize evolution at t = 0, we provide the bulk scalar profiles,














along with the values of {p1, µ}, specifying the dualQFT3 mass scale Λ (5.20) and the initial
state energy density E (5.22). The constraint equation (5.17) is then used to determine
an initial profile Σ(t = 0, r). Eqs. (5.16) are then employed to evolve such data (5.25) in
time. The second constraint (5.18), representing the conservation of the energy density,
is enforced requiring that a parameter µ in the asymptotic expansion of A, see (5.19), is
time-independent.
Details of the numerical implementation, specific choices of the initial conditions (5.25)


































Figure 5.6: (Left:) Time evolution of a typical state in Z2-symmetric phase of exotic black
holes. The (green) dashed line is the equilibrium value 〈Oer〉 of the operator Or. (Right:)
The approach towards equilibrium occurs in characteristic quasinormal mode ringing of
the black hole horizon.
5.3.2 Dynamics of the symmetric sector
To study dynamics in the symmetric sector, we adopt initial conditions as described in














, χ(t, x) ≡ 0 . (5.26)
Results of a typical evolution are presented in figures 5.6 and 5.7. Here, the energy
density is below the critical one (5.10),
E = 0.793642 Ecrit ⇐⇒ µ = −4Λ3 . (5.27)
The left panel of figure 5.6 shows time evolution of the expectation value of Or. Within a




is represented by a (green) dashed line. We used the value of 〈Oer〉 obtained from the
independent analysis of the static configurations, reported in Sec. 5.2, evaluated at the





























Figure 5.7: (Left:) Dynamical entropy density s relative to the equilibrium entropy density
ssym in Z2-symmetric sector of exotic black holes. (Right:) Corresponding evolution of the
bulk Kretschmann scalar.
right panel of figure 5.6 illustrates the system’s approach to equilibrium, which displays a
typical φ quasinormal mode ring-down of the exotic black hole horizon.
The entropy density is an intrinsically equilibrium concept in QFTs. One benefit of the
holographic framework is that it provides a well-motivated notion of the non-equilibrium
(even far from equilibrium) entropy. Following [121, 122] we identify nonequilibrium en-
tropy density s with the Bekenstein-Hawking entropy corresponding to the apparent hori-








The right panel of figure 5.7 shows the evolution of thus defined dynamical entropy density.
Notice that in line with the second law of thermodynamics, ṡ(t) ≥ 0 and approaches at
late times the equilibrium value ssym, computed independently for the static configuration
with the energy density (5.27).
While we can study the non-equilibrium dynamics in Z2-symmetric sector of the holo-
graphic model (5.6), completely suppressing the χ-scalar fluctuations as in (5.26), at
E < Ecrit, and in particular in the discussed example (5.27), this is an unphysical ap-
proximation — in realistic settings the fluctuations of the χ scalar will always be present,
and would destabilize this Z2-symmetric dynamics. In the right panel of figure 5.7 we show
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relative to the AdS4 Kretschmann scalar KAdS4 (recall KAdS4 = const = 24), to emphasize
the fact that even if the symmetric sector is unstable, its bulk dynamics is weakly curved.
Thus, higher derivative supergravity and string corrections are arguably irrelevant for the
onset of the Z2 symmetry breaking instability of the exotic black hole horizons.
5.3.3 Instability of the symmetric sector
In this section we study linearized fluctuations of the Z2 symmetry breaking operator Oi
in the symmetric phase of the holographic model (5.6). We initialize the symmetric sector
of the model as explained in Sec. 5.3.2 for energy densities above/below the critical one.













To treat symmetry breaking in a linear approximation, we set χ(t, x) ≡ 0 in all dynamical
equations, except for the third equation in (5.16) — the only one linear in the field χ and
which determines its dynamics — which is kept unchanged.
Figure 5.8 presents the linearized fluctuations of the symmetry breaking operator Oi
during evolution of the symmetric sector with
E = 0.793642 Ecrit ⇐⇒ µ = −4Λ3 . (5.32)
After a time t ∼ Λ−1 the symmetric sector equilibrates, and 〈Oi〉 exhibits an exponential
growth with time as it evolves over such state. The growth rate can be extracted at late






































Figure 5.8: (Left:) Linearized fluctuations of the symmetry breaking operator Oi during
the dynamical evolution of the Z2-symmetric sector of exotic black holes with E < Ecrit.
(Right:) The dashed red line is the linearized fit to the exponential growth of 〈Oi〉 at late
times.
This is in excellent agreement with the independent computation of the χ-scalar QNM







= 0.99997(3) . (5.34)
Figure 5.9 presents the linearized fluctuations of the symmetry breaking operator Oi
during evolution of the symmetric sector with
E = 1.1904(6) Ecrit ⇐⇒ µ = −6Λ3 . (5.35)
Again, after a time t ∼ Λ−1 the symmetric sector equilibrates, and the evolution of 〈Oi〉
over such state exhibits an exponential decay with time. The decay rate can be extracted








































Figure 5.9: (Left:) Linearized fluctuations of the symmetry breaking operator Oi dur-
ing dynamical evolution of the Z2-symmetric sector of exotic black holes with E > Ecrit.
(Right:) The (red) dashed line is the linearized fit to the exponential decay of 〈Oi〉 at late
times.
This also agrees with the independent computation of the χ-scalar QNM frequencies re-







= 1.0000(2) . (5.37)
Notice that the fluctuations of χ do not oscillate (both in the stable, i.e., those that




= 0 . (5.38)
We believe this is a reflection of the spontaneous character of the symmetry breaking due
to these fluctuations at the horizon6 together with the boundary conditions adopted.
































Figure 5.10: p2 and q4 vs. time for the stable case.
5.3.4 Fully non-linear evolutions of stable and unstable black
holes
We now turn our attention to the fully non-linear behavior. Thanks to the simulations’
ability to account for the backreaction of the field χ a rich phenomenology is uncovered.
To aid in the interpretation of the results, we monitor several quantities:
• The dynamical behavior of p2 and q4.
• The area of the apparent and event horizons (see Appendix C.1.5).
• The behavior of the Kretschmann curvature scalar K = RabcdRabcd (normalized by
the value of K for pure AdS).
As a first case of study, we confirm that for E > Ecrit the behavior observed is consistent
with that captured by the linearized analysis described in Sec. 5.3.3. For this case, the
system asymptotically approaches a stationary hairy black hole which is evidenced by a
non-zero asymptotic value of p2 as illustrated in figure 5.10 as well as the behavior of the
normalized curvature scalar K shown in figure 5.11. This figure, also shows that at late
times the event and apparent horizon coincide and remain stationary.
On the other hand, the case where E < Ecrit –identified in the previous section as





































Figure 5.11: Area and Kretschmann for stable case.
particular case defined by the following configuration.
Energy density (with Λ = 1)
E = 0.793642 Ecrit ⇐⇒ µ = −4Λ3 .
Initial conditions are chosen describing a perturbed black hole with both non-zero φ and
χ (as detailed in Appendix C.1.3) with
Ap = 1.0 , Aq = 0.01 .
Under these conditions, the system gives rise to a rich –and very rapidly evolving dynamics–
which we have confirmed through extensive convergent studies. For instance, by inspec-
tion of results obtained with different number of collocation points (N = 20, 30, 40, 50, 60
points), use of adaptive time-stepping to capture the increasing faster dynamics observed,
and employing a different coordinate condition (setting λ(t) = 0) which does not keep the
apparent horizon at a fixed location as done in [1]. All these studies confirm the observed
behavior that we describe next.
As the field φ “rolls down” the unbounded potential, the energy gained impacts the
dynamics of its normalizable coefficient (p2) as well as the normalizable coefficient of χ
which grows without bounds as shown in figure 5.12. This behavior is evidenced in the
black hole, which grows fast and eventually reaches the AdS boundary in finite asymptotic
time as illustrated in figure 5.13. The figure shows both the apparent horizon (AH), and






























Figure 5.12: p2 and q4 vs. time for the unstable case.
time progresses, the AH approaches the EH and both asymptote to infinite size in a finite
amount of time. This asymptotic behavior can be fit by the expression
Σ2EH ∝ 1/(a+ bt+ ct2) , (5.39)
with the following coefficients {a = 3.934(5), b = −1.811(5) and c = 0.2084(5)}. This fit
indicates a finite time divergence at t ≈ 4.30. We find a similar asymptotic behaviour for
the Kretschmann scalar evaluated at the horizon with K ' Σ3EH, as seen in figure 5.14.
Thus, at late times,







consequently, KEH diverges in finite time at the boundary of AdS. Additionally, the (nor-
malized) scalar curvatures on the AH and EH diverge with KEH ≤ KAH. Naturally, the
code is eventually unable to keep up with the radically rapid dynamics which requires ever
smaller timesteps to capture the following behavior. Nevertheless, we have been able to
extract convergent solutions up to a sufficiently late stage to understand the behavior and
fate of the spacetime. The picture that arises is that the spacetime explores arbitrarily
large curvatures in finite time, and outgoing null geodesics emanating from such regions
reach the boundary of AdS in finite asymptotic time as indicated in figure 5.15. This
behavior would violate the spirit of the weak cosmic censorship conjecture, in that far
observers can be reached by signals emanating from arbitrarily curved spacetime regions,










































Figure 5.13: Area and Kretschmann for unstable case.
5.4 Summary
In this chapter we studied an interesting instability of the black hole horizons, observed
first in [39]: below some critical energy density the horizon is unstable with respect to
fluctuations spontaneously breaking a discrete symmetry. However, there is no static end-
point associated with the nonlinear build-up of the symmetry breaking condensate (scalar
hair at the horizon), as opposed to typical constructions of holographic superconductors
[40]. The instability is perturbative in nature (i.e., describing a second order phase tran-
sition), and is triggered by an arbitrary small amplitude of the symmetry breaking mode,
provided the conserved energy density of the state E is below a critical energy density.
As a result, the onset of the instability, and dynamics close to it, can not be affected by
higher-order nonlinearities in the gravitational scalar potential as long as the amplitude of
unstable modes remain small. Additionally, the instability initiates in the long wavelength
regime, i.e., at small bulk curvature, and thus can not be removed by higher derivative
corrections to the gravitational effective action.
We studied the future development of the instability, using a characteristic formula-
tion of asymptotically anti-de Sitter gravitational dynamics [55], and argued that, at the
classical level, the end point of the instability induces a curvature singularity at finite
asymptotic time. Specifically, we demonstrated an apparently unbounded growth of the
Kretschmann scalar in the bulk (e.g., evaluated at the location of the apparent horizon).
Thus, our model (5.6) provides a simple example of arbitrarily large curvatures arising in
asymptotically anti-de Sitter space times at sufficiently late times.










Figure 5.14: Similar asymptotic behaviour of the Kretschmann scalar and Σ3 at the event
horizon.
theory/gravity correspondence, represented by the effective gravitational action (5.6), the
phenomena described, i.e., horizon instability without the static end point, is realized
within bona fide holographic correspondence scenarios (e.g., [111, 115]). We expect that
curvature singularities arise in those models as well7. The observation that curvature
singularities might arise dynamically implies that consistent truncations of string theory
and supergravity, while suitable to address static states in the theory, may fail in dynamical
settings — when the evolution enters the regime of highly curved geometry; and in such
cases stringy corrections will be important.
What are the holographic implications of a singularity developing evolution for the
boundary gauge theory? A standard lore is that states of a closed non-integrable interacting
system with large number of degrees of freedom should dynamically equilibrate. In the
context of holography, early indications supported this for generic far-from-equilibrium,
arbitrary low-energy states of strongly coupled conformal gauge theories, even when the
dynamical evolution of these states was artificially restricted to symmetric submanifolds of
the full phase space of the theory8 [64, 125]. Shortly thereafter it was argued [126, 65, 127]
that in fact symmetric phase space of holographic conformal field theories has islands of
stability that never equilibrate. In this study we identified yet another possibility: initial
states of holographic strongly coupled gauge theories, well described classically in the
7It is a straightforward exercise to examine this in a holographic model [111]; dynamics of small black
hole localization in AdS5 × S5 is much more difficult.















Figure 5.15: Schematic spacetime diagram. As time progresses, the apparent horizon
approaches the event horizon in finite time. The scalar curvature diverges and arbitrarily
high curvature regions can be identified by asymptotic observers at finite times. In the
diagram, “EoS” refers to the “End of the Simulation” while the star refers to the blow up
of the Kretschmann at the boundary in finite time.
gravitational frame, evolve to a singularity in finite time. Singularity is a signature for a
breakdown of an approximation, and we see two possible reasons. First, it is possible the
singularity is an artifact of our restriction of the state evolution to symmetric submanifolds
of the full phase space of the theory and that symmetry breaking modes would allow for a
smooth evolution. As we discuss below, hydrodynamic modes in the system can be gapped,
leading to the same qualitative behaviour. It is more difficult to argue for the absence
of light modes spontaneously breaking internal symmetries — the singularity observed
might be an indication that some of these symmetries must be dynamically broken during
the evolution (similar ideas were proposed in [128]). Second, the state evolution in the
gravitational frame of the holography might not be always semiclassical.
We find it important to discuss another possible limitation of the study carried out
here and its conclusions. We restricted the dynamics in our model to preserve boundary
homogeneity and isotropy. One might argue that the physical phenomena discussed here
arise as a consequence of such a restriction, and that a sufficiently generic initial state
would smoothly evolve to an end point where these symmetries are spontaneously broken.
We do not have a full answer to this question — gravitational simulations in the presence
of spatial inhomogeneities are beyond the scope of this chapter. At the very least, in
the holographic model studies in [129] there is an exotic instability discussed, without the
101
spatially modulated endpoint as well9. Since the instability and the evolution towards the
singularity in our model can be triggered by arbitrarily small amplitude fluctuations of
the χ-mode, i.e., energetically arbitrary close to the critical point, the potentially physics-
modifying hydrodynamics modes can be gapped, rendering them irrelevant to the question
as to whether or not the singularity observed is physical. To demonstrate this, we modified
our model with a boundary with topology R2 → S2. All the main features described in
the former case remain in the latter, in particular: there is a horizon instability, there
is no static end point below some critical energy density associated with the onset of the
perturbative instability, the low-energy SO(3)-invariant states evolve to a singular solution.
It would be interesting to explore in details the role of additional massless fields at the
threshold of instability, and their effect on the singularity development.
A feature of the bulk scalar potential of our holographic model (5.6) is that it is un-
bounded in the χ-direction (recall that the nonlinear coupling g < 0). We study in Ap-
pendix C.2 a modification of the model which “bounds” the χ-potential with higher order,
nonlinear in χ, interactions10. Of course, the linearized instability is unaffected; likewise,
the unstable phase with 〈Oi〉 6= 0 for E > Ecrit is unchanged qualitatively (close to Ecrit
the higher-order nonlinear terms in the gravitational potential are suppressed). However,
we find a new static black hole phase with 〈Oi〉 6= 0 , that exists both for E < Ecrit and
E > Ecrit for the bounded potentials and, at least in the vicinity of perturbative instability,
has higher entropy density than the symmetric phase. Unlike the exotic branch of the black
holes, this new phase does not bifurcate from the onset of long-wavelength instability of
the symmetric phase. For E < Ecrit this new static phase is always the end point of the
evolution; for E > Ecrit the new symmetry broken phase can only be reached if the initial
amplitude of the symmetry breaking fluctuations is sufficiently large — the symmetry bro-
ken phase is a potential barrier separated from the symmetric phase whenever E > Ecrit.
Our model (5.6) is a phenomenological example of the holographic correspondence, thus
one might worry whether curvature diverging scenarios described here is realized in gen-
uine (top-down) holographic dualities. We believe the answer to the question is in the
affirmative:
First, the unbounded potentials are ubiquitous in holography — a typical example is a
well-studied N = 2∗ holography [130, 131, 132], where the bulk gravitational scalars {α, χ}
9We would like to thank Ben Withers for bringing the reference to our attention.
10We would like to thank Jorge Santos for raising the issue of the unboundedness of the scalar potential
in our model with its potential effect on the singular evolution that prompted this analysis.
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−12(∂α)2 − 4(∂χ)2 − V
)
,
V (α, χ) = −e−4α − 2e2α cosh 2χ+ 1
4
e8α sinh2 2χ .
(5.41)
The reason why the scalar potentials in supergravity constructions can be unbounded
























It is the −1
3
W 2 contribution to V in (5.42) that is responsible for the unboundedness of V .
Second, the scalar potential in the top-down embedding of the exotic black hole phe-
nomena [39] constructed in [111] (see eq.(2.32) there) is unbounded from below:
V (ϕ) = −2 (2 + cosh(2ϕ)) . (5.43)
There are lots of open questions left for the future. It would be interesting to understand
whether the divergent curvature scenario proposed here is universal. Is it possible to
understand analytically the approach towards the singularity as in explorations of the BKL
conjecture? (e.g. [133]). The link between the boundedness of the gravitational potential
and the singular evolution should be studied in more detail. It is certainly important to
understand the consequences of the diverging curvature for the boundary gauge theory. Is




6.1 Summary and Future Directions
In this thesis, we studied the linear and nonlinear behavior of unstable black holes in AdS
spacetimes. In Chap. 2, we gave an overview of the model, the linearized equation for RN-
AdS and Leaver’s method to compute the QNM, as well as the characteristic formulation
used for the full nonlinear problem. We discussed the numerical methods used to solve the
full nonlinear set of equations Eqs. (2.6)–(2.10), and the asymptotic boundary conditions
for the fields.
In Chap. 3, we used these methods to nonlinearly study the superradiant instability
that results from perturbing a small RN-AdS black hole with a charged scalar perturba-
tion. These numerical tools allowed us to study the system well into the nonlinear regime
where backreaction of the field onto the spacetime is significant. Indeed, the low amplitude
perturbation grows exponentially at early times, and as it grows larger it interacts nonlin-
early with the black hole, extracting charge and mass. Eventually, the energy extraction
reaches a saturation point, superradiance ceases, and the system settles into a station-
ary configuration. We connect, thus, the linear behavior of the superradiant instability,
through nonlinear dynamics, to its final state which is a charged black hole with a non-
trivial profile of the scalar field1. Decomposing the scalar field into modes and analyzing
their dynamics reveals a rich and non-trivial behavior. Initially, many unstable modes can
be present in the initial perturbation. All of these modes interact superradiantly with the
black holes, and grow exponentially. As the superradiant bound is modified, because of
1The scalar field only contains the fundamental mode which saturates the superradiant bound.
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the backreaction, the higher overtones cease to be unstable, falling back into the black hole
and returning charge and energy. Eventually this process saturates, and the fundamental
mode with a zero-growth rate is the only remaining mode. The ultimate fate of the charge
superradiant instability in AdS is, thus, a stable (charged) black hole with a non-trivial
scalar field configuration.
In Chap. 4, we extended the results from the previous chapter to the large RN-AdS
black hole regime. Through linear and nonlinear studies we have identified the near-horizon
instability, as well as the superradiant instability. With the linear analysis we provide a
comprehensive picture of the mode spectrum of large RN-AdS, and show the connection
between the mode spectra of the small and the large RN-AdS black holes. We show that,
although different in nature, the near-horizon and the superradiant instabilities coexist in
a region of the parameter space for large near-extremal RN-AdS black holes. Through the
full nonlinear dynamics we elucidate the final state of the instabilities, and show they settle
into stationary black holes with non-trivial scalar condensates. Additionally, we construct
initial data consisting of various superradiant modes, that does not contain the fundamental
mode, such that the solution cascades through a series of unstable excited hairy black hole
equilibria. Indeed, we show the transition for the first overtone n = 1 onto the fundamental
mode n = 0, as well as a triple cascade, n = 2→ n = 1→ n = 0. Furthermore, we use the
single transition study, n = 1 → n = 0, to analyze the nonlinear excitation of the modes.
Indeed, the higher overtone sources the fundamental mode in a way consistent with the
self-gravitating contribution of the scalar field (A0 ∝ A31), underscoring the importance of
overtone modes and nonlinear effects.
In Chap. 5, we studied two interacting massive scalar fields in the presence of a planar
Schwarzschild-AdS black hole. The negative mass squared of the scalar field is chosen to
be negative, but still satisfying the BF bound, whereas the other is chosen positive. A
nonlinear coupling between the fields, however, introduces an effective mass for the “non-
tachyonic” scalar field which is subject to a long-wavelength type of instability. Above a
certain critical energy density the system displays a stable behavior settling into a hairy
black hole with the tachyon field forming the scalar field condensate and the other scalar
field vanishing. As we probe energy densities below the critical one, the “non-tachyonic”
field displays an exponential growth at the linear level. At the nonlinear level the expo-
nential growth of the field does not saturate leading to a runaway instability. We show the
divergence, in finite asymptotic time, of the Kretschmann scalar and the areal radius of the
apparent and event horizons. The instability triggered by an arbitrary small perturbation,
thus, induces a curvature singularity in finite asymptotic time and does not lead to a static
or stationary end state.
The instability of RN-AdS and its hairy black hole formation has been proposed as a
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holographic dual to a superconducting phase transition. It would be interesting to seek
a holographic interpretation of either the transient hairy black hole equilibria that we
uncovered in Chap. 4, or the singularity development presented in Chap. 5.
The results presented in this thesis motivate the need for further investigation on the
astrophysical, the holographic, and the classical GR fronts. In particular, in the astro-
physical context, the outer potential barrier is no longer infinite as in AdS, and is usually
provided by the mass term of the field. This, in fact, provides a cutoff in the mode energy
and on the efficiency of the energy extraction. It would be interesting to extend the model
to a more astrophysically relevant scenario like the scattering of a massive scalar field with
general self-interactions off of a (rotating) Kerr black hole in asymptotically flat spacetime.
Recently, in [134], the authors have proposed that if the scalar field has an axionic coupling
to the EM field 2, it gives rise to a stimulated emission of photons when the number of
axions is large enough, this in turn would quench the superradiant instability. It would,
certainly, be interesting to explore this possibility within the full nonlinear context, how-
ever, the small growth timescale of the bosonic superradiant instability in Kerr-AF call for
a very long evolution, tevolution ∼ 106MBH. On the other hand, small Kerr-AdS black holes
are unstable under scalar perturbations [135, 22], and the relevant timescale seems to be
much more reasonable for a full nonlinear dynamical evolution.
After studying the full nonlinear dynamics of RN-AdS the natural question that arises
is whether the same would happen in asymptotically de Sitter (dS) spacetimes. It was
established that RN-dS is prone to an instability in [136], however, only the monopole
l = 0 suffers from this instability. Indeed, the real frequency of the mode is within the
superradiant bound for RN-dS, which suggests that the instability is superradiant in nature.
They show, as well, that for l = 1 and higher angular numbers the instability does not
occur. Satisfying the superradiant bound, then, seems to be a necessary condition as
opposed to a sufficient condition. In Chap. 4 we showed that different instabilities can
coexist in the same region of parameter space, and their modes can be parametrically
deformed into each other. Certainly, a similar analysis of the mode spectrum of RN-dS
could help elucidate the real nature of the instability, and the full nonlinear development
would determine the end-state of the instability which is still an open problem.
Lastly, the comprehensive picture given by the linear and nonlinear studies provides us
with a deeper understanding of the black hole dynamics. In particular, we are investigating
the nonlinear coupling between decaying quasinormal modes in (spherical) Schwarzschild-
AdS. We find evidence that decaying overtone modes excite nonlinearly lower ovetone
modes, with the same cubic relation we expected before. This simplified system can help
2A coupling of the form L ⊃ kaxion2 φ∗FµνFµν , where ∗Fµν ≡ 12εµνρσFρσ is the dual of Fµν .
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us shed some light into the nonlinear regime of binary black holes; specifically, to the post-
merger and ringdown of the process. Recent studies have used mutliple quasinormal mode
overtones to fit the ringdown part of a binary black hole gravitational wave signal. After
merger, however, the system is still in the nonlinear regime, and thus our suggestion that
nonlinearities might still be relevant. In our ongoing work, we show that, upon perturbation
of the black hole, nonlinear mode excitation takes place between decaying quasinormal
modes. These results can be used, then, to understand the post-merger nonlinear regime
of binary black holes. Further work, however, is needed to have a thorough understanding
of the regime of applicability of the linear results in the strongly perturbed regimes.
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A.1 Background quantities in terms of the horizon
radii
In this section we show the explicit expressions for the metric function Eq. (2.12), the mass
Eq. (2.14), and the charge Eq. (2.16), in terms of the inner and outer horizon radii r− and
r+. This is useful, in particular, for the implementation of Leaver’s method to compute
the QNM frequencies. The metric function becomes
f(r) =
(r − r−)(r − r+)
L2r2
[
r2 + r(r− + r+) +
(



















L2 + r2− + r
2
+ + r− r+
)
. (A.3)
Thus, at extramality, the inner and outer horizons coincide r+ = r−, and














A.2 QNM frequency comparison
We use the full nonlinear code in the “linear regime”, that is with small amplitudes of the
scalar field, and evolve the scalar perturbation. We use a time domain analysis to fit for
the fundamental mode, and obtain the real and imaginary frequencies. We compare these
values with linear studies performed in [4], where the QNM are obtained for a charged
scalar perturbation in an RN-AdS background.
q e QAD
QExt
MAD QAD Re(ω) Im(ω) RE to Re(ω)[4] RE to Im(ω)[4]
0 0 0.4 0.12192 −0.16932808 2.3909 −0.44312 0.003 % 0.007%
0.6 0.14432 −0.25399212 2.2888 −0.53427 0.005% 0.012 %
0.8 0.17568 −0.33865616 2.1922 −0.69804 0.009 % 0.012 %
1 2 0.4 0.12192 −0.16932808 2.6707 −0.27173 0.0002% 0.011%
0.6 0.14432 −0.25399212 2.7050 −0.24032 0.001% 0.029%
0.8 0.17568 −0.33865616 2.6809 −0.23659 0 % 0.03 %
2 4 0.4 0.12192 −0.16932808 2.9647 −0.14131 0.003% 0.015%
0.6 0.14432 −0.25399212 3.1708 −0.058363 0.004 % 0.089%
0.8 0.17568 −0.33865616 3.3620 0.0015557 0.011 % 0.007 %
Table A.1: Recovering the quasi-normal frequencies obtain through linear theory by
Uchikata & Yoshida [4].
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Appendix B
Continued Fraction convergence and
accuracy
B.1 Code validation
We have confirmed the validity of both codes used extensively in this work through self-
convergence tests as well as comparison with available results in suitable regimes. With
regards to self-convergence tests, we have verified that as the number of terms employed
in the continued fraction method is increased, our results asymptote to consistent results
and, that typically this takes place when N ' 3000 (see figure B.1). Convergence of the
non-linear code has been recently demonstrated in [1]. As mentioned, we also compare
with specific results; in particular: our QNM frequencies obtained in our linear analysis
agree with those obtained in [5] in the Schwarzschild-AdS limit (Q = 0,q = 0) to better
than 1.2% for the real part of ω and better than 0.5% for the imaginary part of ω. In the
charged, small black hole case, our results agree with those presented in [4] to better than
0.1%. An example of these comparisons is given in Tables B.1,B.2. In the large black hole,
small charge regime, our results agree with those in [28]. to better than 7.5% and 4% for
the real and imaginary parts of ω respectively. We have also confirmed solutions obtained
with our full non-linear simulations illustrate initial growth rates –in the unstable regime–
and black hole QNMs consistent with the expected results from our linear studies.
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Figure B.1: Imaginary part of the NH mode as a function of the number of terms used
in the continued fraction N , for different values of the extremality parameter a. We can
observe that convergence is more difficult when a gets closer to 1, as the equations used
break down.
Values of [5] Our values
r+ Re(ω) Im(ω) Re(ω) Im(ω)
0.4 2.3629 −1.0064 2.3629 −1.0065
0.6 2.4316 −1.5797 2.4316 −1.5797
0.8 2.5878 −2.1304 2.5878 −2.1304
1 2.7982 −2.6712 2.7982 −2.6712
5 9.4711 −13.3255 9.4711 −13.3255
10 18.6070 −26.6418 18.6070 −26.6418
50 92.4937 −133.1933 92.4937 −133.1933
100 184.9534 −266.3856 184.9534 −266.3856
Table B.1: QNMs found by the linear analysis for a Schwarzschild black hole (a = 0, q = 0)
and comparison with the results of [5] (Table 1). We can see our values agree completely
with the previous results.
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Values of [4] Our values
q a Re(ω) Im(ω) Re(ω) Im(ω)
0 0 2.6928 −1.0095× 10−1 2.6928 −1.0096× 10−1
0.2 2.6801 −1.0434× 10−1 2.6801 −1.0434× 10−1
0.4 2.6410 −1.1625× 10−1 2.6411 −1.1626× 10−1
0.6 2.5723 −1.4417× 10−1 2.5723 −1.4417× 10−1
0.8 2.4787 −2.0756× 10−1 2.4788 −2.0757× 10−1
0.9 2.4332 −2.5493× 10−1 2.4332 −2.5493× 10−1
2 0.2 2.7614 −8.1233× 10−2 2.7615 −8.1233× 10−2
0.4 2.8058 −6.7765× 10−2 2.8059 −6.7765× 10−2
0.6 2.8256 −5.8950× 10−2 2.8257 −5.8950× 10−2
0.8 2.8161 −5.6894× 10−2 2.8161 −5.6894× 10−2
0.9 2.7977 −6.3772× 10−2 2.7978 −6.3773× 10−2
4 0.2 2.8414 −6.1698× 10−2 2.8415 −6.1698× 10−2
0.4 2.9650 −3.4408× 10−2 2.9650 −3.4408× 10−2
0.6 3.0672 −1.3945× 10−2 3.0672 −1.3946× 10−2
0.8 3.1515 1.7314× 10−3 3.1515 1.7314× 10−3
0.9 3.1878 6.5742× 10−3 3.1879 6.5744× 10−3
Table B.2: QNMs found by the linear analysis for a small black hole (r+ = 0.1) and
comparison with the results of [4] (Table 2). We can see our values agree completely with
the previous results. 124
Appendix C
Appendix for Chapter 5
C.1 Numerical setup
We adapt the characteristic formulation of [55] for the numerical solution of (5.16)-(5.18).
C.1.1 Field redefinitions and the code equations
We introduce a new radial coordinate
x ≡ 1
r
∈ [0, 1] , d+ = ∂t + A(t, r) ∂r → ∂t − x2A(t, x) ∂x , (C.1)
maintaining ′ ≡ ∂x and ˙ ≡ ∂t, and redefine the fields
{φ , χ , Σ , A , d+φ , d+χ , d+Σ } → { p , q , σ , a , dp , dq , dσ } (C.2)
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as follows
φ(t, x) = x p1 + x p(t, x) ,




+ σ(t, x) ,




d+φ(t, x) = −
p1
2
+ x dp(t, x) ,
d+χ(t, x) = x
3 dq(t, x) ,
d+Σ(t, x) = x dσ(t, x) +
1
2







Using (5.19), we find the asymptotic boundary expansion x→ 0+ for the new fields:
p = p2(t) x+O(x2) , q = q4(t) x+O(x2) ,
dp = −p2(t)− p1λ(t) +O(x) , dq = −2q4(t) +O(x) ,




x+O(x2) , dσ = µ+O(x) ,



















(3q + xq′)2 +
1
4
(p1 + p+ xp
′)2
]
σ = Jσ ,
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dp = J3 ,
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+ 3p21 + 24σ
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dq = J5 ,
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q̇ = dq +
1
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Numerical code is organized as follows.
• [Step 1]: assume that at a time step t we have profiles
{p(t, x) , q(t, x) , p′(t, x) , q′(t, x)} and λ(t) . (C.10)
• [Step 2]: we solve linear in σ equation (C.5), subject to boundary conditions





• [Step 3]: we solve linear in {dp, dσ} system (C.6), subject to the boundary conditions
dp(t, x = 0) = −p′(t, x = 0)− λ(t) p1 , dσ(t, x = 0) = µ . (C.12)
• [Step 4]: we solve linear in dq equation (C.7), subject to the boundary conditions
dq(t, x = 0) = −2q′(t, x = 0) . (C.13)
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• [Step 5]: we solve linear in a equation (C.8), subject to the boundary conditions






p′(t, x = 0) , a(t, x = 1) = ah . (C.14)
The value ah is determined from the stationarity of the apparent horizon at x = 1 as
explained in the following subsection.
• [Step 6]: we use evolution equations (C.9), along with (see (C.4))
λ̇(t) = −a(t, x = 0) , (C.15)
to compute
{p(t+ dt, x) , q(t+ dt, x) , λ(t+ dt) . (C.16)
After computing the radial coordinate derivatives {p′(t + dt, x) , q′(t + dt, x)}, we
repeat [Step 1].
Notice that the first equation in (5.16) is redundant in our numerical procedure: rather
than propagating in time Σ, we compute it from the constraint (5.17) at each time step;
nonetheless, we monitor the consistency of that equation during the evolution.
Implementing the code1, we use spectral methods for the radial coordinate integration,
[Step 2]- [Step 5]. Singularities of the equations at the boundary collocation point x = 0
are resolved using the corresponding boundary conditions instead. We use fourth-order
Runge-Kutta method for the time evolution, [Step 6].
C.1.2 Apparent horizon and the boundary condition for a
Our numerical implementation requires an independent computation of ah ≡ a(t, x =
1) (see (C.14)), given radial profiles {p, p′, q, q′, s, s′, dp, ds, dq} and the diffeomorphisms
parameter λ at time t. Following [55], this is done by enforcing the time-independent




= 0 . (C.17)
Assuming xh = 1,
dxh
dt




= 0 . (C.18)
1Code implementation is similar to the one used in [137].
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Denoting {
ph , dph , qh , dqh , σh
}
















)2 − 2 (qh)2 + 6) (σh + 1)2 − 2 (qh)2 (σh + 1)2 (p1 + ph)2 g) . (C.20)
C.1.3 Initial conditions
To evolve (C.5)-(C.9) one has to provide data, at t = 0 as required by [Step 1], see (C.10).
In particular, we need to specify λ0 ≡ λ(t = 0). Once again, we follow [55].





+ λ0 . (C.21)
To maintain this invariance we specify initial conditions for {p, q} (in λ0-invariant way) in




























We then proceed as follows2:
• given {Ap,Aq} we set λ0 = 0 and perform [Step 2] (C.11) and [Step 3] (C.12);
• having enough data, we follow (C.3) to compute the profile d+Σ(t = 0, x);
• we find numerically the root x = x0 of the equation
d+Σ(t = 0, x)
∣∣∣∣
x=x0
= 0 ; (C.23)
2For this procedure the integration range over the radial coordinate x might exceed unity.
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− 1 , (C.24)
which (apart from the numerical errors) would guarantee that the corresponding
location of the apparent horizon is now at x = 1;
• the trial value (C.24) is further adjusted repeatedly performing [Step 2] and [Step
3] to achieve




at a high accuracy.
C.1.4 Convergence tests
We performed self-convergence tests to verify the validity of the obtained numerical solu-
tions. In particular, we study each configuration numerically under different number of
collocation points N = 20, 30, 40, 50, 60, 80. We monitored the convergence of the residu-
als of the constraint equations to zero as well as each evolved field (and computing self-
convergence test by a suitable interpolation onto a finite difference grid). Additionally, we
confirmed convergence of the location of the event horizon and the Kretschmann scalar
at both the apparent and event horizons. As an illustration, figure C.1 displays KAH for
both the stable and unstable configurations. For the former case, all resolutions show an
excellent agreement. In contrast, the unstable case illustrates a convergence to a divergent
behavior which requires increasingly finer resolutions to be captured. Such more finely
resolved studies provide enough information to understand the late time behaviour, in
particular, up to a time t ' 4.2Λ.
C.1.5 Event Horizon Finder
To find the event horizon we trace null geodesics at late times back in time and determine
the surface R(t) where they converge. To do so, we start from
gabn
anb = 0 , (C.26)
where na denotes the null tangent vector to the geodesics. Using (5.15) and the field
















































Figure C.1: Kretschmann scalar at apparent horizon. Left panel stable case. Right panel
unstable case.
which we solve numerically using either a RK4 integrator or an second order implicit inte-
grator. The results obtained with both methods converge and are in excellent agreement.
As described briefly above, we consider a collection of starting points at different radii and
bisect the resulting behavior to home-in on R(t). Figure C.2 displays eight representative
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Figure C.2: Illustration of representative null rays traced to find the event horizon. The
inset shows a zoom-in at late times which aids to visualize how null rays starting at different
locations converge as they are traced backwards in time.
C.2 Bounded scalar potentials in exotic holographic
model
In this section we explore modification of the model (5.6) where the potential for the
gravitational scalar χ is bounded; specifically we modify the nonlinear interactions between
φ and χ as follows





where f = const > 0 is a new parameter. It is straightforward to modify the numerical
code to reflect the change (C.28). We performed various tests and verified convergence of
the new numerical code. In what follows we report the results of the analysis.
Because modification (C.28) is a higher-order χ-nonlinear interaction, the linearized
stability analyses are not affected — there is a linearized instability for E < Ecrit with Ecrit
given by (5.10). Likewise, the static exotic branch bifurcating from the symmetric phase at
the onset of the instability is qualitatively unchanged, see figure 5.3. However, for a wide
range of f > 0 we found a new phase of the model with 〈Oi〉 6= 0. This new phase exists
for E ≶ Ecrit, though it is numerically challenging to find it as f decreases and E → Ecrit.
The new branch enters a full phase diagram of the model in a fairly complicated fashion.
For the results in figure C.3 we choose f = 55. The left panel shows the entropy density
difference between the symmetric phase ssym and a new symmetry broken phase sbroken.






































Figure C.3: There is a new symmetry broken phase of the model (5.6) for the modified
nonlinear interaction (C.28); here, f = 55. The left panel shows the difference in the
entropy densities between symmetric and broken phases as a function of energy density.
The (red) vertical dashed line is the onset of the linearized instability of the symmetric
phase at E = Ecrit, see (5.10). The (black) vertical dashed line denotes a new first-order
phase transition at E = Eblack, see (C.29). The vertical (green) dashed lines indicate energy
densities used in numerical evolutions, Egreen,left < Ecrit < Egreen,right < Eblack. The right
panel represents the order parameter of the broken phase as a function of the energy
density.
This new phase dominates the microcanonical ensemble all the way to Eblack, denoted by
the (black) vertical dashed line,
sbroken(E) > ssym(E) , for E < Eblack = 1.0057(3) Ecrit . (C.29)
At E = Eblack there is a first-order phase transition, and since the symmetric phase at this
energy density is perturbatively stable, the transition would occur dynamically only if the
amplitude of the symmetry breaking fluctuations is large enough — we explore this below
for the energy density represented by the right (green) vertical dashed line
Ecrit < Egreen,right = 1.0019(7) Ecrit < Eblack . (C.30)
The left (green) vertical dashed line corresponds to the energy density (5.32), Egreen,left <
Ecrit. The right panel in figure C.3 shows the order parameter, 〈Oi〉, for the new symmetry
breaking phase as a function of the energy density E .
As figure C.4 shows, the new symmetry broken phase dominates the microcanonical



































Figure C.4: New symmetry broken phase dominates the microcanonical ensemble at E =
Ecrit for a wide range of the nonlinear parameter f , “bounding” the scalar potential in
(C.28). Right panel shows the corresponding dependence of the order parameter 〈Oi〉 in
the broken phase.
the new phase becomes very different from the symmetric phase: it is much strongly favored
entropically, and the symmetry breaking order parameter 〈Oi〉 (right panel) exhibits a rapid
growth. All this is suggests that the limit f → 0+ is a singular one, as expected from the
main text analysis of the f = 0 model (5.6).
Figure C.5 represents the time evolution of model with f = 55, E = Egreen,left =
0.793642 Ecrit, and the initial conditions chosen following Appendix C.1.3 with values of
Ap and Aq as in the simulations reported in section 5.3.4. The symmetry preserving 〈Or〉
(left panel) and the symmetry breaking 〈Oi〉 (right panel) condensates equilibrate to static
values [(red) dashed lines] corresponding to the new symmetry broken phase discussed
here. This should be contrasted with the f = 0 results reported in section 5.3.4, where the





= 0.0252 Λ4 ; (C.31)
hence, they do not have enough time to become nonlinear at tΛ ∼ 1, and the symmetric
condensate 〈Or〉 is close to its value in symmetry preserving phase at the corresponding
energy density (represented by (green) dashed line). For tΛ > 1 the symmetry breaking
fluctuations continue to grow, ultimately capping off at the new equilibrium value.






























Figure C.5: Time evolution of the symmetric preserving order parameter 〈Or〉 (left panel)
and the symmetry breaking order parameter 〈Oi〉 (right panel) for E < Ecrit, see (5.32),
and f = 55. The system equilibrates to appropriate static values of the condensates,
represented by (red) dashed lines. The (green) dashed line is the expectation value of Or
in the symmetric phase at the corresponding energy density.
the narrow energy range:
Ecrit < E < Eblack . (C.32)
Here, the symmetric phase is perturbatively stable, but the new symmetry broken phase is
nonetheless entropically favorable; thus one expects that the broken phase can be reached
dynamically only if the amplitude of the initial symmetry breaking fluctuations is suffi-




= 0.0252 Λ4 and the system equilibrates to a (metastable) symmetric phase. Fig-




— here the amplitude is large enough to reach the entropically dominant symmetry broken
phase. The approach to equilibrium in both cases is very slow as the energy density of the





























Figure C.6: Dynamics of the model with f = 55 and E = Egreen,right, see (C.30) with initially
small amplitude of the symmetry breaking fluctuations (right panel). Symmetry preserving
condensate 〈Or〉 equilibrates to the value in the symmetric phase [(green) dashed line]. The






























Figure C.7: Dynamics of the model with f = 55 and E = Egreen,right, see (C.30) with
initially large amplitude of the symmetry breaking fluctuations (right panel). Symmetry
preserving condensate 〈Or〉 approaches the equilibrium value in the symmetry broken phase
[ (red) dashed line]. The (green) dashed line is the value of this condensate at the same
energy in the symmetric phase.
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