This paper proposes an e cient method for evaluating queries over constraint databases. The method is based on a combination of top-down resolution with memoing and closed form bottom-up evaluation. In this way top-down evaluation terminates for all queries for which the bottom-up evaluation also terminates. The main advantage of the proposed method is the direct use of partially instantiated queries without the need for rewriting of the original program. The evaluation algorithm automatically propagates the necessary constraints during the computation. In addition, top-down evaluation potentially allows the use of compilation techniques developed for compilers of logic programming languages, which can make query evaluation very e cient.
Introduction
We propose a new method for evaluating deductive queries over constraint databases (i.e., where the constraints are used to represent the information stored in generalized relations 7] ). The evaluation of queries in constraint databases is di erent from the one used in standard database systems. The constraints are used as the actual representation of the data stored in the database rather than as mere restrictions of the contents of otherwise ground relations. Algorithms for the evaluation of queries over constraint databases should satisfy the following criteria:
1. The evaluation algorithm should terminate on all possible input queries.
2. The constraint language should try to encompass a wide class of constraints over particular domains. 3. Partially instantiated queries have to be evaluated e ciently. The rst requirement is especially di cult to achieve in the case of constraint databases because the extensions of constraint relations are usually in nite. There exist two main approaches to satisfy the above requirements in the case of Datalog. But neither of them seems to address all three requirements.
The rst approach is based on the xpoint (bottom-up) evaluation of the rules. Here the rst condition is usually met (e.g., for Datalog 23] , Datalog with integer constraints 14, 22] , and sets 15]). However, the classes of allowed constraints are restricted to guarantee termination. Also, the evaluation process is not goal-oriented and thus the evaluation of partially instantiated queries is quite ine cient 1 . The other approach is based on resolution (top-down) method. Here the second and third conditions are usually met. However, termination for all queries is often sacri ced (an exception is 18], where no constraints are allowed) in order to improve expressiveness and e ciency. These methods can also take full advantage of compilation techniques developed for other logic programming languages, e.g., 19, 24] . This greatly improves the (practical) e ciency of query evaluation 18] in the case of Datalog. We show that similar results can be achieved in the case of constraint databases as well.
In this paper we try to combine the advantages of both approaches. We propose an evaluation method, Constraint Memoing, applicable to constraint-based extensions of Datalog (Datalog C ), that has the following features:
Termination. Constraint Memoing guarantees termination of queries for all classes of constraints that have a closed-form terminating bottom-up evaluation procedure. Also, the complexity bounds of the bottom-up procedure are preserved.
The expressiveness of the language can be easily extended to accommodate various classes of constraints as long as every class of constraints is equipped with several elementary operations on the underlying representations of the constraints. This step is quite subtle if the termination of queries is to be preserved. In contrast to bottom-up methods, it is also possible to extend the query language to classes of constraints, where termination is not guaranteed 2 . The use of a top-down method allows a fully goal-oriented evaluation (i.e., information present in the partially instantiated queries is used to prune the search space) of queries. The e ciency achieved by this method is better than the e ciency of comparable bottom-up methods including program rewriting techniques (e.g., Magic Set Transformation). Also, in the future, the top-down evaluation strategy will allow a direct use of compilation techniques developed in the area of Logic Programming. Recently, there have been several other attempts to make query evaluation in the presence of constraints e cient. There are two main directions of this research:
1. The rst direction has its roots in the (deductive) database community: In 9, 12, 16, 17] techniques for pushing constraints present in the query are proposed. However, the goal of these methods is to preprocess the query (i.e., the goal and the rules) with respect to the given constraints for subsequent bottom-up evaluation. We present a completely di erent evaluation strategy where the constraints are propagated dynamically without the need for the preprocessing of the query. Also, in the standard database approach, the constraints are considered only as conditions that restrict the otherwise ground answer. Constraint Memoing uses constraints as a tool for representing both the data computed by the queries and stored in the database itself (i.e., non-ground relations are allowed). This dramatically increases the expressive power of the query language while preserving termination and e ciency. 2. The other direction is pursued in the area of (general) Logic Programming: In 4, 6, 10] top-down evaluation for constraint logic programs is proposed. However, in all cases, general constraint solving procedures are used. Thus these methods are not directly useful for query evaluation in constraint databases as the termination can not be guaranteed. The closest to our work is 4]. However, the method proposed there allows only propagation of constants (i.e., constraints of the form x = a); the constraint part of the query is essentially computed bottom-up. Our approach allows full propagation of all possible constraints during the whole evaluation process (we compare the achieved e ciency of the two methods in section 5). In 23] the bottom-up approach (equipped with a query transformation phase) is shown to be no worse to the top-down approach for restricted classes of Datalog programs over ground relations. We show that top-down approach is no worse than the bottom-up approach in the worst case, and in many empirical examples top-down evaluation is much faster than bottom-up evaluation of the same query.
The rest of the paper is organized as follows: section 2 introduces a closed form bottom-up evaluation procedure for Datalog C and also presents the main ideas behind the goal-oriented evaluation procedures. Section 3 describes the proposed evaluation method, Constraint Memoing, and possible optimization techniques, that are speci c to processing constraint queries. Section 4 introduces a general Magic Set Transformation (MST C ) for Datalog C for comparison purposes. Section 5 studies both the analytical complexity of query evaluation using Constraint Memoing and gives results that provide empirical evidence of usefulness of the proposed evaluation method. Section 6 concludes the presentation with possibilities of further improvements and directions for further research.
Preliminaries
This section introduces the basic building blocks in terms of which the evaluation of Datalog C queries is de ned. Also, for reference, the standard bottom-up query evaluation procedure is introduced in terms of such building blocks.
De nition 2.1 Let C 0 be a set of satis able atomic constraints. We de ne C to be the least set of constraints de ned by following rules:
1. true 2 C 2. C 0 C 3. if C 1 ; C 2 2 C and C 1^C2 is satis able then C 1^C2 2 C 4. if C 2 C and x 2 FV (C) then there exists a quanti er free formula C 1 _: : :_C k (in DNF) equivalent to 9x:C such that C i 2 C for every satis able C i where 0 < i k. The rst two operations are, in the world of constraints, the equivalents of relational algebra join and projection. However, while in the case of ground tuples (represented using equality constraints) constraint projection returns always only one constraint (tuple); in the case of more general constraints (e.g., 22]) constraint projection can return a set with more than one element. The last operation, constraint subsumption, is used for elimination of duplicate answers, and in the case of Datalog reduces to checking for equality. Note, that the C is not unique by de nition: the does not have to imply C . However, a better approximation of relation by the C operation reduces the number of possible duplicate answers and improves the e ciency of the evaluation methods. In the following text we omit the superscripts C . We also use a strict Example 2.4 (Common Constraint Classes) The standard Datalog can be de ned using the class of constraints generated from the set fx = a : a 2 Ag where A is the set of all constants in the Datalog program.
Allowing general equality may cause problems to the standard evaluation strategies (rules may be non-range-restricted). However, in our case we simply generate the appropriate class of constraints from the set fx = a : a 2 Ag fx = yg. The evaluation remains unchanged as we use more general evaluation mechanism.
Incorporation of more interesting constraints, e.g., constraints over integers (Z)
is also easy: the gap-order constraints 14] are generated from the set C <Z = fx < u : u 2 Ag fu < x : u 2 Ag fx + c < y : c 2 Z De nition 2.6 (Query) Let P be a Datalog C program, G an atom, and C 2 C.
We call the tuple (G; C; P) a query. The answer to the query (G; C; P) is a set of valuations such that P j = (G^C) . A query evaluation procedure is an algorithm that computes an answer to the query. A query is partially instantiated if the constraint C is nontrivial (i.e., C 6 = true). A query (G; C; P) could be written as a SQL query select * from G where C that is evalueted in the database P.
Closed-form Bottom-up Evaluation
The usual approach to query evaluation for Datalog C is a variation on the bottomup evaluation algorithm 23]. In its simplest form a bottom-up evaluation algorithm is de ned as follows:
De nition 2.7 (Interpretation) Let R(x 1 ; : : :; x k ) be an atom and C 2 C a constraint such that FV (C) FV (R). A pair (R; C) is a named constraint. A Cinterpretation is a set of named constraints. Named constraints play the role of ground atoms (tuples) stored in a standard relational system. The de nition of the TP operator is now similar to the de nition of the operator on ground atoms. However, in this case all the operations in the Then Algorithm 2.9 terminates for every query.
All the constraint classes in Example 2.4 have a closed-form terminating bottom-up evaluation procedure (based on de nitions 2.8 and 2.9).
Goal-oriented Evaluation Strategies
There are several standard improvements to the naive bottom-up evaluation algorithm, e.g., the semi-naive algorithm 23]. However, such strategies fail to take into account the information contained in a partially instantiated query (i.e., they are not goal-oriented). There are two di erent approaches to solving this problem in the framework of standard Datalog: 1. Rewrite the program using Magic Set Transformation (MST) 1, 12] and subsequently evaluate the transformed program bottom-up, and 2. Adopt a top-down evaluation strategy 3, 20] that is based on the resolution principle 11]. In this paper we consider mainly top-down resolution-based methods. However, the MST optimization for constraint deductive query languages will also be introduced for comparison purposes. It is well known that the standard top-down strategies, e.g., SLD-resolution 3], despite their e ciency have a major drawback as query evaluation procedures: they lead to nontermination even in situations where bottom-up algorithms are guaranteed to terminate. Note also that breadth-rst traversal of a SLD-tree does not guarantee termination in general.
The drawback is caused by the occurrence of in nite paths in SLD search trees. This has been observed in several papers, e.g., 20, 21] and an alternative to SLDresolution was proposed (under various names). The main idea consists of remembering answers for already resolved subgoals. Such method also guarantees termination in the case of function-free logic programs 18]. We extend this method to constraint deductive queries while preserving termination and complexity bounds of bottom-up evaluation. A SLG-tree is a tree built from a node root(G; C) by nite application of the above rules. A SLG-forest is a set of SLG-trees.
Note that the Answer propagation and Answer projection rules have to \cooperate": every time a new answer 4 is produced in a speci c SLG-tree, it is propagated to all the nodes that have already been resolved using answers from this particular tree. Also, the Answer propagation rule is responsible for creating new SLG-trees in the SLG-forest when no tree with root node that subsumes the goal to be resolved can be found (see Fig. 1 ).
The main di erence between SLG and SLG C is in two additional rules: Query Projection and Answer Projection. The Query Projection rule is responsible for determining what are the goals to be resolved by answer resolution (i.e., what is the goal-constraint pair to be looked for among the already computed answers), and the Answer Projection is responsible for storing the computed answers for a given goal for subsequent lookup. Note the essential use of constraint projection which allows to determine the relevant constraint for every atom.
Also, SLG-resolution can handle negation (by use of additional rules). However, presence of negation together with constraints leads often to non-termination 14]. Thus our current proposal allows only positive programs. Adding negation is brie y discussed in section 6.
The SLG C rewriting rules are used for the evaluation of queries as follows:
De nition 3.2 Let SLG(G; C) be the SLG-forest that is generated from the query (G; C; P) as follows: 1. create a SLG-forest containing a single tree froot(G; C)g.
2. expand the leftmost 5 node using the rules in De nition 3.1 as long as they can be applied.
3. return ans(G; C) as the answer for the query. Let slg(G; C) be a SLG-tree rooted by the node root(G; C). We also order the answers (i.e., the nodes ans(G; C)) in the SLG-forest according to time when a particular answer is derived:
De nition 3.3 Let ans(G; A) and ans(G 0 ; A 0 ) be leaves in the SLG-forest generated by the SLG-rules (cf. De nition 3.1). Then we say that ans(G; A) is older than ans(G 0 ; A 0 ) if the node ans(G; A) is generated before the node ans(G 0 ; A 0 ). Notation 3.4 Let ans(G; C) be the set of all A such that ans(G; A) 2 slg(G; C) and if an older ans(G; A 0 ) 2 slg(G; C) then A 6 A 0 . Lemma 3.5 Let ans(G; A) be a leaf of the SLG-tree slg(G; C). Then for every application of the answer propagation rule along the path root(G; C) ! : : : ! ans(G; A) if ans(G 0 ; A 0 ) was the answer propagated by the rule then ans(G 0 ; A 0 ) is older than ans(G; A). Soundness and completeness of Constraint Memoing is proven by a reduction to soundness and completeness of bottom-up evaluation (Algorithm 2.9). Notation 3.6 Let S C. We denote kSk the set of valuations such that j = C for some C 2 S. Note that the set ans(G; C) may not be unique (depending on the order in which the nodes ans(G; A) are generated). However, it is su cient for our purposes that the set of valuations k ans(G; C)k is unique. Lemma 3.7 Let slg(G; C) be a SLG-tree and # a valuation. Let # 2 k ans(G; C)k. Then # j = C.
To prove correctness of the algorithm, we show that all the derived answers are also derived in the bottom-up computation: Lemma 3.8 Let Thus all answers|not only for the main query, but also for all subqueries represented by the remaining SLG-trees in the SLG forest generated from the main query|are sound.
Lemma 3.9 Let G be a atom and C 1 ; C 2 2 C be constraints. Then C 1 C 2 =) k ans(G; C 1 )k k ans(G; C 2 )k
The next thing to show is that the algorithm computes all the answers to the given query. This is a little bit more complicated, because the algorithm does not compute all the answers to an uninstantiated query as the bottom-up evaluation does. However, 2. Every root node has nitely many children, as there are only nitely many clauses in P. 3. Every body node has nitely many children, as the set 9 G :C is nite for any C 2 C. 4 . Every goal node as only nitely many children, as there are only nitely many elements in the set ans(G 0 ; C 0 ) for any atom G 0 and C 0 2 C by De nition 2.3. 5. Every slg(G; C) has nite depth, because of nite number of subgoals in the bodies of each clause in P. Together, the rules in the De nition 3.1 can be applied only nitely many times. Thus the termination for Constraint Memoing is guaranteed in all cases when bottom-up algorithm terminates computing a nite interpretation TP ! C (;). Moreover, it is usually easy to decompose the original bottom-up evaluation procedure and extract in this way the elementary operations on constraints needed for Constraint Memoing (De nition 2.2).
Optimizations
To reduce the overhead introduced by SLG C resolution (in comparison to standard SLD resolution) we explore several possibilities: This modi cation may reduce the number of SLG-trees in the SLG-forest (if j9 B1 :Cj > l). However, the propagation of constraints at the time of goal resolution is reduced. The soundness and completeness properties are preserved by Lemma 3.9. The termination is guaranteed similarly to Theorem 3.12.
In 4] the following version of this modi cation was presented: This is a di erent way of reducing the number of SLG-trees generated by the algorithm: SLG-trees are generated only for a subset of the predicate symbols in P. The remaining symbols are resolved using program clauses (similarly to SLD-resolution). Again, soundness and completeness are preserved (by simple modi cation of Theorem 3.11). Termination is guaranteed i at least one predicate is tabled for every cycle in the dependency graph of P (this follows by an easy extension of Theorem 3.12). Otherwise, an in nite branch may appear in the some of the SLG-trees. This may lead to non-termination similarly as in the case of SLD-resolution.
Also, as there is only a bounded number of SLD (non tabled) resolution steps between any two SLG (tabled) resolution steps, the bodies of the non tabled clauses can be unfolded in the bodies of their callers. This completely eliminates the need for non tabled resolution steps.
3. Program transformation similar to factoring. The previous folding transformation may introduce unnecessary recomputation of conjunctions of goals. This can be avoided by the use of factoring technique that folds common parts of bodies of the clauses and creates separate clauses. Note, that the recomputation is avoided by making the heads of such clauses tabled.
The last two optimizations are based on program transformation. However, in contrast to Magic Set transformation, these two transformations are completely query-independent.
Magic Set Transformation for C (MST C )
This section describes a simple version of the second approach to goal-oriented query evaluation in constraint deductive databases|Magic Set Transformation. The transformation has to be slightly modi ed in the context of constraint databases as follows:
De nition 4.1 Let x be a variable and C 2 C. We say that x is free with respect to C if for a valuation if j = C then 8a 2 Dom(x): x=a] j = C. Otherwise we say that x is bound in C. We denote bound(C) the set of variables bound in C. Note that this de nition does not take into account the mutual dependencies between di erent variables (in the case of ground Datalog this was not an issue: a variable could be either free or bound to a single constant). We take an optimistic approach to MST: we use only two adornments fb; fg with the following meaning: if an argument is adorned by f then it is de nitely free (at the time of the goal processing), if it is adorned by b then it may be bound by some constraint. Note, that the b adornment does not guarantee, that the variable is bound: consider a goal p(x) and a constraint x < y. Then x in p is adorned by b but in fact it is not constrained at all. However, to avoid this situation, a much more complicated analysis of the constraint query is needed (including the analysis of the data stored in the constraint database which may not be feasible in general). In the case of Datalog (i.e., the constraint class generated from the set fx = a : a 2 Ag is used (rule 3 of the previous de nition). This corresponds to the selection rule used in Constraint Memoing. In both cases di erent selection rules may improve the e ciency of query evaluation 13]. However, in the case on MST, the SIPS is xed during the program transformation phase (and also there are di culties with combining di erent SIPS in one program). In the case of SLG C evaluation, the selection rule can be adjusted during the evaluation process dynamically while preserving correctness of the answers. 
Performance
In this section an analytical complexity bound for the Constraint Memoing evaluation is provided. As the complexity of top-down evaluation depends on the particular class of constraints C our analysis is based on the relative comparison to the (time-and space-) complexity of the bottom-up evaluation procedure. The analytical results are con rmed by the experimental results that show the performance gain achieved by Constraint Memoing.
Theory
We show, that the complexity of Constraint Memoing is no worse than complexity of the bottom-up evaluation:
Theorem 5.1 Let TP ! C (;) be the result of the bottom-up evaluation of the query (G; C; P). Let f(n) be a function such that j TP ! C (;)j 2 O(f(jPj)). stantiated queries are those, where the optimization achieves the least e ect. The results show that while the implementations of the various evaluation methods are comparable (the results on uninstantiated queries are approximately the same), the evaluation of instantiated queries is much more e cient using Constraint Memoing. This boost is inherent to the top-down evaluation method as it is not caused by a more sophisticated implementation.
Conclusion
We have proposed a practical approach to evaluation of queries in generalized databases. Both the analytical and the empirical results show that Constraint Memoing is no worse than comparable bottom-up method (and in many cases the practical performance is much better even when using a very naive implementation). The performance of the Constraint Memoing can be boosted by utilizing the compilation methods developed in 19] and performance similar to ground Datalog can be expected.
Future research in this area will focus on following issues:
Compilation of constraints. To achieve an e cient implementation of Constraint Memoing, data structures for e cient representation of the constraints have to be developed. There are two main di erences to be addressed: In most cases, the size of the constraint representation is bounded (with respect to the arity of an atom). However, general Logic Programming engines allow unbounded terms to be built. Exploring this property may lead to an e cient stack-based implementation (i.e., without heap) of the evaluation procedure.
On the other hand, classical Logic Programming assumes that every (logical) variable is either free or bound to a single term (and this binding can be changed only by backtracking). This assumption is no longer valid in the presence of constraints as more restrictive conditions may be derived after the variable was originally bound. Also, the constraints specify complex relations between individual variables, which is not possible in the standard approach. Development of such representation enables building of very e cient query evaluation engines based on partial evaluation of the atomic constraints in a given class (similarly to the WAM abstract code 24]).
Analysis of binding patterns. Similarly to the MST transformation, the queries can be analyzed to determine the ow of information in clause bodies 13]. This is a considerably more complicated task in the presence of constraints: it is no longer su cient to focus on single variables; the relationships between groups of variables have to be taken into consideration (as noted in Section 4). Also, the assumption, that all EDB relations are ground (i.e., after resolution of an EDB goal all variables are bound to constants) is no longer valid|the generalized relations store representation of sets of tuples that may be in nite. Such analysis can be used for several purposes: query optimization (MST-like rewriting), optimization of access to the constraint database (indexing), goal reordering, etc.
Interface to an existing RDBMS. As the constraints can be nitely encoded, their representation can be stored as tuples in a standard relational database system. However, query evaluation has to be carried out with respect to the semantics of such encoding (i.e., to perform, e.g., join, of two constraint relations, we can not use the join operation of the underlying RDBMS directly). We propose that the top-down evaluation procedure be used as a front-end built on top of a standard relational DBMS. The techniques proposed above can be directly applied here.
Negation. Adding negation to Datalog C in such a way that termination is preserved, is a nontrivial task: adding negation often leads immediately to Turing completeness. Essentially, adding negation (and preserving termination) would require the constraint class to be closed under negation (complementation) while preserving constraint-compactness. This condition is easy to satisfy in the case of nite domain constraints. However, for constraints over in nite domains (e.g., integers) this is often not possible (e.g., gap-order constraints over integers 14]).
Storage and access methods. To achieve an e cient implementation of constraint databases, new storage management techniques have to be developed: access methods suitable for fast retrieval of the stored information, e cient updates of generalized relations, indexing techniques 8], etc.
Benchmarks. The performance of various implementations of Logic Programming languages (e.g., Prolog) is often judged by the performance on a standard benchmarks (e.g., nrev). We propose to develop similar benchmarks for query evaluation methods in constraint databases. The benchmarks should be independent of the particular class of constraints. Such test suite would allow to compare performance of various query evaluation methods.
