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In Open Letter to Google, 80 Technology Scholars Press for More
Transparency on Right to Be Forgotten Compliance
Rutgers  Professor  Ellen  Goodman  explains  why  80  scholars  from




and  Mario  Costeja  González,  ordered  search  engines  to  respond  to
users’  requests  to  delist  results  on  searches  of  their  names  that
allegedly  violate  user  privacy  rights.  This  has  become  known  as  the
Right  to  Be  Forgotten  (RTBF)  ruling.  Today,  80  internet  scholars  from  five  continents  and  57
universities  released  an  open  letter  to  Google,  urging  it  to  provide  more  transparency,  without
compromising privacy. Julia Powles and I organized the effort, finding that scholars are frustrated
with the state of the data.
Around  the  world,  some  hate  the  decision  and  some  love  it.  Partisans  debate:  should  we  or
shouldn’t we have a RTBF?  What are the privacy benefits?  What are the information costs?  In
the meantime, we know next  to nothing about what’s happening on  the ground.   Having  fielded
more  than 250,000  requests, Google  is  in possession of  the vast bulk of  information about who
wants  information  delisted  and  why.    So  far,  it  has  revealed  its  reasoning  in  only  some  40
decisions.  Otherwise,  there  is  very  little  public  scrutiny  of  how  the  search  engine  strikes  the
balance between individual privacy and access to information concerns.
The  argument  for  transparency  is  that:  (1)  the  public  should  be  able  to  find  out  how  digital
platforms  exercise  their  tremendous  power  over  readily  accessible  information;  and  (2)
implementation of  the ruling will affect  the future of  the RTBF in Europe and elsewhere, and will
more  generally  inform  global  efforts  to  accommodate  privacy  rights with  other  interests  in  data
flows.
Without  transparency,  arguments  risk  descending  into  intractable  tussles  about  ideology:  Pro­
speech against pro­privacy.  It’s not either­or.  So far, the anecdotal RTBF decisions that Google




its  sample  size,  its  categories  are  not  optimally  illuminating.  It  tells  us,  for  example,  that  most
requests  are  for  “invasion  of  privacy.”  This  covers  a  lot  ground.  We  don’t  know  if  the  alleged
invasion concerns,  for example, health  information or a political opinion. Forget.me  tells us  that
Google’s most common reason for denying delisting (26%) is that the information “concerns your
professional activity,” but this says little unless we know how many such requests there are, what




edge  cases  and  not  broadly  representative.  We  understand  that  the  DPAs  are  considering
releasing more information, but we’re not there yet. This call  for more transparency is now quite
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Aggregate  data  about  how
Google  is  responding  to  the
>250,000  requests  to  delist
links  thought  to  contravene
data  protection  from  name
search  results.  We  should
know  if  the  anecdotal
evidence  of  Google’s
process  is  representative:
What  sort  of  information
typically  gets  delisted  (e.g.,
personal  health)  and  what
sort  typically  does  not  (e.g.,




Google  and  other  search




to  information.  The  vast
majority  of  these  decisions
face  no  public  scrutiny,
though  they  shape  public
discourse. What’s more,  the
values  at  work  in  this
process  will/should  inform
information policy around the
world.  A  fact­free  debate
about  the  RTBF  is  in  no
one’s interest.
Why Google
Google  is  not  the  only
search  engine,  but  no  other
private  entity  or  Data
Protection  Authority  has
processed  anywhere  near
the  same  number  of
requests  (most  have  dealt
with  several  hundred  at
most). Google has by far the
best  data  on  the  kinds  of
requests  being  made,  the
most  developed  guidelines
for  handling  them,  and  the
most  say  in  balancing
informational  privacy  with
access in search.
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