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1. INTRODUCTION 
1.1 Let G(F,) be the group of Fq rational points of a connected 
reductive algebraic group G defined over a finite field F,. Throughout this 
paper we shall assume that the characteristic of the ground field is large. 
The following is part of Problem II in [L9]. 
“Let p be an irreducible complex character of G(F,). Show that there is a 
unique umpotent class c’ in G which has the property that Cga c’CFqI p(g) # 0 
and has maximal dimension among classes with this property.” 
One of the results of this paper is a solution of this problem; we also 
prove the following refinement. 
If g E GF is such that Tr(g, p) # 0 then the unipotent part of g lies in C 
or in a conjugacy class of dimension <dim(C). 
We call c’ the unipotent support of p. 
Another map from the set of irreducible representations of GF to unipo- 
tent classes in G has been defined in [L8, 13.43; this was the composition 
of two maps: one from irreducible representations of GF to a set of 
parameters in the Langlands dual of G and one from this set of parameters 
to unipotent classes in G. Another (conjectural) definition of this map, 
which did not pass through the Langlands dual, has been proposed by 
Kawanaka [Kl, K2, K3], in terms of generalized Gelfand-Graev represen- 
tations; in analogy with real Lie groups, he uses the name wave front set 
for the unipotent class attached to a representation. 
One of the results of this paper is a proof (see Section 11) of Kawanaka’s 
conjecture that his wave front set is well defined and that it coincides with 
the one defined in [L8]; this has been known earlier, from the work of 
Kawanaka, in certain special cases. We also show that the unipotent 
support of an irreducible representation coincides with the wave front set 
of the “dual” representation. 
1.2. One of our main tools is Theorem 7.3, which gives a decomposition 
of the character of a generalized Gelfand-Graev representation in terms of 
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intersection cohomology complexes of closures of unipotent classes with 
coefficients in various local systems. (This is again inspired by Kawanaka’s 
work.) This is used in Section 10 to prove a result about the support of 
character sheaves which has been stated without proof and used in [L6, 
Part IV]. It is also used in the proof of the main result of Section 11. 
It is a pleasure to thank Kawanaka for some stimulating discussions (at 
the Katata conference in 1983) about his work. 
1.3. Notations. Let k be an algebraically closure of the finite field F, 
with p elements (p a prime number). Let F, be the subfield of k with 
exactly q elements (q a power ofp). 
G will denote a connected, reductive algebraic group defined over F,. 
Let 6, be the centre of G and let Z?$ be its identity component. 
The Lie algebra of G is denoted g. We will tacitly assume that p is suf- 
ficiently large, so that we can operate with g as if we were in characteristic 
zero. In particular, J, the variety of nilpotent elements in g may be 
identified, via the exponential map exp: & + % (with inverse log) with 9, 
the variety of unipotent elements in G. 
Let Ad (resp. ad) be the adjoint action of G (resp. g) on g. 
We fix a non-trivial character I+Q~: F, + Q:. We denote by +: F, + Q: 
the character $ = e0 0 TrFIIFp. We fix a prime 1 different from p. We shall 
use the terminology “local system” instead of “&local system.” Given an 
algebraic variety X over k we denote by g(X) the bounded derived 
category of constructible I-adic sheaves on X. If X is equidimensional (has 
all irreducible components of the same dimension), a local system 8 over 
an open, dense, smooth subvariety X0, can be extended canonically (by 
the construction of Deligne-Goresky-MacPherson) to an intersection 
cohomology complex 8’” in Q(X); we normalize it so that its restriction to 
X0 is 8. 
2. GENERALIZED GELFANIFGRAEV REPRESENTATIONS 
2.1. Let 0 be the set of all Lie algebra homomorphisms sl, +g. Let 
4 E 9. As usual, we associate with 4 the elements 
and the decomposition g = @ isZ gi, where gi is the i-eigenspace of 
adH:g+g. 
We regard 8 as an alIme variety (a closed subvariety of the vector space 
g ‘a’3, via 4 -+ (N, N’, H)). The adjoint action of G on g induces an action 
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of G on 8 which, by Dynkin, has only finitely many orbits. For a fixed q5 
as above, and iE N, let g ai = eia i gj; this is a subalgebra of g which is the 
Lie algebra of a closed, connected subgroup Gai of G. Similarly, we denote 
g< -i= Oj< -i gj* 
We denote by ( , ) a fixed, G-invariant, non-degenerate symmetric 
bilinear form g x g + k. Let I: g,, + k be the linear form defined by 
A(x) = (N’, x). 
It is known that the formula (x, y) = A( [x, y]) defines a non-singular 
symplectic form on g, . 
We choose a Lagrangian subspace Leg, for ( , ) and (using a 
suggestion of Kawanaka [K2]) we denote g a l,s = L 0 g a Z. Then g a 1,5 is 
a Lie subalgebra of g >, ; it corresponds to a closed, connected unipotent 
subgroup G,l.s of Gal. The restriction of 1 to g.,.5 vanishes on all com- 
mutators of this Lie algebra; hence, the composition G31,5 3 g,1,s A k 
is a homomorphism of algebraic groups. We denote it 1. 
(a) If we identify (via ( , ))g:i with g, -i, I corresponds to 
N’Eg,-, and the G,i orbit IR of I in g,, under the coadjoint action 
corresponds to the subspace N’ + gg, of g, i. (See [Kl, (1.2.4)(ii)].) 
Let z(N) be the centralizer of N in g.‘It is contained in g,,. We shall 
denote 
z= -N’+z(N). 
LEMMA 2.2. Consider the action of G,* on (-N’ + g,,) defined by h, 
x + Ad(h)x. The morphism Ga2 x Z + ( -N’ + g >J defined by this action 
is bijective. 
Let v=cjvj (vir5gj, vi=0 forj<2), v’=cjv; (v;Egj, vj=O forj<2), 
x=Cjxj~z(N), x’=~~x~Ez(N) (xj,x;cgj, xj=x;=O for ~-CO). Let 
h = exp v, h’ = exp v’. We want to prove that 
(a) Ad(h)(-N’+x)=Ad(h’)(-N’+x’)*h=h’, x=x’. 
Assume that we already know that for some ia 0, we have vi = vi for 
icj,+2 and xi=xi for i<j,. The hypothesis of (a) implies then (taking 
projections onto g,), - [v~,,+~, N’] + xj,= -[vi+*, N’] +x& Now, each 
xi, xj belongs to z(N). Hence, if y = v~+~ - vi,,+*, we have [y, N’] E z(N), 
hence [[y, N’], N] = 0. By the representation theory of s&, the last iden- 
tity implies that y = 0. It follows that vi0 + 2 = .vJ,, + Z, xi0 = x;,. This provides 
an inductive proof of (a), and shows that our morphism is injective. 
By the representation theory of sl,, we have dim z(N) = dim g,, + 
dimg,=dimg.,- dim g 22, hence our morphism is between two varieties, 
142 GEORGE LUSZTIG 
which are both isomorphic to the affme space of dimension dim g,,. Being 
injective, it is necessarily bijective. 
2.3. Assume now that G (hence g) is defined over F,. Then 0 is also 
naturally defined over F,. We may assume that ( , ) is also defined over 
F,. We shall denote the set of F,-rational points (or the fixed point set of 
the Frobenius map F) of G, g, . . . . by GF, g”, . . . . 
For any function f: gF + Q,, the Fourier transform f gF + QI is defined 
by 
P(x) = c Il/((X? x’>)fW). x’ E gF 
We assume that 4 E OF or, equivalently, that N, N’ E gF. We now 
associate to 4 a “generalized Gelfand-Graev representation” r,. By 
Kirillov’s construction (see [Kz] ), the linear form I on g a I (see 2.1) gives 
rise to an irreducible representation p of the finite group GF, r. Explicitly, 
p is obtained by inducing the one dimensional representation y + i+@(u)) 
of Gf,., to G:,. (The notations are those of 2.1, with L defined over F4.) 
According to [Kl, (1.3.6)], 
(4 4 dim(g’)‘2~ is the representation induced by the one dimensional 
representation u + I+@(U)) of Gc2 to Cc,. 
By definition, r, is the representation obtained by inducing p from Gc, 
to GF or, equivalently, the representation obtained by inducing u + t,@(u)) 
from GF,,., to CF. (The definition of r, given above is due to Kwanaka 
[Kl-K3]. It has been known to the author, since 1978, in the case where 
g,=O; in that case g.,.,=g.2. For other historical references, see [K3].) 
For u~G$i, gEGF, we have 
‘Wg, r+d= (#gf’)“2(#g~I)p1 C II/(<N’, Ad(d) log g>). 
g’sGF 
g’gg’-‘EC>1 
(We have used the equalities #QF= #gf, #Gc, = #g’,,.) 
We identify r, with its character; it is zero on GF - SF. Consider its 
restriction to eF; regard this as a function on SF (by composing with exp) 
and extend this function to gF by zero outside XF. We obtain a function 
Tr: gF + QI (zero outside XF) which contains the same information as the 
character of r,. 
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2.4. We want to compute the Fourier transform of the function rb. For 
any y E g? we have 
f,(Y)=wf)“* WA!‘-,,)-’ XEg;,EGP $(<x, Y> + (N’, Adk’)x)) 
Ad(.dx~t!,, 
= (#gfP2 (#g”,J’ c Cy,g’W 
x,w;, 
g’eGP 
where 5,. gS is the character x’ -P $( (x’, Ad(g’) y + N’)) of gc 1. The sum 
of values of this character is zero unless this character is identically 1, i.e., 
unless we have Ad( g’) y + N’ E ga,,, in which case the sum is #gk;_, . 
Hence, we have 
By Lemma 2.2, we can write -N’+ u above uniquely in the form 
Ad(h)(-N’+z) with hEGs2, z E z(N); the uniqueness forces h, z to be 
fixed by F. We obtain 
(a) $JY) = ( #gfY2 
#{(g,WEGFxG;2 xz(N)FIAd(h-l)Ad(g)y= -N’+z}. 
We make the change of variable hk’g + g in (a); we obtain the following 
result. 
PROPOSITION 2.5. For any y E g”, we have 
(a) f,(Y)=qr#{gEGFIAd(g)(y)E~}, 
where 
r = dim g , /2 + dim g a 2 = dim g/2 - dim z( N)/2. 
To verify the last equality, we note that 
(b) dimg=2dimg,,+2dimg,+dimg0 
(c) dim z(N) = dim g, + dim g 1. 
Subtracting (c) from (b), we get the desired formula. 
3. POINCARB DUALITY 
3.1. We now fix a closed subgroup L of G such that L is the Levi 
subgroup of some parabolic subgroup of G. Let 1 be the Lie algebra of L. 
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We assume given a nilpotent L-orbit c in 1, together with an irreducible, 
cuspidal, L-equivariant local system 9 on c. Let t be the centre of 1 and 
let t, be the open subset of t consisting of those x E t whose centralizer in 
g is exactly I. Let 
Y= u (Adk)(c+ h)). g=G 
This is a locally closed, smooth, irreducible subvariety of g. Let p be its 
closure. We define 
P= {(x, g)EgxGIAd(g-‘)xEc+t,} 
i’= {(x, gL)qxG/LIAd(g-‘)xa+t,}. 
Consider the morphisms 
where 
4x9 gL) = x, cI’(x, g) = (A gL), 
OI”(X, g) = c-component of Ad(g-‘)x. 
Note that a’ is a finite principal covering. The local system IX”*(U) on P 
is L-equivariant (for the right L-action on the second coordinate), since 9 
is so, hence there is a well defined local system k on p whose inverse 
image under CI’ is a”*(9). Let d = a,(&); this is a local system on Y. 
Hence 09’~ E 9(P) is well defined. 
3.2. It is known [BM, Ll] that the restriction b#[dim( Yn JV)] 1 PnUY 
is a perverse sheaf. It is also known that Pn JV is irreducible, of dimension 
equal to dim G/L + dim c. 
We now place ourselves in the setup of 2.1. Assume that -N’ E 7. 
According to Slodowy [S], 
(a) the morphism G x C-r g is smooth, with all libres of pure 
dimension equal to dim z(N). 
The inverse image of PnX under the morphism (a) is 
G x (Pn JV” n Z). The restriction of the morphism (a) to this subspace of 
G x C is denoted y. This is again a smooth morphism with all tibres of pure 
dimension dim z(N). It follows that 
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is a perverse sheaf; here, d = dim( Hn &” n Z). It also follows that 
(cl d = dim( 7 n J”) + dim z(N) - dim G 
= -dim L + dim c + dim z( iv). 
Now G acts on Y by Ad, on Y and Y by Ad on the first coordinate and 
by left translation on the second coordinate, and on ,c trivially. The 
morphisms 3.2(a) are compatible with these G-actions; it follows from the 
definitions that d is a G-equivariant local system on Y. Hence 8’ is a 
G-equivariant intersection cohomology complex and (b) is a G-equivariant 
perverse sheaf. It follows that the restriction of this perverse sheaf to 
{l} x (Fn M n Z) is (after a shift) a perverse sheaf. Hence, if 
KE 9( Pn J1/ n Z) is the restriction of bx, then K[d] is a perverse sheaf. 
3.3. Let 9*, b* be the local systems dual to Y, 8’. Note that b* is the 
local system defined in terms of Z* in the same way as d was defined in 
terms of 9. Exactly as above, the restriction K’ of (b*)# E 9( Y) to 
Pn J n Z is such that K’[d] is a perverse sheaf; moreover, the previous 
argument shows also that K’[d] is naturally the Verdier dual of K[d]. It 
follows that we have a canonical non-singular pairing (Poincare duality): 
(4 Hj(Pn~n,,K)OHfd-j(pn~nC,K’)~Q,(-d). 
3.4. Let @: SL, + G be the homomorphism of algebraic groups whose 
differential is 4. Consider the following k*-actions with ZE k* acting as 
indicated: 
ongandYbyx-+z-‘Ad@ 
on fby (x, g) 
on Y by (x, gL) +(z-‘Ad@(‘;’ ;)(x),@(‘;l ;)gL) 
on c by x + z-‘x. 
It is well known that the local system Y on c is automatically k*-equiv- 
ariant; the maps which enter in the definitions of 8, 8, 8 are compatible 
with the k*-actions; hence, bx is a k*-equivariant intersection cohomology 
complex. 
Now .Z is stable under the k*-action on g. If we identify Z with the 
vector space z(N) (via translation by -N’), the k*-action on Z becomes 
a linear action with strictly negative weights (cf. [S]); in other words, it is 
a contraction to -N’ E Z. 
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This action leaves stable the closed subvariety Pn JV n C of Z. 
Moreover, from the discussion above and from definitions, we see that the 
perverse sheaf K[d] (see 3.2) is k*-equivariant. By a standard result on 
contractions (also used in [KL]), the canonical homomorphism 
(a) H~(I’~JV~X,,)+X”~,.(K) 
is an isomorphism for all j. Using this isomorphism, the pairing 3.3(a) 
becomes a perfect pairing: 
(b) ~i,,(b#)OHfd-j(pnJlrn~,K’)~Q,(-d). 
4. BLOCKS 
4.1. Let 9 be the set of all pairs (C, F) where C is a nilpotent G-orbit 
in g and 9 is an irreducible, G-equivariant, local system on C, given up to 
isomorphism. 
4.2. We preserve the notations of 3.1. Let -ly- be the group of 
components of the normalizer of L in G. We have canonical isomorphisms 
(as in [Ll, L4]) 
Let {V, 1 r E &} be a list of the irreducible Q,[w]-modules, one in each 
isomorphism class. The local system d on Y has a direct sum decomposi- 
tion compatible with the w-action 
(b) 
where 4 are irreducible, mutually non-isomorphic local systems on Y. 
According to [BM, Ll], for any z E .J& the restriction of (ta,)# E 9( P) to 
Pn .,V is isomorphic to 
F#[dimC-dim(Fn.k’“)],9(C) 
(extended by zero on JV - C), for a well defined pair (C, 9) E 9 (C 
contained in P). Now t + (C, 9) gives a well-defined, injective map 
& + 9. We shall identify & with the corresponding subset of 9. 
4.3. There is a unique pair (C,, Fr;) in X0 such that C, = Pn N. We 
have 
(a) ~“(fP)lcrz~* 
It corresponds to the unit representation of %‘-. 
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4.4. We have associated to a triple (L, c, 9’) as in 3.1, a subset 45 off. 
Thus we have a map (L, c, 9) + & from the set of all triples (L, c, 9) as 
in 3.1 (up to the natural action of G) to the set of all subsets of 9. This 
map is injective. The subsets of 9 which are in the image of this map are 
called blocks; the blocks form a partition of 9. (See [Ll I.) We say that 
r E 9 is of type L if it belongs to a block corresponding to a triple (L, c, 9) 
as above. A pair (C,9) forms a’ block by itself precisely when it is a 
cuspidal pair. 
We shall generally denote the elements of 9 as I, I’, etc. If I = (C, 9) E 9, 
we denote C = supp(l). 
5. FOURIER TRANSFORM AND W-ACTION 
5.1. Consider the transitive k-action on k given by t,: t2 .+ t, + t, - tf. 
The k-equivariant local systems on k are naturally in l-l correspondence 
with the representations of the isotropy group ( =Fp) of 0; in particular, 
the character tiO: F, + Q, gives rise to a k-equivariant local system of rank 
1 over k. Its inverse image under ( , ): g x g + k is a local system =.P& of 
rank 1 over g x g. 
The Fourier-Deligne transform .9(g) + 9(g) is defined by 
d + ~2 = (prd! (pr:(d@ Tti,), 
where pri, pr,: g x g + g are the two projections. (See [La].) 
5.2. With the notations of 3.1, we define the perverse sheaves A,, A2 on 
g as follows. Al is, up to shift, the Fourier-Deligne transform of bx 
(extended by zero on g - 9); A, is, up to shift, b” 1 rnN (extended by zero 
on g-(Pn.N)). 
The natural W-action on 6# induces, via the Fourier-Deligne transform 
functor (resp. the restriction functor), a w-action on A, (resp . AZ) and we 
have 
(a) End(A,) = End(A,) = a,[%‘J 
According to [HK] (for the case where L is a maximal torus) and [L3, 
Sect. 81 (in the general case), the perverse sheaves A,, A, are isomorphic. 
More precisely, for any parabolic subgroup P having L as a Levi subgroup, 
one can define an isomorphism tIP. * A, g A2 which is canonical (apart from 
the fact that we ignore Tate twists), with the properties 
(b) w~ep=e,(p)~w 
(c) b= 4W)fbpj 
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for all P and all w E “/lr; here, E: ^ ly- -+ f 1 is the sign character of w, which 
is a group generated by reflections acting on the character group of the 
connected centre of L. It is known that -ly- acts simply transitively on the 
set of all P as above. 
One can verify (b) and one can reduce the verification of (c) to the 
special case where P is a maximal parabolic subgroup, in the same way as 
in [HK] (which is concerned with the case where L is a maximal torus). 
The verification of (c), assuming that P maximal, will be reduced in 5.4 to the 
verification of a certain property which will be done in 7.7; this verification 
seems to be substantially more difficult for L not a maximal torus than for 
L a maximal torus. 
5.3. Let Y0 be as in 4.2. For r EYE, let q be the perverse sheaf on g 
which is (4)” [dim P] (see 4.2) extended by zero on the complement of Y, 
let 9’: be the perverse sheaf on g which is (4)” [dim( PnN)] 1 Pnwa 
extended by zero on the complement of Pn .M. 
From the existence of an isomorphism A, g A, (see 5.2) and from the 
results in 4.2, it follows that there exists a unique bijection X0 + J$ (I + i) 
such that the Fourier-Deligne transform of e is isomorphic (up to a shift) 
to 9-y, 
Using Fourier inversion, it follows that 
(a) The Fourier-Deligne transform of 9’: is isomorphic to 3. 
(The transformation x -+ -x which enters in the Fourier inversion can 
be ignored here, since our perverse sheaves are homogeneous with respect 
to homotheties.) 
5.4. In this subsection we assume that L is a Levi subgroup of a 
maximal parabolic subgroup P of G. Then w has exactly two elements e, s 
and Y0 consists of two elements. Consider the following property, which 
will be verified in 7.7. 
(a) The bijection I + i is not the identity map on X0. 
From 5.2(a) it follows that 13~~~~0 /3;’ = rs + r’ for uniquely defined 
r, r’ E a,. From 5.2(b), we see that eScP) = s 0 0,o s = (r + r’s) 0 8,. If r’ = 0, it 
follows that s = rZd in End(A,), contradicting 5.2(a). Thus, we have r’ # 0. 
We have (r + r’s)200P= (r + r’s)otlpos= tlpos2 = fl,, hence (r + r’s)2 = 1, 
hence r2 + rr2 - 1 = 0, 2rr’ = 0. Since r’ #O, it follows that r = 0 and 
r’= = f 1. If r’= 1, then 0, commutes with s which contradicts (a). The 
only remaining possibility is that r = 0, r’= - 1. Hence, we have 
e scpjo~= -seep, so that 5.2(c) holds in our case (hence also in the general 
case ). 
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5.5. We now return to the general case. Let P be as in 5.2. Using 5.2(b) 
and (c), we see that w 0 OP = s(w)Op 0 w for all w E -W. It follows that 
(a) vi= V‘@E 
for all 1 E & (notation of 4.2). Note that this result is based on 5.4(a), which 
remains to be verified. 
6. F,-STRUCTURES 
6.1. In 6.1-6.9, we shall review some results from [L2, Sect. 241. From 
now on we assume that G, hence g, is defined over F,, with Frobenius 
map F. 
To simplify the discussion we shall assume throughout Sections 6-8 that 
(a) there exists a maximal torus of G which is defined and split 
over F,. 
Then for any nilpotent G-orbit C on g we have FC= C. 
F acts naturally on 9 by (C, 9) + (F-‘C, F*(9)). The fixed point set 
(4)F consists of those (C, 9) such that F*(F) is isomorphic to F. 
Clearly, F permutes the blocks in 9. Let 4 be an F-stable block. By 4.4, 
YO corresponds to the G-orbit 0 of a triple (L, c, 2) as in 3.1, such that 
(F-‘(L), F-‘(c), F*(T)) is in 0. 
If (C,, 9,) E YO is as in 4.3, then there exists an isomorphism 
0) os,: F*(9,) + S$. 
We shall fix such an isomorphism with the property that it induces an 
isomorphism of finite order at any stalk at an F,-rational point of C,. 
6.2. We can find a triple (L, c, 2) in 0 such that F(L) = L; we then 
automatically have F(c) =c and there exists an isomorphism 
K : F*(2) z 8. 
We fix such a triple and choose K as above. Now K induces 
isomorphisms F*( ) r ( ) for each of 8, b, Ix (notation of 3.1). These, in 
turn induce automorphisms of X’,(b#) (XE Y’) denoted ~Jx). Since Fr is 
irreducible, there exists a scalar m E Q: such that pO(x) corresponds under 
4.3(a) to rnb*, (see 6.1(b)) at x, for any x E Cf’. We can normalize IC 
uniquely so that m = 1. Thus K is uniquely determined by L and by uq. It 
automatically has the property that it induces an isomorphism of finite 
order at any stalk at an F,-rational point of c. 
Its contragredient is an isomorphism of local systems li- : F*(6R*) g Y* 
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over c. Now ri induces isomorphisms F*( ) g ( ) for each of (b*)#, K’ 
(notation of 3.3). These, in turn, induce automorphisms of X’,((&*)“) 
(X E P’) and of Hf( Pn C, K’) denoted respectively by I;i,(x), 0,. 
6.3. In this subsection we shall make a special choice of the triple 
(L, c, 9) as in 6.2; namely, we assume that L is the Levi subgroup of an 
F-stable parabolic subgroup P of G. (Such a triple exists and is unique up 
to GF-conjugacy.) 
Note that P defines a Coxeter group structure on %‘“. The natural action 
of F on YY is the trivial one. Since the action of F is compatible with the 
natural bijection between Y0 and the set of isomorphism clases of 
irreducible representations of w, it follows that F acts trivially on J&. 
If 1 = (C, 9) E &, we define an isomorphism F*(4) + 4 by the require- 
ment that its tensor product with identity: V, + V, should be compatible 
(under 4.2(b)) with the isomorphism F*(S) + d defined as in 6.2. This 
extends naturally to an isomorphism F*(l,# ) + S#. This induces, via an 
isomorphism X- dim C+dim(Pn”V)(&PI# ) 1 c E 9 (see 4.2) an isomorphism 
F*(8) + 8. The last isomorphism is of the form qb(‘)gT where 
b( 1) = - dim C/2 + dim c/2 + dim( G/L)/2 
and Q 9: F*(9) + 9 is an isomorphism of local systems which induces 
automorphisms of finite order on the stalks at the F,-rational points of C. 
The isomorphism 6.1(b) is a special case of it. 
6.4. We introduce, for r = (C, F) E X0, some functions q,, ?&;, X’: : 
gF+ Q,, with support contained in Jr/-“, as follows. 
If y E C”, then q(y) is the trace of aF on the stalk of 9 at y; if y $ C”, 
then q(y) = 0. 
The natural extension of a9 to F # E 9(C) induces isomorphisms 
(d,)j: F*(Z”(R#)) + %‘“‘(9+‘) 
hence it induces automorphisms (d,)j,, of the stalk Y?I(~#) for any 
YECF. 
If y E C”, then, by definition. 
T’:(Y) = 1 Tr((d,),:i); 
i 
if y#C’; then %,(y)=%,!(y)=O. 
Let yi, . . . . y, be a set of representatives for the GF orbits on CF. Let a 
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.(resp. ai) be the number of components of the centralizer of yi (resp. of the 
set of fixed points of F on it). If 9 is not isomorphic to Q, then 
This follows easily from the definitions. 
6.5. Consider the set of all G-conjugates of L (as in 6.3) which are 
defined over F,. The GF-orbits on this set can be naturally indexed by 
conjugacy classes in w; let L, be a representative for the GF-orbit 
corresponding to w E w. (It will be understood that Y#‘- is defined in terms 
of L as in 6.3.) 
Let 2Z’tl be the identity component of the centre of L,. 
For I, t ’ E &, we define 
(a) ~,,z~ = (#WI-lq- codim C/2 - codim c’f2 + dim f 
x c Tr(w, V,) Tr(w, V,,) #GF 
wsw # 3:;’ 
where C = supp(r), C’ = supp(r ‘). (All codimensions will be taken relative 
to g.) For z, z’EY’, not in the same block, we set o,,,,=O. Then o~,~,=o,,,, 
is an integer for any 1, I ’ E 9F. 
We define P,.,, E Z, A,,,, E Z (for any 1’) z E XF) by the system of equations 
p,, = 1 VIEYF, 
p,:, z 0 - SUPP(l’) = SUPP(l), 
P,,,, #O, supp(z’) = supp(2) * 1= I’, 
A,:, #O 3 supp(r’) = supp(z). 
If we replace F by a power F, then q is replaced by q” and we obtain 
new values for Pi,, , ; these values may be obtained from a single polynomial 
in one variable, by setting the variable equal to q”, for any n as above. If 
we now replace the variable by q-l, we obtain a value denoted Pt.,,; it is 
a rational number. We express this by saying that Pi,,, is obtained from P,,,, 
by “changing q to q-l.” 
Each of P,.,,, PI,,,, A,,,, is zero unless I, r’ are in the same block. 
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- - 
6.6. Let : QI -+ Q, be an involutive automorphism of the field QI 
which induces [ -+ [- ’ on roots of unity {. We have 
(4 %(u)= 1 P,,,,%(Y) 
1,txF 
0) x:(Y)= 1 K,,%(Y) 
L’EIF 
for a11 y E NF. 
6.7. We have 
(4 
for 1, z’E~~. 
The matrices (o,,,~), (P,.,,), (A,,,.) (indices in 9”) are invertible. Let (&,,,,,), 
(Q,,.,), (x,,,) be the corresponding inverse matrices. We have 
Using the orthogonality formulas for irreducible characters of a finite 
group, we deduce from 6.5(a) that, for 1, z’E&, 
we have 
(d) 63 I, *, = ( # w) ~ 1 pdim C/2 + codim C’/2 - dim I 
x 1 Tr(w, V,)Tr(w, V,.) #sz 
WE w #GF’ 
where C = supp(r), C’ = supp(z’). We have ZI,,,. = 0 whenever 1, I’ are not in 
the same block. 
6.8. Let -Y be the vector space of all functions gF + Q,, with support 
contained in Jr/-“, constant on the orbits of CF. We have a canonical 
decomposition 
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indexed by the blocks y such that F(f) = f; the functions gz (1 E f) form 
a basis of Fj and the functions q (1 E 9) form another basis. 
6.9. In the setup of 6.2, assume that L is in the GF-orbit of L,, 
WE%‘-. We have, for ye(BnM)F, 
(4 7 (- 1)’ Tr(pj(Y)) = c ‘Ww, ~,)q6”%(y). lSS0 
Similarly, 
(b) 
(cl 
F (-l)‘Tr(P,(y))=~~oTr(w, J’hf”‘%$ 
c (- l)jTr(pj(Y)-‘) = 1 Tr(w, V,)q-b(')%^:(y). 
i rEs0 
(Here, YY, I’, are defined in terms of the L of 6.3, which corresponds to the 
unit element of YF rather than to w.) 
6.10. We assume as in 2.3, that 4 E OF hence F(N) = N, F(N) = N’ and 
that -N’ E F, By Grothendieck’s trace formula, we have 
(4 x(-1)‘Tr(8j)= c c (-WWj(x)). 
i XE(Y~MNZ)~ j 
Using 3.4(b), we see that 
(d) Tr(oz,-j) = qd Tr((pji( -N’)) - ’ ), 
where d is as in 3.2(c). 
Combining (a), (b), we obtain 
qdx (-l)jTr((flJ-N’)))‘)= c 1 (-l)‘Tr(ii,(x)). 
j XE(Y~.N~Z)~ j 
Applying 6.9(b), (c) to the last formula we obtain 
c Tr(w, V,)qd-b(l)S~( -N') = c c Tr(w, V,)q'(')m. 
ZEY#l xE(PnJ-nn)~ 1~~~ 
This holds for all w E %‘-; using the linear independence of the functions 
?V + Z given by w + Tr(w, I’,), (I E &), we deduce 
qd- ““‘~;( -N’) = C qbO% (x) 
xE(Yn”vnz)~ 
&37194/2-2 
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for any I ~9~. Making use of 6.6(a), (b) in the last equality, and applying - 
, we obtain 
(c) qd-2b(‘) c P:,,,ci&( -iv’)= c c P,,,,3,(x) 
I’E9F xE(Pn.h~nZ)F I’E.FF 
for any r E &. 
For any r”~&, r’oSF, we have CleXO Pll.lQ,,l.l=~I1.I... Hence, if we mul- 
tiply both sides of (c) by Ql,,,, and sum over all r E & we obtain 
Cd) c q,,(x) = c qd~26(r)p:,,IQ,,,,,~~,( -N’) 
xs(Pn.N-nq Ll’ESO 
for any I” E &. Here we have assumed that -N’ E Y, or equivalently (3.4) 
that Pn N n C is non-empty. Even if this is not satisfied, (d) remains true; 
both sides of it are zero. 
6.11. We can write uniquely 
Multiplying f, by q (for rZ~XF), and taking the sum of values over 
N’, we obtain 
cu = **~yF”J2J, .,& wm r 
for any rI ~9~. (See 6.7(a).) 
Using 2.5, we can write the previous equality as 
Hence 
(b) c,, = q’#GF 1 x,,,,, 1 f%,(x). 12EJF X.NFC-J.?Z 
Assume now that rI ~9~. Since I,,,,, = 0 unless 12, l1 are in the same 
block, we may assume that in (b), t2 runs only over &. For such r2, we 
have q:,(x) = 0 unless x E K Hence the sum over x in (b) can be replaced 
by the sum over x in (Pn JV n C)? This sum can be expressed as in 
6.10(d); we see that 
(c) c,,=#GF 1 q d-2b(‘)+rX,,,,,p::,Q*,,,~,( -N’). 
rz,z,z’EH 
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We .have cl, = CIiE $F Q,,,,; cli, hence from (c) we deduce 
c:, = #GF c qd-2b(r)+rp:,,,Ql,,Q,,,,; 
l~,r*,r,l'E.e 
Using now 6.7(b), we obtain 
td) c:,=#GF c q --dimWCG)W2 + dim SUPP(C)~;,,,~ 1, I, q, ( _ N’). 
1,l’E.H 
In the last sum, we can replace 9F by & and the result is the same. Taking 
into account 6.7(d), we obtain the following result. 
PROPOSITION 6.12. Let & be an F-stable block and let L, c, . . . be 
attached to 90 as in 6.3. Let YxO: .hfF + 0, be the function 
c qJ(r,rl)( #w)-’ 1 Tr(w, I’,) Tr(w, V,,) 
,,,‘,,,EJ$ WEW 
where 
f (1, ri) = -dim supp(r,)/2 + dim supp(r)/2 - dim(Ad(G)N)/2 + dim&/t). 
Then, we have 
(sum over all F-stable blocks J$). 
PROPOSITION 6.13. Let y E Jtr”, and Zet c’ be the G-orbit of y in g. (i) Zj 
p,(y) # 0, then Ad(G)Nc c’. (ii) If, in addition, -N’ E C’, then y is in the 
GF-orbit of -N’. (iii) We have f,( -N’) = q’#Zo( -N’)F. (r as in 2.5.) 
Under the assumption of (i), we see that for some t,~9~ such that 
supp(~,) = c’, the term corresponding to some r2,1,1’ in 6.11(c) is non-zero. 
From the definitions in 6.5 it then follows that supp(l,) = c’, supp(r’) c 
supp(~), supp(z) c supp(r,), supp(z’) = Ad(G)N and (i) follows. It is known 
[S] that the intersection of ,?Y with the G-orbit of -N’ consists of -N’ 
alone. This fact, together with 2.5(a), implies (ii) and (iii). 
The following result is in a sense dual to 6.13. 
PROPOSITION 6.14 (Kawanaka [K3, (2.2.4)]). Let yeJfrF be such that 
r,(y) # 0. Then y is contained in the closure of the G-orbit of N in g. 
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Using 2.3(a), we see that some GF-conjugate of y is contained in g,,. It 
remains to use the known fact (Kostant) that Ad(G)N intersects the last 
vector space in an open, dense subset. 
6.15. If M is a Levi subgroup (defined over F4) of a parabolic subgroup 
of G, we have the twisted induction 
Rc: (class functions on MF} + {class functions on GF}, 
see, for example, [L5, 1.7, 8.141; we shall assume that q is large enough so 
that the results of [LS] are applicable. We want to record the following 
formula [L5,9.6(e’)] valid for any XEJV~, 1 E&: 
(4 S;(x) =qpbcr) IWl-’ 1 ‘Ww, V,)R~w(xw)(exp xl; 
wcw- 
here, b(z) is as in 6.3 and xw is the characteristic function of a cuspidal 
character sheaf defined over F, on L, (it depends on w but not on z). 
7. A DECOMPOSITION OF Tm 
7.1. Let & be as in 6.1; L, P, c, 3 as in 6.3; let I be the Lie algebra 
of L and t its centre. 
Let ZE J$ and let i be as in 5.3. Taking “characteristic functions” in 
5.3(a), we see that the Fourier transform of the function Z1 satisfies 
for some t,EQ:. 
PROPOSITION 7.2. There exists c = i+O = Q, (depending only on Y,,) such 
that c4 = 1 and 
t, = 14 dim g/2 -dim t/Z-dim supp(i)/Z + dim supp(i)/2 
for all iE§O. 
With the notation- of 6.2, let f: gF+ QI be the function defined by 
f(y)=zj(-l)‘Tr(pj(y)), if YE Y”, and f(y)=O, otherwise. This is a 
function of the type considered in [L3, No. 81; as there, the Fourier 
transform off satisfies 
(a) P= Y4 dim g/2-dim l/2 fo, 
where fO( y) =f(y) if YE J(rF and fO( y) = 0, otherwise. If we replace 
(G, L, c, 2) by (L, L, c, U), then f, f0 become functions x & on IF and by 
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lot. cit., we have;= 7Jb with the same y as before. (Here, Fourier transform 
is taken on IF with respect to the restriction of ( , ) to IF) We shall 
continue the proof assuming 
(b) Y = L-4 dim I/2 + dim t/2 9 c4= 1. 
Let j denote multiplication by - 1 on g or on 1. We have foj= VJ where 
v = f 1. This implies that f~j= vf: By the Fourier inversion formula, we 
have 
jl, = vqdim ‘q -dim 8/2 + dim l/2? - lf: 
We restrict this equality to .XF and note that bothf ( MNF, fO 1 Mu are given 
by 6.9(a). We deduce 
C dim I/,qb(l)~~I~=vqdim~2+dim~2~-1 1 dim VIq6(‘$11~. 
reso lEYl# 
The left hand side of the last equality can be written 
(c) 
while the right hand side can be written (by the change of variable I + f), 
(d) w dimgj2+dim1/2 -1 y c dim V,q6(‘$l Myp. 
lG& 
(Note that dim V, = dim V,.) 
The restrictions Xj I xKF are linearly independent; hence from the equality 
of (c) and (d) it follows that 
1, = vq dim g/2 + dim t/2 -b(r) + b(i) - 1 Y 9 
and the desired result follows. It remains to verify (b). For this, we may 
assume that G = L, so that I is cuspidal. We can also assume that G is semi- 
simple. We then have &, = rg. Applying the Fourier inversion formula to 
the last equality and using the fact that E, oj = vg,, we see that y2 = vqdti g. 
Thus (b) is verified in this case. This completes the proof. 
THEOREM 7.3. Let & be an F-stable block and let notations be as in 
Section 6. Let 4, N, N’ be as in 2.3. Let (Ts)so: gF+ 0, be the fimction 
defined by 
c qf’(z**r)[-l( # W)-’ c Tr(w, V,) Tr(w, V,) 
l,l’,llEb WCW 
x #S$‘::,%(-N’M;,, 
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where 
f’(l, 11) = -dim supp(z,)/2 + dim supp(1)/2 
- dim(Ad(G)N)/2 + dim(g/t)/2 
and c is a fourth root of 1, as in 7.2. Then 
where YO runs over the set of all F-stable blocks. 
Using 6.12 and the definition of [ we see that the Fourier transforms of 
the two sides of (a) have the same restriction to JfF. Both sides of (a) have 
support contained in JV~. It remains to verify the following statement. 
If n is a GF invariant function gF + Q, such that the support of n is 
contained in MF and the restriction of A to JlrF is zero, then n = 0. 
We can write A=&syFrl%t and AIMF=CIEYFr:%LII,YF where, for 
any 1, the coefficients rr, r: differ by a non-zero factor (see 7.2). By our 
assumption, all r: are zero. It follows that all r, are zero, hence n = 0. The 
proposition follows. 
7.4. A formula of the kind given in 7.3 has been first proved by 
Kawanaka (see [K3, (2.3.2)], and also [Kl, K2]), assuming that G is 
adjoint, of type A or of exceptional type. The special feature of these cases 
is that 3 is either a single block, or it consists of two blocks, one of which 
is cuspidal. 
7.5. Let Co be the G-orbit of -N’ in g and let F0 be an irreducible, 
G-equivariant local system on Co such that z0 = (C,, &) belongs to the 
F-stable block 45. 
Now 4 + -N’ defines a G-equivariant map 7~: 0 + C,,; this restricts to 
a (surjective) map GF + Cc. 
Let {x1, x2 . . . x,} be a set of representatives for the GF-orbits on Ct. Let 
Ai be the group of components of the centralizer of xi in G. It is a group 
of order a, independent of i. Let ai be the number of elements of A:, the 
group of fixed points of F on Ai. For any i, we select some dig OF such 
that ~(4~) = xi. 
We define a GF-invariant function on gF by 
(a) 
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Assume that i= z, f,,= r,,. Using (a), (c), (d), we see that 
qf’(v)+ 1 = qfY1o.‘)ql -m hence dim( C,)/2 + 1 = dim( Co)/2 + 1 - m, hence 
m = -m. This contradicts the inequality m > 0 and proves 5.4(a). 
8. TWISTED INDUCTIONS: DUALITY 
8.1. From now on, we shall assume that q is sufficiently large, so that 
the results of [LS] are applicable. In this and the following subsection we 
drop the assumption 6.1 (a) on G. 
Let d, be the involutive automorphism (“duality”) of the group of 
virtual representations of GF defined (for example) in CDL]; by passing to 
characters, we obtain an involution, denoted again by d, of the vector 
space of class functions GF + Q,. We want to study the relationship of 
do with the twisted induction RG (see, for example, [L5]) from class 
functions on MF (M an F-stable Levi subgroup of a parabolic subgroup 
of G) to class functions on GF. 
We shall denote by rG the F,-rank of G and by r& the Fq-rank of the 
derived group of G. 
If P is an F-stable parabolic subgroup of G, with Levi subgroup P 
defined over F,, we denote by ind, the linear map defined from class 
functions on PF to class functions on G”, which is lifting to PF followed by 
induction to CF. The adjoint of this map is denoted resP. 
With these notations, we have the following result. 
PROPOSITION 8.2. Let M, P be as above; assume that P # G. Let 71 be the 
characteristic function of a cuspidal character sheaf on M, defined over F,. 
(i) We have 
64 do(R;(x))= ( -l))rM+‘t+rGR;(rc). 
(Compare [DLl, Sect. 63.) 
(ii) Zf; in addition, M is not contained in any proper, F-stable parabolic 
subgroup of G, then 
(b) R%(R) is orthogonal to ind,(f) 
for any class function f on PF and 
(cl res, R%(z) = 0. 
Using the transitivity of twisted induction, we may assume, as in [DLl, 
Sect. 81 that M is as in (ii). In this case, we have -rM + (,,, + rG = r& and, 
using the definition of d,, we see that (i) follows from (c). It is clear that 
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(b) and (c) are equivalent. It remains to prove (b). By [L5,9.2], we have 
R:(x) =xK,+ and, by [L2, Sect. 251, ind,(f) is a linear combination of 
functions of form ,yKV,), where xK,+, x~,,+, are certain characteristic functions 
to which [L2,9.2] is applicable (with L = M, L’ c P) and shows that these 
two characteristic functions are orthogonal. (By our assumption on M, we 
see that L, L’ are not conjugate under an element of GF.) This completes 
the proof. 
8.3. For any f~ V (see 6.8), let e(f): GF+ Q1 be the function whose 
value at any u E SF is f(log u) and which is zero on GF- +ZF. 
If fE Y, there is a well defined function d;(f) E V such that 
(4 4&(f)) = d&(f)). 
8.4. In the setup of 6.15, we have 
(a) (-I)- ‘Lw+rL--‘C=&&(W), 
where 6 = ( - 1 )rank(LISL). 
We apply d, to the identity 6.15(a) for z, and take into account (a), 
5.5(a), and 8.2(i); using again 6.15(a) for 1; we obtain 
for any x E NF. 
d;(K)(x) = 8q--b(‘)+b(i)q(x) 
On the other hand, from 7.2(ii) we see that 
c$-(~) = lqdim g/2 - dim t/2- b(r) + b(i)Ka(x) 
for all XE&‘“~. Comparing the last two equalities, we obtain 
for all x E NF. Using this and the definition of VT,,, we obtain the following 
result which, in the special case where L is a maximal torus, is contained 
in [K4]. 
PROPOSITION 8.5. Let s+, be an F-stable block, let L be attached to 9, as 
in 6.3, and let t be the centre of the Lie algebra of L. Let 6 = k 1 be as in 
8.4 and let c be as in 7.2(ii). Then, for any f E VYe, we have 
for all x E NF. 
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COROLLARY 8.6. For l,, E S;,, we have 
for all xENF. 
8.7. If we drop the assumption 6.1(a), the results in Sections 6-8 
continue to hold with only minor changes and with essentially the same 
proofs (some additional care is needed in the proof of 7.2). 
9. NON-VANISHING OF CHARACTER VALUES 
9.1. In this section we shall fix an irreducible representation rc of GF 
(over Q,) and we shall denote by Z’ the unique irreducible representation 
of GF (over Q,) such that rr’ = v&(n) (v = + 1). We also fix a semisimple 
element s E CF. 
Let H be the centralizer of s in G and let h be its Lie algebra, identified 
with the fixed point set of Ad(s) on g. We assume given a nilpotent G-orbit 
C in g such that the following condition is satisfied: 
(a) For any nilpotent G-orbit C’ in g such that Cc c’ - C’ we 
have Tr(exp(x), rc) =0 (for all XE CIF) and Tr(s exp(x), n) =0 (for all 
xECIFnh). 
PROPOSITION 9.2. In the setup of9.1, assume that Tr(s exp(x), rc) # 0 for 
some XE CFn h. Then Tr(exp(x’), rc) # 0 for some x’ E CF. 
We can find a reductive connected algebraic group G defined over F, 
and a surjective homomorphism y: G --+ G defined over F, such that G has 
a simply connected derived group and the kernel of y is a torus, defined 
over F, and contained in the centre of G. We can find a semisimple element 
s’ E G” such that y(s’) = s. 
Let 5 be the irreducible representation of GF defined by composing rc 
with the surjective homomorphism y: G’+ GF. If the proposition is known 
for (G, s’, il), then it would also follow for (G, S, rc). Thus, we are reduced 
to the case where G has a simply connected derived group. In this case H 
is connected. 
In the rest of this section we shall assume that H is connected; for 
simplicity we shall also assume that G and H are split over F, so that the 
results in the earlier sections are applicable; this last assumption can be 
removed, see 8.7. 
9.3. Let (x,, x2, . . . . x,} be a set of representatives for the HF-orbits on 
CF n h. Let Ai (1 < i < r) be the group of components of the centralizer of 
Xi in H and let ai be the number of elements of A:. 
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Let 41, 42, ***9 4I be elements of eF whose image is contained in II and 
are such that li( ‘)1 8) = xi for all i. Let r+,, (a representation of HF) and 
Tsi (a function on hF) be defined as in 2.3 in terms of Qi (1~ i < r) and h 
(instead of g). 
Let iI, r2, . . . . I, be the elements of the set I (defined as in 4.1, but for H 
instead of G) which are fixed by F and have support contained in Cn h; 
let 3:,, q2, . . . . g,;, be the corresponding HF-invariant functions on hF 
(defined as in 6.4). (Note that these r functions are not in a natural l-l 
correspondence with the representatives x1, . . . . x,.) 
For each j, 1 <i ,< r, let A’(i) be the set of all i E [ 1, r] such that xi is 
contained in the support of zj and let a(j) be the number of elements in Ai 
for any i E X(j). (See 7.5.) We set 
9.4. For any HSinvariant function f: h + Q1 which is zero outside 
.KF n h, we define a class function t(f): G’+ QI by the requirement that 
r(f)@ exp(x)) =f(x) if x E J(rF n h and r(f( g) = 0 if the semisimple part of 
g is not conjugate to s. 
For f as above, we then have the known identity 
(4 &(7(f)) =7(&f(f)), 
where dh is the endomorphism of the space of all HSinvariant functions 
with support in JF n h, defined as in 8.3(a). From (a) and 8.6 (for H) we 
see that for any j, there is a constant cj # 0 in QI such that 
for all xEXFnh and 
Cc) 4MLjMd = 0 
if the semisimple part of g E GF is not conjugate to s. (Here, Fourier trans- 
form is taken on h’). 
9.5. Let 4 E GF be such that the image of 4 is contained in h. Then g,,, 
1 are well defined (as in 2.1). Define 
(4 m(#,s)= #(gpnh)-“*#(gFL*nh)-’ 
x 1 ‘W ev(z), x’)JI(%z)) 
reg;znh 
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(b) 44, 1) = #(dp”’ # (&-’ 1 Tr(exp(z), x’)ll/(%z)). 
=eg$* 
The following statement will be proved in 9.8. 
(cl If 44, s) # 0 then m(d,l)#O. 
9.6. For in [ 1, r], we set 
mi= #(G”)-’ 1 @+Jg) Wg, n’) 
ge@ 
rii, = Tr(s exp(x,), n). 
Using Frobenius reciprocity and the definitions, we see that 
mi = m(qSi, s). 
ForjE [l, r], we set 
mj= c a(j)a,~l~,(xi)mi. 
ieX(j) 
The following statement will be verified in 9.7: 
(a) For any j, we have h4, = djBj where d, E a, is non-zero. 
This implies 
(b) we have mi # 0 for some i if and only if fi, # 0 for some i. 
Indeed, the first condition is clearly equivalent to Mj # 0 for some j, while 
the second condition is equivalent to Hj # 0 for some j and it remains to 
use (a). 
We now prove 9.2, assuming (a) and 9.5(c). By the assumption of 9.2, we 
have @z, # 0 for some i. Using (b), it then follows that mi = m(cji, s) # 0 for 
some i. Using now 9.5(c), we see that m(cji, 1) # 0 for some i. We now use 
the special case of (b), in which s = 1. We deduce that Tr(exp(x), 71) # 0 for 
some x E C”, as required. 
9.7. We now prove 9.6(a). Using rr’= vdG(n) (v = + 1) and the self- 
adjointness of dc we obtain 
vmi= # (GF)-’ 1 &-($rJ)(g) Trk, K). 
geGF 
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It follows that 
vMj = #(G’)-’ c dG(~(rlj)lk) Trk, n) 
geGF 
hence, using 9.4(b), (c), we have 
vMj= # (HF)-’ c cjf?,(z) Tr(s exp(z), 71). 
zs”Hnb 
Using the definitions, we deduce 
(a) v~j=cj#(HFJmliE~Fnh i~,~(j)u;‘q(xi)~,(z)Tr(~exP(z), ~1. 
I 
According to 6.13(i), the contribution of z to the previous sum is zero 
unless the closure of the H-orbit of z contains some point of C (hence the 
closure of the G-orbit of z contains C); using 9.1(a) we see that that 
contribution is zero unless the G-orbit of z coincides with C. Using now 
also 6.13(ii), (iii), we deduce from (a) that 
(b) vMj = dj&fj, 
where dj = cjqr, and r is half the dimension of the H-orbit of xi for any 
i E X(j). This proves 9.6(a). 
9.8. We now prove 9.5(c). In the setup of 9.5, let Y be the closed 
connected unipotent subgroup of G corresponding to the Lie algebra g,,. 
Let Y’ be the subgroup of G generated by Q and s. This is the semidirect 
product of Y (normal subgroup) and the cyclic group generated by s (of 
order prime to q). Let $ be the centralizer of s in Y. We can extend 
uniquely the character u + $(x(u)) of gF to a character of Y’“, which takes 
the value 1 at S. The tensor product of this character with the restriction 
of a’ to 2YF is a ‘YF-module E and 9.5(c) is equivalent to the following 
statement: 
(4 If C u E ye Trh, El Z 0, then E contains some non-zero 
V-invariant vector;. 
We shall prove that (a) holds for any YF-module E (not just for the E 
previously considered). We may assume that E is irreducible. From the 
assumption of (a) it follows that the restriction of E to gF is isotypical, 
hence by a standard result [G], this restriction is irreducible. According to 
Glauberman [G, Theorem 33, there is an irreducible %:-module E,, and a 
root of unity cc such that Tr(su, E) = o Tr(u, E,,) for all u E Yf; moreover, 
E is uniquely determined (up to tensoring by a character trivial on Y”) by 
the last equality and by Eo. From (a) it follows that E, is the trivial one 
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dimensional representation of 9:. By the uniqueness property just men- 
tioned, we have that E is a one dimensional representation on which SF 
acts trivially. The conclusion of (a) follows. Proposition 9.2 is proved. 
9.9. In the rest of this section we shall assume that s = 1, so that H= G; 
the assumption 9.1(a) remains in force. In this case, a(j) is independent of 
j; we denote it by a. Let z’* be the contragredient of rc’. 
PROPOSITION 9.10. The following conditions are equivalent: 
(4 Tr(exp(x,), n) # 0 forsome ie [l, r] 
(b) 1 aa;‘%, Tr(exp(x,), rc) # 0 for some Jo [ 1, r] 
(cl 1 au;’ Tr(exp(x,), n) # 0 
(d) (I-&, Jr’*) # 0 forsome iE [l, r] 
W WJ n’*) f 0 for some jE [ 1, r] 
(f) (Cj), 7c’*) z 0, where lj = (C, 0,) E 9. 
It is clear that (a) o (b) * (c) and that (d) o (e) -Z (f). By 9.6(a), we 
have (b) o (e) and (c)o (f). Since 
cr,,, n’*)20 for all iE [l, r] 
we see that (d) * (f). The proposition follows. 
9.11. Let Jo [l, r] be such that rj is in the same block as (C, Q,) and 
let b be the dimension of the variety of Bore1 subalgebras of g containing 
a fixed element of C. From 9.6(a) and its proof (9.7) we see that 
(4 1 aa;‘~,(x) Tr(exp(x,), rc) = q’(r(I’,,), x’*). 
In particular, if zi = (C, Q,), we have 
(b) c aa;’ Tr(exp(x,), n) = q’(z(r,), 7c’*). 
10. CHARACTER SHEAVES 
10.1. Let T (resp. W) be “the” maximal torus (resp. “the” Weyl group) 
or G, defined as in [DLl, 1.11. Similarly, let ii be the set of coroots of G 
(a subset of the group Y of one parameter subgroups of T). let T be the 
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set of (isomorphism classes of) local systems Y of rank 1 on T with the 
following property: there exists some integer N> 1 not divisible by p such 
that the Nth tensor power of 9 is trivial. We have a canonical action of 
W on T hence also on ‘@ and on Y. Let 9’ ET. Let W$ be the stabilizer 
of 9’ in W. Let fi, be the set of coroots 1: k* + T such that A*(9) is a 
trivial local system on k*. Let W, be the subgroup of W generated by the 
reflections with respect to coroots in R,. This is a Coxeter group in a 
natural way. It is a normal subgroup of W$. We have a canonical injective 
homomorphism 
(see [L2, 11.81). 
10.2. Let W (resp. Wze, W$) be the set of (isomorphism classes of) 
irreducible representations of W (resp. W,, W$) over Q,. Let SY be the 
r th symmetric power of Y regarded in a natural way as a W-module and 
also, by restriction, as a W,-module. If E (resp. E’) is in W (resp. W9) we 
define b, (resp. bEf) to be the smallest value of r for which E (resp. E’) 
appears in the W- (resp. WP-) module SY. Let E’ be the representation 
of W induced by E’. The following two statements are easily verified. 
(a) If E appears in i?, then b, 2 b,,. 
(b) If E’ appears with multiplicity one in S’Y for r = bEr, then there 
is a unique EE W which appears in E’ and is such that b,= b,,. 
10.3. Let 9’ ET’. We have a canonical partition of W, and of W$ into 
two-sided cells (as in [L2, 16.31). We refer to [L6] for the definition of the 
function a: W, + N and to [L2, 16.53 for the delintion of its extension to 
a function a: W$ + N. This function is constant on any two-sided cell and 
we denote by a@) its value on the two-sided cell _c. 
10.4. For any irreducible representation E of W$ and any XE W$ we 
define c,,~ ~0, as in [L2, (16.2.1)]. It is an integer times a root of 1. It is 
known that, given E, there is a unique two-sided cell _c of W such that 
c,,~ # 0 for some x E _c. We then say that E belongs to _c. It is known that, 
given _c, there is a unique irreducible representation E of W$ (up to 
isomorphism) belonging to _c such that c,, E is an integer > 0 for all x E c 
and it is > 0 for some x E _c. (We denote it as E(c) and we call it the special 
representation corresponding to _c.) 
The intersection _c n W, is a union of two-sided cells of W, (which form 
one orbit under the action of W, ; the restriction of E to W, is a direct 
sum of the special representations, in the usual sense, corresponding to 
these two-sided cells of W,). 
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In the case where W$ = W, we have 
(4 
for all E belonging to _c and 
lb) b E(c) = 4_c). 
This property characterizes E(g); moreover, 
(cl E(g) appears with multiplicity 1 in S’Y for r = bECcJ. 
10.5. Let E, be an irreducible representation of W, which appears in 
the restriction of E(c) to W,; this is a special representation (in the usual 
sense) of W,. 
Let E, be the representation of W induced by E,. From 10.4 it follows 
that the inner product of E, with S’Y (regarded as W-module) is 1 if 
r = a@) and 0 if r < a(c). Let E(c) be the unique irreducible representation 
of W which appears both in E, and in S’Y. Clearly, the multiplicity with 
which E(c) appears in the W-module S’Y is 1 if r = a@) and 0 if r < (_c). 
It is easy to see that E(c) is independent of the choice of El. Under 
Springer’s correspondence, the W-module E(c) corresponds to a pair 
consisting of a unipotent class %? in G and an irreducible, G-equivariant 
local system 9 on %? with trivial action of &/3:. 
10.6. Let G be the set of (isomorphism classes of) character sheaves on 
G. Any 9 E$ defines a finite subset G, of G which depends only on the 
W-orbit of 9 in T (see [L2, 2.101); the sets G, (for 9 running through 
a set of representatives for the W-orbits in $) form a partition of G (see 
[L2, 11.21). 
Let 9 ET. We have a canonical partition of G, into subsets G9,_E where 
_c runs through the two-sided cells of W$ (see [L2, 16.71). 
A unipotent class 0 is said to have property Ir with respect to 9, _c if 
(a) there exists a character sheaf A E G,,, and an element g E G with 
Jordan decomposition g = g, g, = g, g, (g, E 0, g, semisimple) such that 
AIIgI#O and 
(b) for any character sheaf A E G9,E, any unipotent class 0’ such 
that dim 0’ > dim 0 and any g’ E G with unipotent part in O’, we have 
Al tg’) = 0. 
It is clear that, given 3, _c, there exists at least one unipotent class which 
has property Ir with respect to 9, _c. 
THEOREM 10.7. Let 9, _c be as above. Let % (resp. 9) be the unipotent 
class in G (resp. local system on it) associated to 9, _c as in 10.5. 
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(i) If 0 is unipotent class in G which has property Ir with respect to 
A?‘“, _c, then 0 = V. 
(ii) QZ has property * with respect to 9, _c. 
(iii) We have 9 = Q,. 
We first prove (i). Let 0 be as in (i). We can find A E G, E and gc G 
such that A 1 IgI # 0 and the unipotent part g, of g is in 0. Using 
[L2, 17.101 we see that we may replace G by G/Z”, and therefore we may 
assume that G is semisimple so that ZZ’o is finite. 
By passing to a larger finite ground field, if necessary, we may assume 
that 8@ (q-1) = QI and that there exists a maximal torus To of G which is 
defined and split over Fq. We may also assume that g E GF, ,gs is contained 
in an F-stable Bore1 subgroup of G, and that, for all A’ E G,, there exist 
isomorphisms dA,: F*A’ E A’. We assume that such isomorphisms have 
been chosen as in [L2, (13.8.1)]. They give rise by composition to 
isomorphisms (F’)*A’ z A’ for any integer t 2 1 and any A’ as above. 
Taking alternating sums of traces on the stalks of the cohomology sheaves 
of A’ at any point of GF’ we obtain a class function xa, t: GF* + Q, for any 
A’, t as above. Let BO be a Bore1 subgroup of G containing T,,. We identify 
To and T using B,. Then Y may be regarded a a local system on To. For 
any t > 1, there is a unique isomorphism (F’)*Y E 2 which induces iden- 
tity on the stalk at the unit element. Taking its trace on the stalk at any 
point of Tc’ we get a function 8,: Tg‘ -P 0:; it is known that this is a 
group homomorphism. We can extend it to a homomorphism Bc’ + Q?, 
trivial on the unipotent radical; we denote this extension again by 8,. Let 
8” be the representation of GF’ induced by 8,: B$ + Q,+. The irreducible 
representations of GF’ appearing in this induced representation may be put 
in bijection with the irreducible representations of W$ as in [L2, 14.71; 
let 92 be the irreducible representation of G” corresponding to the 
irreducible representation E of W$. As in [L2, 11.71, any character sheaf 
A’ on G gives rise to a homomorphism 
For any E, t as above and any g’ E GFf we have an equality 
(4 Tr( g’, 92) = ( - l)dim ’ A,Ile e4JYA9 tA’ : R:hAr,,k’), 
I 
where Rg is a certain formal &linear combination of character sheaves 
A’E G, in which A’ enters with coefficient (A’ : Rc); ~,,EQ, is an 
algebraic number all of whose complex conjugates have absolute value 1; 
V y “,,, is a root of 1. (See [L2, (14.10.3), 14.143.) 
From [L2, 11. lo] we see that there is a unique coset .I in W&/W, 
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such that the image of J under 10.1(a) is equal to ya. We now multiply (a) 
by c,,~ for x E Jn c and sum over all irreducible representations E of Wl, 
and over all x E Jn _c; we obtain 
tb) 1 1 ‘Wg’, ~!i9~,.~ 
E xsJn< 
= ( - 1 )dim G 
Here CE means sum over all irreducible represenations of W$ up to 
isomorphism. We now show that 
whenever ya, #yA and XE J. Using [L2, (14.10.3), ll.lO], we see that it is 
enough to verify the equality 
; 
~,,~Tr(y-‘, E) =0 
for any YEW&-- J. But this follows easily from definitions since W&/W, 
is commutative. 
Thus (c) holds; hence (b) can be rewritten as 
(d) ; xeFn, (- lIdi” “v;ft Trk’, %k,. 
Assume that the right hand side of (d) (with g’ = g) is zero for all t 2 1. We 
show that this leads to a contradiction. Note that 
(e) (A’ : 1 cx,.R:‘) ’ 1s always an integer B 0 
\ E / 
(see [L2, 16.101). Moreover, XAC,<(g) can be written as a sum 
&IA;+ ... + E,,,,IL where for each in [l, m], the following holds: there 
exists an integer Pi such that &E Q, is an algebraic number all of whose 
complex conjugates have absolute value qpilz and si = ( - 1 )dim G + ‘I. (This 
follows from [L2, 24.6) by the method of [L2, 24.111.) This shows that in 
the right hand side of (d) we do not have cancellations, hence our assump- 
tion implies that 
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for all A’ E GY such that y 
A’=k. From Al 
A, = yA and all t. In particular, (f) would hold for 
tg) # 0 it follows that XA,J g) # 0 for some t; hence 
1 
XEJn_c 
(A : c c,,,R,Y) = 0. 
E 
Using (c) we deduce from the previous equality that 
1 (A : 1 e,,RZ) = 0. 
XE_C E 
Using again (e) we deduce 
for all x E _c. This contradicts the assumption that A E e,,, (see [L2, 
Sect. 161). This contradiction proves that the right hand side of (d) (with 
g’ =g), is non-zero for some t 2 1. Hence so is the left hand side. Hence 
there exist x E _c, t > 1, and E such that 
c&E+0 and Tr( g, 92) # 0. 
Assume that 0’ is a unipotent class in G such that 0 c 8’ - 0’. By property 
* for 0, for any A’ E e9,_c and any element h E G with unipotent part in O’, 
we have A’ 1 (h) = 0. From (a) it then follows that 
Tr(h, ~5’2) = 0 
for all E, h as above, with h E GF1. It follows that we may apply Proposi- 
tion 9.2 (to GF’ instead of G”). (We have just shown that its assumption 
9.1(b) is satisfied.) From that proposition and the last inequality we deduce 
that 
c&E+0 and Wg,, 92) #O. 
(Recall that x E _c.) 
Using again (a) with g’ = g, we see that XAZ,r(gu) # 0 for some A’E 6, C. 
Thus we may assume that g = g, and A 1 Is1 # 0. As we have seen earlier 
in the proof, the left hand side of (d) with g’=g (now assumed to be 
unipotent) is non-zero for some t 2 1. Thus, we have 
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for some t > 1. Hence there exist x E _c, t 2 1, and E such that 
Trk, 92) Z 0, cx.E + OS 
By replacing F, by F,,, we may assume that t = 1. Using 9.1 l(b) and the 
equivalence of 9.10(a), 9.10(f) we deduce 
i au;’ Tr(g,, P,“,I) #O, 
i=l 
where g,, g,, . . . . g, form a set of representatives for the GF orbits on OF, 
and a (resp. ai) is the number of elements of the group of components of 
the centralizer of gi (resp. of the fixed point set of F on it). From the last 
inequality and (a) it follows that 
k) XA’,l(gi)+O 
for some A’ E (I?,,,. (Recall that x E _c and c,,~ # 0.) 
There exist a Levi subgroup L of a parabolic subgroup of G such that 
A’ is a summand of a complex induced from a cuspidal character sheaf of 
L; moreover, L is uniquely determined by A’ up to isomorphism. We now 
show that L is a maximal torus. 
By [L2, (10.4.5), (10.6.1), 8.51, the restriction of x~,,~:G~+ QI to eF is 
a linear combination of generalized Green functions of the form QLV,G,,,, 
where L’ are various G-conjugates of L, defined over Fq (notation of [L2, 
(8.3.1)]). From [L2, Sect. 241 we see that these generalized Green 
functions are linear combinations of restrictions of functions g, . log where 
1 E YF is of type L (see 4.4). 
It follows that there exists t E 9F of type L such that 
f: uu;‘~(log gi) # 0. 
i=l 
Using 6.4(a) we deduce that 1 = (log 8, 0,). But it is known that (log 0, Q,) 
is of type given by a maximal torus; thus, L is a maximal torus, as asserted. 
It follows that A’ is a summand of the perverse sheaf KF (see [L2, 2.41) 
indiced by 55’. This perverse sheaf has a canonical decomposition 
Kf’ = eE, E’ @ A$ where E’ runs over W&, and A5 are distinct character 
sheaves in 6,. (See [Ll, 9.21.) (Similarly we have a canonical decomposi- 
tion KY= QEpp E”QAE+ where E” runs over W and A,. are distinct 
character sheaves in Go,.) Hence A’= AZ for some E,E acr$. From 4.2 
and [L7, 2.6(e)] we see that the restriction of A; to @ is isomorphic to the 
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restriction of eEP, (E,: E”)A,” to “1G. (We take (E,: E”) copies of A,. 
where (E, : E”) denotes the multiplicity of E0 in the restriction of E”.) On 
the other hand, the inequality (g) shows that the restriction of A: to 0 has 
some cohomology sheaf which admits the local system Q, as direct 
summand. (In particular, the centre of G must act trivially on AZ, see 
[L2, 11.71, and we can therefore assume that G is adjoint. Then 
WY = W,.) By property * for 0, the restriction of AZ to 0’ is zero for 
any unipotent class Lo’ such that 0 c F - 0’. It follows that there exists E” 
such that (E,, : E”) # 0 and the restriction of A,” to Q is (up to shift) the 
intersection complex corresponding to (0, Q,), hence E” corresponds to 
(0, QI) under the Springer correspondence. It is known (see [BM, 
Corollary 41) that we then have b,,, = pm, where f10 is the dimension of the 
variety of Bore1 subgroups containing some element of 0. On the other 
hand, from (E” : Eo) #O and 10.2(a), we see that b,. 2 b,. Hence, 
b&G/?,. It is known that A~EG,,, implies that E. belongs to _c. Using 
10.4(a), it follows that b,>a(_c). Combining with the previous inequality, 
we deduce a@) < Do. Recall (10.4) that the special representation E(g) 
satisfies b,,, = a(c). In our case we have E, = E, in 10.5, hence with the 
notations there, bEtcj - b Ec_cj. Combining with the previous inequality, we 
obtain PO > bEccj. From the definition of v in 10.5 and from [BM, 
Corollary 43 we-have bEccj > 8, where BV is the dimension of the variety of 
Bore1 subgroups containing an element of V. Combining with the previous 
inequality, we obtain Pm 2 /11 or, equivalently, dim 0 < dim %. Assume first 
that the last inequality is an equality. Since this was obtained by combining 
several inequalities, all the inequalities involved must be equalities. Hence 
we have 
(h) br = b, = a(c) = b,,, = bEcEj = /&, 
Since E, belongs to _c, the second equality in (h) shows that E,, is the 
unique special representation belonging to _c, hence E. = E(c). Now E” is 
contained in the representation of W induced by E, and, since it satisfies 
the first equality in (h), it satisfies the defining properties of E(c) so that 
we must have E” = E(c). Applying to this Springer’s correspondence we 
obtain (0, QI) = (U, 5). In particular, 0 = % as desired. 
Assume next that dim 0 #dim %?. Then dim 0 <dim V and by property 
* for 0, we deduce that A’ 1% = 0 for any A’ E GY,,_c and, in particular, the 
restriction of A: to V is 0. But, repeating an argument above, the last 
restriction contains as a direct summand the restriction of A.(,, to V; hence 
it contains 9 (up to shift) as a direct summand. Since 4t # 0, we have a 
contradiction. This proves (i). 
Now (ii) follows from (i) since there is at least one 0 which has property 
* with respect to 9, _c. 
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We now prove (iii). We can again assume that G is adjoint. The previous 
argument shows that bEcE)=fla. If 9 #Q, we would have bEcr)>/Ia by 
[BM, Corollary 41, a contradiction. Thus, we have 9 = Q,. The theorem 
is proved. 
10.8. For any E E W we define at to be the dimension of the variety of 
Bore1 subgroups containing an element of the unipotent class %‘r, where 
(%i , Fi) corresponds to E under Springer’s correspondence. 
COROLLARY 10.9. Let E (resp. E’) be in 9 (resp. WY). Assume that E’ 
belongs to _c and that E appears in the representation of W induced by E’. 
(i) We haue a; 2 a(c). 
(ii) If a; = a(r), then %?I = %. 
(In the case where 2 = Q,, (i) is due to Kashiwara and Tanisaki [KT].) 
Using the notations in the proof of 10.7, we see that the restriction of A$ 
to % contains a direct summand isomorphic to the restriction of A, to %. 
In particular, the restriction of As to %?i s non-zero. From 10.7(i) it then 
follows that dim C1 < dim C hence ai > BQ = a@). Under the assumption of 
(ii), we have dim C, = dim C and using again 10.7(i) we see that %, = %?. 
11. THE UNIPOTENT CLASS ASSOCIATED TO A REPRESENTATION 
11.1. Let GF be the set of isomorphism classes of irreducible representa- 
tions of GF over QI. It is known [L8, LS] that there is a canonical 
partition & = lJ P0,o._E GGO _c where the union is taken over all F-stable 
W-orbits on pairs &, _c with Y0 E $ and _c is a two-sided cell of W$,,. It is 
defined by the following requirement: if p E GG,,f then there exists A E C?,,, 
with support equal to G and an isomorphism F*A EA such that the 
corresponding characteristic function xa : GF + Q, is not orthogonal to the 
character of p. For any two-sided cell _c of W$, we define a new two-sided 
E of W’,, by the following requirement: if E belongs to _c then E@ E belongs 
to c. (We denote by E the sign representation of W as well as its restriction 
to a subgroup of W.) We define a map @+ { unipotent classes in G} by 
associating to p E G&E the unipotent class %? defined in terms of J$,, 8 
as in 10.5. The following result extends [K3, Theorem 2.4.11 (which 
was concerned with the special case where G is adjoint of type A or of 
exceptional type). 
THEOREM 11.2. Let p E 6’&,, and let 59 be the corresponding unipotent 
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class in G as in 11.1. Let p’ E GF be defined by p’ = f do(p). For any 4 E eF, 
let 0, be the unipotent class in G which contains exp d( !i 8). 
(i) If dim 0, > dim V or if dim 0, = dim CC?, 0, #g, then p is 
orthogonal to r,. 
(ii) For any q5 such that I?I#,= %, p appears with “small” multiplicity in 
r4 (more precisely, with multiplicity <a, 1 WI where a,, is the number of 
components of the centralizer of an element in g). 
(iii) There exists 4 E eF such that 0, = V and such that p appears with 
non-zero multiplicity in r,. 
(iv) Let g E GF be an element such that Tr(g, p’) # 0. Let u be the 
unipotent part of g and let 0 be the conjugacy class of u in G. Then either 
dimO<dimg or O=V. 
(v) here exists u E VF such that Tr(u, p’) # 0. 
For simplicity, we assume in the proof that G is split over F,, although 
this assumption is actually unnecessary (see 8.7). 
Let 4 E SF. Let m be the multiplicity with which p appears in r,. Let 
20 = (log 04, Q,) E SF. Let r be as in 9.4 (with s= 1). We have 
r(T,,) = C;= i aaz:‘r,+ (notation of 7.5(a)) hence r(I’,) is the character of a 
representation of GF and p appears in it with multiplicity m’ such that 
m<m’. 
Let J$ be the block containing z,,. For this block, the triple (L, c, 9) of 
6.3 is CT, {O}, QJ w h ere T is a maximal torus of G, defined and split over 
F, and w = W, For w E w we shall write T, instead of L,. In the present 
case, we can write 7.5(b), for rO, as 
(4 rro = 1 q~(‘~‘L)a( # W) - ’ 
r,*l~~o 
x 1 ‘Ww, V,)Tr(w, ~,,)~(w)#(T~>~~,$C,. 
wsw 
(We have c = 1 in this case, by the proof of 7.2; we have also used 5.5(a).) 
We have 
~(%,)=q-b(‘l)(#~)-’ c Tr(y, V,,)#(T,F)-1~R~Y(8) 
YEW e 
(see, for example, [L5, 9.5]), where 8 runs over all characters Tf+ 0,; 
using 
f’(r, I~) - b(t,) = dim supp(r)/2 - dim supp(rJ2 
176 GEORGE LUSZTIG 
and the orthogonality relations for ?Y, we obtain 
(b) W,,) =4#W)-’ c 4~) 1 WY, VJ YEW- te9o 
x p:,.,q dim supp(1)/2 ~ dim supp( 1 R;JW. 
0 
Let Pi E $; for any E E wir$, we have a character sheaf A? (notations of 
Section 10). 
If this character sheaf is isomorphic to its inverse image under 
Frobenius, it gives rise to a characteristic function xazl: GF + QI, nor- 
malized so that its inner product with itself is 1 (it is well defined up to 
multiplication by a root of 1); we define xafl : G9 + QI to be zero when- 
ever A, T is not isomorphic to its inverse image under Frobenius. Using 
[LS], we can write 
(with a suitable normalization of x 
up to the action of W. 
Q); the sum is over all P,, E as above, 
Substituting this into (b) we obtain 
$r,,)=~ 1 1 (E: V,Q&l Vs#‘:o,,q dim supp(l)/2 - dim supp(zo)/2 XA%l. 
2PoPO.E re& 
Since p E G&, , the multipiicity m’ of p in r(T,,) is therefore equal to the 
multiplicity of p in 
UC c (E: V,Q&I Kz,,)f’:,,,,q dim supp(z)/2 - dim supp(ro)/2 XAp 
E 6~90 
where E runs over the irreducible representations of WY6 which belong 
to the two-sided cell _c. Assume that some E and I E& give a non-zero 
contribution to the previous sum; then 
(cl 
and 
(E: V,WW$J#O 
(d) p:,, I + 0. 
Now from (c) we see that 
(e) EQE appears in the restriction of V, to W$,. 
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Hence, using 10.9(a), we see that a;, > a@). On the other hand, from (d) 
we see that 
(f) supp(r,) = SUPP(l) 
hence a; >, a;,. Combining this with the previous inequality we deduce 
a;,,aa($ hence /l,aa(E) (notation of Section 10). By 10.7(h), we have 
a(E) = bv. It follows that fiO, 2 fl’B hence dim ($ <dim %?. This implies (i); 
indeed, if m > 0, then m’ > 0 hence an E and a I as above exist. Assume now 
that, in addition, we have dim 0, = dim %. Then the previous inequalities 
must be equalities; in particular, we must have a’“# = a(E). This, together 
with (e) implies (by 10.9(b)) that supp(r) = log %. We also have aLw = a;, 
hence dim supp(z,) = dim supp(r). This and (f) imply that supp(r,) = 
supp(r). It follows that fib = %, I = r0 (see (6.5) and we now see that m’ is 
equal to the multiplicity of p in 
(g) ac (E: K,,C~~W’~,)X.+ 
E 
where E runs over the irreducible representation of W$, which belongs 
to _c. This implies (ii): we have m < m’ <a dim I’, < a IWI. 
We now prove (iii). Let r = a(E). There is (up to isomorphism) a unique 
irreducible representation E of W$, which appears in S’Y (notation of 
10.2) and belongs to L (see 10.4). 
Let E’ be an irreducible representation of W$, such that E’ belongs to 
3 and (E’: V,lW’&,)#O. 
From the definition of V,, and from 10.2(a) we see that 
aE= b, > br 2 aE, hence b,, = a,; this implies that E’ = i?. Conversely, it 
is clear from the definitions that (E : V, 1 W’yo) = 1. 
Assume now, in the setup of (iii), that for any 4 E eF such that 0, = V, 
the multiplicity of p in r+ is zero. Then m’ = 0 hence the multiplicity of p 
in (g) is zero. By the previous argument, (g) is given by 
(h) ax2,; 
Since p E C&,, it follows from results in [L8] (and their extension to the 
case of a not necessarily connected centre) that p has non-zero multiplicity 
in (h). This contradiction proves (iii). 
We now prove (iv). Let g, u, 6 be as in (iv). We may clearly assume that 
0 has the following property: for any unipotent class 0’ such that 
dim 0’ > dim 0 and for any g’ E GF with unipotent part in 0’ we have 
Tr( g’, p’) = 0. Then 9.2 is applicable and yields that Tr(u, p’) # 0 for some 
u E OF. Using 9.10 we deduce that (r,, p) # 0 for some 4 E eF such that 
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0+, = 0. Using (i) we deduce that either dim 0+ < dim %? (hence dim 0 < 
dim GF?) or I!!I~ = +2 (hence 0 = G??). Thus (iv) is proved. 
We now prove (v). Let q5 be as in (iii). By 9.10 we have that Tr(u, p’) #O 
for some u E CF. (Note that 9.10 is applicable since for any unipotent class 
%’ such that dim C’ > dim % and for any u’ E %?I”, we have Tr(u’, p’) = 0, 
by (iv).) 
The theorem is proved. 
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