























A tout graphe ponde´re´ de premier nombre de Betti b est naturelle-
ment associe´ un re´seau de dimension b, de´fini de manie`re analogue que la
jacobienne pour une surface de Riemann. Cette classe de re´seaux ge´ne´re´e
par des graphes est particulie`rement inte´ressante. Nous de´montrons ici
une majoration de l’invariant d’Hermite d’un tel re´seau en fonction de b
dont l’ordre de grandeur est ln b. Cet ordre de grandeur est optimal : il est
re´alise´ par l’invariant d’Hermite de la jacobienne d’un graphe systolique-
ment e´conomique.
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Introduction
Soit n un entier non nul. L’e´tude de la densite´ des re´seaux d’un espace
euclidien (Rn, < ., . >) est un sujet classique et prend la forme suivante : e´tant
donne´ un re´seau Λ ⊂ Rn, nous de´finissons le de´terminant de Λ, note´ det(Λ),
comme le carre´ du volume euclidien du domaine fondamental du re´seau et sa
norme minimale par la formule
||Λ|| = min{< λ, λ >| λ ∈ Λ \ {0}}.
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et code la densite´ du re´seau. La densite´ maximale en dimension n correspond a`
la constante d´Hermite :
γn = sup{µ(Λ) | Λ re´seau de Rn}. (1)







Dans la de´finition (1), on peut conside´rer la borne supe´rieure non plus sur
tous les re´seaux mais sur un sous-ensemble de re´seaux de Rn. P. Buser et P.
Sarnak ont e´tudie´ dans [5] la borne supe´rieure des invariants d’Hermite des
re´seaux symplectiques et ont montre´ qu’elle ve´rifiait l’ine´galite´ infe´rieure dans
la formule (2). Ils ont e´galement montre´ le re´sultat suivant : la borne supe´rieure
des invariants d’Hermite sur l’ensemble des re´seaux forme´ des jacobiennes de
surfaces de Riemann de genre g, que l’on notera η2g, ve´rifie
c ln g . η2g .
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π
ln(4g + 3), (3)
ou` c est une constante positive.
Le but de cet article est de prouver un re´sultat analogue pour la jacobienne
des graphes ponde´re´s. Rappelons tout d’abord quelques de´finitions. Un graphe
Γ = (V,E) est un complexe simplicial de dimension 1. C’est la donne´e d’une
paire d’ensembles (V,E), ou` V de´signe les sommets et E les areˆtes. La valence
d’un sommet est le nombre d’areˆtes incidentes a` ce sommet et un graphe sera
dit k-re´gulier, pour k ∈ N∗, si la valence de chacun de ses sommets est constante
e´gale a` k. Dans ce qui suit, les graphes seront suppose´s connexes, finis et leurs
sommets de valence au moins 2. Un graphe ponde´re´ est une paire (Γ, w) ou` Γ =
(V,E) est un graphe et w est une fonction poids sur les areˆtes w : E → R+. Nous
dirons d’un graphe ponde´re´ (Γ, w) qu’il est combinatoire si sa fonction poids est
constante e´gale a` 1, et nous le noterons simplement Γ. Le type d’homotopie
d’un graphe donne´ Γ = (V,E) est caracte´rise´ par le nombre b1(Γ) de cycles
inde´pendants, appele´ premier nombre de Betti ou nombre cyclomatique. On a
la formule b1(Γ) = |E| − |V | + 1 ou` |X | de´signe le cardinal d’un ensemble fini
X . Notons qu’a` premier nombre de Betti fixe´, les graphes conside´re´s sont en
nombre fini a` home´omorphisme pre`s.
Etant donne´ un graphe ponde´re´ (Γ, w) de premier nombre de Betti b ≥ 1,
nous choisissons pour chaque areˆte une orientation arbitraire et nous noterons




ai.ei | ai ∈ R pour i = 1, . . . , k}
l’espace vectoriel engendre´ par les areˆtes oriente´es. Cet espace co¨ıncide avec
l’espace des chaˆınes simpliciales du complexe simplicial Γ. Il est muni du produit
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scalaire naturel < ei, ej >w= w(ei)δij pour 1 ≤ i ≤ j ≤ k, ou` δij de´signe
le symbole de Kronecker (voir [2], p. 191). L’homologie de Γ de dimension 1
a` coefficients re´els H1(Γ,R) est plonge´e dans C(Γ,R) comme un sous-espace
vectoriel de dimension b et on note encore < ., . >w la restriction du produit
scalaire a` ce sous-espace. L’homologie de Γ de dimension 1 a` coefficients entiers
H1(Γ,Z), en l’absence de torsion dans ce cadre unidimensionnel, constitue un
re´seau du sous-espace H1(Γ,R) (comparer avec [2]).
On note Λ(Γ, w) = H1(Γ,Z) ⊂ (H1(Γ,R), < ., . >w) le re´seau de dimension
b ainsi de´fini et on l’appelle jacobienne du graphe ponde´re´ (Γ, w) : il est clair
que l’invariant d’Hermite de ce re´seau ne de´pend pas des orientations d’areˆtes
initialement choisies. Posons
ρb = sup{µ(Λ(Γ, w)) | (Γ, w) graphe ponde´re´ de premier nombre de Betti b}.
Notre re´sultat principal s’e´nonce alors de la manie`re suivante.
The´ore`me Pour b suffisamment grand,
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ou` log2 de´signe le logarithme en base 2.
Nous pouvons, sous certaines restrictions, ame´liorer ces deux ine´galite´s.
1) Pour une infinite´ de valeurs {bm}m, il existe un graphe combinatoire






2) Tout graphe combinatoire Γ, dont la valence en chaque sommet est au moins
3, ve´rifie (voir ine´galite´ (10))
µ(Λ(Γ)) . 2 log2 b.
La suite de cet article est consacre´ aux de´monstrations de ces re´sultats.
Nous allons montrer que l’e´tude de l’invariant d’Hermite de la jacobienne d’un
graphe ponde´re´ est e´quivalente a` l’e´tude du proble`me combinatoire suivant :
e´tant donne´ un graphe, borner la complexite´ de ce graphe par sa systole (voir
la section 1 pour les de´finitions de ces quantite´s). Dans la premie`re partie de ce
papier, nous donnons la de´monstration de l’ine´galite´ supe´rieure dans la formule
(4). Dans la seconde partie, nous majorons pour tout graphe sa complexite´ par
son volume unidimensionnel, et obtenons ainsi a` l’aide de graphes systolique-
ment e´conomiques - graphes dont le rapport volume sur systole est suffisamment
petit - l’estime´e infe´rieure annonce´e pour ρb. Nous de´montrons pour finir les
ame´liorations 1) et 2).
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1 Complexite´ et systole d’un graphe
Nous allons montrer la proposition suivante, qui de´montrera la majoration
de ρb annonce´e dans le the´ore`me par un calcul d’e´quivalent e´le´mentaire.
Proposition 1 Pour tout graphe ponde´re´ (Γ, w) de premier nombre de Betti
b ≥ 2,










De´monstration. Commenc¸ons par re´duire le proble`me. On peut construire
facilement un graphe 3-re´gulier Γ′ = (V ′, E′) et une fonction poids w′ sur Γ′
tels que (Γ, w) soit obtenu a` partir de (Γ′, w′) en contractant les areˆtes de poids
nul en un point. Notons que µ(Λ(Γ, w)) = µ(Λ(Γ′, w′)). Comme l’application
µΓ′ : R
|E′| → R+
w → µ(Λ(Γ′, w))
est continue et invariante par composition avec les dilatations, on en de´duit que
pour tout ǫ > 0, il existe une fonction poids wǫ sur Γ
′ telle que :
- Pour toute areˆte e ∈ E′, wǫ(e) ∈ N,
- |µ(Λ(Γ, w)) − µ(Λ(Γ′, wǫ))| < ǫ.
Il suffit donc de de´montrer le re´sultat annonce´ pour un graphe combinatoire
(w = 1) dont les sommets sont de valence 2 ou 3.
Etant donne´ un graphe combinatoire Γ, nous pouvons exprimer l’invariant
d’Hermite de sa jacobienne en fonction des quantite´s suivantes :
- La systole, qui dans le cas d’un graphe ponde´re´ (Γ, w) est de´finie comme la
plus petite longueur d’un circuit simple de Γ et est note´e sys(Γ, w). Dans le cas
d’un graphe Γ combinatoire, nous noterons simplement sys(Γ) cette quantite´.
- La complexite´, qui est de´finie comme le nombre d’arbres maximaux du graphe
Γ (voir [3]) et est note´e κ(Γ).
D’apre`s [2], e´tant donne´ un graphe combinatoire Γ,
||Λ(Γ)|| = sys(Γ) et det(Λ(Γ)) = κ(Γ).







Supposons pour la suite de cette de´monstration que Γ est un graphe combi-
natoire dont les sommets sont de valence 2 ou 3. Notre majoration revient donc
a` estimer infe´rieurement la complexite´ d’un tel graphe par sa systole. Nous











De´monstration du lemme. Tout d’abord, supposons que b = 2. Comme les
sommets de Γ sont de valence 2 ou 3, on a deux classes d’home´omorphismes
possibles pour Γ : la classe 81 et la classe 82 (voir figure 1).
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Fig. 1 – Les graphes 81 et 82
Il est clair que κ(81) ≥ (sys(81))2 et κ(82) ≥ (sys(82)/2)2, d’ou` (6) dans ce
cas.







ou` [n] de´signe la partie entie`re d’un entier n, le re´sultat est imme´diat comme la







On note Γ˜ le graphe de´fini a` partir de Γ de la manie`re suivante. Etant donne´
un sommet v de valence 2, on conside`re le graphe obtenu en supprimant le
sommet v et les deux areˆtes e1 et e2 incidentes a` ce sommet, et en ajoutant une
nouvelle areˆte reliant les deux sommets de e1 et e2 restants (voir figure 2). On
re´pe`te l’ope´ration pour tout sommet de valence 2 et on obtient ainsi le graphe
Γ˜. C’est un graphe 3-re´gulier et on note f : Γ → Γ˜ l’application topologique
naturelle qui envoie uniforme´ment une suite maximale d’areˆtes adjacentes de Γ
dont les sommets interme´diaires sont de valence 2 sur l’areˆte correspondante de
Γ˜. Soit γ˜ une courbe re´alisant sa systole et γ son image inverse par f . La systole
est estime´e supe´rieurement pour les graphes 3-re´guliers de premier nombre de
Betti b de la manie`re suivante (voir [7]) :














fFig. 2 – Elimination d’un sommet de valence 2
En effet, sinon, long(γ) < sys(Γ), d’ou` une contradiction.
Soit Γ \C le comple´mentaire de la suite d’areˆtes adjacentes C dans Γ : c’est
un sous-graphe de Γ ve´rifiant b1(Γ \ C) = b1(Γ)− 1. Tout arbre maximal T du
graphe Γ \ C fournit de manie`re e´vidente au moins [sys(Γ)/(2 log2(83b))] arbres
maximaux T ′ de Γ, et tous les arbres maximaux ainsi obtenus, lorsque l’on fait
varier l’arbre initial T parmi les arbres maximaux de Γ \ C, sont deux a` deux
distincts. On en de´duit :












Comme sys(Γ \ C) ≥ sys(Γ), on obtient le re´sultat par re´currence. 
Remarque. Nous avons donc relie´ la complexite´ et la systole de tout graphe Γ









)1/b ≥ sys(Γ)4 log2(43b) .
De l’ine´galite´ (8), nous de´duisons que l’ordre de grandeur dans cette estime´e
infe´rieure est optimale.
2 Complexite´ et volume d’un graphe
Nous allons dans cette section de´finir la notion de constante systolique pour
un graphe ponde´re´, et ainsi pouvoir introduire une famille de graphes systolique-
ment e´conomiques. Cette famille nous permet, a` l’aide d’une majoration de la
complexite´ d’un graphe par son volume, de de´montrer l’ine´galite´ infe´rieure an-
nonce´e dans la formule (4).
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Etant donne´ un graphe ponde´re´ (Γ, w) de premier nombre de Betti b ≥ 2,
le proble`me systolique peut eˆtre formule´ comme suit. On de´finit la constante





ou` Vol(Γ, w) de´signe le 1-volume de Γ (la somme des poids de ses areˆtes) et ou`





log2(b − 1) + log2 log2(b− 1) + 4
. (7)
D’autre part, comme il a e´te´ de´montre´ dans [1], il existe pour chaque b ≥ 2 un
graphe combinatoire de premier nombre de Betti b que nous noterons Γb et que







ou` Vol(Γb) est le 1-volume de Γb pour la fonction poids constante e´gale a` 1.
Nous pouvons minorer l’invariant d’Hermite de la jacobienne d’un graphe
ponde´re´ par sa constante systolique comme suit :
Proposition 2 Pour tout graphe ponde´re´ (Γ, w) de premier nombre de Betti







De´monstration. De meˆme que dans le de´but de la section 1, nous nous ra-
menons a` un graphe combinatoire. On estime supe´rieurement la complexite´ de
ce graphe par son volume de la manie`re suivante. Tout arbre maximal T de Γ
est entie`rement de´termine´ par les b areˆtes de Γ \ T , d’ou`




On en de´duit imme´diatement le re´sultat. 














Nous expliquons maintenant les ame´liorations 1) et 2) annonce´es dans l’in-
troduction.
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1) Nous pouvons, en utilisant les familles de graphes a` grand tour de taille
mises en e´vidence dans [8], ame´liorer pour certaines valeurs de b l’estime´e (8).
G.A. Margulis a construit, pour une famille infinie {bm}m de valeurs, une famille










2) Si l’on se restreint a` certains graphes, nous pouvons estimer supe´rieurement
l’invariant d’Hermite de la jacobienne par la constante systolique :
Proposition 3 Pour tout graphe combinatoire Γ dont chaque sommet est de
valence au moins trois et de premier nombre de Betti b ≥ 2,
µ(Λ(Γ)) ≤ 3(b− 1)
σ(Γ)
.
De´monstration. Comme la valence en chaque sommet du graphe est au moins
3, on a l’ine´galite´













On en de´duit une ame´lioration de l’ine´galite´ (5) pour cette classe de graphes,
en vertu de l’estime´e systolique (7) : pour tout graphe Γ dont chaque sommet
est de valence au moins trois et de premier nombre de Betti b ≥ 2,
µ(Λ(Γ)) ≤ 2(log2(b − 1) + log2 log2(b− 1) + 4) . 2 log2 b. (10)
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