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Les codes convolutionnels forment une classe de codes correcteurs d'erreur qui 
offrent des performances d'erreur- Parmi les meilleurs dans ces codes, on retrouve les 
codes convolutionnels systématiques et rt5cursifs. Un code convolutiomel récursif 
systématique peut être construit à partir de la transformation d'un code non systématique 
en un code systématique. Cette transformation implique que le codeur utilise une boucle 
de retour interne. Il possède alors la même distance libre et le même nombre de chemins 
erronés, mais le nombre total de bits d'information en erreur six ces chernins est différent- 
De plus, des résultats de simulations montrent qu'à de faibles rapports signal à bruit, la 
probabilité d'erreur d'un code convoIutionnel récursif systématique est plus faible que 
celle d'un code convolutionnel non systématique. 
La perforation est une technique qui permet la construction de codes 
convolutio~els de taux de codage élevé à partir de codes de faible taux de codage. Les 
codes perforés sont obtenus par l'élimination périodique (perforation) de symboles codés 
produits par un codeur de faible taux de codage. Les codes perforés possèdent donc la 
structure simple des codes de faible taux de codage dont ils sont dérivés mais tout en ayant 
les avantages des codes de taux de codage élevé quant à une puissance d'émission et une 
largeur de bande requises inférieures à celles des codes de faibles taux. De plus, il est 
possible de changer le code résultant de la perforation d'un code origine, en changeant 
simplement la façon de perforer les symboles, ce qui permet donc d'obtenir un code à taux 
variable. 
vii 
Une nouvelle stratégie de corrections d'erreur consiste à utiliser la concaténation 
parallèle de deux codeurs convolutionnels récursifs systématiques (codeurs constituants) à 
travers un entrelaceur. Le codage CPCC (concaténation parallèle de codes 
convolutionnels) constitue une technique très puissante pour la détection et la correction 
d'erreurs. À de faibles rapports signal à bruit, les performances d'erreur obtenues avec ces 
nouveaux codes sont meilleures que celles des codes constituants. 
L'analyse de la performance d'erreur des codes est établie à partir de leur spectre. 
Le spectre est la distribution du nombre de mots de codes ayant un poids de Hamming 
donné. 
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types de codes convolutionnells: récursifs systématiques, récursifs systématiques perforés, 
(CPCC). L'approche privilégiée est celle qui consiste à déterminer le spectre par une 
exploration de leur structure en arbre. Des méthodes pour déterminer le spectre d'un code 
convolutionnel et celui d'un code convolutionnel perforé ont déjà été développées sous la 
direction du professeur David Haccoun à la section télécommunication de l'École 
Polytechnique de Montréal. Les algorithmes utilisés dans ce mémoire sont tous basés sur 
ces méthodes mais sont adaptés au cas particulier des codes convohtionnels récursifs 
systématiques et des codes convolutionnels récursifs systématiques perforés. En apportant 
plusieurs changements à ces algorithmes, on amve à un algorithme qui a pour but de 
calculer le spectre des codes CPCC. Ces algorithmes sont programmés en langage C et 
sont implantés sur un système U N E  d'un réseau SUN. 
L'application de ces algorithmes nous a permis d'étendre les comaissances du 
spectre de plusieurs types de codes tel que les codes convolutionnels récursifs 
systématiques, les codes convolutionnels récursifs systématiques perforés et CPCC). 
L'analyse des performances d'erreur des codes CPCC montre l'importance du 
choix des codes constituants et de l'entrelaceur. La comparaison des performances 
d'erreur de codes convolutionnels avec celles des codes CPCC montre que ces derniers 
permettent encore d'obtenir de meilleurs résultats lorsque les paramètres des codes 
constituants et de I'entrelaceur sont choisis convenablement A toute fin, nous proposons 
de nouveaux codes de taux variables résultant de la perforation des codes CPCC. Les 
calculs des spectres et des performances de ces codes, et la comparaison des performances 
d'erreur nous permettent de déterminer les meilleurs patrons de perforation. 
ABSTRACT 
Convolutional codes belong to a class of error c o r r e c ~ g  codes which provide 
good error performances. From this set of codes, there exist special codes called 
convolutional systematic and recusive codes. A convolutional systematic and recursive 
code may be constnicted using a transformation from a non-systematic code to a 
systernatic code. This transformation implies that the coder uses a feedback. It has the 
same free distance and the same numbers of paths, but the total number of information bits 
is different. Furthemore, simdation results show that at low signal-to-noise ratio, the 
error probability of a recursive systematic convolutional code is lower than the one of a 
non-systematic convolutional code. 
Puncturing is a technique which allows to constmct the high coding rate 
convolutional codes from the low coding rate codes. Punctured codes are obtained by 
periodic elimination (perforation) of code symbols produced by a low coding rate code. 
The punctured codes have the same simple structure than the low coding rate codes, but 
they keep the benefits of high-rate codes like the energy of emission and the bandwidth 
required. Furthemore, by simply changing the puncniring d e ,  different punctured codes 
may be obtained from a single original code, this allows to obtain variable-rate codes. 
A new strategy of error correcthg consist in using a paralle1 concatenation of two 
recursive s ystematic convolutional codes (constituent codes) through an interleaver. 
Among the well known error control techniques, the PCCC (paralle1 concatenated 
convolutional codes) coding is the most powerfùl one. At low signai-to-noise ratios, the 
error performances of this new class of codes are better than its constituent codes. 
The error performances andysis of codes is usually established from their 
s p e c t m .  The spectrum is the distribution of number of code words and total weight of 
associated information sequences depending the Hamming weight of code words. 
The objective of this thesis is to determine the spectra of several types of 
convolutional codes: recursive systematic, recursive systernatic punctured, code (PCCC). 
The privileged approach is based on an exploration of code trees. Methods for determining 
the s p e c t m  of convolutional code and the one of punctured code were developed under 
& s~peF~+SnI. cf profPScCI. n2x.<-i u2ccci3 & oe p = ~ ~ ~ ~ r n ~ i & ~ ~ ~ k ~  s~ ~~~ 2: F t c ! ~  
Polytechnique de Montréal. The algonthms used in this thesis are based on these methods, 
but are adapted to recursive systematic convolutionaI codes and to recursive systematic 
convolutional punctured codes. After several modification of these algorithms, an 
algorithm has been developed to calculate the s p e c t m  of PCCC codes. The algorithms 
have been programmed in C language and implemented on a UNIX system of a SUN 
network. 
By application of these algorithms, we have extended Our knowledge of the 
spectnm of several m e s  of codes such as recursive systematic convolutional code, 
recursive systematic convolutional punctured code, and PCCC code. 
The error performances andysis of PCCC codes shows the important of choice of 
constituent codes and the interleaver to obtain best results. The performance cornparisons 
between convolutional codes and PCCC codes show that the last ones still give the 
advantageous solutions when the parameters of constituent codes and of interleaver are 
adequately chosen. Finally, variable coding rate PCCC codes are examined. The 
determination of the specmun and the error performances, and the cornparison between 
error performances allow us to determine the best puncturing pattern. 
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CHAPITRE 1 
INTRODUCTION 
Dans un système de communication numérique, les symboles transmis sont 
souvent perturbés par du bruit provenant de plusieurs origines. Ceci peut entraîner une 
décision incorrecte sur les symboles reçus et  par conséquent, dégrader la fiabilité du 
système et du message reçu. 
VT + ~ z e  +o~tzr et  C C ~ ~ O P ~  IPC yn~vn!~~ -5 ~~rrilr d'iitilic~r 11 
O-' --- 
technique de codage correcteur d'erreur. Le principe du codage consiste à ajouter, selon 
des règles particulière, de la redondance aux messages avant de les transmettre [l]. Une 
mesure de la redondance introduite par ce codage est le taux de codage R qui représente le 
rapport entre le nombre de bits d'information à transmettre et le nombre de symboles 
effectivement transmis dans le canal. 
Ii existe deux familles de codage: le codage en bloc et le codage convolutionnel. 
Le codage convolutionnel est une technique appropriée à une source qui génère 
17infonnation de façon continue. 11 est bien connu que, dans un canal sans mémoire, un 
code convolutionnel avec décodage probabiliste peut fournir un gain de codage 
substantiel, permettant de s'approcher de la limite de la fiabilité prédite par la théorie de 
Shannon [SI. 
Les codes convolutionnels figurent parmi les codes les plus utilisés, notamment 
pour des applications, telles que les systèmes de communications personnelles sans fil, les 
communications par satefite, etc., où une très faible probabilité d'erreur par bit est 
requise. Cela a été rendu possible grâce à l'utilisation d'un algorithme de décodage 
puissant et pratique appelé algorithme de Viterbi. Cet algorithme à maximum de 
vraisemblance est optimal et permet de minimiser la probabilité d'erreur par séquence. 
Parmi les applications des codes convolutionnels, celles utilisant un faible taux de 
codage (R = llv) sont les plus répandues. Pour ces taux de codage, des codes optimaux 
sont connus [21] [22] [23] et des techniques de décodage performantes sont mises en 
application [2] [a].  
A PCu~2 CYde cûù-v-Vi.~a~ùIiIi&, lfi-G8 py-GVaria cùna-U-&îe -m riù-u-vsàli cùde 
une boucle de retour interne, dit code convolutionnel récursif systématique. A de faibles 
rapports signal à bruit, la probabilité d'erreur d'un code convolutionnel récursif 
systématique est plus faible qu'un code convolut io~el  non systématique. Cet avantage est 
conservé pour l'étude des codes CPCC. 
Par ailleurs, les codes convolutio~els de taux de codage élevé (R = blv) peuvent 
assurer une bonne performance d'erreur dans un canal sans mémoire, et leur utilisation 
s'avère particulièrement avantageuse lorsque la largeur de bande disponible est faible. 
Toutefois, l'utilisation des codes convolutio~els de taux de codage élevé a été limitée en 
pratique parce que l'application des techniques de décodage probabiliste devient 
rapidement impraticable avec l'augmentation du taux de codage. Cet inconvénient peut 
être 6Viî.é par l'utilisation des codes convolutionnels perforés. 
Les codes convolutionnels perforés peuvent être générés à partir d'un code origine 
de taux de codage faible (R = Ilv) par perforation périodique, ce qui entraîne un avantage 
important ils peuvent être décodés tout comme les codes de taux de codage faible avec 
une modification minimale du décodeur- Les codes perforés ouvrent la voie à de nouvelles 
applications telles I'encodage et le décodage à taux variables. 
Une nouvelle stratégie de correction d'erreur a été récemment proposée par Berrou 
et al. [IS]. Cette stratégie implique une concaténation parallèle de deux codeurs 
convolutionnds récursifs systématiques séparés par un entrelaceur. L'évaluation des 
performances d'erreur a déjà été obtenue par Benedetto et Montorsi [6] pour une 
concaténation parallèle de codes blocs et pour celle de codes convolutio~els. Avec une 
autre méthode proposée par Podemski, Holubowicz, Berrou, Glavieux [7], on a aussi 
obtenu ia borne supérieure sur ia probabiiité d'erreur par bit pour un canai à bruit 'oianc 
gaussien et additif et un décodeur 2 maximum de vraisemblance. A de faibles rapports 
signal à bruit, la performance de cette nouvelle classe de codes est meilleure que celle des 
codes constituants- 
Outre celui de trouver de bons codes, un des problèmes difficiles de la théorie de 
codage est de déterminer la probabilité d'erreur d'un code donné, c'est-à-dire la 
probabilité que le message décodé W e r e  de celui émis par la source. Comme nous le 
verrons, le calcul se réduit à celui du spectre du code. L'évaluation de ce spectre constitue 
toutefois un problème ardu. Elle peut se faire à partir d'un diagramme d'état du code ou en 
utilisant une exploration dans l'arbre représentant le code. Cette dernière approche est 
privilégiée dans le cadre de la recherche dont nous présentons les résultats dans ce 
mémoire. 
Des méthodes pour déterminer le spectre d'un code convolutio~el et  de celui d'un 
code convolutionnel perforé ont déjà été développées sous la direction du professeur 
David Haccoun à la section télécommunication [19] [20]. Les algorithmes utilisés ici sont 
tous basés sur ces méthodes mais sont adaptés au cas particulier des codes convolutionnels 
récursifs systématiques et des codes convolutionnels récursifs systématiques perforés. En 
apportant plusieurs changements à ces algorithmes, on arrive à un algorithme qui a pour 
but de calculer le spectre des codes CPCC (concaténation parallèle de codes 
convolutionnels). 
Les recherches effectuées durant ce projet ont produit les contributions suivantes: 
L'évaluation par simulations sur ordinateur des spectres de distance et des bornes 
sur les performances d'erreur des codes convolutionnels récursifs systématiques 
de taux ae coaage i? = iiï et de iongueurs Ut: ~ùfi~àinie  R diuii ck 3 à ;G, ci Uc 
taux de codage R = 113 et de longueurs de contrainte K allant de 3 à 9. 
L'évaluation par simulations sur ordinateur des spectres de distance et des bomes 
sur les performances d'erreur des codes convolutionnels récursifs systématiques 
perforés de taux de codage R allant de 2/3 à 7/8 et de longueurs de contrainte K 
allant de 3 à 9. 
L'évaluation par simulations sur ordinateur des spectres de distance et des bomes 
sur les performances d'erreur des codes CPCC (concaténation parallèle des 
codes convolutionnels récursifs systématiques) de taux de codage de deux codes 
constituants Ri = RZ = 1/2, K = 3, G = (1,7/5), et de longueurs de l'entrelaceur N 
égaies à 16,32,64,128,192. 
L'évaluation par simulations sur ordinateur des spectres de distance et des bornes 
sur les performances d'erreur des codes CPCC (concaténation paralIèle des 
codes convolutio~els récursifs systématiques) perforés de taux de codage R = 2/ 
4,4/6,6/8,8/10 et de longueur de contrainte K = 3. 
Ce mémoire est structuré comme suit. Le chapitre 2 décrit les caractéristiques de 
base de différents types du codage convolutionneI, tel que le codage convolutionnel non 
systématique, le codage convolutionnel récursif systématique e t  le codage CPCC 
(concaténation parallèle de codes convolutionnels). Dans ce chapitre, on y aborde aussi la 
structure des codeurs ainsi que les propriétés de distance des codes convolutionnels. II sera 
aussi question d'une technique pour la correction ou la détection des erreurs, de 
l'évaluation des performances d'erreurs et des techniques de décodage. 
Le chapitre 3 est consacré à l'étude du spectre- L'évaluation des performances 
d'erreur est effectuée à partir des relations entre le spectre et la probabilité d'erreur. Deux 
approches essentielles pour déterminer le spectre sont analysées: calculer avec Ia fonction 
de transfert et  rechercher dans l'arbre du code. 
Le chapitre 4 décrit les principes du codage convolutionnel récursif systématique, 
la structure du codeur. La relation qui existe entre le code convolutionnel récursif 
systématique et le code convolutionnel non systématique sera explicitée. Nous 
démontrons le spectre de distance et la probabilité d'erreur des codes convolutionne~s 
récursifs systématiques. 
Les codes convolutionnels perforés sont une classe de codes convolutionnels de 
taux de codage élevé R = blv qui sont obtenus à partir de codes convolutio~els de faible 
taux de codage Ro = l/vo, par l'élimination périodique (perforation) de certains symboles 
codés à la sortie de ce codeur de faible taux de codage. Au chapitre 5, nous présentons le 
principe de la perforation, le codeur, le spectre et le performances d'erreur du code 
perforé. 
Dans le chapitre 6, nous présentons la structure de codage CPCC (concaténation 
parallèle de codes convolutionnels). Nous y présentons aussi le spectre, la représentation 
en hyper-treillis et en arbre, les performances d'erreur des codes CPCC. 
Finalement, la conclusion de ce mémoire et un nombre de perspectives de 
recherche sont présentés au chapitre 7. 
CHAPITRE 2 
CODES CONVOLUTIONNELS 
Les systèmes de communication numérique servent à transmettre les messages 
d'une source à une destination. Pour ces systèmes, différentes techniques ont été mises au 
point afin de protéger l'intégrité de l'information transmise dans le canal de 
communication. Le codage convolutio~el est l'une de ces techniques. 
Le codage correcteur d'erreur est une technique permettant d'augmenter la fiabilité 
des systèmes de communication numérique. Son principe est basé sur la redondance de 
l'information. La technique de codage consiste à envoyer avec l'information utile des 
symboles supplémentaires appelés symboles de pa.rité calcdés selon une loi bien définie et 
connue du récepteur comme de l'émetteur. 
Il existe deux grandes catégories de codage: le codage en bloc et le codage 
convolutio~el Cl] [2] .  Le codage en bloc consiste à coder des blocs d'information de 
façon indépendante. On ajoute un certain nombre de symboles de parité à la séquence 
d'information. Dans le codage convolutionnel, I'infonnation est codée de façon continue. 
Dans ce cas, une séquence de longueur indéterminée de symboles d'information est 
transformée en une séquence de longueur indétermide de symboles codés. Pour une 
complexité donnée, le codage convolutio~el est la technique Ia plus efficace pour la 
c o m c  tion des erreurs [3]. 
Ce chapitre décrit les caractéristiques de base de différents types du codage 
convolutiomel, tel que le codage convolutionnel non systématique, le codage 
convolut io~el  récursif systématique, le codage convolutio~e1 concaténé parallèle de 
codes convolutio~els, la structure des codeurs, les propriétés de distance des codes 
convolutio~els, une technique pour la correction ou la détection des erreurs, les 
performances d'erreurs, et  la technique de décodage. 
Le modèle d'un système de communication numérique avec codage et décodage 
est illustré à Ia figure 2.1. Dans ce modèle une source transmet un message à une 
destination dans un canal qui ajoute du bruit blanc gaussien. 
D'une façon générale, le codeur associe à toute séquence de b bits d'information 
une séquence LI de v symboles codés, telle que v soit plus grand que b. Le bruit qui affecte 
le canal de transmission est généralement représenté par un processus aléatoire blanc et 
gaussien dénoté N. Le récepteur reçoit la séquence bruité 1 = X + a- La tâche du décodeur 
est de minimiser la probabilité d'erreur lors de l'estimation de Y par Les valeurs de 
sont habituellement quantifiées à la sortie du démodulateur. Les définitions de ces valeurs 
seront présentées à la section 2.3. 
Si les symboles transmis dans le canal sont statistiquement indépendants, le canal 
est dit sans mémoire (en anglais Discrete Memoryless Channel ou DMC). 

entrée sortie 
Figure 2.2: Canal discret sans mémoire, binaire et symétrique 
La probabilité que le récepteur reçoive un s p b o l e  "1" ("O") sachant qu'un 
symbole ' O  ("1") a été transmis est égale à la probabilité de transition dans le canal p, et 
elle dépend du bruit, du type de modulation utilisée dans le canal et du rapport s ipal  à 
bnut Par exemple, pour une modulation PSK, la probabilité de transition du canal de la 
figure 2.2 est donnée par: 
où Es est I'énergie par signal et Q(x) est de la forme: 
2.3 CODAGE CONVOLUTIOWL 
Un codeu. convolutionne1 de taux de codage R = l/v et de longueur de contrainte 
K peut être représenté par une machine lineaire à nombre d'états finis composée d'un 
registre à décalage de K cellules, de v additionneurs modulo-2 connectés à certaines 
cellules du registre à décalage et d'un commutateur qui balaie les v additionneurs. 
L'ensemble des connections entre le registre à décalage et Ies additionneurs spécifie le 
code [4]. Ce codeur est représenté à la figure 2.3. 
K cellules 
v additiomeurs 
Fipre 2.3: Codeur de taux de codage R = I/v 
La séquence d'information est 
Supposons que les K cellules du registre à décalage soient initialisées à zéro. Le 
premier bit d'information ui est alors introduit dans la première cellule du registre. Les v 
additionneurs modulo-2 sont ensuite balayés séquentiellement par le commutateur afin de 
fournir v symboles codés: xi (l), . . . , xl(v) Le contenu des cellules est ensuite déplacé 
d'un bit vers la droite, afin que le second bit d'information u2 puisse être introduit dans la 
première cellule, fournissant ainsi v nouveaux symboles codés: q(ll, x ~ ( ~ ) , - - - ,  x2("). Ce 
processus se poursuit jusqu'à ce que le dernier bit d'information u~ entre dans le registre à 
décalage. On fait suivre la séquence d'information de (K-1) zéros pour réinitialiser à zéro 
le registre à décalage. Cette séquence de zéros s'appelle la queue du message. Or à 
l'instant t, on a la séquence codée suivante: 
où gii E (0'1 ), i = 1, 2, ..., v, représentent les connections entre les v additionneurs 
modulo-2 et les cellules du registre à décalage. 
.$elon d_efiG-<rn F ~ m y  [g]3 p ~ ! y n ~ ~ ~ ~  g&&ei rr hih&irs Ci, i = !, 2, 
. . ., v, sont donnés par: 
En associant les séquences en D qui est une variable temporelle appelée unité de 
retard, la relation (2-4) devient: 
spécifie les connexions (1: connexion, 0: pas de connexion) du ieme additionneur 
cellules du registre à décalage. 
13 
aux K 
De cette façon, on spécifie un code de taux l/v par v vecteurs de connexions (un 
pour chaque additionneur) chacun comportant K éléments. 
Par exemple, les vecteurs: 
spécifient le codeur de la figure 24: v = 2, K = 3, R = 1/2. 
Figure 
1 X 
2.4: Codeu de taux de codage R = 112, K = 3, v = 2, G = 
Dans cet exemple, on a: 
G ,  (D) = 1 @LIL 
2.3.1 Diagramme d'état 
Le diagramme d'état est un graphe décrivant les transitions d'états du codeur. Il est 
constitué de 2K-1 sommets correspondants aux états du codeur et d'arcs orienté 
représentants les transitions entre les états. 
Le diagramme d'état est une représentation efficace des transitions d'un code en 
particulier et il est très utilisé pour les codes dont le nombre d'état est assez petit. Le 
diagramme d'état du codeur de la f i p  2.4 est représenté à la figure 2.5. 
Figure 2.5: Diagramme d'état du codeur de la figure 2.4 
Les états sont représentés par des cercles. Les transitions du codeur d'un état à un 
autre sont représentées par des branches reliant les dinérents états. Les symboles codés 
ainsi que le bit d'information (entre parenthèses) ayant causé la transition sont indiqués 
sur chacune des branches. 
Le diagramme d'état est un outil pratique pour la caractérisation des codes. Mais il 
ne permet cependant pas de suivre aisément les évolutions dynamiques du codeur dans le 
temps. Pour pallier à ces inconvénients, deux représentations schématiques plus complètes 
du codeur sont alors utilisées: la représentation en arbre et la représentation en treillis. Ces 
deux représentations fcumissent m e  information temporelle qui n'est pas aussi évidente 
avec le diagramme d'état- 
2.3.2 Représentation en arbre 
Dans cette représentation, les transitions entre les états de code sont illustrées 
comme un cheminement à partir d'un état de départ (généralement l'état zéro) qui est 
l'origine de l'arbre, vers les états ultérieurs, qui sont reliés par les branches de l'arbre. 
Chaque noeud de l'arbre illustre un état du codeur, la branche supérieure 
correspond à un bit d'information "0" et la branche inférieure à un bit d'information "1". 
Les symboles codés à la sortie de l'encodeur sont indiqués sur chacune des branches. Pour 
le codeur de la figure 2.4, l'arbre qui y correspond est illustré à Ia figure 2.6. 
entrée 0 T I 
entrée 1 1 
Figure 2.6: Représentation en arbre du codeur de la figure 2.4 
2.3.3 Représentation en treillis 
Dans un arbre, ie nombre de noeuds croît exponentiellement avec Ie nombre de 
niveau représentés. Un moyen plus pratique qui permet d'illustrer l'action du codeur, est 
la représentation en treillis de la figure 2.7 qui correspond au codeur de la figure 2.4. 
Figure 2.7: Représentation en treillis du codeur de la figure 2.4 
Dans Ie treillis, Ie nombre de noeuds de chaque niveau est le même que celui de la 
représentation d'état. Cela permet d'éliminer la redondance de l'arbre. Les états sont 
représentés sur un axe vertical. Les symboles codés à l a  sortie de l'encodeur sont indiqués 
à côté de chacune des branches. 
2.4 PROPRIÉTÉS DE DISTANCE 
Les performances d' un code convolutiomel dépendent de ses pro prié tés de 
distance [6]. La puissance de correction de ces codes dépend de la longueur de contrainte 
K, du taux de codage R, ainsi que de certains paramètres de distance tel que la distance 
libre et le profil de distance. 
Soient X et 1 deux mots de code. La distance de ÉIamming dH entre les deux mots 
de code est égale au nombre de positions qui CMTérent entre ces deux mots de code. Elle 
est définie comme suit: 
où WH est le poids de Hamming. La distance de Hamming est égale au nombre de "1" 
dans l'opération X 8 1 qui est la somme moddo-2 des séquences X et 
La fonction de distance des colonnes d'ordre n, notée d&), est la distance de 
Hamming minimale entre toutes les paires de mots de code de longueur n branches qui 
different dans leur première branche. 
d, (n) = min (dH (Xn7 Yn) )
Le profil de distance $ est constitué de l'ensemble des d,(n) tel que n = 1,2, . . . , K. 
En général, il est preférable que le profil de distance d'un code croisse le plus rapidement 
possible. 
La distance libre dénoté dPee est la distance de Hamrning minimale entre deux 
chemins quelconques ayant divergé sur une longueur arbitmirement grande avant de 
reconverger. La distance minimale dénoté Gin est la plus petite distance entre le mot de 
code Q et tous autres mots de code non nuls sur une longueur de contrainte égale à K. 
Par définition, 
La distance libre dm est une notion importante pour le décodage de %terbi et le 
décodage séquentiel. En général, les codes les plus puissants sont ceux dont la distance 
libre est maximale. 
A partir d'un code convolutionnel non systématique, on peut consuuire un code 
convolutionnel &cursif systématique avec une boucle de retour. Un codeur convolutiomel 
récursif systématique est illustré à la figure 2.8. 
Figure 2.8: Codeur convolutionnel récursif systématique 
R = 112, K = 3, v = 2, G = [1, (l+~+d)/(l+d)] 
Le code convolutionnel récursif syst6matique possède la même distance libre et le 
A m- EGmb;c <hrrks y;r 5 c o ~ y û ~ i i ~ G - ~ c ~  uoz sysl~E;z~qGc, =gs lsür ùombi-, 
total de bits d'information sont différents. 
Après avoir comparé les performances d'erreur de codes, on constate que pour un 
faible rapport signal à bruit, le code convolutionnel récursif systématique a un Iéger 
avantage par rapport au code convolutionnel non systématique à partir duquel il a été 
construit. On analysera plus profondément cet aspect au chapitre 4. 
Les codes convolutionnels perforés sont une classe de codes convolutionnels de 
taux de codage élevé qui sont obtenus A partir de codes convolutionnels de faible taux de 
codage par lYéLimination périodique (perforation) de symboles codés de la sortie d'un 
codeur de faible taux de codage. Un codeur convo~u t io~e l  récursif systématique perforé 
est présenté à la figure 2.9. 
Figure 2.9: Codeur convolutionnel récursif systématique perforé 
Au chapitre 5, nous étudions la perforation des codes convoIutio~els récursifs 
systématiques, issus des codes de taux de codage R = 1/2. Nous examinons alors tous les 
codes de longueurs de contrainte K allant de 3 à 9 avec des patrons de perforation 
différents qui gardent Ia caractéristique 'systématique'. Les taux de codage des codes 
perforés deviennent égales à 2/3,3/4,4/5,5/6,6/7 et 7/8. 
Aussi, à partir d'un même code, nous comparons la performance des codes de 
différents patrons de perforation. La probabilité d'erreur d'un code perforé a une borne 
inférieure par égale à la probabilité d'erreur de son code origine. Puis le taux de codage est 
faible, plus les performances d'erreur sont meilleures. On analysera plus profondément cet 
aspect au chapitre 5. 
2.7 CODAGE À CONCATÉNATION PARALLÈLE DE CODES 
CONVOLUTIONNELS 
Le codage concz-:Eaé parallèle de codes convolutio~els (CPCC) consiste en 
une concaténation parallèle de deux codeurs récursifs systématiques et un entrelaceur 
tel qu'illustré à 1a figure 2.10. Le taux de codage résultant est de 1/(2v-1) pour des 
codeurs de taux l/v. La présence d'un entrelaceur de dimension N fait en sorte que les 
mêmes bits d'information sont appliqués aux deux codeurs CI et C2, mais dans un ordre 
différent L'entrelaceur joue effectivement un rôle de "décorrélation". Ce type de codage 
permet d'obtenir de très bonnes performances même pour des faibles valeurs du 
rapport signal à bruit. 
Codeur Ci 1 x2 
Entrelaceur '7' 
I Codeur C2 x3 
Figure 2.10: Codeur concaténé parallèle de codes convolutionnels 
En se référant à l'article de Benedetto et Montorsi [7] et de Podemski, 
Holubowicz, Berrou, Glavieux [8], nous avons simulé par ordinateur le système aiin de 
calculer les spectres et les performances. Deplus, nous traitons les codes CPCC perforés. 
Au chapitre 6,  nous dé6nissons de façon plus précise les concepts de base liés aux 
codes CPCC, tel que spectre, hyper treillis, performance, ainsi que ceux des codes CPCC 
perforés. 
2.8 DÉCODAGE À MAXIMUM DE VRAISEMBLANCE 
La séquence de symboles reçue par le décodeur W e r e  généralement de la 
séquence transmise à cause du bruit qui perturbe le canal. Le décodage des codes 
convolutio~els consiste à retrouver la séquence d'information transmise à partir de la 
séquence reçue. Cela peut être vu comme l'opération inverse du processus de codage. 
Le décodage probabiliste des codes convolutionnels est un moyen très efficace 
pour détecter et comger certaines erreurs introduites dans le canal par le bruit. 
Le décodage à maximum de vraisemblance est un décodage probabiliste. II 
consiste à déterminer le message le plus vraisemblable à partir de la séquence reçue. 
Soient rn le message transmis, Xm = a l ,  x2, ..., &J = (xl('), xl(2), ..., xl("), x2(l), 
. . ., x&")) la séquence codée et = a l ,  &, . . ., &J = (yl('), . . ., y2(1), . . ., y~ (v 1) 
la séquence reçue. Pour minimiser la probabilitz d'erreur, il faut choisir le message hi tel 
que [9]: 
En utilisant la règle de Bayes sur les probabilités conditionneUes dans l'équation 
(2-15), on peut écrire: 
où P ( f i )  représente la probabilité à prion du message f i .  Si les messages sont 
équiprobables, l'équation (2- 16) devient: 
vraisemblance. Pour un canal discret sans mémoire @MC) de probabilités de transitions 
0') 0')) 
P (yi 1 xi , on peur écrire pour la branche i: 
Afin d'utiliser une mesure additive et donc plus pratique, on utilise le logarithme 
de P (yil x?) . Le résultat représente alors la mesure de vraisemblance pour la branche i ,  
(i) Ci)) ) yi = C ~ O ~ ( P ( Y ~  /xi 
Pour une séquence de L bits d'information, la fonction de vraisemblance est: 
(il O))  l 0 g ( p ( y i  lxi sont appelés respectivement: métrique cumulative 
totale, métrique de branche et métrique de symbole. Cette dernière est habituellement 
arrondie à un entier. 
Le processus de décodage à maximum de vraisemblance consiste donc à choisir le 
mot de code dont la métrique cumulative est maximale. Pour le canal binaire symétrique, 
le mot de code ayant la métrique cumulative maximale est le chemin dont la distance de 
Hamming est minimale [3]. Mais la difficulté du décodage provient plutôt du fait que le 
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Pour remédier à cela, il existe deux techniques de décodage qui sont très répandues et qui 
permettent d'accomplir cette tâche. Ces deux techniques sont le décodage de Vïterbi et le 
décodage séquentiel. Peu importe la technique utilisée, le rôle du décodeur reste de 
déterminer le chemin qui, parmi tous les chemins de l'arbre ou du treillis possède la 
distance de Hamming la plus faible. de la séquence reçue 
L'algo&hme de -terbi hit proposé en 1967 par Vïterbi 131. Cet algorithme est 
basé sur deux propriétés qui facilitent la recherche du chemin dont la distance de 
Hamming est minimale. La première propriété est une recherche exhaustive de chemins 
dans le treillis. La deuxième propriété permet d'eiminer tous les chemins reconvergeant 
sur un même état sauf un, sur la base d'une comparaison de distances de Hamming. Cet 
algorithme est une technique de décodage extrêmement puissante pour les codes 
convolutionnels. L'avantage de cette technique est que l'effort de calcul afin de décoder un 
certain nombre de branches reçues demeure constant, ce qui n'est pas le cas de toutes les 
autres techniques de décodage. Cependant, la taille du treillis croît exponentiellement avec 
la longueur de contrainte du code. En pratique, cette augmentation exponentielle de la 
complexité limite son utilisation à des codes dont la longueur de contrainte est inférieure à 
10 (K < 10)- 
L'algorithme de décodage de Viterbi est basé sur la structure en treillis du code 
tandis que celui du décodage séquentiel est basé sur la structure en arbre. Dans ce dernier 
la recherche ne se fait pas sur l'arbre du code en entier, mais seulement en niveau du 
chemin qui locaiement apparait comme le plus vraisemblable. 
Pour le décodage séquentiel, il existe deux algorithmes: l'algorithme de Fano [IO] 
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Le premier, l'algorithme de Fano, utilise un système de seuils. Tant que la 
métrique du chemin est supérieure au seuil courant, il va de l'avant, en explorant ses 
extensions. Si la métrique n'est pas suffisante, il retourne en amière et cherche un meilleur 
chemin avec un réajustement du seuil. 
L'algorithme de Zigangirov-Jelinek, contrairement à celui de Fano, utilise un 
moyen de stockage dans une pile qui lui permet de garder en mémoire la métrique. En 
d'autres termes on désire que le chemin le plus vraisemblable se retrouve au sommet de la 
pile. Ainsi chaque chemin qui se retrouve au sommet est prolongé en ses extensions. 
Aprh avoir retiré ce chemin du sommet de la pile, les mdtriques des nouveaux chemins 
ainsi obtenus sont comparé aux autres afin de réordonner la pile. Cette opération se 
poursuit jusqu'à ce qu'on ait atteint la profondeur finale de l'arbre. 
Quelque soit l'algorithme utilisé, il existe une variabilité de l'effort de calcul due 
aux retours en h è r e .  Pour tenir compte de cette variabilité, on uulise des tampons 
d'entrée et de sortie, qui permettent de régler les débits. 
Le décodeur séquentiel présente d'autres limitations qui sont plus difficiles à 
contourner. La principale limitation vient du fait que l'effort de décodage est variable. 
L'effort de calcul varie de façon aléatoire et il faut utiliser dans ce cas des tampons à 
l'entrée et à la sortie du décodeur afin d'isoler le décodeur et son fonctionnement 
asynchrone des éléments synchrones du système de communication. Pour améliorer cet 
algorithme, on cherche donc autant que possible, d'une part, à régulariser l'effort de calcul 
pour limiter les débordements du tampon d'entrée, et d'autre part, à limiter la croissance 
de ia m e  de ia pile pour éviter ies debordement de pde. 
L'algorithme de Viterbi a été et reste toujours utilisé pour le décodage des codes 
convolutionnels. Mais il ne garantit pas la minimisation de la probabilité d'erreur par bit 
(OU symbole). Or, pour le décodage des codes CPCC, l'algorithme de Viterbi n'est pas 
iddal. Actuellement, une autre technique est proposée pour le décodage des codes CPCC, 
soit l'algorithme MAP (maximum à posteriori) dû à Bahl et al. 
En 1966, Chang et Hancock développèrent un algorithme qui minimise la 
probabilité d'erreur par symbole, ou encore maximise-la probabilité à posteriori. En 1972, 
Bahl et ai. 1131 et McAdam et al. [14] ont simultanément adapté l'algorithme MAP pour 
les codes correcteurs d'erreurs. Le principe de l'algorithme MAP est basé sur deux 
boucles récursives, dont l'une est croissante et l'autre est décroissante. À cause de la 
boucle décroissante, le décodage d'un bloc ne peut commencer que lorsque la  réception 
d'un bloc est complétée. Les perfomances de l'algorithme M,W sont suptrieures à celles 
de l'algorithme de Viterbi de quelque 0.3dB. Cependant, l'algorithme MAP est beaucoup 
plus complexe, et c'est pour cette raison qu'il a été longtemps iporé.  En effet la 
différence de performance entre deux algorithmes n'est plus un facteur déterminant si Iton 
ne tient pas compte de la complexité. Malgré les performances présentées dans LIS], un 
inconvénient majeur subsiste: la complexité du décodage. 
Une simplification de l'algorithme MAP fut proposée par Robertson [16], et 
reprise par Berrou et al. dans [17] afin de L'adapter à un processus de décodage itératif. La 
recherche d'un processus de décodage pour les codes CPCC réalisée par Naoufel 
Bouzouita [18] a été récemment introduite sous la direction de D. Haccoun à la section de 
Télécommuoication (Génie électrique) de l'École Polytechnique. La méthode que 
Bouzouita a utiiisé n'apporte que de légères rnociihcations à i'aigorirhme propose dans 
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CHAPITRE 3 
SPECTRE DES CODES CONVOLUTIONNELS 
La performance des codes convolutio~els est évaluée à partir de leur spectre. 
Dans ce chapitre, Ia notion de spectre du code est définie. Ensuite, nous passons à 
l'évaluation des performances à partir des relations entre le spectre et la probabilité 
d'erreur- Finalement, deux approches essentielles de détennination du spectre sont 
analysées. 
Le spectre est une conception générale qui s'applique à toutes les classes de codes 
linéaires. Le spectre d'un code convolutionnel représente I'ensemble des mots de code 
non nuls dénombrés en fonction de leur distance de Harnming par rapport au mot de code 
nul. Il est habituellement présenté sous la forme de tableau de trois colonnes: 
d: le poids des mots de code, 
Ad: le nombre de mou de code de poids d, 
Cd: le nombre total de bits d'information "1" correspondant à ces mots de code de 
poids d. 
Chaque triplet {d,  Ad, Cd} compose une raie du spectre. Seules les raies de poids 
supérieur ou égal à dPee inauencent le calcd des probabilité d'erreur du code. Cela fait 
appel à la notion de raie solide du spectre. La première raie solide est la  première raie non- 
nulle du spectre. Le tableau 3.1 illustre le spectre du code convolutionnel de taux de 
codage R = 1/2 du chapitre 2 Figure 2.4). 
Tableau 3.1: Spectre du code de la figure 2.4 
Pour la deuxième ligne du tableau 3.1, il est indiqué que le nombre de mot de code 
ayant le poids 6 est 2 et le nombre total de bits d'information "1" est 4. 
Les mots de code convolutionnel sont habituellement très longs, d'une longueur 
que l'on considère infinie. Le spectre contient alors un nombre illimité de raies. Or pour 
des raisons pratiques, on se  doit de limiter le nombre de raies. Le spectre de L raies se 
définit comme le dénombrement de tous les chemins de treillis ou de l'arbre de poids 
inférieur ou égal à L qui débutent par un bit d'information "1" et qui se terminent sur un 
noeud d ' h t  0. Il ne doit y avoir aucun autre noeud d'état O sur ces chemins. Les figures 
3.1 et 3.2 décrivent respectivement sur l'arbre et le treillis les séquences qui composent les 




Figure 3.1 : Représentation en arbre 
Chemins associés aux deux premières raies du spectre du code de la figure 2.4 
Figure 3.2: Représentation en treillis 
Chemins associés aux deux premières raies du spectre du code de la figure 2.4 
Le tableau 3.2 donne quelques raies solides du spectre de différents codes 
convolutio~els. 
A ce stade, il est utile de faire deux observations: 
(1) le poids de la première raie solide est égale à dfiee; 
(2) la valeur des raies (Ad et Cd augmente avec d. Cette augmentation est de 
nature exponentielle de sorte que le nombre de raies atteint assez vite des 
valeurs astronomiques. 
Tableau 3.2: Spectre de quelques codes convolutio~ek de taux R = l/v 
- -- -- - 
(b) R = 1/2, K =  10, Gl = 1167, G2 = 1545 
(c) R = 1/5, K =  7, Gi = 175, G2 = 131, G3 = 135, G4 = 135, G5 = 147 
La performance d'un code convolutionnel est déterminée en fonction d'une 
probabilité d'erreur- Cette probabilité d'erreur est évaluée à partir du spectre du code. 
Cette section montre la relation qui existe entre le spectre et la probabilité d'erreur. Trois 
mesures différentes de la probabilité d'erreur sont présentées, soient la probabilité d'erreur 
entre deux mots de code, la probabilité d'erreur d'une séquence de symboles codés et 
enfin la probabilité d'erreur par bits d'information. Pour tous ces cas, on suppose 
I'utilisation d'un décodeur à maximum de vraisemblance- 
3.2.1 Probabilité d'erreur entre deux mots de code 
Soient Xi et Xj deux mots de code ayant une distance de Hamming d&Xisj) = d 
(c'est-à-dire qui different entre eux de d positions), et soit Pd la probabilité d'erreur entre 
ces deux mots de code. Posons Xi comme étant la séquence de symboles codés 
effectivement transmise et x l a  séquence reçue. Le décodeur optimal commettra une erreur 
en estimant xj par Xi si plus de la moitié des d symboles qui distinguent Xi et Xi sont 
modifiés lors de la transmission. Lorsque la moitié des d symboles ont été altérés, le 
décodeur choisit au hasard entre Xi et Xi. 
Pour un canal à bruit blanc gaussien additif dont la densité de bruit bilatérale est 
N d 2 ,  et une modulation cohérente PSK, la probabilitk d'erreur Pd entre deux mots de 
code de distance entre eux égale à d est donnée par [6]: 
où Eb est l'énergie transmise par bit et Q(x) est donnée par: 
Pour un canal binaire symétrique, la probabilité d'erreur Pd entre deux mots de 
code de distance d se calcule de la façon suivante [6] : 
- si d est impair: 
Pd 
d-i 
- si d est pair: 
où p est la probabilité de transition dans le canal. 
Même si un code compte généralement plus de deux mots de code, il est 
raisonnabIe de penser que la probabilité d'erreur globale puisse se calculer à partir de la 
distribution de distance de Hamming entre toutes les paires de mots de code. Ceci nous 
conduit à avoir deux mesures de probabilité d'erreur: 
- la probabilite d'erreur de séquence PE: probabilité qu'une séquence soit mal 
décodée après son passage dans le canal. 
- la probabilité d'erreur par bit d'information Pb: probabilité qu'un bit soit mal 
décodé. Du point de vue de l'utilisateur, Pb a beaucoup plus de signification que 
PE- 
Soit U = ( u ~ ,  U ~ ,  ...) , 0 = (ûl ,  û2, .-.) , 
dors Pb = P [ûi  # ui] . 
En pratique, Pb se calcule comme ceci: 
nombre de bits transmis 
3.2.2 Probabiiité d'erreur de séquence 
La probabilité d'erreur de séquence, notée PE, est la probabilité d'erreur que la 
séquence de symboles codés transmise X soit décodée par une séquence erronée 
quelconque 8. 
Pour une séquence d'information particdière Yi, P[elUi] est la probabilité d'erreur 
de decodage entre Xi et un autre mot de code Xi. En utilisant la borne union [l], on obtient: 
où est la probabilité d'erreur entre la paire de mots de code Xi et Xi. Or, 
P2Bi4jI = Pd, où d = dHaiXj)- Donc, 
où Ad est le nombre de mots de code tels que d = dH(YiJTi), j + i. 
Pour étendre ce résultat à l'ensemble des séquences d'information, il suffit 
3- ---- 1 -:. -.. u ~ ~ p i u i ~ c i  :a piûp~GiE d5 k6àiiû5 cies codas ~uiivüluLiuriu& qui enka2nt: que 
A ~ ' = A ~ = A ~  pour tous d, i, j. Par conséquent, I'équation (3-7) se généralise ainsi: 
Donc, 
En y substituant la relation (3-8)' on déduit la borne sur la probabilité d'erreur. 
Donc, la probabdité d'erreur de séquence PE est: 
3.2.3 Probabilité d'erreur par bit d'information 
La probabilité d'erreur par bit d'information, Pb, s'obtient simplement en 
pondérant la probabilité d'erreur de séquence par le nombre de bits en erreur porté par 
chaque séquence en erreur. On en déduit immédiatement que: 
où Cd est le nombre total de bit d'information "1" associé à ces mots de code. 
Ces résultats dévoilent clairement la relation intime entre la performance d'un 
code et son spectre. Le problème du calcul de la borne sur la probabilité d'erreur se réduit 
à celui de la détermination du spectre. 
L'application des équation (3-10) et (3-11) exige la connaissance d'un nombre 
infini de raies. Toutefois, en pratique, seules les quelques premières raies exercent un effet 
important sur PE et Pb. Pour s'en convaincre, il suffit d'examiner le tableau 3.3 qui 
présente l'évolution de Pd selon d pour quelques valeurs de probabilité de transition dans 
le canal. Lorsque p c 1 û2? la décroissance de Pd est extrêmement rapide. Ainsi en est-il 
des produits A& et CdPd même si les valeurs de Ad et de Cd augmentent avec d. 
Tableau 3.3: Évaluation de Pd avec d pour quelques valeurs de probabilité de transition p 
3.3 DÉTERMLNATION DU SPECTRE 
Dans cette section, deux méthodes permettant de déterminer le spectre des codes 
çonvolutionnels sont présentées. La première est basée sur l'évaluation de la fonction de 
transfert du code à partir de son diagramme d'état. La seconde consiste en une recherche 
exhausive des mots de code dans l'arbre du code. 
3.3.1 Fonction de transfert 
La fonction de transfert d'un code convolutionnel représente le rapport qui existe 
entre la sortie et l'entrée du codeur [6].  Elle est évaluée à partir du diagramme d'état du 
code. Ce dernier est modifié de façon à définir une entrée et une sortie correspondant 
respectivement à l'état initial Eoi et à l'état final Ew Le noeud de l'état initial est donc 
scindé en deux noeuds distincts. Tous les autres noeuds du diagramme sont considérés 
comme des noeuds associés à des états intermédiaires. 
La figure 3.3 illustre le diagramme d'état modifié du code de la figure 2.4. Elle est 
différente de la figure 2.5. Sur les branches du diagramme d'état sont inscrites Ies 
informations nécessaires à la compilation du spectre sous la forme D'B~, où i représente le 
poids de Hamming associé à chacune des branches du treillis ou de l'arbre et où j 
représente le nombre de bits d'information "1" correspondant. La fonction de transfert, 
notée T(D, B), est égale au rapport entre EWet Eoi. 
Figure 3.3: Diagramme d'état du code de la figure 2.4 
(a) forme initiale, (b) forme modifiée 
Sous forme matricielle, le diagramme d'état modifié s'écrit [ 191 : 
De façon généraie, ies équations (3- i3j et i3-14j àeviexment 
où E est le vecteur colonne contenant tous les états intermédiaires; 
A, la matrice des transitions entre les états intermédiaires; 
F, le vecteur colonne des transitions entre l'état Eoi et tous les états intermédiaires; 
G, le vecteur colonne des transitions entre tous les états intermédiaires et l'état E@ 
En substituant l'équation (3-15) par l'expression (3-1 6), on obtient ceci: 
Finalement, la fonction de transfert s'écrit: 
Pour le diagramme d'état de la figure 3.3(b), la fonction de transfert et sa dérivée 
deviennent: 
En posant B = 1, on obtient pour (3-19-a) et (3- Wb):  
En pratique, pour calculer la probabilité d'erreur, il suffit de prendre les premières 
raies solides, car ce résultat approxime bien la valeur exacte- Donc, la dérivation sur T(D , 
B) devient nécessaire. 
Par le développant en série, l'expression (3-20-a) devient: 
A mrhr de !'é,q3~grr (3-2 !-z), ~2 ~2 d a z t  *;;;IÇcmzdOEiS rzFiiii;z~: *-Y-- -- 
1 chemin de poids 5 qui contient 1 bit d'information "lm, 
2 chemins de poids 6 contenant 2 bits d'information "l", 
4 chemins de poids 7 contenant 3 bits d'information "l", 
8 chemins de poids 8 contenant 4 bits d'information "l", . . . 
Le développement en série de l'équation (3-20-b) s'obtient de la forme suivante: 
Ce qui permet de tirer comme information que: 
1 chemin de poids 5 qui contient 1 bit d'information "1" au total, 
2 chemins de poids 6 contenant 4 bits d'information T 'au  total, 
4 chemins de poids 7 contenant 12 bits d'information "1"au total, 
8 chemins de poids 8 contenant 32 bits d'information 'T'au total, . . . 
Le spectre de code sera donc illustré par le tableau suivant: 
Tableau 3.4: Spectre du code convolutionneZ de la figure 2.4 
1 Ad 1 Cd 
Cette technique a un très net avantage qui est celui de l'obtention simultanément 
de toutes les raies du spectre. Cependant, elle se heurte à une très grande difficulté d'ordre 
pratique: celle de la manipulation de l'inversion d'une matrice de dimension très élevée 
((2K-i-1) x (2K-i-1)), où K est la longueur de contraint du code et 2K-1 est le nombre 
d'états du code. Il est possible de faire l'inversion [I  - A  ] -' en exprimant ce terme sous 
forme de série, 
2 3 [ I -A] - '  = I + A + A  + A  + ... 
Dans ces cas en substituant (3-21) dans (3-2 8), on obtient: 
Néanmoins, la complexité du calcul reste très élevée et devient dépendante du 
nombre de raies. 
La probabilité d'erreur du code est alors évduée directement à partir de la fonction 
de transfert, 
Pour le code de la figure 2.4, PE et Pb sont exprimées comme suit: 
3.3.2 Recherche dans I'arbre du code 
La deuxième méthode qui permet de déterminer le spectre d'un code 
convolutiomel consiste à rechercher le spectre en explorant l'arbre du code (ou le treillis 
ou le diagramme d'état, ce qui revient au même). 
Puisque les chemins compilés dans le spectre commencent par un bit 
d'information "1" et se terminent sur un noeud d'état 0, il s'agit de recueillir le poids et le 
nombre de bits d'information "1" cumulés sur le chemin reliant le noeud d'état O situé 
dans le sous-arbre du code débutant par un bit d'information "1". La figure 3.4 représente 
le demi-arbre issu de l'état O et débutant par un bit d'information "1" du code de la figure 
2.4. Seuls les noeuds terminaux d'état O doivent être considérés, mais à l'exception du 
noeud origine. 
L'algorithme d'exploration de l'arbre peut être aisément adapté à la recherche du 
spectre. La procédure élémentaire est la suivante: au problème de  détermination des L 
premières raies du spectre, c'est-à-dire correspondant à un poids maximal à égale à L, 
I'algorithme prolonge chacun des chemins de l'arbre jusqu'à ce que I'une des deux 
conditions suivantes soit rencontrée: 
(1) le poids du chemin est supérieur à L; 
(2) I'état du noeud visité est I'état 0. 
Lorsque le noeud d'état O est atteint, le poids et le nombre de bits d'information 
"1" cumulé à ce noeud sont compilés dans Ie spectre. 
Figure 3.4: Recherche du spectre dans l'arbre 
La recherche des spectres dans l'arbre du code occupe beaucoup de mémoire et de 
temps pour mémoriser les noeuds qui sont visités et sont utilisés après afin de trouver 
d'autres chemins. Mais cette méthode est pratique pour nos études. 
Pierre Montreuil 1201 a mis au point les logiciels qui permettent d-obtenir le 
spectre des codes convolutionnels classiques. Depuis, Chantal Paquin [21] a modifié ces 
logiciels pour les codes convolutionnels perforés. Dans ce mémoire, on a dû modifier 
l'algorithme "bidirectionnel" décrit dans [20] et [21] afin de déterminer le spectre des 
codes convolutio~els récursifs systématiques et celui des codes convolutionnels récursifs 
systematiques perforés. Le nouvel zlgorithme permet désormais de calculer en même 
temps le spectre de distance des codes convolutionnels non récursifs non systématiques 
non perforés ou perforés et celui des codes convolutionnels récursifs systématiques 
perforés ou non. 
CHAPITRE 4 
Dans les chapitres 2 et 3, nous avons étudié les codes convolutionnels non 
systématiques en évaluant leurs spectres et leur probabilité d'erreur- Dans ce chapitre, 
nous nous intéressons aux codes convolutionnels récursifs systématiques qui possèdent la 
même distance libre et Ies mêmes nombres de chemins, mais avec un nombre total de bits 
d'information différents que le code convolutionnel non systématique. De plus, à de 
faibles rapports signal à bruit, la probabilité d'erreur d'un code convolutionnel récursif 
systématique est plus faible que celle d'un code ccnvolu t io~el  non systématique. 
Ce chapitre décrit la notion du code convolutionnel récursif systématique, la 
stnicture du codeur, la relation entre le code convolu t io~el  récursif systématique et le 
code convolutionnel non systématique, et enfin le spectre et la  probabilité d'erreur- 
4.1 PRINCIPES DES CODES CONVOLUTIONNELS RÉCURSIFS 
SYSTÉMATIQUES 
Dans le chapitre 2, nous avons étudié les codes convolutionnels non 
systématiques. A partir d'un tel code, on peut constnllre un nouveau code avec une boucle 
de retour interne. Ce code s'appelle te code convolutionnel récursif systématique. 
Considérons un codeur convolutionnel non systématique de taux de codage R=1/2 
et de longueur de contrainte K et de générateurs G1 et G1. Soient et x t2 )  deux 
symboles codés à l'instant t: 
où u, est le symbole présent à l'entrée du codeur à l'instant t et gii les coefficients binaires 
de générateurs Gi,gii€ {O, l ) , i=  1,2, j=  1,2, ..., K. 
Suivant la définition de Fomey [5] ,  les expressions (4- 1-a) et (4-1-6) peuvent se 
mettre sous Ia forme: 
Selon Fomey, il existe un code convolutionnel récursif systématique, avec un 
boucle de retour interne, ayant la même distance libre que le code convolutionnel non 
syst6matique [SI [22]. 
En divisant les équations (4-2-a) et (4-2-b) par G1(D), on obtient: 
x2 - - 
G2 (Dl  u 
X2 = G, (D) G1 (m 
En introduisant la séquence A définie par: 
A = U 
G1 (Dl  
les séquences sortant du codeur peuvent halement s'écrire sous la forme: 
X2 = G2 (D) A
La caractère récursif du code ainsi construit est illustré p z  la relation (4-4). En 
effet, dans un espace temporel, nous pouvons écrire la relation (4-4) comme tel: 
En faisant l'hypothèse que glo = 1, le symbole a, peut s'exprimer récursivement en 
fonction des symboles a* j = 1,3, . . ., K-1 et du symbole u,: 
Pour un code convolutionnel récursif systematique, les symboles a, sont désormais 
contenus dans le registre à décalage du codeur. 
D'après les équations (4-5-a), (4-5-b) et (4-6), les sorties du codeur à l'instant t 
peuvent s'exprimer sous la forme: 
Un code convolutionnel récursif systématique est construit à partir d'un code 
convolutionnel non systématique en conservant les mêmes générateurs gq (i = 1,2), i = 1, 
2, j = 1, 2, . . ., KT mais en substituant les symboles a, aux symboles d'information u,. 
La figure 4.1 illustre la construction du code convolutio~el récursif systématique 
à partir du code convolutionnel non systématique de la figure 2.4. 
Figure 4.1 : Codeur convolutionnel récursif systématique 
R = 112, K = 3, v = 2, G = [l, ( l + ~ + ~ ~ ) / ( l + d ) ]  
D'ailleurs, nous pouvons utiliser aussi la deuxième générateur pour la boucle de 
rptniir 1 a cnnctnirtion Ct,'v1n rode  cnnvnliitinnnel r6riircif cy-emafiq-t~~ & CQTJP +-*--* -- - ---. -------a -----a 
convolutionnel non systématique est comme nous avons démonstré avant. La figure 4.2 
présente cette construction. Dans ce travail, nous utilisons la première construction. 
Figure 4.2: Codeur convolutionnel récursif systématique 
R = 112, K = 3, v = 2, G = [1, (I+D~Y(I+D+D~)J 
En général, à partir d'un code convolutionnel non systématique de taux de codage 
R = l/v, de longueur de contrainte K, le code convolutio~el récursif systématique peut 
être construit de la même façon, 
Soit un code convoIutionnel de taux de codage R = l/n, de longueur de contrainte 
K et soient x,('), xi2)? . -. x p )  ses n symboles codés à l'instant t. Nous pouvons établir la 
relation suivante: 
où gg sont les coefficients binaires de générateurs Gi, gq E { 0' 1 } , i = 1,2, . . n. 
L'équation (4-9) en fonction de D s'écrit: 
En divisant l'équation (4-10) par G1 (D), on obtient: 
A l  
= Gl (D) = U 
o ù i = 2 , 3 ,  ..-, n. 
En substituant I'équation (4-4) dans (4-11-b), on obtient: 
Ainsi, les sorties du codeur à l'instant t peuvent s'exprimer sous la forme: 
4.2 RELATION ENTRE UN CODE CONVOLUTIONNEL 
RÉCURSIF SYSTÉMATIQUE ET UN CODE 
CONVOLUTIONNEL NON SYSTÉMATIQUE 
A la figure 4.3, nous avons illustré le diagramme d'état du code de la figure 4.1. En 
comparant avec le diagramme d'état de la figure 2.5, on peut constater que les symboles 
codés sur chacune des branches sont identiques à ceux du code convolutiomel non 
systématique dont il est issu, mais que les bits d'information sont différents. Les 
représentations en treillis et en arbre d'encodage du code sont présentées par les figures 
4.4 et 4.5. 
Figure 4.3: Diagramme d'état du codeur de la figure 4.1 
Figure 4.4: Représentation en treillis du codeur de la figure 4.1 
Figure 4.5: Représentation en arbre du codeur de la figure 4.1 
D'après les figures 4.4 et 4.5, nous remarquons que le code convolutionnel récursif 
systématique possède les mêmes structures de treillis et d'arbre que le code 
convolut io~el  non systématique à partir duquel il a été construit En d'autres mots, pour 
une transition entre les deux mêmes états, les mots de code sont identiques. 
En utilisant la même méthode du chapitre 3, le diagramme d'état modifié de la 
figure 4.3 peut être représenté comme ci-dessous: 
Figure 4.6: Diagramme d'état modifié du codeur de la figure 4.1 
La fonction de transfert est alors égale à: 
Le développement de cette fonction de transfert sera présenté à Annexe 1. 
En développant en série la fonction de transfert ainsi que sa dérivée, on obtient: 
Cette expression est identique que I'expression (3-20-a). 
Cette expression est différente que l'expression (3-20-b). 
Le spectre de ce code est donné dans le tableau 4.1 : 
Tableau 4.1 : Spectre du code convolutionnel récursif systématique de la figure 4.1 
En examinant les fonctions de transfert ((3-20) et (4-15)) et les spectres du code 
convolutionnel non systématique et ceux du code convolutionnel récursif systématique 
(tableau 3.4, tableau 4.1), nous pouvons constater que les deux codes possèdent la même 
distance libre (dpee = 5)' les mêmes nombres de chemins (Ad), mais un nombre total de 
bits d'information "l" différents (Cd)- 
Pour déterminer le spectre des codes convolutionnels récursifs systématiques, on a 
modifié l'algorithme "bidirectionnel" décrit dans [20]. Le nouvel algorithme permet 
désormais de calculer en même temps le spectre de distance des codes convolutio~els 
non récursifs non systématiques et des codes convolutionnels récursifs systématiques. Cet 
algorithme est appelé l'algorithme "bidirectionnel modifié". 
Le tableau 4.2 décrit les spectres de codes convolutionnels non systématiques et 
ceux de codes convolutionnels récursifs systématiques ayant un taux de codage R = 1/2 et 
des longueurs de contrainte K allant de 3 à 16. Les générateurs G1 et G2 utilisés sont ceux 
des codes convolutionnels non systématiques ayant une distance libre maximale [23] [24] 
Tableau 4.2: Spectres de codes convolutionnels non systématiques et des codes 
convolutionnels récursifs systématiques, R = 1/2,3 I K 5 9  
Tableau 4.2 (suite): Spectre des codes convolutionnels non systématiques et des codes 
convolutio~els récursifs systématiques, R = 112, 10 5 K 2 16 
La probabilité d'erreur après décodage peut être déterminée à l'aide des mêmes 
bornes union qui sont présentées au chapitre 3. En pratique, pour la grande majorité des 
codes convolutionnels, il est impossible de déterminer la fonction de transfert complète. 
On se contente habituellement des premiers termes de la série Ad et Cd, dont on ne cornait 
souvent d'ailleurs que les premiers termes. La borne supéneure permet uniquement 
d'approximer la probabilité d'erreur, mais l'approximation est assez bonne lorsque le 
rapport s i p a l  à bruit est grand. Pour de faibles rapport signal à bruit, I'approximation 
n'est plus valide, et on fait appel dans ce cas à des simulations pour évaluer les 
perf~rmmces d'erreur du c ~ & .  progrSmme & simulation (algorithme d e  Viterhi) 
permet d'estimer la probabilité d'erreur en fonction du rapport signal à bruit E d N ,  pour 
n'importe quels types de codes (convolutio~els, non systématiques ou récursifs 
systématiques), et pour différents types de canal: canal binaire syméuique et le canal à 
bruit blanc gaussien. 
La borne supérieure sur la probabilité d'erreur par bit est comme suit: 
Les résultats de la simulation permettent de déterminer les performances d'erreur 
de certains codes récursifs décrits au tableau 4.2. Sur les figures 4.7(a) et 4.7(b), on 
présente les performances en fonction du rapport signal à bruit Et,/No de ces codes travers 
le canal binaire symétrique. Sur les figures 4.8(a) et 4.8(b), ces performances d'erreur sont 
calculées pour un canal à bruit blanc gaussien. 
(a) R = 1/2, K =  3, Gi =5, Gz =7 
Borne sur la  probabilité d'erreur par bit 
%,+., % .. Codes convolutiorinels R=1/2, K=8, Gi=247, G2=37 1 
%. . Canal binaire symdtnque ".. 
origine -- 
récursif . . ......... 
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récursif 
Lorsqu'on observe ces figures, on constate que les codes convolutionnels récursifs 
systématiques fournissent une Iégère amelioration de la probabilité d'erreur par bit par 
rapport aux codes convolutionnels non systématiques lorsque le rapport signal à bruit et 
faible, En pratique, les deux codes peuvent être toutefois considérés comme équivalents 
car ils ont la même distance libre. Les séquences d'erreur qui sont produites après 
décodage d'un code convolutionnel récursif systématique sont presque toujours de poids 
plus faible que celles d'un code convoIutionne1 non systématique. C'est ce que conduit à 
une probabilité d'erreur par bit inférieure. Cette propriété est intéressante lorsque I'on 
envisage de faire la concaténation des codes. 
CHAPITRE 5 
PERFORATION DES CODES CONVOLUTIONNELS 
RÉCURSIFS YSTÉMATIQUES 
Un code convolutionnel de taux de codage élevé diminue l'expansion de la largeur 
de bande du canal, mais introduit moins de redondance ce qui réduit le pouvoir de 
correction d'erreur du code tout en augmentant la complexité de décodage. Ces difficultés 
peuvent être éliminées par I'utilisation de codes perforés. 
Les codes convolutio~els perforés sont une classe de codes convolutionneIs de 
taux de codage élevé R = blv qui sont obtenus à partir de codes convolutionnels de faible 
taux de codage Ro = l/vo, par élimination périodique (perforation) de certains symboles 
codés à la sortie de ce codeur de faible taux de codage [26]. Cette élimination est effectuée 
par une matrice binaire appelée patron de perforation. Le code perforé dépend du code 
origine, et du patron de perforation [27]. 
Dans ce chapitre, on présente le principe de la perforation, le spectre et la 
performance d'erreur des codes perforés récursifs. 
5.1 PRINCIPE DE LA PERFORATION 
Pour comprendre l'effet de la perforation, prenons un exemple. Considérons le 
codeur convolutionne1 illustré à la figure 2.4. Ce codeur produit un code de taux de codage 
Ro = 1/2 dont le treillis a été représenté à la figure 2.7. 
Supposons qu'on choisisse la matrice 
comme patron de perforation. Les éléments de la première coIonne de PI sont "Z"F cela 
veut dire que !'on ne perfore pas les deux bits de la première branche de treillis. Pour la 
mais on perfore le deuxième bit, comme illustré à la figure 5.1 par le symbole T". Le taux 
de codage résultant est R = 2/3. 
X: symbole perforé 
Figure 5.1 : Treillis du code perforé avec Pl 
Considérons maintenant les transitions de ce code après I'entrée de deux bits 
d'information. On peut représenter ces transitions sur un treillis qui possède encore quatre 
états mais dont les états sont reliés par quatre transitions possibles, correspondant aux 
quatre combinaisons des deux bits entrés successivement dans le codeur. Portons sur ces 
transitions les trois symboles codés qui subsistent après l'entrée de deux bits et la 
perforation. Le nouveau treillis est représenté à la figure 5.2. 
Figure 5.2: Treillis du code R = 213 après la perforation du code de la figure 2.4 avec Pl 
Ce treillis correspond tout à fait à celui d'un code convolutionnel à deux entrées et 
à trois sorties, c'est-à-dire de taux de codage R = 2/3. Ce code peut être considéré comme 
un véritable code de taux de codage élevé. 
Le principe des codes perforés est qu'à partir d'un code convolutionnel de faible 
taux de codage Ro = l/vo que l'on appelle code origine, on perfore périodiquement un 
nombre S = bvo - v de symboles dans toutes les b branches du code origine. Ces groupes 
de b branches deviennent les branches du nouveau code perforé de taux de codage élevé. 
Le taux de codage de code perforé est R = b/v. 
Les codes perforés peuvent être considérés de deux manières différentes selon les 
hypothèses suivantes [21]: la première hypothèse veut qu'un code perforé soit considéré 
comme un code de faible taux dont la redondance a été réduite. Son treillis est illustré à la 
figure S. 1. Quant à la deuxième hypothèse, un code perforé est un vrai code de taux élevé 
(R = b/v), dont le treillis est représenté à la figure 5.2. On considérera toujours cette 
dernière hypothèse dans k cadre de ce travd. 
5.2 PATRON DE PERFORATION 
Le code de taux de codage élevé qui est effectivement obtenu dépend du code 
origine utilisé au départ, du nombre de branches regroupées ensemble et de la position des 
symboles perforés au sein de ces branches. Les deux dernières informations composent 
une matrice binaire de b colonnes par vg lignes. Cette matrice est appelée le patron de 
perforation. 
Les éléments d'un patron de perforation P sont définis ainsi: 
O, si lepme symbole de La zeme branche est perforé 
Pg = 
1, si lefme symbole de la pme branche n'est pas perforé 
où i = 1,2, . . . , b; j = 1,2, . . . , vo. On a autant de colonnes qu'il y a de branches regroupées, 
c'est-à-dire que b est le nombre de colonnes dans la matrice. Le nombre total de "1" dans 
la matrice est égal à V. 
Si on choisit le patron de perforation Pz suivant: 
avec le même code origine, on obtient un code perforé qui est différent du code de la 
figure 5.2, mais dont le taux de codage est le même. Le treillis pour ce deuxième code est 
représenté aux figures 5.3 et 5.4. 
X: symbole perforé 
Figure 5.3: Treillis du code perforé avec P2 
Figure 5.4: Treillis du code R = 2/3 après la perforation du code de la figure 2.4 avec P2 
Si on utilise la patron de perforation suivant 
avec ie même code origine, on obtient un codes perforé de taux de codage R = 314. 
On constate ainsi qu'il est très simple de changer le taux de codage du code perforé 
en changeant simplement le patron de perforation. Cette flexibilité est une caractéristique 
importante des codes perforés. 
Un codeur convolutionnel récursif systématique perforé est illustré à la figure 5.5. 
La fonction du perforateur est d'eliminer les symboles codés du code origine 
correspondants aux symboles "O" du patron de perforation. 
Perforateur a 
Figure 5.5: Codeur convolutionnel récursif systématique perforé 
Ro = 1/2, K = 3, vo = 2, G = [1, (l+~~)/(l+~+d)] 
Grâce la deuxième hypothèse décrite à la section dernière, le diagramme d'état de 
ce code perforé est équivalent à celui d'un code de taux élevé bfv. Pour tracer le 
diagramme d'état de ce code perforé, il suEt  de considérer les transitions par groupes de b 
branches. Ces groupes de b branches que l'on appelle super-branches portent les v 
symboles codés. Le patron de perforation a donc b colonnes et vg rangées. 
Supposons que le patron de perforation soit Pi, le diagramme d'état du code de la 
figure 5.5 est alors représenté à la figure 5.6. 
Figure 5.6: Diagramme d'état d'un code perforé R = 213 
En interprétant les codes perforés comme de vrais codes de taux: de codage élevé, 
la représentation des mots de code dans l'arbre ou dans le treillis du code origine est 
Iégèrement modifiée. Les branches sont formées de super-branches qui regroupent les b 
branches du code origine. Les représentations de l'arbre et du treillis de  ce code perforé 
sont illustrées aux figures 5.7 et 5.8 respectivement. 
Figure 5.7 
I O 11 
: Représentation de l'arbre d'un code perforé R = 2/3 
Figure 5.8: Représentation du treillis d'un code perforé R = 213 
Pour bien garder la caractéristique "systématique" des codes perforés, les éléments 
de la première ligne du patron de perforation que l'on choisit doivent être uniquement 
constitués de "1". Par exemple, pour un code origine de taux de codage R = 1/2, on 
voudrait obtenir les code perforés de taux de codage R = {2/3, 314, 4/5, 5/6, 617, 7/81. 
Dans ce cas, on choisit les patron de perforation de la sorte: 
Une propriété des codes perforés veut que, pour un même taux de codage, 
lorsqu'on change la position du "1" de la deuxième ligne du patron de perforation, le 
spectre reste inchangé. Par exemple, pour p = 1 4 OU p = les apectrerdu 
code perforé du taux R = 213 sont identiques. Le tableau 5.1 illustre les spectres de ces 
deux codes perforés. 
Tableau 5.1: Comparaison de codes perforés avec les patrons de perforation différents 
5.4 PERFORMANCE DES CODES CONVOLUTIONNELS 
RÉCURSIFS YSTÉMATIQUES PERFORÉS 
Comme dans le cas des codes non perforés, la performance des codes 
convolutio~els récursifs systématiques perforés est évaluée à partir de leurs spectres. Au 
chapitre 3, nous avons déjà présenté la déhition du spectre, les relations entre le spectre 
et le calcul de la probabilité d'erreur, et les méthodes permettant de déterminer le spectre. 
Dans cette section, nous calculons les performances des codes convolutio~els récursifs 
systématiques perforés. 
Il est aussi possible d'évaluer les performances d'un code convolutionnel récursif 
systématique perforé à partir de son diagramme d'état Reprenons le diagramme d'état du 
code perforé que l'on utilise comme exemple (figure 5.6) en remplaçant les transitions par 
B et D a h  d'obtenir le diagramme d'état de la figure 5.9. 
Figure 5.9: Diagramme d'état d'un code perforé R = 213 en B et D 
En utilisant la même méthode du chapitre 3, la fonction de  transfert en série de 
puissance D est obtenue de la façon suivante: 
Le développement de cette fonction de transfert sera démonstrée à Annexe 1. 
On peut donc obtenir les termes Ai et Ci du spectre des poids à partir de T(D, B )  
Il est possible d'évaluer le spectre de codes perforés en déterminant la fonction de 
transfert à partir du diagramme d'état Mais le spectre peut aussi être évalué par ordinateur 
en utilisant la technique d'exploration de l'arbres. Cette méthode est beaucoup plus rapide 
et efficace. On a modifié l'algorithme "bidirectionnel" décrit dans [21] pour les codes 
perforés. Ce logiciel modifié permet en même temps de trouver les spectres des codes 
convolutionnels non récursifs non systématiques perforés et ceux des codes 
convolutionnels récursifs systématiques perforés. 
Les spectres des codes perforés de R = 2/3 avec le patron de perforation Pl  qui est 
définit dans la section 5.1 sont présentés dans le tableau 5.2. 
Tableau 5.2: Spectre des codes perforés: R= 2/3, P = 1; il , 3 S K S 9  
- - -  
codes origines 
- - 
codes perforés R= 2/3 
En changeant le patron de perforation P, on a les différents codes perforés de taux 
de codage allant de 213 à 7/8. Le tableau 5.2 montre uniquement des codes perforés de 
taux de codage R=2/3. Les autres codes sont présentés à Annexe II. 
Pour déterminer la borne supérieure sur la probabilité d'erreur par bit, il suffit 
d'appliquer l'équation (3-11) en utilisant les termes Cj trouvés au tableau 5.1. La figure 
5.10 fournit les performances des codes perforés du tableau 5.1. Comme dans Ie cas des 
codes non perforés, lorsque la longueur de contrainte K est plus grande, ces performances 
sont meilleures. La figure 5.11 compare plusieurs codes perforés qui  sont engendrés par le 
même code origine. On constate que lorsque le taux de codage R diminue, la probabilité 
d'erreur diminue aussi. 
Les codes perforés augmentent le taux de codage de code origine, mais ils 
possèdent la structure sous-jacente des codes de faible taux dont ils sont dérivés. Ils 
peuvent être utilisés partout où un taux de codage élevé est requis, sans augmenter la 
complexité du processus de décodage des codes convolutio~els de faible taux de codage. 
Borne sur la probabilité d'erreur par bit 
Codes convolutionne~s récursifs systématiques perforés 
i Canal binaire symétrique 
-- 
Borne sur la probjbiljtP, d'erreur par bit 
Code convolutionnel récursif origine R=!/2, K=3, G=(1,7/5) 
Codes c«nvolutionnels récursifs perFres avec les,différents patrons de perforation 






CODAGE À CONCATÉNATION PARALLÈLE DE 
CODES CONVOLUTIONNELS 
Une nouvelle stratégie de correction d'erreur a été récemment proposée par Berrou 
et al. [15]. Depuis, plusieurs recherches ont été menées dans ce domaine, en particulier sur 
l'étude des distributions des poids pour des codes utilisant une concaténation parallèle de 
codes convolutionnels [8] [28]. 
Ce système de codage correcteur d'erreur consiste à utiliser une concaténation 
parallèle de deux ou plusieurs codeurs convolutionnels récursifs systématiques. Les 
performances d'erreur d'un tel système exprimées en termes de probabilité d'erreur par bit 
sont parmi les plus élevées, se rapprochant le plus de la limite de Shannon [15]. 
L'évaluation des performances d'erreur a déjà été obtenue par Benedetto et Montorsi [7] 
pour une concaténation parallèle de codes en blocs et pour celle de codes convolutionnels 
récursifs systématiques. En utilisant la méthode proposée par Podemski, Holubowicz, 
Berrou, et Glavieux [8] pour trouver le spectre d'un code, on obtient une borne supérieure 
sur la probabilité d'erreur par bit pour un canal à bruit blanc gaussien additif. Pour le 
calcul de cette borne, on suppose que le décodage utilise un décodeur à maximum de 
vraisemblance. 
Dans ce chapitre, on présente la structure du codage CPCC (concaténation 
parallèle de codes convolutionnels). On y présente aussi le spectre, la représentation en 
hyper-treillis et les performances d'erreur des codes CPCC. Par la suite, on aborde la 
perforation des codes CPCC. 
6.1 PRINCIPE DU CODAGE CPCC 
Le schéma de principe de codage CPCC est illustré à la figure 6.1. Ce codeur 
consiste à utiliser deux codeurs convolutio~els récursifs systématiques séparés par un 
entrelaceur. 
I ùk 4 Codeur Cl 1 Y l k  
Figure 6.  1: Codeur CPCC 
De façon générale, les deux codeurs constituants Cl et C2 sont identiques. La 
présence d'un entrelaceur de dimension N fait en sorte que les mêmes bits d'information 
sont appliqués aux deux codeurs Cl et C2, mais dans un ordre différent Ainsi, à un instant 
k donné, le premier codeur Cl reçoit le bit dk pour générer la paire (Xk, Ylk). tandis que le 
deuxième codeur C2 reçoit le bit Bk pour produire la paire (Xk, Y2& Les bits 
d'information sont regroupés par blocs de longueur N, égale celle de l'eneelaceur. 
Notons que le nombre de codeurs constituants formant le codeur CPCC peut être 
supérieur à deux. De plus, les codes utilisés peuvent être différents. Cependant, tout au 
long de ce mémoire, on considère que les deux codeurs utilisés sont identiques. Puisque la 
probabilité d'erreur d'un code convolutionnel récursif systématique est plus faible que 
celle d'un code convolutionnel non systématique à faible rapport signal à bruit. Et les 
codes convolutionnels non systématiques ne sont pas attrayants, car ils ont la même 
distance libre que les codes convolutionnels récursifs systématiques. Donc, on choisit les 
codes convolutionnels récursifs systématiques pour construire les codes CPCC de sorte 
que globalement les codes CPCC sont systématiques. 
Soient les deux codeurs constituants de taux de codage R1 = bh l ,  R2 = bh2- Le 
taux de codage global du codeur CPCC est alors 
R = b - 1 bitds ymboles. v , + v , - b  i / R l + 1 / R 2 - 1  (6- 1 )  
En réarrangeant les termes de (6-1), on obtient l'équation suivante: 
En général, pour un nombre L de codeurs, chacun de taux de codage Ri, i = 1, 2, 
. . ., L, on obtient: 
Donc, pour deux codeurs constituants identiques de taux de codage Rl = R2 = lhr, 
le taux de codage total devient R = 1/(2v-1). Par exemple, dans le cas du codeur de la 
figure 6.1, les taux de codage RI et R2 sont égaux à 1/2, de sorte que le taux de codage 
total est R = 1/3. 
Le calcul d'une borne supérieure sur la probabilité d'erreur par bit, permet 
d'évaluer la performance d'un code CPCC. Pour ce faire, il faut tout d'abord déterminer 
19hyper-treillis correspondant au code CPCC. 
6.1 .l Représentation en treillis 
Considérons un codeur CPCC formé par une entrelaceur bloc de longueur N et de 
deux codeurs convolutionnels récursifs systématiques Cl et C2 identiques de taux de 
codage Ri = R2 = 112, de longueur de contrainte K = 3 et dont la matrice de générateurs G 
= [l, 7/51. Ce codeur CPCC est illustré à la figure 62.  
Figure 6.2: Codage CPCC 
utilisant deux codeurs convolutio~els identiques R1=R2=1/2, K=3, G=[l, 7/51 
Figure 6.3: hyper-treillis d'un codeur CPCC de la figure 6.2 
Pour examiner complètement le comportement de ce codeur CPCC, nous 
considérons un hyper-treillis de 4*4=16 états, tel que représenté à la fi,we 6.3. Dans ce 
treillis, le nombre de noeuds à chaque niveau est égal au nombre d'états. Les états sont 
représentés sur un axe vertical. Chaque état est une combinaison de deux états des codeurs 
constituants, séparés par une virgule. Les symboles codés à la sortie de l'encodeur sont 
indiqués à côté de chacune des branches. La longueur du bloc de données, donc de 
l'entrelaceur étant N, le treillis est tronqué à la N~~~~ branche. 
6.1.2 Représentation en arbre 
Dans cette représentation, on illustre les transitions entre les états du code par un 
chemin partant de l'état zéro se trouvant à l'origine de l'arbre, vers les états ultérieurs. Les 
paires d'états sont reliées par une branche de I'arbre. Chaque noeud de l'arbre illustre 
alors un état du codeur CPCC. Les symboles de chaque état sont indiqués à la gauche du 
noeud de cet état. L'état de premier codeur constituant est écrit au-dessus de la branche, et 
l'état de deuxième codeur est indiqué au-dessous de la branche. Les trois symboles codés 
obtenus à la sortie de l'encodeur sont indiqués sur chacune des branches. La figure 6.4 
montre une partie de l'arbre du code CPCC de la figure 6.2. 
La représentation en arbre est très redondante par rapport à celle en treillis. Mais la 
plupart des algorithmes permettant de détenniner le spectre d' un code utilise 1' exploration 
dans un arbre 1201 et [21]. Ainsi, pour un code CPCC, on opte aussi pour la représentation 
en arbre afin de réaliser notre recherche. 
Figure 6.4: Représentation en arbre d'un codeur CPCC de la figure 6.2 
La présence de l'entrelacement dans les codes CPCC permet de construire des 
codes en apparence longs sans toutefois utiliser des codeurs ayant une grande longueur de 
contrainte. A la réception, des entrelaceurs sont utilisés au décodage dans la but de fournir 
à chaque itération des séquences d'information en apparence différentes. En d'autres 
termes, l'entrelacement joue un rôle de déconélateur entre les symboles utilisés dans la 
procédure de décodage. Cette décorrélation ou indépendance entre les symboles est 
nécessaire pour améliorer la convergence de la procédure de décodage. 
L'entrelaceur permet de modifier l'ordre des bits d'information d'une séquence. 
-&ne, pour un code m C C ,  c~derir - r 'nc t i~~mt  CC; cnc& directement 11 s b q ~ n c e  
d'information alors que le codeur C2 encode un version entrelacée de la même séquence 
d'information- La méthode la plus simple d'entrelacer est d'utiliser un entrelaceu bloc. Il 
s'agit d'écrire les bits d'information ligne par ligne dans une matrice de dimension I d  
(idéalement carrée) et de les lire colonne par colonne. Dans ce cas, on dénote par N = I d ,  
la longueur de 1' entrelaceur. La figure 6.5 illustre un exemple d'entrelaceur en bloc ayant 
une longueur N = 16. 
Figure 6.5: Exemple de fonctionnement d'un entrelaceur en bloc, N = 16 
Un autre type d'entrelaceur utilise un entrelacement aléatoire. Un entrelaceur 
aléatoire de longueur N fonctionne de la manière suivante: pour chaque séquence (ou 
bloc) de N bits d'information, une série de nombres aléatoires compris entre 1 et N est 
générée. Cette série de nombres correspond à la nouvelle position des bits dans le bloc 
entrelacé [29]. Par exemple, soit une séquence de 16 bits d'information en l'ordre de L,2, 
3, 4, 5, 6, 7, 8, 9, 10, 1 1, 12, 13, 14, 15, 16. Après entrelacement aléatoire, la séquence 
d'information suit l'ordre 1,4,6,2,9, 16, 13, i l ,  15,7,3,8,5, 12, 10, 14, ou e n  l'ordre 1, 
8,5, 10, 15, 13,7,2, 14,6, 16,4, 11,3, 12,9. 
6.2 ANALYSE DES PERFORMANCES DES CODES CPCC 
L'analyse des performances d'erreur a déjà été obtenue par Benedetto e t  Montorsi 
[7] pour une concaténation parallèle de codes blocs ainsi que pour celle de codes 
convolutionnels. En utilisimt la méthode proposée par Podemski, Holubowicz, Berrou, 
Glavieux [8], pour trouver le spectre d'un code, une borne supérieure sur la probabilité 
d'erreur par bit est obtenue en considérant un canal à bruit additif blanc et gaussien et un 
décodeur à maximum de vraisemblance. 
L'analyse théorique des performances d'erreur des codes CPCC peut se faire en 
définissant un entrelaceur comme étant un composant probabiliste capable de produire, 
pour une séquence d'entrée de longueur N (égale à celle de l'entrelaceur) et d e  poids w, 
l'ensemble de toutes les permutations h des bits de valeur "1" appartenant à cette 
séquence, ce qui s'écrit: 
f \ 
En supposant que la variable h a une densité de probabilité uniforme, la probabilité 
d'apparition de l'une de ces permutations est données par: 
Si on admet l'hypothèse que le bruit sur le canal est blanc, gaussien et additif et 
que le décodage est basé sur le maximum de vraisemblance, la borne supérieure sur la 
probabilité d'erreur moyenne par bit pour un code CPCC est donnée par [7]: 
où n, est le nombre de mots de code de poids w et où Pd est la probabilité d'erreur d'une 
paire de mots de code de distance égale à d: 
L'équation (6-4) montre la relation qui existe entre les performances d'erreur et le 
spectre d'un code. L'analyse des performances se réduit alors à la détermination de ce 
spectre. Une méthode permettant de déterminer le spectre d'un code consiste à effectuer 
une exploration dans un arbre représentant le code (voir Figure 6.6). 
Dans cet arbre, chaque chemin débute par un bit d'information "1" et tennine à un 
noeud d'état zéro pouvant se terminer au maximum à la Nihe profondeur du treillis. 
L'état zéro du codeur CPCC est différent de celui du codeur convolutionnel classique, car 
le codeur CPCC consiste en deux codeurs convolutionnels. Selon [8], au lieu d'appliquer 
une séquence binaire arbitraire pour le code CPCC, on prend une séquence sélectionnée 
qui force à remettre le codeur convolutionnel Cl à l'état zéro. Cette séquence s'appelle 
séquence de retour-à-zéro. Les auteurs de [8] ont prouvé que pou n'importe quel code 
convolutionnel récursif systématique, il existe une seule séquence de retour-à-zéro. Par 
exemple, pour le code convolutionnel récursif systématique (1, 7/5), la séquence de 
retour-à-zéro est x = [101], pour le code convolutionnel récursif systématique (1, 97) '  
c'est a = [lll]. Donc, on considère que l'état zéro d'un codeur CPCC correspond 
s-p;eiuer ;'&di &" du p*e1211i;ef cunYV~UuOL1lll~ Cl. 
Pour chercher le spectre dans un arbre, il s'agit de calculer le poids et le nombre de 
bits d'information "1" cumulés sur le chemin reliant le noeud d'état zéro situé dans le 
sous-section de l'arbre du code débutant par un bit d'information "1" et le noeud inclus 
l'état zéro du codeur convolutionnel Cl. Seuls les noeuds d'état zéro qui sont avant ou ii la 
Keme étape doivent être considérés, à l'exception bien sûr du noeud origine. 
Figure 6.6: Représentation en arbre du codeur CPCC de la figure 6.2, 
chemins en trait gras associés à la longueur de I'entrelaceur N = 4 
Dans le cas d'un code CPCC, la représentation du spectre est modifiée afin de 
faciliter l'analyse des performances d'erreur du code. Le tableau 6.1 donne le spectre du 
code de la figure 6.6. 
Tableau 6.1: Spectre du code CPCC de R = 1/3, N = 4 
avec les codes origjnes de RI = R2 = 1/2, K = 3, G = (1,7/5) 
Le spectre d'un code convolutionnel représente l'ensemble des mots de code non- 
nuls dénombrés en fonction de leurs distances de Hamrning par rapport à un mot de code 
nul. Le spectre du code CPCC est défini en u&sant un tableau de trois colonnes: 
d: le poids des mots de code, 
n: le nombre de mots de code de poids d, 
w: le nombre de bits d'information "1" correspondant au mot de code de poids d. 
Chaque triplet {d, n, w ) compose une raie du spectre. Seules les raies de poids égal 
ou supérieur à dPe, du code origine inauencent le calcul de la probabilité d'erreur du code. 
Parmi les raies du spectre d'un code CPCC, quelques unes sont différentes par 
rapport à la longueur de I'entrelaceur N. Pour le code CPCC ayant un taux de codage total 
R = 1/3 utilisant des codes constituants avec RI = R2 = 112, K = 3, G = (1,7/5), quelques 
résultats obtenus sont fournis aux tableaux 6.2 et 6-3. 
Tableau 6.2: Spectre du code CPCC de R = 1/3, N = 16 
avec les codes origines de R1 = R2 = 112, K = 3, G = (1,7/5) 
Tableau 6.3: Spectre du code CPCC de R = 1/3, N = 32 
avec les codes origines de RI = R2 = 1/2, K = 3, G = (1,7/5) 
On remarque, à partir des tableaux 6-2 et 6-3, que les raies du spectre d'un code 
CPCC varient peu en fonction de la taille de lyentrelaceur. 
En effet dans les tableaux 6.2 et 6.3, nous constatons que les raies indiquées par le 
symbole * ne sont pas égales. Les valeurs de N = 32 sont plus grandes que celles de N = 
16. Cela signifie que lorsque N augmente, le nombre de chemins qui débutent par un bit 

d'information "1" et qui terminent à un noeud d'état zéro augmente aussi. En considérant 
l'équation (6-3)' on constate que si longueur de l'entrelaceur N augmente, la probabilité 
d'erreur diminue. La figure 6.7 illustre la comparaison des probabilités d'erreur du code 
de la figure 6.2 pour différentes valeurs de N = 16,32,64, 128, 192. 
Jusqu'à présent nous avons étudié les performances d'erreur du code CPCC. On 
peut maintenant se demander, si les performances d'erreur des codes CPCC sont 
meilleures que celle du code constituant. Donc, voici quelques comparaisons 
intéressantes. 
Figure 6.8: Comparaison du code origine et du code CPCC 
avec codes récursifs systématiques R1=R2=1/2. K=3, G=(1,7/5) 
La figure 6.8 montre les performances d'erreur du code constituant et du code 
CPCC engendré par ce code constituant Nous constatons que même si la valeur de N est 
petite, le code CPCC donne de meilleurs performances d'erreur que le code constituant- 
1 
Borne sur la probabilité d'erreur par bit 
Figure 6.9: Comparaison des codes de K élevés 
et du code CPCC avec codes récursifs systématiques R1=R2=1/2, K=3, G=(1,7/5) 
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La figure 6.9 illustre les performances des codes convolutionnels récursifs 
systématiques et des codes CPCC pour différentes valeurs de N. Nous rappelons que la 
probabilité d'erreur décroTt exponentiellement avec la longueur de contrainte K du code. 
La comparaison entre un code ayant une longueur de contrainte K = 12, R = 1/2, Gi = 
4335, G2 = 5723 et le code CPCC ayant R = 1/3, K = 3, G = (1,715) avec N = 192 nous 
montre que le code CPCC offre de meilleurs performances et ce pour de faibles E& (de 
1 à 3 dB). 
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Remarquons qu'à la figure 6-9, il y a un croisement entre Ia courbe de performance 
d'erreur du code ayant une longueur de contrainte K = 12, R = 1/2, Gl = 4335, G2 = 5723 
et celle du code CPCC avec R = 1/3, K = 3, G = (1,7/5) avec N = 64. Ainsi, ces résultats 
montrent que les performances d'erreur du CPCC sont parfois inférieures aux 
performances d7emur d'un code convolutionnel récursif systématique. En effet, lorsque le 
rapport signal à bruit Ed& est plus petit ou égal à 1.7 dB, il est clair que le CPCC avec R 
= 1/3, K = 3, G = (1, 7/59 avec N = 64 donne de meilleures performances d'erreur en 
comparaison du code convolutio~el récursif systématique. D'autre part, pour EdNO 
supérieur à 1 -7 dB, la technique utilisant un code convolutionnel récursif systématique de 
longueur de contrainte K = 12, un taux de codage R = 1/2 et deux générateurs spécifié par 
Gi = 4335, G2 = 5723 foumit des performances d'erreur supérieures à celles du code 
6.3 PERFORATION DES CODES CPCC 
La technique de la perforation est utilisée pour obtenir des codes de taux de codage 
élevé et variable. Afin d'augmenter le taux de codage global R d'un code CPCC, 
initialement égal à 1/3, un perforateur est ajouté à la sortie du codeur CPCC. Le codeur 
ainsi obtenu est représenté à la figure 6.10. 
perforateur 
-TICICI Figure 620: Schéma de principe Ge ia perforation d'un cocieur LrLL 
La seule condition pour choisir la matrice de perforation P est que la première 
ligne de cette matrice soit formée uniquement de 'T', afin que le code résultant demeure 
systématique. Il est 2 noter que cette exigence implique que le taux de codage globd R = 
blv doit satisfaire à la condition b I v - 2. En effet, puisque tous les b bits d'information 
doivent être transmis et que chaque codeur doit transmettre au moins un symbole codé, 
alors v est au moins égal à b + 2. Pour un code de taux de codage initial R' = l/vo et de 
taux de codage global R = blv, le nombre total de possibilités de matrices de perforation 
est égal à (vo - 2)*b2. Par exemple, pour un taux de codage global R = 4/6, obtenu à partir 
du code CPCC de taux de codage initial R = 2/3, le patron de perforation pourrait être 
donné par la matrice suivante: 
Notons qu'il peut y avoir des patrons de perforation différents pouvant donner des 
codes perforés de même taux de codage, mais de performances d'erreur différentes. 
Cependant, le problème qui se pose est de déterminer parmi ces codes lesquels des patrons 
de perforation oErent les meilleures performances d'erreur. Les calculs des spectres et des 
performances de ces codes, nous donnent un moyen de déterminer les meilleurs patrons de 
perforation. 
Pour faciliter notre étude, nous prenons le code CPCC de taux de codage global 
R = 1/3 résultant de la concaténation parallèle de deux codeurs convolutio~els récursifs 
systématiques de taux de codage RI = R2 = 112, K = 3, G = (1, 7/5) et utilisant un 
entrelaceur de longueur N = 16. Les taux de codage considérés sont R = 2/4,4/6,6/8,8/ 10. 
Pour un raux ae cocïage panicuiier, ie spectre du code ainsi que fa probabilité d'erreur par 
bit sont obtenus pour chaque patron de perforation possibles. Les performances d'erreur 
sont alors comparées entre eux, nous permettant ainsi de choisir la configuration de la 
matrice de perforation P qui minimise la probabilité d'erreur par bit. Cette procédure nous 
permet de déterminer les patrons de perforation suivants: 
Les performances d'erreur de ces codes perforés sont représentées à la figure 6.11. 
Comme c 'est le cas pour les codes convolutionnels récursifs systématiques perforés, on 
observe une dégradation lorsque l'on passe d'un taux de codage R = 2/4 2 R = 8/10. 
Figure 6.11: La probabilité d'erreur du code CPCC perforé avec codes récursifs 
systématiques R=1/2, K=3, G=(1,7/5), N=l6 
Les résultats que nous avons présenté nous montrent que la performance d'erreur 
de code CPCC est rneiueure que celle de codes constituants, même si la longueur de 
l'enuelaceur N est petite. La performance d'erreur s'améliore aussi par l'augmentation de 
la longueur de l'entrdaceur N. 
La technique de la perforation nous permet doncd'obtenir des codes de taux de 
codage élevé et variable. Elle rend donc la technique plus flexible. 
CHAPITIQE 7 
CONCLUSION 
Dans ce rn6moire. nous avons présenté des méthodes pour d6ter-er le spectre 
des codes convolutio~els récursifs syst6matiques ainsi que celui des codes CPCC. En 
utilisant ces m&hodes, nous avons pu évaluer les performances d'erreur de ces codes 
convolutio~els récursifs systématiques et CPCC. 
L'analyse des performances d'erreur montre que l'utilisation de codes récursifs 
produit de etrés bonnes perfomances d'erreur w m p a r k  aux performances ci'erreur des 
codes non rkursifs lorsque le rapport signal B bruit est faible. En pratique, les deux codes 
peuvent être toutefois considérés comme équivalents car ils ont la même distance libre. 
La perforation est une technique qui permet d'accroître la fiexibilit6 des systèmes 
de commUIUlcation numérique. L'utilisation de codes convolutio~els perforés permet des 
transmission avec des taux de codage variable et ce, en conservant la même complexité de 
decodage que celui du code origine. 
Pour un code CPCC, l'entrelacement joue un rôle d'importance dans 
l'amélioration du gain de codage. Lorsque la taille de l'entrelaceur augmente, nous 
constatons une amélioration des performances d'erreur du code. Cette am6lioration est 
proportionnelle B la taille de l'entrelaceur. Au chapitre 6, nous avons constaté que même si 
la vdeur N de la taille de I'entrelaceur est faible, le code CPCC d o ~ e  de meilleurs 
performances d'erreur que pour code constituant. En comparant les performances d'erreur 
d'un code CPCC avec celles d'un code convolutionnel rkursif systhatique dont la 
longueur de contrainte, K, est sup&ie~~e  B celle des codeurs constituants du code CPCC, 
nous nous apercevons que le codage CPCC offre parfois des performances d'erreur 
inf6riewe B celle du codage convolutiomel récursif systématique. Lorsque le rapport 
signal B bmit E f i  est faible, le meilleur choix est de prendre le codage CPCC. Par 
contre, quand EdNO est plus Qevé, le codage c~>nvoiutionnel récursif systématique peut 
être préféré au code CPCC. 
A la fin du chapitre 6, nous avons procédt B la perforation des codes CPCC, 
conduisant des codes de taux de codage variable. Comme c'est le cas pour les codes 
wnvolutio~els récursifs systématiques perforés, nous observons une degradation lorsque 
19,- f ,--, a---- O t~ 01-n - m . r  1 
U u LUA de ~wIiig5 R = LI+ à ii = a / ~ .  ~ m g é  une dégraciaiion des 
performances qui semble être plus importante que pour les codes convolutio~els de taux 
de codage équivalents, les codes CPCC perforés demeurent très avantageux A des rapports 
signal & bruit relativement faibles. 
Des travaux futures pourraient approfondir d'avantage l'analyse de cette technique 
de codage correcteur d'emeur- Comme mentionn6 au chapitre 6, le nombre de codeurs 
constituants formant le codeur CPCC peut être supérieur B deux De plus, les codeur 
constituant peuvent être dB6rents. Ainsi une &ude pourrait porter sur le codage CPCC où 
le nombre de codeur constituants est sup6rieur A 2 et où ces codeurs sont diffkrents. Dans 
ces travaux, des entrelaceurs de d'autres types (hélicoïdale, aléatoire, . . .) pourraient être 
aussi considérés, 
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ANNEXE 1 
CALCUL DE FONCTION DE TRANSFERT 
A.1.1 FONCTION DE TRANSFERT D'UN CODE CONVOLUTION- 
NEL &CURSIF SYSTÉMATIQUE 
Un code convolutionnel récursif systématique avec le taux de codage R = 112, la 
longueur de contrainte K = 3, le vecteur de générateurs G = (1, 7/5) est donné à la figure 
A. 2.1.1. Et son diagramme d'état est illustré à la figure A. 1.1.2. 
Figure A. 1.1.1 : Codeur convolutionnel récursif systématique 
Figure A. 1.1.2: Diagramme d'état du codeur de la figure A. 1.1.1 
Pour calculer la fonction de transfert, il faut modifier le diagramme d'état. Le 
diagramme d'état modifié de la figure A. 1.1.2 peut être représentée comme tel: 
Figure A. 1.1.3: Diagramme d'état modifié du codeur de la figure A. 1.1.1 
La défilé de calcul est présentée comme suit: 
Donc, la fonction de transfert de la figure A. 1.1.1 est: 
A-1-2 FONCTION DE TRANSFERT D'UN CODE CONVOLUTION- 
NEL RÉcURSIF SYSTÉMATIQUE PERFORÉ 
Un code convolutionnel récursif systématique perforé avec le taux de codage 
initial R = 1/2, la longueur de contrainte K = 3, le vecteur de générateurs G = (1, 715) est 
donné à la figure A.1.2.1. Et son diagramme d'état est illustré à la figure A_ 1.2.2. 
1 Perforateur 1-b 
Figure A. 1.2.1 : Codeur convolutionnel récursif systématique perforé 
Figure A. 1.2.2: Diagramme d'état du codeur de la figure A. 1.2.1 
B ~ D ~  
Figure A 1.2.3: Diagramme d'et& modifié du codeur de la figure A. 1.2.1 
La figure A.1.2.3 présente le diagramme d'état modifié du codeur de Ia figure 
A. 1.2.1. Avec la forme matricielle, la fonction de transfert peut obtenir par la façon 
suivante. 
Les équations mauicielles sont: 
Posons: 
Ces deux équations peuvent s'écrire comme suivant: 
où E est le vecteur colonne contenant tous les états intermédiaires; 
A, la matrice des transitions entre les états intermédiaires; 
F, le vecteur colonne des transitions entre I'état Eo, et tous les états intermédiaires; 
G, le vecteur colonne des transitions entre tous les états intermédiaires et I'état Eof 
Donc, la fonction de transfert s'écrit: 
Quand la dimension de la matrice est grand, elle est difficile à calculer. Il est 
possible de faire l'inversion [ I  - A] -' en exprimant ce terme sous forme de série, 
Dans ce cas, la fonction de transfert est obtenue: 
ANNEXE II 
SPECTRES DES CODES CONVOLUTIONNELS 
RÉCURSIFS SYSTÉMATIQUES 
Dans cette annexe, nous présentons des résultats des spectres des codes 
convolutionnels récursifs systématiques. 
Tableau A2.1: Spectres de codes convolutionnels non systématiques et des codes 
convolutionnels récursifs systématiques, R = 1/2,3 I K 1 9 
126 
Tableau A.2.1 (suite): Spectre des codes convolutionnels non systématiques et des codes 
convolutionnels récursifs systématiques, R = 1/2, 10 I K < 16 
Tableau A.2.2: Spectres de codes convolutio~els non systématiques et des codes 
convolutionnels récursifs systématiques, R = 1/3,3 S K 1 9 
(1,3,6,4,5, 12, 14,33,66, 106, 179,317,513,766, 1297,2252,3964, 
6721,10969,18818 ) 
[1, 8,26,20, 19,62,86,204,420,710, 2345,2606,4343,6790, 12305, 
22356,41090,72820,123901,221886] 
(4, 14,32,20,28,70,96,232,458,772, 1356,2576,4290,6684, 12798, 
21 l32,38692,67378,ll3524, 201222) 
(l,O, 8, O, 24, 0, 51, O, 133, O, 405, O, 1129, O, 3532, O, 9754, O, 28746) 
[1, O, 24, O, 113, O, 287, O, 898, O, 3020, O, 9436, O, 32644, O, 98472, O, 
3189141 
(4,0,50, O, 164, O, 390, O, 1058, O, 3506, O, 10730, O, 35496, O, 105278, O, 
328492) 
SPECTRES DES CODES CONVOLUTIONNELS 
RÉCURSIFS SYSTÉMATIQUES PERFORÉS 
Un codeur convolutionnel récursif systématique perforé est illustré à la f ip re  
A.3.1. Le taux de codage de code origine est R = US, 
Figure A.3.1: Codeur convolutionnel récursif systématique perforé 
U 
Avec les différents patrons de perforation, on obtient les codes perforés de taux de 
codage variable. Voici les tableaux des spectres de codes perforés de taux de codage allant 
de 2/3 à 7/8. 
i x 
Codeur P X ' 
Tableau k3.1: Spectre des codes perforés: R= 2/3, P = ,31K<9 
codes origines codes perforés R= 2/3 
(ad) 
[cd1 




Tableau k3.2: Spectre des codes perforés: R= 314, P = 1: 0 & S K < 9  
codes origines codes perforés R= 3f4 I 
Tableau A.3.3: Spectre des codes perforés: R= 4/5, P = ;01,31KS9 
codes origines codes perforés R= 4/5 
Tableau k3.4: Spectre des codes perforés: R= 516, P = 1: ~ ~ ~ 9 , 3 S K < 9  
codes origines codes perforés R= 5/6 
Tableau A.3.5: Spectre des codes perforés: R= 617, P = l i l l l l l  , , S K S 9  
1 0 0 0 û o J  1 
codes origines 
1 







4 (ad) [cd1 
code catastrophe 
Tableau A-3.6: Spectre des codes perforés: R= 7/8, P = ~~~~~~ ,3SKS9 
codes origines 
. - 
codes perforés R= 7/8 
ANNEXE IV 
SPECTRES DES CODES CPCC 
Le schéma de p ~ c i p e  de codage CPCC est illustré à la figure A.4.1. Ce codeur 
consiste à utiliser deux codeurs convolutio~els récursifs systématiques séparés par un 
entrelaceur. Les codes conchtuants sont identiques, de taux de codage R = 1/2, de la 
longueur de contrainte K = 3, et de générateur G = (1,7/5). 
Figure A.4.1: Codeur CPCC 
Tableau A-4.1: Spectre des codes CPCC: R= l/3, , 3  S K 2 9, N = 16 




Tableau A.4.2: Spectre des codes CPCC: R= 1/3, , 3  I K 19, N = 32 
Tableau A.4.3: Spectre des codes CPCC: R= 1/3, , 3  I K 5 9, N = 64 
Tableau A4.4: Spectre des codes CPCC: R= 1/3, , 3  I K 1 9, N = 128 
Tableau A.4.5: Spectre des codes CPCC: R= 1/3, , 3  I K I 9, N = 192 
ANNEXE V 
PERFORMANCES DES CODES 
CONVOLuTIONNELS 
Dans cette annexe, nous présentons des performances des codes convolutio~els 
non systématiques, des codes convolutionnels récursifs systématiques, des codes 
convolutio~els récursifs systématiques perforés, des codes CPCC, des codes CPCC 
perforés. 
A.5.1 PERFORMANCES DES CODES CONVOLUTIONNELS NON 
SYSTÉMATIQUE ET DES CODES CONVOLUTIONNELS 
RÉCURSIFS SYSTÉMATIQUES 
Borne sur la probabilité d'erreur par bit 
Ccdes conv olutionnels 
Carial binaire symétrique 
u "'q>.,. 
X 'a ts 
K '-q,q K=5 ,G 1 =23,G2=35 rtcursif s ystémaiique +lhb W L . 9  
K=6,G 1 =53,G2=75 non systématique . N 
k K=6,G 1 =53,G2=75 récursif syst6matique ie x 
6 
Eb/No (db) 
Borne sur 1;i probabilité d'erreut par bit 
Codes convolutionnels 














4 4.5 5 5.5 6 6.5 7 7.5 
EbtNo (db) 
+. \ Borne sur la probabilité d'erreur par bit 
le- 13 
. C'odes convolutionnels 





K= l4,G 1 =2 l675,G2=27 123 noii systématique -- 
K=14,G 1=2 l675,G2=27 123 récursif systématique 
K= 15,G 1 =4473S,G2=63057 noii systématique .....a.... 
I K= 15,G 1 =44735,G2=63057 r6cursil: systématique 
K=16,G 1=126723,G2=lS27 1 1 nori systématique ...o.....- 
K=l6,G1=126723,02=1527 1 1 récursii'systtmatique ..tb.c,,. 
6 
EbNo (db) 
2 3 4 5 6 7 
EbINo (db) 















Borne sur la probabilitb d'erreur piIr bit 
Codes convolutionnels 
Canal à bruit blanc gaussien 
K= 10,G 1 = 1 1 67,G2= 1545 non systématique 
Ke10,G 1 =1 l67,G2=1545 récursif systématique 
K=1 l,,G1=2335,G2=366 1 non systématique 
R= 1 l ,G 1 =233S,G2=366 1 rtcursif systkmatique 
K=12,G 1=4335,G2=5723 non systématique 
K=12,G 1 =4335,GZ=S723 récursif systéma'tique 
K=l3,G:l =lO533,G2=1766 1 non systkmatique y 1 =1 OS33,G2= 1766 1 rkcursif s ystkrnatique 
2 3 4 5 6 7 8 
Eb/No (db) 
Borne sur la probabilit& d'erreur par bit 
Codes convolu tionnels 
Canal à bruit blanc gaussien 
K= 14,G 1 =21675,G2=27 123 non systématique 
K=:14,G1=2 1675,G2=27 123 récursif systbmatique 
K= 15,G 1 =44735,G2=63W non systamatique 
K-: l5,Ci 1 =44735,02=63057 récursif systématique 
K.= l6,G 1 = l26723,G2= 1 527 1 1 non systématique 
=16,GI=l26723,G2=1527 1 1 rioursif systdmatique 
5 
EbINo (db) 
A.5.2 PEIRFORMANCES DES CODES CONVOLUTIONNELS 
RÉCURSIFS SYSTÉMATIQUES PERFORÉS 
Borne sur la probabilité d'erreur par bit 
Code convolutionnel rkcursif origine R=112, K=3, G=(1,7/5) 
Codes convolutionnels recursifs perforbs avec les différents patrons de perforation 




Borne sut* la probabilit6 derreu arbii' 
Code convolutionnel rdcursif origine R=lI 9 ,K=3, G=(1,5/7) 
Codes convolutionnels r6cursifs perforbs avec les différents patrons de perforation 
Canal binaire symétrique 
7 
EbINo (db) 
Borne sur la probabilité d'erreur par bit 
Codes convolutionn~:ls récursifs R= 112, K=4, G=( 1 , 17/15) 
Cmal binaire symétrique 
7 
EblNo (db) 
Figure A.5.2.4: Probabilité d'erreur des codes convolutionnels récursifs systématiques 
perforés sous canal binaire symétrique, K=4, G=(l, 15/17), R=1/2,3/4,5/6,7/8 
Borne sur la probabilitb d'erreur par bit 
Codes convolutionnsls récursifs R=1/2, K=5, G=(1,35/23) 
Canal binaire symbtrique 
6 7 
EblNo (db) 
Figure A.5.2.6: Probabilité d'erreur des codes convolutio~els  récursifs systématiques 
perforés sous canal binaire symétrique, K=5, G=(1,23/35), R=1/2,2/3,3/4,4/5,5/6,6/7 
6 7 
Eb/No (db) 
Ic-tOO , . 
le-01 : 
Borne sur la probabilité d'erreur par bit 
Codes convolutionnr,ls récursifs R=112, K=6, G=(1,53/75) 
Canal binaire symétrique 
Figure A.5.2.8: Probabilité d'erreur des codes convolutionnels récursifs systématiques 
perforés sous canal ,binaire symétrique, K=7,G=(1,171/133),R=1/2,2/3,3/4,4/5,5/6,6/7,7/8 
Figure A.5.2.9: Probabilité d'erreur des codes convolutionnels récursifs systématiques 
perforés sous canal'binaire symétrique, K=8,G=(1,371/247),R.=1/2,2/3,3/4,4/5,5/6,6/7,7/8 
let00 
Borne sur la probabilité d'erreur par bit 
Codes convolutionnels rbcursifs R=1/2, K=9, G=(1,753/56 1) 
Canal binaire symétrique 
A.5.3 PERFORMANCES DES CODES CPCC 
2.5 3 3.5 
EbINo (db) 
Borne supériewe sur la probabilité d'erreur par bit 
Concaténation paralléle avec codes récursifs systématiques R1=R2=1/2, K=4, G=(l, 17/15) 
Taux de codage total R=:1/3, Longueur de I'entrelaceur N différents '%.\ 
---*.. 
Canal blanc gaussien non quantifil 
"'\. .\. \-... 
........ 
In.. ..... .... y\--%.- N=16 
..S. \\ 
I n . .  
L, ... %-. N=32 
. ' . .  
e +. .. ... ..%\ N=64 '.. 
' 8 % .  '-'.. .> 
a. ., , "L , . 
5 '\ 
N=128 .. ... '* 5 .-"..,.,*, 
.S., 





.\., . +. ,
*"'-\..,a, . . . k. '-.... . ' ..i. %. .'* ..S. 
' -S. . .  .. ..... 
-"h -.a. . \,. .... 
%'-. .. 'i ., .... ". '. -..,, ' .... 'cc 
%>,5,.. , 'S. 
".b. ) 
.a. . 
'.'% k... .-, . \\ '. 
...... ' 5  ., 2 
'%., 
' a %  .. .. .. -..,, .-. '. . ...... ..... 
2.5 3 3.5 
Eb/No (db) 
2.5 3 3.5 4 
EbMo (db) 
1 Borne supOrieure sur la probabilité d'erreur p u  bit Concatdnation paralléle avec code$; récursifs syst6matiqcies Ri=R2=1/2, K=6, G=(1,75/53) Taux de codage total R a - 1 1 3 ,  Longueur de I'entrelaceur N diffirents 
2.5 3 3.5 
Eb/No (db) 
7 
Borne supérieure sur la probabilité d'erreur par bit 
, Concatdnation parallèle avec codes rdcursifs systématiques Ri=R2= 112, K=7, G=(l , 17 11133) 
Taux de codage total R:=113, Longueur de I'entrelaceur N diffbrents 
Canal hlanc gaussien non quantiSi6 
1 1.5 2 2.5 3 3.5 4 4.5 5 
EbINo (db) 
Borne supkrieure sur la probabilité d'erreur par bit 
Concaténation parallèle avec codes r6cursiîs systématiques Ri=Rz=112, K=8, G=(l, 37 11247) 
Taux de codage total R= 113, Longueur de l'entrelaceur N différents 
Canal blanc gaussien non quantifie 
EbINo (db) 
1 1.5 2 2.5 3 3.5 4 4.5 
EbMo (db) 
1 ,  
, 
O. 1 : 
Borne supérieure sur la probabilité d'erreur par bit 
Concaténation paralléle avec codes récursifs syst6matiques R1=R2=1/2, K=9, G=(l, 5611753) 
Taux de codage total R=1/3, Longueur de l'entrelaceur N différents 
Canal blanc gaussien non quantifié 
ANNEXE VI 
ALGORITHME POUR LE CALCUL DU SPECTRE 
DE DISTANCE DES CODES CONVOLUTIONNELS 
RÉCURSIFS SYSTÉMATIQUES 
Conformément 5 la relation entre les codes convolutionnels non systématiques et 
les codes convohtionnels récursifs systématiques, cet alorithme peut calculer les 
coefficients Cd des codes convolutio~els récursifs systématiques, noté Cr& en même 
fa--- ~13.e.  TC.- P C I C I % ~ ~ * T + C  A CI+ - AIIC. .--lif-c -~i-..r-- --h ri--- c - -- ----* '- -*- --- - - 
CC-~L) YCLC AC~J WVC~LUWACIUW fid b L  bd b V U b O  b V U Y  V:U&Ul.Llld3 UVil 3 y ~ ~ ~ ~ ~ ; Y ~ ~ ~ .  
Les coefficients Crd sont calculés à partir de l'arbre du code convolutio~el non 
systématique par l'introduction d'une variable b,, qui représente le nombre de symboles 
"1" cumulé dans chaque noeud de l'arbre pour le code convolutionnel récursif 
systématique. 
Le calcul des coefficients Crd des codes convolutionnels récursifs systématiques 
est le suivant: 
Données: 
M? 
G = (G', G~), 
la distance libre d*,, 
la distance considérée d = dfie, + j + 1 
Préparation: 
calcul de générateur en binaire Gk = (gkMy gkM- 1. - . . . &), k = 1, 2 
calcul du profil de distance d = (do, dl, .. .. dM-i) 
Début: 
St-(2,0,0,  ..., O), 
W t d - d o , m t  1, 
F2 (Noeuds suivants): 
Calcul de So, Si, Wo et WI 
F3 (Retour à l'état zéro): 
Si (Wo O),  alors 
A(d - Wo) t A(d - Wo) + 1 
C(d - Wo) t C(d - Wo) + b 
Cr(d - Wo) t Cr(d - Wo) + bs 
F4 (Extension de la branche Y"?) 
Si (W1 c dM-l ou W < dM), alors aller en F5 
Si non 
sélectionner le noeud Si : S = SI, W = W1, b t b + 1, b, t bs + bi 
m c 1, allerenF2 
F5 (Tester la pile): 
Si la pile est vide, dors 
fin de l'algorithme avec les résultats dans A(.), C(.), Cr(.) 
Si non 
lue les données (W, S, b, bs) du dernier noeud de la pile, 
m t 2 ,  aIlerenF2 
F6 (Extension de la branche "O"?) 
Si (Wo < dM-,1), alors aller en F4 
F7 (Enregistrer Ie noeud 1 ?) 
Si (Wl c&-i et W < dM), alors 
empiler les données du noeud Si: (W1, Si, b i- 1. bs + bi) 
sélectionner toujours le noeud So: S = So, W = Wo, b, t bs t b0 
rn t m +  1, alIerenF2 
Fm 
Les incrémentations de la variable b, pour traverser la branche "O" et la branche 
"1" sont respectivement bs t b, + bo et bs t b, + bl où b0 et bi sont respectivement les 
symboles à I'entrée du codeur convolutionnel récursif systématique pour atteindre les 
états So et SI. 
Le code convolutionnel récursif syst6matique, les symboles bo et bl sont alors les 
premiers symboles du mot de code de la branche ccO'' et de la branche "1" à connaître pour 
calcder leur poids par les relations: 
pour la branche "O' 
l 
bl = 1 + xgM- i -~ i  pour la branche " 1' 
Les domées à empiler dans ce cas sont dors (wl, SI, b C 1, b, t bl)- 
Les coefficients Crd, du code c o n v o h t i o ~ e l  récursif systématique se trouvent à la 
fin de l'algorithme dans Cr(.) que l'algorithme enregistre à chaque fois que le parcours 
atteind l'état zéro par: 
C,(d - Wo) t C,(d - Wo) t bs 
Les coefficients de spectre Ad et Crd du code convolut io~el  récursif systématique 
et Ad et Cd du code convolutionnel non systématique sont donc obtenus en même temps 
par cet algorithme. 
