The correct models for quantitative trait locus mapping are the ones that simultaneously include all significant genetic effects. Such models are difficult to handle for high marker density.
INTRODUCTION
Quantitative trait loci (QTL) can be mapped to chromosome regions, thanks to the discovery of molecular markers. Early studies had few and widely spaced markers, leading to poor estimation of QTL effects. Lander and Botstein's (1989) interval mapping has revolutionized genetic mapping and made it possible to locate QTL in intervals between observed markers. Increased marker density, along with increased sample size, can further increase the resolution of QTL mapping (WRIGHT and KONG 1997) . We are now in a situation that is opposite to interval mapping: we need to delete markers with the same information content. A genome is easily saturated with a few millions SNPs and, as such, interval mapping is no longer required. One can simply analyze markers one at a time and scan the entire genome for significant markers. This type of one dimensional marker analysis does not present computational challenge. However, the approach is technically flawed if there are more than one QTL in the genome. Various modifications of the one-dimensional scan have been proposed, such as the composite interval mapping (CIM) procedure (Jansen and Stam 1994; Zeng 1994) . The goal of CIM is to estimate one major QTL that is detectable and, at the same time, to correct effects from other major QTL (detectable) and the "polygenic effects" that are not detectable. The CIM method also faces new challenge regarding how to choose the co-factors to capture the background information. The results are often unstable because different markers selected as co-factors can lead to different results.
A better approach of QTL mapping has been the multiple interval mapping (MIM) procedure (Kao et al. 1999) , in which all intervals are included as candidate regions and the actual QTL-associated intervals are searched via a step-wise regression analysis. When the marker density is too high, the number of intervals can be huge, presenting a great computational problem for the method. Therefore, the MIM method, in its original form, is no longer the best option. If one only evaluates a fixed number of positions in the genome, model dimension will not change as the marker density increases. In this case, high density markers will further reduce the uncertainty of genotype inferences for the positions evaluated. The model dimension will increases as the number of evaluated positions increases. However, the model dimension cannot be larger than the sample size, which is due to the intrinsic limitation of the maximum likelihood method.
Bayesian method is a better alternative to the MIM procedure (SATAGOPAN et al. 1996; SILLANPÄÄ and ARJAS 1998; SILLANPÄÄ and ARJAS 1999) . One major advantage of the Bayesian method is the ability to assign informative prior distribution to QTL parameters, especially QTL
effects. An informative prior will penalize large estimated effects, and thus shrink estimated QTL effects towards zero. The consequence of using shrinkage priors is the ability to handle high dimensional models. The MCMC implemented Bayesian methods involve changes in model dimension, which presents another challenge because the Markov chains often take long time to converge. In addition, the computational complexity increases when we have to manage million markers. Meuwissen et al. (2001) adopted a new Bayesian method with a fixed model dimension to evaluate the entire genome using high density SNP markers. Their purpose was not to detect QTL, rather, to predict breeding values, a new form of marker assisted selection. Their work was not well recognized until recently when high density markers became widely available in many organisms. The approach is known as "genomic selection" and has become very popular in animals and plants (Hayes et al. 2009; Heffner et al. 2009 ) as well as in humans (Yang et al. 2010 ) and laboratory animals (Ober et al. 2012) . Xu (2003) and Wang et al. (2005) realized that 6 this idea can be applied to line crossing experiments for both QTL detection and genomic selection. In genomic selection, all genomic positions are considered, although there is some adjustment for linkage disequilibrium, such as forcing positions to be at d cM apart, where d may be one or two (MEUWISSEN et al. 2001) .
The least absolute shrinkage and selection operator (LASSO) method (Tibshirani 1996) is an alternative Bayesian method that can achieve the same goal of handling large models but has avoided MCMC samplings. In terms of computational speed, the LASSO method implemented in the GlmNet/R program (Friedman et al. 2010 ) is the fastest one among all other software packages. Unfortunately, even the GlmNet/R program cannot produce satisfactory results for a model containing a few million SNPs (HU et al. 2012 ). It appears that statistical approaches have reached a plateau and further studies of genetic mapping via new statistical methods alone may lead to nowhere. Two research teams led by Qifa Zhang and Bin Han in China pioneered a groundbreaking work in genetic mapping (Huang et al. 2009; Xie et al. 2010; Yu et al. 2011) . They used high density SNP markers to infer recombination breakpoints and then converted the breakpoint data into bin data. All markers within a bin have the same segregation pattern. Each bin is considered as a new marker. QTL mapping is then performed using the bin data. Since the numbers of bins in a finite population is always finite and can be substantially smaller than the original number of markers, genetic mapping using the bin data is much easier than that using the original markers. The model dimension can be substantially smaller, yet without loss of information. This is an alternative dimensional reduction technique that requires no comprehensive statistical methods. The bin data analysis is potentially more useful than the original marker analysis in detection of epistatic effects (G×G) and G×E interactions. This study 7 aims to investigate the properties of bin data and use bin data to perform QTL mapping and genomic selection.
MATERIAL AND METHODS

Definition of bins
Breakpoints: We now use a recombinant inbred line (RIL) derived from the cross of two inbred lines (diploid plants) as an example to describe the breakpoint data. Let GG RR  be the mating type of the two founding lines that initiate the cross. An RIL derived from a single seed descent of an F 1 plant ( GR ) will be either GG or RR in genotype at this locus. If the genotypes of an RIL are color coded green for the G genome and red for the R genome, a chromosome of the RIL will be a mosaic of the two parents, as shown in Figure 1 Natural bins: Breakpoint data must be converted into bin data prior to QTL analysis (Yu et al. 2011) . A bin is defined as a segment that has no breakpoints within the segment across all lines in the entire RIL population. For any particular bin, a line takes either the G or the R genome but not a mosaic of both. Figure 1( 
where  is a genomic location expressed as a continuous quantity, () 
Numerical integration:
Because the function ()  is unknown, the integral is not explicit and thus a form of numerical integration is required. Here, we used the LebesgueStieltjes integral that reduces the integral into the sum of a finite number of bin effects, as shown below,
where m is the number of bins, () 
When we replace the sum of products by the product of sums, a term has been ignored, which has been explained by Hu et al. (2012) using the summation. In Supplemental Text S1, we provide a proof directly using the integral.
The model in equation (4) has a finite dimension of m and we have converted the infinitely high dimensional genomic problem into a manageable working model with a finite dimension. The statistics are now based on measured values, which is a common theme in nonparametric and semi-parametric problems. Let q be the length of the fixed effect vector  .
If m q n , the ordinary least squares method can be used for parameter estimation. If m q n , a penalized regression method can be used. We choose the Lasso (least absolute shrinkage selection operator) method developed by Tibshirani (1996) and implemented in the GLMNET/R program (Friedman et al. 2010 ) to perform parameter estimation. Of course, any methods that efficiently handle n individuals and m bins can be used for parameter estimation.
Significance tests of bin effects
Let ˆk  be the estimated effect for bin k and var( ) 
is the estimated residual variance and
is a "prior" variance of k  . Derivations of the above formulas are given in Supplemental Text S2.
The principle underlying the derivation is the Bayesian posterior variance. The critical value of the Wald test used to declare statistical significance is drawn from the permutation test (Churchill and Doerge 1994) . However, as shown in the result section, multiple tests correction seems to be unnecessary under the shrinkage estimation, which is in contrast to genome-wide QTL detection under the single-marker model analysis.
Genomic selection
The bin data can be used to predict breeding values. The method of parameter estimation remains the same as described before. Here, we skip the bin effect detection step and use all bins, regardless of the sizes of the bin effects, to predict the genomic values of future individuals that have yet to be phenotyped. In genomic selection, artificial bins must be used because newly added individuals will introduce new bins whose effects are not yet evaluated in the testing sample. Note that artificial bins are only used for genomic selection and not for QTL detection because there are no breakpoints within natural bins (across individuals). As is well known in regression analysis, it is harder to detect the regression coefficient for a predictor with a small variance across observations than that of a predictor with a large variance. 
where
is the dilogarithm function. Derivation of equation (10) In real data analysis, the bin size can be determined using the K-fold cross validation.
The ideal bin size should be the one that gives the smallest mean squared error (MSE), We expected that the natural bin analysis would perform better than the artificial bin analysis in turns of minimizing MSE or maximizing R-squares. We hope to find suitable equal sized artificial bins so that the MSE is close to that of the natural bin analysis. This will justify the artificial bin analysis as an efficient substitute for the natural bin analysis so that result of artificial bin analysis can be applied conveniently to genomic selection.
Experimental material
We used 210 recombinant inbred lines of rice (Oryza sativa) with eight traits (YU et al. 2011) to illustrate the method. The two founders were Zhenshen97 and Minghui63, both are indica subspecies. A total of 270,820 high quality SNPs were identified in the experiment, yielding a genome-wide SNP density about 1 SNP/1.37 kb. These SNPs were used to infer the breakpoints of each RIL, resulting in a total of 1619 natural bins (no breakpoints within bins).
The frequency distribution of the bin size is shown in the upper panel of Figure 3 , which appears to be exponential. The distribution of the log bin size is shown in the lower panel of were replicated four times (two locations in two years), GL and GW were replicated twice (two different years). HD was replicated three times (3 different years). OsC1 was not replicated. For traits with replications, the phenotypic value took the average of the replicates, after adjusting for the systematic differences of the replicates as fixed effects. Therefore, we only detected the main effects and ignored the potential G×E interaction effects.
[Insert Table 1 here] 18
RESULTS
Detection of associated bins
The sample size is 210 n  and the number of natural bins is 1619 m  . The model for the natural bin analysis is given in equation (4), where  is the intercept because the environmental effects were already removed prior to the analysis. We used the Lasso method implemented in GlmNet/R (Friedman et al. 2010) Table 1 ). Using trait specific 95% threshold values, we present the LOD score test statistics for the first four traits (YD, TP, GN, KGW) in Figure 4 and the last four traits (GL,GW, HD, OsC1) in Figure 5 . The number of bins detected and the proportion of phenotypic variance explained by the associated bins are listed in KGW and GL are highly heritable with a large number of associated bins for each trait (52 and 57). The apicule color trait is known to be controlled by a cloned gene (OsC1), which is indeed detected by the Lasso method with a LOD score near 50000. The reason that the proportion of phenotypic variance explained by this single bin is not 100% is due to the fact that we treated the binary trait as continuous and ignored the binary nature of the trait. Including this single gene controlled binary trait in the analysis proved that the Lasso method is efficient in QTL detection for both polygenic and monogenic traits.
[Insert Table 2 here]
The estimated effects, the standard errors, the LOD scores and the p-values for all the 1619 bins are provided in Supplemental Data S1. Yu et al. (2011) reported QTL mapping results for the first four traits (YD, TP, GN and KGW) and the binary color trait (OsC1) using the composite interval mapping (CIM) procedure (JANSEN and STAM 1994; ZENG 1994) . We compared our LOD scores with theirs and discovered some similarities and differences between the two analyses. In principle, the two analyses are not comparable because they aimed to detect environmental specific QTL and we targeted main effect QTL. Yu et al. (2011) did not find any QTL that appeared in two or more environments for YD and TP, i.e., all QTL are environmental specific for the two traits. However, they detected three QTL for GN and six QTL for KGW that 20 occurred at least in two environments and some occurred in all four environments. These so called "main effect" QTL detected by Yu et al. (2011) are all detected in our analysis. For example, we detected a large main effect QTL for KGW on chromosome 5 (bin 729) with a LOD score over 150 and explaining 15.4% of the phenotypic variance. This large QTL were detected in all four environments by Yu et al. (2011) .
[Insert Figures 4 and 5 here]
Comparison with composite interval mapping
Requested by a reviewer and the editor, we used the CIM method implemented in the R/qtl program (BROMAN et al. 2003) to re-analyze the eight traits. The cim() function of the program was used with default settings for the argument values. We compared the Lasso method with the CIM method only for the natural bin data (not the artificial bins). In addition, we also compared the results with the interval mapping (IM) procedure for the natural bins. First, we examined the permutation generated percentiles for the likelihood ratio test (LRT) test statistics for the IM procedure (see Supplemental Table S1 ). . At this point, we feel more confident that the low critical value drawn from 21 the Lasso method is not coincidental. The trait specific thresholds in the additional analyses are listed in Supplemental Table S1 for the IM procedure and Table S2 for the CIM procedure.
The LOD score profiles for the eight traits obtained from the three methods (Lasso, CIM and IM) are plotted in Supplemental Figure S4 (the first four traits) and Figure S5 (the last four traits). Overall, many regions of the genome consistently show significant peaks for the three methods. The Lasso LOD score profiles often show very sharp peaks and detected substantially more bins than the other two methods. The LOD score profiles of the IM procedure always show wider peaks than the LOD score profiles of the CIM procedure, further proving the advantages of the CIM over the IM procedures. But, neither method is competitive with the Lasso method. We now use YD and KGW as examples to illustrate the differences among the three methods. For trait YD, the Lasso method detected at least six significant bins while the CIM only detected one wide region on chromosome 7. The IM procedure detected one more bin on chromosome 1, in addition to the same region on chromosome 7. Both regions (chromosomes 1 and 7) were detected by the Lasso method. For trait KGW, the bin with the largest LOD score on 
Genomic selection
We first evaluated genomic selection for natural bins using the 10-fold cross validation to draw MSE and R-squares. The results are listed in Table 3 (top part of the table) . The two types of R-squares are very close to each other. Therefore, we will focus on the Pearson R-square only in subsequent discussion. The R-square values are all higher than the heritability estimates presented early in the association study except for trait GL where the heritability is 0.815 but the cross-validation generated R-square is 0.79. Another important discovery is that the heritability estimate for GW is 0.47 but the cross-validation generated R-square is 0.73, a dramatic increase.
This trait would benefit the most by performing genomic selection. The R-square value for OsC1 is 0.98, a nearly perfect prediction.
[Insert Table 3 here]
In reality, artificial bins have to be used to perform genomic selection because the bin sizes are predefined by breeders via cross-validation studies. We evaluated the following sizes of bins to select the "optimal" bin size for each trait: 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.75, 1.0 and 2.0, where the bin size is measured in Mb for convenience. The numbers of bins corresponding to these sizes are 7451, 3729, 1869, 1247, 938, 750, 501, 379 and 191 . Figure 6 gives the plot of squared Pearson correlation coefficient against bin size for each trait. The predictabilities of all bin sizes are less than that of the natural bin analysis for trait GW. The optimal bin size that gives the closest R-square to the natural bin analysis is 2.0 Mb with R-square 0.7291 while the Rsquare of the natural bin analysis is 0.7344. This reduction of predictability is almost negligible.
According to the 0.23Mb/1cM ratio reported by Yu et al. (2011) , 2.0Mb is equivalent to Each of the remaining traits showed improvement in predictability at some bin sizes evaluated relative to the natural bin analysis. We did not expect to see such improvement when we started this project. The improvement may come from the merge of some very small natural bins into a larger artificial bin. The MSE and R-squares of artificial bin analysis under the optimal bin sizes are listed in Table 3 also (the bottom part of the table), in which the predictability of artificial bin analysis is numerically compared with that of the natural bin analysis for each trait. The corresponding graphical comparison is illustrated in Figure 7 . The comparisons between artificial bin and natural bin analysis for the estimated heritability are given in Supplemental Figure S8 .
The estimated effects, the standard errors, the LOD scores and the p-values for all the artificial bins are provided in Supplemental Data S4, where the number of bins varies across the traits.
[Insert Figures 6 and 7 here] DISCUSSION Existing methods are hampered by the scale of computation introduced by dense markers. These dense markers primarily provide breakpoints, and data-reduction methods that take advantage of this are sorely needed. This is actually a statistical problem, although it uses the biological process of recombination. Using the biological process, we may divide the genome into a finite number of intervals and select one representative marker from each interval (Ober et al. 2012 ).
This type of marker selection is subjective and may not guarantee that all information is extracted from the markers. The bin data analysis is the optimal approach of data reduction 24 without waste of information. For example, the ~ 270,000 SNPs of the rice population investigated in this study are fully represented by the 1619 bins. Any penalized regression methods currently available should work well for a model with this size. We choose the LASSO method (Tibshirani 1996) because the GlmNet/R program (Friedman et al. 2010) is extremely fast and we were able to use permutation tests to draw the critical values for the test statistics.
It has been a common practice to correct multiple tests in QTL mapping and genomewide associate studies (JOHNSON et al. 2010; MOSKVINA and SCHMIDT 2008) . The simplest way of correcting multiple tests is the Bonferroni correction, although it is known to be too conservative. This study shows that if QTL effects are estimated and tested simultaneously using a shrinkage method, no Bonferroni correction should be used. The nominal p-value of 0.05
should be used to declare significance for all effects of the entire genome, regardless of how many effects are tested. The conclusion was obtained empirically from the result of permutation test (see Table 1 ), not from theoretical derivation. An intuitive explanation is that when all effects are included in a single model the estimated effects and the test statistics tend to be small due to shrinkage, which has implicitly taken into account multiple tests.
If a slightly more conservative test is preferred, one can use an alternative Bonferroni correction that uses the effective number of tests to correct the multiple tests (Moskvina and Schmidt 2008 Bonferroni corrected test are listed in Supplemental Table S4 . There is no significant bin for the yield trait. This test is more conservative than the one without the multiple test correction.
We investigated the breakpoint and bin data analysis using an RIL population derived from two parents as an example. Extension to multiple parents initiated RIL populations is straightforward. This type of data are already available in the collaborative cross (CC) mouse population (Collaborative Cross Consortium 2012) and the diversity outcross (DO) panel derived from the CC mice (SVENSON et al. 2012) . Application of the method to the multi-parent advanced generation inter-cross (MAGIC) population (Kover et al. 2009 ) is also simple. The breakpoint pattern, the natural bins and the artificial bins of a small hypothetical sample of MAGIC population are illustrated in Supplemental Figure S9 . There is an urgent need to develop corresponding statistical methods for QTL mapping using bin data in this type of populations.
For random populations where breakpoints are not available, we may still define bins using linkage disequilibrium (LD) as the criterion. For example, we may calculate all pairwise linkage disequilibrium parameters for all markers of the genome. We then define a bin so that all markers within the bin have an average LD greater than a fixed number (LD criterion 
be the genotype indicator variable for individual j at SNP s within a bin of interest. Let For the first time, we investigated the properties of bins in terms of theoretical variance of the mean genotype indicator variable and showed how this variance affects the result of bin data analysis. We also proposed the concept of "artificial bin" to control the bin sizes and to facilitate genomic selection. The artificial bin data analysis showed that it is often more efficient than the natural bin data analysis. The gain cannot be through dividing a large natural bin into several smaller artificial bins; rather, it is more likely achieved by combining several small natural bins 27 into a larger artificial bin. This work will stimulate more theoretical and experimental studies of bin data. Bins were detected under 0.05 genome-wide Type I error, where the threshold for the test statistics were generated from 1000 randomly permuted samples (see Table 1 ). 
