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STREBEL DIFFERENTIALS AND STABLE MATRIX FACTORIZATIONS
RAF BOCKLANDT
ABSTRACT. We study the connection between quadratic Strebel differentials on punc-
tured surfaces and the construction of moduli spaces of matrix factorizations for dimer
models using GIT-quotients. We show that for each consistent dimer model and each non-
degenerate stability condition θ we can find a Strebel differential for which the horizontal
trajectories correspond to the θ-stable matrix factorizations and the vertical trajectories
correspond to the arrows of the dimer quiver. We give explicit expressions for the θ-stable
matrix factorizations that can be deduced from these horizontal trajectories.
Following ideas by Pascaleff and Sybilla [32] we show that each nondegenerate sta-
bility condition gives rise to a sheaf of curved algebras coming from consistent dimer
models. The corresponding categories of matrix factorizations can be glued together to
form the category of matrix factorizations of the original dimer.
1. INTRODUCTION
For any punctured Riemann surface one can define an invariant, its wrapped Fukaya cat-
egory (Abouzaid et al. [1]) or topological Fukaya category (Haiden-Katzarkov-Kontsevich
in [18] or Dyckerhoff-Kapranov [13]). As its second name suggests, this invariant only
depends on the topology of the surface and intuitively it describes the intersection theory
of curves on the surface.
The topological Fukaya category carries a rich structure, it is anA∞-category, but unlike
many other A∞-categories its description is fairly straightforward and one can describe
its objects and morphisms in a natural way. This makes it an ideal toy model to study
phenomena related to the concept of Mirror symmetry.
Mirror symmetry for punctured surfaces establishes an equivalence between the topo-
logical Fukaya category (the A-side) and certain categories of matrix factorizations (the
B-side). These categories of matrix factorizations can be defined over commutative spaces
like in Abouzaid et al. [1] and Pascaleff and Sibilla [32] or over noncommutative space
like in [6].
In this paper we will study mirror symmetry for punctured surfaces from the point of
view of constructing moduli spaces of objects. Inspired by work of Bridgeland and Smith
[7] and Haiden et al. [18], we will explain how to construct moduli space of objects in
the topological Fukaya category using Strebel differentials and relate this to the classical
GIT-construction of moduli spaces of representations of noncommutative algebras.
The stepping stone between the two sides of our story is the theory of dimer models.
They give a combinatorial description of both the Fukaya category and the category of
matrix factorizations. This description can then be used to construct moduli spaces and
relate these moduli spaces to tropical geometry.
The structure of the paper is as follows. We start with an review on quivers and A∞-
structures in section 2. Then we introduce dimer models in section 2 and explain how they
can be used to describe mirror symmetry for punctured surfaces in section 4. In section 5
we show how these dimer models can be used to describe objects in the Fukaya category
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and the category of matrix factorizations. Section 6 and 7 are used to review some concepts
that will be important in the story: ribbon graphs and spider graphs and tropical and toric
geometry. We will use these concepts to describe moduli spaces in both the A and B-side in
section 8 and relate these moduli spaces to the gluing construction of Pascaleff and Sibilla
[32] in section 9. We illustrate the theory with an example in section 10.
2. QUIVERS AND A∞-STRUCTURES
2.1. Quivers. A quiver consists of a set of verticesQ0 and a set of arrowQ1 together with
two maps h, t : Q1 → Q0 that assign to each arrow its head and tail. A nontrivial path
is a sequence of arrows a0 . . . ak such that t(ai) = h(ai+1) (so arrows point to the left:
a0← · · ·
ak←). A path is cyclic if h(a0) = t(ak) and a cyclic path up to cyclic shifts is called a
cycle. A trivial path is a vertex. The path algebra CQ is the complex vector space spanned
by all paths. The product of two paths is their concatenation if possible and zero otherwise.
The vertices are orthogonal idempotents for the product and they generate a commutative
subalgebra k ∼= C⊕Q0 . A path algebra with relations is the quotient of a path algebra by
a two-sided ideal that sits in the ideal spanned by all paths of length at least 2. Such an
algebra can be considered as an algebra over k.
2.2. A∞-algebras. An A∞-algebra is a Z-graded k-bimodule A with a set of products
µi : A
⊗
k
i → A of degree 2 − i subject to certain generalized associativity laws. For the
explicit expressions of these laws and more background about A∞-algebras we refer to
[23, 24, 26]. If µi = 0 for i 6= 2 then A is an ordinary graded algebra for the product µ2
and if µi = 0 for i 6= 1, 2, A is a dg-algebra for the product µ2 and the differental µ1. Note
that the definition allows for a map µ0 : k → A. If that map is nonzero we say that the
A∞-algebra is curved and the element µ0(1) ∈ A is its curvature. A curved A∞-algebra
with µi = 0 for i 6= 0, 2 is called a Landau-Ginzburg model, it consists of an ordinary
graded algebra and a degree 2 element ℓ = µ0(1), which is central.
If µ0 = 0 then the A∞-algebra is called flat. In this case µ21 = 0 so (A, d = µ1) is a
complex and we will denote its homology by HA. If A is flat and µ1 = 0 then we say that
A is minimal.
LetA be a path algebra with relations and assume it has aZ-grading such that the arrows
are homogeneous. If µ is an A∞-structure on A, we say that µ is compatible with the
ordinary algebra structure on A if µ1 = 0, µ2 is the ordinary product, and µk(x1, . . . , xk)
is zero if k ≥ 3 and one of the entries is a vertex.
There is a notion of an A∞-morphism between two A∞-algebrasA and B. This is a set
of maps Fi : A⊗ki → B with additional constraints [23, 24, 26]. If A and B are both flat
then F1 will induce a morphism of complexes and we say that F is a quasi-isomorphism
if F1 : A→ B is a quasi-isomorphism.
Theorem 2.1 (Minimal model theorem [22]). If A is a flat A∞-algebra then there is an
A∞-structure on HA and a A∞-quasi-isomorphism F : A→ HA.
The A∞-algebra (HA,µ) is called the minimal model of A.
2.3. Twisted completion. Analogously toA∞-algebras we can also defineA∞-categories
in such a way that an A∞-algebra A can be viewed as an A∞-category with one object for
each vertex if we’re working with a path algebra with relations. From an A∞-algebra
A = CQ/I we can define the A∞-category of twisted objects: TwA. A twisted object
[23] is a pair (M, δ), where M ∈ N[ZQ0 ] is a formal sum of vertices shifted by elements
in Z. We will write such a sum as v1[i1]⊕ · · · ⊕ vk[ik] where the vj are vertices and the ij
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shifts. The map δ is a k × k-matrix with entries δst ∈ visAvit of degree is − it + 1 and
subject to the Maurer-Cartan equation: i.e.
∞∑
n=0
(−1)
n(n−1)
2 µn(δ, . . . , δ) = 0,
where we extended µn to matrices in the standard way. Note that for this to make sense
this infinite sum has to be finite, which can be achieved if δ is upper triangular or if all
products µi are zero for i ≫ 0. Therefore if we are not in the latter case we restrict to
objects for which δ is upper triangular.
The homomorphism space between two such objects (M, δ) and (M ′, δ′) is given by
Hom((M, δ), (M ′, δ′)) :=
⊕
r,s
v′sAvr [is − ir]
which we equip with an A∞-structure as follows:
µ(f1, . . . , fn) :=
∞∑
t=0
∑
i0+···+in=t
±µ(δ, . . . , δ︸ ︷︷ ︸
i0
, f1, δ, . . . , δ︸ ︷︷ ︸
i1
, . . . , fn, δ, . . . , δ︸ ︷︷ ︸
in
).
The±-sign is calculated by multiplying with a factor (−1)n+t−k for each δ in the expres-
sion on position k. The A∞-category of twisted objects and their homomorphism spaces is
denoted by TwA. Note that the Maurer-Cartan equation implies that µ0 is zero, so TwA is
flat.
Remark 2.2. If A is an ordinary C-algebra concentrated in degree 0 we can view TwA as
the dg-category of complexes of finitely generated free A-modules.
2.4. The derived category. Because TwA is flat, we can construct a category DA, with
the same objects but its hom-spaces are the degree zero part of the µ1-homology of the
hom-spaces in TwA and the ordinary product is the induced product on the homology. We
will call this category the derived category of A. Unlike TwA, which is an A∞-category,
the derived category is an ordinary category and it is even triangulated [24].
In the light of the minimal model theorem the derived category is minimal model
of TwA and therefore it is equiped with an additional A∞-structure (DA, µ). Quasi-
isomorphicA∞-algebras will have quasi-equivalent twisted completions and therefore also
equivalent derived categories.
Remark 2.3. In case that A is an ordinary algebra concentrated in degree zero and every
finitely generated module has a resolution of finitely generated free A-modules, DA is
equivalent with the bounded derived category of A-modules DbModAop.
Remark 2.4. If A is not Z-graded but Z/2Z-graded or G-graded for some other abelian
group with a map Z → G, we can adjust our definitions to G-graded A∞-algebras and
twisted objects with G-shifts. The corresponding categories will be denoted by TwGA and
DGA.
3. DIMERS
3.1. Definition. A dimer quiver Q is a quiver that is embedded in a compact orientable
surface, such that the complement of Q is a union of polygons bounded by oriented cycles
of the quiver. These cycles form a set Q2 that is split in two Q+2 ∪ Q
−
2 according to
their orientation on the surface (anticlockwise vs. clockwise). Every arrow is contained in
precisely one cycle in Q+2 and one in Q
−
2 . Examples of dimers can be found in 3.4.
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We denote the compact surface in which Q is embedded by S¯(Q). Its Euler character-
istic equals χ(Q) = #Q0 −#Q1 +#Q2. If we remove the vertices from the surface we
get a punctured surface, which we denote by S˙(Q) := S¯(Q)\Q0. If we cut out open disks
around each vertex we get a surface with boundary which we denote by S˚(Q).
3.2. Perfect matchings and zigzag paths. A perfect matching of Q is a set of arrows
P ⊂ Q1 such that every cycle in Q2 contains exactly one arrow of P . Not every dimer
admits a perfect matching: a necessary but not sufficient condition is that #Q+2 = #Q−2 .
Given a perfect matching P we can define a degree function degP on CQ such that an
arrow has degree one if it sits in P and zero otherwise. In this way all cycles in Q2 have
degree 1.
The zig ray of an arrow a ∈ Q1 is the infinite path . . . a2a1a0 such that ai+1ai is a
subpath of a positive cycle if i is even and of a negative cycle if i is odd. The zag ray is
defined similarly: ai+1ai is a subpath of a positive cycle if i is odd and of a negative cycle
if i is even. If Q is finite the zig and zag rays become cyclic and we call them zigzag cycles.
Every arrow a is contained in two zigzag cycles, one coming from its zig ray and one from
its zag ray.
3.3. Dimer Duality. Given a dimer Q we can construct a new dimer Q. Geometricaly
we can construct Qfrom Q by cutting open |Q| along the arrows. Then we flip over the
polygons that come from negative cycles to their mirror images and reverse the orientations
of the sides (so that there are still oriented clockwise). Finally we glue all polygons together
along sides that come from the same arrows. In this way we get a new quiver embedded in
a new surface with a possibly different topology of the first dimer. The new dimer is also
called the untwisted dimer[14], the mirror dimer[6] or the specular dual[19].
Q
x
yzy
x
1
1 1
1
cut
x
yz
zy
x
flip
x
yz
zx
y
glue Q
x
yzx
y
1
3 2
3
From the geometric construction it is easy to see that it forms an involution on the set
of dimers. An interesting observation is that this involution induces a bijection between
the set of perfect matchings of Q and Q. Moreover the vertices of Qare in one to one
correspondence to the zigzag cycles in Q and vice versa.
3.4. Examples. We illustrate this with some extra examples from [6]:
Q
1
a
// 2
z

1
b
oo
3
c
OO
d

4woo y // 3
c
OO
d
1 a // 2
x
OO
1boo
1
a
//
u1
✺✺
✺
✺
✺✺
1
z✠
✠✠
✠✠
✠
3 y //
x✠
✠✠
✠✠
✠
2
u2●●●●
cc●●●●
v2
✺✺
✺
✺
✺✺
1 a //
b
OO
1
v1●●●●
cc●●●●
b
OO 1 a
//
b

1
b
// 1
c
1
a

1
d
1 d // 1 c // 1
x❄❄❄❄❄❄❄❄
__❄❄❄❄❄❄❄❄
1

// 2
{{✇✇
✇✇
✇✇
✇✇
✇
5
ZZ✺✺✺✺✺✺
##●
●●
●●
●●
●●
6
cc
4
DD✠✠✠✠✠✠
;;
3
OO
oo
Q
1
a
// 2
c

1
y
oo
3
z
OO
d

4woo b // 3
z
OO
d
1 a // 2
x
OO
1
yoo
1
z
//
u1
✺✺
✺
✺
✺✺
1
a✠
✠✠
✠✠
✠
3 y //
b
✠✠
✠
✠✠✠
2
u2●●●●
cc●●●●
v1
✺✺
✺
✺
✺✺
1 z //
x
OO
1
v2●●●●
cc●●●●
x
OO 1 a
// 2
b
// 1
c⑧
⑧⑧
⑧⑧
⑧
3
d
⑧⑧
⑧
⑧⑧
⑧
1
x
OO
a // 2 b // 1
x
OO 1 // 2 //
⑧⑧
⑧⑧
⑧⑧
⑧
1
⑧⑧
⑧⑧
⑧⑧
⑧
3 //
OO
4 //
OO
⑧⑧
⑧⑧
⑧⑧
⑧
3
OO
⑧⑧
⑧⑧
⑧⑧
⑧
1 //
OO
2 //
OO
1
OO
STREBEL DIFFERENTIALS AND STABLE MATRIX FACTORIZATIONS 5
On the top row the first two quivers are embedded in a torus, the third in a surface with
genus 2 and the fourth in a sphere. The mirrors on the bottom row are all embedded in a
torus. Note that the first 2 are isomorphic to their mirrors, but in a nontrivial way.
3.5. Consistency. A dimer is called zigzag consistent if in the universal cover the zig and
the zag ray of an arrow a do not have arrows in common apart from a. In the example above
the first and third from the Q-row are consistent. The second is not consistent because the
zig and zag ray from x both contain z. In the Q-row the first and fourth are consistent.
Remark 3.1. Many different versions of consistency can be found in the literature [8,
17, 21, 5, 29, 11]. For dimers on the torus these are equivalent to the notion of zigzag
consistency. For more information about these equivalences we refer to [5, 21].
Zigzag consistent dimers have nice properties, especially when they are embedded in
a torus. Suppose that S¯(Q) is torus and fix two cyclic paths pX , pY in Q that span the
homology of the torus. We can assign to each perfect matching a lattice point
(degP pX , degP pY ) ∈ Z
2.
These lattice points span a convex polygon which is called the matching polygon MP(Q).
Note that it depends on the choice of pX , pY but different choices will result in polygons
that are equal up to an affine integral transformation.
Theorem 3.2. If Q is a zigzag consistent dimer on a torus then
(1) On each lattice point of the matching polygon there is at least one perfect match-
ing.
(2) On each corner of the matching polygon there is exactly one perfect matching.
(3) There is a one-to-one correspondence between the zigzag cycles and the outward
pointing normal vectors of the zigzag polygon.
This theorem can also be translated to some properties of the mirror dimer
Theorem 3.3. If Q is a zigzag consistent dimer on a torus then
(1) The genus of S¯( Q) is equal to the internal lattice points of the matching polygon.
(2) The number of punctures S˙( Q) is equal to the number of bondary lattice points of
the matching polygon.
Remark 3.4. These two theorems are known by experts and appear in many different
disguises in the literature e.g [20, 30]. For a proof of these we refer to [5].
3.6. Example. The suspended pinchpoint [15][section 4.1] is an example of a dimer model
on the torus. Below we show the dimer Q and its mirror Q(see also [5]).
Q
x
uu
w
vv
x
w
1
2
3
1
1
2
3
1
Q
x u
v
v
u
w
x
w
d
d
e
c
b
a
a
a
There are five zigzag paths in Q with homology classes normal to the five line segments
on the boundary. There are six perfect matchings, one for each corner and two on the lattice
point that is not a corner.
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•
•
•
•
•
•
•
•
•
•
As there are no internal lattice points and 5 lattice points on the boundary, the mirror dimer
describes a sphere with 5 punctures. This can also be seen by gluing the dimer on the right
together.
4. MIRROR SYMMETRY FOR DIMERS
4.1. The A-model. For a dimer Q we define a second quiver : its vertices are the mid-
points of the arrows of Q and its arrows are angle arcs inside the polygons that connect
these arrows in a clockwise fashion.
From this new quiver we can define an A∞-algebra Gtl(Q). As an ordinary algebra
A = Gtl(Q) is the path algebra C modulo the relations of the form αβ where α and β
are two consecutive angle arcs in a cycle c ∈ Q2.
Example 4.1. Below is an example for a torus with one marked point.
Q
1
232
1
•
• •
•
c1
c2
22 3
1
1 1
α1,α2
"
❂❂
❂❂
❂❂
❂
2
β1,β2
<D
✂✂✂✂✂✂
✂✂✂✂✂✂ 3
γ1,γ2
ks
Gtl(Q) ∼=
C
〈αiβi, βiγi, γiαi|i = 1, 2〉
The algebra Gtl(Q) comes with a natural A∞-structure [6]. The higher products µ :
A⊗k → A are defined inductively: let ρ1, . . . , ρk be any sequence of paths and β1 . . . βl a
cycle of angle arrows that goes around a cycle of Q2 with h(β1) = t(ρi). We set
[IR] : µ(ρ1, . . . , ρiβ1, β2, . . . , βl−1, βlρi+1, . . . , ρk) := ±µ(ρ1, . . . , ρk).
For the sign convention we refer to [6]. Pictorially this gives rise to the following diagram:
µ
 $$
❍❍
❍❍::✈✈✈✈
ρiβ1
{{✈✈
✈✈
✈✈
✈✈
✈
. . . . . .
βlρi+1
cc❍❍❍❍❍❍❍❍❍
 = ±µ( ρi{{✇✇✇✇. . . . . .ρi+1cc●●●●
)
.
We set µ(σ1, . . . , σk) = 0 if k > 2 and we cannot perform any reduction of the form
above. For k = 2 we use the ordinary product. A has a natural Z2-grading by assigning
degree 1 to each angle arrow in .
Lemma 4.2. Let ρ1, . . . , ρk be a composable sequence of nonzero angle paths in with
k > 2 such that ρiρi+1 = 0 and ρ1 . . . ρk is a contractible cycle on S˙(Q). For each angle
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β with ρkβ 6= 0 in Gtl(Q) we have
µk(ρ1, . . . , ρkβ) = (−1)
|β|β
and for each angle β with βρ1 6= 0 in Gtl(Q) we have
µk(βρ1, . . . , ρk) = (−1)
|β|β
All other µk with k > 2 are zero.
Proof. This follows easily from Lemma 10.9 in [6]. This expression can also be found in
Haiden et al. [18] where it is part of the definition of the A∞-structure. 
Corollary 4.3. If µ(ρ1, . . . , ρk) is nonzero then µ(ρi, . . . , ρj) is zero for allow proper
subsequences ρi, . . . , ρj .
Proof. This from the induction hypotesis: if the product µ(ρi, . . . , ρj) were nonzero we
can reduce ρi, . . . , ρj to a single angle. After reducing the original product, that single
angle composes with ρi−1 or ρj+1 to something nonzero. Which contradicts the fact that
the original is nonzero. 
If a is an arrow in Q, we can see a as an oriented 1-dimensional submanifold in the
punctured surface S˙(Q) and if we chose a symplectic structure on S˙(Q), we can see a as
an embedded Lagrangian submanifold. Such a submanifold can be seen as an object in the
wrapped Fukaya category of this surface. For a precise definition of this category we refer
to [1], but its main objects are immersions γ : I → S˙(Q) where I = (0, 1) or R/Z. These
objects are called open or closed Lagrangians depending on I . For the open Lagrangians,
we also demand that the limit points are punctures of the surface.
Proposition 4.4. [6] The category DZ2Gtl(Q) is equivalent to the derived version of the
wrapped Fukaya category of the punctured surface S˙(Q) in the sense of Abouzaid et Al.
[1]. Under this isomorphism a[0] ∈ DZ2Gtl(Q) corresponds to the embedded Lagrangian
submanifold represented by a.
A graded surface ~S = (S, V ) consists of an oriented surface S equiped with a vector
field V . For a graded surface we can define the notion of a graded Lagrangian submanifold
L = (γ, θ). This is an immersed curve γ : I → S together with a map θ : I → R which
specifies the angle between Vγ(t) and dγdt (t). Note that while every open Lagrangian can be
given a grading, this is not true for every closed Lagrangian. To shift a graded Lagrangian
we reverse its orientation and add π to the map θ: L[1] = (γ(1− t), θ + π).
For a graded surface with boundary we can define its topological Fukaya category. This
category is Z-graded instead of Z2-graded. For its general construction we refer to [18].
Although the definition above uses a metric to determine the angles, the actuall Fukaya
category does not do not depend on the choice of the metric because the actual angles are
not important only how many multiples of π they differ.
Given a perfect matching on Q we can put a vector field on S˙(Q) in the following way:
we fill each polygon with integral curves that start at the head of the arrow in the perfect
matching and run to its tail, as illustrated in the picture.
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Q, P = {z}
x
yzy
x
In this way we get a graded surface ~S(Q,P). Each arrow not in the perfect matching
corresponds to a curve parallel to the vector field, so we can give it a grading by putting
θ = 0. Each arrow in the perfect matching runs opposite to the vector field so we can grade
it with θ = π.
We can also use the perfect matching to put a Z-grading on GtlQ: we put the degree
of an angle arrow −1 if it arrives in an arrow of the perfect matching and +1 otherwise.
In this way the degree of a cycle of angle arrows that goes around a face in Q2 is k − 2,
where k is the length of the cycle. In the induction step the order of the multiplication also
goes down by k − 2, so the A∞-structure is compatible with this grading. We denote this
graded algebra by GtlP(Q).
Proposition 4.5. The category DZGtlP(Q) is equivalent to the derived version of the topo-
logical Fukaya category of the graded surface ~S(Q,P) in the sense of Haiden et Al. [18].
Under this isomorphism a[0] ∈ DZGtlP (Q) corresponds to the embedded Lagrangian
submanifold represented by a graded by θ = 0 if a 6∈ P and θ = π if a ∈ P .
4.2. The B-model. Given a dimer quiver Q we can construct its Jacobi algebra J(Q).
This is the path algebra of the quiver Q with relations
J(Q) := CQ/〈r+a − r
−
a |a ∈ Q1〉
where r±a a is the unique cycle in Q±2 containing a. These relations state that going back
around a cycle to the left of an arrow is the same as going back along the right cycle.
This algebra has a central element, which is the sum of cycles in Q2, one starting in
each vertex.
ℓ =
∑
v∈Q2
cv with h(cv) = v and cv ∈ Q2
Note that the relations in J(Q) ensure that this element is central and it is independent of
the choices of the cv.
Example 4.6. If we apply this definition to Q in example 4.1, we get J(Q) = C[X,Y, Z]
and ℓ = XYZ .
Under certain conditions, this algebra has very nice properties:
Theorem 4.7. If Q zigzag consistent on a torus then
(1) J(Q) is finitely generated over its center, which is a 3d Gorenstein ring.
(2) J(Q) is a 3-Calabi-Yau algebra, which means that it has global dimension 3 and
Hom•Je(J, J
e) ∼= J[3].
(3) J(Q) embeds in Ĵ = J(Q)⊗C[ℓ] C[ℓ, ℓ−1] ∼= Matn(C[X±1, Y ±1, Z±1]).
Remark 4.8. This result is a summary of many results in the literature. Proofs of these
statements for different equivalent notions of consistency can be found in [30, 11, 8, 21, 4].
Given an arrow a ∈ Q1 we set a−1 = r+a ℓ−1. This new element satisfies aa−1 = h(a)
and a−1a = t(a) and we call it the inverse of the arrow. We also define the inverse of a
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path by (a1 . . . ak)−1 = a−1k . . . a
−1
1 . The algebra Ĵ is generated by all arrows of Q and
their inverses. Paths consisting of arrows and inverses of arrows are called weak paths and
Ĵ is called the weak Jacobi algebra. If J is graded by a perfect matching P we can extend
this grading to Ĵ by putting degP p−1 = − degP p.
We will need a few lemmas about the difference between weak and real paths and the
existence of real paths.
Lemma 4.9 (Broomhead). [8] Let Q be a consistent dimer on a torus. A weak path p in Ĵ
sits in J if and only if degP p ≥ 0 for all perfect matchings.
Lemma 4.10 (Broomhead). [8] Let Q be a consistent dimer on a torus.
(1) For each pair of vertices v, w and each homotopy class, there is a path v p← w
that represents the homotopy class and a perfect matching such that degP p = 0.
(2) For each homology class there is a central element z and a perfect matching
degP z = 0 such that zv is a path with that homology class.
(3) Two paths represent the same element in J or Ĵ if they have the same homotopy
class and the same degree for at least one perfect matching.
The last lemma implies that the algebra Ĵ can be identified withMatn(C[X±1, Y ±1, Z±]).
To do this fix a vertex v and a perfect matching P . Choose paths pvw : v ← w for
all other vertices w (and assume pvv = v). The path p is mapped to X iY jZkEh(p)t(p)
where Eh(p)t(p) is an elementary matrix, (i, j) is the homology class of pvh(a)pp−1vt(a) and
k = degP pvh(a) + degP p− degP p
−1
vt(a).
We can use ℓ to turn J(Q) into a Z2-graded Landau-Ginzburg model J(Q, ℓ) by adding a
zeroth multiplication with µ0(1) = ℓ. We assume that J(Q) is Z2-graded and concentrated
in degree 0. The objects in Tw J(Q, ℓ) are also known as matrix factorizatons. A matrix
factorization of ℓ consists of a pair (P, d) where P is a (Z2 or Z)-graded finitely generated
projective J(Q)-module and d is a degree 1 map such that d2 = ℓ. Every finitely generated
projective J(Q)-module can be seen as a direct sum of shifts of projective modules coming
from the vertices: P = v1J[i1]⊕· · ·⊕vkJ[ik] and d corresponds to a matrix with entries of
degree 1. The Maurer-Cartan equation in this case becomes ℓ− d2 = 0, so (v1[i1]⊕ · · · ⊕
vk[ik], d) is a twisted object. We will often write the matrix factorization in a diagram
P0
d10 // P1
d01
oo
where P0 and P1 are the even and odd part of the matrix projective module.
Every arrow a ∈ Q1 gives rise to a matrix factorization
Ma :=
(
h(a)[1]⊕ t(a),
(
0 a
r+a 0
))
= t(a)J
a // h(a)J
r+a
oo
If a and b are consecutive arrows in a positive cycle abu ∈ Q+2 there is a morphism of
matrix factorizations âb that corresponds to a commutative diagram
t(a)J
a //
−1

h(a)J
bu //
u=ℓ(ab)−1
−b // h(b)J
−ua // t(b)J
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(The minus signs in the bottom row come from the shiftMb[1]). These morphisms generate
the endomorphism algebra of ⊕a∈Q1Ma in H Tw Z2J(Q, ℓ) and we denote this algebra by
mf(Q).
Theorem 4.11. [6] If Q is zigzag consistent then mf(Q) and Gtl( Q) are A∞-isomorphic
as A∞-algebras, so
DZ2mf(Q)
∼= DZ2Gtl( Q).
If a perfect matching P is specified we can make J(Q) Z-graded by giving all arrows
in P degree 2 and all other arrows degree 0. In this way ℓ has degree 2. Again we have a
matrix factorization Ma for every arrow in Q1 and we let mfP(Q) be the graded endomor-
phism algebra of ⊕a∈Q1Ma in the category Tw ZJ(Q, ℓ).
Theorem 4.12. [6] If Q is zigzag consistent and P a perfect matching then mfP(Q) and
GtlP( Q) are quasi-isomorphic as A∞-algebras, so
DZmfP(Q) ∼= DZGtlP( Q).
5. STRINGS AND BANDS
In [18] Haiden et al. described all indecomposable objects in the topological Fukaya
category of a graded surface. They showed that these objects come in two types: strings
and bands. The strings correspond to immersed open curves in the surface that run between
two punctures, while the bands correspond to closed curves. The bands also come equiped
with a local system, given by a Jordan matrix that measures the transport around the curve.
In this section we will give a combinatorial description of these objects using the dimer
formalism and use this description to construct the corresponding matrix factorizations for
the B-model. We will focus on the band objects, a similar construction can be done for
the string objects. Note that in the Z2-graded case there are more objects possible and a
classification is not known, although there are results in the completed case [10].
In what follows we assume that Q is a consistent dimer on a torus and Qis its mirror
dimer, which is embedded in a surface S = S˙( Q). The dimer Q will be used for the
B-model and Qfor the A-model.
5.1. Definition. A garland band is a sequence g = (g0, g1, . . . , g2k−1) where k ≥ 1,
g2i ∈ Q1 = Q1 and g2i+1 ∈ Q2 = Q2. We also demand that
B1 the arrows are contained in the cycles around them: g2i ∈ g2i±1,
B2 consecutive arrows and cycles are different: gi 6= gi+2,
The indices in the definition are considered in Z/2kZ and bands are considered upto cyclic
shifts by an even offset. A band is called primitive if it there is no nontrivial cyclic permu-
tation that maps g to itself, so g is not the power of a smaller band.
Note that this definition does not depend on whether you are working in Q or its mirror,
so there is a one to one correspondence between garland bands in Q and its dual Q.
5.2. Bands in the A-model. Given a garland band, we can draw a closed curve on the
surface S˙( Q) by connecting the centers of the arrows g2i+2 and g2i by a line through the
face g2i+1. Vice versa if we have a closed curve on S˙( Q) we can isotope it such that it
never enters and leaves a face via the same arrow. After this isotopy we can write down a
list of all the arrows and faces this curve meets and this gives us a garland band. This band
is depends uniquely on the isotopy class of the curve in S˙( Q) because the universal cover
of S˙( Q) is a tree of faces glued together along the arrows.
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Given a garland g there is a unique path p0 . . . pu ∈ C Qstarting with p0 = g0 and
running along all the face cycles. It is the concatenation of subpaths pij . . . pij+1−1 of
g2j+1 such that pij = g2j and t(pij+1−1) = h(g2j+2). We will call this path the snake
path of g. It has the property that two consecutive arrows of a path are either contained
in a positive or a negative cycle of Q. The arrows of pi for which pi−1pi and pipi+1 are
subpaths of different cycles correspond to the arrows in the garland.
''
g0

ww ''
g4

ww ''. . .
g : g1 g3 g5
p : ii 77
g2
OO
gg 77
g6
OO
. . .gg
From the snake path p = p0 . . . pr and a sequence of invertible square matrices (αi)0...u
we can construct a twisted complex(
P =
⊕
i
pi[ui], δ =
∑
i
(αi ⊗ p̂i−1pi)
±1
)
where p̂i−1pi is the angle between the two arrows inside the face of which pi−1pi is a
subpath. The exponent of p̂i−1pi is ±1 depending on whether this face is in Q±2 . It is there
to make sure that p̂i−1pi
±1
∈ Gtl( Q), because in the negative cycles the angle goes in the
opposite direction.
The shifts ui are uniquely determined by u0 = 0 and the demand that deg δ = 1. If
we work with Z2-gradings all the ui are zero, but if we specified a perfect matching the
degrees can only be satisfied when
∑
i± deg p̂i−1pi = 0. This is precisely when the curve
of the garland is graded for the graded surface ~S( Q,P).
The pair (P, δ) is indeed a twisted complex: if we look at the Maurer-Cartan equation
all higher products are zero because to apply the reduction step all angles in one face have
to be present but this is not possible because the curve of a garland enters and leaves a face
by a different arrow. Furthermore δ2 = 0 because if p̂i−1pi
±1
and p̂ipi+1
±1
concatenate
they must sit in the same cycle and then their product is zero in Gtl( Q).
By applying base changes to the matrices we see that the twisted object only depends on
the conjugacy class of the product α =∏i α±1i . We denote the twisted object by B(g, α).
Lemma 5.1. If γ is a graded curve in ~S( Q,P) and the corresponding garland is g, then
B(g, α) corresponds to the object in the topological Fukaya category associated to (an
appropriate shift of) γ and α by Haiden et al.
Proof. This follows from the construction in [18]. 
5.3. Bands in the B-model. Now we want to construct the corresponding matrix factor-
izations of J(Q, ℓ). The idea is to make a cone over all the matrix factorizations coming
from arrows in the snake path and then simplifying this matrix factorization using a short-
ening lemma.
Lemma 5.2 (Shortening lemma). Let (P, d) be a matrix factorization and Pa, Pb two
graded summands of P such that dba := 1bd1a = φ is an isomorphism. The pair
(P red, dred) :=
(
P
Pa ⊕ Pb
, dredij = dij − diaφ
−1dbj
)
is a matrix factorization quasi-isomorphic to (P, d)
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Proof. We need to check that for i, j 6∈ {a, b}
(dred)2ij =
∑
k 6=a,b
(dik − diaφ
−1dbk)(dkj − dkaφ
−1dbj)
=
∑
k 6=a,b
(dikdkj − diaφ
−1dbkdkj − dikdkaφ
−1dbj + diaφ
−1dbkdkaφ
−1dbj)
= (
∑
k 6=a,b
dikdkj)− diaφ
−1(d2bj − dbadaj − dbbdbj)
− (d2ia − diadaa − dibdba)φ
−1dbj + diaφ
−1(d2ab − dbadaa − dbbdba)φ
−1dbj)
= (
∑
k 6=a,b
dikdkj) + diadaj + dibdbj + 0 = d
2
ij .
In the calculation we used the fact that d2uv = 0 if u 6= v and duv = 0 if u = v.
The quasi-isomorphism ψ : Pred → P is given by
ψij =

δij1i if i 6= a, b
−φ−1dbj if i = a
0 if i = b
and ψ−1ij =

δij1i if j 6= a, b
0 if j = a
−diaφ
−1 if j = b
A straightforward calculation shows that these maps are indeed quasi-inverses. 
The shortening lemma has some easy consequences.
Lemma 5.3. If a1 . . . ak is a positive cycle in Q+2 then
Ma1...al :=
(
h(a1)[1]⊕ t(a),
(
0 a1...al
al+1...ak 0
))
= t(al)J
a1...al // h(a)J
al+1...ak
oo
is equivalent to the repeated cone of the morphisms Ma1 â1a2→ Ma2 . . .Mal .
Proof. For l = 2 we just apply the shortening lemma:

ℓa−1
44
auu

b
44
ℓ(ab)−1
ℓb
−1uu 
−1 → 
ℓa−1b−1
44abuu .
Under the quasi-isomorphism Cone(âb) ∼= Mab the morphism b̂c : Mc → Cone(âb)
becomes

ℓ(ab)−1
44abuu

c
44
ℓ(abc)−1
ℓc
−1uu 
−1
and hence the proof can be finished by induction. 
If we apply a similar reasoning to more complicated cones, this leads to the following
construction: consider a band g = (g0, g1, . . . , g2k) in Q and assume that g1 is a cycle in
Q+2 . This gives a picture that looks like this:
. . . (( 0
g0

3uu (( 4
g4

7vv ((. . .
g1 g3 g5
. . . '&%$ !"#−2jj 55 1
g2
OO
2hh 66 5
g6
OO
. . .hh
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Let P be the direct sum of all the numbered vertices, where the even/odd numbered have
even/odd degree. The map d : P → P consists of 2 parts d = da + db, which can be
written as a signed sum of paths. The first part da is the sum of the subpaths of gi that
connect the vertices i and i− 1 (in both directions and only for odd i). The second part is
the sum of all the upper arcs minus the sum off all lower arcs in the picture. It is easy to
check that both (P, d) and (P, da) are matrix factorizations.
. . .
da

db (( 0
da
((
3
da

dbvv db (( 4
da
''
7
dbvv db ((
da

. . .
. . . '&%$ !"#−2
da
XX
−db
jj
−db
66 1
da
hh
2
da
VV
−db
hh
−db
66 5
da
gg
. . .
−db
hh
da
XX
More precisely, (P, da) can be seen as a direct sum of k matrix factorzations, one for
each cycle in the band. This matrix factorization can be split as a direct sum of two sub-
factorizations, the one from the positive cycles and the one from the negative cycles. The
map db can be interpreted as a morphism between those two and M(g, 1) := (P, da + db)
is the cone of this map.
Proposition 5.4. Under the equivalence DZ2mf(Q) ∼= DZ2Gtl( Q) the matrix factorization
M(g, 1) corresponds to the object B(g, 1).
Proof. By construction the equivalence commutes with taking cones. Therefore, to find
an object equivalent to B(g, 1), we need to perform the cone construction on the matrix
factorizations of the arrows in the snake path p = p1 . . . pk in the mirror dimer according
to the morphisms p̂ipi+1.
The arrows of the snake path p in the mirror dimer do not form a path inQ but something
like this
. . . $$
g0

yy %%
g4

yy %%. . .
g1 g3 g5
. . .  
g2
OO
 
g6
OO
. . .
At the arrows pj = gi we have two morphisms leaving or arriving. At all other arrows
there is a morphism arriving and one leaving. To perform the cone operation we proceed
in two steps. First we do all the cones over morphisms p̂ipi+1 for which pi is not one of
the gj or p̂ipi+1 is contained in a positive cycle.
Repeated application of lemma 5.3 this shows that the cone after the first step is gives
(P, da). The remainder consist of morphisms between consecutive summands of (P, da)
which are of the form

vu

u &&
wv
((ℓ(vu)
−1
UU
−w
88
ℓ(wv)−1
hh .
These are precisely the components of db. 
Remark 5.5. If we have an invertible n × n-matrix α we can also construct a matrix
factorization for B(g, α):
M(g, α) := (P⊕n, d⊕na + d
α
b )
where dαb is equal to d
⊕n
b except for the two paths that go from vertex−1 and−2 to vertex
0 and 1. Those paths are tensored by α to ensure that the parallel transport around the cycle
equals α
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6. INTERMEZZO I: SPIDER GRAPHS AND RIBBON GRAPHS
Spider graphs and ribbon graphs are two combinatorial objects that occur as limit situ-
ations of surfaces.
A graph with legs Λ is a generalization of a graph where we allow edges that are only
connected on one side to a node and the other side goes to infinity. These edges are called
the legs or external edges, while the other edges are called the internal edges. We split the
set of edges as Λ1 = Λint1 ∪ Λext1 .
A graph with legs is called weighted if there is a map w : Λint1 → R>0. These weights
can be thought of as the lengths of the edges. The legs have infinite length, so they don’t
need weights. By gluing together line segments of the appropriate length, we can construct
a metric space |Λ| that is a realization of the graph.
6.1. Ribbon graphs. A graph with legs Γ becomes a ribbon graph [31] if we assign to
each node a cyclic order on the incoming edges. From a ribbon graph we can construct
a surface with boundary by substituting each node of valency n by an n-gon and each
edge by a strip. We glue the ends of the strips to the polygon of the node in the specified
cyclic order. The result is an oriented surface with boundary S˚(Γ) and there is a retraction
π : S˚(Γ)→ |Γ|, defined up to homotopy.
If Γ is a connected ribbon graph without legs we say that it is of type Σg,n if S˚(Γ) is a
surface with genus g and n boundary components.
Vice versa if Γ is any graph embedded in an orientable surface, we can give it the
structure of a ribbon graph by using the anticlockwise cyclic order on the surface in each
node. The space S˚(Γ) will be homeomorphic to a neighborhood of the graph in the surface.
Given a dimer quiver we can construct a ribbon graph in the following way. As a graph
it is dual to the quiver, so its nodes correspond to the cycles in Q2 and its edges correspond
to the arrows. We draw this graph on S˙(Q) by putting a node in each face and connecting
two node by an edge perpendicular to the corresponding arrow. Note that this graph is by
partite because the Q2 = Q+2 ∪Q
−
2 . We can also go in the opposite directing and construct
a dimer quiver from a bipartite ribbon graph without legs 1.
6.2. Spider graphs. A graph with legs becomes a spider graph if we assign to each node
v a genus gv, which is a nonnegative integer. The total genus of a spider graph is the sum
of the genera of the nodes plus the genus of the graph itself
g(Λ) =
∑
v∈Λ0
gv +#Λ
int
1 −#Λ0 + 1.
From a spider graph we can construct a surface by substituting each node of genus g and
valency n by a surface with genus g and n boundary components, substituting each edge
by a cylinder and gluing these surfaces and cylinders together along boundary components.
The resulting surface has the same genus as the spider graph and has a hole for each leg
of the spider graph. It is called the tubular surface and it comes with a projection map
π : S˙(Λ)→ Λ which is its boundary components correspond defined up to homotopy. We
say that Λ is of type Σg,n if S˙(Λ) is a surface with genus g and n holes.
We can also go in the opposite direction. Let S˙ be a surface of genus g and n holes. A
slicing Σ is a set of homotopically different nonintersecting curves on the surface which
includes the n simple curves that go around the holes. The spider graph ΛΣ has an edge
for each curve and a node for each connected component of the complement of the curves,
1This is the way how dimer models are often introduced in the literature
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except the n components that wrap around the holes. The genus of the node is the genus
of the corresponding connected component. It is clear from this construction that S˙(ΛΣ)
is isomorphic to S˙.
7. INTERMEZZO II: TROPICAL AND TORIC GEOMETRY
In this intermezzo we review some well-known facts from tropical geometry and toric
geometry and tie this to the notion of spider graphs. For more information on the former
we refer to [28], while for the latter we refer to [16].
7.1. Tropical curves. A tropical polynomial in two variables is an expression of the form
f = mini∈I{aiX+biY +ci}, where ai, bi, ci ∈ Z. The tropical curveTrop(f) is the set of
all point (X,Y ) ∈ R2 for which the map f : R2 → f(X,Y ) is not smooth, or equivalently
the points where the minimum is reached by at least two of the linear functions. In general
this set is a union of line segments and half lines.
To each tropical polynomial we can assign its Newton polygon NP(f) ⊂ R2. This is
the convex hull of the points (ai, bi). For each point (x, y) in the tropical curve we define
its support as the convex hull of all (ai, bi) for which f(x, y) = aix+biy+ci. If (x, y) lies
on an edge then supp(x, y) will be a line segment and if (x, y) is a node then supp(x, y)
will be a subpolygon ofP(f). The set of all supports will form a subdivision of the Newton
polygon F(f) = {supp(x, y)|(x, y) ∈ Trop(f)}.
From a tropical polynomial, we construct a spider graph Λ(f) by letting the line seg-
ments of Trop(f) be the internal edges and the half lines be the legs. We turn an edge into
a k-fold edge if there are k − 1 lattice points in the interior of the support in F(f). The
nodes of the spider graph are the endpoints of the line segments. We set the genus of a
node equal to the number of interior points in the support of the node.
We can also assign weights to all the internal edges that correspond to the affine lengths
of the line segments of the tropical curve. I.e. if e is an edge between the points (x1, y1)
and (x2, y2) then its affine length is equal to We := minn,m∈Z |(x1−x2)m+(y1− y2)n|.
In other words the vector that connects the two points is We times an elementary affine
line segment. Note that this makes sense because the vector always has a rational direction
because the coefficients ai, bi of the tropical polynomial are integers.
A tropical curve is called smooth if the subdivision F(f) is as fine as possible: it con-
sists of elementary triangles. For the spider graph this means that all nodes of the curve
are trivalent and have genus zero. Just as in complex geometry a generic tropical curve is
smooth.
7.2. Amoebae. Given a tropical polynomial we can consider a one parameter family of
ordinary polynomials ft :=
∑
i αit
ciXaiY bi where the αi ∈ C are some constants. For
generic αi and t this polynomial defines a smooth Riemann surface
St = {(x, y) ∈ (C
∗)2|ft(x, y) = 0}.
We can look at the image of the map Amt : St → R2 : (x, y) 7→ 1log |t| (log |x|, log |x|).
This image is called the amoeba of ft because it looks like a blob with holes and tentacles.
If we let t go to infinity the interior of the amoeba becomes thinner and thinner until we end
up with a graph. The main theorem in tropical geometry states that limt→∞ Amt = Tropf
[28].
If we fix a point p on the tropical curve and a small ǫ > 0 we can look at the preimage
of Amt ∩B(p, ǫ) for t >> 0. If p is on the inside of a k-fold edge of the tropical curve, this
preimage will be a disjoint union of k cylinders. If p is a node with valency v and genus
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g the preimage will be a surface of genus g with v punctures. Therefore St can be seen as
the tubular surface of Λ(f).
Lemma 7.1. Let f be a tropical polynomial and Λ(f) be its spider graph
(1) The genus of Λ(f) equals the number of internal lattice points of the Newton
polygon NP(f).
(2) The number of legs of Λ(f) equals the number of boundary lattice points of the
Newton polygon NP(f).
Proof. It is well known that if S ⊂ C∗ × C∗ is a smooth curve defined by a polynomial
with Newton polygon NP, then the genus of S is the number of internal lattice points and
number of punctures in S is the number of boundary lattice points. 
We end this section with an example. Below we give the Newton polygon, the tropical
curve and the spider graph for the tropical polynomial
f = max{2x, x+ y,−x+ y,−x+ 1,−y, 2x− y, y}
ft = X
2 +XY + tX−1Y + tX−1 + Y −1 +X2Y −1 + Y
10
7.3. Toric varieties. From a tropical curve f = mini∈I{aiX + biY + ci} we can also
construct a 3-dimensional toric variety Vf . The fan of this variety can be constructed by
taking a cone over the Newton polygon NP(f) and look at the subdivision of this cone
induced by the subdivision F(f).
Instead of using the fan we can also construct Vf as follows. First we define the 3d
polytopes PTf,r := {(x, y, z) ∈ R3|aix + biy + z ≥ −rci}. These polytopes are non-
compact because we can make z arbitrarily large. If we don’t specify r we assume it is
equal to 1: PTf := PTf,1.
We can partition PTf,r into subsets of points for which the same inequalities aix +
biy + z ≥ −rci are equalities. These subsets are called the faces. For each face σ we
define the support Iσ as the set of indices which give equalities.
Iσ := {i ∈ I|∀(x, y, z) ∈ σ : aix+ biy + z = −rci}.
For all r > 0 PTf,r has the same number of faces because PTf,r = rPTf,1. On the
other hand PLf,0 = limr→0 PTf,r so PLf,0 is a cone and its faces correspond to the
noncompact faces of PTf,1 because all other’s are shrunken to a point.
Because PTf is a 3-dimensional polytope there are 2, 1 and 0-dimensional faces. The
1-skeleton of the polytope is the union of all 1 and 0-dimensional faces. The polytope
projects onto the X,Y -plane and the image of the 1-skeleton of the polytope PTf is pre-
cisely the tropical curve Tropf .
Now consider the graded ring
Rf :=
∞⊕
r=0
C{XuY vZw|(u, v, w) ∈ PTf,r ∩ Z
3}.
The toric variety of f is defined as
Vf := ProjRf .
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It is a projective variety over the ring (Rf )0 = C[XuY vZw|aiu + biv + w ≥ 0]. The Z3
grading on Rf coming from the exponents of X,Y, Z gives rise to a C∗3-action on Vf and
this turns Vf into a toric variety.
The geometry of the polytope PTf and the variety Vf are closely related. Every k-
dimensional face σ will correspond to a torus orbit Oσ ⊂ Vf which consists of the points
for which the functions XuY vZw are nonzero if and only if (u, v, w) ∈ σ. Moreover, if
we restrict the action to the real torusU31 ⊂ C∗3, the quotientVf/U31 can be identified with
the polytope PTf such that each face of the polytope is the image of the corresponding
orbit. The identification Vf/U31 → PTf is however not unique: it depends on a moment
map and hence the choice of a symplectic structure on Vf .
If we look at the tropical curve Tropf , each node p will correspond to a torus fixed
point in Vf . All torus orbits that have this fixed point in its closure form an open subset
Up ⊂ Vf . This subset is also a toric variety corresponding to the tropical polynomial
containing only the terms in the support of p: fp = mini∈Ip{aiX + biY + ci}. The
tropical curve corresponding to fp is obtained by looking only at a neighborhood of p and
extending all edges to infinity. Finally, Vf is a smooth variety if and only if Trop(f) is a
smooth tropical curve.
Remark 7.2. We can also define tropical curves for which the coefficients ci are in Q
instead of Z. The curve St will still be uniquely defined for t ∈ R〉0 and we can define the
limit of the Amoeba-map for these t and observe that it is equal to the tropical curve.
On the other hand in the construction of toric variety, it is easy to see that if f =
mini∈I{aiX + biY + ci} and f ′ = mini∈I{aiX + biY + kci} where k ∈ N then ProjRf
and ProjRf ′ are related by a veronese map and hence isomorphic varieties, so it also makes
sense to define Vf for tropical polynomials with rational c-coefficients.
8. MODULI SPACES
One main direction of research in mirror symmetry is the idea that two mirror manifolds
M,M∨ should be connected by an SYZ-fibration. Loosely speaking this means that there
is a diagram
M
π
  ❆
❆❆
❆❆
❆❆
❆ M
′
π′
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
B
such that B is an n-dimensional space and the generic fibers of the projection maps π, π′
are n-dimensional Lagrangian tori. The space B is called the base and in general it is not
smooth but in many cases it has the structure of a tropical variety.
In our setting the base should be a tropical curve and on the A-side the fibers are circles.
On the B-side the mirror is a noncommutative Landau-Ginzburg model (J, ℓ) and the points
of M ′ should be interpreted as representations of the algebra J. These representations give
rise to matrix factorizations, so we get a moduli space of matrix factorizations. In this
section we will work out both sides in detail.
8.1. The A-model: quadratic differentials. Let S¯ be a compact smooth Riemann surface
of genus g and m1, . . . ,mn ∈ S¯ an ordered set of n distinct marked points. Removing
the marked points we get a punctured Riemann surface S˙ = S¯ \ {m1, . . . ,mn}. We will
assume that S˙ has at least 3 punctures, to ensure that S˙ is a Riemann surface with negative
curvature.
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A quadratic differential [33] on S˙ is a holomorphic section of the square of the canonical
bundle: Φ ∈ Γ(K⊗2
S¯
, S˙). In local coordinates we can write Φ = f(z)dz2 where f(z) is
only allowed to have poles at the marked points. If Φ is nonzero in a point p ∈ S˙ we can
find a holomorphic coordinate such that around p Φ = dw2 with w(p) = 0. In all other
points q ∈ S¯ we can write Φ = awkdw2 where k is the order of the zero/pole of f at q and
a is a constant. If k 6= −2 then we can choose a = 1 but if k = −2 we cannot get rid of
the coeficient a by base change. The coefficient a is called the residue.
A tangent vector v ∈ TpS˙ is called horizontal if Φ(v) ≥ 0. Note that in general Φ(v) is
a complex number, so in a generic point p this condition singles out a one-dimensional real
subspace in TpS˙. This means that Φ defines a foliation on S˙, which we call the horizontal
foliation. Generically, a leave of the foliation can either be a closed curve or a curve that
connects two punctures. There are also special leaves: the zeros of Φ and the leaves that
have a zero of Φ in their limit.
In the neighborhood of a regular point p the horizontal leaves are all parallel: they look
like the horizontal lines in the w-complex plane. If p is a zero of order k > 0 the picture
of the trajectories has a symmetry of order k + 2 because a base change w = ζw′ with
ζk+2 = 1 will leave the differential invariant. The local picture of horizontal leaves looks
like this:
• • • •
k = 0 k = 1 k = −2, a > 0 k = −2, a < 0
In a zero of order k there are k + 2 special leaves and all other leaves bend away from the
zero. If we look at poles, the most interesting case is Φ = adw
2
w2 . If a is a positive real
number the leaves will be rays emanating from the pole. If a is negative the leaves will be
circles around the poles and if a is complex they will be spirals around the poles. Poles of
other orders will always have leaves that emanate from the pole.
The special leaves form a graph SG(Φ) on the surface S, which has internal edges
corresponding to trajectories between two zeros and external edges corresponding to tra-
jectories between a zero and a pole. The complement of the graph consists of connected
components that contain parallel trajectories. In each component all trajectories are iso-
topic and we have two possibilities: the leaves are open curves or the leaves are circles.
We call these components strips and cylinders.
Each strip can be assigned a width. To do this we define lengths for any curve γ
ℓ(γ) =
∫ 1
0
√
|Φ(
dγ
dt
)|dt (∗)
The width of the strip is the minimal length of a curve that crosses it. The cylinders can be
given a width and a circumference, which is the length of a leaf. Note that cylinders can
have an infinite width, if they wrap around one of the punctures. This is not possible for
the strips.
The leaf space of the foliation LH(Φ) can be seen as a weighted graph with legs. Its
nodes correspond to the connected components of SG(Φ) and the strips and cylinders are
the edges. The weigths are the widths of the strips and cylinders. We will now look at two
special cases: when there are only strips and when there are only cylinders. The former is
called the ribbon case, while the latter is called the spider case.
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• In the ribbon case the leaves in each strip correspond to an isotopy class of a curve
that connects two punctures. If we draw one of the leaves in each strip and we get
a graph on the surface S¯ that splits the surface into polygons.
The leaf space can be identified with the dual graph of this split and hence it
has the structure of a ribbon graph. We can assign weights to this ribbon graph by
assigning the widths of a strips to its edge. Note that there are no external edges.
• In the spider case each cylinder corresponds to an isotopy class of closed curves.
The leaf space has a structure of a spider graph, where the number of legs equals
the number of punctures. To each node we can also assign a genus, which is the
genus of a small neighborhood of its the connected component in SG(Φ) ⊂ S.
Finally we can also give weights to the edges which correspond to the widths of
the cylinders.
If we are in the spider case the differential is called a Jenkins-Strebel differential and
if the corresponding spider graph has just one node then the differential is called a Strebel
differential. In the latter case there is just one cylinder for every puncture. Note that a
Jenkins-Strebel differential can only have poles of order 2 with a negative residue. A clas-
sical result by Strebel [33] tells us that if S is a Riemann surface with punctures p1, . . . , pn
and we specify residues a1, . . . , an < 0 then there is a unique Strebel differential on S
with these residues.
This result can be generalized as follows.
Theorem 8.1 (Liu). [27] Let Λ be a weighted spider graph with n legs and fix an n-tuple
(ai) ∈ R>0.
For each complex structure on S˙(Λ) there is a unique Jenkins-Strebel differential Φ
such that LH(Φ) andΛ are isomorphic as weighted spider graphs and the maps projection
maps π : S˙(Λ)→ LH(Φ) and π : S˙(Λ)→ Λ are homotopic.
This theorem implies that we can use Jenkins-Strebel differentials with a fixed weighted
spider graph to paramatrize the space of complex structures on S, i.e. Teichmuller space.
Theorem 8.2. Let Γ be a weighted ribbon graph of type Σg,n, let Λ be a weighted spider
graph of the same type, and choose an identification S := S˙(Λ) = S˙(Γ).
There exists a unique Jenkins-Strebel differential Φ on S such that
(1) Λ ∼= LH(Φ) and S → LH(Φ) is homotopic to S˙(Λ)→ Λ,
(2) Γ ∼= LH(−Φ) and S → LH(−Φ) is homotopic to S˚(Γ)→ Γ.
Proof. Draw the dual graph of the ribbon graph on S. For each edge a in the ribbon
graph, let a⊥ be the edge of the dual graph. Choose an orientation for a⊥ and look at the
projection π : S˙(Λ) → Λ. This gives a sequence of edges of Λ starting with a leg and
ending with a leg. For each edge e in the sequence we cut out a strip [0, we] × [0, wa]i
equipped with the differential dz2. Now we glue all these strips together as follows.
Each node of the ribbon graph corresponds to a polygon in the dual graph bounded by
dual edges. Under π : S˙(Λ) → Λ this factors through a tree that is immersed in Λ. The
preimage of each edge e of the tree is bounded by two dual edges a⊥, b⊥ and we glue
Every dual edge a⊥ with an image under π that runs through a node of the tree, is
mapped to two edges e1, e2 incident with that node. We glue [0, we1 ] × [0, wa]i and
[0, we2 ] × [0, wb]i together along the common edge. In each node of valency k, 2k strips
come together forming an angle of 2k × π2 = kπ. We identify each node with a zero
zk−2(dz)2. In this way we get a quadratic differential on each polygon for which the dual
edges are vertical leaves. If we glue all these polygons together we get the required Φ.
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From the construction it is clear that any Jenkins-Strebel differential with the properties
above must have the same strip decomposition, so it is unique. 
Remark 8.3. General quadratic differentials appear in the theory of stability conditions
as initial data to construct Bridgeland stability conditions for Fukaya categories. This has
been studied by Bridgeland an Smith for 3-dimensional Fukaya categories in [7] and by
Haiden et al. for topological Fukaya categories of surfaces [18]. On the other hand, we are
interested in the link between Strebel quadratic differentials and King (i.e. GIT) stability
[25] conditions as they are more suited to the construction of moduli spaces.
8.2. The B-model: representations of the Jacobi algebra.
8.2.1. Moduli spaces of representations. In this section we fix a consistent dimer on a
torus Q and following [8, 20, 5] we will look at the space of representations of its Jacobi
algebra J = J(Q) for the fixed dimension vector α : Q0 → N that maps every vertex to
one. These are the k-algebra morphisms ρ : J→ Matn(C) where k = C#Q0 is identified
with subalgebra in J generated by the vertices and the subalgebra of diagonal matrices in
Matn(C).
The space of these representations will be denoted by rep(J, α) and is in fact an affine
scheme. We can present its ring of coordinates as
C[rep(J, α)] = C[xa|a ∈ Q1]/〈
∏
b∈r+a
xb −
∏
b∈r−a
xb|a ∈ Qa〉.
because a representation maps each arrow a to a scalar xa times the elementary matrix
Eh(a)t(a). A representation is called a torus representation if these scalars are nonzero for
every arrow. The torus representations form an open set of rep(J, α) and its closure is a
component trep(J, α) ⊂ rep(J, α) called the scheme of all toric representations. One can
prove [8] that a representation ρ is toric if the set of zero arrows {a|ρ((a) = 0} is a union
of perfect matchings.
On trep(J, α) there is an action of GLα := k∗ = C∗#Q0 by conjugation. The orbits
of this action classify the isomorphism classes of representations of J, so if we want to
construct a moduli space toric of representations we need to construct a GIT-quotient [25].
We start with a map θ : Q0 → Z, which can also be seen as a character GLα → C∗ :
g 7→ gθ :=
∏
v∈Q0
gθvv . From this datum we construct a graded ring of semi-invariants
Semiθ(J, α) :=
∞⊕
i=0
{φ ∈ C[trep(J, α)] : φ(xg) = gnθφ(x)}
The proj of this ring Mθ(J, α) := Proj Semiθ(J, α) is called the moduli space of θ-
semistable toric representations.
A representation ρ is called θ-semistable if there is a nontrivial f ∈ Semiθ(J, α) with
f(ρ) 6= 0. One can prove that from a representation theoretic point of view this means
that θ · α =
∑
v∈Q0
αvθv = 0 and that it has no proper subrepresentations with dimension
vector β such that β · θ < 0. An α-dimensional semistable representation ρ is called θ-
stable if it has no proper subrepresentations with dimension vector β such that β · θ ≤ 0,
and it is called θ-polystable if it is the direct sum of stable representations. A character is
called generic if β · θ 6= 0 for all dimension vectors β < α. For generic θ the three notions
of stability coincide. For θ = 0 stable is the same as simple, polystable is the same as
semisimple and every representation is semistable.
It is well known [25] that Mθ(J, α) is the categorical quotient of the space of all
semistable representations by the GLα-action. The closed orbits are the orbits of polystable
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representations and the points of Mθ(J, α) correspond to the isomorphism classes of θ-
polystable representations in trep(J, α). Note that θ ·α has to be zero otherwise the moduli
space Mθ(J, α) is empty.
The structure of this toric variety for generic θ has been studied in [20, 29], but we are
interested in a slightly different approach that can be found in [5]. Instead of starting with
a character we start with a weigth function on the arrows W : Q1 → Z and associate to it
a character
θW : Q0 → Z : v 7→
∑
h(a)=v
Wa −
∑
t(a)=v
Wa.
Because every Wa appears twice with opposite sign we have that θW ·α = 0. Furthermore
if Q is connected, any θ for which θ · α = 0 is equal to a θW for an appropriateW .
Fix a vertex v ∈ Q0 and 3 cyclic paths x, y, z : v ← v in Q such that x, y span the
homology of the torus and z is a cycle in Q2. These 3 paths correspond to GLα-invariant
functions and one can show that all rationalGLα-invariant functions are generated by these.
Similarly all rational θW -semi-invariants are the product of u =
∏
xWaa and an invariant.
By [8] one can check whether an expression uxiyjzk is polynomial by checking whether
degP ux
iyjzk ≥ 0 for all perfect matchings.
If we define the tropical polynomial
fW := min
P∈PM(Q)
(degP x)X + (degP y)Y +
∑
a∈P
Wa.
where P runs over all perfect matchings of Q, then uxiyjzk is polynomial if and only if
(i, j, k) ∈ PTf .
Theorem 8.4. [5] If Q is consistent then the normalization of the moduli spaceMθW can
be identified with VfW .
Remark 8.5. Again everything makes sense for rational weight W functions, because the
conditions of being (semi,poly)-stable are the same for θW and λθW if λ is any positive
scalar.
To describe the torus orbits in MθW , we have to look a bit closer at fW . The Newton
polygon of fW is the same as the matching polygon of Q. Perfect matchings that are on
the same lattice point in the matching polygon generate terms (degP x)X + (degP y)Y +∑
a∈P Wa that differ only by a constant and hence only the one with the lowest constant∑
a∈P Wa will contribute to the function fW .
Definition 8.6. A perfect matchingP is semistable if (degP x)X+(degP y)Y+
∑
a∈PWa
defines a face of PTf . It is called stable if no other perfect matching defines the same face.
Lemma 8.7. A perfect matching P is (semi)stable if and only if the representations
ρP(a) =
{
0 a ∈ P
1 a 6∈ P
is θW -(semi)stable.
Proof. The representation ρP is semistable if and only if there is a θW semi-invariant
s = uxiyjzk that is nonzero for ρ. This semi-invariant must sit on the face defined by P
because if degP s > 0 then s(ρ) = 0.
If ρP is semistable then it cannot be polystable because the complement of the perfect
matching is connected. Therefore there must be a polystable representation ρ in the closure
of the GLα-orbit of ρP . The set of zero arrows of this representation is the union of at least
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2 perfect matchings P and P ′. Because the invariants of ρP and ρ are the same P ′ must
define the same face of PTf . 
Definition 8.8. We say that W is
• generic if all semistable toric representations are stable.
• nondegenerate if all semistable perfect matchings are stable.
If W is nondegenerate every 2d-torus orbit corresponds precisely to one perfect match-
ing and all representations in the orbit are stable. This means that the nonstable locus of
MθW has dimension at most 1. The generic condition is stronger than the nondegenerate
condition because in the latter case the nonstable locus is empty. An example of a nonde-
generate W that is not generic is W = 0 because one can show that the simple locus of
M0α has dimension at most 1 [4].
8.2.2. Matrix factorizations from representations. Given an algebra B one can construct
its category of singularities. This is the Verdier quotient of its derived category by the sub-
category of perfect complexes, which are the bounded complexes of projective modules:
SingB :=
DbModB
PerfB
If B is the quotient of an algebra A with finite global dimension by a central element
ℓ then Buchweitz [9] showed that taking the cokernel cok d01 of a matrix factorization
(P, d) ∈ MFZ/2Z(A, ℓ) and viewing it as a B-module, induces an equivalence between the
category of matrix factorizations and the category of singularities of B.
If we go back to the representation theory of the Jacobi algebra, we see that every
representation ρ : J→ Matn(C) that maps the central element ℓ to zero, can be considered
as an element in SingJ/〈ℓ〉 ∼= MF(J, ℓ).
Suppose ρ ∈ trep(J, α) and ρ(ℓ) = 0. Because ℓ is a sum of cycles in Q2 there must
be at least one arrow a in each cycle of Q2 for which ρ(a) = 0. This means that there is a
perfect matching P such that a ∈ P =⇒ ρ(a) = 0.
This perfect matching defines a grading on J and ρ can be seen as a graded representa-
tion of J concentrated in degree 0 because it factors through J/J>0. The matrix factoriza-
tion corresponding to ρ will also be graded and hence by the result by Haiden, Katzarkov
and Kontsevich [18] it will correspond to a direct sum of string and band objects. We will
now determine an explicit decomposition of this.
The idea is quite simple: we draw curves in the neighborhood of each arrow in the
following way and connect the dotted curves.
1
1
Q : ρ(a) = 0
1
1
Q : ρ(a) 6= 0 Q: ρ(a) = 0 Q: ρ(a) 6= 0
The resulting curves are the bands. Note that some of these curves can be contractible in
S˙( Q). If this is the case this curve will not determine a band, so we omit it. The decorations
of the bands is the product of all ρ(a)±1 along which the curve passes multiplied by a sign
(−1)l where 2l is the number of faces through which the band passes. The exponent of
ρ(a) is −1 if the band goes in the same direction as the arrow and +1 if it goes opposite.
We denote this collection of decorated bands by Bρ.
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Theorem 8.9. If Q is consistent and ρ ∈ rep(J(Q), α) is a representation that is zero for
the perfect matching P then the objectBρ ∈ Tw Z2Gtl Q) is isomorphic to ρ ∈ SingJ/〈ℓ〉
under the standard identification
Tw Z2Gtl( Q)
∼= Tw Z2mf(Q) ⊂ H MF(J, ℓ)
∼= SingJ/〈ℓ〉.
Proof. First of all ρ does not contain any string objects because HomSing J/〈ℓ〉(ρ, ρ) is finite
while the endomorphism ring of a string object is always infinite.
To determine the band objects we will look at the hom spaces between ρ and certain
test objects. If we determine the dimensions of these spaces we can single out the unique
combination of bands that has the same hom spaces. The test object we consider are the
objects Ma corresponding to the arrows.
Note that for a given band object g = (g0, . . . , g2k−1) and an n×n Jordan matrix λ, the
dimension of Hom•(B(g, λ),Ma) is equal to n times the number of arrows gi that are equal
to a. Each matching arrow contributes a morphism of even degree if i = 0 mod 4 and
of odd degree if i = 2 mod 4. This can easily be seen in the A-model because B(g, λ)
represents curves that runs through the center of these arrows.
In SingJ/〈ℓ〉 the object Ma corresponds to the periodic complex
M¯a : Ph(a)
a
← Pt(a)
ℓa−1
← Ph(a)
a
← Pt(a)
ℓa−1
← . . .
Where Pv stands for the projective module vJ. Using the fact that Hom(Pv, S) = Cαv = C
we see that Hom•Sing (M¯a, ρ) is the homology of the complex
C
ρ(a)
→ C
ρ(ℓa−1)
→ C
ρ(a)
→ C
ρ(ℓa−1)
→ . . .
This complex only has nontrivial homology if ρ(a) = ρ(ℓa−1) = 0 and in that case
ExtiJ/〈ℓ〉(Ph(a)/〈a〉, S) = C.
This implies that the object ρ only contains band objects that run through arrows that are
zero for ρ. Furthermore all decorations must be 1-dimensional.
To determine the precise bands, note that B(g, λ) is a band object that occurs in the
decomposition of ρ or ρ[1] if and only if the dimension of the space
Hom0(B(g, κ), ρ)
will jump by one if κ is equal to λ compared to when κ 6= λ.
If we go to the matrix factorization B(g, κ) we can calculate Homi(B(g, κ), ρ) by cal-
culating the homology of the complex
. . . ii
0
uu ρ(db) 0 ii
0
3 ii
0
))ρ(db) uu ρ(db) 4 ii
0
7))
ρ(db) uu ρ(db)jj
0
. . .
. . . '&%$ !"#−2**
0
55
−ρ(db)
ii
−ρ(db)
1))
0
2))
0
55
−ρ(db)
ii
−ρ(db)
5))
0
. . .44
−ρ(db)
))
0
where we changed every vertex to the vector space C because the dimension vector is
(1, . . . , 1), reversed all arrows and substituted them by their values for ρ.
If g = (g1, . . . , g2k−1) is a band for which all the arrows gi evaluate to zero, the ho-
mology of the complex reduced to that of db, which splits in an upper and a lower part.
If one of the arrows in the upper row is zero, the db-complex becomes contractible, so no
jump can take place. If all arrows in the upper row are nonzero, we can form an element in
the homology by chosing a number β0 in vertex 0, −ρ(p2)−1ρ(p1)β0 in vertex 4 (where
p1 and p2 are the paths that connect vertices 1 and 4 with 3). Proceeding like this all
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the way around the upper row, it is clear we get an element in the homology if and only if
(−1)l
∏
(ρ(pi))
±1λ = 1 where 2l is the number of faces of the band. Therefore dimension
of the hom-space jumps if the decoration is equal to (−1)l∏ ρ(pi)∓1.
The same can be said about the lower band but in that case the homology element that
corresponds to the identity will sit in degree one instead of degree zero. From this we can
conclude that the bands that occur are precisely those for which the upper row only consists
of nonzero arrows. We can draw these bands in Q by drawing two half circle paths through
each zero arrow and two parallel lines along each nonzero arrow. Because the mirror dimer
Qis twisted around each arrow, the two half circles become a cross. 
Remark 8.10. One can extend this result for representation with a dimension smaller than
α. To do this we need to remove the half circles that run around vertices with dimension
zero in the Q-quiver.
1
0
0
1
0
0
8.2.3. The mirror dimer and the spider graph. To construct a moduli space of matrix fac-
torizations of (J, ℓ), we can look at a moduli space of the form Mθ(J, α) and restrict to
those representations that give a nonzero matrix factorization.
To find the matrix factorizations, we have to look at Mθ(J/〈ℓ〉, α) inside Mθ(J, α).
Because ℓ is zero as soon as one arrow in each cycle of Q2 is zero, these are the repre-
sentation that are zero on at least one perfect matching. However if ρ is zero for only one
perfect matching, the construction in the previous paragraph only results in contractible
curves that each run in two neighboring faces. This tells us that the matrix factorization is
zero.
Q:
 //

oo
~~  

OO
 //oo 
OO
We will now restrict to the case where θ = θW for a weight function W : Q1 → Z that is
nondegenerate. In this case each two-dimensional orbit of Mθ(J, α) is the zero locus of
precisely one perfect matching. The one-dimensional orbits will be the zero locus of two
perfect matchings and the zero-dimensional orbits of more than two perfect matchings.
Therefore the representations that give nonzero matrix factorizations correspond to union
of the zero- and one-dimensional orbits. We denote this union by
Msingθ (J, α) ⊂Mθ(J, α).
Lemma 8.11. SupposeQ is consistent. Let ρ = ρP1∪P2 be a representation that is zero for
two perfect matchingsP1,P2 located on lattice pointsnP1 , nP2 and let k be the elementary
length of the line segment between nP1 and nP2 (i.e. the line segment contains k+1 lattice
points).
(1) The representation ρ splits as a direct sum of k indecomposable representations
ρ1 ⊕ · · · ⊕ ρk.
(2) Each matrix factorization Mρi corresponds to the direct sum of a band and its
opposite
(3) All the bands of the Mρi are (anti)parallel in Q.
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Proof. Because there are at most two arrows zero in every face the bands look like
(a1, f1, a2, f2, a3, . . . , an, fn),
where ai ∈ P1 if i is odd and ai ∈ P2 if i is even. Also if a band is present then also its
opposite is present. Moreover two bands must either be parallel or antiparallel in because
an intersection would result in at least three zero arrows in a face.
The vector nP1 −nP2 = (degPM1 x− degPM2 x, degPM1 y− degPM2 y, 0) measures
the intersection number of parallel bands with x and y so the homology class of the parallel
bands is
(− degPM1 y + degPM2 y, degPM1 x− degPM2 x).
If gcd(− degPM1 y+degPM2 y, degPM1 x−degPM2 x) = k this means that the homology
class is that of k simple curves so there must be k parallel bands and k antiparallel bands,
so ρ decomposes as a sum of 2k indecomposable objects that are pairwise each other’s
shift.
On the torus S¯(Q) the bands split the surface in k cylinders and all arrows crossing
the bands are 0, so ρ is the direct sum of k subrepresentations, one supported on each
cylinder. Each of these representations is indecomposable as a representation. If it were
not indecomposableMρi would split in more than 2 indecomposable matrix factorizations.

Each k-fold edge of Trop(fW ) corresponds to a one-parameter orbit of polystable rep-
resentations that decompose into k summands. This implies that there is a correspondence
between the edges of the spider graph Λ(fW ) and the number of bands that occur in the
matrix factorizations of the one-dimensional torus orbit. Each of these bands corresponds
to an unoriented curve in S˙( Q). To make a moduli space that parametrizes these summands
we can take the fibered product
MmfθW :=M
sing
θW
(J, α)×TropfW
Λ(fW )
This moduli space has k 1-parameter family of each indecomposable summand and comes
with a natural projection MmfθW → Λ(fW ). Note that in the generic case every polystable
representation is stable and hence indecomposable, so MmfθW =M
sing
θW
(J, α).
From theorem 3.3 and lemma 7.1 we know that the S˙( Q) and S˙(Λ(fW )) are surfaces
with the same genus and same number of punctures. Therefore it is a natural question
to ask whether we can draw the dimer quiver Qon S˙(Λ(fW )) such that the bands of the
matrix factorizations correspond to simple curves that wrap around the edges of Λ(fW ).
This is indeed possible. We will first show this for generic W and then extend the result to
nondegenerateW .
First we need to determine how the projection of each arrow onto the spider graph must
look. Because an arrow connects two punctures, its projection will be a sequence of edges,
starting with a leg and ending in a leg. Which edges are needed can be determined by the
subdivision of the Newton Polygon NP(fW ).
For any subpath p of a cycle in Q2 we can mark all lattice points that contain an arrow
of p and look at the subcomplex Cp consisting of all edges and triangles that contain only
marked lattice points.
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Ca Cr+a
Lemma 8.12. Let p be as subpath of a cycle in Q2. If Q is consistent and θ = θW generic
then the subcomplex Cp is contractible.
Proof. If θ is generic then Ishii and Ueda proved [20] that Mθ(J, α) is derived equivalent
to J. They did this by constructing a tilting bundle on Mθ(J, α). Pick a base vertex w and
let p be a path from w→ v. Then define
Lw→v := L(
∑
P
degP(p)DP)
where the sum is taken over all stable perfect matchings and DP is the toric divisor corre-
sponding to the lattice point of P . This line bundle does not depend on the choice of path
between w and v, only on the choice of the vertices.
For each vertex w the sum
⊕v∈Q0Lw→v
is a tilting bundle, so we have that
Ext>0(Lw→w,Lw→v) = H
>0(Lw→v) = 0
for all v, w ∈ Q0.
Clearly the arrow a is a path from t(a) to h(a) so
Lt(a)→h(a) = L(
∑
P
degP(a)DP).
must have vanishing higher cohomology. From toric geometry [16] we know that the
higher homology of Lt(a)→h(a) comes from the homology of the subfan marked by the
divisors. IfCp is not contractible this homology will be nonzero and⊕v∈Q0Lt(a)→v cannot
be a tilting bundle. Similarly Cr+a is also contractible because the higher cohomology of
Lh(a)→t(a) vanishes. 
For every arrow the subcomplexes Ca and Cr+a together contain all lattice points and
are both contractible, therefore we can draw a single curve through the Newton polygon
that separates both complexes. This curve linea can be seen as a sequence of edges in the
dual graph, which is the spider graph.
Consider a face a1 . . . ak in Q2 and look at the edges in the spider graph. Every lattice
point in the Newton polygon correspond to one stable perfect matching and hence is con-
tained in precisely one of the Cai . Each edge is either dual to an edge in one of the Cai
or it is dual to an edge that connects two lattice points that are in two different Cai . The
latter edges form a tree tree(c) in the spider graph. Indeed if tree(c) contains a cycle then
there is at least one lattice point inside the cycle. This lattice point must be contained in
one of the Ca and hence the full Ca is contained inside this cycle, but then Cr+a cannot be
contractible.
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Because tree(c) is embedded in the plane as a subgraph of the tropical curve, we can
also consider a small closed neighborhood Uc of tree(c) in the plane. Topologically, this
neigborhood is homeomorphic to a k-gon with the corners removed and there is a map
retrc : Uc → Trop(fW ) that maps this polygon onto the tree tree(c).
In a positive cycle the Cai will sit next to each other in an anticlockwise way, while
for a negative cycle they will follow in a clockwise way. This is because the legs of linea
correspond to the zig ray and the zag ray in Q. If ab sits in a positive cycle the zig ray of a
is equal to the zag ray of b, while it is the other way round if ab sits in a negative cycle.
Therefore the ends of the lines match up like the edges of the polygons do in Q, and we
can glue the trees together to obtain a surface that is homeomorphic to S˙( Q). Gluing all
the maps retrc together we get a map retr : S˙( Q) → Trop(fw). If θ is generic we can
identify Trop(fw) with Λ(fW ).
This means we have identified S˙( Q) and S˙(Λ(fW )) so we can translate theorem 8.2 to
this setting.
Theorem 8.13. Let Q be a consistent quiver and consider a generic weight function W :
Q1 → Z and a map B : Q1 → R>0. There exists a unique Strebel differential Φ on S˙( Q)
such that
(1) the horizontal strips correspond to the arrows a ∈ Q1 and have width Ba,
(2) the vertical cylinders correspond to the bands that occur as summands in decom-
position of the matrix factorizations of the θW -stable one-dimensional orbits in
MθW (J, α). They have a width equal to the affine length of the corresponding
edge in Trop(fL).
In other words, we have a diagram
S˙( Q)
π
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆
MmfθW
π′
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
Λ(fW ) = LH(Φ)
such that π−1π′(ρ) is a curve that represents the bands in Mρ.
Proof. We have an identification S˙( Q) = S˙(ΛfW ) so we can apply theorem 8.2 to Λ =
ΛfW and Γ = Q⊥. To identify the bands with the cylinders, let x be a point on an edge e
of Trop(fW ). The inverse image π−1(x) will in each polygon consist of a line connecting
2 arrows a, b with lines linea, lineb that contain e. If e is dual to the edge that connects the
perfect matchings P1 and P2 then a and b will each be contained in one of these perfect
matchings. Therefore the total inverse image will be a curve that runs along the band
representing ρP1∪P2 . 
Remark 8.14. One can generalize this statement to the case of nondegenerate weights as
well. The idea is to approximate the nondegenerate weight W by generic ones W ′ (using
rational weight functions). If we chose W ′ close enough to W , the only thing that can
happen is that a θW ′ -stable perfect are θW -unstable but not the other way round. This
means that in limit the cycles corresponding to the θW -unstable perfect matchings will
shrink and disappear in the tropical curve. There is a continuous map from TropfW ′ →
TropfW . The image of the curve linea ⊂ TropfW ′ will still be a line in TropfW that
separates the lattice points of stable matchings containing a from those not containing a.
The image of the tree tree(c) will also be a tree in TropfW . This means we can still apply
the same procedure to map S˙( Q) to Trop(fW ).
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The only difference now is that the inverse image of a point on a k-fold edge will now
consist of k circles. Therefore we can factorize the map
S˙( Q) //
##●
●●
●●
●●
●●
Trop(fW )
Λ(fW )
99ssssssssss
and we have found and identification of S˙( Q) with S˙(Λ(fW )).
9. GLUING AND LOCALIZING
The Fukaya category of a punctured surface can be constructed by gluing smaller Fukaya
categories together. There are several ways to make this precise: see for instance [13] and
[32]. In this section we will use a method that combines naturally with the theory of sta-
bility conditions and discuss how this can be interpreted in the A- and the B-model.
Our starting point is again a consistent dimer on a torus Q and its mirror dimer Q. On
Q we consider a nondegenerate stability condition θ = θW and on S˙( Q) we consider a
quadratic Jenkins-Strebel differential Φ for which the horizontal leaf space is LH(Φ) =
Λ(fW ) and the vertical leaves are the arrows of the quiver.
9.1. The A-model: restriction functors. Each point p of the spider graph LH(Φ) corre-
sponds to a new punctured surface with a Strebel differential on it. This surface can be
obtained by taking the inverse image of a small open neighborhood Up ⊂ LH(Φ). If p is
an internal point of an edge this surface is a cylinder and if p is a node of the spider graph
it is a surface with a genus that is equal to the genus of the node and a number of holes,
that is equal to the valence of the node.
The restriction of the quadratic differential gives a quadratic differential on this surface.
We can extend the surface and the differential by gluing infinite cylinders to the holes.
These cylinders are of the form (R+R>0iℓZ ,−dz
2) where the circumference ℓ is equal to the
circumference of the corresponding tube. In this way we get a new punctured surface with
a Strebel differential: (S˙p,Φp)
• • Up . . .
. .
.
. . .
S˙p
If p is a point of an internal edge we have that (Sp,Φp) ∼= (C∗,−adz
2
z2 ) for some a ∈ R>0.
For all points in the edge e this pair is the same, so we denote it by (S˙e,Φe).
If p is a node, the vertical leaves of (S˙p,Φp) correspond to arrows for which the image
under π : S˙( Q)→ Λ(fW ) passes through p. In fact we can see Sp as the punctured surface
of a new dimer Qp. The arrows of the dimer Qp are in one to one correspondence to the
arrows passing through p under π. If a1 . . . ak is a face Q±2 , we construct an analogous face
for Qp by removing the arrows that do not pass through p. If none of the arrows remain we
omit the face.
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Each arrow a in Qcorresponds to an idempotent ea in Gtl( Q) and each nonzero path
β in Gtl( Q) winds around one of the punctures of S˙( Q). There is a natural algebra mor-
phismsF : Gtl( Q)→ Gtl( Qp) that maps ea to the corresponding idempotent in Gtl( Qp)
if a intersects Sp and zero otherwise. The image of a path β is nonzero if it winds around
a tube that is also present in Sp and zero otherwise.
This algebra morphism can be extended to an A∞-morphism. Let k > 1 and suppose
that ρ1, . . . , ρk are nonzero angle paths in Gtl( Q) and
F1 h(ρ1) ∈ Qp1 but h(ρi) 6∈ Qp1 if i > 1,
F2 t(ρk) ∈ Qp1 but t(ρi) 6∈ Qp1 if i < k.
F3 ρiρi+1 = 0 for 1 < i < k − 1,
We define
F(ρ1, . . . , ρk) = (−1)
|ρ|ρ
If the path ρ1 . . . ρk in S˙( Q) is homotopic to the angle path ρ in S˙( Qp) ∼= Up ⊂ S˙( Q). all
other F -products of paths are zero.
Lemma 9.1. F is an A∞-morphism.
Proof. First note that by conditions F1 and F2, given a sequence of angle paths ρ1, . . . , ρk
in Gtl Qthere is at most one expression of the form
µ(F(ρ1, . . . , ρi1), . . . ,F(ρil+1 , . . . , ρk))
that is nonzero. This is the expression obtained by cutting the ρ-sequence in bits such that
the cuts occur at all the heads h(ρi) that are in Qp1.
This means that the left hand side of the A∞-morphism identity [23]∑
l,i1,...,il
±µ(F(ρ1, . . . , ρi1), . . . ,F(ρil+1 , . . . , ρk))
=
∑
r<s
±F(ρ1, . . . , ρr, µ(ρr+1, . . . , ρs), ρs+1, . . . , ρk)
has at most one term. If that term is nonzero then either the term comes from a µ2 or from
a higher order µ. In the first case this term is µ2(F(. . . , ρi1),F(ρi1+1), . . . )) and we have
one nonzero term on the right hand side:
F(. . . , µ2(ρi1 , ρi1+1), . . . ).
In the second case, set ρ˜ = µ(F(ρ1, . . . , ρi1), . . . ,F(ρil+1 , . . . , ρk)). By lemma 4.2 the
angle path ρ˜ in Qp is either trivial or a subpath of F(ρ1, . . . , ρi1) or F(ρil+1 , . . . , ρk).
If ρ˜ is trivial then h(ρ1) = t(ρk) = µ(ρ1, . . . , ρk) and the RHS has one nonzero term
F(µ(ρ1, . . . , ρk)).
If ρ˜ is a subpath of F(ρ1, . . . , ρi1) then t(ρ˜) is an arrow a that enters the contractible
region bounded by the arrows h(ρ1), . . . , t(ρk). The arrow will end in a puncture and will
cut one of the angles ρi in 2: ρi = αβ with h(β) = a.
ρ1
ρ2
ρ3
ρ4
ρ5 ρ6 ρ7
ρ8
ρ9a
F
F
Fβ
α
µ
=
ρ1
ρ2
ρ3
ρ4
ρ5 ρ6 ρ7
ρ8
ρ9a
µ
β
α
F
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Therefore µ(ρi, . . . , ρk) = α and F(ρ1, . . . , ρi−1, µ(ρi, . . . , ρk)) is nonzero. It is the
only nonzero term on the RHS because of lemma 4.2. The case when ρ˜ is a subpath of
F(ρil+1 , . . . , ρk) is similar. So we can conclude that if the LHS is nonzero, the RHS has
one nonzero term, which is equal to the LHS because it is an angle path with the same
homotopy.
Now let’s have a closer look at the right hand side. We distinguish the following cases.
C1 If one of the ρi is an idempotent then the right hand side has two terms with a
µ2 that give a possibly nonzero contribution. These two terms have opposite sign
and hence they cancel out. All other terms have the idempotent in a higher µ or
F -term and hence by F3 and the definition of µ they are zero. Similarly the left
hand side is zero.
C2 If ρiρi+1 is nonzero and neither ρi nor ρi+1 is an idempotent then the only terms
on the right hand side that are nonzero must contain a µ2(ρi, ρi+1) or a higher µ
that either contains ρi or ρi+1 but not both (again by lemma 4.2).
We distinguish two subcases.
C2.1 If h(ρi+1) ∈ Qp1 then only the µ2-term on the right hand side can be nonzero
because of F1 and F2. If this term is indeed nonzero, F1 and F2 also imply
that h(ρj) 6∈ Qp1 for j 6= i+ 1. On the left hand side this means that the
possibly nonzero term is of the form µ2(F(ρ1, . . . , ρi),F(ρi+1, . . . , ρk)) and
by lemma 4.2 it is equal to the RHS.
C2.2 If a = h(ρi+1) 6∈ Qp1 then h(ρi+1) must correspond to an arrow that can
be drawn completely inside the polygon spanned by the arrows h(ρj). This
arrow must connect two corners of the polygon: one corresponding to the
puncture around which ρi+1 winds and another one around which ρj winds.
If j > i+ 1 then term F(. . . , µ(ρi+1, . . . , ρj) . . . ) cancels the term with µ2
and if j < i then the term F(. . . , µ(ρj , . . . , ρi+1) . . . ) does this. The other
terms on the RHS are zero. The left hand side is zero because the split has
only one term (and µ1 = 0).
ρ1
ρ2
ρ3
ρ4
ρ5 ρ6 ρ7
ρ8
ρ9
µ2
a
F
−
ρ1
ρ2
ρ3
ρ4
ρ5 ρ6 ρ7
ρ8
ρ9
µ
F
C3 If there is a higher µ-term µ(ρi, . . . , ρj) that is nonzero on the RHS then
C3.1 If i = 1 and j = k then no other term on the RHS can be nonzero and the
term on the LHS corresponds to the same contractible disk.
C3.2 If i > 1, j < k then β = µ(ρi, . . . , ρj) must be a nontrivial angle path.
Therefore it must be a subpath of either ρi or ρj . If it is a subpath of ρi = βγ
then ρjρj+1 6= 0, so we are in C2. Similarly if ρj = αβ we can show that
ρi−1ρi 6= 0.
C3.3 If i > 1 and j = k we can apply the same reasoning as C3.2 but not when
ρj = αβ. In that case all consecutive product ρiρi+1 are zero. This implies
that we can group them into subsequences for which F(ρu, . . . , ρv) 6= 0 and
because of lemma 4.2 applied in Qp, there is a nonzero term on the LHS.
C3.4 If i = 1 and j < k we can apply the same reasoning as C3.3.
This shows that if the RHS has a nonzero term then either there is another RHS term that
cancels it or the LHS has a nonzero term. 
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By going to the twisted completion, the A∞-morphism gives rise to an A∞-functor
wfuk(S˙)→ wfuk(S˙p).
What does this functor do geometrically? If at curves that can be drawn inside π−1(Up) it
is clear that the corresponding band object will be mapped to a band object with the same
curve. From this point of view it is clear that this functor is a special case of the restriction
functors constructed by Dyckerhoff in [13] and Pascaleff and Sibilla in [32].
All the categories we get out of these restriction maps can be glued together to obtain
the original Fukaya category. For each edge e between nodes n1, n2 we have a diagram
wfukSn1 → wfukSp ← wfukSn2 ,
which all together make a big diagram of A∞-categories. We can consider this diagram as
a diagram inside the category dgcatZ2 , which is the category of Z2-graded dg-categories
localized by the quasi-equivalences. In this category we can take the colimit, which is
known as the homotopy colimit.
Theorem 9.2 (Dyckerhoff[12],Pascaleff-Sibilla[32]). There is an equivalence between the
homotopy colimit of
∪e∈Λ1(fW )wfukSn1 → wfukSp ← wfukSn2 ,
and the Fukaya category wfukS.
9.2. The B-model: matrix factorizations and sheaves. Given a consistent dimer Q and
a nondegenerate stability condition θ = θW we can look at the representation space Mθ .
Each point in this space corresponds to a semistable representation ρ and we can look at
the universal localization
Jρ := J〈a
−1|ρ(a) 6= 0〉.
Because Q is consistent, by theorem 4.7 this algebra can be seen as a subalgebra of
Ĵ := Matn(C[X
±1, Y ±1, Z±1]).
The representation classes σ ∈ Mθ such that ρ(a) 6= 0 =⇒ σ(a) 6= 0 form an open
subsetUρ ⊂Mθ and following [2] this space can be seen asM0(Jρ). This means thatMθ
can be covered by a sheaf of algebras, such that each affine open part is a representation
space of semistable representations of a new stabilitity condition.
In general these algebras can be quite complicated but in the case of a nondegenerate
stability condition they have nice properties.
Theorem 9.3. If θW is a nondegenerate stability condition then all Jρ are 3-Calabi-Yau
algebras with center C[Uρ], which implies that Mθ can be covered with a sheaf of Calabi
Yau algebras.
• If ρ sits in a 2-dimensional torus orbit then Jρ is Morita equivalent to
C[C∗ × C∗ × C].
• If ρ sits in a 1-dimensional torus orbit corresponding to an edge with length k
then Jρ is Morita equivalent to C[C∗]× C[X,Y ] ⋆ Zk, where gXg−1 = ζX and
gY g−1 = ζ−1Y for a kth root of unity ζ.
• If ρ sits in a 0-dimensional torus orbit then Jρ is Morita equivalent to the Jacobi
algebra of a consistent dimerQρ with a matching polygon equal to the subpolygon
associated to Uρ.
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Proof. We say that two vertices in Q are equivalent if there is a path p between them with
ρ(p) 6= 0. In Jρ these paths have inverses and therefore if we chose one vertex vi for
every equivalence class and take the sum w =
∑
i vi we see that Jρ is Morita equivalent to
wJρw.
• If ρ is in a 2-dimensional torus orbit then the nondegeneracy of θ implies that
there is precisely one perfect matching P on which ρ is zero. Because Q \ P is
connected all vertices are in the same equivalence class. This implies that Jρ is
Morita equivalent to vJρv ∼= C[Uρ] which is Calabi-Yau-3 because Uρ = C∗ ×
C∗ × C.
• If ρ is in a 1-dimensional torus orbit then the nondegeneracy of θ implies that there
are precisely two perfect matchings P1,P2 on which ρ is zero. We can draw the
curves according to ρP1∪P2 on the surface S¯(Q). These curves split the torus into
strips and all vertices in the same strip are equivalent, because there is a weak path
that goes around along the strip. This weak path gives rise to a central element f .
There are 3 important types of generators in wJρw. Arrows xi that connect
two strips from the left to the right, arrows yi that connect two strips from the
right to the left and the central elements f, f−1. Two arrows connecting the same
strips in the same direction are equivalent because viewed from fixed vertices they
correspond to weak paths with the same homology class.
f → ''
xi

xx &&
xi

xx ''. . .
f → kk 88
yi
OO
ff 88
yi
OO
. . .gg
.
.
.

xi

ZZ
f <<


yi
XX
f <<
.
.
.
]]
The quiver is the double of the extended dynkin quiver A˜n with relations xiyi =
yi+1xi+1, and a loop in each vertex corresponding to f . The algebra wJρw is the
preprojective algebra tensored with C[f, f−1]. Because the first factor is CY2 [3]
and the second CY1 the whole is CY3.
• If ρ is zero dimensional then there are at least 3 perfect matchings which are zero
for ρ. These perfect matchings, P1, . . . ,Pk lie on different points in the matching
polygon, so there is no nontrivial weak path that has zero degree for all these
perfect matchings. Therefore the vertices in an equivalence class and the invertible
arrows connecting them form a contractible subset on the torus.
If we contract all the invertible arrows we end up with a quiver on a surface. By
lemma 4.10, the algebra wJρw is in fact the path algebra of this new quiver where
two paths are identified if they have the same homology and Pi-degree. We do not
need all arrows of this quiver to generate the whole algebra. If a is contracted to a
contractible loop then this path will be equivalent to any cycle in Q2 starting in the
same vertex. Therefore we can remove loops and we denote the remaining quiver
Qρ.
The mirror of Qρ is the dimer Qp where p is the point in the spider graph cor-
responding to ρ. Indeed a is an arrow that passes through p under the projection
S˙( Q)→ Trop(fW ) if and only if p is on the boundary between the perfect match-
ings that contain p and those that do not. If a does not pass through p then either
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a 6∈ P1 ∪ · · · ∪ Pk or a ∈ P1 ∩ · · · ∩ Pk. In the former case we contracted a to
obtain Qρ and in the latter cases we removed it because it was a contractible loop.
A dimer Q is well-ordered if the cyclic order in which the zigzag cycles meet
any positive cycle is the same as the cyclic order of their homology classes. This
property was introduced by Gulotta in [17] and Ishii and Ueda proved that a dimer
is well-ordered if and only if it is zigzag-consistent [21].
We will now show that Qρ is well-ordered and hence consistent. The image
of a positive or negative cycle in Q2 under π Qis a tree because these cycles are
contractible. Two arrows of Qp that follow each other in the cyclic order of the
cycle enter and leave the node p via the same edge in the spider graph. This
implies zigzag paths in Qρ consist of all arrows entering/leaving the node via the
same edge. These are the arrows of the garland corresponding to that edge. Hence
there is a one to one correspondence between bands coming from edges connected
to p and zigzag paths in Qρ.
If we look at a face in Q+red2 we see that the zigzag paths that are incident with
that face, meet that face in the arrows that enter and leave the neighborhood of p
by the edge corresponding to that zigzag path. Moreover the homology class of
the zigzag path in Q+red2 is the same as the direction of this edge. Therefore the
cyclic order of the zigzag paths around the cycle is the same as the cyclic order of
the homology classes of the zigzag paths.
Now we show that the matching polygon of Qρ is the subpolygon associated
to Uρ. The perfect matchings P1, . . . ,Pk of Q give positive gradings on Jρ and
hence also on wJρw. Therefore they induce perfect matchings on Qρ. Vice versa
if P is a perfect matching on Qρ, we get a positive grading on wJρw, which we
can extend to a positive grading Jρ by giving the paths we contracted degree zero.
This grading gives a perfect matching supported by ρ.
Finally because Qρ is consistent the Jacobi algebra is the path algebra of Qρ
where two paths are identified if they have the same homotopy class and the same
degree for at least one perfect matching. As every perfect matching on Qρ gives a
perfect matching on Q we see that wJρw is isomorphic to J(Qρ)

Remark 9.4. The operation Q→ Qρ can be performed for every collection of arrows, for
which the underlying subgraph is a union of trees. It is in general not true that the resulting
reduced quiver is consistent if the original dimer is. Certain special subsets of arrows for
which this is the case have been studied by Ishii and Ueda in [20]. The result above gives
a different way to generate such subsets of arrows.
The embedding J ⊂ Jρ gives a functor −⊗ Jρ : MF(J, ℓ)→ MF(Jρ, ℓ) that maps (P, d)
to (P ⊗J Jρ, d). Because Jρ is Morita-equivalent to J(Qρ), the category MF(Jρ, ℓ) will be
equivalent to MF(J(Qρ), ℓ). The shortening lemma implies that Ma is mapped to zero if
ρ(a) 6= 0. It is also easy to check that if ρ(a) = 0 thenMa is mapped to M ′a, where a′ is the
arrow corresponding to a in Qρ. Furthermore if Ma⊗Jρ =Ma′ , Mb⊗Jρ =Mb′ and there
is a nonzero morphismMa →Mb, the tensored version will also give a nonzero morphism
in MF(Jρ, ℓ) and MF(J(Qρ), ℓ). This implies that the F0 and F1 part of the functor we
constructed on the A-side is the same as the tensor functor restricted to DZ2mf(Q). Hence,
they give isomorphic A∞-functors and just like in the A-model we have a diagram of
functors for which the homotopy colimit is equivalent to DZ2mf(Q).
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10. AN EXAMPLE
Consider the following dimer Q with weight function W : Q1 → Z such that Wa = 1
if a ∈ {1, 4, 6, 16} and Wa = 0 otherwise. The corresponding stability condition θW has
7 stable perfect matchings.
1
11
6
2
3
4
5
7 7
8 8
9
9
10
10
12
13
14
15
16
1
1
2
34 4
5 5
55
6
6
7
8
Stable perfect matchings:
(1) {9, 6, 4, 14}
(2) {8, 2, 4, 16}
(3) {8, 2, 13, 12}
(4) {5, 15, 13, 10}
(5) {3, 15, 11, 7}
(6) {1, 6, 11, 7}
(7) {9, 15, 13, 14}
The matching polygon is a hexagon and it is subdivided in three quadrangles. The
numbers of the lattice points in the hexagons correspond to the stable perfect matchings.
The dual spider graph has 3 nodes, two with genus zero and one with genus one because
the square has an internal lattice point.
1
2 3
4
56
7 1
Every arrow gives rise to a connected subset of the subdivision of the matching polygon
which is supported on the lattice points of the stable perfect matchings that contain this
arrow. The boundary of this subset corresponds to a line in the spider graph.
1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16
To find the dimers corresponding to the three nodes of the spider graph, we need to
contract the arrows of which the line does not run through that node. For the upper left
node these are {1, 3, 5, 7, 10, 11}, for the lower left node {2, 5, 8, 10, 12, 16} and for the
right node {1, 4, 12, 16}. This gives us the following reduced dimers. The 2-cycles that
can be removed are drawn in light grey.
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1 7,
9,
11
,1
4
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11
,1
4
6,1
5
34
13
2
5 5
55
3
11
,13
2
12
,1
5
5
7 7
8 8
9
9
10
10
14
1
1
34 4
5 5
55
If an arrow a is part of a 2-cycle ab, the path that runs in the same direction but on the
other side of the arrow b has the same homotopy class and Pi-degree as a and must hence
be equal to a. Therefore we can remove 2-cycles from the dimer quiver without changing
the Jacobi algebra. We have drawn these 2-cycles in grey. After removing the 2-cycles, the
first two dimer quivers can be recognized as the conifold quiver (up to a Dehn twist of the
torus), while the third is the dimer for local P2, which is in agreement with the shapes of
the polygons in the subdivision.
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