WikiSQL is the task of mapping a natural language question to a SQL query given a table from a Wikipedia article. We first show that learning highly contextand table-aware word representations is arguably the most important consideration for achieving a high accuracy in the task. We explore three variants of BERT-based architecture and our best model outperforms the previous state of the art by 8.2% and 2.5% in logical form and execution accuracy, respectively. We provide a detailed analysis of the models to guide how word contextualization can be utilized in a such semantic parsing task. We then argue that this score is near the upper bound in WikiSQL, where we observe that the most of the evaluation errors are due to wrong annotations. We also measure human accuracy on a portion of the dataset and show that our model exceeds the human performance, at least by 1.4% execution accuracy.
Introduction
Semantic parsing is the task of translating natural language utterances to (often machineexecutable) formal meaning representations. By helping non-experts to interact with everincreasing databases, the task has many important potential applications in real life such as question answering (Guo et al., 2018) and navigation control (Gupta et al., 2018) via speechbased smart devices.
Despite the importance of the task, semantic parsing datasets have suffered from the lack of full (logical form) annotations, which often need many expert-hours to directly obtain them. Zhong et al. (2017) recently introduced WikiSQL as one of the first large-scale semantic parsing datasets, with 80,654 pairs of questions and the corresponding humanverified SQL queries. The massive dataset has attracted much attention in the community and witnessed a significant progress through taskspecific end-to-end neural models (Xu et al., 2017) .
On the other side of natural language processing community, we have also observed a rapid advancement in contextualized word representations (Peters et al., 2018; Devlin et al., 2018) , which proved to be extremeley effective for most language tasks that deal with unstructured text data. However, it has not been clear yet whether the word contextualization is also similarly effective when structured data such as tables in WikiSQL are involved.
In this paper, we discuss our approach on WikiSQL with BERT (Devlin et al., 2018) as the backbone and provide a comprehensive analysis of the dataset using our model. In particular, we propose table-aware BERT encoder (Section 3) and three different modules on top of the encoder for the task-specific part (Section 4), in the order of increasing complexity: SHALLOW-LAYER, DECODER-LAYER, and NL2SQL-LAYER. We show that even a minimal module (SHALLOW-LAYER) outperforms the previous best model, but we also see a better and a more robust performance with a dense module (NL2SQL-LAYER), achieving 83.6% logical form accuracy and 89.6% execution accuracy on WikiSQL test set, outperforming the previous best model by 8.2% and 2.5%, respectively. We furthermore argue that these scores are near the upper bound in WikiSQL, where we observe that most of the evaluation errors are due to wrong annotations by humans. In fact, according to our turked statistics on an approximately 10% sample of WikiSQL dataset, our model's score exceeds human performance at least by 1.4% in execution accuracy.
Our key contributions are summarized as follows:
• We verify that word contextualization is also crucial for language tasks with structured data. Our proposed BERT-based table-aware encoder and task-specific modules outperform the previous best model in WikiSQL.
• We show that our models effectively achieve the upper bound of the accuracy on WikiSQL task. We back this argument by performing a detailed error analysis and human performance evaluation.
Our source code is publicly available at https://github.com/naver/sqlova.
Related Work
WikiSQL is a large semantic parsing dataset consisting of 80,654 natural language utterances and corresponding SQL annotations on 24,241 tables extracted from Wikipedia (Zhong et al., 2017) . The task is to build the model that generates SQL query for given natural language question on single table and table headers without using contents of the table. Some examples, using the table from WikiSQL, are shown in Table. 1. The large size of the dataset has enabled adopting deep neural techniques for the task and drew much attention in the community recently. Although early studies on neural semantic parsers have started without syntax specific constraints on output space (Dong and Lapata, 2016; Jia and Liang, 2016; Iyer et al., 2017) , many state-of-the-arts results on WikiSQL have achieved by constraining the output space with the SQL syntax. The initial model proposed by (Zhong et al., 2017) independently generates the two components of the target SQL query, select-clause and whereclause which outperforms the vanilla sequenceto-sequence baseline model proposed by the same authors. SQLNet (Xu et al., 2017 ) further simplifies the generation task by introducing a sequence-to-set model in which only where condition value is generated by the sequenceto-sequence model, hence making the model insensitive to the order of the SQL conditions. TypeSQL (Yu et al., 2018 ) also employs a sequence-to-set structure but with an additional "type" information of natural language tokens. Coarse2Fine (Dong and Lapata, 2018) first generates rough intermediate output, and then refines the results by decoding full where-clauses. Similarly to our NL2SQL-LAYER, the final table-aware contextual representation of the question is generated with bi-LSTM with attention. Our model however differs in that many layers of selfattentions (Vaswani et al., 2017; Devlin et al., 2018) are employed with a single concatenated input of question and table headers. Pointer-SQL (Wang et al., 2017) proposes a sequenceto-sequence model that uses an attention-based copying mechanism and a value-based loss function. Annotated Seq2seq (Wang et al., 2018b ) utilizes a sequence-to-sequence model after automatic annotation of input natural language. MQAN (McCann et al., 2018) suggests a multitask question answering network that jointly learns multiple natural language processing tasks using various attention mechanisms. Execution guided decoding is suggested in ref. (Wang et al., 2018a) , in which nonexecutable (partial) SQL queries candidates are removed from output candidates during decoding step. IncSQL (Shi et al., 2018) proposes a sequence-to-action parsing approach that uses incremental slot filling mechanism with feasible actions from a pre-defined inventory.
3 Table- 
aware BERT Encoder
Although pretrained word representations on a large (unlabeled) language corpus, such as GloVe (Pennington et al., 2014) , have shown promising results in WikiSQL (Dong and Lapata, 2018; Xu et al., 2017; Zhong et al., 2017; Shi et al., 2018; Yu et al., 2018; Xiong and Sun, 2018; Wang et al., 2017 Wang et al., , 2018b Yin and Neubig, 2018) , recently developed contextualized word representations such as ELMO (Peters et al., 2018) and BERT (Devlin et al., 2018) show superior performances in many NLP tasks. Here, we extend BERT (Devlin et al., 2018) for encoding the natural language query together with the headers of the entire table. We use [SEP] to separate between the query and the headers. That is, each query input T n,1 . . . T n,L (L is the number of query words) is encoded as following: Table- where T h j ,k is the k-th token of the j-th (Vaswani et al., 2017) are used in SHALLOW-LAYER and DECODER-LAYER whereas the output of final two Transformer blocks are concatenated and used in NL2SQL-LAYER.
Model
In this section, we describe the details of three proposed modules on top of the tableaware BERT encoder: SHALLOW-LAYER, DECODER-LAYER, and NL2SQL-LAYER.
SHALLOW-LAYER
SHALLOW-LAYER does not contain trainable parameters but controls the flow of information during fine-tuning of BERT via loss function. Compared to other types of encoders, SHALLOW-LAYER has a merit of simplicity in use.
In a typical sequence generation model, the output is not explicitly constrained by any syntax, which is highly suboptimal for formal language generation. Hence, following (Xu et al., 2017) , SHALLOW-LAYER uses syntaxguided sketch, where the generation model consists of six modules, namely selectcolumn, select-aggregation, where-number, where-column, where-operator, and where-value (Fig. 2) . Before describing what each part is responsible for, we first introduce our notations: H [CLS] stands for the output of [CLS] token from table-aware BERT encoder, H n,i for the output of T n,i , and H h,i for the output of T h i ,1 . All three real vectors belong to R d where d is the hidden dimension of the BERT encoder (for example, d = 1024 
The model scheme of SHALLOW-LAYER. Each circle represents the single element of the output vector from table-aware BERT-encoder. The role of each elements in SQL query generation is indicated by black squares. For example, the probability of the word "the" to be the start token of where-value of 1st header is calculated by using 1st element of H the vector together with 1st elements of all H vectors of question words. (B) The scheme DECODER-LAYER. LSTM-docoder of pointer network (Vinyals et al., 2015) generates the sequence of pointers to augmented inputs which include SQL vocabulary, start, end, question words, and header tokens. Generated pointer squences are interpreted by Pointer-to-SQL module which generates final SQL queries. (C) The scheme of the information flow in NL2SQL-LAYER (SQLOVA). The outputs from table-aware BERT encoder are encoded again by LSTM-q (question encoder) and LSTM-h (header encoder). In each module, column attention (Xu et al., 2017 ) is employed.
µ-th element of the vector H. W stands for affine transformation. To make the equation uncluttered, same W is used to denote any affine transformation. Also, we represent the conditional probability for given question and table-schema p(·|Q, table-schema) as p(·).
select-column finds the column in select clause from given natural language utterance as follow.
p sc (col i ) is the probability of generating i-th header in select clause.
select-aggregation finds the aggregation operator for the given select column. For example, if i-th header is generated in select clause,
The probability of generating aggregation operator is calculated by feeding s sa to softmax function.
where-number predicts the number of where conditions in SQL queries.
The probability of generating µ number of where conditions are calculated via softmax function.
where-column calculates the probability of generating each columns for given natural language utterance.
p wc stands for the probability that col i is generated in where clause. where-operator finds most probable operators for given where column among three possible choices (>, =, <). For example for i-th column,
The probability of generating each operator for given column i is calculated by feeding s wo (·|col i ) to softmax function.
where-value finds which tokens of a natural language utterance correspond to condition values for given where columns. The probability of k-th token of the question is selected as start index of where value for given µ-th column (col µ ) is calculated as follow.
Whereas the probability of the end index is
100 is selected as the maximum number of headers of tables is 44 in WikiSQL. The scheme of the model is shown in Fig. 2A ).
DECODER-LAYER
DECODER-LAYER contains LSTM decoders adopted from pointer network (Vinyals et al., 2015; Zhong et al., 2017) (Fig. 2B ) with following special features. Instead of generating entire header tokens, we only generate first token of each header and interpret them as entire header tokens during inference stage using Point-to-SQL module (Fig. 2B) . Similarly, the model generates only the pointers to startand end-where-value tokens omitting intermediate points. Decoding process can be expressed as following equations which use the attention mechanism.
(8) P t−1 stands for the one-hot vector (pointer) at time t − 1, h t−1 and c t−1 are hidden-and cellvectors of LSTM decoder, d is the hidden dimension of BERT, H i is the BERT output of i-th token, and p t (i) is the probability observing i-th token at time t.
NL2SQL-LAYER (SQLOVA)
Compared to SHALLOW-LAYER and DECODER-LAYER, NL2SQL-LAYER contains both encoders and decoders treating the output of table-aware BERT encoder as word-embedding vectors. Like SHALLOW-LAYER, a syntax-guided sketch is adopted and generates SQL query using six separate modules. The resulting model structure resembles SQLNet (Xu et al., 2017 ) with following differences. Unlike (Xu et al., 2017) , our modules do not share parameters. Instead of using pointer network for inferring the where condition values, we train for inferring the start and the end positions of the utterance, following (Dong and Lapata, 2018) . Furthermore, the inference of start and end tokens in where-value module depend on both selected where-column and whereoperators while the inference relies on where-columns only in (Xu et al., 2017) . Another small difference is that when combining two vectors containing the information about question and headers respectively, a concatenation is used instead of an addition. The scheme of the model is shown in Fig. 2C and the details can be checked from the source code (https://github.com/naver/sqlova).
Execution-guided decoding.
In decoding (SQL query generation) stage, non-executable (partial) SQL queries are excluded from the output candidates following the strategy suggested in (Wang et al., 2018a) . In select clause, (select column, aggregation operator) pairs are excluded when the string-type columns are paired with numerical aggregation operators such as MAX, MIN, SUM, or AVG. The pair with highest joint probability are selected from remaining pairs. In where clause decoding, the executability of each (where column, operator, value) pair is tested by checking the answer returned by the partial SQL query select agg(col s ) where col w op val. Here, col s is the predicted select-column, agg is the predicted aggregation operator, col w is one of the where-column candidates, op is where operator, and val stands for the where condition value. If the query returns an empty answer, it is also excluded from the candidates. The final output of where clause is determined by selecting the output maximizing the joint probability estimated from the output of where-number, wherecolumn, where-operator, and wherevalue modules.
Experiment
Pre-trained BERT models (BERT-LargeUncased 1 ) are loaded and fine-tuned with ADAM optimizer with learning rate 10 −5 whereas the sequence-to-SQL module of NL2SQL-LAYER(SQLOVA) and the decoder in DECODER-LAYER are trained with 10 −3 learning rate with β 1 = 0.9, β 2 = 0.999. Batch size is set to 32. To find word vectors, natural language utterance is first tokenized by using Standford CoreNLP (Manning et al., 2014) . Each token is further tokenized (into subword level) by WordPiece tokenizer (Devlin et al., 2018; Wu et al., 2016) . The headers of the tables and SQL vocabulary in DECODERLAYERare tokenized by WordPiece tokenizer directly. The PyTorch version of BERT code 2 is used for word embedding and part of the code in NL2SQL-LAYER is influenced by the original SQLNet source code 3 . All computations were done on NAVER Smart Machine Learning (NSML) platform (Sung et al., 2017; Kim et al., 2018) .
Accuracy measurement
The logical form (LX) and the execution accuracy (X) on dev set (consisting of 8,421 queries) and test set (consisting of 15,878 queries) of WikiSQL of several models are shown in Table 2 . The execution accuracy is measured by evaluating on the answer returned by 'executing' the query on the SQL database. The order of where conditions is ignored in measuring logical form accuracy in our models. The top rows in Table. 2 show models without execution guidance, and the bottom rows show models augmented with execution-guided decoding (EG). All of our models outperform previous baselines by a large margins. For non-EG scenario, SHALLOW-LAYER shows +5.5% LF and +3.1% X, DECODER-LAYER shows +4.4% LF and +1.8% X, and NL2SQL-LAYER shows +5.3% LF and +2.5% X. For EG case, SHALLOW-LAYER shows +6.4% LF and +0.4% X, DECODER-LAYER shows +7.8% LF and +2.5% X, and NL2SQL-LAYER shows +8.2% LF and +2.5% X.
Interestingly, the performance between our models is SHALLOW-LAYER NL2SQL-LAYER > DECODER-LAYER whereas with execution guidance it becomes, NL2SQL-LAYER DECODER-LAYER > SHALLOW-LAYER leading us to call NL2SQL-LAYER as SQLOVA together with table-aware BERT encoder due to its overall superiority.
Accuracy of each module
To understand the performance of SHALLOW-LAYER and NL2SQL-LAYER in detail, the logical form accuracy of each sub-module was calculated and shown in Table. 3. All submodules show 95% in accuracy except select-aggregation module. Further investigation of the origin of the low accuracy reveals that our model effectively achieves the upper bound of WikiSQL task as described in Section 6.
Ablation study
To understand the importance of each part of the NL2SQL-LAYER, we performed ablation study (Table. 4 ). The results show that in NL2SQL-LAYER, table-aware encoding (without fine-tuning) contributes to overall accuracy by 4.1% (dev) and 3.9% (test) (3rd and 4th rows) which is similar to the results observed in ref. (Dong and Lapata, 2018) where the 3.1% increases observed. This may indicate that approximately 1% contribution is from the use of pre-trained BERT without fine-tuning instead of the GloVe as an word-embedding module. But unlike GloVe, where fine tuning increases only a few percent in accuracy of sub-module (Xu et al., 2017) , fine-tuning of BERT increases the accuracy by 11.7% (dev) and 12.2% (test) which may be attributed to the use of many-layers of self-attentions (Vaswani et al., 2017) . Use of BERT-Base decreases the accuracy by 1.3% on both dev and test set compared to BERT-Large cases.
Analysis

Error Analysis on the WikiSQL Dataset
There are 1,533 mismatches in logical form between the ground-truth and the predictions from SQLOVA in WikiSQL dev set consisting of 8,421 examples. To investigate the origin of the mismatches, 100 samples were randomly selected from 1,533 examples and analyzed manually. Interestingly, 30 out of 100 examples are not answerable under WikiSQL task. We categorize 30 unanswerable examples into two main types:
• Type I. Questions are not answerable with given information (questions and table headers). For example, fourth sample of the Table. 6 in Appendix (QID-3050) shows table contents are required.
Other representative examples are QID-1986, and QID-261.
• Type II. Questions are generated from incorrectly retrieved tables. For example, QID-3328 shows incorrect header names making answering question is impossible.
Further analysis over remaining 70 answerable examples shows that there are 51 incorrect logical forms in ground truth (e.g. QID-5611, 2159). Interestingly, among 51 examples, 44 logical forms are correctly predicted by SQLOVA indicating that the actual performance of proposed models could be higher than the accuracies shown in Table 2 . This also may imply that most of training examples in WikiSQL have correct ground truth for the proper training of models. The results are summarized in Table 5 . 100 samples are presented in Table 6 in Appendix with the type of errors. The results led us to conjecture 90% accuracy could be the near upper bound in WikiSQL task for answerable and non errorneous questions when table-contents are not available.
Some of the errors in WikiSQL dataset could be introduced while paraphrasing queries generated automatically from the templates (Zhong et al., 2017) . As questions were generated without considering the table contents, paraphrasing could change the meanings of queries especially when the quantitative answer is required. For example, QID-40 in Table. 6 is related to an "year" and the ground truth SQL query includes unnecessary COUNT aggregation operators. 
Human performance
The human performance on WikiSQL dataset has not been measured despite of its popularity. Here, we provide the approximate human performance by collecting answers from 246 different crowdworkers through Amazon Mechanical Turk over 1,533 randomly sampled data from the WikiSQL test set composed of 15,878 samples. During the evaluation, crowdworkers were asked either to find value(s) or to compute a value using the given table for given questions, as in the same condition for models to measure execution accuracy in the WikiSQL task. The execution accuracy of crowdworkers on this randomly sampled data is 88.2% (Table 2).
Even though only the parts of the WikiSQL test set were used for the performance evaluation, 1,533 samples are enough to approximate the human performance which can be shown by assuming that the probability of having correct answer for each question from human (q) is independent and identically distributed. For example, if q ∼ 0.9, the mean number of correct answers (µ) is 1, 380 with standard deviation σ ∼ 12 as it follows binomial distribution. Thus, the expected fluctuation in execution accuracy is ∼ 0.8% in this case. For 0.75 ≤ q ≤ 0.95, the fluctuation in accuracy is less than 1.1%.
Errors made by crowds were similar to models. Mismatch of target columns, condition columns, etc. One notable mistake by humans was ambiguity of natural language that was not considered in models. For example, when NL is asking a target column value with more than two conditions, certain portion of crowdworkers showed tendency to choose a target column value with one condition because multiple conditions were written with "and", and it is often considered as the meaning of "or" in real life.
Precision-Recall-Based Performance Measure
The accuracy metric in Table. 2 of WikiSQL task treats predicting no answers as giving incorrect answers. However, the ability to not generate answer when the model is not confident about the prediction is an another important evaluation metric in practice. Here, we consider the output probability of generating SQL query of the models as the confidence score and consider the question is unanswerable when the score is low. With this setting, we performed a precision-recall-based analysis with following four categorization of the results:
• True positive (TP): correct answer with high confidence
• False negative (FN): correct answer with low confidence
• False positive (FP): incorrect answer with high confidence
• True negative (TN): incorrect answer with low confidence
The precision-recall curve and its area under curve value of the proposed model are shown in Fig. 3 . The result shows that SQLOVA assign low probability to wrong predictions. The calculated precision is higher than 95% with 80% recall. 
Conclusion
In this paper, we demonstrate the effectiveness of table-aware word contextualization on a popular semantic parsing task, WikiSQL. We propose BERT-based table-aware encoder and three task-specific modules with different model complexity on top of the encoder, namely SHALLOW-LAYER, DECODER-LAYER, and NL2SQL-LAYER. We show that even the simplest module, SHALLOW-LAYER, can outperform the previous best model, but a sufficiently dense module, NL2SQL-LAYER, gives the best result across several different settings. We hope our detailed exploration of the models provides an insight on how word contextualization can be considered in other semantic parsing tasks as well. We further show that our models effectively achieve the upper bound of accuracy in WikiSQL task by performing detailed error analysis together with human-performance evaluation. 
A Appendix
A.1 100 Examples in the WikiSQL Dataset Table 6 : The dataset examples from WikiSQL dev set used in Section. 6. 100 samples were randomly selected from 1,533 mismatches between the ground-truth and the predictions of SQLOVA. QID denotes an index of the question among 8,421 wikiSQL dev set data. There are three types of queries: natural language queries (NL), ground truth SQL queries (SQL (T)), predicted SQL queries (SQL (P)). Other fields indicate ground truth answer (ANS (T)), predicted answer (ANS (P)), and a type of error (ERROR). , "1997", "1998", "1999", "2000", "2001", "2002", "2003", "2004", "2005", "2006", "2007 "1997", "1998", "1999", "2000", "2001", "2002", "2003", "2004", "2005", "2006", "2007 TBL "Rank", "Nation", "Gold", "Silver", "Bronze", "Total" 
