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Аннотация.
В работе строятся асимптотические формулы для решений гармонического осциллятора с ин-
тегральным возмущением при стремлении независимой переменной к бесконечности. Особенно-
стью рассматриваемого интегрального возмущения является колебательно убывающий характер
его ядра. Предполагается, что интегральное ядро является вырожденным. Данное обстоятельство
позволяет свести исходное интегро-дифференциальное уравнение к системе обыкновенных диф-
ференциальных уравнений. При построении асимптотических формул для базисных решений по-
лученной системы обыкновенных дифференциальных уравнений используется специальный метод
асимптотического интегрирования линейных динамических систем с колебательно убывающими
коэффициентами. В результате серии специальных преобразований система обыкновенных диф-
ференциальных уравнений приводится к так называемому L-диагональному виду. Асимптотика
фундаментальной матрицы L-диагональной системы может быть построена с помощью класси-
ческой теоремы Н. Левинсона. Полученные асимптотические формулы позволяют выявить так
называемые резонансные частоты, т. е. частоты колебательной составляющей ядра, при которых у
исходного интегро-дифференциального уравнения имеются неограниченные решения. Как оказы-
вается, эти частоты несколько отличаются от резонансных частот в адиабатическом осцилляторе
с синусоидальной колебательной составляющей убывающего во времени возмущения.
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Постановка задачи
Уравнение возмущенного гармонического осциллятора
d2x
dt2
+ x+ q(t)x = 0, (1)
где функция q(t) мала в некотором смысле при t → ∞, называют обычно адиаба-
тическим осциллятором. Пример уравнения (1) доставляет адиабатический осцил-
лятор с функцией
q(t) =
a
tρ
sinλt, a, λ 6= 0, ρ > 0, (2)
где a, λ — вещественные числа. Известно (см. [2, 7, 9, 10, 14, 15]), что если (λ = ±2)
и (ρ ≤ 1) или (λ = ±1) и (ρ ≤ 1/2), уравнение (1) с функцией q(t) вида (2) имеет
неограниченные решения при любых значениях параметра a 6= 0. В этом случае го-
ворят, что в уравнении (1) имеет место параметрический резонанс. Если λ 6= ±1,±2,
то все ненулевые решения этого уравнения ограничены и не стремятся к нулю при
t → ∞. В работе [13] (см. также [5]) рассматривается уравнение адиабатического
осциллятора с запаздыванием
d2x
dt2
+ x+ q(t)x(t− h) = 0, (3)
где h > 0 и функция q(t) имеет вид (2). Как оказывается, динамика решений урав-
нения (3) при ρ ≤ 1/2 существенно отличается от динамики решений уравнения (1).
В частности, все решения уравнения (3) могут стремиться к нулю при t→∞.
В этой статье исследуется динамика решений интегро-дифференциального урав-
нения (ИДУ) типа Вольтерра
d2x
dt2
+ x+ q(t)
t∫
t0
x(s)ds = 0, t ≥ t0 > 0, (4)
где функция q(t) определяется формулой (2). Мы построим асимптотические пред-
ставления для решений уравнений (4) при t → ∞. Асимптотическое поведение ре-
шений ИДУ второго порядка, к которым относится и уравнение вида (4), изучалось,
например, в работах [8, 16]. Следует заметить, что теория асимптотического инте-
грирования ИДУ по сравнению с соответствующей теорией для ОДУ существенно
менее развита. Для линейных ИДУ попытка развития такой теории предпринимает-
ся в статье [12]. В отмеченных работах авторами, в частности, указываются условия,
при которых асимптотика решений ИДУ, в главном, определяется фундаменталь-
ными решениями предельного уравнения, которое, в свою очередь, является, ОДУ.
Как будет нами показано, асимптотика всех решений уравнения (4) при t → ∞ не
всегда имеет вид
x(t) = c1e
it + c2e
−it + o(1), (5)
где c1, c2 — произвольные комплексные постоянные, т.е. не всегда определяется фун-
даментальными решениями гармонического осциллятора. Мы также отметим заме-
чательную монографию [6], в которой отражено современное состояние теории ИДУ
типа Вольтерра.
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1. Метод асимптотического интегрирования
Ставший уже классическим результат об асимптотическом представлении решений
систем линейных дифференциальных уравнений был сформулирован Н. Левинсо-
ном в работе [11] применительно к системам вида
x˙ =
[
A0 + V (t) +R(t)
]
x, x ∈ Cm. (6)
Относительно квадратных матриц A0, V (t) и R(t) предполагаются выполненными
следующие условия:
A.1. Все собственные числа постоянной матрицы A0 различны.
A.2. Матрица V (t)→ 0 при t→∞.
A.3. Матрица V˙ (t) принадлежит классу L1[t0,∞) для некоторого t0 ∈ R, т. е.
∞∫
t0
|V˙ (t)|dt <∞,
где | · | — какая-либо матричная норма.
A.4. Матрица R(t) принадлежит классу L1[t0,∞).
Теорема Левинсона базируется на двух основных утверждениях, первый из кото-
рых известен как лемма о диагонализации переменной матрицы (см., например, [1]).
Лемма 1. Пусть выполнены условия A.1 – A.3. Тогда при достаточно больших t
существует невырожденная матрица C(t) такая, что:
(i) по столбцам этой матрицы расположены собственные векторы матри-
цы A0 + V (t) и C(t) → C0 при t → ∞. Постоянная матрица C0 составлена из
собственных векторов матрицы A0;
(ii) C˙(t) ∈ L1[t0,∞);
(iii) она приводит матрицу A0 + V (t) к диагональному виду, т. е.
C−1(t)
[
A0 + V (t)
]
C(t) = Λ(t),
где Λ(t) = diag
(
λ1(t), . . . , λm(t)
)
— диагональная матрица, составленная из соб-
ственных чисел матрицы A0 + V (t).
В системе (6) осуществим замену
x(t) = C(t)y(t), (7)
где C(t) — матрица из леммы 1. Эта замена приводит систему (6) к так называемому
L-диагональному виду:
y˙ =
[
Λ(t) +R1(t)
]
y, (8)
где
R1(t) = C
−1(t)R(t)C(t)− C−1(t)C˙(t).
В силу свойств (i) и (ii) матрицы C(t) и условия A.4 матрица R1(t) принадлежит
классу L1[t0,∞). Оказывается, что остаточный член R1(t) не влияет в главном на
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асимптотику решений системы (8) в предположении некоторой регулярности отно-
сительно поведения функций λ1(t), . . . , λm(t). Эта регулярность задается следую-
щим условием дихотомии: для каждой пары индексов (i, j) имеет место либо нера-
венство
t2∫
t1
Re
(
λi(s)− λj(s)
)
ds ≤ K1, t2 ≥ t1 ≥ t∗, (9)
либо неравенство
t2∫
t1
Re
(
λi(s)− λj(s)
)
ds ≥ K2, t2 ≥ t1 ≥ t∗, (10)
где K1, K2 — некоторые постоянные. Основной результат, полученный Левинсоном,
состоит в следующем (см. [3, 7, 11]).
Теорема 1 (Levinson). Пусть выполнено условие дихотомии (9), (10). Тогда фун-
даментальная матрица L-диагональной системы (8) допускает следующее асимп-
тотическое представление при t→∞:
Y (t) =
(
I + o(1)
)
exp
{ t∫
t∗
Λ(s)ds
}
. (11)
Возвращаясь к системе (6) с помощью замены (7) и учитывая свойство (i) матри-
цы C(t), заключаем, что фундаментальная матрица этой системы имеет следующую
асимптотику при t→∞:
X(t) =
(
C0 + o(1)
)
exp
{ t∫
t∗
Λ(s)ds
}
. (12)
Таким образом, для использования теоремы Левинсона исходную систему сле-
дует привести к виду (6) или (8). В тех случаях, когда исходная система содержит
колебательно убывающие величины, особенную эффективность в решении этой за-
дачи показали усредняющие замены переменных [2,4].
Рассмотрим следующую систему ОДУ:
x˙ =
(
A1(t)v(t) + A2(t)v
2(t) + . . .+ Ak(t)v
k(t) +R(t)
)
x. (13)
Здесь x — m-мерный комплекснозначный вектор; Ai(t) (i = 1, . . . , k), R(t) — квад-
ратные матрицы размераm×m; v(t) — скалярная абсолютно непрерывная на [t0,∞)
функция. Пусть
B.1. v(t)→ 0 при t→∞.
B.2. v˙(t) ∈ L1[t0,∞).
B.3. vk+1(t) ∈ L1[t0,∞) для некоторого целого неотрицательного k.
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B.4. Элементами матриц Al(t) (l = 1, . . . , k) являются тригонометрические мно-
гочлены, т. е.
Al(t) =
M∑
j=1
β
(l)
j e
iλjt, (14)
где λj — произвольные действительные числа, а β
(l)
j — постоянные, вообще говоря,
комплексные матрицы;
B.5. Матрица R(t) ∈ L1[t0,∞). Имеет место следующая теорема (см. [2, 4]).
Теорема 2. Пусть выполнены условия B.1 — B.5. Тогда система (13) при доста-
точно больших t заменой
x =
[
I + Y1(t)v(t) + Y2(t)v
2(t) + . . .+ Yk(t)v
k(t)
]
y, (15)
где I — единичная матрица, а элементами матриц Yi(t) (i = 1, . . . , k) являют-
ся тригонометрические многочлены с нулевым средним значением, приводится к
виду
y˙ =
(
A1v(t) + A2v
2(t) + . . .+ Akv
k(t) +R1(t)
)
y (16)
с постоянными матрицами Ai (i = 1, . . . , k) и матрицей R1(t) ∈ L1[t0,∞).
Матрицы Yi(t) (i = 1, . . . , k) в замене (15) определяются как решения матричных
дифференциальных уравнений
dYi(t)
dt
=
i−1∑
l=0
Ai−l(t)Yl(t)−
i−1∑
l=0
Yl(t)Ai−l (17)
с нулевым средним значением. В уравнении (17) полагаем Y0(t) = I. Матрицы Ai
(i = 1, . . . , k) выбираются из условия однозначной разрешимости уравнений (17) в
классе матриц, элементами которых являются тригонометрические многочлены с
нулевым средним значением. Именно,
Ai = M
[
i−1∑
l=0
Ai−l(t)Yl(t)
]
,
(
M
[
F (t)
]
= lim
T→∞
1
T
T∫
0
F (s)ds
)
. (18)
В частности,
A1 = M
[
A1(t)
]
, A2 = M
[
A2(t) + A1(t)Y1(t)
]
. (19)
Здесь матрица Y1(t) с нулевым средним значением определяется из уравнения
dY1
dt
= A1(t)− A1. (20)
Замены вида (15) называют усредняющими.
Система (16) проще исходной системы (13) в том смысле, что она, вообще гово-
ря, не содержит осциллирующих коэффициентов в главной части. Предположим,
что первым ненулевым слагаемым в системе (16) является матрица Asvs(t). Это
означает, что систему (16) можно записать в виде
y˙ =
[
As + V (t)
]
vs(t)y(t) +R1(t)y(t), (21)
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где (m ×m)-матрица V (t) удовлетворяет условиям А.2 и А.3. Тогда, если все соб-
ственные числа матрицы As различны, то заменой y(t) = C(t)z(t), где C(t) — мат-
рица из леммы 1, система (21) приводится к L-диагональному виду
z˙ =
[
Λ(t)vs(t) +R2(t)
]
z(t). (22)
Здесь диагональная матрица Λ(t) составлена из собственных чисел матрицы
As + V (t) и
R2(t) = −C−1(t)C˙(t) + C−1(t)R1(t)C(t).
В силу свойств (i) и (ii) матрицы C(t) матрица R2(t) принадлежит классу L1[t0,∞).
Теперь для построения асимптотики решений системы (22) остается лишь восполь-
зоваться теоремой 1.
2. Построение асимптотики решений уравнения (4)
Полагая
x˙ = y, z(t) =
t∫
t0
x(s)ds, u0 = (x, y, z)
T ,
от уравнения (4) перейдем к системе
u˙0 =
 0 1 0−1 0 0
1 0 0
u0 + q(t)
0 0 00 0 −1
0 0 0
u0, (23)
которая должна рассматриваться вместе с дополнительным условием
z(t0) = 0. (24)
В системе (23) осуществим замену
u0 =
 1 1 0i −i 0
−i i 1
u1. (25)
В результате этой замены приходим к системе
u˙1 =
 i 0 00 −i 0
0 0 0
u1 + q(t)
2
 1 −1 i−1 1 −i
2i −2i −2
u1. (26)
Рассмотрим сначала случай, когда параметр ρ в формуле (2), определяющей
функцию q(t), удовлетворяет неравенству
ρ > 1. (27)
При выполнении этого условия система (26) является L-диагональной. В силу тео-
ремы 1 фундаментальная матрица системы (26) имеет следующую асимптотику при
t→∞:
U1(t) =
[
I + o(1)
]
diag
(
eit, e−it, 1
)
.
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Возвращаясь теперь к системе (23) с помощью замены (25), приходим к следующим
асимптотическим представлением для первых компонент ее фундаментальных ре-
шений:
x(1,2)(t) =
(
1 + o(1)
)
e±it, x(3)(t) = o(1). (28)
Условие (24) выделяет в пространстве решений системы (23) линейное двумерное
подпространство. В качестве базиса в этом пространстве могут быть выбраны неко-
торые линейные комбинации фундаментальных решений системы (23) (очевидно,
линейно независимые). Отсюда следует, что в качестве фундаментальных реше-
ний уравнения (4) следует взять некоторые линейные комбинации функций (28).
Выпишем линейную комбинацию последних компонент фундаментальных решений
системы (23). Имеем
z(t) = c1
(−i + o(1))eit + c2(i + o(1))e−it + c3(1 + o(1)),
где c1, c2, c3 — произвольные комплексные постоянные. Подставляя теперь получен-
ное выражение для z(t) в (24) и выбирая величину t0 достаточно большой, выражаем
из полученного равенства величину c3 линейным образом через c1 и c2. Записывая
затем линейную комбинацию функций (28) и подставляя в нее полученное выра-
жение для c3, приходим к следующим асимптотическим формулам для линейно
независимых решений уравнения (4) при t→∞:
x1,2(t) =
(
1 + o(1)
)
e±it. (29)
Таким образом, справедливость асимптотических представлений (29) обоснована
нами, по крайней мере, для достаточно больших t0.
Пусть теперь
1
2
< ρ ≤ 1. (30)
В результате замены
u1 = diag
(
eit, e−it, 1
)
u2 (31)
система (26) преобразуется к следующему виду:
u˙2 = t
−ρA1(t)u2. (32)
Матрица коэффициентов этой системы определяется выражением
A1(t) =
a
4
 (−i)(eiλt − e−iλt) i(ei(λ−2)t − e−i(λ+2)t) (ei(λ−1)t − e−i(λ+1)t)i(ei(λ+2)t − e−i(λ−2)t) (−i)(eiλt − e−iλt) −(ei(λ+1)t − e−i(λ−1)t)
2
(
ei(λ+1)t − e−i(λ−1)t) (−2)(ei(λ−1)t − e−i(λ+1)t) 2i(eiλt − e−iλt)
 .
(33)
В силу теоремы 2 осуществим в системе (32) усредняющую замену переменной
u2 =
[
I + t−ρY1(t)
]
u3 (34)
Приходим к системе
u˙3 =
[
t−ρA1 +R(t)
]
u3, (35)
где A1 = M
[
A1(t)
]
и R(t) ∈ L1[t0,∞). Вид матрицы A1 будет различаться в следую-
щих случаях.
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Предположим сначала, что
λ 6= ±1,±2. (36)
Тогда A1 = 0 и система (35) имеет L-диагональную форму. Из теоремы Левинсона
следует, что фундаментальная матрица этой системы имеет следующую асимпто-
тику при t→∞:
U3(t) = I + o(1).
Возвращаясь теперь к исходной системе (23), получаем асимптотические представ-
ления (28) для первых компонент ее фундаментальных решений. Точно так же, как
и в случае (27), устанавливаем справедливость асимптотических формул (29) для
линейно независимых решений уравнения (4).
Поскольку в силу вида функции q(t) замена параметра λ в (2) на (−λ) экви-
валентна замене параметра a на (−a), то в дальнейшем мы будем рассматривать
лишь положительные значения параметра λ. Изучим далее случай, когда
λ = 1. (37)
Матрица A1 в этой ситуации имеет следующий вид:
A1 =
a
4
 0 0 10 0 1
−2 −2 0
 .
Собственными числами этой матрицы являются
µ1,2 = ±ai
2
, µ3 = 0. (38)
Поскольку собственные числа матрицы A1 различны, то в силу леммы 1 система
(35) может быть приведена к L-диагональной форме, например, с помощью замены
u3 = Cu4, C =
1 1 11 1 −1
2i −2i 0
 . (39)
Из теоремы 1 тогда следует, что фундаментальная матрица системы (35) имеет
следующую асимптотику при t→∞:
U3(t) =
[
C + o(1)
]
diag
(
exp
{ai
2
∫
t−ρdt
}
, exp
{
−ai
2
∫
t−ρdt
}
, 1
)
.
Здесь матрица C определяется формулой (39). Возвращаясь к системе (23), получа-
ем следующие асимптотические формулы для первых компонент ее фундаменталь-
ных решений при t→∞:
x(1,2)(t) =
[(
1 + o(1)
)
eit +
(
1 + o(1)
)
e−it
]
exp
{
±ai
2
∫
t−ρdt
}
, (40)
x(3)(t) =
(
1 + o(1)
)
eit − (1 + o(1))e−it.
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Построим асимптотики фундаментальных решений уравнения (4), когда величи-
на t0 достаточно велика. Выписывая линейную комбинацию последних компонент
фундаментальных решений системы (23), получаем
z(t) = c1
[(−i + o(1))eit + (i + o(1))e−it + 2i + o(1)] exp{ai
2
∫
t−ρdt
}
+
+ c2
[(−i + o(1))eit + (i + o(1))e−it − 2i + o(1)] exp{−ai
2
∫
t−ρdt
}
+
+ c3
[(−i + o(1))eit − (i + o(1))e−it + o(1)].
Здесь c1, c2, c3 — произвольные комплексные постоянные. Подставим полученное для
z(t) выражение в условие (24). Заметим, что коэффициент при c2 не обращается в
ноль, если t0 достаточно велико. Тогда величина c2 может быть линейным образом
выражена через c1 и c3. Выписывая затем линейную комбинацию функций из (40)
с учетом полученного представления для c2, приходим к следующим асимптотиче-
ским формулам для линейно независимых решений уравнения (4) при t→∞:
x1,2(t) = x
(1,3)(t) + δ1,2x
(2)(t). (41)
Здесь δ1,2 — некоторые комплексные числа, которые определяются в силу условия
(24).
Перейдем теперь к рассмотрению случая
λ = 2. (42)
Нетрудно видеть, что матрица A1 в системе (35) определяется выражением
A1 =
a
4
 0 i 0−i 0 0
0 0 0
 .
Собственные числа этой матрицы имеют вид
µ1,2 = ±a
4
, µ3 = 0. (43)
В силу леммы 1 система (35) с помощью замены
u3 = Cu4, C =
 1 1 0−i i 0
0 0 1
 (44)
может быть приведена к L-диагональной форме. Из теоремы Левинсона тогда сле-
дует, что фундаментальная матрица системы (35) имеет следующую асимптотику
при t→∞:
U3(t) =
[
C + o(1)
]
diag
(
exp
{a
4
∫
t−ρdt
}
, exp
{
−a
4
∫
t−ρdt
}
, 1
)
.
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Здесь матрица C определяется выражением (44). Для первых компонент фундамен-
тальных решений системы (23) получаем следующие асимптотические формулы при
t→∞:
x(1,2)(t) =
[(
1 + o(1)
)
eit ∓ (i + o(1))e−it] exp{±a
4
∫
t−ρdt
}
, (45)
x(3)(t) = o(1).
Как и в предыдущих случаях, выпишем линейную комбинацию последних компо-
нент фундаментальных решений системы (23). Получаем
z(t) = c1
[(−i + o(1))eit + (1 + o(1))e−it] exp{a
4
∫
t−ρdt
}
+
+ c2
[(−i + o(1))eit − (1 + o(1))e−it] exp{−a
4
∫
t−ρdt
}
+ c3
(
1 + o(1)
)
,
где c1, c2, c3 — произвольные комплексные постоянные. Подставляя теперь получен-
ное выражение для z(t) в (24) и выбирая величину t0 достаточно большой, выражаем
величину c3 линейным образом через c1 и c2. Записывая затем линейную комбина-
цию функций (45) и подставляя в нее полученное выражение для c3, приходим к
следующим асимптотическим формулам для фундаментальных решений уравнения
(4) при t→∞:
x1,2(t) = x
(1,2)(t) + o(1). (46)
Таким образом, при условиях (30), (42) уравнение (4) имеет неограниченные реше-
ния.
Рассмотрим далее случай, когда
1
3
< ρ ≤ 1
2
.
В результате усредняющей замены
u2 =
[
I + t−ρY1(t) + t−2ρY2(t)
]
u3 (47)
система (32) приводится к виду
u˙3 =
[
t−ρA1 + t−2ρA2 +R(t)
]
u3. (48)
Здесь A1 = M
[
A1(t)
]
, A2 = M
[
A1(t)Y1(t)
]
, где матрица Y1(t) определяется как реше-
ние матричного дифференциального уравнения (20) с нулевым средним значением,
и, наконец, R(t) ∈ L1[t0,∞). Несложные, но довольно утомительные вычисления
приводят к следующей формуле для матрицы A1(t)Y1(t):
A1(t)Y1(t) =
a2
16
a11(t) a12(t) a13(t)a¯12(t) a¯11(t) a¯13(t)
a31(t) a¯31(t) a33(t)
 . (49)
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Здесь символом z¯ обозначено число, комплексно сопряженное с z. Элементы мат-
рицы (49) определяются следующими выражениями:
a11(t) =
i
λ
(
e2iλt − e−2iλt
)
+ i
( e2iλt
λ+ 2
+
1
λ− 2 −
1
λ+ 2
− e
−2iλt
λ− 2
)
−
−2i
( e2iλt
λ+ 1
+
1
λ− 1 −
1
λ+ 1
− e
−2iλt
λ− 1
)
,
a12(t) = (−i)
(e2i(λ−1)t
λ− 2 +
e−2it
λ+ 2
− e
−2it
λ− 2 −
e−2i(λ+1)t
λ+ 2
)
−
− i
λ
(
e2i(λ−1)t − e−2i(λ+1)t
)
+ 2i
(e2i(λ−1)t
λ− 1 +
e−2it
λ+ 1
− e
−2it
λ− 1 −
e−2i(λ+1)t
λ+ 1
)
,
a13(t) = −
(ei(2λ−1)t
λ− 1 −
e−i(2λ+1)t
λ+ 1
)
−
(ei(2λ−1)t
λ+ 1
− e
−i(2λ+1)t
λ− 1
)
+
2
λ
(
ei(2λ−1)t − e−i(2λ+1)t
)
,
a31(t) = −2
λ
(
ei(2λ+1)t − e−i(2λ−1)t
)
− 2
(ei(2λ+1)t
λ+ 2
+
eit
λ− 2 −
eit
λ+ 2
− e
−i(2λ−1)t
λ− 2
)
+
+4
(ei(2λ+1)t
λ+ 1
+
eit
λ− 1 −
eit
λ+ 1
− e
−i(2λ−1)t
λ− 1
)
,
a33(t) = (−2i)
( e2iλt
λ− 1 −
e−2iλt
λ+ 1
)
− 2i
( e2iλt
λ+ 1
− e
−2iλt
λ− 1
)
+
4i
λ
(
e2iλt − e−2iλt
)
. (50)
Заметим, что интерес представляет лишь изучение случая, когда выполнены нера-
венства (36). Действительно, если λ = 1 или λ = 2, то матрица A1 в системе (48)
ненулевая и ее собственные числа различны. Воспользовавшись леммой 1, систему
(48) заменой u3 = C(t)u4 можно привести к L-диагональному виду
u˙4 =
[
t−ρΛ(t) +R1(t)
]
u4, (51)
где диагональная матрица Λ(t) составлена из собственных чисел матрицы A1 +
t−ρA2, а R1(t) ∈ L1[t0,∞). Построим затем асимптотику фундаментальной матрицы
системы (51) при t → ∞ согласно теореме Левинсона и вернемся к исходной си-
стеме (23). Тогда для фундаментальных решений уравнения (4) в случае λ = 1 мы
получаем асимптотические формулы (40), (41), а в случае λ = 2 — формулы (45),
(46) с тем лишь изменением, что величину
∫
t−ρdt в отмеченных формулах следует
заменить выражением
t1−ρ
1− ρ
(
1 + o(1)
)
. (52)
Итак, будем далее рассматривать случай, когда выполнены неравенства (36).
Тогда матрица A1 = 0 и необходимо вычислить матрицу A2. Вновь нам потребуется
рассмотреть несколько ситуаций. Пусть сначала
λ 6= ±1
2
,±1,±2. (53)
Используя (49), (50), несложно убедиться в том, что
A2 =
[
A1(t)Y1(t)
]
= µi
1 0 00 −1 0
0 0 0
 , µ = 3a2
4(λ2 − 1)(λ2 − 4) . (54)
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Из вида матрицы A2 следует, что система (48) является L-диагональной и асимпто-
тика ее фундаментальной матрицы может быть построена на основании теоремы 1.
Первые компоненты фундаментальных решений системы (23) имеют тогда следую-
щие асимптотики при t→∞:
x(1,2)(t) =
(
1 + o(1)
)
exp
{
±i
(
t+ µ
∫
t−2ρdt
)}
, x(3)(t) = o(1). (55)
Как и ранее, будем предполагать, что величина t0 в (24) достаточно велика. Выпи-
шем линейную комбинацию последних компонент фундаментальных решений си-
стемы (23). Имеем
z(t) = c1
(−i + o(1)) exp{i(t+ µ ∫ t−2ρdt)}+
+ c2
(
i + o(1)
)
exp
{
−i
(
t+ µ
∫
t−2ρdt
)}
+ c3
(
1 + o(1)
)
,
где c1, c2, c3 — произвольные комплексные постоянные. Подставляя это равенство в
(24), выражаем при достаточно больших t0 величину c3 линейно через c1 и c2. Выпи-
сывая теперь линейную комбинацию функций (55) с учетом полученного выраже-
ния для c3, получаем следующие асимптотики для линейно независимых решений
уравнения (4) при t→∞:
x1,2(t) = x
(1,2)(t) + o(1). (56)
Предположим теперь, что
λ =
1
2
. (57)
Из (49), (50) следует, что
A2 =
[
A1(t)Y1(t)
]
=
a2
15
4i 0 50 −4i 5
10 10 0
 . (58)
Несложный подсчет показывает, что собственные числа этой матрицы имеют вид
µ1,2 = ±2
√
21
15
a2, µ3 = 0. (59)
Система (48) заменой
u3 = Cu4, C =
δ −δ¯ 1δ¯ −δ −1
1 1 −4
5
i
 , δ = √21 + 2i
10
(60)
может быть приведена к L-диагональной форме. В силу теоремы Левинсона фунда-
ментальная матрица системы (48) имеет тогда следующую асимптотику при t→∞:
U3(t) =
[
C + o(1)
]
diag
(
exp
{
µ1
∫
t−2ρdt
}
, exp
{
µ2
∫
t−2ρdt
}
, 1
)
.
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Здесь матрица C имеет вид (60), а величины µ1 и µ2 определяются выражениями
(59). Первые компоненты фундаментальных решений системы (23) допускают тогда
следующие асимптотические представления при t→∞:
x(1)(t) =
[(
δ + o(1)
)
eit +
(
δ¯ + o(1)
)
e−it
]
exp
{
µ1
∫
t−2ρdt
}
,
x(2)(t) =
[(−δ¯ + o(1))eit − (δ + o(1))e−it] exp{µ2 ∫ t−2ρdt}, (61)
x(3)(t) =
(
1 + o(1)
)
eit − (1 + o(1))e−it.
Вновь выпишем линейную комбинацию z-компонент фундаментальных решений си-
стемы (23). Имеем
z(t) = c1
[(−iδ + o(1))eit + (iδ¯ + o(1))e−it + 1 + o(1)] exp{µ1 ∫ t−2ρdt}+
+ c2
[(
iδ¯ + o(1)
)
eit − (iδ¯ + o(1))e−it + 1 + o(1)] exp{µ2 ∫ t−2ρdt}+
+ c3
[(−i + o(1))eit − (i + o(1))e−it − 4i
5
+ o(1)
]
,
где c1, c2, c3 — произвольные комплексные постоянные. Подставим это выражение
в (24). Заметим, что коэффициент при c3 для достаточно больших t0 сколь угодно
близок к величине
(−2i cos t0 − 4i5 ). Следовательно, c3 можно линейно выразить
через c1 и c2 для достаточно больших t0, таких что cos t0 6= −25 . В таком случае для
фундаментальных решений уравнения (4) получаем следующие асимптотики при
t→∞:
x1,2(t) = x
(1,2)(t) + δ1,2x
(3)(t). (62)
где δ1,2 — некоторые комплексные числа, которые определяются в силу условия (24).
Заметим, что в рассмотренной ситуации уравнение (4) имеет неограниченные при
t→∞ решения.
Рассмотрим, наконец, случай, когда
ρ ≤ 1
3
.
Систему (32) с помощью усредняющей замены
u2 =
[
I + t−ρY1(t) + . . .+ t−kρYk(t)
]
u3 (63)
приводим к виду
u˙3 =
[
t−ρA1 + t−2ρA2 + . . .+ t−kρAk +R(t)
]
u3. (64)
Здесь k ∈ N выбрано так, что 0 < kρ ≤ 1 < (k+1)ρ, матрицы Yi(t) и Ai определяются
согласно формулам (17), (18), а матрица R(t) ∈ L1[t0,∞). Очевидно, что поведение
решений системы (64) при t → ∞ будет определяться видом собственных чисел
матрицы
A(t) = t−ρA1 + t−2ρA2 + . . .+ t−kρAk. (65)
Исследуем структуру этой матрицы более подробно. Нам потребуется несколько
вспомогательных утверждений.
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Предложение 1. Пусть в системе (13) каждая матрица Ai(t), i = 1, . . . , k, име-
ет следующую структуру: x y zy¯ x¯ z¯
w w¯ r
 , (66)
где x, y, z, w — некоторые комплекснозначные функции, а r — некоторая действи-
тельнозначная функция, зависящие от номера матрицы. Тогда каждая из посто-
янных матриц Ai, i = 1, . . . , k, в усредненной системе (16) также имеет струк-
туру вида (66), где x, y, z, w — некоторые комплексные числа, а r — некоторое
действительное число.
Справедливость этого утверждения следует из легко проверяемого факта о том,
что сумма и произведение матриц вида (66) также является матрицей подобного
вида, а также из формул (17), (18). Кроме того, очевидно, что интегрирование мат-
рицы вида (66), а значит, и вычисление среднего значения такой матрицы также не
изменяет ее структуру.
Будем говорить, что тригонометрический многочлен
p(t) =
N∑
j=1
cje
iλjt, λj ∈ R,
относится к классу A, если все его коэффициенты cj, j = 1, . . . , N, — чисто мнимые,
и к классу B — если действительны. Например, функция p(t) = sin t относится к
классу A, а p(t) = cos t — к классу B.
Предложение 2. Пусть в системе (13) каждая матрица Ai(t), i = 1, . . . , k, име-
ет следующую структуру: A A BA A B
B B A
 , (67)
где символами A и B обозначена принадлежность соответствующего элемента
тому или иному классу. Тогда каждая из постоянных матриц Ai, i = 1, . . . , k, в
усредненной системе (16) имеет следующий вид: i i ri i r
r r i
 , (68)
где символом i обозначено некоторое чисто мнимое число или ноль, а символом
r — некоторое действительное число или ноль.
Доказательство. Воспользуемся индукцией по номеру матрицы Ai. Поскольку
M
A A BA A B
B B A
 =
 i i ri i r
r r i
 , (69)
78
Моделирование и анализ информационных систем. Т. 24, №1 (2017)
Modeling and Analysis of Information Systems. Vol. 24, No 1 (2017)
то в силу (19) утверждение справедливо для матрицы A1. Кроме того, из (20) сле-
дует, что матрица Y1(t) имеет вид B B AB B A
A A B
 , (70)
поскольку такой вид имеет интеграл от матрицы (67). Предположим далее, что все
матрицы Aj для j ≤ i − 1, i ≥ 2, имеют вид (68), а все матрицы Yj(t), j ≤ i − 1,
имеют вид (70). Покажем, что матрицы Ai и Yi(t) имеют тогда такую же структуру.
Заметим, что произведение матрицы вида (67) и матрицы вида (70) есть матрица
вида (67). Тогда из (18) в силу (69) следует, что матрица Ai имеет вид (68). Далее,
произведение матрицы вида (70) и матрицы вида (68) есть матрица вида (67). Из
(17) заключаем, что матрица Yi(t) имеет вид (70), поскольку, как было отмечено
ранее, такой вид имеет интеграл от матрицы (67).
Вернемся к рассмотрению матрицы A(t) из (65). Поскольку матрица A1(t) в
системе (32) имеет вид (66), (67), то в силу утверждений 1, 2 каждая из матриц
Ai, i = 1, . . . , k, в усредненной системе (64) имеет вид (66), (68). Таким образом,
сопоставляя формулы (66) и (68), заключаем, что
A(t) =
 iα(t) iβ(t) γ(t)−iβ(t) −iα(t) γ(t)
ω(t) ω(t) 0
 , (71)
где α(t), β(t), γ(t), ω(t) — некоторые действительнозначные функции. Для опреде-
ления собственных чисел матрицы A(t) получаем характеристический многочлен
p(µ) = −µ3 + µ(β2(t)− α2(t) + 2ω(t)γ(t)).
Следовательно, собственные числа µ1,2(t) определяются как корни полинома
µ2 = β2(t)− α2(t) + 2ω(t)γ(t),
а значит, при достаточно больших t являются либо чисто мнимыми и комплексно
сопряженными друг другу, либо действительными и разных знаков. Кроме того,
собственное число µ3(t) ≡ 0. Заметим, что первой ненулевой матрицей в системе
(64) является либо матрица A1, либо матрица A2. Из леммы 1 тогда следует, что
система (64) приводится к L-диагональному виду
u˙4 =
[
Λ(t) +R1(t)
]
u4,
где матрица Λ(t) = diag
(
µ1(t), µ2(t), 0
)
составлена из собственных чисел матрицы
(65).
Таким образом, мы можем сделать следующие выводы. Если λ = 1, то
µ1,2(t) = µ1,2t
−ρ(1 + o(1)), (72)
где числа µ1,2 определяются формулой (38). В этом случае для фундаментальных
решений уравнения (4) (во всяком случае при достаточно больших t0) справедливы
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асимптотические формулы (40), (41), в которых величину
∫
t−ρdt следует заменить
выражением (52). Если λ = 2, то для собственных чисел матрицы (65) мы получаем
представление (72), где на сей раз числа µ1,2 определяются формулой (43). Тогда для
фундаментальных решений уравнения (4) мы получаем асимптотические представ-
ления (45), (46), в которых вновь следует заменить величину
∫
t−ρdt выражением
(52). Предположим теперь, что λ = 1
2
. В этом случае собственные числа матрицы
(65) имеют вид
µ1,2(t) = µ1,2t
−2ρ(1 + o(1)), (73)
где числа µ1,2 определяются формулой (59). Для фундаментальных решений урав-
нения (4) при t→∞ мы получаем асимптотические формулы (61), (62), в которых
величину
∫
t−2ρdt следует заменить выражением
t1−2ρ
1− 2ρ
(
1 + o(1)
)
. (74)
Наконец, если λ 6= ±1
2
,±1,±2, то собственные числа матрицы (65) имеют асимпто-
тику вида (73), где µ1,2 = ±iµ, а величина µ определяется формулой (54). В этом
случае фундаментальные решения уравнения (4) при t→∞ описываются асимпто-
тическими формулами (55), (56), в которых
∫
t−2ρdt следует заменить выражением
(74). Отметим также, что во всех рассмотренных случаях остаточный член o(1) в
формулах (72) и (73) есть величина действительная при достаточно больших t.
Анализируя полученные в этом разделе формулы мы можем заключить сле-
дующее. Неограниченные колебания в ИДУ (4) могут существовать, только если
(λ = ±2) и (ρ ≤ 1) или (λ = ±1/2) и (ρ ≤ 1/2). Во всех остальных случаях ненуле-
вые решения уравнения (4) ограничены и не стремятся к нулю при t→∞.
Заключение
Совершенно аналогично тому, как это было сделано для уравнения (4), можно стро-
ить асимптотики при t→∞ для решений ИДУ вида
d2x
dt2
+ x+
t∫
t0
K(t, s)x(s)ds = 0, t ≥ t0,
где ядро K(t, s) допускает следующее представление (вырожденное ядро):
K(t, s) =
n∑
j=1
vj(t)Pj(t)Qj(s).
Здесь v1(t), . . . , vn(t) — скалярные абсолютно непрерывные на [t0,∞) функции та-
кие, что
10. v1(t)→ 0, v2(t)→ 0, . . . , vn(t)→ 0 при t→∞;
20. v˙1(t), v˙2(t), . . . , v˙n(t) ∈ L1[t0,∞);
30. Произведение vi1(t)vi2(t) . . . vik+1(t) ∈ L1[t0,∞) для любого набора 1 ≤ i1 ≤
i2 ≤ . . . ≤ ik+1 ≤ n.
Относительно функций Pj(t) и Qj(s) предполагается, что они или являются перио-
дическими с одним и тем же периодом или представляют собой тригонометрические
многочлены.
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Abstract. We construct the asymptotics for solutions of a harmonic oscillator with integral pertur-
bation when the independent variable tends to infinity. The specific feature of the considered integral
perturbation is an oscillatory decreasing character of its kernel. We assume that the integral kernel is
degenerate. This makes it possible to reduce the initial integro-differential equation to an ordinary dif-
ferential system. To get the asymptotic formulas for the fundamental solutions of the obtained ordinary
differential system, we use a special method proposed for the asymptotic integration of linear dynamical
systems with oscillatory decreasing coefficients. By the use of the special transformations we reduce
the ordinary differential system to the so called L-diagonal form. We then apply the classical Levin-
son’s theorem to construct the asymptotics for the fundamental matrix of the L-diagonal system. The
obtained asymptotic formulas allow us to reveal the resonant frequencies, i. e., frequencies of the oscil-
latory component of the kernel that give rise to unbounded oscillations in the initial integro-differential
equation. It appears that these frequencies differ slightly from the resonant frequencies that occur in
the adiabatic oscillator with the sinusoidal component of the time-decreasing perturbation.
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