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If k and n are positive integers, let P&n) denote the vector space (over C) 
of all polynomials in the complex variables zl, . . . ,z,, that are homogeneous of 
degree k. The dimension of F(k, n) will be denoted by N= N(k, n). 
We will not need its precise value, but mention nevertheless that 
N=(“;~y;y$! 
The term “orthonormal” that occurs later refers to the Hilbert space 
structure imposed on p(k, n) by the inner product 
Ugl= ifgdo 
where o is the rotation-invariant positive measure on the unit sphere S of 42” 
that has o(S) = 1. 
We shall study classes W(k,n,p) of maps 
F=U-,, . . ..f.> 
from C” into CP, with the following properties: 
(a) fiEP(k,tZ) for 1 lisp, 
(b) the set {f,,..., fp) is linearly independent, 
(c) IF(z)\ = lzlk for every z E C”. 
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The absolute values in (c) denote euclidean norms: 
Thus S consists of all z E C” with jzj = 1. 
Geometrically, (b) says that the range of F lies in no lower-dimensional 
subspace of C?‘. In the presence of (a), an equivalent way of stating (c) is: F 
maps the unit sphere of C” into the unit sphere of Cp, and F is therefore a 
proper map of the open unit ball of C into that of QY. 
Proper holomorphic maps of balls have attracted considerable interest in 
recent years. Some references are listed below. The present paper may be 
regarded as a step toward a solution of Problem 19.3.10 of [3]. In particular, 
it extends Alexander’s example (n = 2, p = 3) 
(z, w) --) (z2, \/z zw, w2) 
to other dimensions. 
The requirements (a), (b), and (c) turn out to be extremely restrictive. 
Theorems 1 and 2 show this. They may be summarized as follows: 
W(k,n, N) consists of exactly those maps F whose components, after 
multiplication by TN, form an orthonormal basis of P(k,n). 
W(k, n, p) is empty when p #N. 
The definition of W(k,n,p) makes equally good sense with real scalars in 
place of complex ones. (The maps F then carry R” into Rp.) However, it will 
be shown that the results are quite different: there are many more possibilities 
in the real case than in the complex one. The classification of the real 
W(k, n,p)‘s is an open problem, as far as I know. 
In the complex setting, the following two theorems tell the complete story. 
THEOREM 1. If (PI,..., Pi} is an orthonormal basis of P(k, n), then 
for all zEC:“. 
Note that therefore N-“*@i, . . . . CJQ,,) E W(k, n, N). 
THEOREM 2. If F= V;, . . . , f,) E W(k, n,p) then 
(i) p=N, and 
(ii) N”2{f,, . . . . fN} is an orthonormal basis of P(k, n). 
Further details about W(k,n, N) will be discussed after proving these two 
theorems. 
PROOFOFTHEOREM 1. Associate to each 4’ E S the function 
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If f E P(k, n), then f (c) = Cy V; pi]&(r) (this is the Fourier expansion off) so 
that KC has the reproducing property 
(2) f(C)= LLq. 
The same is true with f 0 U in place off, for every unitary operator U on C”. 
Thus 
(3) cfo u-‘)(uy)=p u-l,K,r]=V;Ks 0 U]. 
The last equality is true because o is rotation-invariant (so that composition 
with U is a unitary operator on L2(a)). The left sides of (2) and (3) are equal, 
hence so are the terms on the right, for every f E p(k, n). We conclude that 
(4) K,=K, Q U 
and, in particular, that 
(5) K&O = &J[( UJ 
for every [E S and for every unitary U. 
The group of unitary operators is transitive on S. Therefore (5) shows that 
KC([) is constant on S, and (1) implies that this constant is N, because 
j Itpi/2do= 1. Hence 
(6) ;i, biK)12 =N 
for every c E S, and the conclusion of Theorem 1 follows from (6) by homo- 
geneity. 
PROOF OF THEOREM 2. We shall use the customary multi-index notation za 
for zp’...z$. For each of the N multi-indices a with la/ = C oi = k, there are 
positive number c, such that the functions u, defined by 
(1) u,(z) = c&z’” 
form an orthonormal basis of P(k,n). Thus 
by Theorem 1, and there are constants yjcr such that 
(3) N1’2fi= C yiau, a 
for each fi that occurs in the hypothesis of Theorem 2. 
We introduce vectors f, = (yin, . . . , yPcr) E CP, and compute their inner 
products 
(4) (fa9f).3) = j, YiaPi;S 
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in the following way. By (3) and (4), 
(5) $ WaJj?>~aWfdZ) =N igl lfxz~12* 
Since F=cfi, . . . . fP) E W(k, n,p), the right side of (5) is Njzjzk. Comparison of 
(2) and (5) shows therefore that 
Equating coefficients in (6) (see the remark that follows this proof) we obtain 
{ 
1 if cr=j3, 
(7) <ra,r+> = 
0 if oz/3, 
The space CP contains therefore N mutually orthogonal unit vectors r,. 
Thus Nip. On the other hand, {f,, . . . . &} is a linearly independent set in the 
N-dimensional space p(k, n). Thus p 5 N. 
We conclude that p = N and that (vi,) is a unitary NX N matrix, because of 
(4) and (7). The conclusion of Theorem 2 follows now from (3). 
REMARK. The following fact is well known. We mention it explicitly to 
emphasize that it is the only property of complex scalars, as compared to real 
ones, that was used in the preceding proof. There it was applied to polynomials, 
rather than to general holomorphic functions, to pass from (6) to (7). 
Let us write points of C2n in the form 
(z,w)=(z1,..., Zn,Wl,-.*,wJ. 
FACT. If f is holomorphic in a connected neighborhood Q of the origin in 6Zzn 
and if f Cz, 2) = 0 for ail k 2) E Sz, then f (z, w) = 0 for all (z, w) E Q. 
PROOF. Define 
A(z, w) = (zl + iwl ,..., z,+iw,,z,-iw, ,..., zn-iw,). 
This A is an invertible C-linear map of C2” onto C2”. The function g = f 0 A 
is holomorphic in Q1 = A -l(Q) and vanishes on R2” fl Q1. The power series of 
g, centered at the origin, has therefore all coefficients equal to 0. Thus g=O in 
C?,,f=O in Sz. 
A DESCRIPTION OF W(k,n,N). If {fi} and {gi} are orthonormal bases of 
p(k, n), then there is a unitary Nx N matrix (vii) such that 
(1) gi= C Yijfj* 
i 
If F and G are members of W(k, n, N), it follows therefore from Theorem 2 that 
(2) G=UF 
for some unitary operator U on CN. 
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Thus W(k, n,N) contains essentially only one map F, except for unitary 
changes of variables in the target space CN. 
To describe the members of W(k, n, N) it is therefore enough to consider one 
particular F. We shall choose that F whose components are the functions U, 
that were used in the proof of Theorem 2. 
Recall that u,(z) = c,z”. One can compute (but we shall not need this) that 
(3) 
(n - 1 + k)! 
2=,n- l)!a1! . ..a.! 
where a = (a 1 ,..., a,), al+...+a,=k. 
To avoid trivialities, let us now assume that n > 1 and k> 1. (If n = 1 then 
N= 1 and F(z)=zk. If k= 1 then N=n and F(z)=z.) 
It is easy to see (we omit the details) that every point of F(C)\ (0) has 
precisely k inverse images. If z is one of these, the full set consists of the points 
o*z, m=O, l,..., k- 1, where w=exp (2nUk). 
The Jacobian matrix of F has rank n (maximal!) at every z E C” \ (0). To see 
this, assume z1 20, without loss of generality. Among the U,‘S are constant 
(non-zero) multiples of 
(4) z:,z:-‘zz ,..., z:-lz,. 
The Jacobian determinant of these n functions is kz:@-‘)#O. 
Thus F is a homeomorphism in some neighborhood of every z E C” \ (0). 
To summarize, let M=F(C”): 
The preceding considerations show that F is a k-to-l covering map carrying 
C”\ (0) onto M\ (0}, and that M\ (0) is a manifold (of complex dimension 
n). The sphere S is simply connected, since n > 1, hence it is (via F) the universal 
covering space of F(S). Since k> 1, it follows that F(S) is not simply connected. 
The same is true of 
(5) &F(S) = F(E l’%) 
for every c>O. This leads to the conclusion that the origin is a singularity of 
M, i.e., that M fails to be a manifold at (0). 
REAL SCALARS. Let us now write W,(k,n,p) in place of W(k, n,p), to 
emphasize that the underlying field is R and not C. 
Statement and proof of Theorem 1 are unchanged; we merely have to replace 
unitary transformations of C” by orthogonal transformations of RR. 
But the analogue of Theorem 2 fails in several ways. 
First, if we restrict the functions U, that occurred in the proof of Theorem 
2 to R”, we obtain a map FE WR(k,n, N) whose components are not 
orthogonal when k is even, simply because x:x!>0 almost everywhere on the 
unit sphere of R”. 
Secondly, the restriction on the dimension p that is part of the conclusion of 
Theorem 2 does not apply in the real setting. The following construction shows 
this when k=2. 
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Suppose F’ E W&, n,~). Explicitly, this means that the components fi of FO 
are linearly independent real-valued homogeneous polynomials in the variables 
Xl, ***, x,, of degree 2, and that 
(1) i fi’W=( jJ xi”>’ 
i=l 
for all x=(x1, . . ..x.)ER”. Define further polynomials fp+ 1, . . . , fp+n + I on 
R ‘+’ by 
(2) fp+j(X)=\IzXn+IXj u=l,.*.,n) 
(3) fp+n+dX)=X,+1 
and put 
(4) ~l(xl,...,x,+l)=cfi,...,f,+,+l). 
It is then easy to see that F, E IV&& n + 1,~ + n + 1). Note, in particular, that 
which is equal to (xf+ ... +x,+~)~, by (1). 
We conclude: 
If W,&, n,p) is not empty then neither is W&n + 1,p + n + 1). 
When n > 1, the functions 
(6) .fj(X)=&XjXn (1 cjsn- 1) 
(7) fn(x)=x,,fn+1(x)=x:+...+xn2_, 
provide an F=Cfi,...,f,+,)~W~(2,n,n+l). 
Start with this F, and repeatedly apply the preceding construction of F, 
from FO. This yields the rows in the following diagram, in which the symbol 
(8) n-+p 
indicates that WR(2,n,p) is not empty: 
243 3+6 4 ---, 10 5 --) 15 a** 
3-+4 4-‘8 5 + 13 6 -, 19 a-- 
445 5 + 10 6 -+ 16 7 -+ 23 --. 
5-‘6 6 + 12 7 -+ 19 8 --, 27 .-a 
Note that only the top row occurs in the complex setting. 
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