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In this paper I present a simple and self-consistent framework based on microrheology that allows one to
obtain the mechanical response of viscoelastic fluids and gels from the motion of probe particles immersed
on it. By considering a non-markovian Langevin equation, I obtain general expressions for the mean-squared
displacement and the time-dependent diffusion coefficient that are directly related to the memory kernels
and the response function, and which allow one to obtain estimates for the complex shear modulus and the
complex viscosity of the material. The usefulness of such approach is demonstrated by applying it to describe
experimental data on chemically cross-linked polyacrylamide through its sol-gel transition.
I. INTRODUCTION
Gelatin is one of those curious materials that call atten-
tion of any children, as it happened with the young James
Clerk Maxwell1, who later put forward one of the first
descriptions of what we known as viscoelasticity2. Con-
stitutive equations, like those defined by Maxwell’s and
Kelvin-Voigt’s models3,4, are the basis of many theo-
retical approaches that are still used today to describe
the relaxation modulus G(t) and the compliance J(t) of
viscoelastic materials. In fact, the mechanical response
of gels can be more complicated and usually one resort
to generalized models which assume that G(t) can be
evaluated from a relaxation time distribution H(λ), also
known as relaxation spectrum3,5, that is
G(t) = G0 +
∫ τc
0
H(λ)
e−t/λ
λ
dλ , (1)
where λ denotes the relaxation times below a cutoff value
τc and G0 corresponds to a discrete infinite-time contri-
bution for the shear modulus.
The basic idea is that H(λ) should include informa-
tions about all the microscopic and mesoscopic structures
of the gel5, and that would provide some reasoning on
what is been observed in the complex shear modulus,
G∗(ω) = G′(ω) + iG′′(ω). The storage, G′(ω), and the
loss, G′′(ω), moduli are the main rheological properties
measured in oscillatory sweeping experiments4 and can
be obtained from G(t) through a Fourier transform6. In
particular, when the gel network is not formed yet, one
have that G0 = 0 Pa and both G
′(ω) and G′′(ω) goes
to zero at low frequencies, and that is a characteristic
behavior of liquid-like solutions. On the other hand, the
material will behave like a semisolid7 if the storage mod-
ulus of a gel is given by G′(ω) = G0 at low frequencies,
and that is usually interpreted in terms of the formation
of a network. Unfortunately, the evaluation the complex
modulus G∗(ω) from H(λ) is not a trivial task and in the
most of cases it is done only numerically3,5.
Although several descriptions of gelation are possi-
ble8, most of the successful theoretical developments were
based on the analogy between percolation and the sol-
gel transition9–11, including the pioneering works done
by Flory12 and Stockmayer13. Fractality was a concept
that emerged naturally from the percolation analogy, and
Ref.14 present a review on that topic, including com-
plementary approaches that are based on the aggrega-
tion kinetics. For example, in a recent study presented
in Ref.15, the authors established an interesting link be-
tween the growth kinetics mechanisms and the viscoelas-
tic response of the solution by assuming that the re-
laxation times of the gels structures are related to the
size of the clusters in solution. Their approach lead to
a semi-empirical expression for the relaxation spectrum,
i.e., H(λ) ∝ λ−q exp[−(λ/τc)w], with the exponents q
and w related to the fractal dimension of the clusters,
and that was used with Eq. 1 to estimate the shear mod-
uli of the colloidal suspensions15.
Fractal properties of gels are usually probed by light
scattering experiments and, in terms of dynamics, it is
worth mentioning the work of Krall and co-workers16,17,
which have related the measurements of the dynamic
structure factor f(q, t) to an expression for the mean-
squared displacement of the fractal structures present in
colloidal gels. Importantly, they found a function f(q, t)
that decays to a finite plateau at long times, and inter-
preted that in terms of a finite elastic modulus G0.
A coupled of years before, Mason and Weitz18, which
are considered the founders of microrheology19,20, estab-
lished a generalized Stokes-Einstein relationship (GSER)
and, by exploring light scattering experiments as well,
demonstrate that one can extract the complex modu-
lus G∗(ω) of colloidal systems from the mean-squared
displacement (MSD) 〈∆r2(t)〉 of probe particles. At the
linear viscoelastic (LVE) response regime21, one can use
such GSER to estimate the compliance J(t) of the vis-
coelastic material from the MSD of probe particles im-
mersed on it as22
J(t) =
3pia
dkBT
〈∆r2(t)〉 , (2)
where a is the radius of the probe particles, kB and T
are the Boltzmann’s constant and the absolute tempera-
ture, respectively, and d is the number of degrees of free-
dom of the random walk (e.g., d = 3 for diffusing wave
spectroscopy, and d = 2 for particle tracking videomi-
croscopy20,21).
There are a few exact interrelations between the rhe-
ological functions3, e.g., between the complex modulus
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2and the complex viscosity, G∗(ω) = iω η∗(ω), and one
can conveniently use Eq. 2 to evaluate the complex shear
modulus by considering21
G∗(ω) =
1
iωJˆ(ω)
, (3)
where Jˆ(ω) is the Fourier transform of the compli-
ance J(t), which might be evaluated exactly through a
Fourier-Laplace integral, or numerically by the method
proposed in Ref.23. Equations 2 and 3 opened the way
for many techniques that were used to measure the MSD
of probe particles to be applied in the characterization of
viscoelastic materials21. In particular, there are several
studies in the literature that use particle tracking mi-
crorheology to obtain the compliance and shear moduli
of protein systems during the gelation transition24–28.
In this paper I consider an approach based on Langevin
dynamics to derive general expressions for the MSD
〈∆r2(t)〉 and the time-dependent diffusion coefficient
D(t) of particles immersed in a viscoelastic material
described by effective elastic and friction constants. I
provide explicity expressions that link the MSD to the
response and memory functions and discuss how such
Langevin equation is related to a Fokker-Planck type of
equation. By using a microrheological approach based on
Eqs. 2 and 3, I obtain the complex shear moduli G∗(ω)
and the complex viscosity η∗(ω) of the material, and show
how such rheological properties are connected to the ef-
fective constants defined in the Langevin equation. I val-
idate my approach by considering experimental data on
the sol-gel transition of chemically cross-linked polyacry-
lamide gels24, and demonstrate that the expression for
the MSD used to describe the dynamics of probe parti-
cles in a gel phase of fibrillar proteins29 can be also used
to describe their dynamics in the sol phase.
II. MICRORHEOLOGICAL APPROACH
A. Langevin equation
First, consider that the motion of probe particles im-
mersed in a viscoelastic material can be described by an
overdamped Langevin equation that is given by
ζ
d~r
dt
= −κ
∫ t
0
dt′b(t− t′)~r(t′) + ~f(t) , (4)
where ζ and κ are the effective friction coefficient and
the effective elastic constant of the material, respectively;
b(t− t′) is a memory kernel function which indicates that
the particle is submitted to a non-markovian harmonic-
like potential; ~f(t) is a random force with gaussian sta-
tistical properties such that 〈~f 〉 = ~0 , and
〈~f(t) · ~f(t′)〉 = dkBT ζ b(t− t′) . (5)
In order to obtain a general expression for the mean-
squared displacement of the probe particles, one can
apply the Laplace transform, here denoted by z˜(t) =
L[~z(t); s] = ∫∞
0
~z(t) e−stdt, to both sides of Eq. 4, which
leads to
r˜(s) = χ¯(s)[~r(0) + ζ−1f˜(s)] , (6)
where
χ¯(s) =
1
s+ (κ/ζ)b¯(s)
, (7)
with b¯(s) = L[b(t); s]. Hence, the general solution of Eq. 4
is given by
~r(t) = χ(t)~r(0) + ζ−1
∫ t
0
χ(t− t′)~f(t′)dt′ , (8)
where χ(t) is a response function related to the memory
kernel b(t) through χ(t) = L−1{[s+ (κ/ζ)b¯(s)]−1; t} (see
Eq. 7). Now, following Ref.30, one can define
~y(t) = ~r(t)− χ(t)~r(0) = ζ−1
∫ t
0
χ(t− t′)~f(t′)dt′ (9)
and, by considering Eq. 5, evaluate the fluctuation func-
tion of ~y(t), i.e., A(t) = 〈~y(t) · ~y(t)〉, which is given by
A(t) =
dkBT
ζ
∫ t
0
∫ t
0
χ(t− t′)b(t′ − t′′)χ(t− t′′)dt′dt′′ .
(10)
Also, one should compute its time derivative,
∂A(t)
∂t
=
2dkBT
ζ
χ(t)
∫ t
0
b(t− t′)χ(t′)dt′ . (11)
Now, from Eq. 7 one have that
sχ¯(s)− 1 = −κ
ζ
b¯(s)χ¯(s) , (12)
and, since Eq. 8 requires that χ(0) = 1, the inverse
Laplace transform of Eq. 12 will be given by
− ζ
κ
∂χ(t)
∂t
= L−1[b¯(s)χ¯(s); t] =
∫ t
0
b(t− t′)χ(t′)dt′ ,
(13)
so that Eq. 11 can be rewritten as
∂A(t)
∂t
= −2dkBT
κ
χ(t)
∂χ(t)
∂t
. (14)
Thus, from the above equation one can infer that the
fluctuation function defined by Eq. 10 should be given
by
A(t) =
dkBT
κ
[
1− χ2(t)] , (15)
from where one can obtain the mean-squared displace-
ment, 〈∆r2(t)〉 ≡ A(t), by choosing, without loss of gen-
erality, ~r(0) = ~0 .
3B. Fokker-Planck equation
Importantly, if the random process defined by Eq. 4 is
gaussian, one can assume that the time-dependent posi-
tion distribution function is given by
P (~r, t) ∝ 1
[2piA(t)]
d/2
exp
{
− [~r(t)]
2
2A(t)
}
, (16)
which corresponds to the solution of a Fokker-Planck
type of equation that is characteristic of non-markovian
processes and can be written as30
∂P (~r, t)
∂t
= kBTβ(t)∇r
[
∇rP (~r, t) + P (~r, t)
(
κ~r
kBT
)]
,
(17)
where β(t) is a memory function defined as
β(t) = − 1
κ
1
χ(t)
∂χ(t)
∂t
. (18)
Interestingly, from Eqs. 13 and 18 one finds that
β(t)χ(t) =
1
ζ
∫ t
0
b(t− t′)χ(t′)dt′ , (19)
which indicates that, in general, there is no simple rela-
tionship between the memory kernel b(t) defined in Eq. 4
and the functions χ(t) and β(t). In particular, one can
observe that the memory function β(t) should be related,
but it is not generally equal, to the mobility function
µ(t) = (2dkBT )
−1(∂A(t)/∂t), which can be evaluated
from Eqs. 14 and 18 as
µ(t) = β(t)χ2(t) . (20)
C. Alternative Langevin equation
It is worth mentioning that the aforementioned
Langevin approach defined by Eq. 4 can be written in
terms of an alternative Langevin equation, where the
effective elastic force is equivalent to a delayed viscous
force, that is
κ~r(t) = −ζ
∫ t
0
u(t− t′)~v(t′)dt′ + ~g(t) (21)
with 〈~g(t) 〉 = ~0 and 〈~g(t) ·~g(t′)〉 = dkBT κu(t− t′). One
can show that the Laplace transform of Eq. 21 yields
r˜(s) =
[
s+
(κ/ζ)
u¯(s)
]−1 [
~r(0) + ζ−1
g˜(s)
u¯(s)
]
. (22)
Thus, by directly comparing Eqs. 6 and 22, and iden-
tifying the first multiplying term in the above equa-
tion as χ¯(s) defined by Eq. 7, one can verify that the
two Langevin equations will be equivalent when g˜(s) =
u¯(s)f˜(s), and
u¯(s) b¯(s) = 1 . (23)
Interestingly, a similar result was found in Refs.31,32,
where the author obtain approximate expressions for the
memory kernels of a tagged particle attached by springs
to the middle of a Rouse polymeric chain.
Once that the two approaches are equivalent, the same
reasoning presented in Sec. II B should be valid. In par-
ticular, by considering Eqs. 12 and 23, one finds that
χ(t) = − ζ
κ
∫ t
0
u(t− t′)χ˙(t′)dt′ , (24)
which is complementary to Eq. 19.
D. Mean-squared displacement (MSD)
Importantly, Eq. 18 sets a differential equation for χ(t),
which one can assume that have a solution that is given
by
χ(t) = χ(0) e−κψ(t) , (25)
from where one can identify β(t) = ∂ψ(t)/∂t, or ψ(t) =∫ t
0
β(t′)dt′, with
ψ(t) =
1
κ
ln
[
χ(0)
χ(t)
]
. (26)
Thus, the MSD can be computed from Eqs. 15 and 25 as
〈∆r2(t)〉 = dkBT
κ
[
1− e−2κψ(t)
]
. (27)
In principle, such expression for the MSD can be also
derived from the Fokker-Planck equation, Eq. 17, e.g., by
considering the time derivative of 〈~r 2(t)〉 = ∫ P (~r, t)r2dr
with P (~r, t) given by Eq. 16 (see, e.g., Ref.33).
In addition, one can evaluate the time-dependent dif-
fusion coefficient as the time derivative of the MSD, that
is, D(t) = (2d)−1∂〈∆r2(t)〉/∂t, which yields
D(t) = kBTµ(t) , (28)
with the mobility µ(t) computed by Eq. 20.
E. Examples
In this Section, I include four paradigmatic examples
that are discussed in terms of the aforementioned frame-
work and which will be useful to the following theoretical
developments.
1. Simple viscoelastic medium
The most trivial example corresponds to the case
where the probe particle is subjected to a harmonic po-
tential described by a markovian process so that the
memory kernel in Eq. 4 is given by a delta function,
4i.e., b(t) = δ(t), then β = 1/ζ follows from Eq. 19,
and ψ(t) =
∫ t
0
β(t′)dt′ = t/ζ, hence Eq. 25 gives χ(t) =
e−κt/ζ . In this case, the MSD obtained by Eq. 27 can
be used to evaluate the compliance through Eq. 2, which
yields J(t) = (3pia/κ)[1 − exp(−2t/τ)], from where one
can identify τ = ζ/κ as a characteristic relaxation time.
As shown in Ref.34, one can plug J(t) into Eq. 3 to obtain
the storage modulus, G′(ω) = (κ/3pia), and the loss mod-
ulus, G′′(ω) = (ζ/6pia)ω, which are the typical response
functions observed for a Kelvin-Voigt model3. Also, one
can obtain the viscosity η′(ω) = G′′(ω)/ω = (ζ/6pia),
which is equivalent to the well-known Stokes’ result,
ζ = 6piaη.
2. Normal diffusion in a simple fluid
Another example include the case where the probe par-
ticle is immersed in a simple fluid with viscosity η and
display a normal diffusion behavior. Such regime can be
retrieved by choosing a negative value for the elastic con-
stant, κ = −ζ/(2τ), and χ(t) = [(t/τ) + 1]1/2 (which is
similar to set χ(t) ≈ et/2τ for t τ), then Eq. 26 yields
ψ(t) = (τ/ζ) ln[(t/τ) + 1] and Eq. 18 leads to β(t) =
ζ−1[(t/τ) + 1]−1. In this case, Eq. 20 yields a constant
mobility function, µ(t) = 1/ζ, so that D(t) = kBT/ζ,
and Eq. 27 leads to 〈∆r2(t)〉 = 2d(kBT/ζ)t. Then, one
can use such MSD to obtain the mechanical response
of the fluid through Eqs. 2 and 3, that is, G′(ω) = 0,
G′′(ω) = ηω, and η′(ω) = η. It might be surprising that
Eq. 4 could describe a simple fluid by an effective elas-
tic media, however, those results can be also interpreted
in terms of the alternative Langevin equation presented
in Sec. II C. By considering Eq. 24, one can check that,
in this case, the effective elastic force defined in Eq. 21
should correspond to a delayed viscous force with a kernel
function given by u(t− t′) = δ(t− t′)[(t′/τ) + 1].
3. Polymer solutions
In general, the diffusion of probe particles immersed in
solutions of polymers are characterized by a subdiffusive
behavior with 〈∆r2(t)〉 ∝ tn at intermediary times, and
a normal diffusion behavior with 〈∆r2(t)〉 ∝ t, at times
longer than the longest relaxation time of the chains35.
The exponent n depends on the kind of polymer con-
sidered, e.g., n = 1/2 for flexible polymeric chains de-
scribed by the Rouse model, and n = 3/4 for semi-
flexible polymers11. Based on Refs.31,32, the dynamics
of particles subjected to polymeric chains could be at-
tained, in principle, by considering a kernel function like
u(t) ∝ t−ne−t/τ . Interestingly, the kernel function u(t)
for n = 1/2 presented in Refs.31,32 has the same func-
tional form of the approximated expression found for
the relaxation modulus G(t) in Ref.11 when obtaining
G∗(ω) for the Rouse chains. In principle, one could com-
pute the Laplace transform of u(t) and consider Eqs. 7
and 23 to obtain χ¯(s), however, even for such approxi-
mated expression, the response function does not have
a simple inverse Laplace transform. Anyhow, it is in-
structive to consider times shorter than τ , where the
MSD is given by 〈∆r2(t)〉 ≈ (dkBT/κ)(t/τ)n, then Eq. 2
yields J(t) ≈ (3pia/κ)(t/τ)n so that J˜(s) = L[J(t); s] =
(3pia/κτn)Γ(n + 1)/sn+1, where Γ(n + 1) is the usual
gamma function. Thus, by replacing s = iω and us-
ing Eq. 3, one finds that G′(ω) and G′′(ω) will be both
proportional to ωn at frequencies above τ−1. For in-
stance, G′(ω) ∝ G′′(ω) ∝ ω1/2 for Rouse chains, and
G′(ω) ∝ G′′(ω) ∝ ω3/4 for semiflexible chains. As dis-
cussed in Ref.36, solutions with structures of intermediary
size and/or flexibility might display intermediary values
of n.
4. Polymer network
Finally, it is worth mentioning the widespread expres-
sion that have been used in the literature to describe the
motion of probe particles in viscoelastic materials, which
is given by
〈∆r2(t)〉 = dkBT
κ
[
1− e−(t/τ)n
]
. (29)
To my knowledge, such expression was first derived by
Krall and co-workers16,17 by assuming a fractal struc-
ture for the gel network using ideas that are closely
related to a description based on percolation theory.
Interestingly, one can obtain Eq. 29 from Eq. 27 by
choosing χ(t) = e−(1/2)(t/τ)
n
, so that Eq. 26 leads to
ψ(t) = (2κ)−1(t/τ)n and a memory function given by
β(t) = ∂ψ(t)/∂t = n(2κτ)−1(t/τ)n−1. Unfortunately, as
discussed in Ref.29, the derivative of Eq. 29 does not pro-
vide a consistent description between the evaluated D(t)
and the time-dependent diffusion coefficient observed in
light scattering experiments37; and the MSD given by
Eq. 29 does not fit master curves very well29,38. Also,
the memory fuction β(t) at long times does not decay
as t−1, so that it is not consistent with fluctuating hy-
drodynamics theory30. In any case, probably due to its
simplicity, such expression have been largely used in the
literature (see, e.g., Refs.33,37–41).
III. RESULTS
In the following I apply the framework developed in
Sec. II in order to obtain self-consistent expressions which
can be used to describe the dynamics of probe particles
during gelation, hence the viscoelasticity of the material,
for both sol and gel phases. Also, I present a comparison
with experimental data in order to validate my approach.
5A. Generalized response function
First, I consider that the viscoelastic material present a
local response function which is similar to that discussed
in the last example of Sec. II E, that is, χε(t) = e
−εψκ(t),
where ψκ(t) = α(2κ)
−1(t/τ)n and ε is a local effective
elastic constant which might depend generally on the lo-
cal properties of the structures in the viscoelastic ma-
terial, e.g., cluster/chain sizes in solutions, and mesh
sizes/coordination numbers in networks. In this case, the
exponent n in ψκ(t) is directly related to a structural
dynamic exponent, e.g., n = 1/2 for Rouse chains and
n = 3/4 for semiflexible polymers36, and it should char-
acterize the exponent observed at the gelation transition;
and α is an exponent that characterizes the distribution
of elastic constants ε, which it is assumed to be given by
a gamma distribution42, that is
ρα(ε) =
α2
4|κ|Γ(1 + α/2)
( α
2κ
ε
)−(1−α/2)
exp
(
− α
2κ
ε
)
,
(30)
where Γ(1+α/2) denotes the usual gamma function. Im-
portantly, Eq. 30 is chosen in order to have the mean
value of the local elastic constants ε consistent with
ε¯ = κ. Also, it is worth mentioning that the effective
elastic constants have been related to, e.g., the size of
clusters of particles/polymers with a given size16,43, and
that gamma distributions have been already used to de-
scribe size distributions44.
Now, by changing the variable to ξ = (αε/2κ), so that
χξ(t) = e
−ξ(t/τ)n , one finds that the distribution of ef-
fective dimensionless elastic constants, ξ, can be written
as ρα(ξ) = ξ
−(1−α/2)e−ξ/Γ(α/2), so that the effective re-
sponse function of the viscoelastic material can be eval-
uated exactly45, and is given by
χ(t) =
∫ ∞
0
ρα(ξ)χξ(t) dξ =
[(
t
τ
)n
+ 1
]−α/2
, (31)
which is valid for α > −2, and the mean value of ξ is
related to the exponent as ξ¯ = α/2. Note that, if α is
negative, one should also assume that κ < 0, which leads
to negative values of ξ¯ and ε¯ as well.
Also, by considering Eq. 26, Eq. 31 leads to
ψ(t) =
α
2κ
ln
[(
t
τ
)n
+ 1
]
, (32)
with a memory function β(t) = ∂ψ(t)/∂t given by
β(t) =
αn
2κτ
(
t
τ
)n−1/ [(
t
τ
)n
+ 1
]
, (33)
Figure 1 illustrates the behavior of the functions ψ(t)
and β(t) that were obtained from the experimental data
presented in Fig. 2. Interestingly, both ψ(t) and β(t)
display positive values and present the same general be-
havior for both sol and gel phases, even though the
sol phase required negative values for α and κ. At
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FIG. 1. Function ψ(t) (main panel), Eq. 32, and the memory
function β(t) (inset), Eq. 33, that correspond to the master
curves presented in Fig. 2. The dynamics of both sol and
gel phases are described by the same exponent n = 0.55 and
those functions display curves with a similar behavior in a
log-log plot. For the gel phase one have κ = 2.74×104 Pa.nm,
τ = 8.63 × 10−5 s, and α = 0.71, so that αn ≈ 0.39. For the
sol phase one have that κ = −8.81×105 Pa.nm, τ = 3×10−5 s,
and α = −1.8, so that −αn ≈ 1.
short times, t  τ , the logarithm in Eq. 32 can be
expanded around 1, so that ψ(t) ≈ (α/2κ)(t/τ)n and
β(t) ≈ (αn/2κτ)(t/τ)n−1. On the other hand, at later
times, t  τ , one have that (t/τ)n + 1 ≈ (t/τ)n so
that Eqs. 32 and 33 yield ψ(t) ≈ (αn/2κ) ln(t/τ) and
β(t) ≈ (αn/2κτ)(t/τ)−1, respectively. Contrary to what
is observed for the corresponding memory function β(t)
evaluated from Eq. 29, the limit of Eq. 33 at long times,
i.e., β(t) ∝ t−1, is consistent with fluctuating hydrody-
namics theory30, and, accordingly, it does not depend
either on n or α (see Fig. 1).
B. Probe particle dynamics
Now, by considering the response function given by
Eq. 31, one can obtain the expression for the MSD
through Eq. 27, which gives,
〈∆r2(t)〉 = dkBT
κ
{
1−
[(
t
τ
)n
+ 1
]−α}
. (34)
Importantly, such expression can be thought as obtained
by averaging the trajectories over many mesoscopic re-
gions of the sample just like in the experiments that use
multi-particle techniques21. Also, it can be considered
an alternative to Eq. 29 and, as explored in Ref.29, it can
be used to describe the dynamics of probe particles im-
mersed in viscoelastic materials with a semisolid response
like gels7. In fact, as I demonstrate below, Eq. 34 is a
general expression that can be used to describe the MSD
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FIG. 2. Master curves of the mean-squared displacement illustrating the typical diffusing behaviors observed in (a) sol and
(b) gel phases, respectively. All parameters and curves are displayed as rescaled quantities as they were multiplied by factors ac
and/or bc, e.g., MSD bc〈∆r2(t)〉, and time act, which are experimentally obtained shift factors used to construct the rescaled
curves. Filled symbols correpond to the experimental data extracted from Ref.24 on cross-linked polyacrylamide solutions,
while continuous lines denote curves obtained using Eq. 34. Vertical dotted lines indicate the values of characteristic times,
τ = 3×10−5 s (sol phase) and τ = 8.63×10−5 s (gel phase), which separate the subdiffusive behavior with exponent n = 0.55 at
short times from the later time regimes, in which the sol-phase is characterized by the presence of a normal diffusion behavior
obtained with α = −1.8 so that −αn ≈ 1, while the limited diffusion observed in the gel-phase is obtained with α = 0.71. The
values of the effective elastic constant are κ = −8.81 × 105 Pa.nm (sol phase) and κ = 2.74 × 104 Pa.nm (gel phase). Inset:
time-dependent diffusion coefficient D(t) obtained from the corresponding master curves by Eq. 35.
of probe particles immersed in a complex fluid, i.e., in
the sol phase, as well.
In addition, one can also evaluate the time-dependent
diffusion coefficient D(t) from Eqs. 31 and 33 through
Eq. 28, which yields
D(t) = kBT
αn
2κτ
(
t
τ
)n−1/ [(
t
τ
)n
+ 1
]1+α
. (35)
It is worth noting that, just as discussed earlier for the
functions ψ(t) (Eq. 32) and β(t) (Eq. 33), α should adopt
the same sign of κ in order to have D(t) as a positive-
valued function. Also, as expected from Sec. II B, the
long time behavior of the memory function, i.e., β(t) ≈
(αn/2κ)t−1, is clearly different from that of Eq. 35 when
t τ , that is
D(t) ≈ kBT αn
2κτ
(
t
τ
)−(1+αn)
. (36)
Interestingly, if one defines δ(t) = (2d)−1〈∆r2(t)〉/t with
〈∆r2(t)〉 given by Eq. 34 then, at later times (t  τ),
δ(t) ≈ (kBT/2κ)t−1 if κ is positive. If κ is negative and
α ≈ −1/n, then one obtain basically the same result,
i.e., δ(t) ≈ −(kBT/2κ)tαn, with κ < 0 and αn ≈ −1.
In order to validate my approach, I include in Fig. 2
results that were obtained from the experimental data
taken from Ref.24, where the authors studied the sol-
gel transition of chemically cross-linked polyacrylamide
gels. The microrheology experiments were done with
the particle tracking videomicroscopy technique (d = 2)
using fluorescent polystyrene microspheres with radius
a = 525 nm, and I presume that the experiments were
done at room temperature, i.e., T = 298 K (or kBT =
4.114 pN.nm).
The master curves for the MSD were generated from
several experiments at different concentrations (c in %wt)
of bis-acrylamide cross-linker, and one can recover the
actual data by using the shift factors ac and bc that are
available in Ref.24. Figure 2(a) displays the typical be-
havior observed for probe particles immersed in the sol
phase, with the long time diffusive behavior being char-
acteristic of a fluid-like solution with 〈∆r 2(t)〉 ∝ t and
D(t) independent of time. Figure 2(b) corresponds to a
restricted motion of the probe particles, which is tipi-
cally observed in the gel phase, with 〈∆r 2(t)〉 going to a
constant value for long times. Indeed, when α > 0 (gel
phase), Eq. 34 leads to 〈∆r2(t)〉 ≈ dkBT/κ and D(t)
decays with t−(1+αn) as in Eq. 36 for t  τ . When
α ≈ −1/n (sol phase), Eq. 36 yields a diffusion coeffi-
cient which is constant, D0 = −kBT/(2κτ), and a MSD
given by 〈∆r2(t)〉 ∝ t. By assuming that, at long times,
the particle in the sol phase probes an effective viscos-
ity given by η0, one can assume that D0 = kBT/6piaη0,
which is equivalent to κ = −3pia η0 τ−1, where the nega-
tive value of κ indicates that the effective elastic force is
repulsive, with the corresponding potential being a bar-
rier instead of a well46. Importantly, this last result re-
veals that, at least for the sol phase, there is a direct link
between the effective elastic constant κ defined by in the
Langevin equation, Eq. 4, and a rheological property of
the solution, i.e., its viscosity η0.
7As shown in Fig. 2, the dynamics of probe particles
both on sol and gel phases share the same short time
behavior, with the MSD and the time-dependent diffu-
sion coefficient given, respectively, by 〈∆r2(t)〉 ∝ tn and
D(t) ∝ tn−1, with the exponent n = 0.55. Figure 1
shows that a similar short-time behavior is shared by the
functions ψ(t) and β(t), respectively. The analogy with
the response of polymer solutions presented in Sec. II E 3
indicates that, since n is slightly above 1/2, the clusters
in the polyacrylamide solution might be not made ex-
clusively of long flexible structures, but it might include
semiflexible and short structures as well36.
Interestingly, by comparing the limiting case of the
time-dependent diffusion coefficient given by Eq. 36 with
D(t) ∝ t−ds/2, one finds that ds = 2(1 + αn), where ds
is an estimate for the spectral dimension of the network
in the gel phase37. For n = 0.55 and α = 0.71 one finds
ds = 2.78, which is consistent with the values reported
in Ref.37 for other kinds of gels.
C. Viscoelastic response functions
As indicated earlier, the complex shear modulus G∗(ω)
of a viscoelastic material can be evaluated from the com-
pliance J(t) through Eq. 3. Also, by considering the MSD
of probe particles defined by Eq. 34, one can obtain the
compliance from Eq. 2, which yields
J(t) =
3pia
κ
{
1−
[(
t
τ
)n
+ 1
]−α}
. (37)
From the master curves of the MSD presented in
Figs. 2(a) and (b), one can use the shift factors ac and bc
in Ref.24 to obtain the estimates of the compliance J(t)
at different concentrations c of bis-acrylamide, as shown
in Fig. 3(a). Figures 3(b) and 3(c) show the values of κ
and τ as a function of c, which were obtained from a fit of
the data presented in Fig. 3(a) to Eq. 37. Although both
parameters display a non-linear behavior as a function of
the cross-linker concentration, the compliance curves J(t)
goes down as c increases, indicating that the formation
of structures is impinging a more restricted movement to
the probe particles. Interestingly, the relaxation time τ
shows a divergent-like behavior which is typical of the
sol-gel transition, while κ displays a non-linear behavior
with negative values for c < c∗ when α < 0, and positive
values for c > c∗, with24 c∗ ≈ 0.0617%.
Unfortunately, it is difficult to evaluate an exact and
general expression (i.e., for any values of n, α, τ and κ)
for the Fourier-Laplace transform of the Eq. 37. However,
one can obtain approximated results by assuming that
the compliance can be expanded around a time t = 1/ω
as47
J(t) ≈ J(1/ω)(ωt)p(ω) (38)
where p(ω) ≡ p(t)|t=1/ω is an effective exponent of the
compliance (or, equivalently, of the MSD) around a time
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FIG. 3. (a) Compliance J(t) for different concentrations c
of bis-acrylamide cross-linker. Symbols denote the data ob-
tained from the master curves (see Fig. 2) by using the ex-
perimentally obtained shift factors ac and bc of Ref.
24, while
continuous lines correspond to the fit of the data points to
Eq. 37. The dashed line denote a curve proportional to tn
with n = 0.55, which lies between the sol and gel phases, and
the arrow indicate the increasing concentration of cross-linker
c. Inset shows the effective exponent of J(t), Eq. 40, for dif-
ferent concentrations at t = 1 s. (b) and (c) are, respectively,
the elastic constant κ and the relaxation time τ obtained from
the fit of the data displayed in (a) to Eq. 37 with the same
exponents α and n used in Fig. 2. The vertical dotted lines
indicate the critical concentration of cross-linkers c∗.
t = 1/ω, with p(t) given by
p(t) =
d ln〈∆r2(t)〉
d ln t
= 2d
D(t)
〈∆r2(t)〉 t . (39)
By considering 〈∆r2(t)〉 and D(t) given by Eqs. 34
and 35, respectively, Eq. 39 yields
p(υ) = αn
(υ−1 − 1)
(1− υα) , (40)
with υ = υ(t) = 1 + (t/τ)n. One can check that, at
short times (t  τ), υ ≈ 1, thus p = n for both α > 0
and α < 0, which is consistent to what is observed for the
MSD in Figs. 2(a) and 2(b), and for J(t) in Fig. 4(a). For
long times (t  τ), υ ≈ (t/τ)n so that p = −αn ≈ 1 for
α < 0 (sol phase), and p(t) = αn(t/τ)−αn ≈ 0 for α > 0
(gel phase), in agreement to Figs. 2(a) and 2(b), and
Fig. 4(a) as well. As illustrated in the inset of Fig. 3(a),
one can use Eq. 40 to obtain the exponent p1 at given
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FIG. 4. (a) and (b) show the viscosity η′(ω) = G′′(ω)/ω and the storage modulus G′(ω) at different concentrations c of
cross-linkers, respectively. Arrows indicate the increasing concentration c of cross-linkers. Symbols correspond to data obtained
numerically from the curves J(t) presented in Fig. 3 by using the method proposed in Ref.23, while continuous lines corresponds
to Eqs. 42, G′(ω), and 43, η′(ω), with the exponents α and n obtained from Fig. 2, and the values of κ and τ extracted from
the data presented in Figs. 3(b) and 3(c), respectively. For both η′(ω) and G′(ω) the relative difference between the estimates
obtained by the two approaches is less than 0.1. Dashed lines indicate the behaviors at high frequencies: η′(ω) ∝ ωn−1 and
G′(ω) ∝ ωn.
time, e.g., t = 1 s, for the different values of c in order to
estimate the gelation concentration c∗ (see, e.g., Ref.48).
Hence, one can consider Eq. 38 to obtain an estimate
of Jˆ(ω) through a Fourier-Laplace integral, i.e., Jˆ(ω) ≈
J(1/ω)L[(ωt)p(ω); s]s=iω, which leads to
iωJˆ(ω) ≈ J(1/ω) Γ(1 + p(ω)) e−ipip(ω)/2 . (41)
As previously mentioned, Γ(1 + p(ω)) denotes the usual
gamma function45. The above expression is valid for
p(ω) > −1, so it can be used to describe all types of
diffusive regimes, including the subdiffusion observed in
restricted random walks where p ≈ 0. Finally, by consid-
ering Eq. 41, one can use Eq. 3 to evaluate the storage
modulusG′(ω) and the viscosity η′(ω) = G′′(ω)/ω, which
are given, respectively, as
G′(ω) ≈ g(ω)
( κ
3pia
)
cos
[
pip(ω)
2
]
, (42)
and
η′(ω) ≈ g(ω)
ω
( κ
3pia
)
sin
[
pip(ω)
2
]
, (43)
where
g(ω) =
1
{1− [(ωτ)−n + 1]−α}Γ(1 + p(ω)) (44)
with p(ω) obtained from Eq. 40 assuming that υ(ω) =
υ(t)|t=1/ω = 1 + (ωτ)−n.
Figures 4(a) and 4(b) include a comparison between
the viscosity η′(ω) (at the sol phase) and the storage
modulus G′(ω) (at the gel phase) evaluated from Eqs. 42
and 43, and computed directly from the compliance J(t)
presented in Fig. 3(a) via the numerical method proposed
in Ref.23. At high frequencies, ω  τ−1, one have that
p ≈ n and g(ω) ≈ α−1(ωτ)n/Γ(1 + n), so that, just as
discussed in Sec. II E 3, one have that G′(ω) ∝ ωn and
G′′(ω) ∝ ωn, which leads to η′(ω) ∝ ωn−1, as shown in
Fig. 4.
For the sol phase (α < 0) at low frequencies, ω0 
τ−1, Eqs. 40 and 44 lead to p(ω0) = −αn and g(ω0) ≈
−(ω0τ)−αn, respectively. Thus, one can consider Eq. 43
to obtain a limit for the viscosity at low frequencies, that
is
η′(ω0) = − κ
3pia
ω
−(1+αn)
0 τ
−αn . (45)
By taking αn ≈ −1, the above equation yields a value
η0 = η
′(ω0) which is practically independent of the fre-
quency ω0, as shown in Fig. 4(a). Also, it yields
κ ≈ −3piaη0
τ
, (46)
which corresponds to the same relation obtained from
the limit for long times of the time-dependent diffusion
coefficient D(t) in Sec. III B. In addition, at the sol phase,
the low frequency value of the storage modulus given by
Eq. 42 can be estimated as
G′(ω0) ≈ Cs η0 ω0 , (47)
where η0 is defined as in Eq. 46, and Cs = pi(1 + αn)/2
with αn ≈ −1. As expected, for α < 0 (sol phase),
G′(ω0) is proportional to ω0, which is a characteristic
behavior of complex solutions at low frequencies.
At the gel phase, one have that α > 0, then, at low
frequencies (ω0  τ−1), Eqs. 40 and 44 lead to p(ω0) =
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FIG. 5. (a) and (b) show, respectively, the viscosity
η′(ω0) and the storage modulus G′(ω0) obtained from the
data presented in Figs. 4(a) and 4(b) at a low frequency,
ω0 = 0.01 rad/s, for different concentrations of cross-linkers
c. (c) Validation of Eqs. 46 and 49: filled circles correspond
to the modulus of the effective elastic constant, i.e. |κ|/3pia;
the values of η0 and G0 are those displayed in (a) and (b),
respectively, while the value of τ is obtained from Fig. 3(c).
The vertical dotted lines indicate the critical concentration of
cross-linkers c∗.
αn(ω0τ)
αn and g(ω0) ≈ 1, respectively. Hence, one can
use Eq. 42 to obtain the limit of the storage modulus at
low frequencies, that is
G′(ω0) ≈ κ
3pia
, (48)
which corresponds to the plateau value showed in
Fig. 4(b). And, by assuming that G0 ≡ G′(ω0) at the
gel phase, one have that
κ ≈ 3piaG0 . (49)
Also, at low frequencies and α > 0, Eq. 43 yields
η′(ω0) = Cg G0 ταn ω
−(1−αn)
0 , (50)
where G0 is defined by Eq. 49 and Cg = αn(pi/2).
Figures 5(a) and 5(b) show, respectively, η′(ω0) and
G′(ω0) obtained from the data presented in Figs. 4(a)
and 4(b) at a constant low frequency, ω0 = 0.01 rad/s, as
a function of the concentration of cross-linkers c through
the sol-gel transition for the polyacrylamide. At the sol
phase, the low frequency values of the viscosity and the
storage modulus are given by Eqs. 45 and 47, respectively.
At the gel phase, the storage modulus can be described
by Eq. 48, while the viscosity is given by Eq. 50.
Finally, I emphasize that Eqs. 46 and 49 establish re-
lationships between the effective elastic constant κ de-
fined in the Langevin equation, Eq. 4, and the rheolog-
ical properties of the viscoelastic material, i.e. η0/τ at
the sol phase, and G0 at the gel phase. Figure 5(c) illus-
trates this correspondence through the sol-gel transition,
by presenting the values of the modulus of the effective
elastic constant, |κ|/3pia, together with the values of η0/τ
and G0 obtained from the data in Figs. 4(a) and 4(b).
IV. CONCLUDING REMARKS
In this paper I consider an approach based on mi-
crorheology to provide a general expression for the mean-
squared displacement of probe particles which can be
used to obtain the full viscoelastic response of gels. The
non-markovian Langevin approach used here allowed me
to establish useful interrelations between the MSD of
probe particles, Eq. 34, and several functions, in par-
ticular, the response function χ(t), Eq. 31, the time-
dependent diffusion coefficient D(t), Eq. 35, the memory
kernels b(t) and u(t) of the Langevin equations, Eqs. 4
and 21, and also to the memory functions ψ(t), Eq. 32,
and β(t), Eq. 33, which are related to the Fokker-Plank
equation, Eq. 17.
The expressions obtained for the viscoelastic response
of the gel, i.e., the storage modulus, Eq. 42, and the
viscosity, Eq. 43, should be of practical interest to
both theoreticians and experimentalists. For instance,
those equations might be used to describe rheologi-
cal/microrheological data providing estimates for the ex-
ponents n and α which characterize, respectively, the
dynamics and the structures of the gel. In particular,
Eq. 43 can be seen as an alternative model (e.g., Cross,
Carreau, Bird) to viscosity, specially for shear-thinning
viscoelastic materials, which present a decreasing η′(ω)
similar as those displayed in Fig. 4(a). Also, the analyt-
ical expressions which link the effective elastic constant
κ introduced in the Langevin equations to the viscoelas-
tic properties of the gel, i.e. Eqs. 46 and 47 (sol phase),
and Eqs. 49 and 50 (gel phase), should provide a theoret-
ical basis that goes beyond the analogy between gelation
and percolation14,49, since those equations are expected
to be valid not only at the sol-gel transition but in the
coarsening regime as well29,50,51.
It is worth mentioning that, due to experimental reso-
lution of the available data, I consider that the exponent
α changes abruptly from−1/n to a finite positive value at
the gelation point, even though the effective exponent p1
changes continuosly (see the inset of Fig. 3(a)). However,
for time-cure experiments involving physical gels, it could
be that the changes in α are more notiaceable, and one
might observe what is happening with it at the gelation
point. In that case, just like in any microrheology experi-
ment21, ergodicity breaking should be avoided by consid-
10
ering that the observation times te, i.e., the longest times
used to probe the MSD, are much shorter than the cure
times tw. Hence, in order to use the framework developed
here, one must assume that the distribution ρα(ε) defined
by Eq. 30 remains unaltered for times t < te  tw.
Finally, one should note that I derived the expres-
sion for the MSD from a distribution of elastic constants
which might be related to the cluster sizes distribution
in the sample16,43. Thus, my results suggest that, be-
sides of being interpreted as a generalization of the re-
sults obtained in Ref.16, the expression obtained here for
the MSD, Eq. 34, should be related to approaches that
compute the relaxation modulus G(t) from the time re-
laxation distribution H(λ) through Eq. 1 as in, for in-
stance, Ref.52. In fact, by assuming that ξ = (λ/τ)γ and
recalling that ξ = αε/2κ, one can consider the distri-
bution of local elastic constants ε defined by Eq. 30 to
obtain the distribution of relaxation times λ as
H(λ) =
1
Γ(α/2)
∣∣∣γ
τ
∣∣∣ (λ
τ
)αγ/2−1
exp
[
−
(
λ
τ
)γ ]
, (51)
which is known as a generalized gamma distribu-
tion42. Remarkably, the above expression is similar to
the semi-empirical distribution used in Ref.15 to obtain
the complex modulus G∗(ω) of liquid-like solutions of
colloidal particles from their self-assembly aggregation
kinetics, and it is worth mentioning that one might ex-
plore it also to describe gel-like responses by considering
negatives values for γ.
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