Checking that a given finite state program satisfies a linear temporal logic property suffers from the state explosion problem. Often the resulting lack of available memory is more significant than any time limitations. One way to cope with this is to reduce the state graph used for model checking. We present an algorithm for constructing a state graph that is a projection of the program's state graph. The algorithm maintains the transitions and states that affect the truth of the property to be checked. Especially in conjunction with known partial order reduction algorithms, we show a substantial reduction in memory over using partial order methods alone, both in the precomputation stage, and in the result presented to a model checker. The price of the space reduction is a single additional traversal of the graph obtained with partial order reduction. As part of our space-saving methods, we present a new way to exploit Holzmann's Bit Hash Table, which assists us in solving the revisiting problem.
Introduction
The space needed for model checking of linear temporal logic properties has proven to be the limiting factor in the size of problems that can be treated. To overcome this difficulty several preprocessing or online techniques have been suggested to construct smaller graphs such that a property to be checked is true of the original state graph iff it is true of the reduced graph. In particular, partial order methods such as [3, 13] , and [12] take advantage of the fact that certain operations are independent of other operations, and that not all interleavings of independent operations need to be explicitly examined.
Here, we exploit the fact that the specification-the property to be proven-is independent of certain operations and examine the conditions for independence more closely to obtain a further reduction. Invisible operations are those that do not affect the truth of any of the atomic propositions of the specification, while visible operations do affect them. A node is considered visible if some edge corresponding to a visible operation enters it, and invisible otherwise. We also observe that an operation can be invisible or visible, depending on the state from which it is executed. In this paper, a program's projected visible state space relative to a specification is constructed through a DFS traversal, and the invisible states are eliminated. Thus we present to the model checker a much smaller structure that represents the program.
The construction of the visible state space requires a linear traversal of a state graph that is somewhat reduced from the original, although it can nevertheless be large in some cases. This is still worthwhile because a linear temporal logic model checker requires space and time complexity that is the multiplication of the size of the state space by a term exponential in the length of the formula. We are therefore motivated to reduce the state graph given to the model checker, even at the cost of a single extra traversal of the graph. Moreover, we will show that the reduced structure can be produced with a low space overhead.
During any such preprocessing, and also during a traversal of the state space for reachability analysis, for deadlock detection or to check simple state invariants, the question arises of whether to record for future reference that a particular state has already been visited. Not indicating that a state has already been visited saves space, but may be costly in time: if the state is later reached again along another path, its descendants must be recomputed unnecessarily. Since only the individual states are considered (rather than the paths through the graph) once a state has been generated and analyzed, there is no reason to consider it or its descendants again. However, if the state is regenerated as a change from a state reached along a different path, there is no inherent way to know that the state and its descendants have already been considered.
We can define the revisiting degree of a state as the number of incoming edges not including those that close loops. Those that close loops are on the stack used for a depthfirst traversal, and thus are easily identified with no additional space needed. The question is whether a state should be identifiable as having already been visited even after backtracking from that state, in the DFS traversal. For graphs with many states having a large revisiting degree, the time can increase exponentially if states are re-expanded each time they are reached. Saving already generated states in the memory, and comparing each newly generated state with the existing ones, avoids this problem. However, this approach can lead to memory overflow if we save the states only so we can check whether they have been visited. This trade-off is called the state revisiting problem.
In [2] , the state revisiting problem is considered for reachability analysis using a partial order reduction method. The authors conclude that in that context the problem can be ignored, states should not be saved after visiting, and that the price to be paid in recomputation is tolerable (3 to 4 times a single traversal, for their examples). In general model checking, however, as opposed to only treating reachability, the number of recomputations can be unacceptably large.
It is clear that partial order reductions as in [2] lessen the state revisiting problem because one cause of reaching the same state by different paths is that independent operations are executed in a different order. Nevertheless, recomputation is still sometimes necessary both because such methods only eliminate some of the redundancy of various orderings of independent operations, and because sometimes the same state is reached through truly different sequences of operations. Partial order methods consider operations to be dependent and/or to influence the specification if they might have such an influence. Here, we check more carefully whether an occurrence of an operation actually affects atomic clauses in the specification, as in [7] , and may therefore realize greater savings.
