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HIGH-ORDER ITERATIVE METHODS FOR A NONLINEAR KIRCHHOFF WAVE EQUATION
Abstract. In this paper we consider the following nonlinear wave equation (1) 8 > < > :
(µ(x, t, u x (t) 2 )u x ) = f (x, t, u), 0 < x < 1, 0 < t < T, u(0, t) = u(1, t) = 0, u(x, 0) = e u 0 (x), u t (x, 0) = e u 1 (x), where µ, f, e u 0 , e u 1 are given functions satisfying conditions specified later. In Eq.
(1) 1 , the nonlinear term µ(x, t, u x 2 ) depends on the integral u x (t) 2 = 
Introduction
In this paper we consider a nonlinear wave equation with the KirchhoffCarrier operator u tt − ∂ ∂x µ(x, t, ||u x (t)|| 2 )u x = f (x, t, u), (1.1) where µ, f, u 0 , u 1 are given functions satisfying conditions specified later. In Eq. (1.1), the nonlinear term µ(x, t, ||u x (t)|| 2 ) depends on the integral (1.4) ||u x (t)|| 2 = 1 0 |u x (x, t)| 2 dx.
Eq. (1.1) has its origin in the nonlinear vibration of an elastic string (Kirchhoff [11] ), for which the associated equation is (1.5)
here u is the lateral deflection, ρ is the mass density, h is the cross section, L is the length, E is Young's modulus and P 0 is the initial axial tension.
In [4] , Carrier also established a model of the type (1.6)
where P 0 and P 1 are constants. One of the early classical studies dedicated to Kirchhoff equations was given by Pohozaev [26] . After the work of Lions, for example see [15] , Eq. (1.5) received much attention where an abstract framework to the problem was proposed. We refer the reader to, e.g., Cavalcanti et al. [5] − [7] , Ebihara, Medeiros and Miranda [9] , Miranda et al. [25] , Lasiecka and Ong [13] , M. Aassila [2] for many interesting results and further references.
A survey of the results about the mathematical aspects of Kirchhoff model can be found in Medeiros, Limaco and Menezes [23] , [24] .
When f = 0 and µ = µ(||u x || 2 ) is a function depending only on ||u x || 2 , the Cauchy or mixed problem for (1.1) has been studied by many authors; see Ebihara, Medeiros and Miranda [9] , Pohozaev [26] and the references therein.
In [22] Medeiros has studied problem (1.1)-(1.3) with f = f (u) = −bu 2 , where b is a given positive constant, and Ω is a bounded open set of R 3 . In [10] Hosoya and Yamada have considered (1.1)-(1.3) with f = f (u) = −δ|u| α u, where δ > 0, α ≥ 0 are given constants.
In [16] Long and Diem have studied the linear recursive schemes associated with the nonlinear wave equation (1.7) u tt − u xx = f (x, t, u, u x , u t ), 0 < x < 1, 0 < t < T, associated with (1.3) and the mixed conditions (1.2) standing for (1.8) u x (0, t) − h 0 u(0, t) = u x (1, t) + h 1 u(1, t) = 0, where h 0 > 0, h 1 ≥ 0 are given constants. Afterwards, this result has been extended in [17] to the nonlinear wave equation with the Kirchhoff -Carrier operator
associated with (1.2), (1.3).
In this paper, we associate with equation (1.1) a recurrent sequence {u m } defined by
, we prove that the sequence {u m } converges at a rate of order N to a unique weak solution of problem (1.1)-(1.3). This result is a relative generalization of [3] , [8] , [16] - [21] , [27] .
The high-order iterative method
We will omit the definitions of the usual function spaces and denote them by the notations
Let ·, · be either the scalar product in L 2 or the dual pairing of a continuous linear functional and an element of a function space. The notation || · || stands for the norm in L 2 and we denote by || · || X the norm in the Banach space X. We call X ′ the dual space of X. We denote by L p (0, T ; X), 1 ≤ p ≤ ∞ for the Banach space of real functions u : (0, T ) → X measurable, such that
and ||u|| L ∞ (0,T ;X) = ess sup 0<t<T ||u(t)|| X for p = ∞.
Similarly, with µ = µ(x, t, z), we also put
We then have the following lemmas the proof of which can be found in [1] .
We make the following assumptions:
, and there exist constants p > 1,
With f satisfying assumption (A 3 ), for each M > 0 and T > 0 we put
For each M > 0 and T > 0 we get
where Q T = (0, 1) × (0, T ). We shall choose as first initial term u 0 ≡ 0, suppose that
and associate with problem (1.1)-(1.3) the following variational problem:
Then, we have the following theorem.
Then there exist a constant M > 0 depending on u 0 , u 1 , µ and a constant T > 0 depending on u 0 , u 1 , µ, f such that, for u 0 ≡ 0, there exists a recurrent sequence
Proof. The proof consists of several steps.
Step 1: The Faedo -Galerkin approximation (introduced by Lions [14] ). Let us consider a special basis of H 1 0 , formed by the eigenfunctions w j of the operator
where the coefficients c (k) mj satisfy the system of nonlinear differential equations (2.12)
Let us suppose that u m−1 satisfies (2.6). Then we have the following lemma.
Lemma 2.4. Let assumptions (A 1 )-(A 3 ) hold. For fixed M > 0 and T > 0, then, the system (2.12)-(2.14) has a unique solution u
Proof. The system of Eqs. (2.12)-(2.14) is rewritten in the form (2.15)
and it is equivalent to the system of integral equations
Omitting the index m, it is written as follows
where
For every T (k)
m ∈ (0, T ] and ρ > 0 that will be chosen later, we put 
On the other hand, by
we have
It follows that
Hence, we obtain
where q T = sup 0≤t≤T |q(t)| 1 , and
(ii) We now prove that
Proof of (2.20) is as follows.
For all j = 1, 2, . . . , k, and
In which
. In order to consider J 2 , we also note that
and D 3 µ(ξ) satisfies the following inequality
It implies that
and then
we obtain
We deduce that
Therefore, it follows from (2.18)-(2.21) and (2.23), that F : S → S is contractive. We deduce that F has a unique fixed point in S, i.e., the system (2.12)-(2.14) has a unique solution u The following estimates allow one to take T (k) m = T independent of m and k.
Step 2: A priori estimates. Put 
Then, it follows from (2.12)-(2.14) and (2.24)-(2.26) that
We shall estimate step by step all integrals I 1 , . . . , I 7 .
Integral I 1 . By using assumption (A 2 , (ii), (iii)), we obtain that
Using the inequality (2.31)
we get from (2.25), (2.26), (2.30), that
Integrating by parts, we get
By using Lemmas 2.1 and 2.2, we have
Using the inequality
we get from (2.31), (2.33) and (2.34), that
for all β > 0, where
and C 0 always indicates a constant independent of m, k and T. Integral I 3 . Similarly, we have
where (2.39)
Integral I 4 . Integrating by parts, we rewrite I 4 as follows
4 + I
4 .
We shall estimate step by step all integrals I
4 , j = 1, 2, 3, 4.
Estimate I
4 . By using the assumption (A 2 , (ii)), we obtain from (2.8), that
On the other hand, it follows from (2.13), (2.25), (2.26) , that
Hence, we deduce from (2.41), (2.42), that
where µ 2 = µ 1 2 2p−1 (1 + 
4 . By using the assumption (A 2 , (ii)), we obtain from (2.8) and (2.13), that
4 . Using the assumption (A 2 , (ii)), we deduce from (2.25), (2.26), (2.31), that:
Using the assumption (A 2 , (4i), (5i)), it follows from (2.25), (2.26), (2.48), that:
We again use inequality (2.31), it follows from (2.25), (2.26), (2.49), that
Combining all the above estimates for I
(1)
4 , I
4 , we obtain
(2.51)
We shall now require the following lemma.
Lemma 2.5. We have with a i , i = 0, 1, . . . , N − 1 are defined as follows
, by (2.2), (2.4), (2.6), (2.9), we have
where a i , i = 0, 1, . . . , N − 1 are defined as (2.55). Hence, the part 1 of Lemma 2.5 is proved.
(ii) We use the following notations:
By (2.9), we have
Hence, by (2.2), (2.4), (2.6), we have
Hence, the part 2 of Lemma 2.5 is proved. The proof of Lemma 2.5 is complete.
We now return to the estimates for I 5 , I 6 , I 7 .
Integral I 5 . By (2.31), (2.53), we obtain
Integral I 6 . Similarly, we have
Integral I 7 . Equation (2.12) 1 can be rewritten as follows
Hence, it follows after replacing w j with
m (t) and integrating that
7 . We shall estimate step by step two integrals I (1)
. By (2.53), we obtain
7 . By using the assumption (A 2 , (i), (ii)), we deduce from (2.8), that
Hence, we obtain from (2.55), that
It follows from (2.62), (2.63) and (2.65), that (2.66) 
Now, we need an estimate on the term S (k)
By means of the convergences (2.13) we can deduce the existence of a constant M > 0 independent of k and m such that
Finally, it follows from (2.70), (2.71) that
m ≤ T . Then, we have the following Lemma.
Lemma 2.6. There exists a constant T > 0 independent of k and m such that
Put Z(t) = Y 1−N 0 (t), after integrating of (2.75)
Notice that, from (2.69) we have (2.77) lim
Then, from (2.77), we can always choose the constant T > 0 such that
Finally, it follows from (2.75), (2.76) and (2.78), that
The proof of Lemma 2.6 is complete.
Remark 2.7. The function
is the maximal solution of the following Volterra integral equation with non-decreasing kernel [12] .
By Lemma 2.6, we can take constant T From (2.80) we can extract from {u
We can easily check from (2.12), (2.13), (2.81), (2.82) that u m satisfies (2.7) -(2.9) in L 2 (0, T ), weak. On the other hand, it follows from (2.7) 1 and (ii) The recurrent sequence {u m } defined by (2.7)-(2.9) converges at a rate of order N to the solution u strongly in the space
for all m ≥ 1, where C is suitable constant.
Furthermore, we have also the estimation
for all m ≥ 1, where C T and β < 1 are positive constants depending only on T.
Proof. a) Existence of the solution. First, we note that W 1 (T ) is a Banach space with respect to the norm (see [14] ):
We shall prove that {u m } is a Cauchy sequence in
We shall estimate step by step all integrals I k , k = 1, 2, 3, 4. First, by using the assumption (A 2 , (ii), (iii), (v)), we deduce from (2.8), that On the other hand, by using Taylor's expansion of the function f (x, t, u m ) around the point u m−1 up to order N, we obtain Then we deduce, from (2.87) and (2.95), that (2.96)
T ( E m−1 (t)) N , where (2.97) γ
(1) 
T )
T .
By using Gronwall's lemma, we obtain from (2.99) that T exp(T γ
T ).
Hence, we obtain from (2.101) that (2.103)
for all m and p. We take T > 0 small enough, such that β = (µ T ) 1 N −1 M < 1. It follows that {u m } is a Cauchy sequence in W 1 (T ). Then there exists u ∈ W 1 (T ) such that u m → u strongly in W 1 (T ). Thus, and by applying a similar argument as used in the proof of Theorem 2.3, u ∈ W 1 (M, T ) is the unique weak solution of problem (1.1)-(1.3). Passing to the limit as p → +∞ for m fixed, we obtain estimate (2.83) from (2.103). This completes the proof of Theorem 2.7.
