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1. Introduction
In a normed space, one can deﬁne various orthogonality relations and one can consider linear mappings preserving this
relations. For example, for the Birkhoff–James orthogonality:
x⊥B y :⇔ ∀λ∈K ‖x‖ ‖x+ λy‖,
it was proved that a linear mapping preserving this orthogonality must be a scalar multiple of an isometry (see [9,3]).
Similar problem has been analyzed for ρ±-orthogonality in [5] (this notions will be deﬁned in the present section). The
paper [4] contains the result about the isosceles orthogonality. In this paper we describe the class of linear mappings
preserving ρ-orthogonality and we formulate a corollary related to smooth spaces.
We recall some of the main properties of the semi-inner product. Let (X,‖ · ‖) be a normed space over K ∈ {R,C}.
A mapping [·|·] : X × X → K will be called a semi-inner product (brieﬂy s.i.p.), if the following properties are satisﬁed:
(sip1) ∀x,y,z∈X ∀α,β∈K [αx+ β y|z] = α[x|z] + β[y|z];
(sip2) ∀x,y∈X ∀α∈K [x|αy] = α[x|y];
(sip3) ∀x∈X [x|x] = ‖x‖2;
(sip4) ∀x,y∈X |[x|y]| ‖x‖ · ‖y‖.
G. Lumer [10] and J.R. Giles [7] showed that in each normed space a semi-inner product always exists, however, not nec-
essarily a unique one. There exists a unique s.i.p. in X if and only if X is smooth. Now, for a ﬁxed s.i.p. in X we deﬁne a
semi-orthogonality, by
x⊥s y :⇔ [y|x] = 0.
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Let (X,‖ · ‖) be a real normed space. We deﬁne two mappings ρ ′+,ρ ′− : X × X → R:
ρ ′±(x, y) := lim
t→0±
‖x+ ty‖2 − ‖x‖2
2t
= ‖x‖ · lim
t→0±
‖x+ ty‖ − ‖x‖
t
.
This mappings are called norm derivatives. Now, we recall their useful properties (the proofs can be found in [1] and [6]):
(nd1) ∀x,y∈X ∀α∈R ρ ′±(x,αx+ y) = α‖x‖2 + ρ ′±(x, y);
(nd2) ∀x,y∈X ∀α0 ρ ′±(αx, y) = αρ ′±(x, y) = ρ ′±(x,αy);
(nd2′) ∀x,y∈X ∀α<0 ρ ′±(αx, y) = αρ ′∓(x, y) = ρ ′±(x,αy);
(nd3) ∀x∈X ρ ′±(x, x) = ‖x‖2;
(nd4) ∀x,y∈X |ρ ′±(x, y)| ‖x‖ · ‖y‖.
Moreover, the mappings ρ ′+,ρ ′− are continuous with respect to the second variable, but not necessarily with respect to the
ﬁrst one.
Now, ﬁx the semi-inner product [·|·]. Then,
∀x,y∈X ρ ′−(x, y) [y|x] ρ ′+(x, y), (1.1)
as well as
∀x,y∈X ρ ′±(x, y) = lim
t→0±
[y|x+ ty]. (1.2)
It is known that, X is smooth if and only if ρ ′+(x, y) = ρ ′−(x, y) = [y|x] for all x, y ∈ X .
The following mapping 〈·|·〉g : X × X → R was introduced by Milicˇic´ [11]:
〈y|x〉g := 1
2
(
ρ ′+(x, y) + ρ ′−(x, y)
)
(1.3)
and is called a M-semi-inner product (brieﬂy M-s.i.p.). From the above properties of the mappings ρ ′+,ρ ′− we get:
(Msip1) ∀x,y∈X ∀α∈R 〈αx+ y|x〉g = α‖x‖2 + 〈y|x〉g ;
(Msip2) ∀x,y∈X ∀α∈R 〈αx|y〉g = α〈x|y〉g = 〈x|αy〉g ;
(Msip3) ∀x∈X 〈x|x〉g = ‖x‖2;
(Msip4) ∀x,y∈X |〈x|y〉g | ‖x‖ · ‖y‖.
In a similar way as earlier, we introduce ρ+-orthogonality and ρ−-orthogonality:
x⊥ρ+ y :⇔ ρ ′+(x, y) = 0, x⊥ρ− y :⇔ ρ ′−(x, y) = 0,
and ρ-orthogonality
x⊥ρ y :⇔ 〈y|x〉g = 0.
Note, that ⊥s,⊥ρ+ ,⊥ρ− ,⊥ρ ⊂ ⊥B. If (X, 〈·|·〉) is an inner product space, then 〈y|x〉 = [y|x] = ρ ′+(x, y) = ρ ′−(x, y) = 〈y|x〉g
for arbitrary x, y ∈ X . Hence we have ⊥ = ⊥s = ⊥ρ+ = ⊥ρ− = ⊥ρ = ⊥B.
2. Linear mappings preserving certain kinds of orthogonality
Let X , Y be real normed spaces. We say that a linear mapping h : X → Y preserves ρ+-orthogonality (ρ−-orthogonality),
if ∀x,y∈X x⊥ρ+ y ⇒ hx⊥ρ+hy, (∀x,y∈X x⊥ρ− y ⇒ hx⊥ρ−hy). Similarly, a linear mapping f : X → Y preserves ρ-orthogonality if
it satisﬁes:
∀x,y∈X x⊥ρ y ⇒ f x⊥ρ f y.
The following result was proved in [5].
Theorem 2.1. Let X , Y be real normed spaces, f : X → Y a nonzero, linear mapping. Then, the following conditions are equivalent:
(a) f preserves ρ+-orthogonality;
(b) f preserves ρ−-orthogonality;
(c) ‖ f x‖ = ‖ f ‖ · ‖x‖, x ∈ X ;
(d) ρ ′+( f x, f y) = ‖ f ‖2 · ρ ′+(x, y), x, y ∈ X ;
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(f) 〈 f x| f y〉g = ‖ f ‖2 · 〈x|y〉g , x, y ∈ X.
Moreover, each of the above conditions implies
(g) f preserves ρ-orthogonality.
This result was obtained in the case X = Y . If those spaces are different, the proof is the same, so we formulate it in
general case.
Now, a natural question appears. Is a linear mapping preserving ρ-orthogonality a similarity? In this paper we will give
an answer to this question.
3. Some properties of the norm
A normed space (X,‖ · ‖) is said to be smooth at the point xo ∈ X \ {0}, if there is a unique x∗ ∈ X∗ such that x∗(xo) = ‖xo‖
and ‖x∗‖ = 1. It is known that X is smooth at the point xo ∈ X \ {0} if and only if ρ ′−(xo, y) = ρ ′+(xo, y) for arbitrary y ∈ X
(see [1,6]). Now, we consider a set
Dsm(X) := {x ∈ X: X is smooth at x} ∪ {0}.
We say that a normed space (X,‖ · ‖) is semi-smooth at the point xo ∈ X if it satisﬁes
∀y,z∈X 〈y + z|xo〉g = 〈y|xo〉g + 〈z|xo〉g
or, equivalently, if the mapping 〈·|xo〉g : X → R is linear.
Similarly as before, we deﬁne
Dssm(X) := {x ∈ X: X is semi-smooth at x}.
First, we observe that
Dsm(X) ⊂ Dssm(X). (3.4)
Indeed, let x ∈ Dsm(X). Then for all y ∈ X there is ρ ′−(x, y) = ρ ′+(x, y). Applying (1.1) and (1.3) we get 〈·|x〉g = [·|x] hence〈·|x〉g is linear, and therefore x ∈ Dssm(X).
The following result (see [1, p. 24] and also [2,8]) shows that the set Dsm(X) is very large.
Theorem 3.1. Let (X,‖ · ‖) be a ﬁnite-dimensional real normed space. Then there exists a set F ⊂ X of Lebesgue measure zero such
that for all x in X \ F and y in X we have ρ ′+(x, y) = ρ ′−(x, y), and X \ F is dense in X.
In this paper, the set S ⊂ X is called star-shaped, if ∀x∈S ∀α∈R: αx ∈ S . The following lemma collects the properties of
the set Dssm(X).
Lemma 3.2. Let (X,‖ · ‖) be a ﬁnite-dimensional real normed space. Then the set Dssm(X) is dense and star-shaped.
Proof. Applying Theorem 3.1 and (3.4) we get X \ F ⊂ Dsm(X) ⊂ Dssm(X), thus Dssm(X) is dense (since X \ F is dense). Next,
ﬁx x ∈ Dssm(X) and α ∈ R. The mapping 〈·|x〉g is linear, so 〈·|αx〉g is linear (since (Msip2) holds). Therefore αx ∈ Dssm(X) and
we obtain that Dssm(X) is star-shaped. 
4. Main result
In this section, we give a characterization of linear mappings preserving ρ-orthogonality.
Fix x∗ ∈ X∗ and a ∈ R. The set M := {x ∈ X: x∗(x) = a} will be called a hyperplane. The following lemma will be useful in
the proof of the main result. By B(x; r) we denote the open ball centered at x and of radius r.
Lemma 4.1. Let D ⊂ X be a dense, star-shaped subset and let M be a hyperplane such that 0 /∈ M. Then M ∩ D = M.
Proof. Since 0 /∈ M , M := {x ∈ X: x∗(x) = a} for some x∗ ∈ X∗ and a ∈ R \ {0}. Without loss of generality, we assume a > 0.
We will show M ⊂ M ∩ D . The reverse inclusion is obvious since M is closed. Fix xo ∈ M . We deﬁne M1 := {x ∈ X :
x∗(x) > a}. We consider any decreasing sequence of positive numbers (αn)n=1,2,... with limn→+∞ αn = 0 (i.e., αn ↘ 0).
Now, ﬁx n ∈ N. Here x∗((1+ αn)xo) = (1+ αn)x∗(xo) = (1+ αn)a > a, hence (1+ αn)xo ∈ M1. Since M1 is open, there is
a number εn such that 0 < εn < αn and B((1+ αn)xo;εn) ⊂ M1. Since D is dense, there is some dn ∈ B((1+ αn)xo;εn) ∩ D .
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0 ‖xo − dn‖
∥∥xo − (1+ αn)xo∥∥+ ∥∥(1+ αn)xo − dn∥∥< αn‖xo‖ + εn < αn‖xo‖ + αn.
Thus we obtain a sequence (dn)n=1,2,... satisfying limn→+∞ dn = xo as well as dn ∈ M1 ∩ D for all n ∈ N.
Fix m ∈ N and deﬁne a function h : R → R by h(t) := x∗(tdm). Note, that h(0) = 0 and h(1) = x∗(dm) > a. Clearly h is
continuous and by the Darboux property, there is h(tm) = a for some tm ∈ (0,1). Therefore x∗(tmdm) = a, whence tmdm ∈ M .
D is star-shaped, tmdm ∈ D and we get tmdm ∈ M ∩ D for m ∈ N. Obviously tm ∈ [0,1] and [0,1] is compact. Hence for some
c ∈ [0,1] and for some subsequence (tmk )k=1,2,... of (tm)m=1,2,... we have limk→∞ tmk = c, whence limk→∞ tmkdmk = cxo .
Since M is closed, cxo ∈ M . Hence x∗(cxo) = a, cx∗(xo) = a, ca = a, so c = 1. Thus limk→∞ tmkdmk = xo and it follows that
xo ∈ M ∩ D . 
Now we can state and prove the main result of the paper.
Theorem 4.2. Let X, Y be real normed spaces, f : X → Y a nonzero, linear mapping. Then, the following conditions are equivalent:
(A) f preserves ρ+-orthogonality;
(B) f preserves ρ-orthogonality.
Proof. By Theorem 2.1, (A) ⇒ (B).
For the proof of (B) ⇒ (A) consider the two cases. First, assume that dim X = dim Y = 2. Let x, y ∈ X , x = 0. Applying
(Msip1) we get x⊥ρ(−〈y|x〉g‖x‖2 x + y). By (B) we have f x⊥ρ(−
〈y|x〉g
‖x‖2 f x + f y) and hence 〈−
〈y|x〉g
‖x‖2 f x + f y| f x〉g = 0. Applying
again (Msip1) we are able to derive
∀x∈X\{0} ∀y∈X 〈 f y| f x〉g = ‖ f x‖
2
‖x‖2 〈y|x〉g . (4.5)
Next, we show that f is injective. Let k ∈ ker f \ {0}. If x ∈ X \ {0}, then 0 = 〈0| f x〉g = 〈 f k| f x〉g = ‖ f x‖2‖x‖2 〈k|x〉g . This shows
∀x/∈ker f x⊥ρk. We recall that ⊥ρ ⊂ ⊥B holds. Therefore, the latter condition becomes
∀x/∈ker f x⊥Bk. (4.6)
Since dim X = dim Y = 2 and f = 0, dimker f  1 implies that X \ ker f is dense. Thus we can ﬁnd a sequence (xn)n=1,2,...
such that xn /∈ ker f and limn→∞ xn = k. By (4.6) we have xn⊥Bk for n ∈ N. By continuity of the norm we get k⊥Bk, so k = 0.
We proved that f is injective, so f must be surjective, since dim X = dim Y = 2. Therefore, using (4.5), it can be proved:
∀x∈X x ∈ Dssm(X) ⇔ f x ∈ Dssm(Y ). (4.7)
Fix any two semi-inner products: [·|·]X : X × X → R and [·|·]Y : Y × Y → R. Deﬁne the mappings [·|·] X̂ : X × X → R and[·|·]Ŷ : Y × Y → R by
[y|x] X̂ :=
{ 〈y|x〉g for x ∈ Dssm(X),
[y|x]X for x /∈ Dssm(X)
(4.8)
and similarly
[u|w]Ŷ :=
{ 〈u|w〉g for w ∈ Dssm(Y ),
[u|w]Y for w /∈ Dssm(Y ).
(4.9)
We should check that the above mappings are s.i.p. It is easy to check that both mappings satisfy (sip1), (sip3) and (sip4). We
prove (sip2). Let x ∈ Dssm(X), α ∈ R. From star-shapedness of Dssm(X) also αx ∈ Dssm(X). It follows that α[y|x] X̂ = α〈y|x〉g =〈y|αx〉g = [y|αx] X̂ . If x /∈ Dssm(X), then also αx /∈ Dssm(X) and α[y|x] X̂ = α[y|x]X = [y|αx]X = [y|αx] X̂ . In the same manner
one can prove that [·|·]Ŷ is a s.i.p.
Let x, y ∈ X be linearly independent. Deﬁne x∗ ∈ X∗ by x∗(αx+ β y) := α. Then M := {z ∈ X: x∗(x) = 1} = {x+ ty: t ∈ R}
is a hyperplane and 0 /∈ M . We have proved that Dssm(X) is dense and star-shaped. Applying Lemma 4.1 we get
M ∩ Dssm(X) = M. (4.10)
Using (4.10) we are able to ﬁnd a sequence x + tn y ∈ Dssm(X) such that limn→∞ x + tn y = x, i.e., limn→∞ tn = 0. By (4.7),
f (x+ tn y) ∈ Dssm(X). We can choose a subsequence that all tn have the same sign. First, assume that tn > 0 for n ∈ N. Thus
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(1.2)= lim
t→0+
[ f y| f x+ t f y]Ŷ = lim
t→0+
[
f y
∣∣ f (x+ ty)]Ŷ
= lim
n→+∞
[
f y| f (x+ tn y)
]
Ŷ
(4.9)= lim
n→+∞
〈
f y
∣∣ f (x+ tn y)〉g
(4.5)= lim
n→+∞
‖ f (x+ tn y)‖2
‖x+ tn y‖2 〈y|x+ tn y〉g
(4.8)= lim
n→+∞
‖ f (x+ tn y)‖2
‖x+ tn y‖2 [y|x+ tn y] X̂
= lim
n→+∞
‖ f (x+ tn y)‖2
‖x+ tn y‖2 · limn→+∞[y|x+ tn y] X̂ =
‖ f x‖2
‖x‖2 · ρ
′+(x, y).
Similarly (we omit the details), if tn < 0 for n ∈ N, then
ρ ′+( f x, f y)
(nd2′)= −ρ ′−
(
f (−x), f y) (1.2)= − lim
t→0−
[
f y
∣∣ f (−x) + t f y]Ŷ = · · ·
= −‖ f (−x)‖
2
‖ − x‖2 · ρ
′−(−x, y) (nd2
′)= ‖ f x‖
2
‖x‖2 · ρ
′+(x, y).
We arrived at the following statement:
(x, y are linearly independent) ⇒ ρ ′+( f x, f y) =
‖ f x‖2
‖x‖2 ρ
′+(x, y). (4.11)
We show that f preserves ρ+-orthogonality. Let x, y ∈ X be such that x⊥ρ+ y (we may assume x = 0 and y = 0, otherwise
(A) holds trivially). Then, ρ ′+(x, y) = 0 and since x, y must be linearly independent, from (4.11) we have ρ ′+( f x, f y) = 0,
whence f x⊥ρ+ f y.
Now, let us prove the general case. Suppose dim X  2, dim Y  2. We assume that x, y ∈ X \ {0} and x⊥ρ+ y. Clearly x, y
are linearly independent. We deﬁne f˜ : Span{x, y} → W by f˜ := f |Span{x,y} , and W ⊂ Y is a two-dimensional subspace such
that f˜ (Span{x, y}) ⊂ W . By the ﬁrst part, f˜ preserve ρ+-orthogonality. We get f˜ x⊥ρ+ f˜ y, and hence f x⊥ρ+ f y. 
Finally, we formulate the following characterization of linear mappings preserving the certain orthogonality relations (as
a corollary of Theorems 2.1 and 4.2).
Theorem 4.3. Let X , Y be real normed spaces, f : X → Y a nonzero, linear mapping. Then, the following conditions are equivalent:
(1) f preserves ρ+-orthogonality;
(2) f preserves ρ−-orthogonality;
(3) f preserves ρ-orthogonality;
(4) ‖ f x‖ = ‖ f ‖ · ‖x‖, x ∈ X ;
(5) ρ ′+( f x, f y) = ‖ f ‖2 · ρ ′+(x, y), x, y ∈ X ;
(6) ρ ′−( f x, f y) = ‖ f ‖2 · ρ ′−(x, y), x, y ∈ X ;
(7) 〈 f x| f y〉g = ‖ f ‖2 · 〈x|y〉g , x, y ∈ X.
5. The characterization of smooth spaces
In this section, we will give some characterization of smooth spaces in terms of ρ±,ρ-orthogonality. It was proved in
[5] that ρ±,ρ-orthogonalities in a real normed spaces are comparable (i.e., ⊥ρ+ ⊂ ⊥ρ− ,⊥ρ− ⊂ ⊥ρ+ ,⊥ρ ⊂ ⊥ρ+ , etc.) if and
only if X is smooth.
We say that f : X → Y changes orthogonality, if it satisﬁes one of the following conditions:
∀x,y∈X x⊥ρ+ y ⇒ f x⊥ρ− f y; (5.12)
∀x,y∈X x⊥ρ− y ⇒ f x⊥ρ+ f y; (5.13)
∀x,y∈X x⊥ρ+ y ⇒ f x⊥ρ f y; (5.14)
∀x,y∈X x⊥ρ y ⇒ f x⊥ρ+ f y; (5.15)
∀x,y∈X x⊥ρ− y ⇒ f x⊥ρ f y; (5.16)
∀x,y∈X x⊥ρ y ⇒ f x⊥ρ− f y. (5.17)
Finally, we can formulate the following result.
176 P. Wójcik / J. Math. Anal. Appl. 386 (2012) 171–176Theorem 5.1. A real normed space X is smooth if and only if there exist a normed space Y and a nonvanishing linear mapping
f : X → Y , such that f changes orthogonality.
Proof. The equivalence (5.12) ⇔ (5.13) holds by (nd2′). Clearly if X is smooth, then (5.12) holds. We prove that (5.12)
implies smoothness of X .
Let x, y ∈ X , x = 0. Applying (nd1) we get x⊥ρ+ (−ρ
′+(x,y)
‖x‖2 x + y). Thus f x⊥ρ− (−
ρ ′+(x,y)
‖x‖2 f x + f y) and hence ρ ′−( f x,
−ρ ′+(x,y)‖x‖2 f x+ f y) = 0. Using again (nd1) we are able to derive
∀x∈X\{0} ∀y∈X ρ ′−( f x, f y) =
‖ f x‖2
‖x‖2 ρ
′+(x, y). (5.18)
Since (5.12) and (5.13) are equivalent, we obtain also
∀x∈X\{0} ∀y∈X ρ ′+( f x, f y) =
‖ f x‖2
‖x‖2 ρ
′−(x, y). (5.19)
The conditions (5.18) and (5.19) yield
〈 f y| f x〉g = 1
2
(
ρ ′+( f x, f y) + ρ ′−( f x, f y)
)
= 1
2
(‖ f x‖2
‖x‖2 ρ
′−(x, y) +
‖ f x‖2
‖x‖2 ρ
′+(x, y)
)
= ‖ f x‖
2
‖x‖2 ·
1
2
(
ρ ′−(x, y) + ρ ′+(x, y)
)= ‖ f x‖2‖x‖2 · 〈y|x〉g .
Thus for all x, y ∈ X (x = 0) we have 〈 f y| f x〉g = ‖ f x‖2‖x‖2 〈y|x〉g . Therefore f preserves ρ-orthogonality, so by Theorem 4.3,
f is a similarity.
Next, we have ‖ f x‖
2
‖x‖2 = ‖ f ‖2 for all x ∈ X \ {0}. Now, we are able to observe that conditions (5), (6) from Theorem 4.3
hold for f . Note that
ρ ′+(x, y)
(5)= 1‖ f ‖2ρ
′+( f x, f y)
(5.19)= ρ ′−(x, y)
for x, y ∈ X . This implies that X is smooth. We proved that conditions (5.12), (5.13) and the smoothness of X are equivalent.
In the same way, one can prove an equivalence of (5.14), (5.16) and the smoothness of X (similarly, the conditions (5.15),
(5.17) and the smoothness of X are equivalent). We omit the details. 
The above theorem means that, in fact, there is no mapping which essentially changes the orthogonality. Indeed, if f
changes orthogonality, then X is smooth, so ⊥ρ = ⊥ρ+ = ⊥ρ− . Thus f preserves ρ-orthogonality.
References
[1] C. Alsina, J. Sikorska, M. Santos Tomás, Norm Derivatives and Characterizations of Inner Product Spaces, World Scientiﬁc, Hackensack, NJ, 2009.
[2] D. Amir, Characterization of Inner Product Spaces, Birkhäuser Verlag, Basel–Boston, 1986.
[3] A. Blanco, A. Turnšek, On maps that preserve orthogonality in normed spaces, Proc. Roy. Soc. Edinburgh Sect. A 136 (2006) 709–716.
[4] J. Chmielin´ski, P. Wójcik, Isosceles-orthogonality preserving property and its stability, Nonlinear Anal. 72 (2010) 1445–1453.
[5] J. Chmielin´ski, P. Wójcik, On a ρ-orthogonality, Aequationes Math. 80 (2010) 45–55.
[6] S.S. Dragomir, Semi-Inner Products and Applications, Nova Science Publishers, Inc., Hauppauge, NY, 2004.
[7] J.R. Giles, Classes of semi-inner-product spaces, Trans. Amer. Math. Soc. 129 (1967) 436–446.
[8] J.R. Giles, Convex Analysis with Applications in Differentiations of Convex Functions, Pitman, Boston, 1982.
[9] A. Koldobsky, Operators preserving orthogonality are isometries, Proc. Roy. Soc. Edinburgh Sect. A 123 (1993) 835–837.
[10] G. Lumer, Semi-inner-product spaces, Trans. Amer. Math. Soc. 100 (1961) 29–43.
[11] P.M. Milicˇic´, Sur la G-orthogonalité dans les espaces normés, Mat. Vesnik 39 (1987) 325–334.
