Abstract. Set constraints are inclusion relations between sets of ground terms over a ranked alphabet. They have been used extensively in program analysis and type inference. Here we present an equational axiomatization of the algebra of set constraints. Models of these axioms are called termset algebras. They are related to the Boolean algebras with operators of J onsson and Tarski. We also de ne a family of combinatorial models called topological term automata, which are essentially the term automata studied by Kozen, Palsberg, and Schwartzbach endowed with a topology such that all relevant operations are continuous. These models are similar to Kripke frames for modal or dynamic logic. We establish a Stone duality between termset algebras and topological term automata, and use this to derive a completeness theorem for a related multidimensional modal logic. Finally, we prove a small model property by ltration, and argue that this result contains the essence of several algorithms appearing in the literature on set constraints.
Introduction
Set constraints are inclusion relations between sets of ground terms over a ranked alphabet. They have been used extensively in program analysis and type inference 29, 21, 27, 28, 32, 20, 3, 4] .
Several algorithms for solving general systems of set constraints have appeared 5, 1, 2, 7, 14, 15, 30, 9] . These algorithms use a variety of interesting techniques and expose a rich structure touching on monadic second-order logic, automata on in nite trees, and combinatorics on hypergraphs. Although these several approaches may appear to di er radically, there are common threads that underlie them all.
When working with set constraints, it is soon apparent that many basic properties follow from a few simple algebraic laws, and that a large part of the basic theory can be developed from a purely algebraic standpoint, independent of the standard set-theoretic interpretation. In the process of developing this theory, one discovers that some constructions in the recent literature on set constraints can be recast in more classical contexts. One rather unexpected connection is that the algebraic models presented here and the term automata of 25], which were developed independently in a completely di erent context, turn out to be Stone duals.
In this paper, we present an equational axiomatization of the algebra of sets of ground terms over a ranked alphabet. We call the models of these axioms termset algebras. These models form an equational variety and are related to the Boolean algebras with operators and complex algebras (algebras of subsets of another algebra) introduced by J onsson and Tarski 22, 23 ]; see also 16]. We also de ne a family of topological models called topological term automata, which are essentially the term automata of 25] endowed with a topology such that all relevant operations are continuous. We show that these two classes of structures are Stone duals (see 18, 17] ).
We also identify a subfamily of term automata in which the topology is induced by labelings on the states. These models are quite similar to Kripke frames for modal or dynamic logic (see 10, 31, 17, 26] ) and provide a semantics for a kind of multidimensional modal logic (cf. 31]). We give a completeness result for this logic. Finally, we prove a small model property by ltration, a classical technique of modal logic, and argue that this result contains the essence of 1, Theorem 5.1], 14, Proposition 14], and the proof of decidability of the Monadic Class given in 13, x2.1] on which the algorithm of 7] is based.
Termset Algebras
Let B denote the usual signature of Boolean algebra consisting of symbols + (join), (meet), : (negation), 0 (bottom), and 1 (top). The operators ! (implication), ? (di erence), and (symmetric di erence) are de ned as usual:
x ! y = :x + y x ? y = :(x ! y) = x :y x y = (x ? y) + (y ? x) :
The expressions x y and xy are used to abbreviate x + y = y and x y, respectively.
Let be a nite ranked alphabet disjoint from B consisting of various function symbols f; g; h; : : :, each with an associated nite arity. Constants are symbols of arity 0 and are denoted a; b; c; : : : In general, the use of any expression of the form f(x 1 ; : : :; x n ) carries the implicit assumption that f is of arity n.
De nition1. A ( -)termset algebra is a structure A of signature + B such that A is a Boolean algebra with respect to the operators B and satis es f(: : :; x + y; : : :) = f(: : :; x; : : :) + f(: : :; y; : : :) 
The ellipses in (1) and (2) indicate that the explicitly given arguments occur in corresponding places, and that implicit arguments in corresponding places agree. 
Examples
The standard interpretation of set expressions found in the literature on set constraints (see e.g. 5, 1]) is a model of these axioms. We call this model the standard termset algebra. Elements are the subsets of T , the set of ground terms over . The Boolean operators have their usual set-theoretic interpretations, and f(A 1 ; : : :; A n ) = ff(t 1 ; : : :; t n ) 2 T j t i 2 A i ; 1 i ng :
The set f(A 1 ; : : :; A n ) can be viewed as a marked direct product of the A i ; elements are n-tuples marked with f. We can also de ne similar termset algebras consisting of sets of nite and in nite terms or sets of regular terms 12]. We discuss these models further in x4.2.
There are other examples of termset algebras that have no representation as sets of terms. We will see several of these examples in the sequel.
Nondeterministic Termset Algebras
Later in the course of this exposition we will consider a weaker axiomatization in which equation (2) is replaced by the inequality f(: : : ; x ? y; : : :) f(: : :; x; : : :) ? f(: : : ; y; : : :) (11) and (5), which no longer follows, is postulated as an axiom. Algebraic models of these axioms are called nondeterministic termset algebras.
Boolean Algebras with Operators
Termset algebras are a special case of the Boolean algebras with operators introduced by J onsson and Tarski 22, 23] . These are Boolean algebras satisfying (1) and (5) . An example of a Boolean algebra with operators is the complex algebra or algebra of subsets of another algebra 16]. We need not postulate (5) as an axiom for termset algebras, since it follows from (2).
The two chief features that distinguish termset algebras from Boolean algebras with operators and complex algebras are characterized by axiom (2) and axioms (3) and (4). We discuss the former in x3 below. To explain the latter, note that in the standard termset algebra, the expression f(1; : : :; 1) denotes the set of all ground terms with head symbol f. Axioms (3) and (4) then capture the intuition that every term has exactly one head symbol.
Homomorphisms, Ideals, Ultra lters
A (termset algebra) homomorphism is a Boolean algebra homomorphism h :
A ! B such that for all f 2 , h(f A (x 1 ; : : :; x n )) = f B (h(x 1 ); : : :; h(x n )) :
An (termset algebra) ideal in A is a Boolean algebra ideal I with the extra property x 2 I ) f(: : :; x; : : :) 2 I : (12) Ideals are kernels of homomorphisms. Maximal ideals are kernels of homomorphisms into simple termset algebras, i.e. those with no nontrivial ideals. A dual ideal in A is a set of the form f:x j x 2 Ig, where I is a termset algebra ideal.
An lter in A is a Boolean algebra lter (dual Boolean algebra ideal). An ultra lter is a maximal lter.
To avoid confusion, we always use the terms lter and ultra lter in the Boolean algebra sense and dual ideal and maximal dual ideal in the termset algebra sense. They are not the same: for example, there is an ultra lter containing f(a), but no dual ideal contains f(a) (for the same reason that the set constraint f(a) = 1 is not satis able, although here one can give a short algebraic proof using (12)).
Every lter extends to an ultra lter; this is a standard application of Zorn's Lemma 18] . By the same technique one can show that every dual ideal extends to a maximal dual ideal.
It follows from axioms (3) and (4) that for every ultra lter u there is exactly one f 2 with f(1; : : :; 1) 2 u.
Connections with Modal Logic
The operator f in a termset algebra behaves like a deterministic modal possibility operator in each place. If we x x 1 ; : : :; x i?1 ; x i+1 ; : : :; x n and de ne 3y = f(x 1 ; : : :; x i?1 ; y; x i+1 ; : : :; x n ) 2y = :3:y ; then 3 and 2 satisfy the usual laws of the minimal normal modal logic K 10, 17]: 3(x + y) = 3x + 3y
2(x ! y) 2x ! 2y (16) In addition, because of axiom (2), 3 is a deterministic modality in the sense used in dynamic logic to model deterministic computation (see 26]): 3x 2x (17) (3x) (2y) 3(xy)
2(x ! y) 2x ! 2y :
(19) The laws (17){ (19) are equivalent in the sense that they are interderivable in the presence of (13) De nition2. Let ! denote the set of natural numbers and let be a ranked alphabet. A ( -)term is a partial function t : ! ! whose domain is nonempty, pre x-closed, and respects arities in the sense that if t( ) is de ned then fi j t( i) is de nedg = f1; 2; : : :; arity(t( ))g :
A term is regular if it has only nitely many subterms up to isomorphism. Example 1. The nite term f(g(a); f(a; g(b))) is formally a partial map t with domain f ; 1; 2; 11;21;22;221g such that t( ) = t(2) = f, t(1) = t(22) = g, t(11) = t(21) = a, and t(221) = b. The in nite term f(a; f(a; f(a; : : :))) is formally a map s whose domain is the in nite set described by the regular expression 2 + 2 1 such that s( ) = f for 2 2 and s( ) = a for 2 2 1.
The in nite term s is regular since it has two subterms up to isomorphism, namely s and a.
Term Automata
It is well known that an in nite regular term can be represented by a nite labeled graph such that the in nite term is obtained by \unwinding" the graph (see 12, 11] ). We use the automata-theoretic formulation introduced in 24] of this idea. Every term in the sense of De nition 2 is t q for some state q of some term automaton. In fact, t = t t in the syntactic term automaton I = (f -termsg; ;`; ) where`(t) = t( ) and (t; i) = :t(i ), 1 i arity(`(t)). In this sense the notion of term automaton (De nition 3) is a generalization of the notion of term (De nition 2).
A term is regular i it is t q for some state q of some nite term automaton 25, Lemma 8] The syntactic term automaton I de ned above has a subautomaton R consisting of the regular terms, which in turn has a subautomaton T consisting of the nite terms. 
The family of subsets of Q can be endowed with a termset algebra structure by giving the Boolean operators their usual set-theoretic interpretations and interpreting f as f M . One can show that this gives a termset algebra. Such an algebra, or a subalgebra of such an algebra, is called a set-theoretic termset algebra.
Topological Term Automata
Let have the discrete topology. A topological term automaton is a term automaton M = (Q; ;`; ) endowed with a topology on Q such that the functions`and q: (q; i) are continuous; equivalently, such that the partial maps R M f de ned in (20) preserving`and in the sense that 1 (q) =`2(h(q)) h( 1 (q; i)) = 2 (h(q); i) :
5 Stone Representation and Duality
A Representation Theorem
The following representation theorem says that every termset algebra is represented by a topological term automaton. The proof is a standard ultra lter construction (see 18, 17]).
Theorem4. Every termset algebra is isomorphic to a set-theoretic termset algebra.
Proof. Given a termset algebra A, de One must show that the set (u; i) is an ultra lter; this follows from the elementary properties of termset algebras. Now for x 2 A, de ne h(x) = fu 2 U j x 2 ug and let the sets h(x) generate a topology on St A. Then Cl St A forms a settheoretic termset algebra as described in x4.4 and h : A ! Cl St A is a termset algebra isomorphism.
We argue explicitly that h is a homomorphism with respect to f 2 :
f Cl St A (h( :; x n )) : That h is one-to-one follows from the fact that every lter extends to an ultralter.
Duality
Let A be a termset algebra and let St A be its associated topological term automaton as constructed in x5.1. As a topological space, St A is compact, Hausdor , and has a base of clopen sets (namely fh(x) j x 2 Ag). A topological term automaton with these properties is called Stone.
Let STA denote the category of Stone automata and continuous maps preserving`and , and let TSA denote the category of termset algebras and termset algebra homomorphisms. De ning St h = h ?1 for a termset algebra homomorphism h, the construction St becomes a contravariant functor TSA ! STA. where (Q; ;`; ) is a term automaton and : X ! 2 Q . We topologize M by taking the weakest topology such that all (P) are clopen and`and are continuous. Annotated term automata provide a Kripke frame semantics for the multidimensional propositional modal logic discussed in x3. Syntactically, we may view formulas ' as ground terms over the ranked alphabet X, where the propositional letters X have arity 0. From a technical standpoint, however, it will be more convenient to use a more abstract syntax in which formulas are elements of F X , the free termset algebra on generators X, and work implicitly modulo the axioms of termset algebra.
To de ne satisfaction over M, extend uniquely by induction to a termset algebra homomorphism : F X ! Cl M. We write M; q j = ' and say ' is satis ed at q in M if q 2 ('). We write M j = ' and say that ' is realized in M if (') = Q. De ne Th M, the theory of M, to be the set of formulas realized by M. This is a dual ideal f:' j ' 2 ker g. Since is onto, F X =Th M = Cl M. The free termset algebra F X on generators X naturally gives rise to an annotated term automaton (St F X ; X; ), where (P) = fu j P 2 ug. For this structure, (') = fu j ' 2 ug, thus is just the Stone isomorphism : F X ! Cl St F X .
Completeness
We consider a proof system consisting of the axioms of termset algebra and the usual rules of modal logic, namely modus ponens and modal generalization. The latter rule takes the form ' :f(: : :; :'; : : :) (22) in this context. A set of formulas is consistent if its deductive closure does not contain 0. The following lemma and theorem establish deductive completeness of this system over annotated term automata.
Lemma 6. A set of formulas is consistent and deductively closed if and only if it is a dual ideal in F X .
In the proof of this lemma, the rule of modal generalization (22) The image of is a closed subautomaton of M, and since M is minimal, is onto. Also, is one-to-one, since (t) satis es the formula t, and these formulas are pairwise inconsistent. The annotation of T realizing is inherited from M under the bijection .
Filtration
In 1], an exponential-size hypergraph H for a given nite collection of set constraints was constructed by ad hoc means. The hypergraph H is described by Boolean formulas obtained from . It was proved that has a solution i H has a closed induced subhypergraph 1, Theorem 5.1].
The graph H is essentially a ltrate of F X = and can be obtained by a standard ltration construction of modal logic (see 10, 17, 26] ), which we outline here.
Determinacy is not preserved under the ltration construction. Thus we must work with nondeterministic termset algebras as de ned in x2.2. De nition12. A nondeterministic term automaton is a frame N = (Q; ;`; R) such that for each f 2 , R gives a total map R f : Q ! 2 Q n (instead of a partial map Q ! Q n as with deterministic term automata). Analogous to (21), for A 1 ; : : :; A n Q we de ne f N (A 1 ; : : :; A n ) = fq 2 Q j R f (q) \ A 1 A n 6 = ;g : Lemma 13 . The frame N gives a set-theoretic nondeterministic termset algebra under the construction of x4.3.
Given an annotation : X ! 2 Q , we de ne satisfaction as in x6.1, except here we must consider formulas as elements of the free nondeterministic termset algebra instead of F X .
Let be a set of formulas over atomic formulas X. Let be the smallest set of formulas containing such that The annotation of T realizing is inherited from N under . Let T (P) = ft j (t) 2 N (P)g : One can argue inductively that for all t 2 T and for all ' 2 , t 2 T (') () (t) 2 N (') :
The argument is straightforward except for the case ' = f(' 1 ; : : :; ' n ), which we argue explicitly. For the direction ()), t 2 T (f(' 1 ; : : :; ' n )) () t = f(t 1 ; : : :; t n )^t i 2 T (' i ); 1 i n () t = f(t 1 ; : : :; t n )^ (t i ) 2 N (' i ); 1 i n (induction hypothesis) ) (t) 2 N (f(' 1 ; : : :; ' n )) :
