Abstract. We obtain some results concerning the investigation of the solutions of three-point Cauchy-Nicoletti type boundary value problems for a certain class of linear functional differential equations. We show that it is useful to reduce the given problem to the parametrized two-point boundary value problem for a suitably perturbed system containing some artificially introduced parameters both in the constructed inhomogeneous two-point boundary conditions and in the modified functional differential equations.
INTRODUCTION
In studies of solutions of various boundary value problems for ordinary and functional differential equations, it is often useful to possess appropriate techniques based upon some types of successive approximations constructed in an analytic form. To this class of methods belongs, in particular, the approach suggested originally in [22] [23] [24] for the investigation of the periodic boundary value problems for non-autonomous systems of ordinary differential equations of the form Appropriate versions of the method have been obtained by various authors and can be applied in many situations for handling boundary value problems for non-linear systems of first or second order ordinary differential equations, integro-differential equations, equations with retarded argument and more general functional differential equations, as well as boundary value problems containing parameters. The given equation can be considered together with various types of boundary conditions such as the two-point conditions (both linear and non-linear), the Cauchy-Nicoletti conditions of the form x i .t i / D d i ; i D 1; 2; : : : ; n;
where 0 Ä t 1 Ä t 2 Ä Ä t n D T , the boundary conditions of the interpolation type
i D 1; 2; : : : ; n;
with j 2 f1; 2; : : : ; ng and 0 Ä t 1 < t 2 < < t n D T , as well as with other kinds of multipoint conditions or more general functional boundary conditions. It is clear that both the form and complexity of the given equations and boundary conditions have essential influence both on the possibility of efficient construction of approximate solutions and the solvability analysis of the given boundary value problem. We refer, e. g., to the books [14, 25, 26] , the papers [6, 7, [9] [10] [11] [12] , and the survey [15] [16] [17] [18] [19] [20] [21] for some related references.
According to the basic idea of the method under consideration, the given boundary value problem is replaced by some "perturbed" boundary value problem containing an unknown vector-parameter´2 R n , whose value is to be determined later and which usually has the meaning of an initial value of the solution at a certain point. The solution of the modified problem is sought for in an analytic form by a suitable iteration process. The presence of a "perturbation term," which, of course, depends on the original equations and the boundary conditions, yields a system of algebraic or transcendental "determining equations," whose solutions give the numerical values of the parameter´2 R n that correspond to the solutions of the given boundary value problem. By studying the solvability of these determining equations, one can establish existence results for the original problem.
Some modifications of the numerical-analytic approach based upon successive approximations were obtained, in particular, in [1, [3] [4] [5] for the two-point boundary value problem for the system of non-linear neutral type functional differential equations where˛;ˇW OE0; T ! OE0; T are given continuous functions, A and B are .n n/-matrices, det B ¤ 0, d 2 R n , and the right-hand side function f defined on OE0; T R n R n is continuous and satisfies the Lipschitz condition
with some non-negative constant matrices K and L. In [8] , we refined certain estimates related to the convergence analysis of successive approximations in the case of two-point linear boundary value problems for functional differential equations where the argument deviations possess certain special properties. In this paper, our aim is to extend the techniques used in [8] to investigate solutions of a system of linear functional differential equation with the Cauchy-Nicoletti three-point boundary conditions. The difficulties related to this type of boundary conditions are due to the singularity of the matrices that determine them. To avoid dealing with singular matrices in the boundary conditions and simplify the construction of the solution in an analytic form, we use some parametrization technique on two levels. The first level allows one to replace the three-point boundary conditions by a family of parametrized two-point inhomogeneous conditions. The second level of parametrization is used for the construction and investigation of the above-mentioned perturbed system. Finally, the study of certain algebraic or transcendental determining equations gives one a possibility to obtain the numerical values of the parameters which correspond to the solutions of the given three-point boundary value problem.
NOTATION
The following notation is used in the sequel: C.OE0; T ; R n / is the Banach space of the continuous functions OE0; T ! R n with the standard uniform norm; L 1 .OE0; T ; R n / is the usual Banach space of the vector functions OE0; T ! R n with Lebesgue integrable components;
.R n / is the algebra of all the square matrices of dimension n with real elements; r.Q/ is the maximal in module eigenvalue of the matrix Q 2ˇ.R n /I 1 m is the unit matrix of dimension m Ä n; 0 m;k is the zero matrix of dimension m k; 0 m D 0 m;m .
PROBLEM SETTING
We consider the system of n linear functional differential equations of the form
subjected to the inhomogeneous three-point Cauchy-Nicoletti boundary conditions x 1 .0/ D x 10 ; : : : ;
For the sake of simplicity, we restrict ourselves to the case where only one argument deviation is present. Here, we suppose that T 2 .0; C1/, the elements of the matrix-valued functions P j W OE0; T !ˇ.R n /; j D 0; 1 are Lebesgue integrable, f 2 L 1 .OE0; T ; R n /, andˇW OE0; T ! OE0; T is a Lebesgue measurable function, x 10 2 R, : : : , x p0 2 R, d i 2 R, i D p C 1; p C 2; : : : ; n: Thus, in (3.2), one has p conditions prescribed at the point 0, q conditions at a point ; 0 < < T; and n .p C q/ conditions at the point T: Using the diagonal matrices A, B, and C of the form 
where It is obvious that each of the matrices (3.3), (3.4), and (3.5) appearing in condition (3.6) is singular, which causes some difficulties for the construction of suitable successive approximations.
PARAMETRIZATION OF THE THREE-POINT BOUNDARY CONDITIONS
Besides the three-point boundary condition (3.6), we introduce into consideration the auxiliary two-point condition 1) where N N d D col .x 10 ; x 20 ; : : : ; x p0 ; 0; 0; : : : ; 0; d pCqC1 ; : : : ; d n /: Compared to (3.6), condition (4.1) may be regarded as a result of "freezeing" of the value of the function at the point .
To avoid dealing with the singular matrix C in (4.1), we carry out the following parametrization:
and, instead of (4.1), we use the two-point boundary conditions Instead of the three-point boundary value problem (3.1), (3.6), we first consider the two-point boundary value problem (3.1), (4.3).
SUBSIDIARY STATEMENTS
In the sequel, we need several auxuliary statements, many of which are related to properties of the sequence of functions f˛mg C.OE0; T ; R/ defined by the recurrence relation
.s/ ds C t T C.OE0; T ; R/ be given by formula (5.1). Then:
(1) The function˛m is symmetric with respect to the point T 2 for all m 0, i. e., m .t / D˛m .T t/ ; t 2 OE0; T ;
(2) Sequence (5.1) can be represented alternatively as
.s/ ds; t 2 OE0; T : Lemma 2. For an arbitrary essentially bounded function u W OE0; T ! R; the estimatě 
CONVERGENCE OF SUCCESSIVE APPROXIMATIONS FOR THE CASE OF A GENERAL TYPE OF ARGUMENT DEVIATION
To study the solution of the auxiliary two-point boundary value problem (3.1), (4.3) let us introduce the sequence of functions
where m 0, x 0 .t;´/ D´, t 2 OE0; T , D col .x 10 ; x 20 ; : : : ; x p0 ;´p C1 ; : : : ;´n/ 2 R n ; (6.2) D col . 1 ; : : : ; p ; pC1 ; : : : ; pCq / 2 R pCq is a vector parameter, and d . / is given by (4.4).
Remark 2. We emphasize that the first p components of the vector´are fixed and coincide with the initial values appearing in the boundary conditions (3.2), while the other its components´k, p < k Ä n, are considered as free parameters. Thus, the expression "for all´," which is often used in what follows, actually means "for alĺ pC1 , : : : ,´n." We hope that no confusion will arise.
Let us establish the convergence of the sequence (6.1) for arbitrary deviation functionˇW OE0; T ! OE0; T : Theorem 1. Let the elements of matrix-valued functions P i W OE0; T !ˇ.R n /, i D 0; 1, be Lebesgue integrable, f 2 L 1 .OE0; T ; R n / andˇW OE0; T ! OE0; T be a Lebesgue measurable function. Moreover, assume that
where and the boundary condition (4.3)
for all´of form (6.2) and 2 R pCq . (4) For all fixed´of form (6.2) and 2 R pCq , the limit function (6.6) is a unique absolutely continuous solution of the integro-functional equation
(6.9) (5) The following estimate holds for all fixed´of form (6.2) and 2 R pCq :
where
In (6.10) and similar relations, below the signs j j, Ä, , ess sup, and ess inf are understood componentwise.
Proof. The validity of assertion 1 is verified by direct computation. To obtain the other required properties, let us show that, under the conditions assumed, sequence (6.1) is a Cauchy sequence in the Banach space C .OE0; T ; R n / equipped with the standard uniform norm. Indeed, due to estimate (5.8) of Lemma 2, it follows from (6.1) that, for m D 0 and arbitrary fixed´p C1 , : : : ,´n and 2 R pCq ,
where the vector´has form (6.2), Q ı is defined by the formula
and˛1 is the function given by (5. 
where K 0 and K 1 are the non-negative matrices given by formula (6.4). Relation (6.13) yields
where ı and Q ı are given by (6.12) and (6.14). In view of property (5.6) of Lemma 1, estimate (6.18) gives Let us now estimate jr 2 .t;´; /j using (6.17) and (6.19) . We obtain
for all t 2 OE0; T . Taking relations (5.1), (5.2) into account and using property (5.6), from (6.20) we get
Arguing by induction, we then obtain that, for all t 2 OE0; T and m D 1; 2; : : : ;
Due to equality (6.15), estimate (6.21), assumption (6.3), and notation (6.22) givě
for all t 2 OE0; T ; m D 1; 2; : : : . Since, due to (6.3), lim m!1 G m D 0 n , it is clear from (6.23) that (6.1) is a Cauchy sequence in the Banach space C.OE0; T ; R n / and, consequently, it converges uniformly in t 2 OE0; T for all fixed´of form (6.2) and 2 R pC1 , i. e., assertion 2 holds. Assertions 2-5 are obtained by passing to the limit.
Passing to the limit as m ! 1 in (6.1) and (6.5), we show that function (6.6) is a solution of equation (6.9) and possesses property (6.8). Passing to the limit as j ! 1 in (6.23), we obtain the estimate jx .t;´; / x m .t;´; / j Ä G m .1 n G/ 1 .´; / for all t 2 OE0; T , m D 1; 2; : : : , 2 R pCq , and´of form (6.2), i. e., assertion 5 holds. This completes the proof of Theorem 1.
Remark 3. A similar scheme can be obtained if the recurrence formula (6.1) is replaced (cf. [9] ) by the relation The proof of the last statement is a straightforward application of the above theorem.
PROPERTIES OF THE LIMIT FUNCTION
Let us first establish a relation between the limit function of sequence (6.1) and the solution of the auxiliary two-point parametrized boundary value problem (3.1), (4.3). Along with system (3.1), we also consider the system with the additive perturbation of the right-hand side
with the initial condition x.0/ D´; (7.2) where D col . 1 ; : : : ; n / is a control parameter. We shall see that, for any´, the vector-parameter can always be chosen so that the solution x . ;´; / of the initial 184 A. RONTÓ AND M. RONTÓ value problem (7.1), (7.2) is, at the same time, a solution of the two-point boundary value problem (7.1), (4.3).
Proposition 2. Assume that the system of differential equations (3.1) satisfies the conditions of Theorem 1. Then, for arbitrary´of form (6.2) and any ,
is the unique value of the vector parameter for which the solution x . ;´; / of the initial value problem (7.1), (7.2) with given by (7.3) is also a solution of the boundary value problem Let us consider the function W R n p R pCq ! R n given by the formula
for´of form (6.2) with arbitrary´p C1 , : : : ,´n and 2 R pCq . Formula (7.6) makes sense provided that the limit function x . ;´; / of sequence (6.1) exists. Proof. It is sufficient to apply Proposition 2 and notice that the differential equation obtained by the differentition of equation (6.9) coincides with (3.1) if and only if the pair .´; / satisfies (7.7). On the other hand, equations (7.8) bring us from the auxiliary boundary conditions (4.1) back to the three-point Cauchy-Nicoletti conditions (3.6).
Proposition 4. Let us define the matrix R by putting
Under the conditions of Theorem 1, the estimate jx .t;´0; / x .t;´1; /j Ä 2 T Indeed, for m D 0 relation (7.13) is satisfied in the form of an equality. Assume that (7.13) is satisfied for a given m 1. It follows immediately from (6.1) that whence, in view of (7.9),
for all t 2 OE0; T and m 1. Recalling formulae (6.4), (5.1) and using assumption (7.13) and equality (5.6), we obtain
that is, estimate (7.13) holds at the step m C 1, and, hence, it is satisfied on every step of iteration. Considering now inequality (7.13) and iterating backwards, we obtain
and so on, which leads us the inequality
valid for all m D 1; 2; : : : and t 2 OE0; T . Passing to the limit as m ! 1, using assumption (6.3), and recalling notation (7.12), we obtain the inequality jx .t;´0; / x .t;´1; /j Ä
whence the required estimate (7.10) follows.
Let us put
17) for all those Â for which the inverse matrix exists.
Proposition 5.
Under the conditions of Theorem 1, formula (7.6) determines a well-defined function W R n p R pCq ! R n , which satisfies the estimatě .´0; / .´1; /ˇÄ
where the matrices Ã 2T 1 and R are given by (7.17) and (7.9).
For the proof of the last statement, it is sufficient to recall formula (7.6) and use Proposition 3.
AN EXISTENCE THEOREM FOR THE CAUCHY-NICOLETTI PROBLEM
Theorem 1 and Proposition 3 give the following numerical-analytic algorithm for the construction of a solution of the three-point Cauchy-Nicoletti boundary value problem (3.1), (3.6).
(1) For any vector´of form (6.2), according to (6.1), we analytically construct the sequence of functions x m . ;´; /; depending on the parameters .´p C1 ; : : : ;´n/ 2 R n p and D col . 1 ; : : : ; p ; pC1 ; : : : ; pCq / 2 R pCq and satisfying the auxiliary two-point boundary conditions (4.3). (2) We find the limit x . ;´; / of the sequence x m . ;´; / satisfying to (4.3). (3) We construct the algebraic determining system of the form (7.7), (7.8) with respect to the n C q scalar parameters D col . for equation (3.1) . A fundamental difficulty in the realization of this approach is related to the analytic construction of the limit function x . ;´; / : However, in a number of cases, this problem can be avoided because, as can be shown, it is possible to prove the existence of a solution of the three-point Cauchy-Nicoletti boundary value problem (3.1), (3.6) based on properties of a certain approximation x m . ;´; / known in the analytic form.
Given some m 1, define the function m W R n R pCq ! R n according to the formula
for´of form (6.2) with arbitrary´p C1 , : : : ,´n, and 2 R pCq . To investigate the solvability of the three-point Cauchy-Nicoletti boundary value problem (3.1), (3.6), in addition to determining system (7.7), (7. where e i , i D 1; 2; : : : ; n, are the vectors given by (7.5) and the vector function x m . ;´; / is defined by formula (6.1). It is natural to expect that, under suitable conditions, systems (7.7) and (8.5) are "close enough" to one another for m sufficiently large.
Lemma 6. Assume the conditions of Theorem 1. Then, for arbitrary m 1, 2 R pCq , and all´of form (6.2), the estimate
holds, where .´; / is given by (6.11).
Proof. Indeed, let us fix arbitrary´and and put m .t / WD x .t;´; / x m .t;´; / ; t 2 OE0; T ; m 1:
By virtue of estimate (6.10) and notation (7.17), we have
Therefore, according to (7.6) and (8.4),
which leads us to (8.6).
Let us formulate a statement that gives sufficient conditions for the solvability of the three-point Cauchy-Nicoletti boundary value problem (3.1), (3.6).
Definition 2. For any indices i 1 and i 2 between 1 and n, i 2 i 1 , define the .i 2 i 1 / n matrix J i 1 ; i 2 by putting
so that the left multiplication of a vector by the matrix J i 1 ; i 2 is equivalent to the selection of its components with numbers from i 1 to i 2 .
Introduce the mapping˚m W R n p R pCq ! R nCq by setting
for all´of form (6.2), 2 R pCq , and m 0, where N d is the vector given by equality (3.7). Recall that the first p components of the vector´are fixed and, thus, the actual number of variables on which˚m depends is n C q (see Remark 2). Definition 3. Let H R nCq be a an arbitrary non-empty set. For any pair of functions f j D .f j;i / nCq i D1 W H ! R nCq , j D 1; 2, we write f 1 B H f 2 if and only if there exists a function k W H ! f1; 2; : : : ; n C qg such that
Remark 4. The relation "B H " has properties similar to those of the usual inequality. In particular, if f 1 f 2 on H pointwise and componentwise and f 2 B H f 3 , then f 1 and f 3 satisfy the relation f 1 B H f 3 .
Let D R n p , R pCq , and˝ D be the closure of a bounded domain. The following theorem holds. Theorem 2. Let us suppose that, in addition to the assumptions of Theorem 1, the set˝and a number m 2 N can be chosen so that the approximate determining function m constructed according to equation (8.5) satisfies the following conditions:
holds, where is the function defined by formula (6.11).
(2) The Brouwer degree of˚m over˝with respect to 0 satisfies the inequality deg .˚m;˝; 0/ ¤ 0:
Then the three-point Cauchy-Nicoletti boundary value problem (3.1), (3.6) has a solution x with .x pC1 .0/; x pC2 .0/; : : : ; x n .0// belonging to D:
Proof. Let us define the mapping˚W R n p R pCq ! R n by setting
for all´of form (6.2) and 2 R pCq , where x is the limit function (6.6) of sequence (6.1) and N d is the vector (3.7). It is clear from from Proposition 5 that the mappings and˚m are continuous. Let us prove that the fields˚and˚m are homotopic. For this purpose, we consider the linear deformation Q Â . / WD˚m.´; / C Â OE˚.´; / ˚m .´; / ;
.´; / 2 @˝; (8.13)
where Â 2 OE0; 1 : Obviously, Q Â is continuous mapping on @˝for every Â 2 OE0; 1 and, furthermore,
for all .´; / 2 @˝: For arbitrary .´; / 2 @˝and Â 2 OE0; 1, in view of (8.10), (8.14), and (6.10), we have jQ Â .´; /j D j˚m.´; / C Â OE˚.´; / ˚m.´; /j j˚m.´; /j j˚.´; / ˚m.´; /j : (8.15) Recall that Ã 2T 1 is the matrix (7.17) , the vector function is defined by (6.11) , and the matrices in (8.10) are constructed according to (8.8) .
On the other hand, recalling equalities (7.6), (8.4), (7.17) , (8.9) , and using estimates (6.10) of Theorem 1 and (8.6) of Lemma 6, we otain the componentwise inequalities
whence, in view of (8.15) , it follows that
The last relation implies, in particular, that Q Â does not vanish on @˝for any value of Â 2 OE0; 1, i. e., deformation (8.13) is non-degenerate and, thus,˚m is homotopic to˚. Using assumption (8.11) (7.7), (7.8) . Applying now Proposition 3, we find that function (8.2) is a solution of the three-point Cauchy-Nicoletti boundary value problem (3.1), (3.6).
CONVERGENCE OF SUCCESSIVE APPROXIMATIONS FOR THE SPECIAL DEVIATION FUNCTIONS
If the deviation functionˇW OE0; T ! OE0; T satisfies the condition (5.10), then the convergence condition (5.11) can be improved. 
.´; / holds for any m 1, 2 R pCq , t 2 OE0; T , and all fixed´of form (6.2), where .´; / and Ã 10
3T
are given by (6.11) and (7.17). Proof. By virtue of Lemma 4, it follows from assumption (5.10) that inequalities (5.11) are true and, in particular, Estimating jr 2 .t;´; /j by using (6.13), (5.1), (9.2), and (5.9), we get
where Q ı.´; /, ı.´/, and .´; / are given by (6.14), (6.12), and (6.11), respectively. Relation (9.3), due to (9.2), yields
Arguing by induction, we find that all the functions (6.15) admit the estimates
for all t 2 OE0; T and m 1, where the function˛m is given by (5.1). Due to estimate (5.9) of Lemma 3, relations (9.5), (9.6) yield jr mC1 .t;´; /j Ä 10 9
jr mC1 .ˇ.t /;´; /j Ä 10 9
and it remains to repeat, with obvious modifications, the reasoning shown at the end of the proof of Theorem 1.
A similar improvement of the convergence condition is possible in the case wherě satisfies condition (5.12).
for any m 1, j 1, t 2 OE0; T , and arbitrary and´. The required assertion is now obtained from (9.18) again by analogy to the proof of Theorem 1.
Remark 5. It is obvious that if Á < 3=2, then the convergence condition (9.7) is sharper than inequality (6.3) used in the general case.
Remark 6. Estimates of Theorems 3 and 4 allow one to state analogues of the existence Theorem 2. The formulations are straightforward, and we omit them.
A NUMERICAL EXAMPLE
We apply techniques based on the statements of the preceding sections to the following Cauchy-Nicoletti boundary value problem
for the system of three equations
considered in the closed domain determined by the inequalities One can verify directly that the triplet of functions with´1 D 1=16, and construct the corresponding functions of the recurrence sequence (6.1). We obtain: The approximate solution of the second approximate determining equation has the form Inserting (10.14) into the formulae above, we obtain the first, second, and third components of the fourth approximation: As is seen from Figures 1-3 , the graph of the exact solution almost coincides with those of its approximations (especially with the graph of the fourth approximation). For example, the error of the first approximation (i. e., the uniform deviation of the first approximation from the exact solution) admits the estimates jx 1 .t / x 11 .t /j Ä 0:8 10 1 ; jx 2 .t / x 12 .t /j Ä 0:14 10 9 ; jx 3 .t / x 13 .t /j Ä 0:25 10 10 ;
