Abstract-Recent advances in wavelength-division-multiplexing (WDM) technology are expected to facilitate bandwidth-intensive multicast applications. However, a single fiber (bundle) cut on such a network can disrupt the transmission of information to several destination nodes on a "light tree"-based multicast session. Thus, it is imperative to protect multicast sessions e.g., by reserving resources along backup trees. We show that, if a backup tree is directed-link-disjoint to its primary counterpart, then data loss can be prevented in the event of any single link failure. We provide mathematical formulations for efficient routing and wavelength assignment (RWA) of several multicast sessions (including their backup trees for dedicated protection) at a globally optimum cost. We present these formulations for networks equipped with two kinds of multicast-capable switch architectures: one using the opaque (O-E-O) approach and the other using transparent (all-optical) approach. We expand our formulations to accommodate sparse splitting constraints in a network, in which an optical splitter has limited splitting fanout and each node has a limited number of such splitters. We develop a profit-maximizing model that would enable a network operator to be judicious in selecting sessions and simultaneously routing the chosen ones optimally. We illustrate the solutions obtained from solving these optimization problem formulations for a representative-size network.
I. INTRODUCTION
T HE GROWTH of wavelength-division-multiplexing (WDM) technology [1] and the promise of aggregate fiber bandwidth in terabits per second (Tb/s) have opened the gates for bandwidth-intensive applications. In addition, as the Internet expands and multicast applications such as HDTV, video conferencing, interactive distance learning, live auctions, and distributed games, gain popularity [2] - [4] , there is an emerging need to efficiently protect critical sessions against failures such as fiber cuts. In the event of a fiber cut (or, more precisely, a fiber-bundle cut since fibers are laid in bundles), all connections going in either direction of the fiber (bundle) are disrupted, and the affected destinations may have to be reached on alternate routes. Because single fiber failures are the predominant form of failures in an optical mesh 1 network, we concentrate on this form of failure. 2 A single cut on a "light tree"-based multicast sesssion may have a larger impact because several destination nodes become victims as opposed to a cut on a light path [5] , where only one destination becomes unreachable.
A multicast session requires a "point-to-multipoint" connection from a source node to multiple destination nodes, and it forms a light tree [6] , with the source node as root and destination nodes as leaves. For example, a multicast session from source node to destination nodes , and on the network in Fig. 1 forms a light tree, with node as root and remaining nodes as leaves. The cost of carrying traffic between adjacent nodes, which may be the number of hops, equipment operating cost, etc., is mapped as weights on fiber links. The cost of a session is the sum of the weights along the fiber links occupied by it. For example, the cost of the session in Fig. 1 is  18 units. An optical splitter at node splits the incoming bit stream from node into three replicas, one replica is dropped locally and the remaining two carry information to downstream destination nodes and .
In order to protect a primary light path against a link failure, the backup light path has to be link-disjoint to it [7] - [9] . If we extend this notion to a light tree, it might not be feasible to find another link-disjoint backup light tree (by link disjointness, we mean that the two trees do not share any link at all). For example, in order to protect the above multicast session with source node , it is difficult to find a link-disjoint tree to the destination nodes, since the graph obtained after removing primary-tree links (see Fig. 2 ) disconnects source from the destinations. However, if we relax the protection constraint from link disjointness to directed-link disjointness, 3 thus allowing the primary and backup tree to share links but only in opposite directions, it is possible to setup a backup light tree as shown in Fig. 1 in dotted lines. If there is a cut on link , downstream destinations ( and ) reconfigure switches to continue receiving the same bit stream on a different port from the backup tree.
The idea of directed-link disjointness is not new and has been studied in other contexts [10] - [14] . In these previous works, a failure disrupts the primary tree but keeps the backup tree intact. We show below that the notion of directed-link disjointness can be successfully exploited in an optical WDM network (where a failure may disrupt both primary and backup trees) to protect multicast sessions against a single fiber cut. Consider a primary light tree carrying traffic to three destinations , , and along a link between nodes and , as shown in Fig. 3 . We examine two cases.
• Case 1: If the backup tree does not occupy the link and there is a cut on this link, the affected downstream nodes ( , and in our case) switch to a different incoming port (shown with dashed lines in Fig. 3 ) and continue to receive bit stream from the backup tree.
• Case 2: If the backup tree occupies the link (in opposite direction to the primary), a cut in the link leads to failure of both the primary tree and the backup tree. Because the backup tree occupies the link , node should be reachable from the source, shown with partial dashed lines in Fig. 3 . All affected destination nodes downstream of node are reachable along the primary tree even after the link failure. If the switch at node is reconfigured to route the incoming bit stream from the backup tree (instead of from a primary-tree incoming port) to the original (primary) outgoing ports, the victimized destinations can continue to receive the traffic without having to perform any reconfiguration. Sometimes, a converter may be required at the downstream node ( ) to convert a bit stream from a backup-tree wavelength to a primary-tree wavelength, if they are different. Because two trees (primary and backup) do not share a link in the same direction, they can also occupy the same wavelength, if necessary, and then conversion will not be required. In addition, in a network equipped with opaque cross-connects with O-E-O conversion, no explicit converter is needed. Researchers have been investigating minimum-cost link-disjoint paths between a pair of nodes, and they have developed efficient algorithms to achieve the same [8] . The problem of finding a least-cost multicast tree (called a Steiner tree [15] ) is NP-complete [16] . The problem of establishing both primary and backup trees at a minimum cost such that they do not share a link in the same direction is also NP-complete. In [14] , an algorithm is proposed to design two directed-link-disjoint trees in an edge-redundant graph. In [17] , heuristic algorithms are proposed to locate two trees in an multiprotocol label switching (MPLS) network such that no single link failure would disconnect a node from the root or the egress node. These algorithms provide suboptimal solutions to the problem and also protect one session at a time. We formulate the problem of establishing several light-tree-based primary multicast sessions, including their backups (for dedicated protection [7] ) at a global minimum cost. (Observe that establishing one session at a time would not yield a globally optimum solution.) The mathematical formulation turns out to be an integer linear program (ILP) which can be solved using an ILP solver, e.g., . The remainder of this paper is organized as follows. Section II discusses the pros and cons of two switch architectures capable of supporting multicasting in a WDM network. We provide a formal description of the problem of establishing multiple primary sessions and their backup sessions in Section III. We formulate the problem mathematically for a network equipped with opaque cross-connects and no wavelength-continuity constraint [6] , [18] in Section IV and for a network equipped with all-optical switches (with wavelength-continuity constraint) in Section V. Multicasting in the optical domain requires optical splitters [2] , [19] to make multiple replicas of an incoming bit stream, which are then transmitted to the destination nodes. Most nodes in a network have a limited number of splitters (because of cost), and these splitters have a limited fanout (splitting capacity) because a higher fanout would result in an output signal with low power [4] , [19] , [20] . The problem formulation with such splitter constraints is presented in Section VI. We present the model and the corresponding problem formulation of choosing sessions and optimally routing them based on our generic profit-maximizing model on a network with insufficient resources in Section VII. We present illustrative examples in Section VIII, and conclude the paper in Section IX.
II. NODE ARCHITECTURES
There are two approaches to design switches to support multicasting. One approach is to use electronic cross-connects, which switch in the electronic domain, and the other is to use "alloptical" switches for switching in the optical domain. While switching in the latter is "transparent" to bit rate and bit-encoding schemes, switching in the former requires knowledge of bit rate and bit-encoding stategies and, hence, is "opaque." Fig. 4 shows a hybrid approach, in which the incoming optical bit streams are converted to electronic data, the data is switched using an electronic cross-connect, and then the electronic bit streams are converted back to the optical domain. Observe that the signal in a channel arriving on input fiber link is replicated into three copies in the electronic domain. One copy is dropped locally at the node, and the remaining two are switched to different channels on outgoing fiber links 1 and 2. (Along with light trees, the switch can also be used to establish light paths from a source to a destination, as shown in the figure by a unicast connection from input fiber link 2 to output fiber link D.) This opaque switch architecture is currently very popular due to the existence of mature technology to design high-bandwidth multichannel nonblocking electronic cross-connect fabrics at low cost.
A. Opaque Switch
Separate wavelength converters are not needed in a network where nodes are equipped with optical switches based on the hybrid approach because, once an incoming bit stream in optical domain is converted to electronic domain, it can be switched and converted back to the optical domain on any wavelength. Hence, wavelength conversion [21] , [22] is an inherent property of such switches and the wavelength-continuity constraint does not hold. 
B. Transparent Switch
Fig . 5 shows a multicast-capable all-optical switch that cross-connects optical channels directly in the optical domain. Here, the switch operation is "transparent" to bit rates or bit-encoding schemes. Technologies for building all-optical switches are maturing, a popular one employing microelectromechanical (MEMS) technology. For multicasting in all-optical switches, "optical splitters" are needed to replicate an incoming bit stream to two or more outputs as shown in Fig. 5 . A signal arriving on wavelength from input fiber link is sent to optical splitter for splitting it into three identical copies. One of the three replicas is dropped locally at the node while the other two are switched to output fiber links 1 and 2. Observe that the signal arriving on wavelength from input fiber link 2 bypasses the node.
In this architecture, optical amplifiers may be required because the output signal power weakens when the input signal is split, e.g., a 3-dB attenuation in power occurs for a two-way, equal-power splitting of an optical signal. Wavelength converters are useful in such switches to reduce blocking probability of sessions. In the absence of wavelength converters, light-tree based multicast session would exhibit the wavelength-continuity constraint.
III. GENERAL PROBLEM STATEMENT
The problem of setting up a group of multicast sessions (primary and their backup trees such that they do not share a link in the same direction) using a light-tree-based approach on a given physical topology (fiber network) is formally stated hereafter. Here, we provide a general problem statement. Different flavors of the problem are tackled in subsequent sections. We are given the following inputs.
1. A physical topology is given consisting of a weighted undirected graph, where is a set of network nodes and is the set of links connecting the nodes. Undirected means that each link in the physical topology is bidirectional. Each link is assigned a weight to represent the cost (number of hops or equipment operating cost) of moving traffic from one end to the other. Node is equipped with a multicast-capable wavelength-routing switch (MWRS) [6] , where , called the physical degree of node , equals the number of physical fiber links emanating out of (as well as terminating at) node .
2. The number of wavelength channels on each fiber . 3. A group of primary multicast sessions are given along with a binary digit , ( ) associated with each of them to indicate whether they require protection or not.
Our goal is to set up (if possible) all 2 primary and backup multicast sessions on the given physical topology while minimizing the total cost. The cost of a multicast session is the sum of the weights on the physical links occupied by it. If network resources available are insufficient, select as many sessions as possible (preferably the ones yielding maximum revenue) and establish them optimally to minimize operating cost and, hence, maximize the net profit. We mathematically formulate this problem for the two types of switch architectures in Section VII.
IV. PROBLEM FORMULATION FOR A NETWORK WITHOUT CONTINUITY
The switch architecture shown in Fig. 4 has full-range wavelength conversion inherent in it. Here, we formulate the problem of setting up a group of multicast sessions for a network equipped with opaque switches. The notations that we shall use are as follows.
1. and refer to source node and destination nodes, respectively, in a multicast session.
2. and denote endpoints of a physical link that might occur in a light tree.
3. is used as an index for session number, where . Indexes 1 through are used for the primary trees and indexes through are used for the backup trees. If a primary session requires protection, then its corresponding backup tree index is . Otherwise, the index is left unused, and the variables corresponding to that backup tree are ignored.
• Given: . We denote the cardinality of a multicast session by , which is equal to the number of source and destination nodes in that session.
-Every multicast session is at full capacity of a channel, i.e., at b/s.
-Every node is equipped with wavelength converters capable of converting a wavelength to any other wavelength among channels.
•
is the number of units of commodity flowing on the link from node to node for session .
is also the number of destination nodes in session downstream of the link between nodes and .
• Optimize: -Minimize total cost of all multicast sessions:
(1)
• Constraints: -Tree-creation constraints are
-The commodity-flow constraints are
-The directed-link disjointness is (14) • Explanation of Equations: The equations are written for creating a tree for every multicast session. Equation (2) ensures that every node that belongs to a multicast session (except the source) has at least one incoming edge. Equation (3) says that the source node has no incoming edge, as it is the root of the tree. Equation (4) ensures that every source node and the destination node of a multicast sesssion belong to the tree. Equation (5) ensures that every node (except the destination nodes) belonging to the tree has at least one outgoing edge. Equation (6) ensures that every node with at least one outgoing edge belongs to the tree. Equation (7) restricts the number of light paths between nodes and by in each direction. Equations (8)- (13) are flow-conservation equations to create a connected tree with the source having a light path to every destination in the session. Equation (8) ensures that at any intermediate node (which is neither a source nor a destination), the incoming flow is the same as the outgoing flow. However, outgoing flow at the source node for a session is the number of destinations in the session, and the incoming flow is zero. These are achieved by (9) and (10), respectively. Equation (11) ensures that the total outgoing flow is one less than the incoming flow for destination nodes. Equations (12) and (13) ensure that links occupied by a session have a positive flow and that links not occupied by the session have no flow. In (13), can be replaced by without altering its meaning. A flow on any link for a multicast session is limited by the number of destinations in that session. Equation (14) ensures that the primary and backup tree share a link, if any, only in opposite directions.
V. PROBLEM FORMULATION FOR A NETWORK WITH CONTINUITY
In the absence of wavelength converters in the switch architecture shown in Fig. 5 , the entire light tree for a multicast session is on a common wavelength. The problem formulation for a network with wavelength-continuity constraint (in an all-optical network) is almost the same as the problem with wavelength converters. Now, there are some additional variables and constraints. In the absence of wavelength converters, proper wavelength assignment of various multicast sessions [23] becomes very important to minimize the overall cost.
• Use of , , , , and remain the same.
• Use as an index for the wavelength of a multicast session.
• Given: -All previous parameters remain the same except for the wavelength-continuity constraint.
• Variables: -A Boolean variable , which is equal to 1 if the link between nodes and is occupied by multicast session (could be primary or backup) on wavelength ; otherwise, . -Definitions of variables and remain same. -A Boolean variable , which is equal to 1 if multicast session is on wavelength ; otherwise, . The light tree for a multicast session can occupy only one wavelength, as there are no wavelength converters.
• Optimize: -The total cost of all multicast sessions is Minimize (15)
• Constraints: -The tree-creation constraints are
(20)
-The commodity-flow constraints:
The first four constraints are the same as (8)- (11), respectively. Additional equations are • Explanation of Equations: Equation (22), (26), and (27) are new constraints. Other equations serve the same purpose as previously. Equation (22) restricts the number of sessions on the same wavelength between a node pair by (effectively ensuring that each fiber link supports no more than wavelengths). Equation (26) ensures that a session chooses only one wavelength. Equation (27) ensures that no link is occupied by a session on the wavelength not chosen by it and that all links occupied by a session are on the same wavelength.
VI. PROBLEM FORMULATION FOR A NETWORK WHERE SPLITTERS HAVE FINITE-SPLITTING DEGREE AND SPLITTER-BANK SIZE IS LIMITED
For the switch shown in Fig. 5 , an array of splitters is necessary to support several multicast sessions. Each splitter may have a finite splitting degree, say . In addition, the size of the bank of splitters may be limited, which is equal to the number of splitters at that node. For example, in Fig. 5 , there are two splitters and , one capable of splitting a signal three-way and the other capable of two-way splitting. Then, for , and for . The splitter bank size, denoted by , is 2. Assuming wavelength continuity, the mathematical formulation requires some additional splitter-related constraints. Although we show the formulation using constant systemwide parameters and , the formulation can be easily adapted for a network where nodes have different splitter-bank size and splitters differ in their splitting degree.
• Variables: -All variables , and remain the same. -A Boolean variable , which equals 1 if multicast session requires a splitter at node ; otherwise, .
• Given: -Splitting degree of each splitter is . -Splitter bank size at each node is . -A group of multicast sessions and a binary protection bit for each.
• Optimize: -The total cost of all multicast sessions is Minimize (28)
• Splitter-related constraints:
-Other equations from Section V remain unchanged.
• Explanation of Equations: Equation (29) restricts the number of outgoing paths at a destination node for session by , and (30) does the same for other nodes in the network. Equations (31)-(34) achieve the following: if there is at least one outgoing path of a session at a destination node, then a splitter is needed at this nod; for all other intermediate nodes (including the source), a splitter is needed if they have at least two outgoing paths of a session. Equation (35) bounds the number of available splitters at a node .
VII. PROBLEM FORMULATION FOR MAXIMIZING PROFIT
In our previous formulations, we assumed to know a priori that we have sufficient network resources (wavelengths on links and adequate number of splitters of desired splitting degree at nodes) available so that all the primary and backup sessions can be established. We then minimized the cost of establishing a set of multicast sessions and their backup sessions on the network. However, in practice, network operators may have limited network resources at their disposal to satisfy the session requests. Then, a network operator may wish to establish as many sessions as possible or preferably the ones that generate more revenue, and the operator may establish them at minimum operational cost. We develop a profit-maximizing model that can be adapted based on the needs of an operator.
• New Variables: -, which is a constant and is equal to the revenue generated by reaching one destination of a primary or backup session. Hence, the revenue generated from establishing and protecting session would be , where is the size of the clientele for that session. This means that a larger session would generate more revenue, but this function can be adapted for other revenue functions.
-, which indicates whether session is established or not. If session is set up, then , else . -, which is the cost of operating session . If a session is not established, its cost is zero.
• Optimizing Function: Network operators would like to maximize the total revenue generated by establishing sessions on a network with limited resources, which is equal to . Simultaneously, they would also like to minimize the cost of operating selected sessions. We capture the two objectives in our optimizing function, which maximizes profit for a network operator by the equation . Observe that this objective function is nonlinear, as the latter part has a product of two variables. However, if we change the objective function to and adjust the constraints to accommodate the change (while keeping them linear) such that automatically takes on value 0 when is 0, the entire formulation becomes linear.
We now provide the profit-maximizing objective function and the list of constraints modified for the new problem formulations with and without the continuity constraint. In order to accommodate splitter-related constraints, similar changes were made but not presented here to conserve space.
A. Problem Formulation Without Continuity
• Optimize: -Maximize profit:
(36)
• Constraints:
(37) -Equations (4), (9) , and (11) are modified, respectively, as • Explanation of Equations: Equation (37) ensures that, if a session is chosen, it does occupy some links and, when combined with other equations, guarantees that the tree is created. Equation (38) captures the fact that the source node and the destination nodes of a session are selected for routing only if the session itself is chosen. Equation (39) allows no flow to leave from a source node if the session is not selected and, hence, none of the destination nodes receive any flow. Equation (40) allows one unit of flow to sink into a destination node only if its session is chosen for setup; otherwise, incoming flow equals the outgoing flow (which is zero).
B. Problem Formulation With Continuity
• Optimize: -Maximize profit: 
VIII. ILLUSTRATIVE NUMERICAL EXAMPLES
We consider a 15-node network, shown in Fig. 6 . Each link carries 4 wavelengths in both directions. There are 1 bidirectional fiber links between adjacent node pairs. We are given a group of five multicast sessions: , 1, 2, 4, 5, 6, 10, 11, 12, 13, 14 , , 1, 2, 3, 4, 5, 6, 10, 11 , , 0, 5, 8, 9, 10, 14 , , 1, 2, 3, 4 , and , 0, 6 to be established on the network. The first element in each set is the source node and the remaining ones are destination nodes. Sessions , , and need single-link failure protection, i.e., each of them require a backup light tree with session identifiers , and , respectively. The optimization problem formulations for routing and wavelength assignment for a group of primary and their backup sessions are solved using an ILP solver, CPLEX. Fig. 7 shows an optimal RWA of the previously described eight sessions in the absence of the wavelength-continuity con- , and and its backup along links , , , , and share common links but only in opposite directions. The total cost of setting up all eight sessions is 386 units. In case of wavelength-continuity constraint (Section V), the cost of setting up the same set of sessions is higher (391 units), whose RWA is shown in Fig. 8 . Since any primary and its backup do not share a common link in the same direction, they can be on a common wavelength, e.g., and are on the same wavelength in Fig. 8 . If all the above five sessions need protection, i.e., 1 for 1, 2, , 5, and if two wavelengths on the fiber links are at the network operator's disposal, then all ten sessions cannot be established. For our illustration, we choose , which means that the revenue generated by establishing a multicast session of clientele size is units. For example, sessions or with ten destination nodes would each fetch 1000 units of revenue to a network operator if they are established, or zero revenue, otherwise. Here, although we give equal weight to both primary and backup trees as they both generate equal revenue, sometimes backup trees may not generate as much revenue as the primary. This can be accommodated in our formulations. Tables I and II show the results from solving the formulations for maximizing net revenue. The third and seventh rows in Table I show that, in the absence of the wavelength-continuity constraint, more number of sessions can be established, thereby generating higher revenue. The fourth and eighth rows in Table I show that, even though all sessions can be established when , lesser cost paths can be found in the presence of converters, thus increasing net revenue.
In a network with splitters, there is a limit on the splitter-bank size ( ) and the splitting degree ( ). Table II compares the revenue generated by optimally setting up the same group of ten multicast sessions (five primary and five backup) for varying values of and in the absence of wavelength converters. It shows that only a handful of sessions are successful, because of limited splitter-bank size . Observe from Table I that, with no limit on , more sessions could have been established. Table II also shows that the total revenue generated increases with an increase in either the splitting degree ( ) or with splitter-bank size ( ) as more sessions are accommodated and/or more optimal routes are discovered in the network.
IX. CONCLUDING REMARKS
We investigated the problem of protecting light-tree-based multicast sessions in wavelength-routed optical WDM mesh networks. We showed how to successfully exploit the notion of directed-link disjointness between a primary multicast session and its backup to effectively handle single link failures. Because a primary tree and its backup tree may share a link only in opposite directions, both can occupy a common in a network equipped with "all-optical" switches. We presented different switch architectures (one using "opaque" cross-connects and another using "all-optical" cross-connects) for supporting multicasting in a WDM optical network. We also presented mathematical formulations for establishing several primary and corresponding backup multicast sessions simultaneously at a globally optimum cost (in a network equipped with either opaque switches or transparent switches). We expanded our formulations to accommodate sparse splitting capability in terms of both limited splitter fanout and limited presence of such splitters at each node. We proposed a profit-maximizing model and mathematically formulated the corresponding problem. We illustrated the results obtained from solving various formulations for a representative mesh network.
Because the problems discussed here are NP-complete, their complexity grows with the size of the network. ILP formulations are practical for small-to-moderate-sized networks (a few tens of nodes). For larger networks (a few hundred nodes), we need efficient heuristics to obtain good quality, but perhaps suboptimal, solutions within a reasonable time. For a one-time static network design, it might be feasible to solve larger instances of the formulation given a longer solution time. In addition, so far, we have considered a dedicated backup light tree for each primary multicast session. We are exploring formulations and heuristics to allow sharing among backup trees while protecting several primary sessions, i.e., extending the notion of shared-path protection to shared-tree protection, which, if done well, may reduce the total cost of simultaneously protecting several multicast sessions.
