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The interaction of periodic waves with a model oﬀshore submerged water in-
take structure was examined experimentally and analytically. Two wave condi-
tions, with long and short wavelengths relative to the structure’s characteristic
length scale were tested. Flow kinematics were characterized using particle image
velocimetry and the wave motion measured with capacitance wave gages. Pressure
distributions at key locations around the model as well as inline and uplift forces
were measured with an array of pressure sensors distributed around the model.
The two types of waves tested simulated the maximum and minimum typical con-
ditions estimated to be present on existing intake structures. Additionally, ﬂow
visualization was carried out for a solitary wave traveling over the structure to
better characterize the processes that occur in the vicinity of the structure. A
complete description of the ﬂow kinematics is presented for the long wave case.
The main vortex patterns are related to the wave motion induced inline and uplift
forces. Large scale vorticity patterns generated on the weather and lee sides of the
structure inﬂuence the loading of the structure, primarily the uplift force where
large uplift coeﬃcients were found. The dominant vorticity pattern, a vortex ﬁla-
ment pair, was linked to the maximum uplift coeﬃcient. The inline force coeﬃcient
found is similar to coeﬃcients previously reported for cylindrical structures. Theratios of total vs two component turbulent kinetic energy were estimated. Results
disagree with typical ratios found in other studies and generally used to estimate
total kinetic energy when one component of velocity is missing. However, large
turbulent kinetic energy uncertainty levels were found and caution is advised when
using this information.
An analytical model based on small amplitude wave theory and irrotational
ﬂow solved using a eigenfunction expansion method is presented. Results are com-
pared with experimental values measured for a short wavelength case, conducted
speciﬁcally to verify and validate the model. Horizontal and vertical velocities as
well as inline and uplift force coeﬃcients are in good agreement. Force coeﬃcients
were also compared with the long wavelength case results and similar maximum
values were obtained. The model is capable of estimating wave scattering, ﬂow
kinematics, and wave induced loading on the structure in the diﬀraction range.Biographical Sketch
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Introduction
Coastal areas throughout the world are heavilypopulated. In the United States,
almost 50% of the population lives in coastal areas; this number is projected to
increase to 75% nationwide with some states projected to experience more than a
200% increase by the year 2010 (see Culliton et al., 1990). The annual increase
in population has prompted higher demands in services and increased infrastruc-
ture. One of these infrastructure demands is coastal power plants. Coastal power
plants require large quantities of cooling water to dissipate the rejected condenser
heat. To supply the water, a submerged water intake structure and pipeline sys-
tem are constructed in coastal shallow waters. The heated water is then discharged
back into the ocean. According to Alsaﬀar and Zheng (1999), these type of in-
takes are located along the California and Florida coasts, in the Indian Ocean, in
the Mediterranean Sea, along the coast of China and other locations. Therefore,
to maintain a balance between the energy demands of coastal communities and
the ecosystem, proper design and planning of coastal infrastructure, such as the
submerged water intake structures, is important.
Wave forces on oﬀshore submerged structures, such as cooling water intakes
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(see ﬁgure 1.1), are typically estimated on the basis of Morison’s equation:
dF =
1
2
CDρDU|U| + CMρV
dU
dt
, (1.1)
in which the wave force per unit length is composed of drag and inertial force
components. D and V represent the diameter and volume per unit length of the
cylinder, respectively. The simplest way to obtain the ﬂow kinematics in a wavy en-
vironment required by Morison’s equation is linear wave theory. This implies small
amplitude and deep-water regimes. Although this is a straightforward closed form
to calculate forces and moments it does not represent the hydrodynamics of steeper
waves found in common engineering practice. A more common approach and the
one recommended by Morang (2002) (CEM) is to calculate the ﬂow kinematics
based on nonlinear stream function theory (Dean, 1965). The drag coeﬃcient, CD,
and the inertia coeﬃcient, CM, are taken from various experiments. Additionally,
when suﬃciently long waves interact with a submerged oﬀshore structure, ﬂow
separation occurs. This will in turn increase the turbulence near the structure
which will have an impact on the dynamic forces, mixing processes and scouring
at the toe of the structure. One of the methods to estimate the lift force, proposed
in the CEM, for slender piles is
FL =
1
2
ρCLDH
2KDm cos2θ (1.2)
where CL is an empirical lift coeﬃcient, H is the wave height, θ is the wave
phase angle, and KDm is a dimensional parameter. Because of the wide scatter in
experimental results, conservative values of the force coeﬃcients are often applied
in the calculations. Furthermore, a safety factor of 1.5 is typically applied to
all forces estimated from this approach. As a result, these oﬀshore structures,
particularly cooling water intakes, are designed conservatively in order to maintain3
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Figure 1.1: Typical intake structure.
stability under wave attack.
There are several signiﬁcant shortcomings in applying Morison’s approach to
wave force calculations for large submerged structures: it was developed for slender
surface piercing cylindrical structures, changes in the near-structure ﬂow are not
accounted for, and the determination of vertical forces is diﬃcult. Compounding
the latter problem is the lack of experimental determinations of the drag, inertia
and lift coeﬃcients for this type of structure. The eﬀects of wave scattering, diﬀrac-
tion, breaking, and turbulence that occur near a large structure are not included
in the estimation of wave forces. Therefore, improved techniques, both analytical
and numerical, are needed in order to estimate wave forces more accurately. The4
ultimate engineering design goal is to optimize the weight and size of these oﬀshore
structures for easier installation and cost savings. To achieve this goal, it is essen-
tial to gain an understanding of the fundamental processes of wave and structure
interactions.
The present study is an experimentalinvestigation of the hydrodynamics around
an oﬀshore submerged intake structure coupled with an analytical solution that
accounts for the presence of the structure in the ﬂow. The main purpose of this
study is to understand the behavior of the ﬂow around the structure and obtain
a benchmark data set that can be used to further the understanding and design
methods for this particular type of structure. The ﬂow hydrodynamics and load-
ing of the structure for a maximum wave condition is presented in the ﬁrst part of
the study. The second part of the study presents an analytical solution based on
small amplitude wave theory and irrotational ﬂow. The model is validated with
experimental results obtained speciﬁcally to asses its accuracy.Chapter 2
Literature Review
2.1 Introduction
Wave forces on oﬀshore structures and wave-structure interaction have been
an important area of research in the ﬁeld of water wave mechanics for decades. It
would be naive to try to compile a review of the work done up to date; just the
work on cylindrical piles is suﬃcient to write several books on the subject. This
review covers the main areas relevant to the experimental work and analytical
analysis to be conducted in the present study.
Many diﬀerent types of studies have been carried out and numerous procedures
have been developed to estimate wave induced forces and wave kinematics around
oﬀshore structures. However, to date there is no agreement on which method is to
be used. Furthermore, analytical analysis is divided into two areas, small and large
structures (compared to the wave length, λ) or, more appropriate to this study,
long and short waves relative to the structure’s signiﬁcant dimension, O(D). In the
ﬁrst case, it is commonly assumed that the wave ﬁeld is unaﬀected by the presence
of the structure. In the latter, waves experience scattering and diﬀraction theory is
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employed. When the structure is neither too large nor too small compared to the
wave length, there is no appreciable ﬂow separation and no large reﬂection of the
incident wave. In this case Froude-Krylov theory (see Chakrabarti, 1993, chapt.
7) is employed, in which forces on the structure are calculated by a pressure-area
method and it is assumed that the structure is not in the ﬂow. These approaches
towards wave-structure interaction problems are reviewed below, as well as other
relevant subjects.
2.2 Long Waves/Small Structure
2.2.1 Wave Forces and Flow Kinematics
In the case of long waves interacting with small structures, Morison’s equation,
equation (1.1), might be the single most used formula to estimate wave-induced
forces on oﬀshore structures. It was initially developed for slender cylindrical
piles (Morison et al., 1950) and eventually used to estimate forces on other small
structures (e.g., spheres, submerged pipelines, horizontal cylinders). Equation
(1.1) represents the force per unit length of a vertical cylindrical pile and the ﬁrst
term on the right hand side is the drag force and the second the inertia force.
The ﬂow kinematics required can be obtained in two diﬀerent ways, linear and
nonlinear wave theory. As mentioned before, linear wave theory is the simplest
approach but does not represent the problem accurately. If nonlinear wave theory
is used, several methods are avaliable, such as nonlinear stream function theory,
linear Airy, Stokes ﬁnite amplitude, and Cnoidal wave theories (Dean, 1965; Dean
and Dalrymple, 2000). A comprehensive description of all of these theories is
presented in Chakrabarti (1993). It should be noted that this approach does not7
“directly” take into account the presence of the structure, as CD and CM are
normally obtained from experiments and are the only quantities aﬀected by the
presence of the structure. The procedures used to estimate these coeﬃcients are
described below.
Morison’s equation only takes into account the inline force. In oscillatory ﬂow,
submerged objects may experience a vertical or lift force that is a function of the
Keulegan-Carpenter number, deﬁned as
KC =
UmT
D
, (2.1)
which in sinusoidal oscillatory ﬂow becomes
KC =
2πa
D
, (2.2)
where Um is the maximum velocity, T is the period of oscillation, D the diame-
ter of the object, and a the amplitude of the motion. For small KC (i.e., large
structures), the ﬂow around the structure does not undergo separation, hence no
lift is generated. In circular cylinders, according to Justesen (1991), lift force is
generated when KC ≈ 4 but it is only well developed when KC > 6. This KC
corresponds to the value beyond which a vortex shedding regime is present in the
ﬂow (Williamson, 1985; Summer and Fredsøe, 1997).
The two most important quantities that should be considered when estimating
lift forces are its magnitude, FL, and the fundamental lift frequency, NL, deﬁned
by
FL =
1
2
ρCLDU
2, (2.3)
and
NL =
fL
fw
(2.4)8
where CL is the lift force coeﬃcient and fL and fw represent the lift force and
the oscillatory motion frequency, respectively. The lift force frequency is usually
obtained from the power spectrum of experimental observations. The importance
of the lift frequency follows from its variation with the vortex shedding regime of
the ﬂow. For example, for a verticalcircular cylinder in plane oscillatory motion the
fundamental lift frequency varies with the Keulegan-Carpenter number as follow:
with 7 < KC < 15,N L = 2; 15 < KC < 24,N L = 3; 24 < KC < 32,N L =
4; and 32 < KC < 40,N L = 5, Williamson (1985) or Summer and Fredsøe
(1997, pg 89).
When vortex shedding regimes are established in the ﬂow, the lift force is often
represented by a Fourier series of the form
FL =
1
2
ρDU
2
max
N X
n=1
CLn cos(nwt + εn) (2.5)
where N is the number of Fourier components, CLn, and εn are the nth lift coeﬃ-
cient and phase angle, respectively.
Estimation of CD, CM, and CL
The drag, inertia and lift coeﬃcients are determined from experimental results
in a variety of ways. In order to estimate them, it is necessary to have temporal
measurements of the instantaneous velocity and acceleration of a ﬂuid particle
coupled with the force at particular locations on the structure. Besides this, the
coeﬃcients vary with Reynolds number (Re), Keulegan-Carpenter number (KC),
and the roughness of the structure. The majority of studies have focused on
cylindrical pile results and are well documented in the CEM or in Chakrabarti
(1993, chapt. 6). In the case of particular or prototype structures, like the one
treated in the present study, force coeﬃcients are scarce or virtually non-existent.9
As mentioned before, there are a variety of methods to estimate the force
coeﬃcients. The simplest is based on correlating the forces with the ﬂow kinematics
at times when the velocity or acceleration is zero. This method is applicable when
the velocity and acceleration are out of phase with each other (e.g., small amplitude
monochromatic waves). In such cases, at the wave crest, the horizontal acceleration
is zero and CDmax becomes (for a circular pile)
CDmax =
FDmax
1
2ρAU2, (2.6)
where FDmax is the force when the crest is over the structure or when U reaches
a maximum and A is the projected area of the body normal to the ﬂow direction.
CM is obtained similarly with
CMmax =
FMmax
ρV dU
dt
, (2.7)
where FMmax is the force when the maximum acceleration is observed and V is the
volume of the body.
Although simple and straightforward, this method has several disadvantages.
When inertia forces are dominant, the estimated value of CD is unreliable and when
drag forces are dominant, CM is unreliable, and if both inertia and drag forces are
important this method can not be used with adequate reliability. Variations of this
method, such as obtaining average values of CM and CD over small time intervals
assuming time-invariance, exist. Other methods like Fourier averaging and least
squares techniques are reviewed by Chakrabarti (1993, chapt. 6).
The maximum lift coeﬃcient is deﬁned by
CLmax =
FLmax
1
2ρAU2
max
. (2.8)
It is also often obtained as the root-mean-square (rms) lift coeﬃcient, CLrms.I n
this case, in equation (2.8), maximum values are replaced by rms values. Several10
other methods have been used to estimate the lift coeﬃcient or the lift force;
Norberg (2003) reviews eleven such methods on an experimental study of lift on
circular cylinders.
2.2.2 Analytical Analysis - Perturbation Theory
In small structures the wake has a dominant eﬀect on the wave induced force,
therefore, there is no accurate analytical technique available and the estimation of
forces relies on experimental observations. In the absence of a wake (i.e., low to
moderate Re) an alternative method to estimate the ﬂow kinematics involving a
small parameter (κD in this case) is the use of perturbation methods (Van Dyke,
1975; Bender and Orzag, 1978; Hinch, 1991; Mei, 1995). A popular application of
this method in water wave mechanics is Stokes wave theory (Dean and Dalrymple,
2000, chapt. 11). It has also been successfully applied on harbor oscillations
(Mei, 1983), ﬂow over a sphere and circular cylinder at low Re (Proudman and
Pearson, 1957) and boundary layers (Van Dyke, 1975, chapt. 7). In wave-structure
interaction the literature on this subject is scarce mainly due to the diﬃculty
in deﬁning the second-order free surface boundary conditions and the radiation
condition for the diﬀracted waves. The benchmark work reported by Molin (1979)
successfully solved this problem by decomposing the second-order diﬀracted waves
into “free waves” and “phase locked waves”. The ﬁrst are independent of the ﬁrst-
order wave system and the latter accompany the ﬁrst order waves. Based on this
work, Kim and Yue (1989) and Teng and Kato (1999) reported solutions of the
second-order diﬀraction problem for axisymmetric bodies under monochromatic
waves and bichromatic waves (Kim and Yue, 1990).
Perturbation analysis is suitable when the problem at hand is close to a simpler11
problem that can be solved “exactly”. The closeness in the solution is measured
by a small parameter, ￿. With this, the original problem is converted into a pertur-
bation problem. Then an expression for the solution in the form of a perturbation
series is assumed and the coeﬃcients of that series are computed. Finally the
answer to the original problem is recovered by assuming an appropriate value of ￿.
2.3 Short Waves/Large Structure - Diﬀraction
theory
When a large structure is present in the ﬂow the incident wave scatters in all
directions and Morison’s equation is no longer valid. Accurate analytical methods
exist and have been applied to numerous types of structures. This procedure is
often called MacCamy and Fuchs diﬀraction theory after their study of wave forces
on a large vertical cylinder (MacCamy and Fuchs, 1954).
Diﬀraction theory assumes oscillatory, incompressible and irrotational ﬂow.
Therefore, potential theory can be used to represent the velocity ﬁeld. The scalar
potential function (called potential for simplicity) satisﬁes the Laplace equation
which in cylindrical coordinates (r,θ,z) is given by equation 6.3. Then, a bound-
ary value problem is stated and the velocity potential is divided into the incident,
Φinc, scattered, ΦS, and evanescent, Φm, modes and the solution takes the form of
a power series.
Examples of this type of solution includes waves over: a circular sill (Longuet-
Higgins, 1967), rectangular obstacles (Mei and Black, 1969), and a bottom-seated
hemisphere (Garrison and Rao, 1971).12
2.4 Froude-Krylov Force
For stationary objects under waves, the acceleration of the ﬂuid particles gen-
erates a pressure gradient given by
∂p
∂x
= −ρ
dU
dt
. (2.9)
If linear theory is used, the pressure can be calculated from the incident wave
potential as follows,
ΦI = −i
gH
2ω
coshκ(z + h)
coshκh
e
i(κr cosθ−ωt), (2.10)
p = −ρ
∂φi
∂t
,
= ρg
H
2
coshκ(z + h)
coshκh
e
i(κr cosθ−ωt), (2.11)
where ω is the wave angular frequency and κ the wave number satisfying the
dispersion relation:
ω
2 = gκtanh κh. (2.12)
Then, the horizontal and vertical forces are calculated by integrating over the
surface of the structure,
FH = CH
ZZ
S
pnrdS, (2.13)
FV = CV
ZZ
S
pnzdS, (2.14)
where S represents the surface of the structure, CH and CV are the horizontal and
vertical force coeﬃcients, and nr and nz are the direction vectors normal to the
surface of the structure in the r and z directions, respectively. The values of the
force coeﬃcients are determined from experimental results. Chakrabarti (1973)
reported his ﬁndings on forces in a variety of simple symmetric structures, with
dimensions one order of magnitude smaller than the wave length, using Froude-
Krylov theory and collected force coeﬃcients from various other studies.Chapter 3
Experimental Setup and
Conditions
3.1 Physical Models and Wave Environment
Two simpliﬁed models of an intake structure (see ﬁgure 1.1) were built, a clear
object constructed of plexiglass (acrylic) and ﬁlled with water and another contain-
ing 27 pressure sensors (Omega PX26-001GV) distributed around the model. To
determine the model dimensions, the wave conditions around the structure need
to be known. According to Bechtel (2000) the following design wave conditions
are typical:
• Wave height (H)=1t o8m
• Wave period (T)=1t o1 0s
• Water depth (h1)=6t o1 0m
• Sea bed slope = 0 to 10 %
1314
• Current = 0.5 to 1 m/s
In coastal engineering problems, the most common scaling law is Froude’s
law. Although Reynolds number plays an important role in the ﬂow kinemat-
ics, Reynolds similitude is intended for ﬂows where viscous forces are dominant or
of the same order as other leading order force terms, Chakrabarti (1994); Hughes
(1993), which is not the current case. Therefore, it is required that the Froude
number (3.1) be the same in the model and the prototype and that the Reynolds
number be suﬃciently large that the boundary layer ﬂows are turbulent. Tak-
ing into account the dimensional restrictions imposed by the wave tank, materials
speciﬁcation and the design wave, the model scale was set at Lm/Lp ≈ 1 : 47.
The subscript “m” denotes the model scale and “p” the prototype scale. From
the dispersion relation (2.12) and the Froude number, the time and velocity scale
ratios are Tm/Tp = Um/Up =
p
Lm/Lp, respectively. Images of the models are
presented in ﬁgure 3.2, the dimensions can be found in ﬁgure 3.1 and the location
of the pressure sensors are presented in ﬁgure 3.3 and table 3.1.
The models are simpliﬁed versions of the original structure. The original struc-
ture is open to allow the suction of water plus there are many other small structural
details. Including suction in the model would be complicated and might not be of
primary importance when the stability of the entire structure is the main concern
as the intake velocities are generally small relative to the orbital velocity scale
due to criteria of avoidance of ﬁsh entrainment. Also, in the interest of pursuing
a basic science problem, it was decided to pursue the more canonical problem of
waves impinging on a solid, impervious object.
To satisfy both extremes of the wave parameters, a water depth of 20.0 cm is
used in all the experiments and two types of waves are generated, short and long15
waves (compared to the size of the model). The short wave is deﬁned as a wave
with T =0 .5 s and λ =0 .39 m (according to equation 2.12), while in the long
wave case, T =2sa n dλ =2 .7 m. Furthermore, solitary waves with relative wave
height η/h ≈ 0.2 were also generated for visualization purposes. For simplicity,
a ﬂat bed (i.e., 0% slope) is used with zero mean ﬁrst order current. The wave
height is measured in each experiment at various locations along the wave tank as
described in the subsequent sections.
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Figure 3.2: Intake models. a) Model with pressure sensors, top view, b) lateral
view, and c) clear object.
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Figure 3.3: Pressure sensor locations. a) Top view, b) bottom view, c) A-A lateral
view, and d) B-B Lateral view. The right half of the object faces the beach and
the left half the wave paddle. Gray font indicates that the sensor is seen from the
opposite plane of view.17
Table 3.1: Pressure sensor locations in (r,z). Radial location normalized by the
radius of the top cylinder and vertical location normalized by the height of the
model.
Pressure Sensor
r
a/2
z
H+D
P00 0.4075 0
P01 0.4075 0.127
P02 0.4075 0.254
P03 0.4075 0
P04 0.4075 0.127
P05 0.4075 0.254
P06 1 0.695
P07 0.51 0.4
P08 0.67 0.4
P09 1 0.822
P10 1 0.695
P11 1 0.568
P12 1 0.695
P13 1 0.695
P14 0.51 0.4
P15 0.67 0.4
P16 1 0.822
P17 1 0.695
P18 1 0.568
P19 1 0.695
P20 1 0.695
P21 0.326 1
P22 0.50 1
P23 0.675 1
P24 0.326 1
P25 0.50 1
P26 0.675 118
3.2 Experimental Setup and Techniques
3.2.1 The wave tank
The experiments were conducted in the wave tank in the DeFrees Hydraulics
Laboratory at Cornell University. The wave tank is 32 m long, 0.6 m wide and
0.9 m deep. It is constructed of plate glass side walls with a painted steel bottom.
The mid-section of the tank is ﬁtted with a polycarbonate bottom with a ﬁxed
submerged model intake structure (described below). The wave tank is equipped
with a piston-type hydraulic wave generator controlled by a LabView software
controlled analog signal generator. The downstream section of the tank is ﬁtted
with a 1:20 sloping horsehair covered glass beach to dissipate wave energy; the toe
of the beach is located 20 m from the wave paddle’s mean position. A cylindrical
coordinate system is used in which the origin is located at the center of the model,
the θ = 0 coordinate points horizontally towards the beach, r is the radial distance
from the center of the model, θ the angle with the polar axis where positive is the
counterclockwise direction and z is the vertical distance from free surface where
positive is above the free surface. For convenience, Cartesian coordinates are used
in some occasions, in that case r =
p
x2 + y2, where x is directed horizontally
towards the beach and y is the span-wise distance from the center of the model to
the tank wall (right-hand rule establishes the positive y-direction).
3.2.2 Velocity measurements - PIV image acquisition and
processing
The velocity ﬁeld in the vicinity of the model is measured using Particle Image
Velocimetry (PIV) (Cowen and Monismith, 1997; Willert and Gharib, 1991). Mean19
velocity, turbulence, vorticity, and turbulent kinetic energy were obtained from
phase-averaging the instantaneous velocities at each of the wave phases (30 or 40
wave phases resolved; discussed below). Digital images were collected with an SMD
1M60-20 digital CCD camera (1,024×1,024 pixel, 12-bits-per-pixel, 60 frames-per-
second (fps) maximum frame rate). The image acquisition system, assembled
by Upstate Technical Equipment Co. (East Syracuse, NY), is a two-computer
(400 MHz Pentium II) IO Industries Video Savant-based real-time storage to disk
system. Each computer hosts two Bitﬂow Road Runner model 12 frame grabbers
with each of the four frame grabbers collecting a 1,024×256 pixel section of the
image. One half of the image resides on each PC. After image collection the
images are spliced together using Video Savant and saved as raw binary ﬁles for
post processing. The total hard drive space is 72 Gb per PC, allowing up to 20
min of real-time images to be stored directly to disk at 60 fps (72,000 images).
The image area was illuminated with a Spectra Physics PIV400-30 Nd:YAG laser
system (300 mJ/ pulse at 532 nm, 60 Hz dual head system). A laser light sheet
was formed using a cylindrical lens (f=-25.4 mm) and the beam was focused with
a spherical lens (f=2.0 m) to control the light sheet thickness.
The light sheet can enter the tank in three ways:
• SETUP No.1
The light sheet enters orthogonally from the side passing through the glass
wall to obtain a horizontal light sheet.
• SETUP No.2
The light sheet enters orthogonally from the side, below the tank’s false
bottom, and is steered to the vertical with a front-surfaced mirror, passing
vertically through the false bottom into the water column to obtain a vertical20
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Figure 3.4: Experimental Setup No 1.
light sheet parallel to the tank walls.
• SETUP No.3
The light sheet enters through the free surface to obtain a vertical light sheet,
on top of the model, parallel to the tank walls.
A 60 mm Nikkor lens was mounted to the camera and positioned either on the
side or above the wave tank to acquire vertical or horizontal images, respectively.
The experimental setup is presented in ﬁgures 3.4-3.6.
The image-acquisition system was triggered to capture two images (an image
pair) of the ﬂow with a speciﬁc temporal delay, 4t (see tables 3.2 and 3.3), between
images. A Berkeley Nucleonics Inc. (San Rafael, Calif.) BNC500A digital delay
generator was used to accurately trigger the ﬂash lamps and Q-switches on the
Nd:YAG laser system with 4t chosen to limit the maximum particle motion to21
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Figure 3.5: Experimental Setup No 2.
less than 30 pixels (in most cases), allowing an initial PIV sub-window of 64×64
pixels to be used to estimate the displacement ﬁeld. The tank was ﬁlled with water
to a desired depth and seeded with Sphericel particles (hollow glass spheres, mean
density 1.1 g/ml, median diameter 11.7 µm, manufactured by Potters Industries,
Inc., Valley Forge, Pa.).
The camera framing and laser illumination rates were set at 40 Hz or 30 Hz
(varies within tests). The experiments were controlled using National Instruments
LabView (Austin, TX) software with master timing signals generated on a National
Instruments AT-AO-6 card. Timing and control signals were sent simultaneously
from the AT-AO-6 card to the hydraulic wave maker system, the digital cam-
era, and the digital delay generator. Details of the image acquisition timing are
presented in ﬁgure 3.7.
The images were analyzed for velocity using a modiﬁed version of the technique22
Beach￿ Wavemaker￿
ND:YAG Laser￿
Mirror￿
Cylindrical lens￿
Spherical lens￿
Model￿
Laser sheet￿
* FOV￿
ND:YAG Laser￿
ND:YAG Laser￿
Laser sheet￿
* FOV = Field Of View￿
Spherical lens￿
Cylindrical lens￿
CCD Camera￿
Cylindrical lens￿
Laser sheet￿
r￿
x￿
z￿
y￿
z￿
Top view￿
Lateral view￿ Front view￿
Figure 3.6: Experimental Setup No 3.
described in Cowen and Monismith (1997). They were post-processed for velocity
as 40 (or 30) independent sets of velocity measurements per wave period for the
long wave case and 10 independent sets per wave period for the short wave case.
Each image set was initiallyinterrogated with a 64×64-pixel subwindow with a 50%
overlap. The results of this processing step were ﬁltered to remove spurious data
using a Gaussian ﬁlter. The ﬁltered mean displacement data were then used as the
initial estimate of the instantaneous displacement, the second image sub-window
was displaced this distance, and the data set was reanalyzed with 64×64-pixel sub-
windows once again. The results were interpolated onto a 32×32-pixel sub-window
with 50% overlap spacing and re-analyzed twice with 32×32-pixel sub-windows. A
ﬁnal analysis pass was then conducted using the ﬁltered results as the estimate for
a1 6 ×16-pixel sub-window analysis. The ﬁnal data sets contain a 123×123 grid23
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of velocity vectors on an 8-pixel square grid. This translates to spatial resolution
of 0.18 to 0.21 cm, depending on the size of the ﬁeld of view (FOV) (see tables
3.2 and 3.3), for each wave phase measured. The time between each wave phase
measured in the long and short wave cases was 0.05 s in the 40 Hz framing rate
experiments and 0.0667 s in the 30 Hz experiments.
3.2.3 Free surface displacement and pressure
The free surface displacement is measured with several capacitance wave gages
built for use in the Defrees Laboratory facilities. The wave gages are calibrated
before each experiment and placed at diﬀerent locations, xn, along the centerline
of the wave tank. At the PIV measurement region, a procedure that makes use of
simple mathematical and statistical tools was developed to accurately estimate the
free surface location from the PIV images. A detailed description of the procedure
is presented in appendix B.
The distance between wave gages was determined following the suggestions of
Isaacson (1991) to measure wave reﬂection using the least squares method reported
by Mansard and Funke (1980). The incident wave height, Hi, is determined from24
the wave gages on the weather-side (x<0) of the object and the extreme mean
wave heights recorded, Hi = Hmax + Hmin/2.
Pressure around the model is measured with the array of sensors described
previously. Before each experiment, the pressure sensors are calibrated to acquire
dynamic pressure only (e.g., they are zeroed against the hydrostatic pressure).
Wave gage and pressure data was sampled at 100 Hz. In the PIV region, the
free surface sampling frequency is limited by the rate at which each image pair is
acquired (e.g., 20 Hz) but has the advantage of high spatial resolution.
3.2.4 Flow visualization
To gain a better understanding of the ﬂuid motions around the structure, sev-
eral visualization experiments were conducted. The wave tank was ﬁlled to a water
depth of 20 cm and FD&C Red 40 dye solution, with a concentration of 3.75 PPT
(parts-per-thousand) by weight, was injected on top of the model and a solitary
wave with wave height H = 4 cm was generated. Three digital video cameras,
one JVC 200x DV-GRM55 and two Sony 120x digital handycams, were used to
simultaneously acquire video and images of the ﬂow motions from the side, below,
and above the structure.
3.3 Experimental conditions
Long waves, short waves and solitary waves were tested with the schematic
arrangement shown in ﬁgure 3.8. In the long and short wave cases, the water
depth was kept constant at 20 cm and waves were generated for a minimum of 30
minutes before acquiring data to ensure a steady state condition throughout the25
tank. Two diﬀerent wave heights were tested in the long wave experiments and a
single wave height in the short wave experiments. In the solitary wave experiments,
the water depth was 20 cm as well and the wave height to water depth ratio (H/h)
set at 0.20. The experimental conditions are summarized in tables 3.2, 3.3, and
3.4.
Tests 1 to 5 are long wave experiments with a relative incident wave height
(Hi/h) between 0.205 and 0.215. During these experiments, PIV data was acquired
on the x-z plane at the structure’s centerline for the following locations: on the
weather-side, lee-side, and directly above the structure. Pressure sensor data was
also acquired in Tests 1 and 2.
Tests 6 to 13 are long wave experiments with Hi/h between 0.265 and 0.287.
During Tests 6 and 9, PIV data was acquired on the x-z plane at the structure’s
centerline on the lee-side and the weather-side, respectively. In Tests 7 and 8 data
was acquired on the x-z plane at the structure’s half radius (y = a/4) on the lee-
side and the weather-side, respectively. Tests 10 and 11 were performed to acquire
data on the x-y plane at the lee-side for water depths z = −1.2(hu + hd) and
z = −0.6(hu + hd), respectively. In Tests 12 and 13, the model with the pressure
sensors was used. In Test 12, pressure data was acquired using the sensor spatial
arrangement described in ﬁgure 3.3 and table 3.1. In Test 13, the model was
rotated 90o in the counter-clock-wise direction so that the majority of the sensors
were facing the weather-side of the model.
The dimensionless parameters that inﬂuence the ﬂow are: Froude number (Fr),
Reynolds Number (Re), Strouhal Number (St), and Keulegan-Carpenter number
(KC - see Chakrabarti, 1994). Given the geometry of the structure, the diameter
and thickness of the upper cylinder will inﬂuence the vortex shedding regimes. The26
Keulegan-Carpenter number is deﬁned by vertical and horizontal length scales as
follows
Fr=
U2
o
ga
, (3.1)
Re =
Uoa
ν
, (3.2)
St =
fva
Uo
, (3.3)
KCh =
UoT
a
, (3.4)
KCv =
UoT
hu
, (3.5)
where Uo = Aiω is the maximum velocity associated with the incident wave, g is
the gravitational acceleration, a is the upper cylinder diameter, ν is the kinematic
viscosity of water, fv is the vortex-shedding frequency (i.e., the number of shed
vortices per wave period), and hu is the upper cylinder thickness. The subscripts
h and v represent the horizontal and vertical direction, respectively. The Strouhal
number was only estimated in Tests 6 to 13 where a detailed study of the vortex
formation was done. Other parameters that will be mentioned are: wave length
(λ), wave height (H), incident wave height (Hi), incident wave crest amplitude
(Ai), wave period (T), wave angular frequency (ω), wave number (k), water depth
(h), free surface displacement (η), lower cylinder height (hd), and lower cylinder
diameter (b).27
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Figure 3.8: Schematic of the experimental setup.
Table 3.2: Experimental conditions for long wave case Tests 1 - 5.
T =2s , λ =2 .71 m,h =0 .20 m
Variables Test 1 Test 2 Test 3 Test 4 Test 5
Hi/h 0.210 0.205 0.210 0.215 0.215
Ai/h 0.160 0.150 0.157 0.162 0.162
x1/λ -2.85 -2.85 -2.85 -2.85 -2.85
x2/λ -2.55 -2.55 -2.55 -2.55 -2.55
x3/λ -2.18 -2.18 -2.18 -2.18 -2.18
Setup No. 2 2 2 2 3
fpiv (Hz) 30 30 30 30 30
4t (ms) 20 15 15 20 15
Model sensors sensors clear clear clear
Fr 0.005 0.004 0.005 0.005 0.005
Re 20,326 19,053 21,420 22,101 22,101
KCh 0.92 0.86 0.97 1.00 1.00
KCv 3.35 3.14 3.30 3.40 3.402
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Table 3.3: Experimental conditions for long wave case Tests 6 - 13.
T = 2 s, λ = 2.71 m, h = 0.20 m
Variables Test 6 Test 7 Test 8 Test 9 Test 10 Test 11 Test 12 Test 13
Hi/h 0.265 0.270 0.270 0.270 0.265 0.270 0.312 0.309
Ai/h 0.214 0.217 0.217 0.212 0.208 0.212 0.222 0.209
x1/λ -3.21 -3.21 -3.21 -3.21 -3.21 -3.21 -3.21 -0.07
x2/λ -1 -1 -1 -1 -1 -1 -1 0.107
x3/λ -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 -0.6 0.476
x4/λ -0.07 -0.07 -0.07 -0.07 -0.07 -0.07 -0.07 0.66
x5/λ — 0.85 0.85 0.85 — — — —
Setup No. 2 2 2 2 1 1 — —
fpiv (Hz) 40 40 40 40 40 40 — —
4t (ms) 12 12 12 12 12 12 — —
Model clear clear clear clear clear clear sensors sensors
Fr 0.009 0.009 0.009 0.009 0.009 0.009 0.009 0.008
Re 27,186 27,568 27,568 26,932 26,424 26,932 30,287 28,513
St 8.30 8.20 8.20 8.40 8.55 8.40 8.6 9.15
KCh 1.32 1.34 1.34 1.31 1.30 1.31 1.27 1.20
KCv 4.48 4.54 4.54 4.44 4.35 4.44 4.65 4.372
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Table 3.4: Experimental conditions for short wave case Tests 14 - 21.
T = 0.5 s,, λ = 0.39 m,, h = 0.20 m
Variables Test 14 Test 15 Test 16 Test 17 Test 18 Test 19 Test 20 Test 21
Hi/h 0.114 0.115 0.110 0.112 0.117 0.116 0.120 0.120
Ai/h 0.068 0.068 0.060 0.061 0.065 0.064 0.068 0.068
x1/λ -22.3 -22.3 -22.3 -22.3 -22.3 -22.3 -22.3 -0.48
x2/λ -6.95 -6.95 -6.95 -6.95 -6.95 -6.95 -6.95 0.74
x3/λ -4.17 -4.17 -4.17 -4.17 -4.17 -4.17 -4.17 3.30
x4/λ -0.49 -0.49 -0.49 -0.49 -0.49 -0.49 -0.49 4.59
x5/λ — 5.90 5.90 5.90 — — — —
Setup No. 2 2 2 2 1 1 — —
fpiv (Hz) 40 40 40 40 40 40 — —
4t (ms) 30 30 30 30 30 30 — —
Model clear clear clear clear clear clear sensors sensors
Fr 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
Re 9,273 9,147 8,893 8,893 8,512 9,019 10,778 10,096
KCh 0.45 0.44 0.43 0.43 0.45 0.43 0.45 0.43
KCv 1.53 1.51 1.467 1.47 1.40 1.49 1.65 1.5530
3.4 Uncertainty Analysis
Two types of errors make up the total uncertainty in any experimental result
or measured variable. The ﬁrst are bias (systematic) errors and the second are
precision (random) errors. The systematic error is estimated using the root-sum-
square (RSS) technique ﬁrst described by Kline and McClintock (1953). The
random uncertainty is estimated based on the standard deviation S and the factor
t (determined from the t-distribution) of the measured variable. Both, the random
and systematic uncertainties, are estimated following the procedure described by
Coleman and W. G. Steele (1999), explained brieﬂy below.
For an experimental result, r, determined from J measured variables, Xi, ex-
pressed as
r = r(X1,X 2,...,XJ), (3.6)
the 95% conﬁdence large-sample overall uncertainty is given by
U
2
r = B
2
r + P
2
r , (3.7)
where the systematic uncertainty is
B
2
r =
J X
i=1
θ
2
iB
2
i +2
J−1 X
i=1
J X
k=1+1
θiθkBik, (3.8)
and the random uncertainty, Pr,i s
P
2
r =
J X
i=1
θ
2
iP
2
i ; (3.9)
Bi and Pi are the systematic and random uncertainty of the variable Xi, respec-
tively; Bik is the covariance estimator for the systematic errors in Xi and Xk
when the uncertainties are not independent of each other (e.g., measured variables
sharing identical error sources); and
θi =
∂r
∂Xi
(3.10)31
are the absolute sensitivity coeﬃcients obtained from equation 3.6.
As mentioned before in the Experimental Setup and Techniques section, cali-
bration was performed in each of the apparatuses (e.g., wave gauges) before each
experiment. From the calibration, values for the systematic errors are obtained
and all the remaining systematic errors must be estimated (e.g., error from the op-
tical system in the PIV measurements) since there are no procedures or statistical
tools available to provide bias error estimates in the measurements.
The second term on the right hand side of equation 3.8, referring to correlated
systematic uncertainties, is present in the force coeﬃcients measurements, Fx/B
and Fz/B, where Fx and Fz are the inline and uplift forces, respectively, and B is
the buoyancy force associated with the incident wave amplitude. Several pressure
sensors are used during a single experiment and these were calibrated against the
same standard. Therefore, they share the same error source. In this case, the term
Bik must be approximated since the covariance of the bias error in Xi and the bias
error in Xk can not be statistically estimated.
The random uncertainty term (Pi) is the product of the standard deviation S
and the Student’s t-distribution factor t such that the 95% conﬁdence interval is
between −tS to +tS. When S is determined from a large sample experiment, such
as the ones carried out in the present study, and assuming a normally distributed
error distribution, the factor t is equal to 1.96.
Given the large amount of data, experiments, and techniques used, only repre-
sentative parts of them were used to estimated the uncertainties presented below.
Most of the information presented was obtained from TEST 6 unless noted oth-
erwise. Table 3.5 presents the random, systematic and total uncertainty for the
worst and typical (average) cases in each of the experimental results in physical32
units and as a percentage of the full scale or maximum values observed during the
experiments. A description of how each uncertainty was estimated is presented
below.
3.4.1 Free Surface Displacement Uncertainty
When the free surface displacement, η, is obtained from the wave gauges, the
systematic error is minimized by performing calibration of the gauges before each
experiment. Furthermore, the wave gauge calibration was performed by acquiring
data every millimeter along the entire length of probe (or less depending on the
length of the probe). The calibration data is then used to obtain a pice-wise linear
function that provides the closest possible correspondence between the “true” free
surface displacement and the one registered by the gauge. The other source of error
is the meniscus that forms on the capacitance wire due to surface tension. This
meniscus was measured to be roughly B1 = ±1 mm. Another probable source of
systematic error on the free surface measurements is the decrease in water levelover
extended periods of time due to leakage in the wave tank. However, it was observed
that the still free surface decreased less than 1 mm over a period of 2 hours while
the experiments take between 1 and 1.5 hours to be completed, from the moment
the gauges start logging data. Therefore, this error is considered negligible. Since
the free surface displacement comes directly from the gauge output, the absolute
sensitivity coeﬃcients are one (i.e., θ1 = 1). Thus, the total systematic uncertainty
is Bη = ±1 mm.
The random error for the mean free surface, <η>(terms in between <>
represent time phase average values), was obtained from the record of 100 waves.
In this case, the worst case standard deviation was Smax = ±0.54 mm (over one33
wave period) and typical Styp = ±0.20 mm. Thus, the total random error for the
worst case was Pη =1 .96∗0.54 = ±1.06 mm and the typical bound was Pη = ±0.39
mm.
When the free surface is presented as an instantaneous displacement, the ran-
dom error was obtained from a record of the still free surface or, in other words,
the electronic noise generated from the gauge. The worst case random uncertainty
was ±0.15 mm and typical bound ±0.09 mm. Besides this, the wave gauges are
subject to some measurement hysteresis. The standard uncertainty for hysteresis
is given by
Physt =
max|Yupscale − Ydownscale|
√
3
, (3.11)
see NIST/SEMATECH (2004). The worst case hysteresis was estimated to be ±1.2
mm and the typical bound ±0.5 mm. With this, the total random uncertainty
becomes ±1.35 mm and ±0.60 mm for the worst and typical bounds, respectively.
3.4.2 PIV Measurements - Velocity, Vorticity, Turbulence,
and Turbulent Kinetic Energy
The uncertainty in the PIV results, for the mean velocity ﬁeld, are determined
in pixels. The uncertainty in vorticity (ω), turbulence (
√
<u 2 >) and turbulent
kinetic energy (k) is then deduced from this information and presented in table 3.5.
Given that the physical value of the uncertainty depends on the image resolution
and time between image pairs, from the uncertainty in pixels, an approximated
value for the uncertainty in physical units (e.g., m/s) is given for all the tests
performed grouped as long and short wave experiments. However, the image res-
olution was kept as similar as possible between tests and the time between image
pairs was the same in all the experiments (the time between images in long and34
short wave experiments is diﬀerent). The values in table 3.5 are presented in
physical units.
Systematic uncertainty arises from the optical calibration of the PIV system,
which depends on the interrogation of the target. The worst case error is esti-
mated to be 1:1000 or 0.1%, which is equivalent to approximately ±0.024 pixels
in the mean velocity ﬁeld. Another source of error is the sub-pixel component of
displacement (Prasad et al., 1992), estimated by (Forliti et al., 2000) to be roughly
±0.03 (worst case) pixels in algorithms with a Gaussian ﬁt procedure to estimate
the displacement from the peak in the correlation function and ±0.17 pixels for
algorithms with parabolic ﬁts. In the algorithm used in the present study it is
estimated to be ±0.10 pixels given the experimental setup the type of ﬂow but
primarily due to the larger image size used in the experiments; the image size of
the current study was roughly 6 times larger than that used by Forliti et al. (2000).
The total systematic uncertainty is then ±0.124 pixels.
The random error was estimated by selecting several representative points of
the ﬂow (e.g., close to and far from the structure) and calculating the standard
deviation for diﬀerent phases over one wave period. The worst case standard
deviation of the mean velocity ﬁeld in the horizontal (<U> ), vertical (<W> ),
and lateral (<V > ) directions were found to be ±2.25, ±1.72, and 2.22 pixels,
respectively. Typical bounds were estimated at ±0.90, ±0.71, and ±0.70 pixels
for <U> , <W> , and <V > , respectively. It should be mentioned that the
worst case standard deviation was found in the experiments with the horizontal
FOV due to the laser light sheet traveling through the free surface; in experiments
with vertical FOV the worst case standard deviation is lower. This is described in
detail below. The random error values are approximated to physical units in table35
3.5.
During the PIV experiments, the laser light sheet had vertical and horizontal
orientations, see ﬁgures 3.4 and 3.5. In the ﬁrst case, the results have the un-
certainty of a typical PIV experiment. In the latter, the images were acquired
through the free surface. On these images, the wave crest travels through the FOV
causing severe distortions due to the steepness and narrowness of the wave crest
(in the long wave case). This introduces high levels of random uncertainty into the
measurements that adds up to the random error mentioned before. This error is
obtained by comparing the velocity ﬁeld from an experiment with a vertical FOV
and one with a horizontal FOV over one wave period. The diﬀerence in results,
when the wave crest travels through the FOV is obvious in ﬁgure 3.9, where the
mean horizontal velocity from an experiment with a vertical FOV (Test 6) and
another with a horizontal FOV (Test 10) are compared at the same spatial and
temporal locations; panel (a) presents a wave phase when the digital camera is ac-
quiring images with the free surface traveling through the FOV and panel (b) when
the trough or a wave phase diﬀerent to the crest is passing through the FOV. The
worst case systematic error due to image distortion was ±6 cm/s and the typical
bound ±3 cm/s.
To estimate the total turbulent kinetic energy (using the three component of
velocity), several assumptions were made when using the experimental results.
These are explained in the results section of this study. The result of these as-
sumptions is a complex and diﬃcult to estimate systematic error. The author,
based on the knowledge of the experimental results and procedure used to esti-
mate the turbulent kinetic energy , proposes a systematic error of 70 cm2/s2 in
the turbulent kinetic energy estimation, due to the combined eﬀect of calibration,36
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Figure 3.9: Horizontal velocity comparison between Test 6 and Test 10 at z = −12
cm and x>a . Panel a) crest traveling through the FOV; panel b) trough traveling
through the FOV.
curve ﬁtting, and data acquisition errors.
3.4.3 Mean Pressure and Forces Uncertainty
During the acquisition and analysis of the pressure sensor data it was observed
that a vast majority of the error is systematic. It can be seen in ﬁgure 5.16 that the
random error (1.96 times the standard deviation) is minimal. For a representative
sample of the long wave experiments, the random error was found to be ±6.82
Pa in the worst case and typical error of ±3.16 Pa. Similarly, for the short wave
experiments, the worst case random error was estimated to be ±10.90 Pa and the
typical bound ±5.27 Pa.
The primary sources of systematic uncertainty comes from the sensor calibra-
tion. This was done by submerging the physical model in a known water depth and
continously changing the water depth while logging pressure data. The water level
was measured with wave gauges near the model. This data was used to obtain a
curve ﬁt that provided the dynamic pressure at each sensor. The systematic error37
due to the uncertainty in water depth is estimated to be ±15.66 Pa (based on
the free surface uncertainty obtained earlier) and the error due to curve ﬁtting is
estimated to be ±5P a .
The systematic uncertainty of the forces, presented in table 3.5 normalized
by the hydrostatic buoyancy force associated with the amplitude of the incident
wave (B - see equation 5.5), is not easy to estimate. The forces are obtained
by integrating and extrapolating the mean pressure distribution over the surface
of the structure. The integration is done using trapezoidal regions for which the
systematic error is estimated to be ±0.16 N and ±1.4 N in the inline and uplift
forces, respectively. From the extrapolation the uncertainty was estimated to be
approximately ±20% for the inline force and ±30% for the uplift force according to
number of pressure sensors used to estimate each of the forces. The last systematic
uncertainty of relevance is the one derived directly from the systematic uncertainty
of the pressure measurements which was estimated to be ±0.32 N for the inline
force and ±0.42 N for the uplift force. The worst case random error, determined
from random error in the pressure measurement, is estimated to be ±0.01 N and
±0.07 N for the inline and uplift forces, respectively.3
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Table 3.5: 95% uncertainty interval estimates.
Variables Systematic (Br) Random (Pr) Total (Ur) % of full scale
Worst Typical Worst Typical Worst Typical
< η > long wave (mm) ±1 ±0.36 ±0.16 ±1.06 ±1.01 ±3.31 ±3.15
η long wave (mm) ±1 ±1.35 ±0.60 ±2.35 ±1.16 ±5.80 ±2.63
< η > short wave (mm) ±1 ±3.20 ±1.44 ±3.35 ±1.75 ±24.8 ±12.96
η short wave (mm) ±1 ±1.35 ±0.60 ±2.35 ±1.16 ±16.34 ±8.08
< U > (cm/s) ±0.24 ±8.97 ±3.59 ±8.97 ±3.60 ±17.97 ±7.20
< W > (cm/s) ±0.24 ±6.86 ±2.83 ±7.10 ±2.84 ±13.65 ±5.68
< V > (cm/s) ±0.24 ±8.85 ±2.78 ±8.85 ±2.79 ±17.73 ±5.58
< U > (cm/s) horizontal FOV ±0.24 ±14.85 ±6.53 ±14.85 ±6.53 ±29.70 ±12.22
< V > (cm/s) horizontal FOV ±0.24 ±14.73 ±5.84 ±14.73 ±5.84 ±29.46 ±11.69 √
< u2 > (cm/s) ±0.14 ±4.50 ±1.68 ±4.50 ±1.69 ±45.60 ±16.31 √
< w2 > (cm/s) ±0.14 ±2.94 ±1.37 ±2.94 ±1.38 ±29.06 ±13.42 √
< v2 > (cm/s) ±0.14 ±4.31 ±1.96 ±4.31 ±1.94 ±42.74 ±20.20
< ω > (s−1) ±0.24 ±8.97 ±3.59 ±8.97 ±3.60 ±17.97 ±7.20
k (cm2/s2) ±70 ±24.50 ±4.41 ±74.16 ±70.14 ±49.96 ±47.07
< Pdyn > (Pa) ±20.66 ±6.82 ±3.15 ±21.75 ±20.89 ±6.32 ±6.07
< Fx > /B ±0.06 ±0.01 ±0.006 ±0.061 ±0.060 ±33.89 ±33.33
< Fz > /B ±0.36 ±0.07 ±0.03 ±0.367 ±0.361 ±40.77 ±40.11Chapter 4
Solitary wave visualization
experiments
The solitary wavewas generated following the suggestions of Goring and Raichlen
(1980). For a solitary wave with H/h =0 .20 the corresponding parameters found
were a paddle stroke S =2 0 .57 cm and paddle motion period Tp =2 .25 s. The
paddle trajectory, ξ, normalized by S is shown in ﬁgure 4.1 plotted against the
nondimensional period of the paddle movement t/Tp.
Figure 4.2 shows the solitary wave free surface displacementmeasured by a wave
gage positioned at distance of x = −1.70 m from the object and it is compared
with the theoretical proﬁle developed by Boussinesq (1872)
η = H
"r
3
4
H
h
￿
x − Ct
h
￿#2
, (4.1)
where C is the wave speed, given by
C =
s
gh
￿
1+
H
h
￿
. (4.2)
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Figure 4.1: Paddle trajectory for solitary wave generation, H/h =0 .20.
A good agreement with Boussinesq theory is observed with a slight deviation
at the tail of the wave due mainly to a group of oscillatory waves, with wave height
approximately 12% of the solitary wave height, trailing the main wave motion and
because of the inherent discrepancies between experimental and theoretical results.
For more information on solitary wave theory the reader should consult Goring and
Raichlen (1980), Lee et al. (1982) or Mei (1983, Chpt. 11).
The relative wave height measured, H/h =0 .20, is of the same order of magni-
tude of the long wave experiments. Therefore, the visualization images can provide
a good characterization of the processes that could take place in the periodic long
wave case treated in the subsequent chapters.
Figure 4.3 presents a sequence of vertical (left panel) and horizontal (right41
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Figure 4.2: Solitary wave measured at x = −1.70 m from the structure.
panel) images of the wave traveling over the structure. The ﬁrst image (a) shows
the initial condition where the red food dye solution lies on top of the object and a
portion of it has spilled on the side of the structure. The second image is taken at
the time (t = 0 s) when the wave crest reaches the weather-side of the structure.
Shortly after, two eddies are formed on the lee side, a clock-wise (CW) vortex on the
upper edge of the structure and a counter-clock-wise (CCW) vortex on the lower
edge. At the upper edge a vortex ﬁlament can be appreciated in the view from
the top at t =0 .24 s and appears to be much stronger than the lower edge vortex.
When the wave crest passes the structure (t =0 .60 s), the vortex ﬁlament is ﬂexed;
the front of the vortex travels faster towards the free surface than the trailing edge
because of stronger levels of vorticity at the front causing the vortex ﬁlament to42
bend; this last statement was made after studying the PIV results presented in
the subsequent sections. At the same time, thin vortical instabilities that wrap
around the main vortex are formed and travel with it. Soon after (t =0 .96 s),
the ﬂow seems to be reversed and the vorticity at the trailing edge of the vortex
ﬁlament is broken apart and a third vortex with CCW rotation is formed near the
lee side of the structure, above the structure (t =1 .20 s). Its pair, a CW vortex
is assumed to be generated below the top cylinder. The front edge of the vortex
ﬁlament survives the ﬂow reversal and continues to move toward the free surface
(t =1 .56 s). Finally, the vortices collide against the free surface and are dissipated
(t =2 .28 −3.52 s). A similar process is assumed to occur on the lower edge of the
structure but there is not enough dye in this section of the ﬂow to appreciate the
vortical structures generated. However, the small distance between the lower edge
of the structure and the bottom of the tank will prevent the generation of large
vortices, given the size of the vortices generated above the structure.43
a)￿
b)￿ t = 0 s￿
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Figure 4.3: Sequence of images illustrating the lee-side vortex motions viewed from
the side (left panel) and above (right panel).44
Figure 4.3: (continued).
e)￿ t = 0.96 s￿
f)￿ t = 1.20 s￿
g)￿ t = 1.56 s￿
h)￿ t = 2.28 s￿45
Figure 4.3: (continued).
i)￿ t = 3.52 s￿46
In summary, from the ﬂow visualization images, two dominant vorticity struc-
tures can be characterized. The ﬁrst is the large scale vortex ﬁlament pair gener-
ated by the wave motion. The second structure is the large scale vortex ﬁlament
generated above the structure with CCW rotation. What is interesting about this
second vortex ﬁlament is the fact that solitary waves have no troughs, hence, the
CCW vortex is not shed by the wave motion. Therefore, it has to be generated
by the interaction of the ﬁrst vortex ﬁlament pair and the structure. This can be
simpliﬁed into the three step process sketched in ﬁgure 4.4. After the vortex ﬁla-
ment pair is shed, the ﬂuid velocity between the vortex ﬁlament and the structure
is increased (panel a). As the vortex ﬁlament and the high velocity ﬂuid travel
towards the free surface, past the top edge of the structure, the high velocity ﬂuid
encounters a zone of low velocity ﬂuid above the structure, shear is generated be-
tween this two regions of the ﬂow, and high velocity ﬂuid travels to the low velocity
ﬂuid region (panel b). As more high velocity ﬂuid occupies the low velocity zone,
the CCW vortex above the structure is generated (panel c). A similar process
is assumed to take place below the structure due to the interaction of the CCW
vortex shed by the wave motion with the structure.
The importance of these two vortical structures that dominate the ﬂow kine-
matics is their incidence on the dynamic forces on the structure. As it will be
shown later, the vortex ﬁlament pair generated by the wave motion will have a
relevant eﬀect on the inline force while the vortex ﬁlaments generated above and
below will have a marked inﬂuence on the uplift force.47
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Figure 4.4: Sketch of the generation mechanism of the vortex ﬁlaments above and
presumably below the top cylinder.Chapter 5
Long Wave Experimental Results
Given the large quantity of information acquired during the experiments, the
analysis was initially made individually for each parameter of the ﬂow (e.g., free
surface displacement, velocity, turbulent kinetic energy ). After all the information
was processed and individually analyzed, it was possible to piece it all together
to present a complete description of the ﬂow where the relationship between ﬂow
kinematics and the dynamic forces exerted on the structure could be more easily
understood. Therefore, this chapter starts with a description of each parameter
measured during the experiments then a correlation between the ﬂow kinematics
and dynamic forces is presented and ﬁnally aspects of the ﬂow such as a detailed
description of the vorticity dynamics and total turbulent kinetic energy estima-
tion are presented. It should also be noted that given the amount of information
acquired during the experiments, only representative portions are presented here.
4849
5.1 Free surface
Figure 5.1 shows samples of all the wave data recorded (collapsed into a single
wave period) and the time averaged free surface from the wave gages and PIV
images. The free surface displacement is normalized by the water depth. These
ﬁgures conﬁrm the periodicity of the results, allowing phase average values to
be accurately estimated from the data. The water depth to wave length ratio is
h/λ =0 .074, therefore, the incident wave can be classiﬁed as an intermediate water
depth wave but it is close to the shallow water depth boundary (i.e., h/λ < 1/20).
The reﬂection coeﬃcient away from the structure (x>λ ) was determined to be
KR =0 .03 and near the structure (x ≤ λ) KR =0 .1 using the least squares
method reported by Mansard and Funke (1980). The higher reﬂection coeﬃcient
near the structure is due to the transfer of energy into the higher wave harmonics
observed in ﬁgure 5.6 above and in the vicinity of the structure. This process is
associated with the production of turbulent kinetic energy near the structure and
ﬂow separation and its interaction with the free surface. Hence the lower reﬂection
coeﬃcient further from the structure is due likely to the relatively rapid decay
of the high frequency wave energy with distance. This can be seen in ﬁgure 5.6
showing the wave spectrum for several locations. The high frequency modes gain
and lose energy in a very short distance and contain more energy than the incident
wave at those same frequencies. The relative incident wave heights for Tests 1
through 5 were Hi/h =0 .21 and Hi/h =0 .270 for Tests 5 through 11.
Figure 5.2 shows the free surface displacement obtained from the wave gage
measurements on the weather side of the structure and the ﬁgure 5.3 data is ob-
tained from the PIV measurements near the structure, on the weather side, lee
side, and at the center of the structure. It is clear that the presence of the struc-50
ture and the beach on the far end of the tank cause spatial variations of the free
surface. However, there is little variation in the wave proﬁles from one experiment
to the other; this conﬁrms the repeatability of the experimental conditions and
allows direct comparisons between tests with similar incident waves.
On ﬁrst inspection the wave height does not seem to vary signiﬁcantly because
of the presence of the structure; this seems logical considering the wave length to
structure diameter ratio (λ/a ≈ 0.08). However, after a closer inspection of the
free surface displacement maximum and minimum values, it is observed that the
wave height increases with “frog jumps” (for lack of a better description) from the
weather side toward the lee side of the object, especially just after the center of the
structure, and seems to stabilize past the structure. This behavior can be observed
in ﬁgures 5.4 and 5.5 for Tests 1 - 5 and Tests 6 - 9, respectively. Furthermore,
the distance of each jump varies with the wave height as well as with the (x,y)
location. The nature of this behavior becomes clear by direct observation of the
free surface deformation over the structure. When the wave travels above the
structure, oval shaped ripples (similar in behavior to the ones caused by throwing
a rock into moving water) appear above the structure and travel a short distance
down-wave before decaying. The free surface displacement autospectral density
function shown in ﬁgure 5.6 oﬀers some insight into this phenomenon. The spectra
are normalized by the incident wave amplitude and the wave period. It appears
that as the wave approaches the structure, the high frequency motions energy
increases as the wave approaches the structure probably due to turbulence and
scattering of wave energy over broad frequencies. This could an important role in
determining the free surface displacement.51
0 0.2 0.4 0.6 0.8 1
−0.1
−0.05
0
0.05
0.1
0.15
0.2
t/T
η
/
h
a)
0 0.2 0.4 0.6 0.8 1
−0.1
−0.05
0
0.05
0.1
0.15
0.2
t/T
η
/
h
b)
Figure 5.1: Free surface periodicity: - - -, 90 waves; ×, Mean free surface. a) From
Wave gage data at x = −7.7 m; b) From PIV images at x = −0.18 m.52
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Figure 5.2: Mean free surface at diﬀerent locations along the wave tank obtained
from the wave gages. a) x/λ = −2.85; b) x/λ = −2.55; c) x/λ = −3.21; d)
x/λ = −0.6.
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Figure 5.4: Spatial variation of the wave height along the centerline (y = 0). The
black bar represents the location of the structure on the x-axis. a) Test 1; b) Test
4; c) Test 5; d) Test 3; e) Test 2.54
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5.2 Mean velocity and vorticity
The ﬁgures presented herein correspond to every third wave phase (i.e., δt/T =
0.075) of Tests 6 to 11 (Hi =5 .4 cm); Tests 1 to 5 (Hi =4 .2 cm) are not presented
here since the former cases contain information on the three components of velocity
as well as information at y = a/4 on the x − z plane, in addition to at the
structure’s centerline, therefore, a better three-dimensional characterization of the
ﬂow is possible. For simplicity in comparing all the experiments, a reference time
(t/T = 0) was chosen as the wave phase at which the crest is directly above the
structure (see ﬁgure 5.7).
As mentioned before, the mean velocity, vorticity and turbulent kinetic energy
were estimated by phase-averaging 100 instantaneous velocities, taken from con-
secutive wave periods, at each of the 40 (or 30) wave phases measured with the
PIV technique, as follows
huii =
1
N
N X
n=1
u
(n)
i = Ui, (5.1)
where the symbols <> represents the phase average, i is the suﬃx denoting
the coordinate direction in Cartesian tensor notation, u
(n)
i the ith component of
the velocity, (i.e., u,v, and w) for the nth instantaneous velocity measurement, N
the total number of instantaneous velocities measure for each wave phase, and Ui,
the phase-averaged velocity. Vorticity at a point (p,q) was estimated by central
diﬀerence using the neighboring points, i.e.,
ωi = εijk
∂Uk
∂xj
, (5.2)
where εijk is the permutation symbol (see Bird et al., 1997, App. A). Therefore,56
for a vertical FOV (x − z plane), the vorticity is estimated with
ωy =
∂u
∂z
−
∂w
∂x
=
u(p − 1,q) − u(p +1 ,q)
2∆z
−
w(p,q +1 )− w(p,q − 1)
2∆x
(5.3)
and similarly for the x − y plane.
Figures 5.7 and 5.8 show the mean velocity vectors and vorticity contours at a
vertical slice on the centerline of the structure (y = 0) for one wave period. The
left panel represents the weather-side of the structure and the right panel the lee-
side. Similarly, ﬁgures 5.9 and 5.10 show the mean velocity and vorticity contours
at a vertical slice on the half radius of the upper cylinder (y = a/4) and a distance
of 0.625 cm from the lower cylinder. Note that only every fourth velocity vector
in each row and column is displayed to avoid congestion in the data presentation.
This sacriﬁces resolution, making it hard to visualize the smaller vortical structures
in the vector plots but they can be easily identiﬁed on the vorticity contour plots.
Since the vorticitypatterns above and below the top cylinder behave similarly, they
diﬀer in rotation direction and intensity, the description of the ﬂow and vortical
structures will be focused on the ones closer to the free surface unless the others
are considered worth mentioning.
From the velocity and vorticity results below and the visualization experiments
presented previously, it is clear that the two fundamental vorticity structures that
dominate the ﬂow are the large vortex ﬁlament pair shed on the lee and weather
side of the structure and the large vortex ﬁlaments pairs generated on the edges of
the structure above and below the top cylinder. These two vortex ﬁlament pairs are
generated when the wave crest or the wave trough travel approach the structure.
When the wave crest approaches the structure, large vortex ﬁlaments are generated
above and below the top cylinder on the weather side of the structure and, at the57
same time, on the lee side the second vortex ﬁlament pair is shed. The former
creates a large recirculating zone above the structure that eventually is advected
towards the lee-side of the structure while the latter creates a zone of low velocity
ﬂuid (i.e., high pressure) near the structure, see ﬁgures 5.7 and 5.29. A similar
process takes place when the wave trough approaches the structure.
As it will be shown in a subsequent section, these vorticity patterns have an
evident inﬂuence on the dynamic forces exerted on the structure. All the other
secondary structures are of secondary relevance and apparently have a minor in-
cidence on the ﬂow kinematics and dynamics forces. What follows is a detailed
description of the ﬂow kinematics and vorticity patterns (including the secondary
structures).
From these ﬁgures it can be appreciated that the formation of vorticity layers
above, below and on the verticalwalls of the top cylinderand the subsequent vortex
shedding are processes that inﬂuence each other. In other words, the formation of
vorticity layers is inﬂuenced by the shed vortices and these in turn are generated,
partially, or detached from the structure because of the formation of opposite
sense vorticity layers on the surface of the structure. Furthermore, two diﬀerent
processes or mechanisms of vorticity generation are observed.
The ﬁrst process begins when the vorticity layers on the surface of the top
cylinder “spill” onto the lee-side of the structure (t/T =0 .9 − 0.975 and t/T =
0 −0.15) creating a vortex ﬁlament observed in the visualization experiments (see
ﬁgure 4.3). The counter rotating vortices near the vertical wall create a suﬃciently
strong vertical ﬂux to initiate the vorticity layers on the vertical wall. Positive
vorticity is generated on the upper half of the cylinder and negative on the bottom
half. The positive vorticity travels to the top edge of the structure and, before58
the ﬂow is completely reversed, cuts the ﬂow of negative vorticity into the lee-side
vortex and this is detached (shed) from the surface of the structure (t/T =0 .225);
this process is associated with the passing of the wave crest over the structure. The
same happens on the weather-side, with opposite vorticity patterns and with lower
intensity, when the wave trough travels above the structure (t/T =0 .6 − 0.75).
These vertical vorticity layers are then forced by the wave, grow stronger, reach
the top edge of the cylinder and turn the corner onto the horizontal surface of the
structure (t/T =0 .3 and t/T =0 .825). On the lee side, the strong horizontal
ﬂow above the structure generates a large CW vortex that remains attached to
the surface until the wave crest is past the structure (t/T =0 .9 − 0.975 and
t/T =0− 0.075). On the lee-side, a CCW vortex is generated and together, with
the counter rotating vortex next to it, they produce a jet-like ﬂow towards the
free surface that helps to rapidly dissipate the CCW vortex above the structure
(t/T =0 .375 − 0.6). The same jet-like motion, towards the bottom, is observed
with the passing of the wave crest on the lee-side (t/T =0 .15). This has also
been observed by Jung et al. (2004). It should be noted that at the structure’s
half radius, the vertical vorticity layers are generated earlier than those at the
centerline because the shed vortices travel a shorter distance given the narrower
path (
p
(3)a/4), above and below the structure, that a particle has available to
accelerate before going back to a full water depth ﬂow.
It is also observed that on the weather-side, when the vorticity layer above
the structure starts spilling (t/T =0 .15 − 0.375), positive and negative vorticity
are interacting. This prevents the vortex from being shed earlier. This vortex is
eventually shed and dissipated rapidly. Then, a second CCW vortex starts forming
(t/T =0 .45), is shed, and travels above the structure and out of the FOV.59
The second process is a slight variation from the one described before and is
overlapped with the ﬁrst. It starts when the strongest vortices on the weather-side
(t/T =0 .075) and lee-side (t/T =0 .45) are separated from the structure. These
generate a counter rotating vorticitylayer below them. On the lee-side, a ﬁrst CCW
vortex is generated, advected towards the free surface and dissipated rapidly. This
prevents the CW vorticity layer on top of the structure from gathering strength
and surviving long enough to help detach the CCW vortex as in the ﬁrst process.
Then a second CCW vortex starts forming at the same location as the one before
it and, before enough time passes for it to be convected upwards, the ﬂow reverses,
a CW vorticity layer forms on the surface of the structure, detaches the vortex and
the ﬂow induced by the wave crest carries it down-wave. On the weather-side, the
strong CW vortex above the structure generates a counter rotating vorticity layer
on the surface of the structure that eventually helps separate the CW vortex and it
survives long enough for the wave trough to force it and aid in the initial generation
stage of a CCW vortex on the edge of the structure (t/T =0 .15 − 0.225). The
vortex layer on the weather-side at the centerline is present only on half of the
structure because of the jet-like ﬂow on the weather-side between t/T =0 .3 and
t/T =0 .675 that prevents the ﬂow from reattaching before t/T =0 .675. At the
half radius location, a similar behavior is observed. However, the ﬂow reattaches
much earlier and closer to the lee-side edge of the structure. The reason for the
shedding of two vortices on the lee-side, above the structure, and on the weather-
side, is because of the long through and short crest in the wave proﬁle.
Below the top cylinder, it is observed that the proximity of the wall to the
lower edge of the cylinder prevents the shedding of a second vortex, as on the top
edge, when the wave through travels above the structure. This proximity to the60
wall, transfers the energy into the mean ﬂow where a substantial increase in the
horizontal velocity is observed, compared to the outer mean ﬂow.
The highest mean velocity and strongest vorticity are observed below the top
cylinder, where the ﬂow is accelerated because of the conﬁnement characteristics
in this region of the ﬂow. However, the production of such strong vorticity is not
reﬂected in the strength of the vortices shed on the lower edge of the top cylinder.
Overall, the vortices are initially forced by the vorticity layers above, below and
on the sides of the structure but their strength, life span and path of motion are
strongly inﬂuenced by the mean ﬂow, the wave motion and interaction between
counter rotating vortices.61
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Figure 5.7: Mean velocity at the centerline (y = 0).62
Figure 5.7: (Continued)
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Figure 5.7: (Continued)
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Figure 5.7: (Continued)
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Figure 5.8: Mean vorticity contours (4ω =1 0s−1) at the centerline (y = 0). —,
Positive vorticity (CCW); - -, Negative vorticity (CW).66
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Figure 5.9: Mean velocity the half radius of the structure (y = a/4).70
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Figure 5.9: (Continued)
−24 −20 −16 −12 −8 −4 0
−20
−15
−10
−5
0
5
U
o
13.5 cm/s
t/T=0.9
X (cm)
Z
 
(
c
m
)
0 4 8 12 16 20 24
−20
−15
−10
−5
0
5
U
o
13.5 cm/s
t/T=0.9
X (cm)
Z
 
(
c
m
)
−24 −20 −16 −12 −8 −4 0
−20
−15
−10
−5
0
5
U
o
13.5 cm/s
t/T=0.975
X (cm)
Z
 
(
c
m
)
0 4 8 12 16 20 24
−20
−15
−10
−5
0
5
U
o
13.5 cm/s
t/T=0.975
X (cm)
Z
 
(
c
m
)73
−24 −20 −16 −12 −8 −4 0
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
−35 −5 −5
35
5 5 35
55 45 5
5
5
t/T=0
0 4 8 12 16 20 24
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
65 35
5
5
5
5
5
25
5
−5 −5
−45
−5
−5
25
5
5 65
t/T=0
−24 −20 −16 −12 −8 −4 0
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
−25 −5
5
25 5 5 25
15 5
t/T=0.075
0 4 8 12 16 20 24
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
15
5 5
−5
−55 25
−5 25
5 5
45 5 35
35
5
−5
−5
35
t/T=0.075
−24 −20 −16 −12 −8 −4 0
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
−5
15
5
5
5
−5
t/T=0.15
0 4 8 12 16 20 24
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
25 5
15
5
−55
−5
5 −5
15 5
−5
5
t/T=0.15
−24 −20 −16 −12 −8 −4 0
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
5 15 −5
5
−5 −15 −5
−15 −5
t/T=0.225
0 4 8 12 16 20 24
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
−35
−5
5
5
35
5
−5
−5
5
5
−5 −5
t/T=0.225
Figure 5.10: Mean vorticity contours (4ω =1 0s−1) at the half radius of the
structure (y = a/4). - –, Positive vorticity (CCW); - -, Negative vorticity (CW).74
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Figures 5.11 and 5.12 show the mean velocity (left panel) and vorticity (right
panel) for the horizontal PIV results located at a water depth of z = −1.2(hu+hd)
(2 cm below the upper edge of the structure) and z = −0.6(hu+hd) (4 cm above the
structure), respectively. The ﬁrst thing to note is that at z = −1.2(hu + hd) there
are no vortices shed in this plane of motion (ωz) from the sides of the structure
as predicted by the KC vortex shedding regime characterization for cylinders in
sinusoidal ﬂow (Williamson, 1985; Sarpkaya, 1986; Summer and Fredsøe, 1997).
One can see strong vorticity layers that cover most of the vertical wall when the
wave crest goes over the structure (t/T = 0). This type of separation is called
Honji instabilities or Honji vortices (see Summer and Fredsøe, 1997, Ch. 3, pg. 75).
This vorticity rapidly dissipates over the majority of the structure’s circumference
except at an angular location between π/4 and π/18, where it seems to ﬂoat for
an extended period of time (t/T =0 .225 to t/T =0 .375) when the ﬂow reverses
the process presumably repeating itself at the weather-side. The location of this
“ﬂoating” vorticity coincides with the location at which the vortex ﬁlament is
attached / detached to the structure. The vortex ﬁlament is clearly observed on
the vector plot between t/T = 0 and t/T =0 .225, where strong oblique velocity is
observed. This creates a triangular region of low velocity / high pressure between
the vortex ﬁlament and the structure. Then, the ﬂow is reversed and two short-
lived counter rotating vortices are observed between t/T =0 .225 and t/T =0 .3.
At z = −0.6(hu + hd), only small traces of the vorticity generated below this
location are observed at certain phases of the ﬂow. The main feature at this
location is a patch of low velocity ﬂuid on the weather-side of the structure (t/T =
0.45) above the counter rotating vortices observed in ﬁgure 5.8. This patch of low
velocity ﬂuids is advected by the wave trough and strong mean velocity ﬂuid moves78
obliquely toward the centerline of the structure.
Another characteristic of the ﬂow of minor relevance, when the interaction of
the ﬂow with the structure is the main focus of the study, are the patches of low
velocity ﬂuid immediately below the crest of the incoming wave. They travel with
the wave crest and are enhanced by the volume of ﬂuid that moves towards the free
surface due to the presence of the structure in the ﬂow. They carry strong levels
of vorticity and turbulent kinetic energy as can be observed in ﬁgures 5.13 and
5.57, respectively. Since it is not the main focus of the study this phenomenon will
not be treated any further. If the reader is interested in the subject of free surface
turbulence, refer to Brocchini and Peregrine (2001a,b); Brocchini et al. (2002).
After comparing the characteristics of the ﬂow separation at y =0a n dy = a/4,
it can be said that the separation region or the distance the vortex travels away
from the structure in the x direction, depends on the distance that a particle
travels when above the structure. When a particle travels along the centerline of
the structure a vortex will be formed on the edge of the structure and travel a
longer distance than the vortex formed away from the structure’s centerline (i.e.,
shorter distance). This seems to be a simple fact that has not been noted by
previous researchers who in general simply associate the vortex shedding with the
KC number and not the length of the ﬂuid-structure contact surface, which diﬀers
greatly from the KC number. For example, the KC number at the centerline of a
submerged cylindrical structure is smaller than the KC numbers at its half radius
and the separation region is broader at the centerline than at the half radius. This
statement is completely opposite to the current point of view that states that for
high KC numbers (in cylinders) the number of shed vortices will increase with an
increase in the structure diameter. In the current experiments, above the structure79
for y>0, a particle has a shorter distance to accelerate (i.e., less time) to gain
suﬃcient speed such that a vortex could be shed with the same characteristics as
the one at the centerline where the particle has the whole structure diameter to
gain velocity, creating a broader separation region. The previous argument simply
states that the theory for cylinders in oscillatory ﬂows can not be extrapolated
to account for the ﬂuid-structure behavior for the type of structures that are the
subject of this study.80
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Figure 5.11: Mean velocity and vorticity contours (4ω =1 0s−1) on the x-y plane
at z = −1.2(hu + hd). —, Positive vorticity; - -, Negative vorticity.81
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Figure 5.12: Mean velocity and vorticity contours (4ω =1 0s−1) on the x-y plane
at z = −0.6(hu + hd). —, Positive vorticity; - -, Negative vorticity.85
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Figure 5.13: Mean vorticity contours (4ω =1 0s−1) near the free surface at the
centerline (y = 0). —, Positive vorticity (CCW); - -, Negative vorticity (CW).89
5.3 Dynamic pressure
The dynamic pressures presented in the subsequent section correspond to data
acquired during Tests 12 and 13. Results presented below will be scaled by the
hydrostatic pressure associated with the incident wave crest amplitude,
Po = ρgAi. (5.4)
Two data sets were acquired to obtain the dynamic pressure distribution around
the entire circumference of the structure, at the available locations prescribed by
the array of pressure sensors in the model. For ease of reference, ﬁgures 5.17
and 5.18 show the spatial distribution of pressure sensors during Tests 12 and 13,
respectively. The radial and vertical locations of the sensors is shown in table
3.1. The pressure data was ﬁltered using an optimal ﬁlter constructed from the
noise of each sensor and a low pass Butterworth ﬁlter (see Oppenheim and Schafer,
1999, Ch. 7). Then, similarly to the free surface displacements and velocity ﬁeld,
the pressure at each location is estimated by phase-averaging 100 instantaneous
pressure measurements, taken from consecutive wave periods, at each of the 100
phases measured within a wave. Samples of the noise, raw, and ﬁltered data
spectrums are presented in ﬁgure 5.14. A comparison of the raw and ﬁltered data
is presented in ﬁgure 5.15 to verify the accuracy of the method in removing the
noise in the collected data. High levels of noise are observed at 10, 20, 30, 40
and 50 Hz, probably due to aliasing of 60 Hz noise. Also, the phase averaged
dynamic pressure over one wave period compared to the entire record, partitioned
and collapsed together into a single wave period, is shown in ﬁgure 5.16. It is clear
that the pressure data is periodic.90
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Figure 5.15: Comparison between raw and ﬁltered dynamic pressure data.91
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Figure 5.16: Comparison between mean dynamic pressure and the dynamic pres-
sure of 100 waves recorded during a Test.
Although these are two independent experiments, it has been shown before
that experimental conditions are repeatable when it comes to free surface dis-
placement, see ﬁgures 5.2 and 5.3. However, this is not exactly the case when
acquiring pressure data. Figure 5.19 shows the scaled mean dynamic pressure over
one wave period for the coinciding sensors on the vertical and top surface of the
large cylinder (z>−0.8h). The results from the two experiments are similar;
there are minor pressure deviations from one experiment to another at these lo-
cations. However, when examining the dynamic pressure distribution below the
top cylinder (z ≤− 0.8h) in ﬁgure 5.20, the results show large quantitative devia-
tions. The reason for this behavior is the strong shear ﬂow induced below the large
cylinder and its dependence on the initial conditions and wave proﬁle; variables
like: wave proﬁle, water depth and sensor location, have a strong inﬂuence on the
experimental results.92
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Figure 5.18: Spatial distribution of pressure sensors during Test 13.93
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Figure 5.19: Comparison of mean dynamic pressure time history at the same
locations during independent tests (Tests 12 and 13) for z>−0.8h (vertical surface
and top surface of the upper cylinder).94
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Figure 5.20: Comparison of mean dynamic pressure time history at same locations
during independent test (Tests 12 and 13) for z ≤− 0.8h (below upper cylinder).95
5.3.1 Spectral analysis of mean dynamic pressure distrib-
ution
A comparison between the free surface displacement and pressure spectrums
provides information about how energy is being exchanged, produced and dissi-
pated around the structure. The dimensionless incident wave spectrum of Test 12
is presented in ﬁgure 5.21 with its corresponding dimensionless harmonic ampli-
tudes. The incident wave is composed of the fundamental harmonic and up to four
or ﬁve additional harmonics of which only the ﬁrst harmonic contains suﬃcient
energy to be of relevance. This will be used to compare with the behavior of the
pressure autospectra along the surface of the model structure.
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Figure 5.21: Incident wave autospectral density (left panel) with the corresponding
harmonic amplitudes (right).
Figure 5.22 shows the dimensionless dynamic pressure autospectral density
(henceforth, “spectra”) for the sensors located on top of the model, along the
centerline, (x,y =0 ,z = −h/2). From the evolution of the dynamic pressure
harmonics it can be noted that on the weather-side edge (panel a, P23) of the
structure, the high frequency harmonics, seen in the free surface displacement,96
are conserved in the dynamic pressure ﬁeld and so far very little energy has been
transported or dissipated. As we move in the down-wave direction, panels b - d,
the high frequency pressure harmonics start vanishing until only the fundamental
and harmonics 1 trough 3 remain, then the 4th and 5th harmonics reappear with
very low amplitudes. Interestingly, above the structure, the free surface displace-
ment spectra registered an energy increase for the same range of frequencies where
pressure oscillations vanish, 4 <f· T<20. There, it is clear that a large portion
of energy is being transfered from the mean pressure ﬁeld into the ﬂow as well as
dissipated when the wave train encounters the structure. This is corroborated by
the vortex formation at the edge of the structure and the turbulent kinetic energy
contours shown in ﬁgures 5.49 and 5.57. Before the wave reaches the structure,
the ﬂow carries all the energy towards the structure, then it feels the object, vor-
tex CW-3 (ﬁgure 5.39) is formed and most of the energy associated with the high
frequency harmonics in the pressure ﬁeld is scattered and dissipated.
The dynamic pressure spectra on top of the large cylinder, for the sensors
distributed in the lateral direction, P21 - P23 in Test 12 and P24 - P26 in Test 13,
are presented in ﬁgure 5.23. The two pressure sensors closest to the centerline have
virtually the same behavior but the pressure sensor closer to the edge, P23 in Test
12 and P26 in Test 13, registered a lower overall spectral density, This is probably
due to the occurrence of ﬂow separation above them. Unfortunately there is no
information on the ﬂow kinematics at this location. However, from the available
ﬂow kinematics and vorticity contours presented previously, it should be safe to
assume that a vortex is generated and reduces the pressure ﬁeld at this location.97
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Figure 5.22: Dynamic pressure spectra on top and along the structure’s centerline
(x,y,z)=( x,0,−h/2). Test 13: a) P23; b) P22; c) P21; Test 12: d) P24; e) P25;
f) P26.
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Figure 5.23: Dynamic pressure spectra on top and along the structure’s lateral
axis (x,y,z)=( 0 ,y,−h/2). a) Test 13 - P24, P25, P26; b) Test 12 - P21, P22,
P23.98
Figures 5.24 plots the dynamic pressure spectra of the sensors located on the
bottom surface of the large cylinder, along the centerline of the structure. On the
weather-side, left panel, the spectrums behave like most of the spectrums described
before, the fundamental and ﬁrst three harmonics are present. Additionally, a small
increase in energy is observed near the surface of the bottom cylinder due to the
reduction of the ﬂow velocity (Bernoulli). A very diﬀerent behavior is observed on
the lee-side. The same small increase in energy is observed near the bottom cylinder
but unlike before, the fourth and ﬁfth harmonics reappear in the spectrums.
The spectrum for the pressure sensors on the bottom surface of the large cylin-
der, along the lateral direction are presented in ﬁgure 5.25. A very particular
phenomenon takes place at these two pressure locations. Near the edge of the
structure, P15 and P08 in Tests 12 and 13, respectively, have their fundamental
and ﬁrst four harmonics in the spectrum. But closer to the bottom cylinder, on
P14 and P07, the second harmonic practically disappears and the third and fourth
harmonics come back stronger than at P15 and P08. The reasons behind this
behavior are not clear given the complex interaction of the main ﬂow, the strong
vorticity generated, and the strong turbulence produced below the large cylinder.
However, from the spectrums it can be seen that the relevance of the third and
higher harmonics is very low; less than 1% of the energy is contained in these har-
monics and hence they will not be of relevance in the ﬂow kinematics and forces
generated on the structure.
The spectrums for the sensors located on the vertical surface of the large cylin-
der of the structure, along the z-axis, are shown in ﬁgure 5.26. As it can be seen,
the behavior does not change in the vertical direction within each test, except for
θ = π/2 (panel c), where the pressure intensity is reduced by a small amount in the99
sensors located at deeper positions. This reduction happens mostly on the third
harmonic. On the lee side of the structure (panel b), the 4th,5 th,a n d6 th harmon-
ics, which are missing on the majority of spectrums, reappear. The behavior of
the weather-side and lee-side spectrums are somewhat opposite. On the weather
side, the high frequency harmonics are present on top of the structure and close to
the edge but not present on the vertical wall. On the lee-side, the high frequency
harmonics are very weak on top of the structure, practically nonexistent, but are
present on the vertical wall. As mentioned before, the signiﬁcance of the higher
harmonics is very low when compared to the fundamental and ﬁrst harmonics,
which carry most of the energy in the ﬂow.
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Figure 5.24: Dynamic pressure spectra on the bottom surface of the large cylinder,
along the centerline of the structure (x,y,z)=( x,0,−0.8h). a) Test 13 - P15, P14;
b) Test 12 - P07, P08.100
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Figure 5.25: Dynamic pressure spectra on the bottom surface of the large cylinder,
along the structure’s lateral axis (x,y,z)=( 0 ,y,−0.8h). a) Test 13 - P07, P08;
b) Test 12 - P14, P15.
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Figure 5.26: Dynamic pressure spectra on the vertical surface of the large cylinder.
a) (r,θ,z)=( a/2,π,z), Test 13 - P16, P17, P18; b) (r,θ,z)=( a/2,0,z) Test 12 -
P09, P10, P11; c) (r,θ,z)=( a/2,π/2,z) Test 12 - P16, P17, P18.101
Figure 5.27 shows the evolution of the dynamic pressure spectral density along
mid-height of the large cylinder. Some spectra presented previously are repeated
in this ﬁgure to allow a better understanding of the process. This sequence in
space shows how between −a/2 ≤ x ≤ 0 (panels a - d), the energy contained in
the pressure ﬁeld decreases. This is noticed primarily on the third harmonic, which
reaches a very low amplitude in panel d). On the other hand, when going from the
weather-side into the lee-side of the structure, the pressure levels start to increase.
Again, this is noticed primarily on the third harmonic. Additionally, the 4th and
5th harmonics start gaining strength at the edge of the structure.
Finally, the dynamic pressure spectrums of the sensors located on the smaller
cylinder (z<−0.8h) are presented in ﬁgure 5.28. Panels a) and b) show the
sensors at (r,θ,z)=( b/2,π,z) and (b/2,0,z), respectively. Panel c) shows the
sensors at (r,θ,z)=( b/2,π/2,z). Similar behavior as that seen in the spectrum
of the large cylinder is observed. Overall, the bulk of the energy is contained in
the fundamental and ﬁrst harmonic. On the weather side, only the fundamental,
ﬁrst, second and third harmonics are present in the spectra. On the lee-side, the
4th and 5th harmonics are present and the spectral density diminishes with water
depth. At the mid-point of the structure (θ = π/2), similar to P07 and P14 in
ﬁgure 5.25, the second harmonic amplitude is reduced considerably.102
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Figure 5.27: Dynamic pressure spectra along mid-height of the large cylinder
(r,θ,z)=( a/2,θ,−0.65h). a) Test 13 - P17; Test 12: b) P20; c) P19; d) P17;
e) P13; f) P12; g) P10.103
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Figure 5.28: Dynamic pressure spectra on the lower cylinder, z<−0.8h. a) Test
13 -P02, P01, P00; Test 12: b) P05, P04, P03; c) P02, P01, P00.
5.3.2 Mean dynamic pressure distribution
Figures 5.29 through 5.33 show the time history of the mean dynamic pressure
distribution spaced in time by 4t/T =0 .075 over one wave period. The same refer-
ence time as in the velocity vector plots and vorticity contours presented previously
(wave crest above the structure at t/T = 0) was used, to facilitate comparison and
correlation between the pressure and the ﬂow variables presented before. The ar-
rows represent the scaled magnitude and sign of the pressure obtained from each
one of the sensors. The pressure scale and reference time are shown in each panel.
In ﬁgure 5.29, the radial pressure distribution, Pr, around the mid-height of the104
large cylinder (z = −0.65h) was obtained by interconnecting all of the known pres-
sure values. For this case, positive pressures are the vectors outside the cylinder
pointing towards the surface. Figures 5.30 and 5.31 show the radial pressure dis-
tribution as well but in vertical slices on the x−z plane for y = 0 and on the y−z
plane for x = 0, respectively. In these two ﬁgures, the pressure distribution was
obtained by linearly extrapolating the known data point toward the edges of the
structure. Figures 5.32 and 5.33 present the mean vertical dynamic pressure, Pz,
in vertical slices on the x − z plane at y = 0 and on the y − z plane at x = 0, re-
spectively. As in the previous cases, the known pressure was linearly extrapolated
to obtain the pressure on the entire surface of the structure.
The main properties of the pressure distribution of interest and behavior is
its role in the formation of the vortex structures and generation of forces. From
ﬁgures 5.29 and 5.30 it can be deduced that the reversal in pressure sign induces
the formation of vortices. The time at which vortices CCW-1, CCW-6, CW-2, and
CW-3 are originated (see ﬁgures 5.39, 5.41, 5.46, 5.48, 5.49) is close, or coincides
with, the wave phases at which the absolute value of pressure is at a minimum
or practically zero. Vortices CCW-1 and CW-2 are generated at t/T =0 .275,
the phase at which the pressure on the lee side of the structure is practically
zero. Similarly, vortices CCW-6 and CW-3 are originated at t/T =0 .15 and
t/T =0 .825, when the radial pressure on the weather side is at very low values
and a few phases from reversing sign. However, vortex CCW-2, which is forced
by the wall vorticity on the lee-side and shed after vortex CCW-1, generated at
t/T =0 .6, does not coincide with a pressure reversal. This implies that at any
of the edges of the structure, the ﬁrst vortex generated is triggered or related
to the reversal in pressure sign but the formation of subsequent vortices at this105
same location is not. The same relation was observed in the formation of vortices
CW-1, CW-4, CW-4, CCW-3, CCW-4, and CCW-5, which are generated by the
wall vorticity on the top and bottom surfaces of the large cylinder. The reader is
welcome to verify this in ﬁgure 5.32 together with ﬁgures 5.41 through 5.51.
The vortex shedding mechanism seems related to the temporal pressure gra-
dient. To test this hypothesis, pressure gradients of sensors P9 in Test 12 and
P16 in Test 13 were estimated. These are shown in ﬁgure 5.34. Interestingly, the
time location of the vortex shedding events are slightly out of phase with the local
maximums in the temporal pressure gradient. This is an important feature of the
ﬂow when it comes to quantifying the relationship of vorticity ﬂux into the ﬂuid.
It is well known that a pressure gradient along a surface is necessary to sustain a
ﬂux of vorticity, see Panton (1996, Ch. 13, pg 337). When dealing with oscillatory
motion the temporal variation of pressure over one wave period seems to have
relevance on the vortex shedding mechanism or vice versa. To better understand
this process further experiments should be conducted.106
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Figure 5.29: Mean radial pressure distribution time history at (r,θ,z)=
(a/2,θ,−0.65h). Positive pressure outside the cylinder surface pointing toward
the center point of the structure. (•) Pressure sensor location.107
Figure 5.29: (Continued)
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Figure 5.29: (Continued)
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Figure 5.30: Horizontal pressure distribution snapshots on the x − z plane and
y =0 .( •) Pressure sensor location.110
Figure 5.30: (Continued)
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Figure 5.30: (Continued)
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Figure 5.31: Horizontal pressure distribution snapshots on the y − z plane and
x =0 .( •) Pressure sensor location.113
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Figure 5.31: (Continued)
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Figure 5.32: Vertical pressure distribution snapshots on the x−z plane and y =0 .
(•) Pressure sensor location116
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Figure 5.32: (Continued)
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Figure 5.33: Vertical pressure distribution snapshots on the y−z plane and x =0 .
(•) Pressure sensor location.119
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Figure 5.33: (Continued)
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Figure 5.34: Dynamic pressure temporal gradient at the pressure sensors P09 and
P16 in Test 12 and 13, respectively.
5.4 Inline (Fx) and uplift (Fz) forces
From the pressure distributions presented in the previous section the mean
inline and uplift forces were estimated. The procedure used to estimate the forces
is presented below. As before, information from Test 12 and Test 13 was combined
to estimate the forces exerted by the wave motion on the model structure and the
same reference time was used to plot the time evolution of the force over one wave
period.
The inline force on the top cylinder was estimated by integrating the pressure
distribution shown in ﬁgure 5.29 around the perimeter of the cylinder. The in-
tegration is done by obtaining the trapezoidal pressure area (N/m) between two
sensors, ﬁnding the centroid, decomposing the force per unit height into its x and
y components, and adding all the x components to obtain the force per unit height
on the top cylinder (the y components of the force cancel out due to symmetry).122
Given the limited amount of pressure information in the vertical direction, the
force per unit height is then multiplied by the height of the cylinder (hu) to obtain
the total inline force on the top cylinder.
The inline force on the bottom cylinder is obtained using the vertical pressure
distributions shown in ﬁgures 5.30 and 5.31. Each of this distributions is assumed
to have an area of incidence of π/4 in each direction; for example, the pressure
distribution on the lee side of the structure of the snapshots presented in ﬁgure 5.30
are assumed to be distributed between −π/4 <θ<π / 4. The vertical distribution
of pressure is approximated by a linear extrapolation between z = −h and z =
−h+hd, integrated between this limits and multiplied by bπ/4 to obtain the inline
force exerted by a particular distribution. The x components are calculated and
added to obtain the total inline force on the bottom cylinder. Finally, the inline
force on the top and bottom cylinders are added together to obtain Fx.
The dimensionless inline and uplift forces are shown in ﬁgures 5.35 and 5.36,
respectively. The forces were normalized by the hydrostatic buoyancy force asso-
ciated with the amplitude of the incident wave,
B = π
￿
a2
4
+
b2
4
￿
Aiρg. (5.5)
From the inline force plot, it can be observed that the bulk of the force is
exerted on the top cylinder and a small fraction on the bottom cylinder. The inline
force on the top is on average 5 times the inline force on the bottom cylinder. The
maximum drag and inertia coeﬃcients can be obtained from the inline force results
with equations 2.6 and 2.7. The maximum drag coeﬃcient found was CDmax ≈ 0.6
and the maximum inertia coeﬃcient CMmax =2 .1. These values are similar to the
values found for cylindrical piles (see Justesen, 1989; Chakrabarti, 1993). However,
the uplift force behaves very diﬀerently from typical values found for cylindrical123
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Figure 5.35: Mean inline force on the intake structure over one wave period. —,
total force; - -, force on the top cylinder; ··· , force on the bottom cylinder.
piles. The ﬁrst thing that is noted is the elevated magnitude compared to the inline
force. The maximum value of the uplift force is roughly 5 times the maximum
value of the inline force. The second characteristic is the single oscillation of the
force. According to Williamson (1985) and Summer and Fredsøe (1997), the lift
force will present more than one oscillation in one wave period. Nonetheless, it
should be noted that the ﬂow in the present study has an intermediate KCnumber
(KC ≈ 4.5). On the other hand, the geometry of the structure is probably the
cause of this behavior. The third, and probably most important, characteristic
of the uplift force derives from its elevated magnitude and is the maximum lift
coeﬃcient. The maximum lift coeﬃcient condition obtained with equation 2.8
was estimated to be CLmax ≈ 10.8 . This value diverges widely from typical lift
coeﬃcients, for simple cylindrical structures, which ranges between 0.5 and 3.5 (see
Chakrabarti, 1993; Summer and Fredsøe, 1997).124
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Figure 5.36: Mean uplift force on the intake structure over one wave period.
5.5 Relation of the inline and uplift forces to pat-
terns of vorticity
Figures 5.37 shows the mean non-dimensional inline force (Fx/B) over one
wave period coupled with the patterns of vorticity related to the occurrence of
the maximum and minimum forces. The procedure used to estimate forces and
vorticity was described in previous sections. Most of the ﬁgures shown here have
already been presented before and are reproduced only for clarity in the description
of the processes taking place.
The maximum-negative inline force occurs at t/T ≈ 0.175. At this time frame
the large scale vortex ﬁlaments are being shed on the lee-side of the structure. This
vorticity pattern is apparently producing high pressure levels on the vertical face
of the structure while there is an stagnation region on the opposite side(see ﬁgure
5.29). This is conﬁrmed by a similar vortex ﬁlament formed on the weather-side of125
the structure at t/T ≈ 0.40 and t/T ≈ 0.65 where local maximum-negative forces
occur.
The maximum-positive inline force occurs at t/T ≈ 0.95. At this location in
time, most of the vortical structures are located above and below the top cylinder
and only Honji vortices are observed on the vertical walls of the structure. Given
this vorticity pattern, the maximum-positive inline force is due primarily to the
drag exerted by the wave motion on the structure. In general, it can be said that
the maximum and minimum are the classic drag forces generated by the formation
of a wake behind the structure, which increases the pressure, and the stagnation
point on the opposite side.
The evolution of the mean non-dimensional uplift force (Fz/B) over one wave
period is shown in ﬁgure 5.38 with the relevant vortical structures for speciﬁc time
frames. The maximum and minimum uplift forces coincide with the shedding or
formation of the vortex ﬁlaments on the lee and weather side of the structure at
times t/T ≈ 0.05 and t/T ≈ 0.75, respectively. Furthermore, at these two moments
in time, large vortices are being generated above and below the top cylinder, close
to the edges of the structure. This vorticity pattern seems to decrease the pressure
above and below the top cylinder while the shedding of the vortex ﬁlament on the
opposite side of the structure augments the pressure on the horizontal surface of
the structure. In the ﬁgure, it can be observed that the maximum negative lift
force occurs when the large vortex ﬁlament is generated on the weather side of
the structure, above the top cylinder. Similarly, the maximum positive lift force
occurs when the large vortex ﬁlament is generated on the lee side of the structure,
below the top cylinder.
Reviewing, two main vorticity patterns that have a signiﬁcant eﬀect on the126
uplift and inline forces were identiﬁed. The ﬁrst are the large scale vortex ﬁlaments,
observed during the dye visualization experiments for a solitary wave over the
model structure shown in ﬁgure 4.3 and later on in the PIV experiments results
shown in ﬁgures 5.8 and 5.10. These vortex ﬁlaments inﬂuence both the inline and
uplift forces. The second vorticity pattern is the large vortices generated on the
edges of the structure, above and below the structure.1
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Figure 5.37: Correlation of vorticity patterns with the mean inline force.1
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Figure 5.38: Correlation of vorticity patterns with the mean uplift force.129
5.6 Vorticity dynamics
5.6.1 Vorticity maximum, trajectory, and life cycle
The vorticitymaximumis obtained directlyfrom the PIV results. The maximum-
vorticity location is estimated in the same way as Cerretelli and Williamson (2003);
the location is taken as the center of an area bounded by the contour line that is
80% of the maximum vorticity value. This method, although it helps reduce ir-
regularities in determining the location of the vortex, does not necessarily coincide
with the centroid. Therefore, the trajectory is an approximation to the true one.
Nonetheless, the general pattern of movement is accurately represented. These
parameters were estimated only at the centerline of the structure in Tests 6 and 9.
A sketch showing where each of these vortices is generated is presented in ﬁgure
5.39. Each vortex is labeled with its corresponding direction of rotation (e.g.,
CCW-1, CW-4).There are a total of 11 vortices generated in each wave period,
six CCW and ﬁve CW vortices. The vortices are originated at the four edges of
the top cylinder. With these conditions the vortex shedding frequency is fv = 11,
and the Strouhal number is S ≈ 8.5. Vortices CCW-1, CCW-4 and CW-4 are
depicted farther away from the structure because these are originated at the edge
of the structure and shed just after other vortices are formed at their same original
location.
From the sketch it is clear that the pattern of vortex formation is not symmet-
ric. Two factors inﬂuence this condition. First, the tall and narrow wave crest
compared to the long and shallow wave trough. This proﬁle, more speciﬁcally the
long and shallow wave trough, induces the shedding of vortex pairs from three dif-
ferent points in the ﬂow. The vortex pairs are: CCW-1 and CCW-2, CCW-4 and130
CCW-5, and CW-4 and CW-5. The second condition is the proximity of the wall
to the lower edge of the top cylinder. Because of this, the ﬂow fails to shed a second
vortex after the formation of CW-2 on the lee-side of the structure. Instead, most
of the energy is transfered into the mean horizontal ﬂow (see ﬁgures 5.7 and 5.9).
Interestingly, the wave crest, which has a higher mean horizontal velocity proﬁle
associated to it (see ﬁgure 5.40), approximately 50% higher, only sheds one vortex
on the weather-side, CW-3, and one at each of the edges on the lee-side of the
structure, CW-1 and CCW-3. This indicates that the vortex shedding regime of
this particular structure is better described by the lengths of the wave trough and
crest and not the maximum velocity, as suggested by the KC number, equation
(2.1).
CW-3￿
CW-5￿
CW-2￿
CW-1￿
CCW-2￿
CCW-3￿
CCW-6￿
CCW-5￿
CCW-1￿
CW-4￿
CCW-4￿
Figure 5.39: Sketch of the vortex pattern at the structure’s centerline131
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Figure 5.40: Horizontal velocity magnitude at the tank’s centerline under the
wave crest (￿) and under the wave through (4)a tx = −24 cm and x = 24 cm,
respectively.
Figures 5.41 to 5.51 show the maximum vorticity for each time step on the
left panel and its corresponding spatial location in the x-z plane. The direction
of motion is indicated by the arrows. The dimensionless time when the vortex is
generated and when it completely dissipates is shown in each ﬁgure on the right
panel. Since the vortices are generated at diﬀerent times and some last for more
than a single wave period, the dimensionless x-axis goes from t/T = 0 up to
t/T =1o rt/T =2o rt/T = 3 if necessary.
The vortices on the lee-side attain higher maximum vorticity values than those
on the weather-side, except for vortices CW-2, CCW-6, and CW-3. Vortices CW-2132
and CCW-6 are originated below the top cylinder of the structure. In this region
a strong mean ﬂow in the horizontal direction is observed. Vortex CW-3 has the
highest vorticity of all the vortices but similar in value to the maximums attained
by CCW-1 and CW-1.
Vortex CCW-1 after being generated, travels upwards, and before being com-
pletely dissipated, reaches the free surface, merges with the vorticity present in this
region, gains strength for a short time and then dissipates completely. It should
be noted that for a couple of wave phases, the vortex moved out of the FOV. How-
ever, it was rather simple to identify the vortex moving back into the FOV and
merging with the free surface vorticity. When the vortex is close the free surface,
it gathers forward momentum, merges with the free surface vorticity but it does
not follow the free surface vorticity path. It simply stays behind and dissipates at
t/T +1=1 .55.
For the most part, the vortices decay in less than one wave period. However,
vortices CCW-1 and CW-1 last for more than one wave period. Vortex CCW-5
moved out of the FOV with enough strength that suggests it might have been able
exist for more than one wave period. However there is no sign of it appearing on the
right hand side FOV. It is possible that the turbulent activity above the structure
simply dissipates the vortex. The vortices on the lee-side have on average (ignoring
CCW-5) a 55% longer life span than at the weather-side. The only outliers on this
observation are vortices CW-3 and CW-4. The reason for this behavior is not
entirely clear. They are in regions of the ﬂow with very diﬀerent characteristics,
one is generated by the passing of the wave crest and the other by the wave through,
and one registered the highest vorticity and the other one of the lowest. Their only
similarity is their direction of rotation.133
Comparing the vorticity maximums and trajectories with the vorticity contours
it is clear that the amount of vorticity on the structure’s surface does not determine
how much vorticity ﬂux is entering the ﬂow or how much momentum a particular
vortex gathers to travel up or down wave. For example, vortex CW-3 registered
one of the highest vorticity peak values among the eleven vortices and the wall
vorticity at its initial stages is ω ≈ 20 s−1 (0.75 < t/T =0 .825 in ﬁgure 5.8).
On the other hand the wall vorticity at z = −0.8h (bottom surface of the large
cylinder) had the strongest vorticity level registered during the experiments but
the vortices associated with it, CCW-3, CCW-6, CW-2, CW-4, and CW-5, had
very low peak vorticity values, short orbits, and a short life cycle.
From the right panel on ﬁgures 5.41 to 5.51, it can be seen that the vortices
trajectory’s vary widely depending on when and where they were originated. How-
ever, it is evident that the orbits are strongly inﬂuenced by the wave motion.
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Figure 5.41: CCW-1 maximum vorticity (left panel) and vortex location (right
panel). –×–, interpolation at points when the vortex moves out of the FOV.134
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Figure 5.42: CCW-2 maximum vorticity (left panel) and vortex location (right
panel).
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Figure 5.43: CCW-3 maximum vorticity (left panel) and vortex location (right
panel).135
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Figure 5.44: CCW-4 maximum vorticity (left panel) and vortex location (right
panel).
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Figure 5.45: CCW-5 maximum vorticity (left panel) and vortex location (right
panel).136
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Figure 5.46: CCW-6 maximum vorticity (left panel) and vortex location (right
panel).
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Figure 5.47: CW-1 maximum vorticity (left panel) and vortex location (right
panel).137
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Figure 5.48: CW-2 maximum vorticity (left panel) and vortex location (right
panel).
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Figure 5.49: CW-3 maximum vorticity (left panel) and vortex location (right
panel).138
0 0.5 1 1.5 2
0
10
20
30
40
50
60
70
80
90
100
t/T  ,  t/T+1
 
 
|
 
ω
 
|
m
a
x
 
 
 
 
 
 
(
s
−
1
)
−20 −15 −10 −5
−17
−16.5
−16
−15.5
−15
−14.5
−14
−13.5
−13
X   (cm)
Z
 
 
 
(
c
m
)
←  t/T=0.20
←    t/T=1.05
Figure 5.50: CW-4 maximum vorticity (left panel) and vortex location (right
panel).
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Figure 5.51: CW-5 maximum vorticity (left panel) and vortex location (right
panel).139
5.7 Turbulent kinetic energy
Before presenting the analysis on the turbulent kinetic energy it should be
noted that the levels of uncertainty found for the ﬂow parameters when using the
experimental set up No. 3 (see ﬁgure 3.4) were much higher than typical uncer-
tainty levels (see table 3.5). This was caused by the image distortion in the PIV
experiments due to the free surface motion. However, several interesting charac-
teristics of the ﬂow were observed that deserve mention even with the knowledge
of a large uncertainty in the estimation of these parameters.
The turbulent ﬂuctuations of velocity were obtain by means of the Reynolds
decomposition,
ui = Ui + u
0
i, (5.6)
where the prime denotes the turbulent ﬂuctuation. Since there is information on
the three components of velocity, all the Reynolds stresses, <u 0
iu0
j >, can be
estimated at certain points in space and time. Hence, the total turbulent kinetic
energy can be obtained with
k =
1
2
(hu
0
iu
0
ii)
=
1
2
￿￿
u
02￿
+
￿
v
02￿
+
￿
w
02￿￿
(5.7)
Given that each test has a diﬀerent spatial grid of information; i.e., the velocity
information is located at diﬀerent (x,y,z) coordinates in each test, the results were
interpolated using a piecewise cubic spline interpolation to be able to combine
them. Test 6 was combined with Tests 10 and 11 to estimate the turbulent kinetic
energy at the lee-side on the centerline, at z = −1.2(hu+hd) and z = −0.6(hu+hd),
respectively. Similarly, Test 7 was combined with Tests 10 and 11 to obtain the
turbulent kinetic energy at the structure’s half radius and water depths mentioned140
before. From this, two estimates of the total turbulent kinetic energy at each
location were obtained. For example, when Test 6 is combined with Test 10, k is
obtained from
ka =
1
2
￿￿
u
02￿
6 +
￿
v
02￿
10 +
￿
w
02￿
6
￿
, and
kb =
1
2
￿￿
u
02￿
10 +
￿
v
02￿
10 +
￿
w
02￿
6
￿
, (5.8)
where the subscripts 6 and 10 refer to the Tests 6 and 10 and subscripts a and b
are used merely to diﬀerentiate one from the other. Finally, an average value is
obtained, k =( ka + kb)/2.
Additionally, from each individual test, one can determine
kuw =
1
2
￿￿
u
02￿
+
￿
w
02￿￿
, and (5.9)
kuv =
1
2
￿￿
u
02￿
+
￿
v
02￿￿
, (5.10)
depending on the orientation of the FOV. With this, the ratios k/kuw and k/kuv
are obtained. Figures 5.52 to 5.55 show the turbulent kinetic energy and the ratios
obtained for diﬀerent representative spatial and temporal locations. Note that the
scale of the y-axis on the left panels is diﬀerent in each ﬁgure for the sake of clarity
in visualizing the results, given that the turbulent kinetic energy varies drastically
from one spatial location to another.
From the left panels, it is easy to see that on the lee-side (ﬁgures 5.52 and 5.53),
the turbulent kinetic energy is practically insigniﬁcant when the wave trough is
above the measurement region (t = 0 and t =0 .9 s to t =1 .95 s) and starts
increasing when the boundary layer “spills” beyond the structure and eddies are
shed. A drastic increase in the turbulent kinetic energy associated with the vortices
is observed. The CW vortex has more energy contained within it, see ﬁgures 5.52
and 5.53 at t =0 .15 s and t =0 .30 s, than the CCW vortex; but it should be noted141
that the CW vortex is just being shed and is receiving energy from the boundary
layer above the structure (see ﬁgures 5.8 and 5.10), while the CCW vortex was
generated and shed above the structure several wave phases before and is on its
ﬁnal stage of dissipation. The same behavior is observed at the structure’s half
radius (y = a/4) with lower levels of turbulent kinetic energy . The maximum
k measured at y = a/4 was approximately 10% lower than at y = 0 and it is
contained within the CW vortex. The maximum energy contained within the
CCW vortex was approximately 18% lower at y = a/4 than at y =0 .
Above the structure, y = −1.2(hu + hd) (ﬁgures 5.54 and 5.55), unlike at
y = −1.2(hu + hd), there is a constant spike in the turbulent kinetic energy where
the highest levels are observed when the wave trough travels above the structure,
generating the CCW vortex at the lee-side edge which is later on convected towards
the free surface and transports energy into the measurement region. When the
wave crest travels above the structure, spikes of turbulent kinetic energy are also
observed. This increase is due to the turbulent kinetic energy produced at the
weather-side edge of the structure by the CW vortex generated when the wave
crest approaches the structure. At y = 0 and z = −0.6(hu + hd) the turbulent
kinetic energy levels observed are lower than the ones registered at y = 0 and z =
−1.2(hu + hd) but of the same order of magnitude. However, at y = a/4 and z =
−0.6(hu + hd) the turbulent kinetic energy levels recorded are virtually negligible
compared to these at the other locations.
The right panels on ﬁgures 5.52 to 5.55 show the k/kuw and k/kuv ratios. The
relevance of these ratios follows from the fact that, in many cases, experimental
techniques employed will render only two components of velocity. Because of this,
one might be forced to multiply the available turbulent kinetic energy information142
by a coeﬃcient to account for the magnitude of the unknown velocity component.
Townsend (1976) reported average values of the relative strength of each of the
components for several diﬀerent ﬂows. This information was later adapted by
Svendsen (1987) and expressed as ratios. Pope (2001) also did a comprehensive
review on Reynolds stresses for free shear ﬂows. Some examples of the turbulent
kinetic energy ratios obtained from these reports are k/kuw =1 .33 for a plane
wake and k/kuw =1 .5 for homogeneous, isotropic turbulence (Svendsen, 1987).
In wave-structure interaction, there is scarce information on the three-dimensional
characteristics of the turbulent kinetic energy near the structure. This prompts the
extrapolation of the coeﬃcients mentioned before into wave-structure interaction
cases (e.g., Jung et al., 2004) or simply to report the two known components (e.g.,
Ting and Kim, 1994).
It was observed that the ratios k/kuw and k/kuv have a tendency to be constant
in space, except for k/kuw at a few wave phases related with the passing of the
wave crest through the FOV (t ≈ 0t ot ≈ 0.3 s and t ≈ 1.95). The scatter at these
particular cases is due, ﬁrst, to the overestimation of the velocity perturbation u0
when the wave crest travels trough the camera line of view (see ﬁgure 3.6). The
typical overestimation is about 18% of the full scale and it is more pronounced
(48%) when the FOV is further away from the free surface, z = −1.2(hu + hd).
This subject is discussed in more detail in the uncertainty analysis section of the
study. The second reason is that the turbulent intensity in the vertical direction
increases considerably with the passing of the wave crest, making kuw a better
estimate of the total turbulent kinetic energy than kuv.
Assuming that the turbulent kinetic energy ratios can be described by a con-
stant value for each wave phase, the median of k/kuw and k/kuv were calculated for143
each wave phase. The variation of the turbulent kinetic energy ratios over one wave
period, at the available spatial locations are shown in ﬁgure 5.56. Over the bulk
of one wave period, the ratios have a ﬂat section. This is located roughly between
t/T ≈ 0.2 and t/T ≈ 0.9, which are approximately the inﬂection points in the free
surface proﬁle above the measurement section (i.e., u = 0 and w = wmax). The
mean ratios over this portion of the wave are k/kuw ≈ 1.73,1.50,1.45,and 1.28 for
panels a, c, e, and g in ﬁgure 5.56 and k/kuv ≈ 1.27,1.68,1.55,and 1.76 for panels
b, d, f, and h. Maximum values for k/kuw are 5.06, 4.55, 2.31, and 2.21 for panels
a, c, e, and g, respectively. These values indicate that in the wake of the structure,
on the lee-side and probably as well on the weather side, the lateral component
of velocity, v plays a very important role, even more than the vertical component
of velocity given the three-dimensionality of the ﬂow and as the distance from the
structure increases, the ﬂow becomes more and more two-dimensional, as expected.
On panels b and d, the ratio falls below 1 for the wave phases in which the crest
is above the measurement region. This happens because of the overestimation of
velocity when using the experimental setup No. 3 mentioned earlier and explained
in the uncertainty analysis section of the study.
Given the complexity of the ﬂow and the few points at which the three compo-
nents of velocity are known, it is practically impossible to come up with a function
that describes the variation of the turbulent kinetic energy ratios presented before.
Therefore, a set of empirical linear functions, fuw(y,z,t/T) and fuv(y,z,t/T),
fuw(x,0,−1.2(hu + hd)) =

  
  
26.64t/T +4 .39 , 0 ≤ t/T < 0.025
−19.03t/T +5 .53 , 0.025 ≤ t/T < 0.2
1.73 , 0.2 ≤ t/T < 0.9
26.64t/T − 22.25 , 0.9 ≤ t/T < 1
(5.11)144
fuw(x,a/4,−1.2(hu+hd)) =

  
  
24.4t/T +3 .94 , 0 ≤ t/T < 0.025
−17.43t/T +4 .99 , 0.025 ≤ t/T < 0.2
1.50 , 0.2 ≤ t/T < 0.9
24.44t/T − 20.46 , 0.9 ≤ t/T < 1
(5.12)
fuw(x,0,−0.6(hu + hd)) =

  
  
5.7t/T +1 .88 , 0 ≤ t/T < 0.075
−17.1t/T +3 .59 , 0.075 ≤ t/T < 0.125
1.45 , 0.125 ≤ t/T < 0.925
5.7t/T − 3.82 , 0.925 ≤ t/T < 1
(5.13)
fuw(x,a/4,−0.6(hu+hd)) =



−5.31t/T +2 .21 , 0 ≤ t/T < 0.175
1.28 , 0.175 ≤ t/T < 0.85
6.20t/T − 3.99 , 0.85 ≤ t/T < 1
(5.14)
fuv(x,0,−1.2(hu + hd)) =



1.35t/T +1 , 0 ≤ t/T < 0.2
1.27 , 0.2 ≤ t/T < 0.9
−2.7t/T +3 .7 , 0.9 ≤ t/T < 1
(5.15)
fuv(x,a/4,−1.2(hu + hd)) =



3.02t/T +1 , 0 ≤ t/T < 0.225
1.68 , 0.225 ≤ t/T < 0.725
−2.47t/T +3 .47 , 0.725 ≤ t/T < 1
(5.16)
fuv(x,0,−0.6(hu + hd)) =



1.25t/T +1 .05 , 0 ≤ t/T < 0.4
1.55 , 0.4 ≤ t/T < 0.9
−5t/T +6 .05 , 0.9 ≤ t/T < 1
(5.17)
fuv(x,a/4,−0.6(hu +hd)) =



2.88t/T +1 .04 , 0 ≤ t/T < 0.25
1.76 , 0.25 ≤ t/T < 0.825
−4.11t/T +5 .15 , 0.825 ≤ t/T < 1
(5.18)
that simulate the behavior presented in ﬁgure 5.56 were derived. With these func-
tions, a rough approximation for the entire FOV is obtained for each wave phase
measured. In tests with a vertical FOV (Tests 6 to 9), this is achieved by calculat-
ing the mean between ratios at diﬀerent vertical locations and for the same lateral
location. For example, for t/T =0 .5 in Test 6, the corresponding ratio would be
(1.73 + 1.45)/2=1 .59 and k =1 .59kuw. Similarly, in tests with a horizontal FOV
(Tests 10 and 11), the overall ratio is obtained by calculating the mean between
ratios at diﬀerent lateral locations and the same vertical location. It should be
noted that the empirical functions in ﬁgure 5.56 b and d show a slight deviation
from the results at the wave phases related to the passing of the wave crest. Again,145
this is to take into account the overestimation of velocity in the results, by forcing
the empirical function to be equal to one at t/T = 0 and t/T =1 .
The total turbulent kinetic energy for the horizontal FOV at the centerline and
half radius is presented in ﬁgures 5.57 and 5.58, respectively. Like before, the left
panel represents the weather-side of the structure and the right panel the lee-side.
In each ﬁgure, the coeﬃcient used to estimate the total turbulent kinetic energy
is shown. Given the uncertainty in the turbulent ﬂuctuations plus the uncertainty
of combining results from two independent experiments, the curve ﬁtting used to
estimate the turbulent kinetic energy ratios, and random error, the uncertainty of
the total turbulent kinetic energy was estimated to be between 50% (typical) and
64% (worst case) of the full scale.
At the structure centerline, ﬁgure 5.57, it is observed that the highest levels
of turbulent kinetic energy are directly related to the vortex formation on the
edges of the structure. The maximum turbulent kinetic energy is located close
to the maximum vorticity described previously. When the wave crest is above
the structure, low levels of turbulent kinetic energy reach all the way to the free
surface where it merges with the free surface turbulence associated with the wave
crest. As the wave crest moves past the structure (t/T =0 .075 − 0.15), the
energy on the weather side moves forward and slowly decays until the ﬂow is
reversed and the CW vortex moves towards the structure carrying the energy with
it. Simultaneously, on the weather side, the energy on the edge of the structure
stays on the edge (like the vortex) and with the ﬂow reversal it moves in the
up-wave direction. Interestingly, when the vortex on the weather-side is nearly
extinguished, low levels of turbulent kinetic energy carried by it keeps on moving
upstream (t/T =0 .45 − 0.6) independent of the vortex motion. The turbulent146
kinetic energy generated by the CCW vortex shed at t/T ≈ 0.675 travels with the
vortex and seems to increase its intensity as it moves above the structure. Overall,
most of the energy is produced on the lee-side when the wave trough travels above
the structure generating vortices on the top and bottom edges of the large cylinder,
this energy is then transported to the region above the structure but does not seem
to travel to the weather-side. This energy is then convected downstream by the
passing of the wave crest and partially dissipated there until the ﬂow brings the
remains of it back towards the structure. The highest levels of energy are observed
on the top edge of the structure’s weather side but it is concentrated there, unlike
the lee-side, were slightly lower levels of turbulence are observed, but the energy
is spread from the bottom to the free surface.
In ﬁgure 5.58, at the structure’s half radius, the same behavior described before
is observed. The only diﬀerences are that the wide spread of turbulent kinetic
energy on the lee-side is not present and strong levels of turbulent kinetic energy
in the region below the top cylinder exist. This indicates a concentration of the
turbulent process in the region immediately close to the structure’s centerline and
strong turbulence production below the top cylinder. This is due mostly to the
wave proﬁle, the ﬂat and long through produces a large quantity of turbulent
kinetic energy that is then advected upwards and forward by the strong ﬂuid
velocity associated with the wave crest. On the Weather side, the wave crest
produces energy that is carried suﬃciently far forward that when the ﬂow reverses,
the ﬂuid velocity is not strong enough to convect large quantities of turbulent
kinetic energy up-wave.
The total turbulent kinetic energy for the vertical FOV at z = −1.2(hu + hd)
and z = −0.6(hu + hd) is presented on the left and right panels of ﬁgure 5.59,147
respectively. In each ﬁgure, the coeﬃcient used to estimate the total turbulent
kinetic energy is shown. The behavior of the turbulent kinetic energy in these
ﬁgures is similar to the behavior of vorticity described before. All of the energy
observed in these ﬁgures is generated by the passing of the wave crest above the
structure. The “lip” described earlier and seen in the visualization experiments
is also observed here as energy with the slight diﬀerence that the lower levels of
energy generated by the CW and CCW vortices are merged together. The energy
generated above the structure spills onto the weather side and then it is dissipated
and transported towards the centerline, t/T =0 .225 − 0.3. At this point, the
energy associated with the CCW and CW vortices separate. A portion of it is
dissipated, some is transported to the bottom (not observed here) and some is
transported towards the free surface, t/T =0 .525 − 0.975 (right panel). Then
the wave crest comes and the process begins once again.148
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Figure 5.52: Turbulent kinetic energy and k/kuw and k/kuv ratios at y =0 ,z =
−1.2(hu + hd).149
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Figure 5.53: Turbulent kinetic energy and k/kuw and k/kuv ratios at y = a/4,
z = −1.2(hu + hd).150
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Figure 5.54: Turbulent kinetic energy and k/kuw and k/kuv ratios at y =0 ,z =
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Figure 5.56: Temporal variation of k/kuw and k/kuv. ◦, results; - - -, empirical
function.153
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Figure 5.57: Contours of turbulent kinetic energy at the centerline (y = 0), k =
fuwkuw with a contour interval = 30 cm2/s2.154
Figure 5.57: (Continued)
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Figure 5.57: (Continued)
−25 −20 −15 −10 −5
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
) 10
40
70
10
10
10 10
40
100 10
10
k=1.59k
 uw
t/T=0.9
5 10 15 20 25
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
100
10
10
10
40
10
k=1.59k
 uw
t/T=0.9
−25 −20 −15 −10 −5
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
40
190
10
40 10
70 70
100
10 10220
10
k=2.73k
 uw
t/T=0.975
5 10 15 20 25
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
70 70
10 100
10
160
70
10
10
100
100
70
10
10
k=2.73k
 uw
t/T=0.975157
−24 −20 −16 −12 −8 −4 0
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
70
130 190 100
10
100 70 10
100 160 40
k=3.08k
 uw
t/T=0
0 2 4 6 8 10 12 14 16 18
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
40 100 10 100 160 70
40
10
10 10
70 130
10
10
100
10
100
10
70
k=3.08k
 uw
t/T=0
−24 −20 −16 −12 −8 −4 0
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
40 10 40 10
40 10
100 10 10
10 40
k=2.75k
 uw
t/T=0.075
0 2 4 6 8 10 12 14 16 18
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
70 40 100
100
70 10
10
70
70
10
220
100
10
10 40
70 70 100 190
10
k=2.75k
 uw
t/T=0.075
−24 −20 −16 −12 −8 −4 0
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
10
k=1.89k
 uw
t/T=0.15
0 2 4 6 8 10 12 14 16 18
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
10
10
10
70
10
10
10
10
k=1.89k
 uw
t/T=0.15
−24 −20 −16 −12 −8 −4 0
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
10 40
10
k=1.39k
 uw
t/T=0.225
0 2 4 6 8 10 12 14 16 18
−20
−15
−10
−5
0
5
X (cm)
Z
 
(
c
m
)
40
10 10
10
k=1.39k
 uw
t/T=0.225
Figure 5.58: Contours of turbulent kinetic energy at the half radius of the structure
(y = a/4), k = fuwkuw with a contour interval = 30 cm2/s2.158
Figure 5.58: (Continued)
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Figure 5.59: Contours of turbulent kinetic energy at an horizontal slice on z =
−1.2(hu + hd) (left panel) and z = −0.6(hu + hd) (right panel), k = fuv ∗ kuv with
a contour interval = 30 cm2/s2.162
Figure 5.59: (Continued)
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Figure 5.59: (Continued)
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Figure 5.59: (Continued)
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Solution by Eigenfunctions
Expansion for Waves Traveling
Over a Completely Submerged
Cylindrical Water Intake
Structure
6.1 Theoretical formulation
Consider a monochromatic wave train with angular frequency ω and wave am-
plitude A over a water depth h, propagating from −∞ towards the cylindrical
intake structure made of a lower and an upper cylinder with radii a and b, respec-
tively. The lower cylinder has a height of D and the upper cylinders has a height
of H. Because the geometry of the structure is axisymmetric, it is convenient to
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Figure 6.1: Sketch of the boundary value problem.
use cylindrical coordinates (r,θ,z) with the origin at the undisturbed free surface,
above the centerline of the structure as described in ﬁgure 6.1.
Based on small amplitude wave theory and assuming irrotational ﬂow, the
velocity potential and free surface displacement can be written as
Φ=φ(r,θ,z)e
−iωt, (6.1)
ζ = η(r,θ)e
−iωt. (6.2)
The boundary value problem for φ is deﬁned by the Laplace equation (6.3),
the free surface boundary condition (6.4) and the no-ﬂux condition at the bottom
and on the surface of the structure (6.5 – 6.9). The corresponding free surface
displacement becomes η(r,θ)=iω/g × φ(r,θ,0).
1
r
∂
∂r
￿
r
∂φ
∂r
￿
+
1
r2
∂2φ
∂θ2 +
∂2φ
∂z2 = 0 for − h ≤ z ≤ 0 (6.3)167
∂φ
∂z
=
ω2
g
φ for z =0 , (6.4)
∂φ
∂z
=0 ( z = −h), (6.5)
∂φ
∂r
=0 ( r = a, −h + D ≤ z ≤− h + D + H), (6.6)
∂φ
∂r
=0 ( r = b, −h ≤ z ≤− h + D), (6.7)
∂φ
∂z
=0 ( z = −h + D, b ≤ r ≤ a), (6.8)
∂φ
∂z
=0 ( z = −h + D + H, r ≤ a), (6.9)
The incident wave velocity potential, φinc, and free surface displacement, ηinc, can
be written as
φinc = −
igA
ω
cosh k(z + h)
cosh kh
∞ X
n=0
￿n(i)
n cos(nθ)Jn(kr), (6.10)
ηinc = A
∞ X
n=0
￿n(i)
n cos(nθ)Jn(kr), (6.11)
￿0 =1 ,￿ n =2 , (n ≥ 1), (6.12)
where k is the wave number satisfying the dispersion relation, Jn(kr) is the Bessel
function of the ﬁrst kind of order n and ￿n are the Jacobi coeﬃcients.
Additionally, the radiation condition,
￿
i +
1
k
∂
∂r
￿
(φ − φinc) −→ 0, (6.13)
is applied to the outgoing scattered waves.
6.2 Method of solution
We shall solve the boundary value problem by the eigenfunction expansion
method. First, we divide the ﬂow region into three subdomains. The ﬁrst subdo-
main, REGION I, occupies r ≥ a, which is free of the structure. The second subdo-
main, REGION II, is above the upper cylinder, 0 ≤ r ≤ a and −h+D+H ≤ z ≤ 0.168
The third subdomain, REGION III, is underneath the upper cylinder, b ≤ r ≤ a
and −h ≤ z ≤− h + D. Within each region, the analytical solution can be ex-
pressed as a series of eigenfunctions of the boundary value problem.
6.2.1 REGION I (r ≥ a, −h ≤ z ≤ 0)
In this subdomain, the wave ﬁeld consists of the incident wave, the scattered
wave, and the evanescent modes. Thus, the potential within the region can be
expressed as:
φI = φinc +
cosh k(z + h)
cosh kh
F(r,θ)+
∞ X
m=1
cos km(z + h)
cos kmh
G(r,θ), (6.14)
in which F and G satisfy the following equations
1
r
∂
∂r
￿
r
∂F
∂r
￿
+
1
r2
∂2F
∂θ2 + k
2F =0 , (r ≥ a), (6.15)
1
r
∂
∂r
￿
r
∂G
∂r
￿
+
1
r2
∂2G
∂θ2 − k
2G =0 , (r ≥ a), (6.16)
together with the dispersion relation (2.12) and
ω
2 = −gkm tankmh. (6.17)
The solution for (6.15) and the radiation condition (6.13) is
F =
igA
w
∞ X
n=0
￿ni
nBn cosnθH
(1)
n (kr), (6.18)
where H
(1)
n is the Hankel function of the ﬁrst kind and Bn are, thus far, un-
known coeﬃcients. Notice that the asymptotic expansion of H
(1)
n → 0 for large
kr (Abramowitz and Stegun, 1972). Hence, (6.18) represents an outgoing wave as
kr →∞ .
The solution for (6.16) is given by
G =
igA
w
∞ X
n=0
￿ni
nCnm cosnθKn(kmr), (6.19)169
where Cnm are unknown coeﬃcients and Kn is the modiﬁed Bessel function of the
second kind. Note that Kn attenuates exponentially with r. Thus, G represents
the evanescent modes in the vicinity of the structure.
6.2.2 REGION II (0 ≤ r ≤ a, −h + D + H ≤ z ≤ 0)
In the region above the upper cylinder, the velocity potential can be expressed
as
φII =
coshk
II(z + h − D − H)
coshk
II(h − D − H)
M(r,θ)+
∞ X
m=1
cosk
II
m(z + h − D − H)
coskII
m(h − D − H)
N(r,θ), (6.20)
where M denotes the propagating mode and N the evanescent modes. The wave
number k
II satisﬁes the following dispersion relation
ω
2 = gk
II tanhk
II(h − D − H); (6.21)
while k
II
m satisﬁes
ω
2 = −gk
II
m tank
II
m(h − D − H). (6.22)
The solution for M can be expressed as
M =
igA
w
∞ X
n=0
￿ni
nDn cosnθJn(k
IIr), (6.23)
in which Dn are unknown coeﬃcients. Note that the solution has to remain ﬁ-
nite within the region. Therefore, the other possible solution, Yn(k
IIr) has been
eliminated since Yn →∞as k
IIr → 0. The solution for N can be expressed as
N =
igA
w
∞ X
n=0
￿ni
nEnm cosnθJn(ik
II
mr), (6.24)
where Enm are unknown coeﬃcients. Note that Jn(ik
II
mr) decays exponentially as
ik
II
mr → 0.170
6.2.3 REGION III (b ≤ r ≤ a, −h ≤ z ≤− h + D)
This region lacks a free surface. Therefore, the velocity potential can be ex-
pressed as
φIII = P(r,θ)+
∞ X
m=1
cosk
III
m (z + h)Q(r,θ), (6.25)
where k
III
m are the roots of sink
III
m D =0o rk
III
m = mπ/D and Q(r,θ) satisﬁes (6.16,
with k
II
m and G replaced by k
III
m and Q, respectively). The solution for P and Q
can be expressed as
P =
igA
w
∞ X
n=0
￿ni
nFn cosnθ
"
￿r
a
￿n
+
￿r
a
￿−n ￿
b
a
￿2n#
(6.26)
Q =
igA
w
∞ X
n=0
￿ni
nGnm cosnθ
h
In
￿mπr
D
￿
−
I0
n (mπb/D)
K0
n (mπb/D )
Kn
￿mπr
D
￿#
cos
￿
mπ(z + h)
D
￿
, (6.27)
where Fn and Gnm are unknown coeﬃcients and In is the modiﬁed Bessel function
of the ﬁrst kind. Note that with these deﬁnitions of P and Q, the no ﬂux boundary
condition at r = b is satisﬁed.
6.2.4 Matching conditions
Matching conditions at r = a must be imposed so that the solution in the three
subdomains can be connected. These are given by pressure continuity
φI = φII, (r = a, −h + D + H ≤ z ≤ 0) (6.28)
φI = φIII, (r = a, −h + D ≤ z ≤− h + D) (6.29)171
and ﬂux continuity
∂φI
∂r
=
∂φII
∂r
, (r = a, −h + D + H ≤ z ≤ 0) (6.30a)
∂φI
∂r
=0 , (r = a, −h + D ≤ z ≤− h + D + H) (6.30b)
∂φI
∂r
=
∂φIII
∂r
, (r = a, −h ≤ z ≤− h + D + H) (6.30c)
6.3 Solution
To solve the present problem of three equations, (6.28) - (6.30) and the un-
knowns coeﬃcients Bn,C nm,D n,E nm,F n, and Gnm, one should recognize that
the set of equations
{coshk(z + h),coskm(z + h),m=1 ,2,...}, (6.31)
{coshk
II
m(z + h − D − H),cosk
II
m(z + h − D − H),m=1 ,2,...},and (6.32)
{cos(mπ(z + h)/D), cos(pπ(z + h)/D),m=1 ,2,..., p =1 ,2,...}, (6.33)
are orthogonal functions. Therefore, by multiplying by the appropriate function
and integrating each of the equations in z, one can obtain as many equations as
unknowns that exist.
Multiplying (6.28) by coshk
II(z + h − D − H) and integrating one obtains:
β1nBn +
∞ X
m=1
β2nmCnm − β3nDn = β4n. (6.34)
With β being constant coeﬃcients for each value combination of n and m. These
coeﬃcients are obtained from integrating the depth dependant functions of the
velocity potentials and grouping them with constant terms. The expressions for
each β coeﬃcient is described in the appendix 4.A.172
The procedure to obtain all the other coeﬃcients is the same. Multiplying
(6.28) by cosk
II
p (z + h − D − H), (p =1 ,2,...) and integrating
β5npBn +
∞ X
m=1
β6nmpCnm −
∞ X
m=1
β7nmpEnm = β8np. (6.35)
Multiplying (6.29) by cos(pπ(z + h)/D) and integrating
β9npBn +
∞ X
m=1
β10nmpCnm − β11npGnm = β12np. (6.36)
Integrating (6.29)
β13nBn +
∞ X
m=1
β14nmCnm − β15nFn = β16n. (6.37)
Multiplying (6.30) by coshk(z + h) and integrating
β17nBn − β18nDn −
∞ X
m=1
β19nmEnm + β20nFn −
∞ X
m=1
β21nmGnm = β22n. (6.38)
Finally, multiplying (6.30) by coskp(z + h) and integrating
∞ X
m=1
β23nmpCnm − β24npDn −
∞ X
m=1
β25nmpEnm − β26npFn −
∞ X
m=1
β27nmpGnm =0 . (6.39)
Note that for each value of n, we have 3(1 + 2mmax) unknown coeﬃcients and
the same number of equations given by 3(1 + mmax) obtained from (6.34), (6.37),
(6.38) and 3mmax equations obtained from (6.35), (6.36) and (6.39).
6.4 Wave forces
The total horizontal force on the structure is made up of the horizontal force
applied on the upper and lower cylinders, Fx= Fx I + Fx III, and is given by the
real part of Fxe −iwt. On the upper cylinder, this force is
Fx I = −aiwρ
Z 2π
0
Z −h+D+H
−h+D
φI(a,θ,z)cosθ dz dθ. (6.40)173
Due to orthogonality relations, the only remaining term is n = 1. Thus, after
integrating
Fx I = −2πaiwρ
Z −h+D+H
−h+D
φI(a,z)dz, (n =1 ) . (6.41)
Similarly, the force on the lower cylinder is given by
Fx III = −2πbiwρ
Z −h+D
−h
φIII(b,z)dz, (n =1 ) , (6.42)
The vertical force is made up of the force on the surface of the upper cylinder
exposed to REGION II and the force on the surface exposed to REGION III. The
total vertical force is given by the real part of Fze −iwt, where Fz= Fz II + Fz III.
Similarly to the horizontal force, the only remaining term on the velocity potential
after integration is n = 0. Therefore,
Fz II = −2πiwρ
Z a
0
φII(r,−h + D + H)rdr, (n =0 ) , (6.43)
Fz III =2 πiwρ
Z a
b
φIII(r,−h + D)rdr, (n =0 ) . (6.44)
The moment about the y-axis (i.e., θ = π/2) at any given depth, Zo, and at the
centerline of the structure , arises from the vertical and horizontal forces obtained
previously, My = MHI + MHIII + MVII + MVIII, where
MHI = −2πaiwρ
Z −h+D+H
−h+D
(z + Zo)φI(a,z)dz, (n =1 ) , (6.45)
MHIII = −2πbiwρ
Z −h+D
−h
(z + Zo)φIII(b,z)dz, (n =1 ) , (6.46)
MVII = −2πiwρ
Z a
0
r
2φII(r,−h + D + H)dr, (n =1 ) , (6.47)
MVIII = −2πiwρ
Z a
b
r
2φIII(r,−h + D)dr, (n =1 ) . (6.48)174
6.5 Model validation with experimental results
The analytical model is validated with the two diﬀerent conditions used during
the experiments, short and long wave cases. Considering the nature of the analyt-
ical model and potential theory, the short wave case experiments were conducted
explicitly to test the model’s accuracy and the results will be presented along with
their comparison to the analytical model. The long wave experimental results were
thoroughly described before and will be used here simply to test how much the
potential theory solution deviates from rotational ﬂow conditions.
6.5.1 Comparison with short wave experimental results
A series of experiments with a short wave length, relative to the structure’s
signiﬁcant length scale, O(2a), were conducted. The experimental details were
presented previously, the experimental conditions are stated in table 3.4 and the
experimental setup in ﬁgure 3.8. Experimental results are presented coupled with
their analytical counterpart. Mean velocity, mean free surface displacement, mean
inline force and mean uplift force are presented below. The procedure used to
estimate the mean forces is the same one used to estimate the forces in the long
wave case described before.
The incident wave used during the experiments had a wave period T =0 .5s ,
a mean relative wave height Hi/h ≈ 0.116, and a mean wave amplitude Ai/h ≈
0.065, over a water depth h = 20 cm. A sample of the instantaneous wave proﬁle
near the model for Tests 20 and 21 is presented in ﬁgure 6.2. In this ﬁgure the close
similarity between the experiments is evident. The corresponding wave spectrum
normalized by the fundamental amplitude (y−axis) and period (x−axis) is shown175
in ﬁgure 6.3. It can be appreciated that the incident wave has the fundamental
period, T, with its corresponding amplitude, Ao and two other harmonics of little
relevance. The incident wave mean free surface displacement along with the 60
waves used to estimate it, collapsed into a single wave period is presented in ﬁgure
6.4.
Given the existence of two harmonics in the incident wave, comparison with
the analytical model is not a simple procedure. As explained before, the model was
formulated for a sinusoidal wave. In order to make an accurate comparison, the
model would need to include the two harmonics seen during the experiments. How-
ever, the amplitude of the harmonics is rather small compared to the fundamental
amplitude, 0.11Ao and 0.037Ao for the ﬁrst and second harmonics, respectively.
Considering this, the analytical model will use the same incident wave height as
that obtained in the experiments and only the fundamental period. This will
certainly introduce minor discrepancies between the experimental and analytical
result but it shall suﬃce to verify the accuracy of the model.
With the previous considerations in mind, the analytical model was used with
the following parameters: water depth h = 20 cm, wave amplitude, A = Hi/2=
1.30 cm, wave angular frequencyω =4 π, upper cylinder radius a =1 0 .15 cm, lower
cylinder radius b =4 .45 cm, n =0 ,1,2,...,15 free wave modes, and m =1 ,2,3,4,5
evanescent modes. It was observed that in this case, the solution converges rapidly
after estimating a few evanescent and free wave modes. Including more modes
simply introduces zeros into the solution matrix making it singular and increases
the numerical error. Determining how many modes to use in each calculation
depends on the wave characteristics. For waves with higher wave periods and
wave lengths, a higher number of free wave and evanescent modes are required.176
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Figure 6.3: Incident wave amplitude spectrum.177
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Figure 6.4: Mean incident wave amplitude. - - -, 60 waves; ×, Mean free surface
Figure 6.5 shows ten snapshots of the velocity vectors and free surface displace-
ment spaced every t/T =0 .10 together with the free surface displacement obtained
from the PIV experiments in Tests 14 and 15. It can be seen that there is good
agreement between the experimental and analytical results. The diﬀerences are
attributed, for the most part, to the lack of harmonics in the incident wave used in
the analytical model. It can also be appreciated that there is an abrupt change in
velocity between regions in the model. This is solely due to the method of solution.
When the boundary conditions are used to solve the equations, entire areas of the
ﬂow are matched, not an individual point by point basis. Furthermore, in Region
III, the ﬂow presents rather large velocities. This is due to the solution for 6.25
shown in 6.26 and 6.27 and, like before, to the matching of two diﬀerent regions
over the entire contact surface.178
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Figure 6.5: Velocityvectors and free surface displacement on the structure’s center-
line obtained from the analytical model and comparison with experimental results.
(◦) Free surface displacement from experimental results.179
Figure 6.6 shows the velocity vectors obtained from Tests 14 and 15 for the
same wave phases shown before. With this, one can appreciate the true behavior
of the ﬂow. Figures 6.7 and 6.8 present a comparison between the horizontal and
vertical velocity ﬁelds, respectively, at x =1 2 .7 (REGION I). Figures 6.9 and
6.10 present the same comparison at x =7 .10 cm (REGION II and III). The
results show a good agreement between the experimental and analytical results.
The larger discrepancies are observed near the free surface where the model tends
to over predict the velocity ﬁeld. However, in the vicinity of the structure and
below z = −5 cm, the agreement between experimental and analytical estimation
is remarkable.180
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Figure 6.6: Velocity vectors and free surface displacement on the structure’s cen-
terline obtained from the PIV experiments; Tests 14 and 15.181
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Figure 6.6: (Continued)
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Figure 6.7: Comparison of horizontal velocity ﬁeld, u, between the experimental
measurements and the analytical results at x =1 2 .70 cm in snapshot separated
by t/T =0 .1. (◦) Analitical results; (×) experimental results.184
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Figure 6.8: Comparison of vertical velocity ﬁeld, w, between the experimental
measurements and the analytical results at x =1 2 .70 cm in snapshot separated
by t/T =0 .1. (◦) Analitical results; (×) experimental results.185
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Figure 6.9: Comparison of horizontal velocity ﬁeld, u, between the experimental
measurements and the analytical results at x =7 .10 cm in snapshot separated by
t/T =0 .1. (◦) Analitical results; (×) experimental results.186
−20 0 20
−20
−15
−10
−5
0
5
t/T=0
Z
 
(
c
m
)
−20 0 20
t/T=0.1
−20 0 20
t/T=0.2
w (cm/s)
−20 0 20
t/T=0.3
−20 0 20
−20
−15
−10
−5
0
5
t/T=0.4
Z
 
(
c
m
)
−20 0 20
−20
−15
−10
−5
0
5
t/T=0.5
Z
 
(
c
m
)
−20 0 20
t/T=0.6
−20 0 20
t/T=0.7
w (cm/s)
−20 0 20
t/T=0.8
−20 0 20
−20
−15
−10
−5
0
5
t/T=0.9
Z
 
(
c
m
)
Figure 6.10: Comparison of vertical velocity ﬁeld, w, between the experimental
measurements and the analytical results at x =7 .10 cm in snapshot separated by
t/T =0 .1. (◦) Analitical results; (×) experimental results.187
The mean inline and uplift forces estimated from the experiments are com-
pared with the model’s results in ﬁgures 6.11 and 6.12, respectively. The forces
are normalized by the hydrostatic buoyancy force associated with the amplitude
of the incident wave given in 5.5. The maximum forces obtained by the theo-
retical model are higher than those obtained during the experiments. However,
the agreement between the normalized experimental and analytical forces is fairly
good. The model overestimated the maximum inline force by approximately 19%
and the maximum uplift force by approximately 13%. The maximum drag, in-
ertia and lift coeﬃcients estimated from the experiments where: CDmax ≈ 0.20,
CMmax ≈ 0.042, and CLmax ≈ 0.35, respectively. These values do not vary much
compared to results reported by other authors for similar structures. For example,
Black et al. (1971) in an analytical analysis, reported an inline force coeﬃcient of
approximately 0.12 for a circular cylinder on the bottom with similar characteris-
tics to the structure studied here. They also reported an uplift coeﬃcient of 0.15
for a horizontal rectangular cylinder with the top edge on the free surface with
similar geometrical dimensions. This last coeﬃcient is smaller than that obtained
here, nonetheless they have the same order of magnitude and it has to be taken
into a account that the structures have a diﬀerent geometry and location on the
ﬂow. This comparison is only made to show that the coeﬃcients are not far from
previously reported coeﬃcients for submerged structures and that both, model and
experimental, results accurately describe the physics of the problem.
Considering that there is information available for a long wave case, the an-
alytical model was used to simulate similar conditions to those of the long wave
experiments. The following parameters were used: water depth h = 20 cm, wave
amplitude, A = Hi/2=2 .7 cm, wave angular frequency ω = π/2, upper cylin-188
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Figure 6.11: Inline force comparison between the experimental measurements and
the analytical results. — Experimental results; - - - experimental results.
der radius a =1 0 .15 cm, lower cylinder radius b =4 .45 cm, n =0 ,1,2,...,30
free wave modes, and m =1 ,2,3,...,8 evanescent modes. Given that the model
was developed using potential theory it is known in advance that the rotational
characteristics of the velocity ﬁeld will not be reproduced by the model. However,
it is a good exercise to see how much the forces vary between the experimental
and analytical results. The inline and uplift forces obtained form the experiments
are compared with the analytical model results in ﬁgures 6.13 and 6.14, respec-
tively. From the analytical model, the maximum inline and uplift nondimensional
forces were approximately 0.17 and 0.78, respectively. Comparing these with the
maximum force coeﬃcients found in the long wave experiments, 0.18 and 0.89,189
0 0.2 0.4 0.6 0.8 1
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
t/T
F
z
/
B
Figure 6.12: Uplift force comparison between the experimental measurements and
the analytical results. — Experimental results; - - - experimental results.
respectively (see ﬁgures 5.35 and 5.36), it is clear that, even when the rotational
ﬂow kinematics are not reproduced, the model estimates maximum forces similar
in magnitude to those of the experiments.190
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Figure 6.13: Inline force comparison between the long wave experimental mea-
surements and the analytical results. — Experimental results; - - - experimental
results.191
0 0.2 0.4 0.6 0.8 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
t/T
F
z
/
B
Figure 6.14: Uplift force comparison between the long wave experimental mea-
surements and the analytical results. — Experimental results; - - - experimental
results.Chapter 7
Discussion and conclusions
An experimental and analytical study of wave interaction with an oﬀshore sub-
merged intake structure was carried out to clarify the wave induced hydrodynamics
around an oﬀshore submerged intake structure. Two types of waves that represent
the maximum and minimum typical horizontal length-scale conditions for existing
structures were simulated. The phase averaged ﬂow parameters and wave induced
loading are presented for both cases. The maximum condition (long wavelength rel-
ative to the structure’s representative length scale) case is described in detail while
the short wavelength case is used to asses the accuracy of the analytical model.
Additionally, ﬂow visualization of a solitary wave impinging on the structure was
used to clarify the occurrence of vorticity patterns. Below the main conclusions
for the long and solitary waves are ﬁrst presented followed by the conclusions for
the analytical analysis.
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7.1 Experimental study
Flow visualization and PIV results show two main vorticity patterns that dom-
inate the circulating ﬂow. The ﬁrst and most signiﬁcant one, is the shedding of
large scale counter rotating vortex ﬁlaments on the lee and weather sides of the
structure generated soon after the wave crest and trough go past the structure,
respectively. The other vorticity pattern occurs simultaneously, on the opposite
side of the structure to where the vortex ﬁlaments are being generated and for cer-
tain wave phases these two patterns interact with each other. Most importantly,
results demonstrate that these two vorticity patterns are related to the maximum
and minimum inline and uplift forces. When the vortex ﬁlaments are shed hori-
zontally away from the structure the pressure on the vertical and horizontal walls
of the structure, close to where the shedding occurs, increases; while on the oppo-
site side, vortices that are shed above and below the structure induce lift on the
structure.
The maximum drag and inertia force coeﬃcients estimated in the experiments
are well within the typical values reported for horizontal and vertical circular cylin-
ders (see Oshkai and Rockwell, 1999; Otsuka and Ikeda, 1996; Justesen, 1991;
Contento and Codiglia, 2001; Garrison and Rao, 1971; Black et al., 1971). On
the other hand, the maximum uplift coeﬃcient found exceeded by a wide margin
typical values for cylindrical structures. The maximum uplift coeﬃcient found for
the long wave case was CLmax ≈ 10.8, this alone is a measure of the responsibility
designers have when designing these types of structures using traditional methods
like the one suggested by Morang (2002) or extrapolating cylinders in oscillatory
ﬂow theory to oﬀshore submerged intake structures.
Total turbulent kinetic energy and turbulent kinetic energy ratios, k/kuv and194
k/kuw, were obtained. Results show that most of the energy is produced on the
edges of the structure by the formation of vortices above and below the horizontal
surfaces of the structure. The energy in then convected by the circulating ﬂow
either towards the free surface or horizontally away from the structure, where it is
dissipated. The energy levels were of the same order of magnitude on the lee and
weather sides; on the weather side the energy is concentrated near the structure
while on the lee side the energy is concentrated on the centerline of the structure
and spread between the structure and the free surface.
Finally it is worth mentioning that, although large uncertainty levels were
present in the turbulent kinetic energy estimation, the results suggest that ratios of
turbulent kinetic energy are much higher than the ones generally used to estimate
total turbulent kinetic energy in wave-structure interaction problems when one
component of velocity ﬂuctuations is missing. Typical values of k/kuv and k/kuw
vary between 1 and 1.5, Svendsen (1987); the values estimated in this study went up
to k/kuw ≈ 6 depending on the location of the measurement and the wave orbital
motion. Further investigation on this aspect would provide a better understanding
of the three-dimensional characteristics of the turbulent kinetic energy .
7.2 Analytical study
A three dimensional linear diﬀraction model to study the ﬂow kinematics
around a simpliﬁed oﬀshore water intake structure was conceived using the eigen-
function expansion method. Comparison with short wave experimental results
validated the results obtained from the model for irrotational ﬂow or cases when
the wavelength is on the same order of the structure’s length scale (i.e., the top195
cylinder diameter). There was good agreement between free surface displacement,
velocity, and wave induced loads. The model, although accurate for relatively
short waves compared to the structures signiﬁcant length scale, will not be useful
for large KC number ﬂows in which ﬂow separation occurs. When both viscous
and diﬀraction eﬀects are important, the model will not accurately predict the
ﬂow kinematics. However, it should be noted that the maximum inline and uplift
forces obtained with the model are in relatively good agreement with the maximum
forces found experimentally.Chapter 8
Future work
8.1 Future Experimental Work
As seen before, the large scale vorticity patterns are closely related to the max-
imum and minimum inline and uplift forces and the pressure distribution on the
surface of the structure. In the present study several pressure sensors were used to
estimate the total inline and uplift forces on the structure, however, large uncer-
tainty levels were reported due to the low resolution on the pressure distribution
information. It would be interesting to conduct similar experiments in which load
cells were installed on the structure to register total forces and moments caused
by the wave motion. It would also be interesting to use more pressure sensors on
the structure’s horizontal surfaces to study the pressure gradient generated by the
formation of the vortex ﬁlament on the weather and lee sides of the structure as
well as the vortex layer on the surface of the structure.
During the experiments, the longshore current and the water suction of the
intake structure was ignored. Including these two additional processes into the
experimental work was considered to have a minimal eﬀect on the stability of the
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structure and probably on the ﬂow pattern around the structure. Furthermore, it
was important to pursue the more canonical problem, waves interacting with a solid
structure. This was intended to allow the experimentsto serve as a benchmark data
set for future numerical models that could reproduce more complex conditions.
However, conducting experiments where the suction and longshore current are
considered could prove enlightening where the vorticity pattern and wave loading
are concerned. But it should be noted that the these two additional variables
might have only a secondary eﬀect on the vortex structure described in the study
as well as on the forces, unless the intake or longshore current generated velocities
approach the wave orbital velocity scale..
8.2 Future work on the analytical model
As mentioned earlier, the oﬀshore water intake structure was simpliﬁed to make
things easier when developing the model. This implied ignoring the eﬀects that
the longshore current and suction of the intake have on the ﬂow kinematics. It
would be and interesting exercise to include these two variables into the model and
study their contribution to the ﬂow pattern and loading on the structure.
Another exercise that could provide a better understanding of the behavior of
the forces on the structure would be to used the model to characterize the ﬂow
kinematics, forces, and moments on the structure under diﬀerent wave conditions
up to the limit when separation of the ﬂow occurs (potential theory fails).
Finally, considering that the model is based on linear theory, waves with more
than one harmonic could be simulated by running each of the harmonics separately,198
with their corresponding wave frequencies and amplitudes, and then combining
the results to obtain a complex wave proﬁle.Appendix A
β Constants
Deﬁning L = h − D − H and the following constant coeﬃcients
A =
H
(1)
n (ka)
coshkh
, (A.1)
B =
Kn(kma)
coskmh
, (A.2)
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coshkIIL
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the constant terms, β, obtained for the analytical solution are given by
β1n = A
Z 0
−L
coshk(z + h)coshk
II(z + L)dz, (A.11)
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Measurement of free surface
deformation in PIV images
B.1 Introduction
Particle image velocimetry (PIV) is a powerful experimental technique that
allows the acquisition of two dimensional ﬂow kinematics information in environ-
mental ﬂows. In many cases it is necessary to study the interaction of the ﬂow and
the free surface or correlate the free surface deformation with this information.
The common way of studying the free surface deformation is by using an array of
gauges immersed in the ﬂuid. This method, besides being intrusive, only provides
a single point time history of the surface displacement. Other methods include the
use of acoustics devices (Lataitis et al., 1988) and more recently the use of wavelets
(Lee and Kwon, 2003). The latter provides temporal and spatial information on
the free surface deformation recorded on video images.
The procedure presented here, is a non-intrusive method to estimate the free
surface deformations in PIV images using simple mathematical and statistical
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tools. The procedure was tested on a study of wave interaction with a submerged
obstacle using diﬀerent wave conditions. The results show that the method pro-
vides accurate spatial (2D) and temporal data in PIV images. Only when the
free surface is poorly illuminated or severely deformed (e.g., wave breaking) the
estimated deformation presents a small deviation form its true location.
B.2 Method
In the PIV images analyzed below, the origin is located on the top-left side
of the image. The horizontal and vertical axes are x and y and the images are
composed of rows (x direction) and columns (y direction).
The ﬁrst step is narrowing the image or data size to a region where the free
surface is located. Then the gradient of the image intensity in each colum, ∂I/∂y,
is calculated. It was found that either central diﬀerences or forward diﬀerences give
similar ﬁnal outcomes but it is anticipated that this might depend on the image
resolution (length/# of pixels). High resolution images will beneﬁted from central
diﬀerence algorithms. The location of the maximum gradient is then labeled as
the potential free surface location.
The second step is to compare the location of the maximum gradient with
the location of the maximum intensity in each column of data. If the location
of (∂I/∂y)max is far from the location of the maximum intensity, Imax then the
location of the maximum intensity is chosen as the potential free surface location.
This procedure proved to be more beneﬁcial when a large amount of points iden-
tiﬁed by the gradient procedure fall far from the free surface location, otherwise,
identifying the maximum gradient is suﬃcient.204
With this ﬁrst estimate of the free surface location, a proper regression model
is ﬁtted to the data and the studentized deleted residuals (Neter et al., 1996), ti,
are calculated with
ti = ei
￿
n − p − 1
SSE(1 − hii) − ei
￿1/2
(B.1)
where ei is the ith ﬁt residual, n is total number of data points used, p − 1 is the
number of predictor variables, which in this case is only one, the x-coordinate (i.e.,
p=2), SSE =
P
ei is the sum of squares of error, and hii is the ith element on the
main diagonal of the n by n hat matrix deﬁned by
H = X(X
0X)
−1X
0. (B.2)
X contains a column of ones and the n points of the x axis.
If an appropriate regression model is used any point that is not an outlier
will produce a studentized deleted residual that will follow the t distribution with
n−p−1 degrees of freedom and its absolute value will be less than the Bonferroni
critical value, Neter et al. (1996), given by
BC = t(1 − α/2n;n − p − 1). (B.3)
In other words, any point whose absolute value of the studentized deleted residual
is higher than BC will be an outlier and eliminated from the data set.
B.3 Validation experiments
The procedure was validated in experiments of regular wave interaction with
a submerged obstacle carried out in the wave tank of the DeFrees Hydraulics
Laboratory at Cornell University. The wave tank is 20 m long, 0.6 m wide and
0.9 m deep. The mid-section of the tank is ﬁtted with a polycarbonate false205
bottom with a ﬁxed submerged cylindrical obstacle. The waves were generated
with a piston-type hydraulic wave generator in a water depth of 0.20 m. The
light sheet enters orthogonally from the side, below the tank’s false bottom, and is
steered to the vertical with a front-surfaced mirror, passing vertically through the
false bottom into the water column to obtain a vertical light sheet parallel to the
tank walls. Digital images were collected through the side walls of the tank with
an SMD 1M60-20 digital CCD camera (1,024×1,024 pixel, 12-bits-per-pixel, 60
frames-per-second (fps) maximum frame rate). Furthermore, a capacitance wave
gauge, acquiring data at a 100 hz, was placed in the tank and will be used to
compare the frequency content (wave harmonics). The image acquisition rate was
set at 40 fps, therefore the free surface displacements is acquired at 20 hz (i.e. one
data point for each PIV image pair).
Two diﬀerent wave conditions were used. In the ﬁrst, images were recorded
for a wave train with period T =0 .50 s and a wave length λ =3 8 .9 cm and will
be referred to as the short wave case. The second wave condition has a period
T =2s and wave length λ = 270.6 cm and will be refereed to as the long wave
case. In both cases, the image resolution was 0.025 cm/pixel and the regression
model employed was a ﬁfth order polynomial. Typical digital images and their
corresponding free surface displacement are presented in ﬁgures B.1 and B.2.206
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Figure B.1: Typical free surface displacement and results for wave with T =0 .5 s
and H =2 .5 cm. (a) PIV image; (b) Results.
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Figure B.2: Typical free surface displacement and results for wave with T =2s
and H =0 .25 cm. (a) PIV image; (b) Results.
In the short wave case, the free surface is well illuminated and the results clearly
show an accurate detection of the free surface displacement. In the long wave case,
there is separation of the ﬂow near the obstacle. This generates vorticity that
eventually reaches the free surface disturbing the continuity of the illumination
of the free surface by the light sheet, through the generation of two-dimensional
ripples on the free surface that reﬂect regions away from the camera’s optical axis.207
Therefore, the results are mildly aﬀected by the change in the maximum image
pixel intensity.
A single point from the image data was compared with the data obtained with
the wave gage. Because of the diﬀerence in location between the wave gage and
the image data, the results are compared only in the frequency domain. The mean
power spectrum for the wave gauge data and the free surface obtained from the
PIV images is presented in ﬁgure B.3. Both data sets contain the same frequency
information. The diﬀerences in the magnitude of each of the harmonics is due to
the diﬀerence in the location of the wave gauge relative to the image location.
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Figure B.3: Power spectrum. —, Wave gauge data; ··· , Image data.
B.4 Conclusions
A simple method to estimate the location of the free surface in PIV images
was presented based on the gradient of the image intensity, maximum intensity208
and a statistical analysis based on the Bonferroni coeﬃcient. Satisfactory results
are obtained in images with mild to moderate free surface deformations. When
severe surface deformations are present, the method loses accuracy mostly to the
lack of visual evidence of the free surface, hence making it diﬃcult to devise a way
to detect it. The method presented allows a simple and fast way of studying ﬂow
interaction with a free surface.Bibliography
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