ABSTRACT. An element w of the Weyl group is called rationally smooth if the corresponding Schubert variety is rationally smooth. This happens exactly when the lower interval [id, w] in the Bruhat order is palindromic. For each element w of the Weyl group, we construct a certain hyperplane arrangement. After analyzing the palindromic intervals inside the maximal quotients, we use this result to show that the generating function for regions of the arrangement coincides with the Poincaré polynomial of the corresponding Schubert variety if and only if the Schubert variety is rationally smooth.
INTRODUCTION
For an element of a Weyl group w ∈ W , let P w (q) def = u≤w q ℓ(u) , where the sum is over all elements u ∈ W below w in the (strong) Bruhat order. Geometrically, the polynomial P w (q) is the Poincaré polynomial of the Schubert variety X w = BwB/B in the flag manifold G/B.
The inversion hyperplane arrangement A w is defined as the collection of hyperplanes corresponding to all inversions of w. Let R w (q) def = r q d(r0,r) be the generating function that counts regions r of the arrangement A w according to the distance d(r 0 , r) from the fixed initial region r 0 .
The main result of the paper is analyzing the palindromic lower intervals of W and using that to show P w (q) = R w (q) if and only if the Schubert variety X w is rationally smooth. We have previously given an elementary combinatorial proof for Type A case of this problem in [7] .
According to the criterion of Carrell and Peterson [5] , the Schubert variety X w is rationally smooth if and only if the Poincaré polynomial P w (q) is palindromic, that is P w (q) = q ℓ(w) P w (q −1 ). If w is not rationally smooth then the polynomial P w (q) is not palindromic, but the polynomial R w (q) is always palindromic. So P w (q) = R w (q) in this case. Hence it is enough to show that P w (q) = R w (q) when w is rationally smooth. Our proof is purely combinatorial, combining basics of Weyl groups with a result from [3] . This paper is an extended and improved version of the conference paper [8] back in 2010, with a heavier focus on palindromic lower intervals in parabolic quotients. The previous conjecture of [8] regarding shapes of palindromic lower intervals will be given a proof using lattice M (n) studied in [12] and [4] . This result will be used to prove our main result instead of the original approach, giving us a more uniform proof.
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RATIONAL SMOOTHNESS OF SCHUBERT VARIETIES AND INVERSION HYPERPLANE ARRANGEMENT
In this section we will explain how rational smoothness can be expressed by conditions on the lower Bruhat interval. We will also define the inversion hyperplane arrangement. In this paper, unless stated otherwise, we refer to the strong Bruhat order.
Let G be a semisimple simply-connected complex Lie group, B a Borel subgroup and h the corresponding Cartan subalgebra. Let W be the corresponding Weyl group, ∆ ⊂ h * be the set of roots and Π ⊂ ∆ be the set of simple roots. The choice of simple roots determines the set of positive roots. We will write α > 0 for α ∈ ∆ being a positive root. Following the conventions of [4] , let S be the set of simple reflections and T def = {wsw −1 : s ∈ S, w ∈ W } be the set of reflections. Set Π = {α 1 , · · · , α n }, S = {s 1 , · · · , s n } and index them properly so that s i and α i corresponds to the same node of the Dynkin diagram for 1 ≤ i ≤ n. Then there is a bijection between T and ∆ by matching ws i w −1 with w(α i ). Then ws i w −1 is exactly the reflection that reflects by the hyperplane corresponding to the root w(α i ).
We have the following definitions as in [4] :
They are called the left(right) associated reflections of w and left(right) descent set of w. In this paper, we concentrate on lower Bruhat intervals [id, w] def = {u ∈ S n | u ≤ w}. They are related to Schubert varieties X w = BwB/B inside the generalized flag manifold G/B. The Poincaré polynomial of the Schubert variety X w is the rank generating function for the interval [id, w], e.g., see [2] :
For convenience, we will say that P w (q) is the Poincaré polynomial of w. And we will say that w is rationally smooth if X w is rationally smooth. Due to Carrell and Peterson, one can check whether the rational locus of a Schubert variety is smooth or not by studying P w (q). Let us denote a polynomial For each w ∈ W , we will be comparing this polynomial P w (q) with another polynomial, that comes from an associated hyperplane arrangement. To assign a hyperplane arrangement to each w ∈ W , we first need the definition of the inversion set of w. The inversion set ∆ w of w is defined as the following:
For type A case, this gives the usual definition of an inversion set for permutations. Let us define the inversion hyperplane arrangement A w as the collection of hyperplanes α(x) = 0 for all roots α ∈ ∆ w . Here all the hyperplanes coming from reflections are central, meaning that they contain the origin.
Let r 0 be the fundamental chamber of A w , the chamber that contains the points satisfying α(x) > 0 for all α ∈ ∆ w . Then we can define the distance enumerating polynomial on A w :
where the sum is over all chambers of the arrangement A w and d(r 0 , r) is the number of hyperplanes separating r 0 and r. Our goal in this paper is to show that R w (q) = P w (q) whenever P w (q) is palindromic.
Remark 2. We have P w (q) = P w −1 (q) and R w (q) = R w −1 (q) by definition. Whenever we use this fact, we will call this the duality of P w (q) and R w (q).
PARABOLIC DECOMPOSITION
In this section, we introduce a theorem of [3] regarding parabolic decomposition that will serve as a key tool in our proof. Let us first recall the definition of the parabolic decomposition. Given a Weyl group W , fix a subset J of simple roots. Denote W J to be the parabolic subgroup generated by simple reflections of J. Let J W be the set of minimal length (right) coset representatives of W J \W . Then it is a well-known fact that every w ∈ W has a unique parabolic decomposition w = uv where u ∈ W J , v ∈ J W and ℓ(w) = ℓ(u) + ℓ(v).
Lemma 3. [13]
For any w ∈ W and subset J of simple roots, W J has a unique maximal element below w.
We will denote the maximal element of W J below w as m(w, J).
Theorem 4.
[3] Let J be any subset of simple roots. Assume w ∈ W has parabolic decomposition w = uv with u ∈ W J , v ∈ J W and u = m(w, J). Then
where
This decomposition is very useful in the sense that it allows us to factor the Poincaré polynomials. We will say that J = S \ {α} is leaf-removed if α corresponds to a leaf in the Dynkin diagram of S.
The following theorem of [3] tells us that we only need to look at maximal leaf-removed parabolic subgroups for our purpose. is a chain poset. In this section, we will show that a palindromic element v is either a locally-longest element or is in a local chain except for two cases of v.
Remark 6. In [11] , the main tool for decomposing the polynomials was studying the chain elements (called chain BP-decomposition), which is when v is a chain element. In this paper, our decomposition focuses on dealing with the locally-longest elements instead.
type A,F and G.
Example 7 (A n ). Choose A n to be our choice of Weyl group and label the simple roots S = {s 1 , · · · , s n } so that the labels match the corresponding nodes in the Dynkin diagram of Figure 1 . If we set J = S \ {s 1 } then the list of nontrivial palindromic v ∈ W J are:
They are all locally-longest elements. Same happens for J = S \ {s n } as well. Proof.
where A ⊳ B stands for the covering relation: A B and there is no other C such that A C B. Sets D(A) and D 2 (A) are defined similarly for checking elements below A instead. It is fairly simple to verify that [∅, k] and [∅, [k] ] are palindromic.
Assume for the sake of contradiction that there is a subset A ⊂ [n] such that [∅, A] is a palindromic interval, and so that A = k, [k] for any k ≤ n. We take n ≥ 3, since M (2) ∼ = [3] . Examine the bottom ranks of M (n), we get |U (∅)| = |U 2 (∅)| = 1. For A to be a palindromic element, we need to have |D(A)| = |D 2 (A)| = 1 as well. Since |D(A)| = 1, then A must be a succession of positive integers A = {j, j + 1, . . . , k − 1, k} for some 1 < j < k ≤ n. Since A = {j, . . . , k} with j > 1, D(A) = {{j − 1, j + 1, . . . , k}} and we get |D We now start analyzing the type B case. Figure 5 is a Dynkin diagram of type B.
Lemma 12 (B n /B n−1 ). Let W be a type B n Weyl group and S be the set of simple roots, corresponding to the Dynkin diagram of Figure 5 . Set J = S \ {s n−1 }. Then W J is a chain poset of length 2n.
Proof. Every element of W J can be written as a tail of the reduced expression of the longest element
An example of W J in this case is shown in Figure 6 . Figure 5 . 
Proof. From Lemma 13 and Proposition 10, the palindromic elements are pre-images of ∅, 1, . . . , n and [2], . . . , [n] . There are total 2n of them. We have n+1 locally-longest elements coming from I = ∅, {0}, {0, 1}, . . . , {0, . . . , n− 1} and n + 1 chain elements coming from id, s 0 , s 1 s 0 , . . . , s n−1 · · · s 0 . Since we have 2 overlaps, these 2n elements are exactly all the palindromic elements of W J .
We now start analyzing the type D case. Since s 1 and s 0 commutes, we have exactly one element of length k for 0 ≤ k ≤ 2n − 2 and k = n − 1, and exactly two elements of length n − 1. An example Hasse diagram is drawn in Figure 8 . The nontrivial palindromic elements are exactly the elements of length 1 ≤ k ≤ n − 1.
This quotient is isomorphic to M (n − 1) thanks to Stanley [12] :
Proposition 17. The palindromic elements of W J (in the previous Lemma) are exactly the locally-longest elements.
Proof. From Lemma 16 and Proposition 10, the palindromic elements are pre-images of ∅, 1, . . . , n − 1 and  [2] , . . . , [n − 1]. There are total 2n − 2 of them. We have 2n − 2 locally-longest elements coming from I = ∅, {0}, {0, 2}, . . . , {0, 2, 3, . . . , n − 1}, {0, 2, 1}, . . . , {0, 2, 1, 3, . . . , n − 1}. Hence these are exactly all of the palindromic elements of W J .
4.3. type E. We now start analyzing the type E case. Figure 9 has Dynkin diagrams of type E 6 , E 7 and E 8 .
Since the leaf quotients of E 6 and E 7 are embedded inside the leaf quotients of E 8 , we will analyze E 8 only.
Example 18 (E 8 ). 1, 3, 4, 5, 2, 4, 3, 1, 6, 5, 4, 3, 2, 4, 5, 6]  • [1, 3, 4, 5, 6, 7, 2, 4, 5, 6, 3, 4, 5, 2, 4, 3, 1, 3, 4, 5, 6, 7, 2, 4, 5, 6, 3, 4, 5, 2, 4 This implies that a rationally smooth w has a BP-decomposition where v is a locally-longest element or is in a local chain except for few cases. Similarly, it was shown in [11] that a rationally smooth w has a BP-decomposition into a chain element except for few special cases.
The theorem implies a conjecture that was previously asked by the authors [8] :
Corollary 20. Let W be a Weyl group with simple reflections S, and let J def
= S \ {s} where s is a leaf of the Dynkin diagram. Then v ∈ W J is palindromic if and only if v is a locally-longest element or a chain element.
The conjecture was actually stated for entire Coxeter groups, but we show in the last section that it is not true for type H 4 .
FACTORING THE POLYNOMIAL R w (q)
In this section we will study how R w (q) behaves with respect to the BP-decomposition. From a hyperplane arrangement A, we can get a poset structure on the set of chambers of that arrangement. Then the distance enumerating polynomial R A of A is simply the rank generating function of its poset Q A .
Let A be a central hyperplane arrangement with a pre-fixed fundamental chamber r 0 . Also let A ′ be some subarrangement of A and r some chamber of A ′ . We define the induced subposet Q A,A ′ ,r to be the induced subposet of Q A on the chambers of A that is contained in r. We will say that A is uniform with respect to A ′ if for all chambers r of A ′ , the induced subposets Q A,A ′ ,r are all isomorphic. When this happens, we use Q A,A ′ to denote the poset.
If w 0 is the longest element of W , the arrangement A w0 is simply the well known Coxeter arrangement of W . Here each chamber is indexed with a permutation w ∈ W and two chambers u, v are adjacent if and only if v = us i and their length differs exactly by 1. Hence the poset Q Aw 0 where w 0 is the longest element of W is exactly the weak Bruhat order of W . It is a well known fact that the weak Bruhat order of W and the strong Bruhat order of W are different poset structures on the same set of elements with same rank [4] . From this it follows that: Lemma 22. When w 0 is the longest element of W , we have P w0 (q) = R w0 (q). When u 0 is the longest element of W J for some J ⊂ S, A w0 is uniform with respect to A u0 .
Proof. Each chamber of A w0 is indexed with a permutation of w ∈ W . Each permutation w ∈ W has a parabolic decomposition uv where u ∈ W J and v ∈ J W . The chambers indexed by uv with common u ∈ W J are contained in the same chamber indexed by u in A u0 . For each chamber u in A u0 , the chambers of A w0 contained in it are only separated by hyperplanes of A w0 \ A u0 . The poset Q Aw 0 ,Au 0 is the right weak Bruhat order on W J .
Now we start the analysis of R w (q) when w is rationally smooth. The first step is the following lemma:
Lemma 23. Let w ∈ W be a rationally smooth element and w = uv be a BP-decomposition. Then every simple reflection in J appearing in the reduced word of v is a right descent of u.
Proof. If we delete every simple reflection appearing in v but one in J, then the resulting element is in W J and is below w. Hence by maximality of u, it is below u.
Actually, we can state much more about u in terms of simple reflections of J appearing in v. Proof. Take the parabolic decomposition of u under the right quotient by W I∩J . Say, u = u ′ u ′′ . Then u ′ is the minimal length representative of u in W/W I∩J . For any simple reflection s ∈ I ∩ J, the minimal length representative of us in W/W I∩J is still u ′ , hence the parabolic decomposition of us is us = u ′ (u ′′ s). Since s is a right descent of u by Lemma 23, s is a right descent of u ′′ . Therefore u ′′ is the longest element in W I∩J . The rest follows from this.
The above lemma tells us that for each rationally smooth w ∈ W , we can decompose w or w −1 to u ′ u I∩J v where uv is the BP-decomposition with respect to J, with u = u ′ u I∩J and u I∩J is the longest element of
Proposition 25. Let r be some chamber inside A 1 ⊔ A 0 . Let r ′ be the chamber of A 0 that contains r. Then the poset Q Aw,A1⊔A0,r is isomorphic to Q A0⊔A2,A0,r ′ .
Proof. Once a chamber r ′ of A 0 is fixed, we will show that any chamber of A 0 ⊔A 2 contained in r ′ interesects every chamber of A 1 ⊔A 0 contained in r ′ . In order to show this we can freely add more hyperplanes to A 0 , A 1 and A 2 . So we may assume that u = u ′ u I∩J is the longest element of W J and v is the longest element of J W .
From Lemma 22, each chamber of A 0 is now indexed with a permutation of W I∩J . Fix a chamber r x labeled with a permutation x ∈ W I∩J . Each chamber of A 0 ⊔ A 2 contained in r x is labeled with a permutation xz where z ∈ J W . Each chamber of A 1 ⊔ A 0 contained in r x is labeled with a permutation yx where y ∈ W I∩J J . For any such chamber of A 0 ⊔ A 2 and A 1 ⊔ A 0 , their intersection will be the chamber of A that is labeled by yxz, a permutation of W .
Let r 1 and r 2 be two different chambers of A contained in r. They are separated by a hyperplane in A 2 . For i = 1, 2, let r From the above property we immediately get the following tool:
Corollary 26. In the above decomposition, A uI∩J v being uniform with respect to A uI∩J , on top of R uI∩J v (q) = P uI∩J v (q) and R u (q) = P u (q) implies R w (q) = P w (q).
Proof. If we know that A uI∩J v is uniform with respect to A uI∩J , then Proposition 25 tells us that A w is uniform with respect to A u . Hence R w (q) is divisible by R u (q). Moreover,
Ru I∩J (q) . From Lemma 22 we have R uI∩J (q) = P uI∩J (q). Hence R uI∩J v (q) = P uI∩J v (q) and R u (q) = P u (q) would imply R w (q) = P w (q).
The above corollary allows us to only consider the case when u is the longest element of some W I .
Proposition 27. In the above decomposition, if v is a locally longest element or is in a local chain, then
Proof. From the previous Corollary, it is enough to show that A uI∩J v is uniform with respect to A uI∩J and that R uI∩J v (q) = P uI∩J v (q).
If v is the longest element of J W , then u I∩J v is the longest element of W I . The claim follows from Lemma 22.
When W
I∩J I
is a chain, let v ′ denote the longest element of
′ is the longest element of W I . From Lemma 22, we know that R uI∩J (q) = P uI∩J (q) and R uI∩J v ′ (q) = P uI∩J v ′ (q). For each chamber u of A uI∩J , the poset Q(A w ′ , A uI∩J , u) is a chain of length ℓ(v ′ ). In particular, every hyperplane of A w ′ \ A uI∩J intersects the interior of the chamber u.
When we go from A w ′ =uI∩J v ′ to A uI∩J v , we are removing some hyperplanes of A w ′ \ A uI∩J . For each chamber u of A uI∩J , the poset Q(A uI∩J , A uI∩J , u) is a chain of length ℓ(v ′ ) minus the number of hyperplanes removed. Hence A uI∩J v is uniform with respect to A uI∩J . Moreover, we have R uI∩J v (q) = R uI∩J (q) (1 + · · · + q ℓ(v) ). The claim now follows from Lemma 22.
Lastly we analyze two special examples each coming from F 4 and B n which will be needed in the next section.
Example 28. Let w ∈ F 4 be w = uv where u is the longest element of W {1,2,3} and v = s 4 s 3 s 2 s 1 . Then P w (q) = P u (q)(1 + q + q 2 + q 3 ). The hyperplane arrangement A w is taking the hyperplanes x 1 = 0, x 2 = 0, x 3 = 0, x 2 −x 1 = 0, x 3 −x 2 = 0, x 3 −x 1 = 0, x 1 +x 2 = 0, x 1 +x 3 = 0, x 2 +x 3 = 0 coming from A u and additionally taking the hyperplanes
Pick any chamber c of A u and pick an arbitrary interior point x inside. Chamber c determines a total order on x 1 , . . . , x n−1 , −x 1 , . . . , −x n−1 that does not depend on the choice of x. Consider the line l x obtained from x by changing the x n value from −∞ to +∞. This line is still contained in chamber c. Imagine moving through the line l x by changing the x n value from −∞ to +∞. The order we cross the hyperplanes of A w \ A u is determined by the total order on x 1 , . . . , x n−1 , −x 1 , . . . , −x n−1 .
Hence A w is uniform with respect to A u . Moreover, the poset Q w is obtained from Q u by doing a product with a chain of length 4. We get R w (q) = R u (q)(1 + · · · + q 4 ). Since R u (q) = P u (q) from Lemma 22 and
, we obtain the desired result.
Lemma 29. Let W be a type B n Weyl group and S be the set of simple roots, corresponding to the Dynkin diagram of Figure 5 . Set J = S \ {s 0 }. Pick w = uv where u is the longest element of W J and v = s 0 s 1 · · · s n−1 . Then A w is unifrom with respect to A u and P w (q) = R w (q).
Proof. The hyperplane arrangement A u consists of hyperplanes x i = 0 for 1 ≤ i ≤ n − 1, hyperplanes x i − x j = 0 for 1 ≤ i < j ≤ n − 1 and hyperplanes x i + x j = 0 for 1 ≤ i < j ≤ n − 1. The hyperplane arrangement A w is obtained from A u by adding in the hyperplane x n = 0 and hyperplanes x n + x i = 0 for 1 ≤ i ≤ n − 1. Pick any chamber c of A u and pick an arbitrary interior point x inside. Chamber c determines a total order on x 1 , . . . , x n−1 and 0 that does not depend on the choice of x. Consider the line l x obtained from x by changing the x n value from −∞ to +∞. This line is still contained in chamber c. Imagine moving through the line l x by changing the x n value from −∞ to +∞. The order we cross the hyperplanes of A w \ A u is determined by the total order on x 1 , . . . , x n−1 and 0.
Hence A w is uniform with respect to A u . Moreover, the poset Q w is obtained from Q u by doing a product with a chain of length n. We get R w (q) = R u (q)(1 + · · · + q ℓ(v) ). Since R u (q) = P u (q) from Lemma 22
CONCLUSION AND FURTHER REMARKS
In this section, we finally prove that P w and R w are the same when w is palindromic.
Theorem 30. Let W be a Weyl group. Let w be a rationally smooth element. Then R w (q) = P w (q).
Proof. We use induction on the rank of W . The claim is obvious for rank 1. Decompose w or w −1 via BP-decomposition. By applying Theorem 19, we see that either v is a locally-longest element or is in a local chain or is in special cases of F 4 or B n . In the first two cases, that is when v is a locally-longest element or is in a local chain, then Proposition 27 allows us to replace w with rationally smooth u of strictly smaller rank. If we are in the special cases, using Example 28 and Lemma 29 combined with Corollary 26 allows us the same replacement.
Since R w (q) is always palindromic by definition, we get the following result as a corollary:
Corollary 31. Let W be a Weyl group. Then w is rationally smooth if and only if P w (q) = R w (q).
We would like to mention that [11] has an explanation of the factors of R w (q) using the structure of the hyperplane arrangement.
The proof of the main theorem is based on a recurrence relation, using Theorem 19. Back in [8] , we conjectured that Corollary 20 would be true for any Coxeter groups. Although Theorem 19 tells us this is true for Weyl groups (also answered in [11] ), it turns out that there are palindromic lower intervals in a leaf quotient of H 4 Coxeter groups that does not satisfy the property. One nice property that R w (q) has is that it is always palindromic regardless of the rational smoothness of w. And this is a property that intersection homology Poncaré polynomial IP w (q) also has. So it would be interesting to compare these two polynomials [6] .
