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Graphical abstract 
 
 
 
Abstract 
 
There is growing interest in Laser Powder Bed Fusion (L-PBF) or Selective Laser Melting (SLM) 
manufacturing of high conductivity metals such as copper and refractory metals. SLM manufacturing 
of high thermal conductivity metals is particularly difficult. In case of refractory metals, the difficulty 
is amplified because of their high melting point and brittle behaviour. Rapid process development 
strategies are essential to identify suitable process parameters for achieving minimum porosities in 
these alloys, yet current strategies suffer from several limitations. We propose a simple approach for 
rapid process development using normalized process maps. Using plots of normalized energy density 
vs. normalized hatch spacing, we identify a wide processability window. This is further refined using 
analytical heat transfer models to predict melt pool size. Final optimization of the parameters is 
achieved by experiments based on statistical Design of Experiments concepts. In this article we 
demonstrate the use of our proposed approach for development of process parameters (hatch spacing, 
layer thickness, exposure time and point distance) for SLM manufacturing of molybdenum and 
aluminium. Relative densities of 97.4% and 99.7% are achieved using 200 W pulsed laser and 400 W 
continuous laser respectively, for molybdenum and aluminium, demonstrating the effectiveness of our 
approach for SLM processing of high conductivity materials. 
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1. Introduction 
 
Selective Laser Melting (SLM) is a powder bed AM process that utilizes a high power-density laser to 
selectively melt thin powder layers one by one to produce a three-dimensional component. It is one of 
the most popular of the AM processes. A detailed description of the process can be found elsewhere 
[1±4]. SLM systems can be broadly divided into two categories depending on how the laser moves 
during a scan. The first are continuous systems, where the laser continuously moves along the scan 
path with a constant velocity and power [1±3]. The second are pulsed-laser systems, where the laser is 
stagnant when shining over a given spot, shuts off, moves to the next spot, and turns on again [4,5]. 
The SLM process has been successfully developed for a number of materials including titanium 
alloys, stainless steels and nickel alloys producing components with a relative density greater than 
98% [1±3]. To achieve such high densities, the melt pool generated on exposure to the laser should 
completely wet the substrate or previously solidified metal before solidification [4,6]. The heat 
supplied by the laser should be at least the sum of energy lost by laser reflection, required to melt the 
desired volume, raise the temperature of the melt pool to sustain it long enough that it wets the 
substrate, and other energy losses.  
 
The conventional approach to finding operable process parameters involves trial and error, 
experimenting with a large range of process parameters. This is time consuming, expensive, and often 
does not result in the best parameter set. In recent times, interest has increased in developing SLM 
process for materials such as copper, aluminium, and, in particular, refractory metals [4,6±9]. The 
thermal conductivity of these materials is roughly an order of magnitude higher than that of stainless 
steel and titanium, which can be processed well in SLM. In high-conductivity materials, heat 
extraction via conduction from the melt pool is fast, and energy loss due to the associated high 
reflectivity of the material is high. This leads to a small process window due to several detrimental 
mechanisms: Rapid cooling rates often do not allow enough time for the molten metal to flow. This, 
coupled with a high surface tension of molten metal results in a SKHQRPHQRQFDOOHGµEDOOLQJ¶, where 
the metal solidifies as a globular bead leaving large spaces between itself and previously solidified 
material, resulting in high porosity [4,7,10]. High thermal gradients develop during the process, which 
result in large residual stresses. This may lead to crack generation. To tackle these issues we propose a 
more predictive approach to finding ideal process parameters to achieve minimum porosity. The voids 
observed in this work are of the well-described lack-of-bonding, gas porosity as well as cracking type 
[11]. 
 
Researchers have proposed multiple methods to predict the range of processing parameters that could 
be used for a given combination of process and material. The most simplistic approach, that does not 
account for any heat loss and does not include information about the material, is based on the supplied 
µHQHUJ\GHQVLW\¶SHUXQLWYROXPH[12,13]. Li et al. describe this volumetric energy density, ܧ௢,  as ܧ௢ ൌ ொ௩௛௟, where ܳ and ݒ are laser power and velocity respectively. ݈ is layer thickness and ݄ is the 
hatch spacing between the tracks [12]. Thomas [14] and Ion [15] suggest the use of normalized 
process maps, where normalized energy input, ܧ௢כ ൌ ݊ܳ ?ݒ݈݄ߩܥ݌ሺܶ݉െܶ݋ሻ is plotted in terms of process 
variables, ௥௛್ . Here, ݊ǡ ߩǡ ܥ௣, and ௠ܶ are the material properties - laser absorptivity, density, specific 
heat capacity, and melting temperature, respectively, and ௢ܶ is the ambient temperature. These maps 
allow transferring known process windows for one material to a new one. However, they only give a 
relatively wide processing window, which needs to be further optimized. 
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For better precision in predicting process parameters, numerical Finite Element Models (FEM) have 
been developed that include all relevant heat loss mechanisms [16±18]. These simulations are 
computationally expensive and require extensive experimentation for validation of the models 
themselves. An intermediate approach is to develop analytical models to understand heat transfer 
during AM processes [19,20]. Analytical models that predict the temperature rise when heating a 
body using a small heat source, such as a laser, already exist [21±25]. Such models have been used to 
compute temperature fields during welding [21,22]. It is possible to expand these models to predict 
the geometry, in particular, the size of the melt pool generated during the SLM process by considering 
the melting temperature isotherm. 
 
In this paper, we discuss the application of existing analytical heat transfer models to the conditions 
prevailing during SLM of high- and low-conductivity metals. We then present a simplified predictive 
approach to process development for SLM of new metals. It involves firstly identifying a wide 
processability window based on normalized process maps. Secondly, analytical heat transfer models 
are utilised to narrow down this window. Finally, an experimental process parameter optimization 
based on Design of Experiments (DOE) principles is performed. We apply our approach to the SLM 
process development for a refractory metal, molybdenum, and for a very dilute (>99 wt% Al) 
aluminium alloy. After process parameter optimization, we achieve a relative density of 97.4% for 
molybdenum, which is considerably higher than previous works using a similar laser power [13], and 
99.7% for the aluminium alloy.  
 
2. Methods and procedures 
 
2.1 Laser absorptivity modelling 
 
An important parameter in analytical heat transfer models for SLM is the laser absorptivity of the 
powder, n. It is defined as the fraction of incident laser power that is absorbed by the material. An 
empirical relation given by Bramson [26] (Eq. 1) relates laser absorptivity of bulk material, ns, with 
the wavelength of the incident laser, ߣ, and the electrical resistivity of the material, ߤ [27].  
 ݊௦ ൌ  ?Ǥ ? ? ?ටఓఒ െ  ?Ǥ ? ? ? ?ቀఓఒቁ ൅  ?Ǥ ? ? ?ටቀఓఒቁଷ Eq. 1 
 
However, this equation ignores surface effects, and metal powders display a higher laser absorptivity 
value than the bulk material owing to the multiple reflections between powder particles [28]. Boley et 
al. calculated the laser absorptivity of metal powders using ray-trace simulations (Figure 1) [28]. We 
define a multiplicity factor, m, such that the laser absorptivity of the powder, ݊, is given by ݊ ൌ ݉  ?݊௦. We fit a regression equation, ݉ ൌ  ?Ǥ ? ? ? ?݊௦ି଴Ǥସ଼଻, WR%ROH\HWDO¶VGDWDUHODWLQJ the multiplicity 
factor, ݉, to the laser absorptivity of the bulk material, ݊௦. In the remainder of this work, we first 
calculate ݊௦ using Eq. 5 and then obtain ݊ from our regression equation. Note that this treatment 
ignores the temperature dependence of the absorptivity as well as its change upon melting. This often 
used simplification was adopted to keep the problem tractable with analytical models, as detailed in 
the next section.  
 
 
2.2 Heat transfer modelling 
 
The general differential equation for heat transfer in a stationary, homogeneous, isotropic solid is 
given as [29] 
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݇ ቀడమ்డ௫మ ൅ డమ்డ௬మ ൅ డమ்డ௭మቁ ൅ ݃ ൌ ߩܥ௣ డడ்௧  Eq. 2 
 
Here, k is the thermal conductivity of the material and ݃ is heat generation within the solid. The 
differential equation for heat transfer is composed of three terms: The first term describes the heat 
transfer within the solid and to or from its boundary surfaces, the second term describes the heat 
generation within the solid; for SLM this is the absorbed laser power, ݊  ? .ܳ The third term describes 
the heat energy stored within the solid. Analytical solutions for predicting the temperature rise during 
laser heating are derived from this basic differential equation by setting boundary conditions to 
simplify the equation from five variables (x,y,z,t,T) to two or three variables [19,22,29,30].  
 
A commonly used solution for predicting temperature profiles during SLM processing is based on the 
early work of Rosenthal [21,22,27]. This solution is derived for a point heat source moving at a 
constant velocity,ݒ, over an infinitely large substrate.  It assumes a moving coordinate system, such 
that the origin is always at the location of the heat source, by substituting ݔ ൌ െݒݐ [22], where ݐ is 
time. Due to the assumption of a point heat source, the Rosenthal solution can only be used if the 
beam radius, ݎ௕, is significantly smaller than the distance the heat can diffuse through during the 
interaction timeǡ ݎ௢ ൌ ඥ ?ߙݐ௘ [15], i.e. ݎ௕ ا ݎ௢. Here, ߙ is the thermal diffusivity of the material. The 
laser interaction time, ݐ௘, is defined as ݐ௘ ൌ ݎ௕ ݒൗ  for a laser system with constant power output (a 
continuous system). For pulsed laser systems, ݐ௘ is equal to the exposure time. The distance between 
two laser spots in a pulsed-laser system (point distance, p) has to meet an analogous criterion, ݌ ا ݎ௢. 
Under such conditions in a pulsed system, the laser can be approximated as moving continuously with 
an apparent velocity, ݒ௔௣௣ ൌ ௣௧೐ା௧ೝ, and apparent laser power, ܳ௔௣௣ ൌ ொ௧೐௧೐ା௧ೝ, where ݐ௥ is travel time for 
idle laser between two consecutive exposed points. Under these assumptions, the general heat transfer 
differential equation (Eq. 2) can be solved to yield the temperature field [21,22] 
 ܶሺݔǡ ݀ሻ ൌ ௢ܶ ൅ ௡ொଶగ௞ௗ  ݁ݔ݌ െ ቀ௩ሺ௫ାௗሻଶఈ ቁ,  Eq. 3 
 
where ݀ ൌ ඥݔଶ ൅ ݕଶ ൅ ݖଶ. Eq. 4 
 
Another solution of Eq. 2 that can be applicable for use in pulsed laser systems is the ³1D model´. It 
is derived for an infinitely large static laser shining over an infinitely thick substrate (Eq. 5 and Eq. 6) 
[19,23]. Here, the heat transfer along ݔ and ݕ directions is ignored and only one dimensional heat 
flow along the ݖ axis is considered. This solution is valid when the beam radius is much larger than 
the distance the heat can diffuse through during the interaction time (ݎ௕ ب ݎ௢). 
  ܶ ൌ  ௡ொగ௥್మ௞ ቈටସఈ௧గ ݁ିሾ௭ ሺଶ ?ఈ௧ሻ ? ሿమ െ ݖ݁ݎ݂ܿ ቀ ௭ଶ ?ఈ௧ቁ቉ ൅ ௢ܶ            (for ݐ ൑ ݐ௘) Eq. 5 ܶ ൌ  ௡ொగ௥್మ௞ ቊටସఈ௧గ ݁ିൣ௭ ൫ଶ ?ఈ௧൯ ? ൧మ െටସఈሺ௧ି௧೐ሻగ ݁ିൣ௭ ൫ଶඥఈሺ௧ି௧೐ሻ൯ ? ൧మ െݖ ൤݁ݎ݂ܿ ቀ ௭ଶ ?ఈ௧ቁ ݁ݎ݂ܿ ൬ ௭ଶඥఈሺ௧ି௧೐൰൨ቋ                                  (for ݐ ൐ ݐ௘) Eq. 6 
 
Based on the prevailing conditions for a material and process combination, one or the other of these 
models is appropriate. The selected model can then be used to predict the melt pool depth, ܴ௠, by 
solving the equation for highest value of ݖ at ܶ ൌ ௠ܶ. For high conductivity materials, ݎ௢ is large 
(since ߙ is high), therefore the Rosenthal solution can be used under most process conditions. For a 
pulsed laser system, we can assume that the melt pool is hemispherical, while in a continuous system, 
it can only be assumed to be semi-circular in the ݕ െ ݖ plane.  
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To get fully dense components, each melt pool should completely overlap with the previously 
generated melt pool adjacent to it. To achieve this complete overlap, the minimum overlap depth, ݀௜௡௧, (as defined in Figure 2) should be greater than the layer thickness, l. To calculate ݀௜௡௧, we 
consider the maximum lateral separation between two melt pools, which is ݀௦ ൌ ݄ (the hatch 
distance) for continuous laser systems and ݀௦ ൌ ඥ݄ଶ ൅ ݌ଶ for pulsed laser systems. Using the 
simulated value for melt pool depth, ܴ௠, the minimum overlap depth can be geometrically calculated 
as ݀௜௡௧ ൌ ටܴ௠ଶ െ ௗೞమସ   (cf. Figure 2 ).  
 
We define the dimensionless overlap depth,݀כǡ as ݀כ ൌ ݀௜௡௧ൗ݈ . For a given material, ݀כ is essentially 
a function of the process parameters - ܳǡ ݐ௘ ǡ ݄ǡ ݌ and ݈. Note that reasonable assumptions for all but 
one of these parameters need to be made to be able to calculate the last one given a certain ݀כ value, 
e.g. values for Q, h, p and l need to be set to be able to optimize ݐ௘. Many different such parameter 
combinations lead to the same value of ݀כ. Under ideal conditions, ignoring the effects of balling and 
thermal residual stresses, a ݀כ value of one or more alone should give complete overlap of the melt 
pools, and therefore lead to high-density components, notwithstanding the parameter combination that 
was used to arrive at the value of ݀כ. Figure 3 shows a flow chart depicting our proposed approach 
under ideal conditions.   
 
For materials that are very sensitive to thermal residual stresses or balling, however, only certain 
parameter combinations that yield ݀כ ൐  ? lead to defect-free parts, and additional optimization of 
process parameters is required. We develop such a method for parameter optimization in section 3.3 
using the example of pure Molybdenum. 
 
2.3 Experimental  
 
99.95% pure plasma-spheroidised molybdenum powder supplied by Tekna Advanced Materials Inc., 
Canada, was used as the feedstock material. Figure 4 shows an SEM (secondary electron) image of 
the powder and the particle size distribution measured using a Mastersizer 2000 laser diffraction 
analyser (Malvern Instruments, UK). A Renishaw SLM 125 machine (Renishaw plc, UK) which uses 
a pulsed laser with a beam radiusǡ ݎ௕, of 25 Ɋ for the no focus offset condition and an idle laser 
velocity (i.e. jump between spot irradiations) of 2.5 ିଵ was used for sample production. Cubic 
parts with 5 mm edge length were built on a 20 mm thick stainless steel substrate. Additionally, single 
track trials were conducted by laying a thin layer of molybdenum powder on a 0.5 mm thick, 99.95% 
pure molybdenum plate (Alfa Aesar, USA) placed on a 20 mm thick stainless steel substrate. All 
experiments were performed in an argon atmosphere with the oxygen level kept steady at 1000 ppm. 
Except for the remelting in trial 4, where a laser focus offset of ³4´, giving a beam radius of 70 Ɋ 
was used, all experiments were performed in the no focus offset condition. The meander scan strategy 
with a layer-to-layer rotation angle of 67° was used in all experiments performed in this study to 
minimize residual stress development [4]. An Aconity 3D Mini from Aconity GmbH, Aachen, 
Germany, equipped with a continuous laser was used for Al-Sc alloy; detailed experimental 
information for this alloy is given in the supplementary section. 
Based on the discussion by Spierings et al. [2], we selected the optical method for density 
measurements. Samples were prepared along a plane parallel to the build direction using usual 
metallographic techniques. Omnimet modular imaging software (Buehler, USA) connected with a 
Nikon Eclipse LV 150 optical microscope was used for the analysis. The measurements were done at 
50x magnification. For each processing condition, three micrographs, including almost the entire 
sample surface, were taken. Between each measurement, the samples were re-ground and re-polished 
to reveal a different cross section plane. Each given porosity value is an average of three such 
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measurements.  Philips XL 30 S-FEG scanning electron microscope in secondary electron mode at an 
accelerating voltage of 20 kV was used for imaging of the as-deposited top surface. The statistical 
software package Minitab 17 was used for the generation of experiment design and their analysis. 
 
3. Results and discussion 
 
3.1 Normalized process map 
 
Figure 5 shows a normalised process map, including works of previous researchers and our own trials.  
As described by Thomas et al. [14],  we set the ݕ-axis as ଵ௛כ ൌ ௥௛್  and the ݔ-axis as ௤כ௩כ௟כ ൌ௡ொଶ௩௟௥್ఘ஼೛ሺ ೘்ି ೚்ሻ, which gives ݔ  ? ݕ as ܧ௢כ ൌ ௡ொ௥್ ௩ ?ଶ௥್௟௛ఘ஼೛ሺ ೘்ି ೚்ሻ. Note that by using these reduced variables, 
the process map should be independent from machine and material used. Here, normalized energy 
input, ܧ௢כ, is essentially the ratio of energy absorbed by the material to that required for melting the 
volume ݈  ? ݄  ? ݎ௕ [14]. The processability window of Ti-6Al-4V titanium alloy for producing 
components with a relative density greater than 99.95% is shown based on electron beam powder bed 
additive manufacturing (EBM) experiments [31]. Parameters used for SLM processing of the same 
material were found to be within these limits [32]. Similarly, for stainless steel processing by SLM, a 
lower limit of energy input, below which the relative density of the components produced was less 
than 99%, was established [33] and is shown in the figure. Work on SLM processing of tungsten is 
also shown [4,8]. Zhou et al. [4] achieved a maximum relative density of just 82.9%, indicating too 
low an energy input. On the other hand, Wang et al. [8] were able to achieve relative densities as high 
as 96% by increasing the energy input. Their results also show a wider processing window for high 
laser powers. Faidel et al. used a machine equipped with  a 200 W laser for SLM manufacturing of 
molybdenum; they achieved a maximum relative density of just 82.5% [13]. In a another study, Wang 
et al. were able to achieve a relative density of 99.1% in SLM produced molybdenum using a 400 W 
laser [5]. Their work cannot been shown in the figure below as they did not provide enough 
information about the parameters used, only mentioning the line energy densities. 
 
We selected the process parameters for our own trials 1-3 such that the normalized energy input is 
within the limits used by Faidel [13] and Wang [8].   
 
3.2 Heat transfer modelling 
 
Let us now assume a homogeneous static laser source with an infinite diameter shining 
perpendicularly on a powder bed for a given time. The 1D model (Eq. 5 and Eq. 6) is used to calculate 
the time-temperature profiles at different depths below the surface under such conditions. This is then 
used to predict the depth of a melt pool generated by the laser. Figure 7 shows the resultant time-
temperature profile for ݐ௘ ൌ  ? ? ?Ɋ and ܴ௠ ൌ 45 Ɋ. The temperatures are plotted for a point at the 
surface, and points ݀/2, ݀ and 45 Ɋ below the surface. Where ݀ is the depth of the melt pool at time ݐ ൌ ݐ௘. Note that the maximum depth of the melt pool is not necessarily reached at the time of laser 
shutoff for the same reasons as discussed above. The time for the point 45Ɋ below the surface to 
reach the melting temperature increases as ߙ decreases. For tungsten and molybdenum, with relatively 
high ߙ, the maximum melt pool depth is achieved approximately at ݐ௘. On the other hand, for stainless 
steel and titanium alloys with low ߙ, 2.5 and 3 s longer, respectively, are required to reach the 
maximum melt pool depth. For both W and Mo, the time available for molten metal to flow before it 
is solidified, i.e. the time for which ܶ ൐ ௠ܶ, is significantly smaller than that for low conductivity 
materials. This might promote balling in W and Mo. It should also be noted that, in case of stainless 
steel and titanium alloys, a part of the melt pool exceeds the boiling temperature. While the extent of 
this vaporization is probably overestimated by the current model, boiling actually takes place in SLM 
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processing of some materials and leads, via the vapour recoil pressure, to the formation of a keyhole 
and possibly to the related porosity.  
The two models described above predict vastly different energy inputs required for achieving the 
same melt pool depth (Figure 8). Therefore, the selection of the suitable analytical model is critical to 
arrive at sensible process parameters for experiments. For all materials, the Rosenthal model requires 
a higher energy input. The difference in energy input predicted by the two models increases with ߙ. 
Unlike the Rosenthal solution, the 1D model assumes heat flow only along the ݖ axis. This approach 
ignores any heat loss along any other direction, thus requiring a lower energy input for the generation 
of the same melt pool depth. Since this energy loss is directly proportional to ߙ, the difference in 
energy input predicted by the models is directly proportional to it. 
 
To find out the model more suitable for use with molybdenum, we check the validity criteria for these 
models, as discussed in section 2.2. ݎ௢ for molybdenum is calculated as  ? ? ?ߤ݉ and  ? ? ?ߤ݉ 
respectively for ݐ௘ ൌ  ? ? ?ߤݏ and  ? ? ?ߤݏ. Since in our case, ݎ௕ ൌ  ? ?ߤ݉ and ݌ varies in the range of  ? ? to  ? ?Ɋ, r0 violates the validity condition for the 1D model (ݎ௕ ب ݎ௢). However, it meets the 
condition for the Rosenthal solution (ݎ௕ ا ݎ௢ and ݌ ا ݎ௢). Therefore, for the given material and range 
of operating parameters,  the Rosenthal solution for a moving point-size heat source is more accurate 
for use with our pulsed laser system than a model for a static heat source assuming one dimensional 
heat flow. This is somewhat surprising, because the 1D model was specifically developed for pulsed-
laser systems. However, its underlying assumptions are violated in this particular case.  
 
To further bolster this claim, a single-track experiment was performed. The experiment was carried 
out using ൌ  ? ? ?, ݐ௘ ൌ  ? ? ?Ɋ, and ݌ ൌ  ? ?Ɋ. This gives an ܧ௢כ of 12.6 (assuming ݈ ൌ  ? ?Ɋ and ݄ ൌ ݌), being within the range used by Faidel [13]. For these parameters, the melt pool width 
predicted by the Rosenthal model is  ? ?Ɋ and by 1D model is 290 Ɋ (calculated from the melt 
pool depth, assuming a hemispherical shape). In our experiment, we measure a melt pool width of 
~ ? ?Ɋ (cf. Figure 9), so our usage of the Rosenthal solution appears justified.  
Based on the discussion above, the Rosenthal solution is used to set the range of parameters i.e. ݐ௘, ݄, 
and ݌ for further experimental work. We kept the process parameters such as to stay within the limits 
of ܧ௢כ used in earlier works. The melt pool depth, ܴ௠ was calculated and was used to obtain the value 
for݀כ. ݀כ acts as the basic selection criterion for experiments.  
 
3.3 Further process parameter optimization via bulk specimen experiments 
 
Molybdenum is susceptible to balling and cracks from thermal residual stress, therefore, requiring 
additional parameter optimization. Since balling is dependent on the solidification conditions [8,34], 
in particular on the ability of the molten material to flow and wet the underlying material, we first 
attempt to separate the behaviour of a single melt pool from the optimization of melt pool overlaps. 
We achieve this by setting ݀כ ൌ  ?, i.e. ensuring a minimum melt pool overlap or interaction. The 
parameter to be optimized in the first set of experiments, trial 1, is the interaction time, ݐ௘, since (next 
to the laser power, that was kept constant at its maximum value), it has the most direct influence on 
the melt pool existence time and melt superheat. In the experiment, we varied ݐ௘ between 100 and 200 Ɋ. We repeated the experiment for three different values of the hatch spacing (45, 50 and 55 µm), 
each large enough to keep ݀כ ൌ  ?Ǥ  ݌ǡ ݈, and ܳ were set as 50 Ɋ, 30 Ɋ, and 143 W respectively (i.e. 
p was chosen as twice the beam radius, l was chosen as the lowest reasonable value for the used 
powder and Q was set as the maximum power output of the machine at the time of experiment). The 
resulting porosity as a function of ݐ௘ (Figure 10) shows that there is an optimum value of ݐ௘ =  ? ? ?Ɋ.  
In the next step, we aim to optimize the process parameters for reducing residual thermal stress. Stress 
is largely influenced by the scan parameters, i.e. hatch spacing, h, and point distance, p. Initial 
experiments conducted with values chosen such that ݀כ ൒  ? (not shown here) yielded porosities that 
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did not depend on p and h in a systematic manner. We therefore conducted the next set of 
experiments, trial 2, keeping  ? ൑ ݀כ ൏  ?, using the same layer thickness and laser power as trial 1 and 
keeping the optimized ݐ௘ ൌ 150 Ɋ constant. h and p were varied between 35 to 55 Ɋ and 25 to 45 Ɋ respectively. We used a contour plot based on response surface analysis [35] to find an optimal 
process window (Figure 11). Surprisingly, intermediate values for p and h (intermediate ݀כ) lead to 
the lowest porosity values and not values that lead to a large melt pool overlap (maximum ݀כ).  
To understand the counterintuitive results from trial 2, we performed additional single track 
experiments. For ݌ ൌ  ? ?Ɋ, cracks running through the track were observed; the cracks were 
eliminated on increasing ݌ to  ? ?Ɋ (Figure 12). This is attributed to the presence of higher residual 
stresses resulting in cracking when the consecutive melt pools are too close to each other. These 
cracks appear as additional porosity in our density measurements. 
With interaction time, ݐ௘, hatch spacing, ݄, and point distance, ݌, optimized for reduced balling and 
residual thermal stresses, we vary the remaining parameters, layer thickness, ݈, and laser power, ܳ, to 
achieve ݀כ ൐  ?. ݌ and ݄ were set as 35 and 45 Ɋ respectively from within the process window in the 
contour plot above. A significant reduction in porosity was observed upon increasing the laser power 
to 190 W and decreasing layer height to 20 µm in this third trial (see Figure 13).  
 
Our extended approach to parameter selection as detailed in this section is summarized in the 
flowchart in Figure 14. 
Examining the top surface of the samples from trial 2 and trial 3 (Figure 15) revealed that the balling 
phenomenon was still taking place during the process. Since previous studies [1,4] suggested that 
remelting scans can be used to limit balling, we introduced a remelting scan after each layer. For this 
scan, we used the same process parameters as before, but a focus offset of 4. A marked improvement 
in the roughness of the top surface is observed (compare Figure 16 a) to Figure 15). This is also 
correlated with the reduction in porosity (Figure 16.b). Finally a relative density of 97.4% is achieved. 
Multiple cracks can still be observed in the top surface, probably as a result of thermal residual 
stresses. Increasing the base plate temperature might help in reducing them, however, this remedy was 
outside the scope of this work.  
 
3.4 SLM manufacturing of Aluminium 
 
To further demonstrate the strength of our predictive approach over the conventional energy density 
based approach [5,12,13], we briefly present some of the results from an ongoing work on Al-
0.44wt% Sc alloy. We made a total of eight samples using a continuous laser system, three each with 
energy densities [12] of 139 and 174 J/mm3 and two with 208 J/mm3. We vary the laser velocity 
between 300 and 900 mm/s while adjusting laser power to reach the desired energy density. Note that 
the eight samples are shown by only three points, each representing a different energy density, in the 
normalized process map (Figure 5). Figure 17 shows the measured relative density with respect to the 
calculated melt pool depth, ܴ௠, using the Rosenthal equation and Figure 18 shows two exemplary 
micrographs. The corresponding ݀כ values are plotted along the secondary y-axis. Detailed 
experimental conditions for these results are given in the supplementary information. Despite keeping 
the energy density constant, and identical coordinates in Figure 5, large variations in relative density 
are observed (cf. Figure 18). Increasing the energy density does help in improving relative density 
even for the same ܴ௠LHWKHFXUYHVGRQ¶WFRPSOHWHO\RYHUODSDVZRXOGEHH[pected for a perfect 
prediction of the melt pool behaviour. However, relative densities above 98% are observed only for ݀כ ൐  ?, which is in agreement with our heuristic.   
 
4. Discussion 
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From the normalized process map, shown in Figure 5, it is clear that there is a minimum value of the 
energy that must be supplied to produce high-density components. The usual approach to finding this 
minimum energy for different materials has been mostly experimental. We further show that two 
experiments with identical coordinates in Figure 5 can lead to very different experimental outcomes in 
terms of porosity (see e.g. Figure 18). This limits the use of normalized process maps, although an 
improvement over volumetric energy density, to identify the minimum energy requirement. 
In this study, we establish an analytical parameter, ݀כ, as the ratio of the minimum overlap between 
two neighbouring melt pools to the layer thickness. To produce completely dense components, ݀כ 
should be greater than or equal to 1. This criterion can be used to identify the minimum energy input 
requirements, potentially replacing time-consuming and expensive experimental studies. 
 
The minimum overlap thickness can be easily worked out based on the scan parameters, for example, ݌ and ݄ in a pulsed-laser system, once the melt pool radius (ܴ௠) is known. In this study, we suggest 
the use of analytical heat transfer modelling to predict ܴ௠. When selecting a particular analytical 
solution of the heat transfer differential equation, it is important to check the validity of the underlying 
assumptions used to derive this solution. This has been illustrated in Figure 8. At this stage it is 
important to point out that neither of our analytical models are valid for stainless steel and titanium 
alloys, as the distance heat can travel during the interaction time, ݎ௢, in these cases, is in the same 
range as the beam radius, ݎ௕. We are currently developing analytical models that will be applicable to 
these materials. 
 
In case of the refractory metals, heat diffusion through the material is fast, leading to faster cooling. 
We show that we can use the Rosenthal solution to model the melt pool depth (Figure 6). However, a 
sufficient energy input via the laser beam and hence a minimum overlap of melt pools is not the only 
criterion to reach low porosity. The high thermal conductivity of refractory metals means that there is 
little time for the molten metal to flow before it solidifies. Therefore, the probability of the metal 
solidifying before it wets the previous layer or substrate is very high. This results in pronounced 
balling in these materials. Further, because of high thermal conductivity, high thermal gradients are 
generated during the SLM process. These strong thermal gradients generate strong local strains owing 
to thermal expansion of the material. On cooling down to the room temperature, they remain in the 
material as residual stresses, causing cracking. This is particularly true for refractory metals which are 
brittle in nature. Therefore, steps to reduce thermal residual stress and balling need to be taken during 
additive manufacturing of refractory metals. 
 
In this work, we present a heuristic that can be followed when developing additive manufacturing 
process parameters for new materials. First, a wide processability window for a given material is 
worked out using normalized process maps. This is then further optimized based on analytical heat 
transfer modelling. Lastly, a suitable operating window is identified by performing experiments based 
on DOE concepts. We expect that the use of such a framework lowers the number of experiments that 
are required in process development studies. A proof of this is, however, difficult to achieve because 
the number of experiment required in a trial-and-error approach is by definition a random variable and 
a user could obtain good results quickly either by luck or by intuition. Therefore, perhaps the most 
valuable contribution of our approach is that it gives a clear optimization heuristic instead of requiring 
either many trials, luck, or intuition.   
 
The thermal modelling approach used in this study is easy to implement and can be performed on any 
personal computer using standard mathematical software, for example, Matlab®. The effectiveness of 
the dimensionless parameter ݀כintroduced by us over the currently used energy density is best 
illustrated by the experiments on an Al-Sc alloy in Figure 17: Large variations in relative density were 
observed even when using the same energy density. Our predictions, however, that ݀כvalues greater 
than 1 lead to high relative densities (>98% in this case) turned out to be correct. 
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Note that using this heuristic, we were able to obtain a relative density of 97.4% for the SLM 
production of molybdenum using only a 200W laser. Previous works were limited to 82.5% for the 
same maximum laser power [13], and only achieved a relative density higher than in our study, 99.1 
%, by using a 400W laser [5]. 
 
Our method has the potential to be expanded beyond simply optimizing processing parameters for 
maximum density. Once the temperature field is known, quantities like thermal gradients and cooling 
rates can easily be calculated that govern the solidification and hence the microstructure evolution. 
Thus, we envision the optimization of not only porosity, but also other target features such as a certain 
microstructures leading to improved mechanical properties. 
 
5. Conclusions 
 
x Analytical models can be used to predict the melt pool shape and size. From these predictions, 
the overlap of melt pools can be calculated.  
x We define a dimensionless melt pool overlap depth, ݀כ. To manufacture components with 
high density, ݀כ should be greater than or equal to 1.  
x We demonstrate a heuristic to predict SLM process parameters. It involves an initial 
identification of a processing window through normalized process maps and further parameter 
optimization based on analytical heat transfer models and DOE based experiments. 
x For SLM processing of molybdenum, additional optimization of process parameters to reduce 
balling and thermal residual stresses is required. 
x Using our parameter optimization approach, we achieve a relative density of more than 97% 
during SLM processing of Molybdenum using a 200 W laser and a relative density of 99.7% 
for SLM produced Al-0.44wt% Sc alloy. 
x We envision that the thermal modelling approach can be further extended to predict 
microstructures in SLM-produced parts.  
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Figure 1: Regression analysis for multiplicity factor for laser absorptivity of powder (m) with respect to laser 
absorptivity for solid (ns), based on results from Boley et al. [28] 
 
 
Figure 2: a) Top view of the build plane, showing maximum separation (ds) between two overlapping melt pools 
within a same layer in a pulsed laser SLM system; for continuous laser ݀௦ ൌ ݄ b) Side view along ds, showing 
minimum overlap depth (dint) for the same melt pools. For complete overlap of the melt pools, dint should be 
greater than the layer thickness (l) of the powder laid after each complete scan of the previous layer. 
 
AC
CE
PT
ED
 M
AN
US
CR
IPT
14 
 
 
Figure 3: Flow chart depicting our proposed methodology for predictive process development. The parameters 
in orange are only required for pulsed laser system. For materials which are susceptive to failure from residual 
stresses or balling additional parameter optimization steps are required (see Figure 14). 
 
 
Figure 4: a) SEM (SE) image of the used powder b) Particle size distribution of the powder measured using laser 
diffraction. Measured particle size fractions are d10 = 14 Ɋ, d50 = 21.8 Ɋ and d90 = 33.3 Ɋ 
 
AC
CE
PT
ED
 M
AN
US
CR
IPT
15 
 
 
Figure 5: Normalized process map showing different works along with process window from the literature. Best 
relative densities of 99% and 99.5% were observed for stainless steel and titanium alloy respectively [31±33], 
whereas 96% for tungsten [8] and only 82.5% for Molybdenum [13]. Our own Molybdenum and Aluminium 
work is also shown. 
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Figure 6: Melt pool geometries along x-z plane of a) Tungsten, b) Molybdenum, c) SS 316, and d) Ti-6Al-4V 
modelled based on the Rosenthal solution for moving point-size heat source. The point of laser incidence is 
indicated by red arrows in the figure. The melt pools have been plotted for laser velocity of 0.38 ିଵ. The 
power is adjusted so as to obtain the maximum melt pool depth of 45 Ɋ for all cases. (ߙௐ ൌ  ?Ǥ ? ?ൈ ? ?ିହଶିଵǡ ߙெ௢ ൌ  ?Ǥ ? ?ൈ  ? ?ିହଶିଵǡ ߙௌௌ ൌ  ?Ǥ ? ?ൈ  ? ?ି଺ଶିଵǡ ߙ்௜ ൌ  ?Ǥ ? ?ൈ  ? ?ି଺ଶିଵ) 
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Figure 7: Temperature-time profile for a) Tungsten, b) Molybdenum, c) SS 316, and d) Ti-6Al-4V modelled 
based on the 1D model. Here d is the depth of the melt pool at time ݐ ൌ ݐ௘. The profiles have been developed for ݐ௘ ൌ100 Ɋ. The power was adjusted so as to obtain ܴ௠ ൌ 45 Ɋ for all cases. 
 
 
Figure 8: Absorbed power (solid line) and dimensionless energy input (dotted line) required for generating a 
melt pool depth of  ? ?Ɋ as predicted by the Rosenthal solution and 1D model. The parameters used for these 
calculations are ݄ ൌ  ? ?Ɋ, ൌ  ? ?Ɋ , ݈ ൌ  ? ?Ɋ, ݎ௕ ൌ  ? ?Ɋ and ݐ௘ ൌ  ? ? ?Ɋ. Notice the difference 
between the two models arising out of their underlying assumptions. 
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Figure 9: Optical micrograph of the top surface of a single track. Process parameters: ܳ ൌ  ? ? ?, ݐ௘ ൌ  ? ? ? µs, 
and ݌ ൌ  ? ?Ɋ. Predicted melt pool radius (ܴ௠) from Rosenthal solution is  ? ? µm and from 1D model is 290 
µm, compared with  ? ? µm measured experimentally. 
 
 
Figure 10: Main effects plot from statistical analysis of the experimental results for % porosity for trial 1, the 
corresponding regression equation is also shown. Based on this, the optimum value of ݐ௘ was determined as  
150 Ɋ. 
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Figure 11: Contour plot of the response surface from statistical analysis of the experimental results for % 
porosity using Minitab software for trial 2.  
 
 
 
Figure 12: Optical micrograph  of the top surface of a single track. Process parameters: ܳ ൌ  ? ? ?ܹ, ݐ௘ ൌ ? ? ?ߤݏ, and ݌ ൌ  ? ?ߤ݉ in a) and  ? ?ߤ݉ in b). A crack can be observed at the centre of the track for smaller 
point distance. This is attributed to the presence of higher thermal residual stresses. 
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Figure 13: Optical micrograph (50×) of a plane normal to top surface of a) sample 2B2 (ܳ ൌ  ? ? ?ǡ ݈ ൌ  ? ?Ɋ) and b) trial 3 (ܳ ൌ  ? ? ?ǡ ݈ ൌ  ? ?Ɋ); ݌ ൌ  ? ?Ɋǡ ݄ ൌ  ? ?Ɋܽ݊݀ݐ௘ ൌ  ? ? ?Ɋ for both. Clear 
reduction in porosity can be observed. Mean measured area of porosities in a) is 9.7 % and in b) is 5.6 % 
 
 
Figure 14: Schematic showing our predictive approach to process development including additional 
optimization steps, step 1 and step 2, for minimizing balling and cracking due to thermal residual stresses. The 
parameters in orange are only required for pulsed laser system. 
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Figure 15: SEM images of the top surface of a) sample 2B2 and b) sample 3. Notice the roughness of the top 
surface of both specimens. This is attributed to a phenomenon known as balling [4]. Also note the presence of 
multiple cracks. 
 
 
 
Figure 16: a) SEM image of the top surface and b) Optical micrograph of a plane normal to the top surface of 
sample with remelting scan (trial 4). Average porosity is 2.6%. Notice the improvement in surface roughness 
and reduction in porosity. 
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Figure 17: Plot showing measured % porosity with respect to ܴ௠ for samples produces with three different 
energy densities ± 138.88, 173.61, 208.33 J/mm3. The secondary y-axis shows the d* values. Large variations in 
relative density are observed for constant energy density values. Increasing the energy density does help in 
improving relative density even for same ܴ௠, however, relative densities above 98% are observed only for  ݀כ ൐  ?.   
 
 
Figure 18: Micrographs showing cross section of Al samples produced with energy density of 173.61 J/mm3. 
a)݀כ ൌ  ?ǡ ݒ ൌ ? ? ?ିଵǡ ܳ ൌ  ? ? ?, average porosity 8.1 % b)݀כ ൌ  ?Ǥ ?ǡ ݒ ൌ ? ? ?ିଵǡ ܳ ൌ  ? ? ?, 
average porosity 0.3 %  
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Table 1: Variable parameters used for trial 1; fixed parameters: ݌ ൌ  ? ?Ɋǡ ݈ ൌ  ? ?Ɋǡ ܳ ൌ  ? ? ?݀כ ൌ  ? 
Sample ID 1A1 1A2 1A3 1B1 1B2 1B3 1C1 1C2 1C3 ࢎ (ૄܕ) 45 45 45 50 50 50 55 55 55 ࢚ࢋ (ૄܛ) 100 150 200 100 150 200 100 150 200 
Mean % 
porosity 12.82 12.08 12.85 12.33 11.35 15.70 12.93 13.05 13.30 
 
 
Table 2: Variable parameters used for trial 2; fixed parameters: ݐ௘ ൌ  ? ? ?Ɋǡ ݈ ൌ  ? ?Ɋܽ݊݀ܳ ൌ  ? ? ? 
Sample ID 2A1 2A2 2A3 2B1 2B2 2B3 2C1 2C2 2C3 ࢎ (ૄܕ) 35 35 35 45 45 45 55 55 55 ࢖ (ૄܕ) 25 35 45 25 35 45 25 35 45 ࢊכ  0.785 0.639 0.389 0.628 0.431 0.000 0.342 0.000 0.000 
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