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Bergen, Norway 
Communicated by E. J. Hannan 
Motivated by problems occurring in the empirical identitication and modelling of 
a n-dimensional ARMA time series X(f) we study the possibility of obtaining a 
factorization (I + a, B + . . . + aDBp) X(t) = [nT=, (I - alB)] X(t), where B is the 
backward shift operator. Using a result in [3] we conclude that as in the univariate 
case such a factorization always exists, but unlike the univariate case in general the 
factorization is not unique for given a,, aZ,..., an. In fact the number of possibilities 
is limited upwards by (np)!/(n!)p, there being cases, however, where this maximum 
is not reached. Implications for the existence and possible use of transformations 
which removes nonstationarity (or almost nonstationarity) of X(t) are mentioned. 
1. INTRODUCTION 
Factorization of time series operators is a useful tool in the analysis of 
univariate time series. Thus consider a univariate ARIMA [ 1, Chap. 4] 
process 
+q W) = wq W)> Cl-11 
where u(B) and b(B) are real polynomials of degree p and q, respectively, in 
the backward shift operator B:X(f) -+X(l - 1), and where Z(t) is a white 
noise process. It is usually assumed [ 1, Chap. 41 that u(B) can be fact0re.d as 
u(B) = (1 - B)d u’(B), Cl.21 
where the first factor corresponds to a dth order nonstationarity which can 
be removed by differencing d times. Furthermore, a factorization 
u’(B) = n (1 -qB) 
i=l 
(1.3) 
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(where ai may be complex) is useful [ 1, Chap. 31 in describing and 
recognizing types of autocorrelation functions. 
Consider the multivariate generalization 
a(B) X(f) = b(B) Z(r) (1.4) 
of (1.1) with 
a(B) = fj ai@ and b(B) = 5 biBi, (1.5) 
i=O i=O 
where now Z(l) is a vector white noise process; i.e., Cov {Z(t), ZT(s)} = GdtS, 
and where the ais and b/s are real n X n matrices. Models of type (1.4) seem 
to be capable of representing or at least approximating many of the 
multivariate time series occurring in practice. Special attention has been 
given to models of this type in econometrics (cf. [4, Chap. 7] and references 
therein). Unfortunately the theory of such models is much less developed 
than their univariate counterparts. This is especially true for the problem of 
empirical identification; i.e., the problem of determining the type of 
nonstationarity and the determination of orders p and q. This fact has lead 
researchers [4, Chap. 71 to propose a two-stage analysis of (1.4), where the 
first step consists in undertaking a univariate analysis for each of the 
component series xi(f) of X(L) to obtain univuriafe ARIMA (pi, di, qi) 
models. In the second stage one tries to merge the univariate models into a 
model of type (1.4). Substantial difficulties remain, however, especially for 
n > 2. For a review in the case of n = 2 we refer to [4, Chap. 71. 
Recently there have been attempts [2,7,8] to return to a more direct 
modelling of (1.4) as advocated in the pioneering work of Quenouille [5]. 
Most of this work has been concerned with the problem of estimating a(B) 
and b(B) of (1.4) for a given stationary (in wide sense) model; i.e., for given 
values ofp and q in (1.5). Very little has been done on joint identification of 
such models (see [6], however). An interesting question arising in this 
connection is whether a factorization such as in (1.2) and (1.3) exist in the 
multivariate case. We believe that a multivariate version of such a 
factorization would be useful and clarifying for the general problem of 
multiple time series identification and possibly [6] particularly relevant to 
the problem of tinding joint transformations removing nonstationarity (or 
almost nonstationarity). 
2. FORMULATION OF THE MULTIVARIATE FACTORIZATION PROBLEM 
As it stands, the system (1.4) is not uniquely specified for a given matrix 
covariance function for X(f). We have a so-called econometric identification 
246 STENSHOLTANDTJfBSTHEIM 
problem. Let I be the ri x n identity matrix. To guarantee a unique 
specification the following conditions [4, Chap. 71 Al-A3 are sufficient: Al: 
a,, = b,, = I; A2: the polynomials 
,4 (2) = det a(z) and B(z) = det b(z) 
have their zeros outside the unit circle in the complex z-plane; and A3: the 
only vector A such that LT(ap - bq) = 0 is A = 0. A system where a0 and b. 
are required to be nonsingular only can always be redetined so that Al 
holds. The assumption Al will be used directly in our solution to the 
multivariate factorization problem, while A2 and A3 are not used and are 
stated here to bring the problem into a familiar econometric setting. 
Assumption A2 guarantees stationarity and strictly speaking models as in 
(1.2) are not included, but by allowing zeros of A(z) arbitrarily close to 
z = 1, models which are close enough to (1.2) for practical purposes will 
result. 
The multivariate factorization problem can now be stated as follows: If 
a0 = I, is it possible to factor a(B) of (1.5) as 
a(B) = fI (I - a$?) 
ix1 
where ai may be complex; and, if so, in how many ways can the 
factorization be done? In analogy with (1.2) we will also be interested in the 
following: For a given set {z l ,..., zd} of zeros of A(z), where (JJ’ - 1) n < 
d <p’n for some p’ <p, is it possible to factor a(B) as 
where a,(B) = zj’10 ai, Bi is of degree p’, and where A ,(z) = det a,(z) has 
k , ,.--3 z~} among its zeros? 
3. FACTORIZING MULTIVARJATE TIME SERIES OPERATORS 
We will start by establishing existence and then discuss the question of 
uniqueness. The existence is obtained using a recent result on factorization of 
matrix polynomials. 
It is sufficient to establish a factorization 
a(B) = (I - aB) . a’@?) (3-l) 
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since the factorization (2.2) then follows trivially by successive applications 
of (3.1). Let 2 = z1. It is convenient to use 
c(z) = zpa(zwl) = 5 aizpmi, 
i=O 
(3.2) 
where, according to Al, a0 = I. We then have the following result, which is 
equivalent to (3.1). For a proof we refer to [3]. 
THEOREM. Assume that the zeros of the polynomial C(z) = det c(z) are 
all distinct. Then there exist matrices u, co = I, c,, C~ ,..., cpw, such that 
P-1 
c(z) = (z T a) x c~z~-‘-~. 
i=O 
(3.3) 
We note that the distinct zero assumption implies that strictly speaking 
(1.2) is not covered by our theorem. However, this entails no loss of 
generality for practical purposes, since in practice we will not be able to 
distinguish between finite realizations which have been generated by 
processes whose autoregressive polynomials have zeros exactly at z = 1 and 
those which have zeros arbitrarily close to z = 1. 
It can be shown that a factorization of type (3.3) can be done in at most 
(y ) ways corresponding to the fact that such a factorization is achieved by 
selecting rr of the np zeros of C(z). Continuing this argument, we have that a 




(n!)p (3.4) i=o n 
ways. For the univariate case the p! factorizations obtained from (3.4) are in 
fact identical since then the quantities at are scalars and therefore commute. 
In the present context, however, it is natural to distinguish between two 
factorizations even if the same factors occur in different order. 
It turns out, however, that the number of possibilities may actually be less 
than that given in (3.4). This is seen from the following example with 
n=p=2: 
c(z) = z* + L -(r + 24) 0 -(u:w)]z+ [: uyJ (3*5) 
where r, u, u, PV are distinct numbers. The example corresponds to the two- 
dimensional AR(2)-series X(t) defined by 
1 X(t - 2) = Z(t). (3.6) 
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It is easily seen that we have 
with commuting factors, However, there cannot be a factorization 
(3.7) 
(3.8) 
where [ z i] has r, u and [ z ,, f] has U, w as eigenvalues. A factorization 
(3.8) would be equivalent to the following system of equations: 
a+e=r+u, b+f=O, c+g=o, d+h=v+w, 
ae+bg=ru, af + bh = 0, ce + dg = 0, cf + dh = VW, (3.9) 
a + d = r + u,ad - bc = ru, e+h=v+w, eh-fg=vw. 
Equations 1 and 9 imply e = d. Equations 2 and 6 imply b . (h - a) = 0. If 
h = a, equations 1 and 4 show r + u = v + w while equations 2, 3, 10 and 12 
show ru = t-w. But r + u = v + w and ru = VW imply {r, u} = {v, w}. Hence 
h - a # 0 and b = f = 0. But then equations 9 and 10 imply {a, d} = {r, u} 
and equations 11 and 12 imply {e, h} = {v, w}. So we get the contradiction 
{a, d, h} = {a, d, e, h} = {r, u, v, w}. 
Thus we reach the conclusion that the number of ways in which a 
factorization of type (3.1) can be done is limited upwards by (T), but there 
are cases for which this maximum is not attained. 
4. SOME FINAL REMARKS 
The results in Section 3 have some interesting implications for the 
factorization problem (2.3) which may in a sense be considered to be a 
generalization of the factorization (1.2) used for the purpose of removing 
nonstationarity from univariate processes. Consider a multiple ARMA (J& q) 
model as in (1.4) and assume that d of the zeros, {z, ,..., z~}, say, of the 
characteristic polynomial ,4(z) are close (in a precisely delined sense) to the 
unit circle and that it is desired to factor these out as in (2.3). (It should be 
noted here that removal of nonstationarity by the conventional technique of 
separate differencing may lead to substantial complications in the subsequent 
analysis as shown in [2, Sect. 4.41). The results of Section 3 imply that a 
factorization a@) = ai a@), where .4 ,(.z) = det al(z) has {z, ,..., z~} 
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among its zeros does indeed exist. However, the example (3.6) shows that 
even if d < n = dim X(t), it may not be possible to construct a first-order 
polynomial aI(B) = I - aB resulting in a simple first-order factor containing 
the nonstationarity (or almost nonstationarity). This is owing to the fact that 
the d eigenvalues corresponding to {z, ,..., z~} may not be eligible candidates 
for the set of eigenvalues {w, ,..., We} used to construct the matrix a of (3.1). 
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