Simulations are performed to demonstrate the effectiveness of the new algorithms.
I. INTRODUCTION
In many target tracking systems, sensors provide kinematic measurements that are directly related to positional components of the target state. These measurements are used by state estimators like the Kalman filter to estimate the higher order components like velocity and acceleration. In some cases Doppler or range rate measurements, which provide further information about velocity directly, may be available. Here, the Doppler effect is used to determine the relative velocity of the target [19] . Pulses of radio frequency (RF) energy returning from the target are processed to measure the frequency shift between carrier cycles in each pulse and the original transmitted frequency. Therefore, the Doppler measurement can be incorporated into the tracker to enhance the tracking performance. On the other hand in a coherent pulsed Doppler radar, ambiguity can occur in both range and radial velocity measurements [2, 26] . The ambiguity domain remains constant for a fixed carrier frequency. As the pulse repetition frequency (PRF) increases, the ambiguity level decreases for radial velocity and increases for range measurements. In general a compromise is made between high PRF and low PRF, both of which can have side effects on range and range rate measurements, respectively [34] . Medium PRF radar systems allow useful measurements of both range and Doppler of targets in high clutter environments to be made [14] . Such radars use waveforms that are ambiguous in range, Doppler, or both. In most cases the main purpose of the surveillance radars is the observation of the targets in the area of interest. Therefore, low PRF is chosen to make an accurate range measurement, but it leads to ambiguity in range rate. In this paper only the Doppler ambiguity is considered.
In previous works several methods have been proposed to introduce the Doppler measurement into the tracking step with the objective of improving the estimation performance. In [24] improvements in both the position and velocity estimation were obtained by analyzing the fundamental lower bound of the estimation error covariance [25, 30] , which indicated that the lower bound worsens proportional to the standard deviation of the error in the Doppler component. In [23] the range rate information was extracted from the radar waveform in a linearly frequency-modulated (LFM) pulse radar system, and the incorporation of the new range rate measurements resulted in improved tracking performance. In [31] - [33] , instead of the traditional "two-point" track initialization, the "one-point" track initialization, where the Doppler measurements are incorporated to reduce the velocity uncertainty of the initiated track states, was presented. In [27] the probability hypothesis density (PHD) particle filter handled ghost targets and improved tracking performance by incorporating Doppler measurements along with range measurements. Meanwhile, the negative correlation between the measurement error of range and that of Doppler was proved in the case of commonly used upsweep chirp or linear FM waveform [6] .
In [31] , [32] the use of Doppler measurements in the probabilistic data association (PDA) filter multitarget tracking was addressed without the use of a nonlinear filter. The position and Doppler measurements are processed with two independent linear filters, both of which contribute to the data association in the PDA filter. However, because of target maneuvers and the geometry of the radar environment [9] , the tracking system often needs to employ nonlinear filtering techniques. Using Doppler measurements directly in target state estimation also leads to a nonlinear filter. The simplest nonlinear filtering technique, the extended Kalman filter (EKF), has been commonly used in the previous works [5, 15] . However, the EKF suffers a number of limitations [17] . For example, linearized transformations are only reliable if the error propagation can be well approximated. The calculation of Jacobian matrices could be error-prone or, even worse, the Jacobian matrix may not exist [16] , which is the case for the ambiguous Doppler measurement. Therefore, the EKF often results in large errors in the estimated statistics of the posterior distributions of the states. Unlike the EKF, the unscented Kalman filter (UKF) [17, 28] uses a true nonlinear model for state propagation or observation rather than a linear approximation. When propagated by the true nonlinear model, the posterior mean and covariance can be accurately estimated, while errors only exist in the third or higher order.
On the other hand the above-mentioned techniques only incorporate the Doppler measurement without any ambiguity. The fundamental problem associated with pulse Doppler radars, especially at low PRFs, is the range rate ambiguity. This is because Doppler shifts in the frequency spectrum will be aliased by a difference of a certain (unknown) integer times the PRF. In this case the observed Doppler measurement differs by n d £ v f from the true range rate of the target, where n d is the unknown ambiguity order and v f is the first blind velocity, which depends on the PRF. To solve this ambiguity problem, multiple PRFs are often used [13, 14] so that the ambiguity could be resolved by the Chinese remainder theorem with the appropriate selection of PRF. However, the task of solving ambiguity would be time and resource consuming. On the other hand various approaches have been presented to solve this problem in the frequency domain [12, 29] . The folded frequency of the target signal can be estimated by averaging the folded frequency estimates for each PRF. Then the ambiguity order is the integer part of the Doppler frequency, which is estimated using the quasi-maximum likelihood criterion with a fast implementation based on the fast Fourier transform (FFT). The methods proposed in [19] [34] solve the Doppler ambiguity by analyzing the waveform of the received radar signal. However, these methods rely on the choice of the particular values of the PRFs, and multiple measurements for a single target have to be processed. In addition they are implemented independent from the tracking or data association step. The separation between the Doppler signal processing and the tracking steps results in the loss of valuable information in the feedback from the tracker to the signal processor. It is theorized that the overall performance can be improved using an integrated approach [4] . This provides the motivation for this work.
In this paper, based on the UKF, multiple hypothesis tracking (MHT) algorithm, and the PDA algorithm, three different methods for solving the ambiguity, independent of the choice of particular PRF values, in the tracking level are proposed. First, the UKF is modified to handle explicitly the ambiguous Doppler measurement. It is shown that the modified UKF can achieve better tracking performance than the standard UKF. On the other hand the MHT and PDA algorithms, both of which are usually used to solve the measurement-to-track association problem, are modified here to handle the Doppler ambiguity problem. For the multitarget tracking case, based on the original MHT, subhypotheses are generated according to the Doppler ambiguity for each pair of track-to-measurement assignment. The joint PDA [22] and the joint integrated probabilistic data association (JIPDA) filter [20] , which concern multiple target tracking in a cluttered environment, have also been modified to handle Doppler ambiguity.
The rest of this paper is organized as follows. Section II builds on the state evolution and measurement models, and reviews the UKF for this nonlinear system. In Section III the Doppler ambiguity for a single target tracking problem is solved using different methods, which are then extended to the multitarget case in Section IV. Section V is devoted to simulations to demonstrate the effectiveness of the proposed methods. Summary and conclusions are presented in Section VI.
II. PROBLEM STATEMENT
Initially, a single target tracking problem in a clean environment with no false alarms or missed detections is assumed. Later on the most general case with multiple targets, false alarms, and missed detections are considered. At times t 1 , t 2 , :::, t n measurements z 1 , z 2 , :::, z n , each belonging to the measurement space Z, are received. The target moves through a state space X and at time t k has state x k . The task is then to estimate the state at each measurement time using the sequence of measurements.
A. Target State Propagation
The target state in the 2-D Cartesian space is composed of the east position, north position, east velocity, and north velocity. That is,
Generally, the nonlinear state evolution model is given as
with the process noise v k being a zero-mean white Gaussian. For simplicity a linear time-invariant system with constant velocity model and a fixed sampling period T is considered here [5] . Then,
However, the resulting algorithms also work with nonlinear system models.
B. Target Generated Measurements
The algorithms provided here focus on the combination: position measurements provided in spherical coordinates and Doppler measurements. The observations are modeled as [5] 
where h is the measurement function given by
with true range
and true bearing
The noiseless Doppler measurement _ r without ambiguity and ¢ _ r with ambiguity are given by
where v f is a given constant called the first blind velocity [12] , which is determined from the PRF as
where¸is the wavelength of the radar waves.
The measurement noise w k is a white, zero-mean Gaussian random variable with covariance
where ¾ r , ¾ μ , and ¾ _ r = ¾ ¢_ r are the standard deviations of the additive white noise for range, bearing, and Doppler measurements, respectively. According to [6] there is a negative correlation, denoted by ½ in (11) , between the range measurement error and the Doppler measurement error. However, here we assume that they are independent.
C. Unscented Kalman Filter (UKF)
Here, we briefly review the UKF in order to define the common notations for all three proposed solutions.
Assume target state x k¡1 has meanx k¡1 and covariance P k¡1 . To calculate the first two moments of x k using the unscented transform, the following procedure is undertaken. First, a set of 2n x + 1 weighted samples S i = fW i , X i g, called the sigma points, is generated, where n x is the dimension of x k and i is the index of such points. Those sigma points are deterministically chosen so that they completely capture the true mean and covariance of the prior random variable x, where time index is dropped for convenience. However, with Gaussian process noise v and measurement noise w, the state random variable is redefined as x a = [x; v; w]. The sigma point selection scheme is applied to this new state random variable to calculate the corresponding sigma matrix X a (the set of all sigma points). The complete UKF algorithm is given as follows [17, 28] . 1) Initialization at time k = 0:
where n v and n w are the dimensions of the process and measurement noises. And,
Calculation of sigma points: where n a = n x + n v + n w , ¤ is the composite scaling parameter, and W i is the weight associated with the ith point.
Prediction:
where X x k¡1 is the target state and X v k¡1 is the process noise.
Measurement update:
where
III. SINGLE TARGET TRACKING WITH DOPPLER AMBIGUITY

A. UKF with Doppler Ambiguity
The measurement can be written as 
where n d is the Doppler order.
Assume that in Fig. 1 the circles are the sigma points of z U d , which hold the first-and second-order statistical properties of the Gaussian random variables, during the unscented transformation. However, when the UKF is used with Doppler ambiguity, the distribution of cross sigma points (the components of z U d ) might vary because of the discontinuity of the mod function.
In the first case all sigma points for the unambiguous Doppler measurement z U i,d have the same value of Doppler order, i.e., n i,d = n 0,d for z = 1,:::, n a . Thus, it holds that (29) and
where the mean shifts by n 0,d v f and the covariance is preserved. Therefore, in this case the UKF can be implemented directly with the unambiguous Doppler measurement.
In the second case there exists at least one sigma point such that n i,d 6 = n 0,d . It can be seen that the distribution of the z 
W i v f . Generally, the mean and the covariance are corrupted due to the "wrapping."
To solve this problem assume that the range of the z U i,d for all i is small compared with the value of v f so that max
Therefore, in order to make sure that all the points have the same order n 0 under this assumption, the "wrapped" points can be modified by shifting them closer to center point
Observe that after the shifting, the Doppler measurement z In the third case
It is impossible to determine the shifting for the wrapped points, because those points are closer to the center point with incorrect Doppler order rather than with the correct one. However, note that this case rarely happens due to the high accuracy of the Doppler measurements. The innovation of the predicted measurement is also an ambiguous problem. Here, with the received ambiguous measurement z A d , the innovation can be written as
where º A and º U denote the innovations of unambiguous Doppler and ambiguous Doppler, respectively. Observe that only º U is the correct range rate innovation. Because of the difference between the Doppler order of the predicted and true measurements, the innovation º A could be corrupted by ¢n d v f , where ¢n d is the unknown difference. To solve this ambiguity a maximum likelihood (ML) estimator is used to find the innovation for Kalman update. This is implemented as
where ¢n d and ¢n denote the ML estimate of Doppler ambiguity order and the resulting unambiguous order, respectively.
B. MHT with Doppler Ambiguity
In this section it is assumed that: 1) the measurement-to-track association is done; 2) there is only one target of interest modeled by (3); 3) the track has been initialized; 4) one associated measurement, with Doppler ambiguity z
Now, based on the measurement model, the received measurement is composed of position z p,k and ambiguous Doppler measurement z d,k . According to (9) assume that the Doppler order takes the candidate value from the Doppler order set n d = f¡n max , :::, ¡1, 0, 1, :::, n max g or
where i is the index of the chosen Doppler order in the set and N = 2 n max + 1. The value of Doppler order is bounded by the maximum velocity v max such that jv max j · n max v f .
In the UKF estimation for handling the Doppler ambiguity, n d is determined via ML estimation, which could be incorrect in certain cases. In the following methods based on MHT and PDA, which are typically used to solve the ambiguity in measurement-to-track association, the problem of Doppler ambiguity is addressed using a Bayesian approach.
The key idea in MHT is to exhaustively search all possible association events from time 1 to time k and find the one with the highest probability. Here, instead of solving the used measurement-to-track association ambiguity, the MHT algorithm is applied to solve the Doppler ambiguity, or equivalently, to find the value of the Doppler order of each measurement.
Let a cumulative event with a fixed sequence of Doppler order through time k be
This cumulative event is made of a parent event through k ¡ 1 and the offspring event or current ambiguity event, which allocates a feasible value for Doppler order for the current measurement, where the current ambiguity event
means that Doppler order for measurement z k is equal to i in event μ i (k).
The set £ k = f£ k,j g j contains all possible ambiguity hypotheses. Each hypothesis in this set provides a fixed sequence of Doppler order for time 1 to k. The MHT requires an exhaustive search, which means all the hypotheses are generated and evaluated in order to find the most probable hypothesis. The representation of these hypotheses is done using a tree data structure [9] .
With the Bayes' formula, the conditional probability of cumulative event is
where 1=c 0 is the normalization factor. The second term on the right-hand side (RHS) can be written as
This is the likelihood of the unambiguous measurement.
The third term on the RHS in (41) is the prior probability of ambiguity event. A uniform distribution is used here. Then
The last item on the RHS in (41) is the parent hypothesis probability. Then, (41) can be written as
Based on the above, the MHT approach considers both the association of sequences of Doppler order and evaluation of the probabilities of all ambiguity hypotheses. However, the MHT will result in an exponentially increasing complexity with time. Approximation methods like validation gating and pruning of low probability hypotheses are applied to constrain the number of hypotheses. Figure 2 provides an example on the evolution and management of hypotheses.
In Fig. 2 new offspring hypotheses are generated based on two existing parent hypotheses. The probability of each offspring hypothesis is calculated using (44). Then all these hypotheses are managed by pruning out the ones with low probability and surviving ones are merged and propagated to the next time.
C. PDA with Doppler Ambiguity
The MHT is considered as the optimal algorithm to solve ambiguity problems. However, it is limited by the computational load because of exponentially increasing number of hypotheses. A suboptimal method PDA [8] , is used here as an alternative suboptimal solution for Doppler ambiguity in single target tracking problems.
In addition to the assumptions in the previous section, assume that the past information about the target state is summarized by the state estimatê x k¡1jk¡1 = Efx k¡1 j Z k¡1 g and the associated covariance P(k ¡ 1). This assumption makes it possible to carry out an association using only the latest measurements instead of using all the measurements from the initial time as in the MHT.
In the PDA the final estimation is a weighted sum of estimates under all possible ambiguity events. Using the total probability theorem over the current measurement association events, the state at time k can be written aŝ
where m k is the number of measurements,x g,kjk is the updated state conditioned on the event that the gth candidate Doppler order is correct, and
is the conditional probability of this ambiguity event (or the association probability).
1
where the combined innovation is
The covariance associated with the updated state is
where the covariance of the state updated with the correct measurement is
and the spread of the innovations term is
2) Probability of Ambiguity Events: To evaluate the association probabilities, it is written as
where PfZ(k) j a i,k , m k , Z k¡1 g, the joint density of the validated measurements conditioned on a i,k is the product of the Gaussian probability density function (pdf) of the correct measurement and the pdf of the incorrect measurement, which is assumed uniform in the validation region.
IV. MULTITARGET TRACKING WITH DOPPLER AMBIGUITY A. Track-to-Measurement and Doppler Ambiguity Association
The data association step decides as to which of the received measurements, if any, should be used to update each track. The assignment is formulated as a constrained optimization problem, where the cost function to be minimized is a combined negative log-likelihood ratio (LLR) evaluated using the results from the state estimator. Moreover, to deal with the Doppler ambiguity, measurement-to-Doppler order association must be performed in addition to measurement-to-track association. A modified assignment formulation with ambiguous Doppler measurement is proposed here to resolve the combined data association problem.
The tree diagram in Fig. 3 illustrates the possible assignment scenario. In Fig. 3 dummy targets and dummy measurements indicate a false 
The first constraint means that one observed measurement can only be assigned to at most one track. The second constraint means that one established track can be associated with at most one measurement. The third constraint means that for one measurement, only one Doppler ambiguity order is valid.
Define the global assignment variable a(k) for current time k as
which yields the best assignments for all measurement in the scan.
B. MHT Formulation
The optimal solution is to find the best sequence of assignments through time k. Define a joint cumulative event (set of association histories) at k as [9] A k,l = fA k¡1,s , a(k)g
which is made up of a parent event through k ¡ 1 and the current association event defined in (58). With respect to a certain current association a(k), the following notations are defined. The detection event where a measurement is assigned with established tracks for current association a(k) is
where current measurement m is associated with existing track t. The number of associated measurements is N D . The new target or false alarm event where measurement is assigned with a new target or false alarm for current association a(k) is
where measurement m is associated with the dummy track. The number of measurements associated to the false alarm or a new target is N NF . Notice that the observed measurement is either generated by an existing target or by false alarm and that N D + N NF = m(k). The probability of each hypothesis based on the standard MHT is calculated using Bayes' rule and the joint association event probabilities are
where c is the normalization constant such that
and N H is the total number of hypotheses at time k, m(k) is the number of current measurements, and PfA k¡1,s g on the RHS of (62) is the probability of the parent hypothesis. The other two terms on the RHS,
and Pfa(k) j A k¡1,s , Z k¡1 g, are evaluated as follows.
If the ith measurement z i is associated with track t i , the likelihood of z i is noted as f t i (¢) , which is the innovation pdf from the standard Kalman filter. Observe that according to (42), the ambiguity has been resolved. For a false alarm or new target, the pdf is uniform in the surveillance volume V, i.e., V ¡1 . The first term on the RHS in (62) is the likelihood function of the measurements Z(k), given the association hypothesis a(k). Thus,
Notice that the likelihood of the z U i,k is used here. Therefore, instead of the position measurement only, Doppler measurement also contributes to the likelihood.
The second term on the RHS in (62) is the probability of a current data-association hypothesis given the prior hypothesis A k¡1,s , which can be written as
Here the current assignment variable is broken into two parts as follows.
1) Measurement-to-Track Assignment Variable:
It is identical to the assignment in the standard MHT [21] , thus,
(66) where P D is the detection probability, N TGT is the number of existing targets, ¹ n+f is the new measurement or clutter density, which is assumed to be uniform in the whole surveillance region.
2) Doppler Order Assignment of each Measurement: a d (k). According to the previous uniform assumption (43), it is a constant. Therefore, simplifying and combining constants into c results in
C. JIPDA and Two-Layer Association
In Section IV-B an optimal solution to the problem of multitarget tracking with Doppler ambiguity was presented. However, in the standard form, notice that the computational load is still heavy for several reasons.
1) The total number of current association events could rise exponentially with respect to the number of measurements in a frame. With respect to a given measurement-to-track association, various Doppler assignments for each measurement can be chosen. For example, if N 0 measurement-to-track assignments are generated, the total number of track-measurement-Doppler assignments could be up to (2N d ) m(k) N 0 , where m(k) is the number of measurements and N d is the number of possible Doppler orders. With an effective gating strategy, instead of all possible values, only the Doppler order falling in the valid gate can be chosen for each measurement. However, the number of offspring hypotheses still can be large.
2) Because a hypothesis is a combination of all history of association events, the number of hypotheses grows exponentially over time. With strategies mentioned in Section III-B, (e.g., pruning and merging), the total number of hypotheses can be limited to make the MHT practical [4] .
Notice that the joint events are defined by the assignment variable in (54) and (58), which define the problem of track-measurement-Doppler order as a 3-D assignment. This is a 3-D assignment problem with 3 lists, namely, tracks, measurements, and Doppler orders. The standard data association problem with two lists, tracks and measurements, is a 2-D matching problem. This 3-D problem is broken into two steps: 1) For measurement z i,k , all possible candidates with different Doppler orders are unified into one merged measurement. Notice that this unifying process is a PDA method that calculates the weighted sum of state estimates obtained with all possible measurements.
2) After that, the existing tracks are associated with the merged measurement.
Observe that the original 3-D association problem is divided into a 2-D problem with Doppler ambiguity for single target tracking. The objective of this dividing strategy is to decrease the number of events chosen, without losing the weight of the chosen subset from all feasible assignments. Each assignment event in step 2 is actually a merged result of a set of events in the original 3-D problem, which share the same track-measurement association but differ in Doppler ambiguity for some measurements. For the first ambiguity merging, the PDA, which is presented in detail in Section III-C, is used. For the second association, the JIPDA algorithm is chosen here.
The JPDAF algorithm allows for the possibility that a measurement may have originated from one out of a number of candidate tracks or clusters. In each scan all possible joint measurement-to-track assignments, which are called joint events, are generated and the posterior probability of each joint event is calculated. Based on the probability of each event, the data association weight with which the track estimate is updated, can be calculated for each track. Compared with MHT, instead of all historical assignments, only the assignment for the current scan is considered in JPDA.
The JIPDA is similar to JPDA framework but brings in the concept of target existence in order to facilitate the track maintenance. Target existence is modeled as a Markov process, with two propagation models. Markov chain I is considered here and the details are as follows.
Markov chain I, which is first used in [7] , has two states: the target exists with a detection probability P D , which is defined as event Â t k at time k for track t, or the target does not exist.
The transition matrix between these two states is given as · p 11 p 12 p 21 p 22a nd it holds that
Usually, it is assumed that a dead track would never revive, i.e., p 21 = 0.
In each scan, tracks are partitioned into clusters. For the Markov chain I model, the a priori estimated number of clutter measurementsm k in the cluster iŝ
(69) where ¹(k, t, i) is one if measurement i is in the validation gate of track t at scan k and zero otherwise.
Let Â i and X denote the joint event i and the number of joint events, respectively. Let T i 0 and T 1 1 denote the set of tracks allocated to no measurement and one measurement, respectively, in joint event Â i . For the standard nonparametric JIPDA with Markov chain I, the posterior probability of joint event Â i becomes
where P t W is the probability that measurements falling into the valid gate of track t, m(i, t) denotes the measurement index, which is allocated to track t under joint event i, and f t (z m(i, t),k ) is the likelihood of this merged measurement. Thus,
The normalization constant C is calculated such that
The a posteriori probability of an individual track event is obtained by summing the a posteriori probabilities over all joint events containing the track event. The set of joint events in which track t is allocated measurement i (0 denoting no measurement) is denoted by ¥(t, i). Then the following posterior probabilities in the JIPDA can be calculated.
1) No measurement originating from the track
2) The event target t exists with no measurement originating from it
Note that in the standard JIPDA, event Â i only determines the measurement-to-track association. That is, the Doppler order for each assigned measurement is still undecided. When the assignment is extended from 2-D to 3-D due to Doppler ambiguity, it can be seen that there is a set of events that share the same track-to-measurement association Â i . For example, with respect to a fixed measurement-to-track association event i, each Doppler ambiguity order assignment is a valid candidate. Therefore
(79) Observe that for a certain a(k, m, t, n), the likelihood term f in (70) is fixed. The prior distribution of Doppler order for measurement m is uniform. Then, with respect to track t 0 , assuming it is associated with measurement m 0 in event i, (70) can be written as
Define the merged likelihood as
and replace f t (z m(i,t),k ) with the merged likelihood for each associated measurement to get
Therefore, all possible unambiguous measurements, based on the same observation, have a contribution to the probability of the measurement-to-track association event, weighted by the corresponding likelihood. On the other hand each event Â i covers all possible combinations of Doppler orders for each measurement, which results in the reduction of the total number of events.
V. SIMULATION AND PERFORMANCE EVALUATION
A. Single Target Case Meanwhile, to solve the Doppler ambiguity with the second set of measurements (with Doppler ambiguity), the three aforementioned methods (modified UKF, MHT, and PDA) are implemented. For the MHT and PDA algorithms, the UKF estimator is used only for the nonlinear measurements.
2) Performance Evaluation: In most cases, by shifting the points and using ML estimation, the UKF can solve the Doppler ambiguity well and achieve the same track performance as with unambiguous Doppler, as shown in Fig. 5(a) , where the tracking results with and without Doppler ambiguity overlap with each other. However in some instances, such as when max(z
the UKF would use an incorrect estimate of mean and covariance or an incorrect innovation, which might lead to divergence as shown in Fig. 5(b) . Table I shows how divergence happens in one of the runs.
In Table I , for both ambiguous and unambiguous Doppler measurements, nine sigma points of the measurement prediction generated by the UKF are given. Note that only the Doppler components of these sigma points are listed. It can be seen that these sigma points with ambiguity in the third column have been shifted by ¡v f or ¡2v f because of the mod operation. By using the UKF modification, two underlined points 2:25,1:86 are shifted to 12:25,11:86 because jz i ¡ z 0 j > v f =2, where v f = 10 m/s. The innovation calculated from the data in the second column is º = ¡6:37. However, based on the shortest distance between the prediction and the measurement, the optimal innovation for ambiguous Doppler measurement obtained from the sigma points in the third column is º ¤ = 3:63. This incorrect innovation leads to an estimate along the opposite direction to the true target movement, resulting in divergence. This divergence problem is significant when the Doppler measurement is accurate (i.e., ¾ _ r is small). In other words the Doppler component of the innovation heavily influences the final estimation. When the estimates do not diverge, the proposed UKF method can solve the Doppler ambiguity correctly and achieve a performance comparable to the estimation with position-only measurements. In Fig. 6 it can be seen that by using the proposed UKF algorithm, the position and velocity RMSE values of the ambiguous Doppler case almost overlap with those of the unambiguous case when the estimates do not diverge, due to possible target maneuvers.
One the other hand the MHT approach is able to fully solve the ambiguity problem. However, due to the limitation on the total number of the hypotheses, which is expected to increase exponentially with time, a pruning threshold p th is used to delete unlikely hypotheses. Simulations are carried out under four different pruning thresholds, p th = 0:05, 0.001, 0.001, and 0.0001. Table II shows the divergence rates of the MHT approach with different pruning thresholds along with those of the UKF, based on 10,000 Monte Carlo runs. From the table one can observe that even with the largest value of the pruning threshold probabilities used (i.e., p th = 0:05), the rate of divergence has decreased by almost 70% compared with the rate when using the UKF. With the lowest threshold, i.e., Target 1  10  200  200  10  10  Target 2  10  200  700  10  ¡10  Target 3  0  100  400  10  2  Target 4  0  200 p th = 0:0001, there is no divergence at all over 10,000 runs. In other words the Doppler ambiguity has been totally solved in this case. After eliminating the divergent runs, the position and velocity RMSE values of the tracker are shown in Fig. 6 . Observe that with the proposed MHT algorithm, the position and velocity RMSE values from using the ambiguous Doppler case overlap with that of the unambiguous case. Therefore, the Doppler ambiguity has been solved, and with the help of the ambiguous Doppler measurement, the tracking accuracy has been increased by more than 40%.
Compared with the MHT, the PDA tracker provides a suboptimal solution for the Doppler ambiguity problem but in less time. The RMSE and the divergence rate for the PDA are shown in Fig. 6 and Table II, respectively.
B. Multitarget Case
1) Simulation Scenario:
A multitarget tracking scenario with four targets, propagating with the model in (3) with white acceleration noise, is simulated. The starting time and initial state for each target are listed in Table III are generated around the whole surveillance region, with a higher clutter density in the center region as indicated by the points (¢) in Fig. 7 . It is assumed that the Doppler measurements for these clutter points have a uniform distribution over the region (0, v f ).
The target is tracked with three different sets of measurements Doppler ambiguity is completely solved by then. On the other hand in the JIPDA, the RMSE values of ambiguous Doppler approach to the ambiguous Doppler curve faster. In addition, observe that in the surveillance region, especially in the high clutter region, a large number of false tracks is generated with position-only measurements. This is expected when two clutter measurement points (position only) in consecutive scans are close to each other and a false track is likely to be generated with these two points. However, with Doppler measurements, even though such points may exist, it is possible to avoid associating these two points by using the distance in Doppler space. The false track rate is defined as the average number of false tracks per time scan, given by where T sim is the total simulation time and N f (k) is the number of false tracks at time k. The false track rates with the three sets of measurements are compared in the first row in Table IV . Observe that with Doppler measurements, the false track rate has decreased from 2.046 to 0.306 for the JIPDA tracker and from 5.048 to 3.177 for the MHT tracker. The difference between the JIPDA and MHT trackers is due to different tracker initialization and management strategies. Also, by associating multiple measurements to the same track, the JIPDA maintains fewer tracks. With the help of ambiguous Doppler measurements, the false track rate has decreased by up to 85%.
VI. CONCLUSION
In this paper a detailed study of using ambiguous Doppler measurements from modern radar systems was presented. Several methods were proposed to solve the Doppler ambiguity in single and multiple target tracking problems. First, based on the UKF, the sigma points were modified to represent the added nonlinearity. With such a modification to the UKF, a better tracking performance was achieved. To resolve the Doppler ambiguity, methods based on the MHT and the PDA, both of which are commonly used to solve the measurement-to-track association, were used to resolve the measurement-to-Doppler ambiguity handling algorithms problem. This paper also extended the Doppler ambiguity handling algorithms to multitarget tracking in cluttered environments. The analytical expressions for resolving the ambiguity problem via the MHT algorithm was presented. However, to overcome the higher computational complexity of the track-measurement-Doppler 3-D association, the problem was decomposed into two 2-D data associations: track-to-measurement and measurement-to-Doppler ambiguity. The JIPDA tracker was applied to implement this suboptimal algorithm.
Finally, based on simulated data, it was shown that for single target tracking, the Doppler ambiguity can be fully resolved by proposed algorithms. The RMSE of tracking estimates is improved with Doppler measurements and the divergence rates are reduced with the proposed methods with Doppler ambiguity resolution. For multitarget tracking the false track rates in high clutter regions is significantly reduced with Doppler measurements. Corporation and BAE systems. He has worked on the development of a number of engineering software programs, including BEARDAT for target localization from bearing and frequency measurements in clutter, FUSEDAT for fusion of multisensor data for tracking. He has also worked with Qualtech Systems, Inc., to develop an advanced fault diagnosis engine.
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