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Abst ract - -A  problem of one-dlmenstonal global optlmmatlon m the presence of noise is consid- 
ered The approach isbased on modeling the objective function as a standard Wiener process which is 
observed with independent Gausslan oise. An asymptotic bound for the average rror ]s estimated 
for the nonadaptive strategy defined by a umform grid Experimental results consistent with the 
asymptotic results are presented. An adaptlve algorithm is proposed and experimentally compared 
with the nonadaptwe strategy with respect o the average rror ~) 2005 Elsevmr Ltd All rights 
reserved 
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1. INTRODUCTION 
The problem of global optimization of mult imodal functions in the presence of stochastic noise or 
other uncertainties i  one of the most difficult in optimization theory. Even small errors in function 
values cause serious difficulties for local minimization algorithms [1]. Models of uncertainty in 
objective function values may imply difficulties similar to difficulties of global optimization of 
mult imodal  functions [2]. For local optimization of functions with stochastic noise, stochastic 
apprommation type algorithms are popular [3]. A stochastic approximation algorithm can be 
combined with random mult lstart  for global optimization of noisy functions [3], however the 
random mult istart  echnique has many disadvantages in the case of global optimization without 
noise [4]. 
An alternative approach is based on a statistical model of an objective function. From the 
theoretical point of view, the statistical models are well suited for inclusion of noisy observations 
[4,5]. Although implementations of algorithms based on statist ical models are complicated, pub- 
lished test results [4,5] show that the approach is promising. In the one-dimensional case special 
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methods may be developed to reduce the computational complexity. For example, severM meth- 
ods have been developed using the Wiener model in [6,7]. A similar algorithm has been described 
in [5] using a special discrete-time stochastic process proposed for a model of a one-dimensional 
multimodal function. 
In paper [6], which originated this approach, the question of convergence of the proposed 
algorithms was discussed, although without proof. In [5,8] the convergence of the considered 
algorithms is proved assuming a finite discretized feasible region. Such an assumption greatly 
simplifies the analysis and implementation. For a code implemented using the Wiener model and 
interval discretization, we refer to [9]. However, the discretization of the minimization interval 
may not always be acceptable. 
In the present paper, we consider optimization over a continuous interval. An asymptotic 
bound for the average rror is provided for the case of a nonadaptive strategy. In the case 
without noise, it was shown in [10] that the best nonadaptive algorithms have average rror of 
order @(n -i/2) in the number of observations n. This order is achieved by many nonadaptive 
methods, such as a uniform grid. In the noisy case considered in this paper, no method (adaptive 
or nonadaptive) can achieve a convergence rate better than O(n-1/2). Even if the location of the 
minimizer were known to the searcher beforehand, and all observations were made at that point, 
the central imit theorem would imply an error of order 8(n-i/2). 
In this paper, we show that the nonadaptive strategy of equispaced observations results in an 
average rror that is O(n-i/4). It is shown by means of computer experiments hat the asymptotic 
estimates are useful for predicting the average rror for a moderate number of observations. We 
propose an adaptive algorithm, and experimentally compare its average rror with that of the 
nonadaptive strategy. 
In the next section, we derive formulas for the conditional distribution. In Section 3, we 
derive approximations for the conditional distribution in the case of equispaced observations. 
In Section 4, we prove our main result on the asymptotic error for equispaced observations. An 
adaptive algorithm is proposed m Section 5, and numerical experiments are presented in Section 6. 
2. EST IMATION OF  THE GLOBAL MIN IMUM 
An objective function f(x) is to be minimized over the interval [0, 1]. A nonadaptive or an 
adaptive strategy may be applied to search for the global minimum. In the latter case, we 
sequentially choose points xi,x2,. . ,  at which to observe the function value depending on the 
previous earch results. With a nonadaptive strategy all points are chosen before an observation is 
made. The observations are corrupted by random noise; specifically, at the point x,, we observe 
y~ = f(x~) + ~, where the {~} are independent random variables, normally distributed with 
mean 0 and variance a 2. The Wiener process {W(x) : 0 _< x < 1} is accepted as a statistical 
model of the objective function. After n observations of the function value, we estimate the 
global minimum by 
Mn = rain E (W (s) l S'n), (2.1) 
0_<s<_i 
where J~n = B{x~, y~; ~ _< n} is the 0--field generated by the first n observations. 
Let us assume that the observation points are in increasing order. Then, the conditional 
probability distribution of W(x)  with respect to Jcn may be expressed via the multidimensional 
Gaussian density with covariance matrix, 
Xl q_0-2 Xl Xl ' ' '  xl / 
Xl x2 +(  r2 x2 ... x2 
' ° "  ~_ 
X l  X2 X3  . . . X n 0 -2 
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since cov (W(t) ,  W(r)) = min(t, T). The conditional mean of W(x) ,  x, < x < x,+l given 9r~ is 
given by 
m(x [~n) -- (Yl,.. . ,  Y~,,Y~+I,..- ,yn)" S~.  (x l , . . .  ,x~_ l ,x~,x, . . .  ,x) t , (2.2) 
and the conditional variance by 
82 (X [ .~n) = X, -- (X l , . . .  , xz ,x , , . , , x ) ' s  n • (X l , . . .  , x~,x , . . . , x )  t ,  (2.3) 
where S= = E~ -1. The complexity of a standard inversion of Zn is O(n3). However, a lower 
complexity special technique may be developed taking into account he special structure of E=. 
Set A~ = x, - x,_ 1 and define the sequences 
Rn=l ,  Rn-1 =Rn+rn- l , . . . ,R~=R~+l+r~, . . . ,R l=R2+r l ,  
where 
Set 
A,~P~ A=+IP~+I A2R___.__.~2 
rn=l ,  rn - l=rn+"  0-2 , . . . , r~- - r~+l+ 0-2 , . . . , r l=r2+ 0-2 
X~ --0"2r~ E X3~t3 
Xl 3=1 
~tl ~-~ 0-2 (0-2rl _I_ XlR1 ) ' u, = 0-2 (0-2r, + x,R,)  ' i = 2 , . . . ,  n. 
Then, as is shown in the Appendix, the elements of $~ are defined by the following formulas, 
(2.4) 
= y~ _ 0-2 ~y3s :~"  (2.7) 
3=1 
= (Yl,...,Y~,,Y~+I,...,Y~)' 
/ x 1 
x~ -b 0-2 
xt 
(i) IS1 /
_ 0 -2 Szz 
S~ ~+1 
\ s~n ) 
m(:T~ ] -~n) = (Y l , . . . ,Y~, ,Y~-b l , . . . ,Yn) 'Sn"  ~2 / (2.5) 
(2.6) 
Substituting s3, in (2.7) by their expressions in (2.2), the formula for the conditional mean is 
reduced to the following form, 
m(x, lZn)=0-2 \ ~u3 ~, Y3~3 u, 3=1~'Y3" (2.S) 
S~3 -~ --rjU~, J > l, 
s~ 3 = so, , j < i, 
1 
s~ = -r~u~ + -~. 
Taking into account he similarity between the vector of covariances and the Z th row of  ~n,  
formula (2.2) may be written in the following way, 
160 J M CALVIN AND A. ZILINSKAS 
The expression for the conditional variance is similarly reduced to the formula, 
s(x~ t2 , )  = x , -  (X l , . .  , x~,~, . . . , xd .  s~.  (~1, . ,~ , ,~ , , . . . , z , )  ~ 
(: 
= x , -  (xl, x ,+~2-~2,x , ,  xd -~2/  s'' (2.9) ' ' / 8~+1 , 
\ snz 
= cr 2 (1 -- ~2s,,) = 0.4r, u,. 
The conditional mean at the points x, < x < X,+l may be obtained by means of linear interpo- 
lation of the conditional mean values at the ends of the subinterval. However, the conditional 
variance over a subinterval is a quadratic function, and it cannot be recovered using the values 
at the ends of the subinterval. To derive the corresponding formula, we proceed in a similar way 
as above, assuming x, < x < x,+l and d = x - x,, 
8(X 12n)  = X- -  (X l , . . . ,Xz ,  X , . . . ,X  ) "Sn' (X l , . . . ,Xz ,X , . . . ,X )  t 
= x, - (x l , . . . , z , -1 ,x ,  +a  2 -  cr 2,x, + d , . . . , x ,  + d) • Sn 
• (X l , , . .  , xz - I , x , ' JV0  .2 -- 0 ,2 ,X, ~-d , . . . , xz - [ -d )  t (2.10) 
0.2 0.4s,, + d + 2da 2 ~ s~ 3 - = -  d2~-~sk , .  
3=z+l k=,+l 3=,+1 
If d = x,+l -x ,  = A,+I, then x = x,+l, and the conditional variances defined by (2.10) and (2.9) 
should be equal. The latter equality implies 
0.4s~+1 ~+1 - a4s,, + A,+I + 2cr2A*+l ~ s*3 
8k3 = 
k=,+l 3=z+1 A'2nl- 1
Substituting the latter expression into (2.10), we obtain 
( d2 A,+ld2 ) ( ?=,-hi )<  d ) • +I --~- +d 1+20.  2 ~ s, 3 1-~---~+ 1 (~ 1 2 . )  = 0.2(1 - 0.%,~ 1 - ~-~+) - 0.2~,+~ 
_-- 0.2 1 - 0.2s** 1 2 -- 0"25,+1 , - t -1~ + 1 -t- 20. 2 ~ S, 3 
A,+ 1 A,+ 1 n,-{-1 3=,+1 
( ( d2 ) d2 d(A,+l - d ) 
r,+lU,+l A-X-g-- ~ + (1 20.2u,R,+l) = a 4 r~u~ 1 - A~+I ~+1/  A,+I + - . 
The derived formulas enable more efficient algorithmic implementatmns than straightforward 
reversion of the covariance matrix. However, the standard Wiener model has a disadvantage with 
respect o practical application of the corresponding optimization algorithm since the equality 
W(0) = 0 is valid with probability 1. In practical situations, no function value is known precisely 
as observations are made in the presence of noise. To cope with this problem let us move the 
origin to -oc .  In the new coordinate system all differences A, remain unchanged, only the first 
observation is placed at xl = 0. Therefore, the sequences r,, R, remain unchanged but u, is 
replaced by 
1--0.2r, ~ uj 
1 3=1 (2.11) U 1 -- 0.2R 1~ lQ = 0.2]~, , Z = 2,...,n. 
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Let us consider the sum of multipliers w, 3 from (2.8) substituting for u, their expressions (2.11), 
n *--i ~--1 
E W~y -= T~G2 E ~t3 + ~t~G2 E T3 ----1-- G2R~ttz +G2!~z~Q ---1. 
3=1 3=1 3=1 
(2.12) 
In the new coordinate system ~a=l  w, 3 = 1 for all z = 1,. , n; i.e., the conditional mean at any 
point xi is a convex combination of the observed function values. 
As might be expected, if the observation points are symmetric with respect o the center 
of the interval, then the weights in (2.8) are also symmetric. This conclusion is supported by 
computational results although it is not obvious from the expressions for r, and u,. In the second 
part of the Appendix the limits for u, are obtained for the origin tending to -oo  by means of an 
alternative method leading to different recurrent formulas for the conditional mean, 
*--i ~--I 
r, E YJq, -I- q, k yarj E Y, (qa/q,) + k Y, (ra/r,) 
m(x,  I& )  = ,=1 ,=, o=, ,=, (2.13) 
* -1  ---- ~--1 ' 
r, E q, + q, ~ r , E (q,/q,) + ~ (r,/r,) 
3=1 3=~ 3=I 3=z 
where 
A~Q~ 
ql = 1, Qt = 1, q, = q,-1 + °" 2 , Q* Q,-1 + q,, z 2 , . . . ,n .  (2.14) 
Using the sequences q~ and Q~, the conditional variance may be expressed as follows, 
s (x I &)  = 0.2 ( 1 
Q~-l/q:--I- R,/r~ 
d (A~+t - d) ( 
Z1 1-2 
2 _ d 2 d 2 \ A,+ 1 1 
2 + " -g- ) A~+I Q~/q,+l + R~+l/r~+l A~+ 1 
1 ) 
(Q*-l/q*) (r~/R,+l) -F R~/R,+I  " 
(2.1s) 
3. ASYMPTOTICS  OF  RECURRENT PARAMETERS 
Let us consider the special case of equispaced points, where A~ = 1/n. Then, the solution to 
the recurrence equations for {r,, R,} are 
i( 
R~_~ = ~ i+  
1 1 1 1 + 1/2n0. 2 1 + + + 
v/1/n0. 2+ 1/4n20. 4 ~ ~ 
1(  1+1/2n0. 2 "~( 1 
+ -~ 1-  ,/lfn-$i+T]-£~0.4] I + 2no--- 5 - 
1) 
~ + ~  , 
and 
rn - ,  = Rn-~ - Rn-~+l 
1(1+ 2 
I( 
+~ 1 
=-  1+ 
2 
1 "~ 1 1 1 
~/i -F-4nG 2 ) 1 + 2--~-2G2 + ~a2 + ~ 
1 1 1 
x/1 -F 4nG 2 1 + 2no-----g  ~ + 
1 ) (1+ 1 [1+0(g_1/2)1)~ 
,/1 + 4~0.~ 
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1 _ [1 + 0 (n_1/2)]) 1 
( )' =1(1+O(n-1 /2 ) )2  1-t-~---~ 
1(1-e [l +@ (n-1/2)]}" 
= 0 exp 
as n --* oo and z = O(n). 
Similar asymptotic expressions may be obtained for the {q~}. The weights are given by w,j = 
cr2r,^3U~v 3 and the variance is given by ~r4r~u~. Taking into account (2.13) the asymptotic version 
of the weights (n ~ oo, and origin tends to -oo) may be shown equal to 
( 1 'J~nit )wz3 =en~ rD_~ [--cn,~.exp . 
~7 
where 
1 - exp (-1/ax/~) 
an,~ = 1 + exp (-1/ax/~) - exp (-z/av/-n) - exp ( -  (n - i + 1)/Crv~ ) ' 
Thus, we can approximate he original weights by 
It follows from (2.15) that the variance in a similar way may be approximated by a2w~ = ~2cn,~. 
4. ASYMPTOTIC  ERROR 
In this section, we estimate the error for the algorithm that uses the simplified weights intro- 
duced in the last section. That is, the conditional mean is a weighted average of the observations, 
with weights 
n W~3 = Cn,~OZ[ ~-3l, 
where 1o 
c~ ---- exp - -  ' en 'z  ----- I ~-  C~ --  ~n- -z+l  __  OLz " 
Then, our approximation to the conditional mean is 
~n = w~j f + , 
3=1 
and our estimate of the minimum is 
l<z<n 
THEOREM 4.1. Define the error, 
Then, 
A,~ =- ~h* - f (x* ) .  
E IA,,I = O (~I/2n-1/~) 
ash-coo  
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PROOF. Let  kn denote the index of the first observat ion point  exceeding the minimizer  x*, so 
that  kn-1/n < x* < kn/n. Then,  rh* _< ~(knln), and 
([ ] ) An--~*-f(x*) <Ewk%3 f - f (x* )  ÷~3 • 
3=i 
Condmona l  on x* (and thus, kn), f (x* ) ,  and f (1) ,  
1 (rain 1, l~_x. y . )  v r~ 
~r y 
see [11, Lemma 5.2]. Condit ional  on x* and f(x*), f (1)  - f(x*) has density 
y (1 - x*) -1 exp (-y212 (1 - ~*)), 
integrat ing with respect to this density gives the bounds, 
'L' - -  e - z2 /2  dz  < 
=o 
E(f(x*+s)-f(x*)lx*) < 2yf~ + yf~_  
v~ - , 
for 0 < s <_ 1 - x*. Wi th  a similar bound to the left of x*, we arrive at 
as n --* oo uni formly in j _< n. Therefore, 
E ~k~3 : -:(x*) I~* =~--~,k=exp 
3=1 
= O (c : r l /2n - I /4 )  , 
uni formly in x*. We used the fact that  
1 - exp ( -1 / :v~)  
Cn,, _< C~,l = 1 - exp (-n/~rv/'n) 
where 
Turning to the noise part ,  
3=1 
n 
= 2 = 4 , ,   21,-31 
3=1 3=1 
I - c~ 1 + a 2 - a 2' 
= '1 + c l  - a n -~+1 - a ~ l-a-2 
1 - a I + c~ 2 - c~ 2(n-~+I) - c~ 2' 
l+a  ( l+a-a  "-~+l-a~) 2
1-a  1-a  2~ 
< 
-- l+c~ (l--c~n) 2 
I 
- - .>  - -  
2o-V/~" 
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Let An+ and A n denote the positive and negative parts of An, so that A~ = An+ -- An. We have 
shown that 
EA+n = o (al /2n -1/4) 
and 
(z° )- ( ) EA-~ = E w~,~3~ J = 0 al/2n -U4 . 
\~=1 / 
This completes the proof. 
Theorem 4.1 provides the bound of the average rror of a uniform grid, i.e., a nonadaptive 
search strategy for the global minimum. As shown in [10], the uniform grid achieves the best 
possible convergence rate of O(n -1/2) in the case without noise. We conjecture that for the case 
with noise, the best possible convergence rate for any nonadaptive algorithm is O(n-1/4). A 
similar result on function approximation i the presence of noise is proved in [12]. 
5. THE ADAPT IVE  ALGORITHM 
An adaptive algorithm based on the Wiener model for global optimization without noise is 
presented, e.g., in [4,13]. The algorithm performs the (n + 1) st observation of the function value 
at the point where the probability of finding a function value falling below a certain threshold is 
maximal, 
x~+l = arg max P {W (x) < M~ - e~ ] :~n} (5.1) 
0<x<l  
where M~ -- min0<s<1 E (W (s) I ~) .  
The implementation of the algorithm for the case of minimization in the presence of noise is 
similar to its implementation in the case without noise, since in both cases the conditional mean 
is a pmcewise linear function of x and the conditional variance is a pieeewise quadratic function 
of x. The only difference is in the calculation of the parameters of these functions. 
The adaptive version operates as follows. After the n th step of the algorithm, calculate 
/2~ z 
S (X d 
where s(x~) is the conditional standard deviation at x,, and c~ = 2al/2n -I/5. For the max imum 
value ~, place the next observation in the midpoint of the subinterval before x~ or after, whichever 
subinterval is largest. The sequence ~n is chosen so that it is of larger order than the error, which 
should be at most O(aU2n-I/4) 
6. EXPERIMENTS 
In the experiments, we generated the values of the Wiener process {f(x,) : 1 < ~ < n} and 
also the noise-corrupted values {y(x~) : 1 < ~ < n}, where y(x,) = f(x~) + ~, and the {~,} are iid 
N(O, 1). We took ~2 = 1 for all experiments. The optimization algorithm has access only to the 
{y(x~) : 1 < ~ < n}. To calculate the error after n observations we calculate ~*, which depends 
only on the y 
The minima of f over distinct subintervals are independent and their distribution is given by 
\x,_l  <_s<_x~ - -  x~ - -  x~-i 
for y _< min{f(x,-1), f(x~)}, see [14]. 
For each subinterval [x~_ 1, x,] we generate the minimum z, of f over the interval according to 
the above distribution. Then, the error is the difference between ~* and the minimum of the z,. 
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Figure 1 Emplrmal CDFs for equlspaced points 
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I I 
0 025  05  
Figure 2. Comparison of adaptive with nonadaptlve emplrmal CDFs for n = 1000. 
Our experiments consisted of multiple independent replications, where for each replication we 
independently generated (f(xl) ,  ~1, Zl), ( f (x2) ,  ~2, z2), ., ( f (xn) ,  ~,~, zn). 
In the first experiments, we use equispa~ed observations. For each of several values of n, we ran 
1000 independent replications and normalized the error by multiplying by n 1/4. The empirical 
distribution function of the normalized error was then plotted in Figure 1 for several values of n 
between 100 and 3000. Notice that for large n the normalized empirical CDFs appear to approach 
a limit. 
The empirical distribution functions after 1000 observations for the adaptive and nonadaptive 
algorithms are compared in Figure 2. Note that the adaptive algorithm has a more concentrated 
distribution earer 0. The difference between the average rror for the adaptive and nonadaptive 
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algorithms is quite small compared to the case without noise• In the case without noise, adaptive 
algorithms can achieve an almost exponentially decreasing error [15], while the best nonadaptive 
methods have error of order n -1/2. In the case with noise, however, all algorithms have error at 
least of order n -1/2 on average• The narrower gap between the capabilities of adaptive and non- 
adaptive methods is perhaps due to the fact that the information from noisy function evaluations 
is much less powerful that exact function evaluations. 
7. APPENDIX  
Let a Gaussian stochastic function {(x) be observed at the points x,, , = 1, . . . ,  n in the 
presence of noise. Let the noise be represented by Gaussian random variables {, which are 
mutually independent, and independent of the stochastic function; the mean of {~ is equal to 0, 
and variance is equal to a 2. Then, the conditional mean and conditional variance of {(x) are 
given by the formulas, 
M {~ (x) I { (x,) + {i = Y,} = m (x) + (Yl - -  m (Xl) , . . .  , Yn - m (xn))"  En -1 .  (0,1,.. •, 0,n) t 
and 
Vat {¢(x) I ~(x,) +¢,  = y,} = a (x ,x ) -  (0,1,...,0,n)" E -1 .  (0,1,...,an) t , 
where 0,(s,t) is the covariance between the stochastic function values at the points s and t, 
0,, = a(x,  x,), E ,  is the covarianee matrix of the noisy observations, and m(x)  is the unconditional 
mean of {(x). Analytical investigation of these formulas is difficult. The complexity of numerical 
computation using standard matrix inversion routines is O(n3). 
For the case of the Wiener process, we will develop simpler formulas for the conditional mean 
and conditional variance based on recurrent formulas for the inversion of £,~. Let us suppose ~(x) 
be a Wiener process W(x) ,  then re(x) = O, 0,(s,t) = min(s,t). Let us suppose that the points 
of observation are ordered Xl <_ x2 _ ... <_ x~. Then, the conditional mean and conditional 
variance of W(x) ,&  <_ x < x,+l are defined by the formulas 
M {W (x) I W (x,) + {, = y,} = (Yl,-.. ,  yn) '  En -1"  (Xl , . . . ,  X,, Z, . . . ,  X) t 
and 
Var {W (5) I W (x,) + ~, = y,} = x - (x l , . . . ,  x , , , , . . . ,  x)-  p~- l .  (~1, . . . ,  ~,, x , . . . ,  x)~, 
where the covariance matrix of the values of Wiener process observed in the presence of noise is 
equal to 
I 
X1 + 0,2 X l  
xl  x2 + 0,2 
Xl  X2 
X2 
• . X 1 Xl • • .  X 1 
J 
• • X2 X2 . . •  X2 
• . X~ ~0,2  X~ . . .  X~ 
. .  o . . . . . . . . . . .  
• • X~ X~+ 1 . . .  5n~ 2 
Let S~ = En-l• The elements of S,~ may be obtained as the solutions of systems of linear 
equations implied by the equality Sn • En =- I ,  where I is the unit matrix• Let us consider the 
system of linear equations for the first row of the elements of Sn 
(X 1 _~_ 0,2) 811 "~- X1812 "~- • • " "]- X lS l ,n -1  q- XlB ln  : 1, 
x lsn  + (x2 + 0,2) s12 +• ' "  + x2sl,~-i  + m2sl~ = O, 
(7.1) 
XlS l l  -4- X2S12 -} - ' ' •  ~- Xn- - lS l ,n- -1  27 (Xn "4- 0 ,2 ) S ln= O. 
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Subtraction of a an equation from an equation above it, will reduce the latter system to the 
following triangular system, 
0"2811 -- (72812 -I- (X 1 --  X2)S12 "~- • • • "4- (X 1 -- X2) 81n = 1, 
0"2812 -- 0"2813 -}- (X 2 -- X3)S13 - J r - ' ' '  -}- (X 2 -- X3) S ln :  O, 
0.281,n_ 2 -- 0.281,n_ 1 -}- (Xn_ 2 -- Xn_l)  Sl,n_ 1 + (Xn_ 2 -- Xn_ l )  S ln= O, 
0.2S l ,n_  1 --  0.2Sln 3F (Xn_ 1 -- Xn) S ln= O, 
whose solutions should satisfy the following equalities, 
1 1 
S l l  = 812 -'~ ~ (X2 -- Xl)(81n ~- ' ' '  ~- 812 ) --[- - -  0.2 ' 
1 
= + - x : ) ( s l ,  + . . .  + 
1 
81.n_ 2 = 81,n_  1 -~- ~'~ (Xn--1 -- Xn_2) (Sln "-}- S l ,n_ l )  , 
1 
81,n -1  ---- Sln -[- -~  (Zn -- Xn--1) Sln. 
Using the sequences r~,R~,u ,  introduced in Section 2 the elements of first row of Sn may be 
written in the following way, 
1 
S l l  ---- S lnr l  -5 - -  Slz = Slnr~, ~ = 2, , n. (7.2) 
0.2'  " ' " 
Since the first equation of system (7.1) may be written as 
( I) 
(X 1 ~_ 0.2) 81n1"1 -~ ~ -'~ 81nXlR 2 --~- 1, 
then 
implying 
Xl 
Sln ~Ux ~ 
0-2 (X 1 _[_ 0.2) r l  4- XlR2 
1 
S11 -~ --rlUl -]- ~--~, Sh  ---- --r~Ul, $~2, . . . ,n .  
The elements of the other rows of S~ may be obtained recursively. Let us suppose that the 
elements of the first z - 1 rows are known, i.e., s3k,2 = I, ...~z - i~ k = l~...,n are known. 
Therefore, the elements of the ith row s~3 , j = I,..., z -- 1 are known by the symmetry of Sn. The 
remaining elements of the ith row may be defined from the following system of linear equations 
implied by the result of multiplication of the ~th row of Sn wlth the z th, ~ -i- Ith,... ~ n th columns 
of En, 
x ls~l  + x2s~2 +.  • + (x ,  + 0.2) s,~ + x~sl,~+l ...  + x~s,~ = 1, 
X18~1 -]- X2Sz2 "}-'' '  "-}- Xz8¢~. -~ (Xz-]-i -~- 0.72) S~,~+I -~- . . .Xz- i -18,n ---- O, 
(7.3) 
x ls~l  + x2s~2 + . + x~s~ + x,+ls~,~+l + .. + (x~ + 0.2) s~ = O. 
168 J M CALVIN AND A ZILINSKAS 
Proceeding as above we will get the triangular system with respect o the unknown elements 
of the Z th row, 
O'28zz -- O'2S~,~+l -}- (X~ -- X~+I) (8%~+1 "Jr-'' ' -[- am) : 1, 
a2s~,,+l - 0-2s~,~+2  (x,+l - x~+2) (s~,z+z +. . .  + s~)  = 0, 
O'2S*,n-2 -- 0"2Sz,n-1 + (Xn-2 -- Xn-1)  (Sz ,n -1  +S ln )  = O, 
0-2S . . . .  1 -- 0-2Sln -[- (Xn-1 -- Xn)  S~n = O, 
whose solutions hould satisfy the following equalities, 
1 
s~j = s3~ , 3 < z, s~ = r~s~n + -~,  (7.4) 
S~ 3 : r jSm~ j = ~+l , . . . ,n .  
then 
Since 
*--1 
--Z~ -- 0 -2 E X383~ 
3=1 
~"~ - 0-2((z~ + 0-2)?', + x J~+l )  -u ,  (7.5) 
1 
0-2 ~ 
which completes the recurrent definition of all s~ 3except snn. However, the result of multiplication 
of the last row of Sn with the last column of En gives the following equality, 
n--1 
Y~ x3s3,~ + (zn + a2)s,~,~ = 1, 
3=1 
which may be rewritten in the following way, 
n--1 
1-  ~ zjs3n 
3=1 
8nn 
Xn -}- 0-2 
n -1  
02 -- 0"2 E X3S3n -- Xn  -- 0.2 
3=1 1 
= 0-2 (z~ + a 2) + 5 5 
n--1 
x~ + 0-2 ~ x3 s3 ~ 
3=1 1 
= ~2 (ms + 0-2) + 0--7 
1 
= --?'nUn ~ - -  0-.2 
with the last expression corresponding to the general formula for s~. 
Let us note that the complexity of reversion of Nn according to the recurrent formulas is O(n 2) 
since the complexity of calculation of auxiliary sequences i  O(n2), and calculation of the elements 
of S~ with help of the elements of the auxiliary sequences i O(1). 
Let us consider the formula of conditional mean (2.8) in a limit case when the origin tends 
to -co.  The elements of the matrix Sn are defined in (7.2),(7.4) via products r3s ,n .  Since ?'3 
depend only on A~, we have to find the limits for s~n. The multiplication of the matrix E~ 2 with 
the last column of S~ = E,~ -1 gives the following system of equations, 
(X 1 _~ 0-2) S ln  _~_ X182 n -Jr- ' ' '  "t- X lSn- -1  n "}- X l  Sn n = O, 
X lS ln  + (X2 "Jr- 0-2) 82 n _[_. . .  _~_ X28n--1 n + X28n n = 0, 
ZlSlr~ + X2S2r~ +' ' "  + X,~-lS,~-I n + (X,~ + a 2) S,~ n = O. 
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Let us multiply the second equation by xl/x2 and subtract from the first equation. It results 
in 
(Xl "~- 0 "2) Sln -- ~181nx2 -- 0.2Z1S2nx2 = 0, S2n : 81n ~ ~- - - - "7 - -  . 
Computing the limit for the latter equation, we take into account that x2/xl -~ 1, and that 
lengths of the subintervals do not change, 
S2n=SI~ 1+-~-  , 
where S~n denote the limit of s~. 
Repeating similar calculations with the subsequent equations, we will get 
A~ (Sin +Sen + ' "  + S~-~ n) , 
An (S1~ + S~n +' '"  + Sn--1 n) Snn =Sn--ln ~---~ 
Applying the sequences q,, Q~ (2.14), the latter equations may be reduced to 
Szn = Slnq~, ~ : 2 , . . .  , n. 
As suggested by (7.5), u, may be substituted with -S,~ in (2.8). Then, the equality of sum of 
weights to 1 implies the following expression for $1,~, 
1 
S in  = 
a 2 r~ q~ + q~ r 3 
3=1 
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