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Motivated by the dynamics of particles embedded in active gels, both in-vitro and inside the
cytoskeleton of living cells, we study an active generalization of the classical trap model. We
demonstrate that activity leads to dramatic modifications in the diffusion compared to the thermal
case: the mean square displacement becomes sub-diffusive, spreading as a power-law in time, when
the trap depth distribution is a Gaussian and is slower than any power-law when it is drawn from
an exponential distribution. The results are derived for a simple, exactly solvable, case of harmonic
traps. We then argue that the results are robust for more realistic trap shapes when the activity is
strong.
PACS numbers:
Introduction. In-vitro experiments have probed the
non-thermal (active) fluctuations in an ”active gel”,
which is most often realized as a network composed of
cross-linked actin filaments and myosin-II molecular mo-
tors [1–4]. The fluctuations inside the active gel are mea-
sured using the tracking of tracer particles, and was used
to demonstrate the non-equilibrium nature of these sys-
tems through the breaking of the Fluctuation-Dissipation
theorem (FDT) [4]. In these active gels, myosin-II molec-
ular motors generate relative motion between the actin
filaments, through consumption of ATP, and thus drive
the athermal random motion of the probe particles dis-
persed throughout the network. Similar motion of tracer
particles was observed in living cells [5, 6].
In both the in-vitro gels, and in cells, over short times,
the tracer particle seems to perform caged random mo-
tion, while trapped in the elastic network. On longer
times it is observed that the actin network allows the
tracer to perform ”hopping” diffusion, as it makes large
amplitude motions [2, 5–8], driven by the same active
forces. This large scale motion was treated on a coarse-
grained scale in [6] [37].
Here we explore in more detail the process by which ac-
tive forces can drive hopping diffusion in a heterogeneous
medium. We use a trap model [9] where the particle is as-
sumed to be trapped in a potential well of variable depth,
representing the structural inhomogeneity present in the
system. The particle is affected by random active forces,
which eventually ”kick” the particle from the well. This
event can correspond to the release of the tracer parti-
cle from the confining network, or more generally to the
triggering of some unspecified rearrangement of the con-
stituents of the system. After each such event, the par-
ticle (system) is locked in a new confining organization,
and a new activated escape process begins.
The distribution of potential well depths determines
the type of hopping diffusion performed by the parti-
cle. Indeed, it is well known that for a thermal system,
a Gaussian distribution of potential depths gives rise to
normal hopping diffusion, while an exponential distribu-
tion of potential depths can give rise to anomalous diffu-
sion: 〈x2〉 ∝ tα, 0 < α < 1. (for a review see [10]). This
result is a direct consequence of the Kramers escape rate
which is exponential in the depth of the trap. For active
systems the picture can be different. Indeed, recently it
was shown for a class of active particles [11, 12] that the
escape time from a trap depends on the detailed struc-
ture of the potential [11]. Importantly, it is not a simply
exponential function of the potential depth. By studying
a new class of escape problems appropriate for active gels
we find that the non-trivial behavior of the escape rate
leads to several surprising features. Specifically, we find
that anomalous diffusion can appear even for a Gaussian
distribution of potential depths. Furthermore, an expo-
nential distribution of potential depths gives rise to a
super-slow diffusion 〈x2〉 ∼ eC
√
ln t where C is a positive
constant. This result is particularly relevant, since exper-
iments indicate that the thermal motion of tracer parti-
cles in bio-polymer gels is well described by a hopping
model, with anomalous (sub-) diffusion, which therefore
suggest that the distribution of traps is exponential [13].
Active trap model. We consider a particle in a one
dimensional trap described by a potential U(x) and
kicked randomly by thermal and active forces [14]. The
Langevin equation for the particle’s velocity v (in a sim-
plified one dimension reaction coordinate, with the mass
set to one) is
v˙ = −λv + fa + fT − ∂U(x)
∂x
(1)
where λ is the effective friction coefficient. The ther-
mal force fT is an uncorrelated Gaussian white noise:
〈fT (t)fT (t′)〉 = 2λTBδ(t− t′), with TB the ambient tem-
perature, and Boltzmann’s constant is set to kB = 1.
The active force fa arises from the independent action
of Nm molecular motors, each motor producing pulses of
average force f0 for a duration τ
′
p (either a constant or
drawn from a Poissonian process with an average value
τ ′p, i.e. shot-noise). This sets the persistence time of the
active forces. In the large Nm limit the time-evolution
of fa can be approximated by the Ornstein-Ulhenbeck
2process
f˙a = − 1
τ ′p
fa +
√
2D
τ ′p
ξ(t), (2)
where ξ(t) is a standard Gaussian white noise, and D =
Nm〈f20 〉. The amplitude of the active force in this model
has a Gaussian distribution, which naturally arises in a
spatially extended system that has a uniform distribu-
tion of active force sources, even if the individual sources
(such as molecular motors) produce discrete forces (the
individual forces are integrated in such extended systems
[15]). Note that the thermal force, fT is typically much
smaller than the active force and can therefore be ignored
in most cases. It should also be noticed that the ampli-
tude of the white noise vanishes in Eq. (2) when τ ′p → 0
and the model described therefore differs somewhat from
the well known active Ornstein Uhlenbeck process (the
AOUP model, see [16] and references therein), even if the
results for both models can be easily related.
To analyze the trap model we need to evaluate the
escape rate of the particle from the trapping potential.
As stated above we first do this for the exactly solvable
case of a harmonic potential and then turn to comment
on more general potentials.
Escape from a harmonic trap. Here we take U(x) =
kx2/2 and postulate that the particle escapes from the
trap when it reaches x = a. k is expected to be pro-
portional to the bulk modulus of the gel which depends
on the gel density, cross-linker density and stiffness of
the network filament. It is well known that the steady-
state distribution of active particles positions, when the
potential is unbounded, is very different from that of an
equilibrium case [14, 17–24]. Indeed, as we show below
the escape time from the trap also behaves very differ-
ently.
The active escape from a single harmonic well of the
model described above was extensively explored (using
numerical simulations and analytic results in certain lim-
its) in [24]. In fact, the linearity of Eq. (1) and (2) al-
lows for an analytic solution in the limit of deep potential
wells, which is detailed in appendix. One finds that the
escape time is given by a Kramer’s like form:
τ ′esc = τ
′
0(k)e
ka2/2Teff (3)
where the ”effective temperature” Teff , assumed to be
small compared to the potential height, is given by the
mean potential energy
Teff = k〈x2〉 =
D(1 + λτ ′p)
λ(λ + kτ ′p + τ ′p−1)
. (4)
Importantly, Teff depends on the shape of the potential
[38]. This implies, in stark contrast to the equilibrium
problem where the escape time grows exponentially in k,
that it grows here exponentially in k2 for large k. This,
as we show below has important implications for the gen-
eralized active trap model. We note that the validity of
Eqs. (3) and (4) was numerically tested in [24], over a
wide range of parameters.
In fact, as one might expect, the same phenomenol-
ogy also appears in the overdamped limit which can be
readily solved. The overdamped limit is obtained by tak-
ing the limit of large friction and neglecting the inertial
term in Eq. (1). Moreover, for simplicity, we assume
that fT ≪ fa and neglect thermal noise. Rescaling time
t′ = tλ , and τp = τ
′
p/λ, Eqs. (1)-(2) become{
x˙ = −∂U(x)∂x + fa,
f˙a = − 1τp fa +
√
2D
τp
ξ(t) .
(5)
Note the model is mathematically equivalent to the
standard Active Ornstein-Uhlenbeck Particles (AOUPs)
studied, for example, in [16, 25–27], but with a noise am-
plitude which scales differently with τp. For a harmonic
potential one can introduce the standard change of vari-
able [28] p = −kx+ fa to obtain{
x˙ = p,
p˙ = −γp−∇Ueff +
√
2γD
1+τpk
ξ(t).
These equations describe an equilibrium Brownian par-
ticle in a potential Ueff =
kx2
2τp
, experiencing a friction
γ = 1τp + k, and temperature Teff =
D
1+τpk
. The change
of variables maps the problem to an equilibrium one. The
standard Kramers law then follows immediately with the
mean escape time from a trap of size a, when the effective
temperature is small, given by
τesc = τ0(k)e
Ueff (a)
Teff = τ0(k)e
ka2(1+τpk)
2Dτp , (6)
where τ0(k) is a subexponential correction. Again Teff is
an explicit function of the potential through k. We note
that the steady-state distribution in a harmonic poten-
tial was found previously, using a different method, in
[18]. Curiously, we find that the persistence time τp does
not affect the long-time hopping diffusion (dominated by
large k, Eq.(6)), although it does affect Teff [24].
The main result of Eq. (6), similar to Eq. (3), is that
the mean escape time is exponential in k2. This is in
stark contrast to the standard Arrhenius law for passive
Brownian particles which gives an escape time which in
exponential in k.
We now demonstrate that this new scaling dramati-
cally affects the dynamics of an active particle in a net-
work of random traps. We consider a standard trap
model [9], where the particle once escaping from the har-
monic well through an active process falls into a new trap
whose depth is drawn from a random distribution. For
simplicity we initially assume that the traps are of equal
size a so that at each hop between two traps the particle
is displaced by a distance a. The long time behavior of
the system is dominated by the distribution of traps of
large depth (equivalently of large stiffness k), so we may
3reduce Eq.6 to
log(τesc) ≈ k
2a2
2D
. (7)
where additional terms do not change qualitatively the
results. We consider two canonical choices for the distri-
bution of trap depths, a Gaussian and an exponential.
Gaussian distribution of trap stiffness: We first con-
sider a normal distribution of trapping potential depths,
encoded in the local network stiffness k,
P (k) ∝ e[−(ka2−k0a2)2/σ2E ] . (8)
with k0 the stiffness at the distribution peak, and σE the
stiffness variance. For thermal activation it is straight-
forward to check that this leads to a Log-normal distribu-
tion of trapping times. Therefore the mean escape time
is finite and the motion of the particle in the network is
diffusive with a mean-square displacement growing as t.
In contrast, for the active escape, using Eq.(7), we obtain
in the limit of large τesc that the distribution of trapping
times is given by
P (τesc) = P (k)
∣∣∣∣ ∂k∂τesc
∣∣∣∣ ∼ 1τ1+µesc √ln(τesc) , (9)
with µ = 2Da
2
σ2E
. This distribution is normalizable, but
has a diverging first moment when µ < 1, which leads to
anomalous diffusion [9]. For what follows, it is useful to
recall how this anomalous diffusion can be obtained from
a simple scaling argument [29].
Consider the total time TN needed for the particle to
perform N step. Assuming that each step takes a time τi
drawn from the distribution (9), and that the random
variables τi are independent, we have TN =
∑N
i=1 τi.
When µ < 1, the distribution Eq.(9) has no average
and the total time TN is dominated by the maximal
escape time τ∗. This value can be estimated using
N
∫∞
τ∗ P (τesc)dτesc ≈ 1. With the distribution of es-
cape times Eq. (9) we get N ∼ (τ∗)µ, which leads to
TN ∼ N
1
µ . Finally, using 〈x2〉 ∼ Na2 one finds that
for µ < 1, the distribution of escape times (9) gives the
anomalous behavior
〈x2(t)〉
a2
∼ tµ. (10)
For µ > 1 the argument above implies that motion be-
comes diffusive with 〈x2(t)〉/a2 ∼ t. For acto-myosin gels
the limit of anomalous diffusion corresponds to low active
forces, large stiffness and large stiffness variance. Note
that the dependence on the persistence time τp cancels
out in the ratio that determines the anomalous regime.
Exponential distribution of trap stiffness: Next, let
us consider an exponential distribution of energy bar-
riers: P (∆E) ∼ exp [−∆E/E0]. For such a distribution
the thermal escape-time distribution is a power-law [9],
which gives a diverging first moment, with anomalous
behavior similar to the Gaussian active case described
above, for T/E0 < 1. In passive bio-polymer (actin) gels,
thermal diffusion of tracer particles was observed to fit
this description of anomalous sub-diffusion [13], sugges-
tive of an exponential trap distribution. We now show
that the behavior for the active case is very different.
For the active hopping, using arguments similar to the
Gaussian case, the exponential distribution of barriers
heights gives that the distribution of escape times for
large times is given by
P (τesc) ∼ 1
τesc
√
ln(τesc)
e
− a
√
2D
2E0
√
ln(τesc). (11)
The above distribution has a diverging mean. Using ex-
actly the same arguments as for the Gaussian distribution
of stiffness with µ < 1, we get a diffusion process that for
long times grows more slowly than any power-law with
〈x2(t)〉
a2
∝ e a
√
2D
2E0
√
ln(t) . (12)
This behavior falls in the class of superslow diffusion pro-
cess [29], where 〈x2(t)〉/tα → 0 as t → ∞, for all α > 0.
In particular, in the limit of t→∞ the slope of the mean
square displacement approaches zero.
Finally, we note that similar to the case of normal dis-
tribution, we find that the super-slow diffusion is inde-
pendent of the persistence time τp, in Eq. (12).
Coupled trap-size and stiffness distribution in a
biopolymer gel: So far we considered traps of finite spatial
extent a, and an independent distribution of stiffness val-
ues. In a real biopolymer gel, such as cross-linked actin
filaments, the fluctuations in the local stiffness are of-
ten determined by fluctuations in the local concentration
of cross-linkers and lengths of the biopolymer filaments
[30, 31]. In these systems the local stiffness k and the
mesh pore size a depends on the cross-linkers density
k ∝ ραc , a ∝ ρ−1/3c ⇒ ∆E ∝ ρα−2/3c (13)
where α was found to vary between 1 and 2 [30, 31]. The
energy barriers are therefore expected to depend on the
cross-linker’s concentration as a power-law in the range:
∆E ∝ ρ1/3c ,ρ4/3c .
Obtaining detailed distributions of pore sizes and
cross-linker’s concentration from the experimental data
is difficult. Recent measurements of the pore-size distri-
bution in an acto-myosin gel found it to be similar to a
Gaussian distribution [32]. However such gels are highly
heterogeneous, evolve over time [33], and are predicted
theoretically to approach a critical state with power-law
distribution of its structural heterogeneity [34].
Extension to general potentials: Our results have been
obtained assuming harmonic traps. One might won-
der how general these results are for more general trap
shapes. In [24] it was shown that the escape rate from
a single potential well does not depend strongly on
the shape, for monotonously increasing potentials and
4a Gaussian active noise (Eqs. (5)). We now discuss in
the following the mean escape time from a general trap
the two limits of the over-damped model, τp ≪ τU and
τU ≪ τp, where τU is the typical relaxation time inside
the trap, and is given by the order of magnitude of ∂
2U(x)
∂x2 .
The limit of small correlation time τp ≪ τU has been
thoroughly studied in the past [17, 35]. It has been shown
that Eqs. (5) reduce to the equilibrium escape prob-
lem for a passive particle with an effective temperature
Teff = Dτp. The mean escape time in this limit is thus
given by the classical Arrhenius law with an ”effective
temperature”. The first non-equilibrium correction, for
a potential whose derivative at the escape point is zero,
comes at order τp and depends on the full shape of the
trap [17]. One recovers to leading order the results of the
classical thermal trap model [9], with Teff = Dτp. In par-
ticular, the mean escape time in this limit only depends
on the depth of the trap and not on its shape.
We next consider the interesting regime where the time
τp, related to binding and unbinding a molecular motor,
is still much smaller that the time to escape using a ther-
mal fluctuation, but much larger than the relaxation time
τU inside a trap. We thus still neglect thermal noise and
take the limit τp ≫ τU . We consider Eqs. (5) with
t′ = t/τp {
x˙ = τp
(
fa − ∂U(x)∂x
)
,
f˙a = −fa +
√
2Dξ(t).
(14)
In the limit τp ≫ τU , the position of the particle has
to satisfy fa =
∂U(x)
∂x . At every time, the particle is in
a local equilibrium state where the active force balances
the potential force. For a general barrier one expects
∂U(x)
∂x to have a single maximum located at a point xcr
where ∂
2U
∂x2 (xcr) = 0. Defining the maximal force that
the potential can exert as Fmax = max{∂U∂x }, the particle
needs a force fluctuation that reaches at least Fmax to
escape from the trap. For the stochastic process (2),
such a fluctuation occurs within a typical time
τou ≈ τpe
(Fmax)
2
2D . (15)
Once the particle has crossed the critical point, the force
fa − ∂U(x)∂x is strictly positive, and the particle moves
quickly to the escape point, according to the first equa-
tion in (14). The mean escape time for a general trap,
in the limit τp ≫ τU , is given by Eq. (15). The limit
of large correlation time much larger than the thermal
escape time from the trap has been studied in [24] and
leads to a different result.
Eq. (15) illustrates the fact that in the large corre-
lation time limit an active particle is sensitive to the
maximal force it experiences, whereas passive particles
are sensitive to the depth of a trap. This dependence
on the shape of the potential seems to be rather generic
for active particles [11]. As there is no linear depen-
dence between the maximal force exerted by a poten-
tial and its depth, all equilibrium results relying on the
classical Arrhenius law fail for active particle. For the
particular case of an harmonic trap presented in this pa-
per, Fmax = ka, and we recover the result (7) using Eq.
(15). Importantly, one expects the depth of the potential
to be generically correlated to its maximal slope. This
suggests that the results describe above are rather ro-
bust. Note that even if this correlation leads to an es-
cape time of the form log(τesc) ≈ A∆Es, with the above
results suggesting s ≥ 2, A a constant, and ∆E the trap
depth, the super-slow diffusion results remains almost un-
changed for an exponential distribution of ∆E, behaving
as 〈x2(t)〉 ∝ eB(ln(t))1/s , with B a constant. Further-
more, for a Gaussian distribution of ∆E one obtains a
super-slow diffusion with P (τesc) ∼ e−C(ln τesc)2/s , with C
a model dependent constant.
Discussion. Our key result is that active escape gives
rise to anomalous hopping diffusion even in systems that
have rather uniform energy landscapes. For the case of
energy barriers with a normal distribution, we predict
a regime of anomalous (sub-)diffusion. For exponential
distribution of energy barriers, which can occur natu-
rally in different self-assembled systems, we predict an
even more extreme behavior: super-slow diffusion. These
results arise from the quadratic relation between the log-
arithm of the mean escape time and the depth of the
energy barrier, unlike the linear relation obtained for
thermal activation. Note that in experimental realiza-
tions of active gels the cross-linkers are dynamic and the
system tends to exhibit viscous flow on very long time-
scales [1, 3, 36]. This may prevent the observation of the
long-time regime where the anomalous or super-slow dif-
fusion appears. However, since the thermal diffusion was
found to be anomalous in biopolymer gels [13], future
studies of the motion of tracer particles over long times
in active acto-myosin gels [8], could probe the super-slow
diffusion regime that we predict. Note that often the ac-
tive sources, such as molecular motors, are themselves
affected by the elastic restoring forces of the trap [22],
and the consequences of this on the escape process re-
main to be explored.
The basic property of the active force that gives rise to
this different activation dynamics is its persistence time.
This means that any process of activated diffusion, rear-
rangement, or flow that is driven by forces with a finite
correlation (persistence) time, will give rise to the anoma-
lous dynamics we described. Dynamics that are driven by
such non-thermal forces appear in many non-equilibrium
systems. Moreover, since Gaussian and exponential dis-
tributions of energy barriers are common in many disor-
dered systems, we find that active (non-thermal) motion
over such an energy landscape can very easily become
anomalous, and exhibit aging behavior. These results
should be relevant to dynamics inside living cells, artifi-
cial active matter and driven disordered systems.
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6Appendix A: Derivation of the mean escape time for the underdamped model of active particles
In the following, we consider an active particle in a harmonic well of infinite depth U(x) = 12kx
2
x˙ = v
v˙ = −λv − kx+ fa
f˙a = − 1
τp
fa +
√
2D
τp
ξ(t), (A1)
where ξ(t) is the standard Gaussian white noise, f is the active force with correlation time τ , and λ is the friction,
and D =
〈
f20
〉
. Eq. (A1) corresponds to Eqs. (1-2) of the main text. The stationary Fokker-Planck equation for the
process (A1) is
− ∂x (vPs)− ∂v ((−λv − kx+ fa)Ps)− ∂f
(
− 1
τp
faPs
)
+
D
τp
∂2faPs = 0. (A2)
As the dynamics is linear, the stationnary distribution Ps is Gaussian. We thus solve the Fokker-Planck equation
using the ansatz
Ps = Ce
−XTAX , (A3)
where X = (x, v, fa) is the vector of all coordinates, and A is a 3× 3 symmetric matrix. Using (A3) in Eq. (A2), the
Fokker-planck equation turns into a linear system for the coefficients of A that can be solved easily analytically. We
find
A =
τp
D


kλ
(
k + 1τ2p
)
kλ2 kλ
kλ2 λ
(
1
τ2p
+ 2λτp + kλ+ λ
2
)
λ
(
λ+ 1τp
)
kλ λ
(
λ+ 1τp
)
1
τp
+ λ

 .
The space probability distribution ρs(x) can be obtained by summing the invariant measure over v and fa
ρs(x) =
∫ ∫
Ps(x, v, fa) dv dfa.
The final result is
ρs(x) = Cx exp

−kx2
2
λ
(
λ+ kτp +
1
τp
)
D (1 + λτp)

 , (A4)
with Cx given by the normalization constrain
∫
ρs(x)dx = 1
Cx =
√√√√kλ(λ+ kτp + 1τp
)
2piD (1 + λτp)
.
Let us now turn to the problem of the mean escape time from a harmonic trap. We consider a harmonic potential
U(x) truncated at |x| = a, so that the particle escapes the trap if it reaches x = a or x = −a. We now explain how
the mean escape time can be obtained from Eq. (A4) asymptotically in the small D limit. The methods used are
standard, and we review them for completeness. In principle, the mean escape time 〈Tesc〉 can be computed from the
Fokker-Planck equation with absorbing boundary conditions
〈Tesc〉 =
∫ +∞
0
tJ(t)dt.
where J(t) is the outgoing flux at x = ±a. This is in general a difficult problem. However, in the small D limit in
Eq. (A1), the problem simplifies. In this limit, the outgoing flux is exponentially small in 1/D, such that the system
relaxes quickly to a quasistationary state given by
PQS(x, t) ∼ ρs(x)e−
t
〈Tesc〉 , (A5)
7where ρs is given by Eq. (A4) up to exponentially small corrections in 1/D. This relation amounts to saying that the
escape is a Poisson process with rate 1〈Tesc〉 .
Moreover, the outgoing flux J(t) is given by the probability PQS(a, t) to be on the boundary at time t, times the
velocity Vf of the fluctuation path leading to the boundary
J(t) ∼ Vfρs(a)e−
t
〈Tesc〉 . (A6)
On the other hand, we have the standard relation
J(t) = − d
dt
∫ a
−a
PQS(x, t)dx.
Using Eq. (A5), we get the relation
J(t) =
1
〈Tesc〉e
− t〈Tesc〉 ,
and combining with Eq. (A6) gives
〈Tesc〉−1 ∼ Vfρs(a).
We obtain an effective ”Arrhenius law”
〈Tesc〉 ∼ Vf
√√√√ 2piD (1 + λτp)
kλ
(
λ+ kτp +
1
τp
)e ka22 λ
(
λ+kτp+
1
τp
)
D(1+λτp) (A7)
We strongly emphasize that the last relation is valid only in the small D limit, which corresponds here to the
inequality D ≪ k2a2. If this latter inequality is not satisfied, the quasistationnary approximation Eq. (A5) fails and
subexponential corrections become more and more important in Eq. (A7). In Eq. (A7), the leading behavior for
small D is given by the exponential term, and one usually gets rid of the prefactors with the approximation
〈Tesc〉 ≈ e
ka2
2
λ
(
λ+kτp+
1
τp
)
D(1+λτp) .
The exponential factor has a non-linear dependance in the trap depth and accounts alone for the non-equilibrium
behavior of the model described by Eqs. (A1).
