Purpose We present a system which supports deformable image registration guided by a haptic device. Methods The haptic device is tied to a block matching method where a set of uniformly distributed control points determine the block positions. Each control point constitutes a particle in a mass spring grid which limits the space of allowed movements to elastic movements. Control points are manipulated by the haptic device, and the negative gradient of the similarity metric over the corresponding block is rendered as a force on the haptic device guiding the user to a minimum of the optimization landscape. Fast update of forces was achieved by exploiting the GPU for computations of the similarity metric and for interpolation of the deformation field. Results We show that haptic guided registration facilitates faster and improved registration compared to using a purely visual alignment in a user study on synthetic images. We also demonstrate feasibility of applying the system on medical images through a comparison with an automatic block matching algorithm. A radiologist performing registration with the haptic registration system posted faster registration times and better registration results than the automatic block matching algorithm when using identical grid and block sizes. Conclusions Possible applications of the system are refinement of registration results from automatic registration methods and construction of initial state used in automatic deformable registration methods.
Introduction
Image registration is one of the most studied and fundamental fields within image processing. The objective of image registration is to find a geometric transformation which best aligns a "moving" image with a "fixed" image. This process is a crucial element in many clinical applications, e.g. image navigation [1] , comparison of inter-patient images in a common coordinate system and longitudinal studies [2] . Finding the best alignment of two images translates into finding the geometric transformation which maximizes a similarity metric. Consequently, the transformation and the similarity metric are the two main components of a registration method. Many types of transformations and similarity metrics have been proposed in the literature [3, 4] , but finding the optimal combination for a given application is not trivial. Some important considerations which have to be taken into account include (1) the number of degrees of freedom of the transformation, (2) what kind of regularization is needed if any, (3) and whether the images to be registered are of inter-or intra-modality nature.
Image registration procedures are commonly divided into feature based and intensity based approaches. Feature based approaches extract a number of corresponding landmarks, or features, from the two corresponding images and finds the relative movements of these features between the two data sets. Feature extraction can be performed either automatically or manually, where automatic landmark extraction involves some form of segmentation method for identifying landmarks [5] . These approaches are very sensitive to the accuracy of the landmark extraction process [6] .
Intensity-based approaches on the other hand operate directly on the intensities from the original images to determine the best alignment. Similarity measures which are based on intensity values have received much attention in recent years [4] . Some of the most prominent ones are sum of squared differences (SSD) and correlation coefficient which are suitable for intra-modal registration, while mutual information [7, 8] and normalized mutual information [9] are examples of popular measures tailored for inter-modal registrations.
Improving the computational speed of similarity metrics has received considerable attention lately and is important in many clinical applications with strong time constraints [10] . Graphics processors (GPU) use a highly parallel architecture which for a long time has been inaccessible for general computing purposes. However, with the increasing programmability of these processors, much effort has gone into developing algorithms which harness some of their potential, for instance for image registration [11] . GPUs can also provide fast hardware based image interpolation [12] .
In addition to the similarity metric, a geometric transformation model is also required. Image registration with affine transformations has been adopted in a variety of different medical applications for matching rigid objects, for instance the brain [8] . However, these transformations operate on a global scale and cannot cope with local transformations. Non-rigid registration methods which incorporate transformation models flexible enough to model tissue movement, e.g. during surgical procedures such as brain-surgery [1, 12, 13] , have not yet reached the level of maturity of the affine registration procedures and are therefore not routinely used in clinical settings.
Free form deformations [14] , also called block matching [1, 15] , is a common approach to non-rigid registration where a set of control points are scattered over the fixed image domain whereby local rigid registration procedures are carried out over small image blocks centered around the control points. Hence, each control point has a corresponding transformation which relates the position of the point in the fixed image with its position in the moving image. Away from the control points, the global transformation can be interpolated from the movements of the individual control points by some form of interpolation scheme such as linear interpolation, radial-basis functions [16] or B-Splines [17, 18] .
When modeling the global transform as a collection of low order local transforms, a global smoothness constraint is usually enforced to prevent non-physical movements of the deformation field [19, 20] . A typical choice of smoothness constraint is an elastic regularizer which approximates the natural elasticity of human tissue. In an elastic framework, stress applied to tissue will induce small tissue deformations, but once the stress is removed the tissue will return to its original configuration [21] . Mass-spring systems is an example of a model where particle-masses move in an elastic way when stress is induced [22] and are well suited for simulating deformable objects [23] . Several issues prevent us from achieving the ultimate goal of developing fully robust automatic registration methods. Despite choosing appropriate components for a registration method, the method might not converge to the correct transformation. This is in particular true for high dimensional transformations which lead to a complex optimization landscape with many local minima. If the initial transformation is far from the global optimum, the registration can easily be trapped in a local minimum. Figure 1 shows an example of block matching where the optimization landscape contains many local minima. The human visual system is superior to any computer registration system in assessing the overall quality of the registration and to determine whether the algorithm was trapped in a local minimum. Consequently, because of the complex nature of these problems, most users of clinical registration systems perform visual checks of the registration results before the resulting registration is used in clinical settings such as in intra-operative image navigation software. Whenever the algorithm converges to a local minimum, some form of manual interaction is required to either restart the registration procedure with revised initial conditions or directly correct for the misalignments.
We have devised a method which facilitates real-time manual registration, and in particular supports refinement of results from automatic registration procedures and fast initialization of transformations close to the optimal for use in automatic procedures. The novelty of the proposed system comes from the integration of a haptic device for performing non-rigid registration in three dimensions. Haptic user interfaces have received considerable attention in recent years and has shown promise as a tool for use in telemanipulators, surgical simulators [24] and medical image segmentation [25] . Any registration algorithm aims at finding the global minimum of a similarity metric which in practice entails finding where the gradient of the similarity metric is zero. A typical approach is to use a gradient descent based method and thereby take steps in the direction of the negative gradient until a minimum is reached. Note that this does not necessarily constitute a global minimum of the similarity metric. We implemented a block-matching technique where the negative gradient of the similarity metric over the block was rendered as a force by the haptic device. This force leads the user to a minimum of the similarity metric. If this by visual inspection seems to be a local minimum, the user can "pull" out of this minimum and into another. To conceive "realistic" and stable forces, fast updates of forces are essential. This was achieved by exploiting the GPU for fast computations of the similarity metric and for real time deformation and visualization of image data. A mass spring model was implemented to regularize the registration to an elastic registration. A similar concept with no details on implementation or validation data was described in [26] , our preliminary results were reported in [27] . In the following sections we will outline in detail the registration method, the rendering of forces and the overall system.
Methods

Image registration
The optimal alignment of a fixed image F and a moving image M, defined over Ω F and Ω M respectively, is found when a similarity metric S is maximized with regards to a transform Φ:
(1)
Block matching
Block matching partitions F into square blocks B c where c = (k, l, m) ∈ Ω F is called a control point and determines the center of a block. Areas outside of the image domains are defined to have a zero value. Specifying the size of a block is a tradeoff between accuracy and speed of computations. Small blocks can capture small local deformations and the metric over the block can be computed fast, but the optimization can easily diverge to a wrong minimum because of limited information. Large blocks on the other hand are not able to capture small deformations, are slow to compute, but will most likely converge to the global optimum. We restricted the movements of a block to a translation Φ t c such that matching a block B c is defined by arg max
The control points, and the corresponding blocks, were uniformly distributed over the image domain Ω F . A nice property of the regularity of the control points was that interpolation of the global deformation field could be performed efficiently through the use of hardware accelerated tri-linear interpolation on the GPU. It also enabled real-time deformation and visualization of the moving image.
Similarity metric
We chose to use sum of squared differences (SSD) in this work because of the possibility for fast and efficient computation of the gradient on the GPU. SSD is defined as
where N denotes the number of pixels in F. The gradient of S SSD with regards to the translation Φ t is given by:
To perceive smooth haptic feedback, fast computation of the haptic forces is necessary. We based the force calculations on ∇S SSD which required fast and efficient computations of S SSD and ∇S SSD . This was achieved using a set of fragment shaders running on a GPU. The moving image gradient, ∇M(x), in Eq. 4 was pre-computed and integrated together with the moving image M into the r , g, b and a components of a texture to reduce the number of texture lookups in the fragment shader. The fixed image was included in a onecomponent texture while the deformation texture was included in a three-component texture. An algorithmic overview of the process of computing the metric and its gradient is included in algorithm 1. Multiple rendering passes is necessary to compute the similarity of two 3D images, one rendering pass per slice. Readbacks from framebuffer memory is a severe bottleneck of most systems using GPUs for general processing purposes. We kept the readback to a minimum by enabling blending and applying the same rendering target for all slices. Once all slices were rendered, the resulting framebuffer was reduced to a single pixel through a parallel reduction scheme. This pixel contained the global similarity metric and gradient in its four components.
Mass-spring system
A mass spring system was implemented to regularize the deformation field. Each control point corresponding to a block also constitutes a particle in the mass spring system and is connected to its neighbors in the following way (i, j, k denotes the index of a particle in the grid):
Algorithm 1 This provides an overview of the computations involved when computing the similarity metric using the GPU. 
and p i, j,k−1 to constrain stretching.
and p i−1, j+1,k+1 to constrain shearing.
Hence, each particle in the interior of the grid is connected by springs with fourteen adjacent particles. In the following we substitute i jk for p i jk when describing a property of a particular particle and describe the set of adjacent particles of p i jk by N i jk . The position x i jk of a particle in the system is governed by Newtonian physics where the sum of forces acting on a particle should equal zero
where f a i jk , f d i jk and f s i jk are the forces acting on a particle due to acceleration, damping and spring connections respectively. These forces are described by
where x ε (t) defines the position of a spring ε at a time t. The user-defined parameters, m, c and k define the mass of a particle, damping coefficient and the stiffness of a spring respectively. Assume M is the number of particles in the system, then a system of M coupled ordinary differential equations have to be solved. These equations were solved according to the explicit Euler method:
where ∆t is a chosen timestep.
Haptic registration
Gradient to force transfer function
To prevent the forces rendered by the haptic device to be scaled dependent on the scale of the pixel values in M and ∇M, it is important to normalize the components of the gradient of the similarity measure to a pre-defined interval. We transferred the individual components of ∇S SSD to the interval [−1, 1] by using a double sigmoid function
where the slope of the curve, κ, is a user-defined parameter and σ 2 is the variance of the voxel values of ∇M. Since the values of M and thereby ∇M can vary much throughout the image, σ 2 was recomputed over the block B c everytime a control point c was attached to the haptic device.
Registration system
The graphical user interface (GUI) of the registration system (see Fig. 2 ) is divided into nine viewports. Each row contains images from one of the three orthogonal anatomical viewpoints (axial, sagital and coronal). A specific column contains, from left to right, the fixed image, the moving image with the control points overlaid and the difference between the fixed and moving image. Even though the control points are defined over Ω F , it was found to be more intuitive to overlay Φ t (c) on the moving image because the moving image deforms in relation to the movements of the control points. A user navigates the images and interacts with the control points through the use of a haptic device. When a button on the haptic device is pressed, the haptic device is attached to the nearest control point and the movement of the point follows the movement of the haptic device. The pseudocode in algorithm 2 provides an overview of the computations involved when manipulating a control point.
Algorithm 2 Whenever a control point is being manipulated by the haptic device, forces are rendered on the haptic device to guide the user into a minimum of the similarity metric. This algorithm provides pseudo-code of the steps involved in computing these forces and providing the user with both haptic and visual feedback of the current state of the registration. Fig. 2 The graphical user interface of the system. Each row contains an anatomical viewpoint according to the radiological convention (axial, coronal, sagital). Each row is divided in three columns where, in order left to right, they describe the fixed image, moving image with the control points overlaid and the difference image between the fixed and moving image
Results
Various experiments were designed to test the proposed method. The GPU implementation of the metric computation was compared with a similar CPU implementation. Additionally, the overall method was evaluated by a user study on synthetic images, while its applicability on medical images was tested on a synthetically deformed medical data set. All experiments were performed on a PC running Linux with an Intel Quad Core 3.0 GHz processor, 2 GB of memory and a NVIDIA 7800 GTX graphics card with 512 MB of memory communicating with the CPU over a PCI Express 16 bus. A Phantom Omni haptic device from Sensable Technologies was used for the experiments. All user experiments incorporated the elastic regularizer from Sect. 6. Parameters of the mass spring system were set according to Table 1 while κ of the transfer function was set to 1.5. All images used in the experiments were of the same size, 256 × 256 × 60, and had a resolution of 1.0 × 1.0 × 2.0 mm.
CPU versus GPU
Our GPU implementation of the SSD was compared with a standard CPU implementation found in the InsightToolkit (ITK). Table 2 contains a list of the measured time it took for the two implementations to compute the measure using different block sizes.
Registration with synthetic data
We evaluated the feasibility of haptic image registration through a user study. Evaluation of image registration techniques on medical data is a difficult task, mainly because the ground truth is almost never known. Our approach was to construct a synthetic 3D data set consisting of two images where one image was an elastically deformed version of the other. The synthetic elastic deformation field was constructed by moving around control points in the mass spring network. After the network reached an equilibrium the resulting synthetic deformation field was extracted. A slice of the original image can be seen in Fig. 3 overlaid with a quiver plot of the x-and y-components of the applied 3D deformation field. Some parameters of the synthetic deformation are reported in Table 3 . A uniform grid size of 9 × 9 × 5 was used for the control points which facilitated a force update of 240 Hz. Users were allowed to practice using the registration system on a test data set until they felt comfortable with the concept and to eliminate learning curve effects. All users were asked to register the images twice, once with both haptic and 
The same rigid translation was used for all computations (0.3, −0.8, 0. 7) visual feedback (the difference image) and once constrained to visual feedback. Since the study did not include medical data, the sagital and coronal views were not included in the user interface for these tests. Two parameters were recorded, the time used to perform the registration and the accuracy of the registration in terms of the SSD of the resulting deformation field and the deformation field used to create the deformed image. Ten users were included in the study and the results are included in Fig. 4 .
Registration with medical data
To further validate the system, a radiologist registered two medical images using the system. Figure 5 includes the medical data set where the middle image is an synthetically deformed version of the image on the left. As in the case with synthetic data, a synthetic elastic deformation field was constructed by moving around control points in the mass spring network and then extracting the resulting deformation field after the network reached an equilibrium. The deformation of pixels were in the interval reported in Table 3 . A uniform grid of 17 × 17 × 9 control points and a block size of 32×32×16 was used which led to a force update of 50 Hz. We also implemented an automatic block matching algorithm for comparison based on standard components from the Insight Toolkit (ITK). The main differences between the automatic and haptic guided registration was (1) optimal match for a block was found through optimizing the metric with a gradient descent scheme, (2) Fig. 4 This figure plots the results from the study using the synthetic data (see Fig. 3 ). Ten users were included in the study. For each user we computed the SSD of the resulting deformation field and the deformation field used to deform the synthetic image, both using haptic feedback and pure visual feedback. In the upper figure we have included a scatter plot of the results where the SSD is plotted against the time it took to perform the registration. The two lower figures plots the SSD and time spent on the registration versus the individual users, respectively. From the top plot one can easily see the improvement of using the force feedback. The lower plots shows that the registration results are highly dependent on the time spent on the registration A checkerboard image constructed from the two leftmost images is included on the right was performed by gaussian smoothing (σ = 1.0) of the calculated deformation field and (3) the computations were performed in parallel on a Quad Core processor. Both the grid and block sizes were identical for the automatic and the haptic guided registration. Figure 6 contains the qualitative results and Table 4 includes the quantitative results for the registration procedures. To highlight the problem of local minima for automatic registration methods we have in Fig. 7 included quiver plots of the x-and y-components Table 3 Maximum and minimum deformations along x, y and z directions of the synthetic images in Fig. 3 Three results are reported, the SSD between the deformed and fixed image before performing any registration, after haptic registration and after the automatic block matching algorithm of the deformation field for corresponding slices from the deformation field which was used to create the synthetically deformed image and the deformation field computed by the automatic algorithm.
Discussion
We have presented a new approach to elastic 3-D image registration. Our approach incorporates the use of a haptic device for manipulating a uniform grid of control points. Each control point constitutes a particle in a mass-spring grid such that when one point is manipulated by the haptic device, the surrounding points will move in an elastic way. At the same time, a control point also defines the movement of a block in the block matching scheme. When a particular point is moved, the gradient of the similarity metric is computed over the domain of the corresponding block and used to render a force on the haptic device which guides the user in the direction of a best match. The user study with synthetic images showed that the results of the registration is highly dependent on the time used to perform the registration and that 7/10 performed considerably better with regards to the SSD results with haptic guidance than without. Three users posted marginally better SSD results using pure visual feedback, but they spent significantly more time performing the registration with this modality than with force feedback. From this experiment we can draw the conclusion that using a haptic feedback approach to image registration results in an improved "SSD versus time it takes to perform the registration" ratio than performing a pure manual registration. This can be relevant for instance when adjusting for mis-registrations or when initializing a deformation field for use in an automatic registration procedure.
We have also shown that the system supports registration of medical images by letting a radiologist register a brain image to an elastically deformed version of itself. The radiologist was satisfied with his registration results after 7 min, while the automatic algorithm performed the registration in 72 min. Moreover, the radiologist posted better SSD results than the automatic procedure with comparable grid and block size. An advantage of having a radiologist perform the registration is that he can concentrate on the areas of interest, while areas distal to for instance areas targeted for resection can be disregarded and thereby speed up the registration considerably. However, one should be careful with a direct comparison of the computational times for the two algorithms. First of all the computational time of the haptic registration is very user dependent; the radiologist decides when the results are good enough. Secondly, utilizing the GPU for calculations in the automatic block matching algorithm we could potentially see a 22-fold speed up (see Table 2 and recall that we utilized four CPU cores).
The enabling factor for haptic guided registration was the extensive use of the GPU for calculations. A fast implementa-tion of the similarity metric on the GPU facilitated rapid force calculations such that realistic force rendering was achieved. Our implementation uses the Open GL graphics API for all GPGPU calculations. Recently, both NVIDIA (CUDA) and ATI (CTM) introduced non-graphics API's which directly access the GPU. The main advantage of using these API's are that they have a more versatile memory model which allows scattering and faster parallel reduction through the "shared memory" model. Our algorithm did not require scattering but could benefit from faster parallel reduction. However, this is not a severe bottleneck in the computations. The same data which feeds the GPGPU calculations are also used directly in the visualization so using the same API for GPGPU calculations and the visualization provides a more seamless implementation. Interpolation of the deformation field was also performed on the GPU which enabled real-time visualization of the deformed and difference images.
Our current implementation suffers from a few shortcomings. First, the mass-spring network is currently the bottleneck of the system. A GPU implementation of the mass-spring system [28] would speed up the computations considerably and allow for a finer resolution of the control points. Even though the mass-spring system provides reasonable solutions, other techniques such as biomechanical models can provide more physical plausible solutions [29] . However, biomechanical models are quite computationally intensive so up until recently they have not been applicable for use in real-time applications. Recent developments has shown a considerable decrease in computational time (up to 16.8X) required by utilizing GPGPU techniques for solving the FEM equations [30] . This makes it fast enough for small FEM grids such that it should be feasible to integrate such a model with the haptic registration approach presented in this paper. Secondly, SSD only works for monomodal images, however the proposed system poses no restrictions on the similarity metric except that it must be possible to compute the gradient of the similarity metric fairly fast.
Haptic guided image registration can be suitable for verification and refinement of results from automatic elastic registration algorithms before images are used in clinical procedures. It can also speed up and improve the process of finding an initial state for automatic registration algorithms. Another interesting approach which will be investigated is identifying corresponding landmarks in two images, or alternatively correct for incorrect landmark extraction from automatic procedures.
