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THE (NESTED) WORD PROBLEM
CHRISTOPHER S. HENRY
Abstract. In this article we provide a new perspective on the word problem of a group by using languages
of nested words. These were introduced by Alur and Madhusudan as a way to model programming languages
such as HTML. We demonstrate how a class of nested word languages called visibly pushdown can be used
to study the word problem of virtually free groups in a natural way.
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1. Introduction
There are deep connections between formal language theory and group theory, and this relationship has
been used to successfully explore the structure of groups by mathematicians. For example, in the foundational
work of Epstein et al [5], the authors introduce the notion of automatic structures on groups which are defined
in terms of regular languages. They show that many naturally occurring groups admit automatic structures,
such as the braid groups, mapping class groups, and many 3-manifold groups. Moreover, they show that
the word problem is solvable for any automatic group, and in fact can be solved in quadratic time. Further,
automatic groups share a number of other appealing algorithmic properties, and this is an example of a
fruitful application of formal languages to the study of groups.
In order to describe the relationship between formal languages and groups, one typically uses a finite
generating set for the group. For instance, given a class L of formal languages, one interesting question is
whether a given (finitely generated) group has word problem in L . In [12] Muller and Schupp show that a
finitely generated group G has a word problem that is a context-free language if and only if G is virtually
free. Their work has been extended by considering other formal language classes, see [6], [7], [4], and [8],
and similar results have been obtained by considering the complement of the word problem, see [9] and [10].
In this article we extend the definition of the word problem to languages of nested words. These were
first introduced by Alur and Madhusudan in [1] as a way to model programming languages such as HTML
more efficiently. A nested word contains additional structure called a matching relation which specifies how
letters in the word should be paired together. This additional structure means that the standard definition
of word problem is not meaningful for nested words, so we provide an appropriate one. Using this definition
we study groups with a word problem that is a visibly pushdown language of nested words (VPL). VPLs
have a close relationship to both regular languages and context-free languages. Our main result is:
Theorem 4.3 A finitely generated group admits a visibly pushdown nested word problem if and only if
it is virtually free.
In other words, groups with a VPL nested word problem are the same as those with a context-free word
problem. However, we show that it can be more natural to consider nested words. For example in the
free group any trivial word has a canonical matching relation associated to it, corresponding to successive
cancellations of generators. Furthermore, VPLs have nicer closure properties than context-free languages.
By proving some additional closure properties we demonstrate that trivial words for two different classes of
virtually free groups also have a canonical matching relation. This in turn provides a nice correspondence
between the group theoretic properties of direct/semi-direct product and closure properties of VPLs.
The paper is organized as follows. In the second section, we provide the necessary background on formal
languages. Standard material on regular and context-free languages is presented using pushdown automata,
which allows for an easy introduction to nested words and VPLs. Section Three describes how formal
languages are typically used to study the word problem. In the fourth and final section, we introduce the
nested word problem and use VPLs to study the structure of virtually free groups.
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2. Preliminaries
In this section, we review basic results on context-free languages, regular languages, and visibly pushdown
languages. There are many different ways to describe context-free and regular languages, for example via
grammars or regular expressions. Our presentation uses a machine theoretic approach which is convenient
for introducing visibly pushdown languages.
Formal Languages. Let A be a finite set, which we will call an alphabet. For each n ∈ N, we let
An = {w | w : {1, 2, . . . , n} → A is a function}. An element w ∈ An is called a word of length |w| = n and
denoted by w = a1 · · · an, where w(i) = ai ∈ A. For 1 ≤ i < n let w[i] = a1 · · · ai be the prefix of w of length
i, and set w[i] = w for i ≥ n. Denote by  the unique element  : ∅ → A of A0 called the empty word.
Finally let A∗ =
⋃∞
n=0A
n be the set of all finite words over the alphabet A.
Definition 2.1. Given an alphabet A, a language over A is any subset L ⊂ A∗ .
For L to be a meaningful collection of words one would expect (at least) an algorithm to recognize when
an arbitrary word w ∈ A∗ lies in L. In fact, one way to define formal languages classes is precisely by
the type of algorithm which recognizes words. The notion of algorithm is formalized by defining machines
(automata), which can be thought of as reading in words and deciding whether or not they belong to the
language.
Context-free Languages.
Definition 2.2. A deterministic pushdown automaton (PDA) M is a tuple
(A,S,Γ, s0, γ0, Y, δ) such that:
(1) A is an alphabet,
(2) S is a finite set of states,
(3) Γ is a finite stack alphabet,
(4) s0 ∈ S is the start state, and γ0 ∈ Γ is the bottom of stack symbol,
(5) Y ⊂ S is the set of accept states,
(6) δ : D → S × Γ∗ is the transition function defined on a subset D ⊂ S × (A ∪ {})× Γ.
It is deterministic with respect to epsilon transitions, i.e. (s, , γ) ∈ D ⇒ (s, a, γ) /∈ D for all a ∈ A.
To make transitions, a PDA needs to know the current state s, the input symbol being read in a, and the
current top of stack symbol γ. It transitions to a new state s′, erases γ, and replaces it on the top of the
stack by a finite word χ = γ1 · · · γn ∈ Γ∗. We think of χ as being added to the stack one letter at a time,
starting with γ1 and ending with γn which becomes the new top of stack symbol. We interpret δ(s, , γ) as
the machine performing a stack operation without having to read an input symbol.
Definition 2.3. Given a deterministic PDA M = (A,S,Γ, s0, γ0, Y, δ), an instantaneous description of M
is a triple (s, w, χ) ∈ S × A∗ × Γ∗. For a ∈ (A ∪ {}) we let (s, aw, χγ) ` (t, w, χχ′) if δ(s, a, γ) = (t, χ′).
Denote by `∗ the reflexive and transitive closure of `. The language of words accepted by M is
L(M) = {w ∈ A∗ | (s0, w, γ0) `∗ (y, , χ) for some y ∈ Y and χ ∈ Γ∗}.
Definition 2.4. A language L ⊂ A∗ is deterministic context-free (CF) if there exists some PDA M such
that L = L(M). We denote the class of all deterministic context-free languages by LCF .
Example 2.5. Consider the alphabet A = {a, b}. The language of words given by L = {anbn | n = 0, 1, . . . }
is CF, where an =
n times︷ ︸︸ ︷
a · · · a and a0 = b0 = . A PDA accepting L has stack alphabet Γ = {0, 1} with γ0 = 0,
and set of states S = {s0, s1, s2, sy, sf} with Y = {s0, sy}. The transition function satisfies:
δ(s, x, γ) =

(si, a, i) 7→ (s1, i1) for i ∈ {0, 1},
(si, b, 1) 7→ (s2, ) for i ∈ {1, 2},
(s2, , 0) 7→ (sy, ),
(s, x, γ) 7→ (sf , γ) in all other cases.
The class of CF languages satisfies two important closure properties.
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Proposition 2.6 (Hopcroft and Ullman [11]). Let L ∈ LCF be a CF language over the alphabet A. The
following languages are also CF:
(1) Lcomp = A
∗ r L,
(2) Lpre = {w | wu = v ∈ L}, the prefix closure of L.
By restricting stack operations of a PDA we obtain an important subclass of CF languages called regular
languages.
Definition 2.7. A deterministic finite state automaton (FSA) is a PDA M satisfying:
(3’) Γ = ∅,
(6’) D ⊂ S ×A, i.e. epsilon transitions are not allowed.
Definition 2.8. A language of words L ⊂ A∗ is called regular if there exists some FSA M such that
L = L(M). We denote the class of all regular languages by Lreg.
Example 2.9. Consider the alphabet A = {a, b} and the language of words given by L = {ambn | m,n =
0, 1, . . . }. Figure 1 below depicts a FSA recognizing this language which demonstrates that it is regular.
Note that L contains the language in Example 2.5. The FSA reads in a number of a’s (possibly none)
followed by a number of b’s (possibly none), but cannot keep track of how many letters it has read in since
Γ = ∅.
s0start
s1
s2
sf
a
b
b
a
b
a
a
b
1
Figure 1. A FSA recognizing the language of Example 2.9. The set of states is S =
{s0, s1, s2, sf} depicted by nodes. The double lines indicate the subset of accept states, and
transitions are depicted by labeled arrows.
Regular languages have nice closure properties (see [5] or [11]), some of which do not hold in general for
CF languages.
Proposition 2.10. Let L, L1, and L2 ∈ Lreg be regular languages over the alphabet A. The following
languages are also regular:
(1) L1 ∩ L2,
(2) L1 ∪ L2,
(3) L1L2 = {w1w2 | w1 ∈ L1 and w2 ∈ L2},
(4) L∗ = {w1 . . . wn | n ∈ N and wi ∈ L}, the Kleene-star closure of L,
(5) LR = {wR = an · · · a1 | w = a1 · · · an ∈ L},
(6) Lcomp = A
∗ r L,
(7) Lpre = {w | wu = v ∈ L}, the prefix closure of L.
Properties 1-5 do not hold in general for CF languages.
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Nested words and VPLs. Visibly pushdown languages (VPLs) are a relatively new class of language
introduced by Alur and Madhusudan in [1]. VPLs are comprised of nested words, which are words with an
associated matching relation. One can interpret a VPL as being accepted by a particular type of PDA over
an extended alphabet.
Definition 2.11. A nested word is a pair (w,_) with w = a1 . . . an ∈ A∗ and_ is a subset of {−∞, 1, . . . , n}×
{1, . . . , n,∞} satisfying:
(1) (Matching edges go forward) i _ j ⇒ i < j,
(2) (Uniqueness) ∀ 1 ≤ i ≤ n, | {j | i _ j} |≤ 1 and | {j | j _ i} |≤ 1,
(3) (Nesting Property) If i1 _ j1 and i2 _ j2 with i1 < i2, then either j2 < j1 or j1 < i2.
If i _ j then we say that ai is a call and aj is return. When i _ ∞ ai is called a pending call, and
similarly −∞_ j makes aj a pending return. If ai is neither a call nor a return, then it is called an internal
symbol. Let NW (A) be the set of all nested words over A.
We may encode nested words over A by extending the alphabet to the tagged alphabet A˜ = pA ∪A ∪Aq.
The alphabets pA and Aq are disjoint copies of A where each element a ∈ A is replaced with pa and aq,
respectively. The idea is that we can tag the letters of any word w ∈ A∗ to be either a call or return, or
left as an internal symbol. We use a˜ ∈ A˜ to denote an element in the tagged alphabet, so a˜ ∈ {pa, a, aq}. A
tagged word w˜ ∈ A˜∗ can then be written as w˜ = a˜1 · · · a˜n.
Lemma 2.12 (2.1 in [1]). There is a natural bijection τ : NW (A)→ A˜∗ given by extending the map:
ai 7→

pai if ai is a call,
aiq if ai is a return,
ai if ai is an internal symbol.
Therefore a language of nested words over A is any subset L ⊂ A˜∗. This leads to a convenient way of
defining visibly pushdown languages, which are also called regular languages of nested words.
Definition 2.13. Given an alphabet A, a visibly pushdown automaton (VPA) is a PDA over the extended
alphabet A˜ satisfying the additional property:
(7) δ = δc ∪ δi ∪ δr is the transition function, which depends on the symbol a˜ ∈ {a, pa, aq} ,
δ(s, a˜) =

δc(s, pa) = (s′, γi) if a˜ = pa,
δi(s, a) = s
′ if a˜ = a,
δr(s, aq, γ) = s′ if a˜ = aq.
Definition 2.14. Given an alphabet A, a language of nested words L ⊂ A˜∗ is called visibly pushdown (or
a regular language of nested words) if there exists a VPA M˜ such that L = L(M˜).
The following results emphasize how VPLs are closely related to CF languages.
Theorem 2.15 (5.1 in [1]). If L ⊂ A˜∗ is a visibly pushdown language, then it is also a CF language over
the alphabet A˜.
Theorem 2.16 (5.2 in [1]). If L ⊂ A∗ is a CF language over the alphabet A then there exists a visibly
pushdown language L˜ ⊂ A˜∗ such that ρ : L˜ L is a surjection, where ρ is the map that forgets the matching
relation; i.e. ρ(w˜) = w.
This result relies on Lemma 2.12 which establishes a correspondence between words over the tagged
alphabet A˜ and nested words over A. In other words, for a tagged word w ∈ A˜∗, there is only one way
to interpret the tagging such that it satisfies the properties of being a matching relation. Lemma 2.12 also
provides a natural way to define operations on nested words by using standard word operations over the
tagged alphabet. Given an alphabet A, we define concatenation of two words w˜1, w˜2 ∈ A˜∗ to be w˜1w˜2, and
the prefix of a word w˜ ∈ A˜∗ of length i to be w˜[i]. To define reversal consider a word w˜ = a˜1 · · · a˜n with
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a˜i ∈ {pai, aiq, ai}. The reversal of w˜ is given by w˜R = b˜n · · · b˜1, where
b˜i =

aiq if a˜i = pai,
pai if a˜i = aiq,
ai if a˜i = ai.
Using these operations for nested words, the following analogue of Theorem 2.10 is true for VPLs.
Theorem 2.17 (3.5–3.7 in [1]). Let L, L1, and L2 be VPLs over the extended alphabet A˜. The following
languages are also visibly pushdown:
(1) L1 ∩ L2,
(2) L1 ∪ L2 ,
(3) L1L2,
(4) L∗,
(5) LR = {w˜R | w˜ ∈ L},
(6) Lcomp = A˜
∗ r L,
(7) Lpre = {w˜ | w˜u˜ = v˜ ∈ L}, the prefix closure of L.
3. Formal Languages and the Word Problem
Here we show how formal languages are typically used to study the word problem for groups. Given a
finitely generated group with presentation G = 〈X | R〉, consider the alphabet A = X ∪ X−1. There is a
canonical monoid epimorphism pi : A∗  G taking w ∈ A∗ to the group element pi(w) = w that it represents.
For any two words w1, w2 ∈ A∗, the word problem asks for an algorithm to check whether w1 = w2 in G.
Taking w = w1w
−1
2 this is equivalent to asking for an algorithm that checks whether a given word w ∈ A∗
is equal to the identity in G.
Definition 3.1. Given a formal language class L , we say that a finitely generated group G = 〈X | R〉
admits an L word problem with respect to A if there exists an L ∈ L such that
L = WA(G) = {w ∈ A∗ | w = 1}.
For regular languages, Anisimov showed that this notion is independent of the choice of generating set.
Lemma 3.2 (Anisimov [2]). Let 〈X1 | R1〉 and 〈X2 | R2〉 be two presentations of a finitely generated group
G. Then G admits a regular word problem with respect to A1 if and only G admits a regular word problem
with respect to A2.
This means that having a regular word problem is truly a property of the group itself, as it does not
depend on any particular presentation. It is often said the such a property is invariant under a change of
generators. This allows for a complete characterization of groups with a regular word problem.
Theorem 3.3 (Anisimov [2]). A finitely generated group G has a regular word problem if and only if G is
finite.
Muller and Schupp proved analogous results for context-free languages in [12]. For example, Lemma 2
of [12] shows that, for context-free languages, the notion of a group G admitting a CF word problem is
independent of the choice of generating set. Before stating their main result, recall that a group G is called
virtually free if it contains a free subgroup of finite index.
Example 3.4. Any free product G1 ∗ G2 where G1 and G2 are finite is virtually free. This follows from
considering the natural map from G1 ∗G2 to the direct product G1 ×G2 which is finite. Nielsen showed in
[13] that we have the following exact sequence
1→ FC → G1 ∗G2 → G1 ×G2 → 1.
The kernel FC is the free group generated by all the commutators C = {g1g2g−11 g−12 | g1 ∈ G1, g2 ∈ G2},
which is the required finite index free group.
Example 3.5. The modular group PSL(2,Z) is isomorphic to Z2 ∗ Z3, hence virtually free by above.
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Example 3.6. Let G be a finite group and ψ : G → Aut(Fn) a homomorphism. Then Fn oψ G is virtually
free.
The following is the main result of [12] and it completely characterizes those groups G admitting a
context-free word problem.
Theorem 3.7 (Muller and Schupp [12]). A finitely generated group G has a CF word problem if and only
if G is virtually free.
4. Results
In this section we prove new results which allow us to study the word problem of a finitely generated
group using visibly pushdown languages of nested words. We denote a presentation of G by 〈X | R〉 and
recall that we take A = X ∪X−1. Also, recall that the word problem of G is denoted by WA(G). A nested
word may be denoted by (w,_) with w ∈ A∗, or by w˜ ∈ A˜∗. Finally recall that L ⊂ A˜∗ denotes a language
of nested words.
The Nested Word Problem. First it is necessary to give an appropriate definition of the word problem
for nested words. Nested words have additional data of the matching relation meaning that the standard
definition (i.e. 3.1 here) does not make sense; Lemma 2.12 says that we must work over the extended
alphabet A˜ when thinking about nested words.
Definition 4.1. Let G be a finitely generated group with presentation G = 〈X | R〉. We say that G admits
a nested word problem with respect to A if there is a nested word language L ⊂ A˜∗ such that the forgetful
map is a surjection
ρ : LWA(G).
Remark 4.2. We note that this definition includes groups with a regular word problem (i.e. finite groups)
in the following sense. The regular language WA(G) = L for a finite group G can be considered as a VPL
by identifying A with the internal symbols of A˜. In this case we have a natural bijection ρ : L → WA(G).
Of course, the full pre-image of WA(G) under ρ also maps to the word problem. In other words, the nested
word problem for finite groups essentially ignores any matching relations.
We may now state our main theorem which relates the nested word problem to groups with a context-free
word problem.
Theorem 4.3. A finitely generated group G admits a VPL nested word problem if and only if it is virtually
free.
Proof. If G admits a nested word problem, then there exists a VPL L ⊂ A˜∗ such that ρ is a surjection.
Note that ρ is also a language homomorphism (see [11]). By Theorem 2.15, L is context-free over A˜. It is
known that context-free languages are closed under language homomorphism, hence ρ(L) = WA(G) is also
context-free, and G is virtually free by 3.7. Conversely, if G is virtually free there is a CF language L such
that L = WA(G). Theorem 2.16 then gives a VPL L ⊂ A˜∗ mapping onto WA(G). 
Corollary 4.4. Let 〈X1 | R1〉 and 〈X2 | R2〉 be two presentations for a finitely generated group G. Then G
admits a nested word problem with respect to A1 if and only if G admits a nested word problem with respect
to A2.
Proof. If G admits a nested word problem with respect to A1, then G is virtually free and WA1(G) is context-
free. Having a context-free word problem is independent of the choice of generating set, hence WA2(G) is
also context-free. Theorem 2.16 gives a VPL mapping onto WA2(G) so G admits a nested word problem
with respect to A2. 
The advantage of working with nested words is that matching relations provide an intuitive way of thinking
about the word problem, as is shown by the next example.
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Example 4.5. Let X = {x1, x2, · · · , xn} and consider the free group on n generators, Fn = 〈X〉. Any word
over A that represents the identity can be reduced to the empty word by successively deleting pairs of the
form xx−1 or x−1x for x ∈ X, and this gives rise to a matching relation defining such words. A particular
example is the nested word w˜ = px1(px3)−1(pxn)−1xnqx3q(x1q)−1, where the matching relation is given by
_ = {(1, 6), (2, 5), (3, 4)}. For the word x1x−11 x1x−11 , the cancellation could be represented by the matching
relation _1= {(1, 4), (2, 3)} or _2 {(1, 2), (3, 4)}. A canonical choice would be _2 as it is associated to the
path traveled by the word in the Cayley graph of Fn.
This suggests that for the free group we can find a VPL such that ρ actually provides a bijection with
the word problem. In other words, every word representing the identity in the free group is associated to a
canonical matching relation.
Proposition 4.6. Let X = {x1, · · · , xn}. The free group on n generators Fn = 〈X〉 admits a VPL nested
word problem where ρ is a bijection.
Proof. We construct a VPA over A˜∗ to recognize the matching relation defined by successive cancellations
as described above. The VPA has states S = Y ∪{sf}, with accept states Y = {(s0, a˜) | a˜ ∈ A˜}, initial state
(s0, ), and sf /∈ Y the fail state. The stack alphabet is Γ = A and Γy = ∅, implying that accepted words
do not contain any pending calls or returns. There are transitions from (s0, a˜) to sf described below, but
there are no transitions out of sf .
The machine keeps track of adjacent trivial relations using the second component of (s0, a˜) as follows.
Consider the machine in state (s0, a˜) and reading in the next letter a˜
′ such that ρ(a˜)−1 = ρ(a˜′). It transitions
to (s0, ) only if a˜ = pa and a˜′ = aq; otherwise it transitions to sf . This ensures the tagging corresponds to
the cancellation associated to the path of the word in the Cayley graph.
In the case where ρ(a˜)−1 6= ρ(a˜′) the action of the machine is determined by the tagging of a˜′. If an
internal symbol is read the transition is to sf . On reading a call the underlying letter ρ(a˜) is written to the
stack and the machine transitions to (s0, a˜
′). Finally, on reading a return, ρ(a˜′) is compared to the letter on
the top of the stack. If the pair is of the form xx−1 or x−1x for x ∈ {x1, · · ·xn} the machine transitions to
(s0, a˜
′); if not the machine transitions to sf . It also transitions to the fail state on reading a return if the
bottom of stack symbol γ0 is exposed. 
Closure Properties and the Nested Word Problem. Finally, we prove some additional closure proper-
ties of VPLs. Though somewhat ad-hoc, these properties - together with the above Proposition 4.6 - enable
us to construct further examples of bijections (under ρ) between VPLs and the word problem of certain
virtually free groups. This establishes a direct correspondence between language theoretic closure properties
and the group theoretic properties of direct and semi-direct product. We conjecture that a similar bijection
can be constructed in general for any virtually free group, but this lies outside the scope of the current paper.
Definition 4.7. Consider L1 ⊂ A∗ and L2 ⊂ B∗ over the alphabets A and B respectively. The shuffle of
L1 and L2 is denoted by L1 ./ L2 and is given by
L1 ./ L2 = {u1v1u2v2 · · ·unvn | u1 · · ·un ∈ L1, v1 · · · vn ∈ L2, ui ∈ A∗, vi ∈ B∗}.
Lemma 4.8. Visibly pushdown languages are closed under shuffle with regular languages; i.e. if L ⊂ A˜∗ is
a VPL and Lr ⊂ B∗ is regular then L ./ Lr is a VPL.
Proof. We construct a VPA M./ that accepts L ./ Lr. Take M˜ = (A˜, S,Γ, s0, γ0, Y,Γy, δ) such that L =
L(M˜), and Mr = (B,Sr, s
r
0, Yr, δr) such that Lr = L(Mr). We think of M˜ and Mr as operating side
by side. The set of states of M./ is the product S × Sr, the initial state (s0, sr0), and the stack alphabet
and hierarchical accept states Γ and Γy respectively. The transition function ∆ for M./ is then defined
based on the symbol being read in. If in state (s, sr) and reading in a˜ ∈ A˜, the transition is given by
∆((s, sr), a˜) = (δ(s, a˜), sr), where the appropriate stack operation takes place as it would have in M˜ . On
reading b ∈ B while in state (s, sr), the transition is given by ∆((s, sr), b) = (s, δr(sr, b)). The set of accept
states is Y./ = {(y, yr) | y ∈ Y, yr ∈ Yr}, and a processed word is accepted if M./ is in an accept state with
stack contents χy ∈ Γ∗y. 
Definition 4.9. Let L ⊂ A be a language over A. A finite re-labeling of L is a map Φ : L→ A∗ satisfying:
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(1) |w| = |Φ(w)|,
(2) There exists a FSA MΦ over A×A such that L(MΦ) = {(w,w′) | Φ(w) = w′}.
Remark 4.10. To apply this definition to VPLs it is necessary to add to Condition 1 the requirement that
Φ((w,_)) = (w′,_), i.e. that the matching relation is preserved.
Remark 4.11. Condition 2 says that Φ may change the letters of any word w ∈ L but only in a controlled
way in the sense that the re-labeling cannot depend on an unbounded amount of information.
Lemma 4.12. Visibly pushdown languages are closed under finite re-labeling; i.e. if L ⊂ A˜∗ is a VPL and
Φ : L→ A˜∗ is a finite re-labeling then Φ(L) is a VPL.
Proof. The proof is similar to that of Lemma 4.8. The VPA M˜ accepting L keeps track of the matching
relation, while MΦ keeps track of the re-labeling. 
Using these properties we provide explicit constructions for VPLs that are in bijection with the word
problem for two classes of virtually free groups.
Corollary 4.13. Let G be a finite group. The direct product Fn × G admits a VPL nested word problem
where ρ is a bijection.
Proof. Again take X = {x1, · · · , xn} and consider Fn = 〈X〉 with alphabet A = X ∪ X−1. For |G| = m
take the alphabet B = G = {y1, · · · , ym}. Denote by A the union A = A ∪ B. By Proposition 4.6 we have
a VPL L ⊂ A˜∗ such that ρ : L → WA(Fn) is a bijection, and by Theorem 3.3 we have a regular language
Lr = WB(G). The language L ./ Lr is a VPL by Lemma 4.8 and
ρ : L ./ Lr →WA(Fn ×G)
is a bijection. 
Corollary 4.14. Let Sm be the symmetric group on m ≤ n letters, and consider the canonical homomorphism
ψ : Sm → Aut(Fn) where σ ∈ Sm acts on Fn by permuting generators. The semi-direct product Fn oψ Sm
admits a VPL nested word problem where ρ is a bijection.
Proof. As above take L ⊂ A˜∗ for the word problem of Fn and Lr = WB(Sm), with A = A ∪B. The map ψ
induces a finite re-labeling Φ : L ./ Lr → A˜∗. The language Φ(L ./ Lr) is a VPL by Lemmas 4.8 and 4.12
and
ρ : Φ(L ./ Lr)→WA(Fn oψ Sm)
is a bijection. 
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