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Resumen
En este trabajo se presenta un sistema de recuperacio´n de informacio´n basado en ı´ndices com-
binados de te´rminos y extraccio´n de informacio´n. Este sistema utiliza entidades nominales y
correferencias para enriquecer a un ı´ndice combinado de te´rminos, con el fin de disminuir el
tiempo de bu´squeda requerido para solucionar consultas basadas en frases y obtener mayor
cantidad de documentos solucio´n. Para esto se hace uso de un ı´ndice de frases parciales que
almacena n-gramas basados en entidades nominales y palabras de alta frecuencia. El sistema
tambie´n posee un modelo de clasificacio´n jera´rquica de documentos recuperados que asume
que la consulta es un u´nico te´rmino. Los resultados obtenidos demuestran que el uso del
ı´ndice de frases propuesto como alternativa del ı´ndice de frases parciales tradicional permite
disminuir el tiempo de bu´squeda para las consultas que contienen entidades nominales y
que la resolucio´n de correferencias en los documentos tiene gran potencial para mejorar la
medida de recuerdo del sistema.
Palabras clave: Indice de Frases, Recuperacio´n de Informacio´n, Extraccio´n de Infor-
macio´n, Reconocimiento de Entidades Nominales, Resolucio´n de Correferencias, Cla-
sificacio´n Jera´rquica.
Abstract
In this document an information retrieval system based on combined indexes and information
extraction is shown. The system uses named entity recognition and coreference resolution to
add information to a combined index in order to decrease the search time employed for sol-
ving phrase queries and to obtain greater quantities of retrieved documents. The combined
index includes a proposed partial phrase index that stores n-grams based on named entities
and stopwords. The system also uses a ranking retrieval model that assumes that the query
is a single term. The results obtained with our system as compared to the traditional partial
phrase index, decreases the search time for solving phrase queries. It is also concluded that
the coreference resolution process is potentially a great tool for improving the recall measure
of the system.
Keywords: Phrase index, Information Retrieval, Information Extraction, Named en-
tity recognition, Coreference resolution.
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1. Introduccio´n
1.1. Motivacio´n
Debido a la enorme cantidad de datos generados existente hoy en d´ıa, ha surgido la necesidad
de encontrar soluciones que permitan acceder de manera eficiente a informacio´n almacenada
entre dichos datos. En particular, en el proceso de bu´squeda de informacio´n entre grandes
colecciones de documentos de texto, se deben encontrar aquellos documentos que den so-
lucio´n a una necesidad de informacio´n planteada por un usuario. Este proceso requiere del
almacenamiento de datos de manera eficiente y de la utilizacio´n de te´cnicas de bu´squeda que
permitan procesar informacio´n a gran velocidad [21]. La recuperacio´n de informacio´n (IR)
es el a´rea computacional que se encarga de estudiar temas relacionados con la bu´squeda de
informacio´n almacenada en documentos y la internet [37].
La base de la recuperacio´n de informacio´n es la organizacio´n de los datos, los cuales de-
ben ser almacenados en forma estructurada a fin de permitir la realizacio´n del proceso de
bu´squeda en corto tiempo. Para esto se utilizan estructuras de datos conocidas como ı´ndices
de te´rminos, las cuales almacenan informacio´n de cada una de las palabras presentes en una
coleccio´n de documentos. Un ı´ndice comu´nmente utilizado para el proceso de recuperacio´n
de informacio´n es el ı´ndice invertido. [37].
Existe variedad de modelos de recuperacio´n de informacio´n entre los que se encuentra el
modelo de recuperacio´n de informacio´n para consultas basadas en frases, el cual permite
encontrar los documentos que contienen la frase exacta que se plantea en la consulta, tenien-
do en cuenta las posiciones relativas entre los te´rminos [58, 37]. Debido a la especificidad
requerida por este modelo en el proceso de seleccio´n de documentos solucio´n los resultados
presentados al usuario son considerados de alta calidad. El proceso de recuperacio´n de infor-
macio´n en consultas basadas en frases puede ser realizado mediante el ı´ndice invertido pero
el tiempo de bu´squeda obtenido mediante la utilizacio´n de este ı´ndice es elevado. Por esta
razo´n se utilizan otros tipos de ı´ndices, conocidos como ı´ndices de frases, los cuales almace-
nan informacio´n de grupos de te´rminos que aparecen en posiciones contiguas en el texto y
permiten realizar el proceso de bu´squeda en menor tiempo [58, 9]. Ejemplos de ı´ndices de
frases son el ı´ndice de bigrama, el ı´ndice de palabras siguientes, el ı´ndice de frases parciales
y los ı´ndices combinados [21].
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Aunque en general los ı´ndices de te´rminos permiten solucionar consultas basadas en frases
de manera eficiente, presentan algunos inconvenientes que se exponen a continuacio´n.
i) Los ı´ndices de te´rminos no contienen informacio´n sobre cuales grupos de te´rminos confor-
man entidades nominales, causando que las consultas basadas en frases que las contengan no
sean resueltas de forma o´ptima. Las entidades nominales son subcadenas de texto que hacen
referencia a entidades del mundo real como organizaciones, personas, localizaciones [41, 46].
Segu´n un estudio realizado por Microsoft [26, 60], entre el 20 y el 30 % de las consultas son
entidades nominales y alrededor del 70 % contienen entidades nominales entre sus te´rminos,
lo que indica que es de gran utilidad almacenar informacio´n referente a este tipo de frases
nominales para la resolucio´n de consultas basadas en frases.
ii) Los ı´ndices de te´rminos no tienen en cuenta la presencia de correferencias en los docu-
mentos. Las correferencias se presentan cuando existen pares de frases nominales que “hacen
referencia una misma entidad del mundo real”, sin la existencia de ambigu¨edad [15, 40].
Debido a que el proceso de recuperacio´n de informacio´n para consultas basadas en frases es
muy espec´ıfico y a que las corrererencias son muy comunes en los documentos, es posible
que existan mu´ltiples casos en los que no se recuperen documentos que dan solucio´n a una
consulta basada en frases, si algunos de los te´rminos de dicha consulta aparecen reemplaza-
dos por te´rminos correferentes en los documentos.
iii) El proceso de recuperacio´n de informacio´n para consultas basadas en frases no presenta
un modelo de clasificacio´n jera´rquica de los documentos recuperados. Esto puede generar
pe´rdidas de tiempo para el usuario en el proceso de seleccio´n de informacio´n pues aunque
los documentos recuperados por el modelo sean considerados de alta calidad, el usuario debe
examinarlos uno a uno, lo que resulta ser un proceso costoso en especial si existe una gran
cantidad de documentos solucio´n.
En este trabajo se presenta un modelo de recuperacio´n de informacio´n para consultas basadas
en frases que utiliza informacio´n de las entidades nominales y las correferencias existentes en
los te´rminos y que realiza un proceso de clasificacio´n jera´rquica de los documentos solucio´n.
1.2. Objetivos
General.
Desarrollar un sistema de recuperacio´n de informacio´n basado en la utilizacio´n de ı´ndices
combinados de te´rminos y la extraccio´n de entidades nominales y ana´foras.
4 1 Introduccio´n
Espec´ıficos.
1. Extraer entidades nominales y detectar ana´foras en la coleccio´n de documentos.
2. Disen˜ar un modelo de ı´ndexacio´n y bu´squeda de documentos utilizando entidades nomi-
nales, ana´foras e ı´ndices combinados de te´rminos.
3. Disen˜ar el modelo de clasificacio´n jera´rquica y visualizacio´n de los documentos obtenidos
como resultado de bu´squedas.
4. Integrar los diferentes modelos y validar el sistema de recuperacio´n de informacio´n utili-
zando un conjunto de datos real.
1.3. Contribuciones
Modelo de recuperacio´n de informacio´n basado en ı´ndices combinados de te´rminos y
extraccio´n de informacio´n.
Indice de frases parciales basado en el almacenamiento de entidades nominales y pala-
bras de alta frecuencia.
Modelo de ordenamiento jera´rquico de documentos para un modelo de recuperacio´n
de informacio´n para consultas basadas en frases.
Conjunto de consultas basadas en frases para la coleccio´n Reuters RCV1.
1.4. Publicaciones
Hacia un Sistema de Recuperacio´n de Informacio´n Utilizando Indices Combinados de
Te´rminos y Extraccio´n de Informacio´n: Resultados Preliminares. Carlos Fernando Ari-
za, Jairo Jesu´s Dı´az, Elizabeth Leo´n. Tendencias en ingenier´ıa de software e inteligencia
artificial, Volumen 3. ISBN: 978-958-44-5820-9.
Combined Inverted Bigram Phrase Index Enriched With Named Entities and Corefe-
rences. Carlos Ariza and Elizabeth Leo´n. Aceptado como Complementary proceedings
en CICLING 2012.
1.5. Contenido de la tesis
En el cap´ıtulo 2 se presenta el estado del arte referente a las a´reas de recuperacio´n de infor-
macio´n y extraccio´n de informacio´n.
1.5 Contenido de la tesis 5
En el cap´ıtulo 3 se presenta una descripcio´n general del sistema de recuperacio´n de informa-
cio´n propuesto y se describe el proceso de extraccio´n de informacio´n en la coleccio´n de datos
Reuters RCV1.
En el cap´ıtulo 4 se presenta el modelo de indexacio´n propuesto para el almacenamiento de
entidades nominales y se verifica su rendimiento.
En el cap´ıtulo 5 se presenta el modelo de ranking y visualizacio´n de documentos propuesto.
En el cap´ıtulo 6 se presentan las conclusiones obtenidas mediante la realizacio´n de este tra-
bajo y se destaca el trabajo futuro a realizar.
2. Estado del Arte: Recuperacio´n de
Informacio´n y Extraccio´n de
Informacio´n
En este cap´ıtulo se presenta el estado del arte referente a las a´reas de recuperacio´n de in-
formacio´n (IR) y extraccio´n de informacio´n (IE), que son las abarcadas por este trabajo de
investigacio´n. En la primera seccio´n se introduce el concepto de recuperacio´n de informacio´n
y se presenta una descripcio´n de los sistemas de recuperacio´n de informacio´n. En la segunda
seccio´n se presenta una descripcio´n general de los modelos de recuperacio´n de informacio´n
booleano, de clasificacio´n jera´rquica y de resolucio´n de consultas basadas en frases. En la
tercera seccio´n se describen las categor´ıas de ı´ndices de te´rminos utilizados, haciendo e´nfasis
en los utilizados por el modelo de resolucio´n de consultas basadas en frases. En la cuarta
seccio´n se presenta el concepto de extraccio´n de informacio´n y se describen sus sub-tareas:
i) reconocimiento de entidades nominales (NER), ii) resolucio´n de correferencias (CR), iii)
otras sub-tareas como la extraccio´n de relaciones y la extraccio´n de eventos. En esta sec-
cio´n se hace especial e´nfasis en los procesos de reconocimiento de entidades nominales, la
resolucio´n de correferencias y los trabajos existentes que emplean distintas te´cnicas para su
realizacio´n. En la quinta seccio´n se presentan las medidas de evaluacio´n existentes para los
sistemas de recuperacio´n de informacio´n.
2.1. Sistemas de Recuperacio´n de Informacio´n
La cantidad de informacio´n almacenada en documentos contenidos en computadores ha cre-
cido de manera exponencial durante los u´ltimos an˜os. Esto ha dificultado la resolucio´n de
necesidades de informacio´n, ya que la bu´squeda de informacio´n puntual entre grandes can-
tidades de datos puede llegar a implicar un alto costo a nivel de tiempo. Por esta razo´n,
se ha generado la necesidad de encontrar soluciones que permitan resolver necesidades de
informacio´n de forma eficiente y en corto tiempo.
Con el fin de solucionar este inconveniente ha surgido un a´rea computacional conocida como
recuperacio´n de informacio´n (IR), la cual estudia temas relacionados con la bu´squeda de
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informacio´n almacenada en documentos y la internet [37].
La base de la recuperacio´n de informacio´n es la organizacio´n de los datos, por lo que la
informacio´n de cada uno de los te´rminos contenidos en una coleccio´n de documentos debe
almacenarse en forma estructurada. Para esta tarea se utilizan ı´ndices de almacenamiento de
te´rminos que admiten procesar grandes colecciones de documentos a gran velocidad, debido
a que permiten realizar operaciones flexibles de coincidencia de te´rminos en las bu´squedas
para encontrar la mejor solucio´n a una necesidad de informacio´n espec´ıfica en corto tiempo.
Un esquema general del proceso de recuperacio´n de informacio´n se presenta en la figura
2-1. En este proceso en primer lugar el usuario expresa su necesidad de informacio´n en el
sistema mediante una consulta que es procesada por una herramienta conocida como motor
de bu´squeda la cual permite realizar el proceso de bu´squeda y recuperacio´n de documentos
basa´ndose en la informacio´n contenida en el ı´ndice de almacenamiento de te´rminos. Depen-
diendo del modelo de recuperacio´n empleado en el proceso de bu´squeda es posible realizar
un ordenamiento de documentos de acuerdo con la similitud que tenga cada documento con
la consulta. Finalmente los documentos solucio´n son presentados al usuario utilizando un
modelo de visualizacio´n.
Figura 2-1.: Proceso de recuperacio´n de informacio´n.
Existen distintos modelos de recuperacio´n de informacio´n que se clasifican de acuerdo al
tipo de consulta planteado por el usuario. Algunos de los modelos de recuperacio´n de infor-
macio´n ma´s relevantes son el modelo de recuperacio´n booleano, el modelo de recuperacio´n
por clasificacio´n jera´rquica y el modelo de recuperacio´n para consultas basadas en frases.
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En la siguiente seccio´n se presenta la descripcio´n general de los modelos de recuperacio´n de
informacio´n nombrados, haciendo e´nfasis en el modelo de clasificacio´n jera´rquica.
2.2. Modelos de recuperacio´n de informacio´n
De acuerdo a la especificidad requerida pr el usuario en una consulta se pueden utilizar
distintos modelos de recuperacio´n de informacio´n. Entre los modelos ma´s relevantes se en-
cuentran el modelo de recuperacio´n booleano, el modelo de recuperacio´n por clasificacio´n
jera´rquica y el modelo de recuperacio´n para consultas basadas en frases.
2.2.1. Modelo de Recuperacio´n de Informacio´n Booleano
El modelo de clasificacio´n booleano permite la resolucio´n de consultas en las que se em-
plean operadores como conjuncio´n, disyuncio´n y negacio´n, entre otros y permite encontrar
los documentos que cumplen con los requerimientos del usuario. Este me´todo asume que los
documentos son sacos de palabras en los que no se tiene en cuenta el orden relativo entre los
te´rminos. Por ejemplo para este modelo representa lo mismo el documento “Andre´s Torres
y Miguel Dura´n” que el documento “Andre´s Dura´n y Miguel Torres” [7, 37].
Aunque el modelo de recuperacio´n booleano permite encontrar documentos que cumplen
con las especificaciones de la consulta, muchas veces el usuario requiere que la solucio´n a
su consulta sea presentada mediante documentos ordenados de acuerdo al grado de relacio´n
que tienen con los te´rminos contenidos en dicha consulta. Este proceso es posible mediante
el modelo de clasificacio´n jera´rquica que se presenta a continuacio´n.
2.2.2. Modelo de Clasificacio´n Jera´rquica
A diferencia del modelo booleano, el modelo de clasificacio´n jera´rquica encuentra la solu-
cio´n a una consulta por medio de la asignacio´n de un puntaje de relevancia a cada uno de
los documentos de una coleccio´n. Esto permite presentar los documentos de manera orde-
nada, facilitando el proceso de bu´squeda para el usuario. Para plantear una necesidad de
informacio´n en este me´todo se pueden utilizar consultas de texto libre [37].
Existen diversas medidas, conocidas como medidas de peso, que pueden ser utilizadas para
otorgar un nivel jera´rquico a los documentos de una coleccio´n con base en los te´rminos que
contiene la consulta escrita por el usuario. Ejemplos de medidas de peso son la frecuencia
inversa en los documentos (idf), la frecuencia del te´rmino (tf), la frecuencia inversa en los
documentos (idf), la medida de frecuencia del te´rmino - frecuencia inversa en los documentos
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(tf − idf) y la escala sublineal de la frecuencia de los te´rminos (wf).
La medida de frecuencia del te´rmino (tf t,d) se calcula como el nu´mero de veces que aparece
un te´rmino (t) en un documento (d). Esta medida presenta el inconveniente de asignar el
mismo nivel de importancia a las palabras independientemente de su frecuencia. Por otra
parte puede resultar desproporcionado que mediante la medida tf un te´rmino que aparece
30 veces en un documento tenga 30 veces ma´s relevancia que un te´rmino que aparezca una
sola vez. Para evitar este inconveniente es posible utilizar variaciones de la frecuencia del
te´rmino que permitan suavizar la medida de relevancia.
Una variacio´n comu´n de la medida tf es la utilizacio´n del logaritmo de la frecuencia del
te´rmino como medida de peso. Esta medida, conocida como escala sublineal de la frecuencia
del te´rmino (wft,d), otorga pesos de acuerdo con la ecuacio´n (2-1)
wft,d = 1 + log(tft,d) , si tft,d > 0 o wft,d = 0 , En otro caso. (2-1)
Otra medida utilizada en el modelo de clasificacio´n jera´rquica es la frecuencia en los docu-
mentos (dft), la cual se calcula como el nu´mero de documentos de la coleccio´n en los que
aparece un te´rmino. Con base en e´sta medida se puede calcular la frecuencia inversa en los
documentos (idft) que es igual al logaritmo de la divisio´n entre el nu´mero de documentos
de una coleccio´n (N) y la frecuencia en los documentos del te´rmino como se muestra en la
ecuacio´n (2-2) [50, 37].
idft = log
N
dft
(2-2)
Las medidas de frecuencia del te´rmino y frecuencia inversa en los documentos pueden ser
combinadas para encontrar una medida de peso ma´s representativa. Esta medida es conocida
como frecuencia del te´rmino - frecuencia inversa en los documentos (tf − idf) y se calcula
por medio del producto entre las medidas tf e idf como se presenta en la ecuacio´n (2-3)
[37, 59].
tf − idf t,d = tft,d ∗ idft. (2-3)
Esta medida tiene valores altos para te´rminos que aparecen con gran frecuencia en un nu´me-
ro reducido de documentos. Por otra parte para te´rminos que se encuentren pocas veces en
un documento o que posean una frecuencia en documento elevada, la medida tf − idf va a
ser menor. Finalmente para te´rminos que aparezcan en pra´cticamente todos los tocumentos,
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el valor de tf-idf va a ser muy bajo.
La medida tf−idf puede ser utilizada para otorgar un puntaje de relavancia a cada uno de los
documentos de una coleccio´n. Para esto se utiliza el modelo de espacio vectorial (VSM), en el
cual cada uno de los documentos es representado mediante un vector en el que cada te´rmino
del diccionario representa una dimensio´n. De esta forma es posible calcular la similaridad
entre un documento y una consulta con base en la suma de las medidas tf-idf de los te´rminos
de la consulta que se encuentran en el documento. El ca´lculo del puntaje de un documento
respecto a una consulta se presenta en la ecuacio´n (2-6).
Puntaje(q, d) =
∑
t∈q
tf − idft,d (2-4)
Con base en el modelo de espacio vectorial, es posible utilizar el a´ngulo existente entre los
vectores unitarios de dos documentos d1 y d2 para encontrar la similaridad que existe entre
ellos. Este a´ngulo se calcula por medio de la medida de similaridad coseno entre los vectores,
la cual se calcula encontrando el producto entre los vectores unitarios de los documentos
como se presenta en la ecuacio´n (2-5) [37].
sim(d1, d2) =
~V (d1)·~V (d2)
|V (d1)||V (d2)| (2-5)
Como se puede apreciar el numerador de la similaridad coseno es el producto punto entre los
pesos de los te´rminos de los documentos, mientras que el denominador es el producto entre
las normas de los vectores de los documentos. Utilizando el modelo de espacio vectorial se
puede asumir que una consulta q es un documento de longitud corta. En consecuencia es
posible utilizar la similaridad coseno entre cada uno de los documentos y la consulta para
asignar puntajes de relevancia de la siguiente forma:
score(q, d) =
~V (q)·~V (d)
|V (q)||V (d)| (2-6)
A pesar de las ventajas que se obtienen mediante el modelo de clasificacio´n jera´rquica, en
e´ste tambie´n se asume que los documentos son sacos de palabras. Esto puede causar que
alguno de los documentos recuperados no tengan verdadera relacio´n con el sentido de la
frase expresada por el usuario en la consulta, a pesar de que tener un puntaje elevado. Para
evitar este inconveniente es posible utilizar el modelo de recuperacio´n de informacio´n para
la resolucio´n de consultas basadas en frases.
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2.2.3. Modelo de Recuperacio´n de Informacio´n para la Resolucio´n de
Consultas Basadas en Frases
De acuerdo con [53, 30], entre el 5 y el 10 % de las consultas se encuentran basadas en fra-
ses, es decir requieren que los documentos solucio´n contengan la frase exacta escrita en la
consulta. Adema´s, segu´n [58], alrededor del 40 % de las consultas que requieren de clasifi-
cacio´n jera´rquica de los documentos pueden ser resueltas correctamente si se toman como
consultas basadas en frases. El modelo de recuperacio´n de informacio´n para la resolucio´n de
consultas basadas en frases no asume que los documentos son sacos de palabras sino que por
el contrario tiene en cuenta las posiciones de los te´rminos existentes en los documentos. En
este modelo la solucio´n se restringe a los documentos que contienen la frase exacta que se
plantea en la consulta, teniendo en cuenta las posiciones relativas entre los te´rminos [37, 58].
Aunque este modelo no se basa en clasificacio´n jera´rquica, los documentos que recupera son
considerados de alta calidad, ya que contienen la informacio´n planteada en la consulta, con
el mismo sentido que la especifica el usuario. En el presente trabajo de tesis se hace especial
e´nfasis en la recuperacio´n de informacio´n basada en frases y en los ı´ndices de almacenamiento
de te´rminos utilizados para su realizacio´n.
En la siguiente seccio´n se presenta una descripcio´n de los modelos de ı´ndices de te´rminos ma´s
relevantes, haciendo referencia principalmente en los utilizados en el proceso de recuperacio´n
de informacio´n para consultas basadas en frases.
2.3. Indices de Te´rminos Para la Recuperacio´n de
informacio´n
Como se especifico´ en la seccio´n 2.1, la indexacio´n de informacio´n de los te´rminos contenidos
en una coleccio´n de documentos permite la realizacio´n de bu´squedas a gran velocidad para
la solucio´n de consultas. A continuacio´n se presentan los ı´ndices de te´rminos ma´s relevantes,
haciendo e´nfasis en su utilizacio´n para el proceso de recuperacio´n de informacio´n para la
resolucio´n de consultas basadas en frases.
2.3.1. Indice Invertido
Un ı´ndice invertido es una estructura de datos que contiene los te´rminos del vocabulario de
una coleccio´n de documentos y por cada te´rmino almacena una lista de registro con informa-
cio´n referente al nu´mero de identificacio´n (ID) de cada uno de los documentos que contienen
al te´rmino y de ser necesario, las posiciones en las que aparece. En el caso del modelo de
resolucio´n de consultas basadas en frases, se debe guardar un registro de las posiciones de
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los te´rminos [37].
Para la construccio´n de un ı´ndice invertido es necesario determinar cua´les te´rminos van
a ser almacenados. Se realiza en primer lugar un proceso de tokenizacio´n de cada uno de
los documentos. Este proceso consiste en dividir el documento en tokens, que son unidades
conformadas por secuencias de caracteres que se encuentran agrupados y que tienen relevan-
cia gramatical. Los tokens determinan inicialmente cuales te´rminos son almacenados en un
ı´ndice invertido, sin embargo se pueden emplear diversas te´cnicas de eliminacio´n o modifica-
cio´n de tokens con el fin de adecuar y/o reducir los te´rminos indexados. Ejemplos de estas
te´cnicas son:i)“Stopping” que consiste en la eliminacio´n de palabras que aparecen con alta
frecuencia en la coleccio´n de documentos, ii) “Stemming” que consiste en la eliminacio´n de
la seccio´n final de cada te´rmino, iii) lematizacio´n que consiste en el ana´lisis morfolo´gico de
los te´rminos con el fin de encontrar su ra´ız [37]. Aunque estas te´cnicas pueden ser de gran
utilidad para algunos procesos de recuperacio´n de informacio´n, en el caso del proceso de
resolucio´n de consultas basadas en frases se debe prestar especial atencio´n en su utilizacio´n
ya que pueden inferir en el sentido con el que aparecen los te´rminos de la consulta en los
documentos solucio´n.
Una vez obtenidos los te´rminos, se procede a la construccio´n de las listas de registro, para lo
que se construye una lista con todos los te´rminos que aparecen en la coleccio´n de documentos
y para cada te´rmino se indica el ID del documento en el que aparece. En caso de que desee
realizar una bu´squeda para consultas basadas en frases, tambie´n es necesario tener en cuenta
la posicio´n en la que aparece el te´rmino en el documento, la cual puede estar determinada
a nivel de te´rminos o de caracteres. A nivel de te´rminos se toma como posicio´n el lugar
que ocupa cada te´rmino en el documento, mientras que a nivel de caracteres se toma como
posicio´n el lugar que ocupa el primer caracter de cada te´rmino.
La lista de te´rminos obtenida es luego ordenada alfabe´ticamente para agrupar los te´rminos
conformados por la misma secuencia de caracteres. En la figura 2-2 se presenta un ejemplo
de una lista de te´rminos correspondiente a dos documentos escritos en ingle´s. El primer
documento se encuentra conformado por la frase “the vocabulary of terms is structured in
indexes”, mientras que el segundo se encuentra conformado por la frase “the material is sto-
red in the computers”. A la izquierda de esta figura se muestra la lista de todos los te´rminos
ordenados de acuerdo al nu´mero de identificacio´n del documento. A la derecha se presenta
la lista de los te´rminos ordenados alfabe´ticamente. En esta lista se toman las posiciones a
nivel de te´rminos.
Una vez que la lista de te´rminos ha sido ordenada alfabe´ticamente, se debe realizar un pro-
ceso de unio´n de informacio´n para los te´rminos que aparecen ma´s de una vez en la coleccio´n.
En este proceso se determina tambie´n la frecuencia en los documentos (dft) y la frecuencia
2.3 Indices de Te´rminos Para la Recuperacio´n de informacio´n 13
Figura 2-2.: Lista de los te´rminos contenidos en los documentos “the vocabulary of terms
is structured in indexes” y “the material is stored in the computers”.
con que aparece cada te´rmino en un determinado documento (tf t,d). Estas medidas junto al
Id de cada documento en el que aparece el te´rmino (d) y la posicio´n del te´rmino en dicho
documento (on) se utilizan para la construccio´n de la lista de registro [58, 9].
La estructura de la lista de registro se presenta en la fo´rmula (2-7):
dft; <d, tfd,t, [o1, ..., on]>. (2-7)
La figura 2-3 presenta las listas de registro para cada uno de los te´rminos de los documentos
presentados en la figura 2-2.
Los ı´ndices invertidos son utilizados en los procesos de recuperacio´n de informacio´n booleano,
recuperacio´n por clasificacio´n jera´rquica y recuperacio´n para consultas basadas en frases.
Para el caso de la recuperacio´n de informacio´n para consultas basadas en frases el procedi-
miento a realizar es el siguiente:
1. Ordenar los te´rminos en forma ascendente de acuerdo con su frecuencia en los documentos.
2. Procesar el primer te´rmino y de acuerdo a la informacio´n almacenada en su lista de re-
gistro, crear una lista final de documentos con el nu´mero de identificacio´n de cada uno de
los documentos en los que aparece. Por cada documento crear una lista final de posiciones
que almacene las posiciones relativas del te´rmino, las cuales se encuentran sustrayendo la
posicio´n que ocupa el te´rmino en la consulta de la posicio´n que ocupa en el documento.
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Figura 2-3.: Listas de registro para los documentos “the vocabulary of terms is structured
in indexes” y “the material is stored in the computers”.
3. Para cada uno de los te´rminos restantes realizar un proceso de coincidencia entre la lista
de documentos del te´rmino que esta´ siendo procesado y la lista de documentos final.
a) En caso de haber coincidencia, realizar un proceso de coincidencia entre la lista de posi-
ciones relativas del te´rmino y la lista final de posiciones. Si no existe coincidencia eliminar
la posicio´n respectiva de la lista final. En caso de que no coincida ninguna posicio´n, eliminar
el documento de la lista final de documentos.
b)En caso de no haber coincidencia entre documentos eliminar el documento de la lista final.
Un problema que se presenta por la utilizacio´n del ı´ndice invertido para la solucio´n de con-
sultas basadas en frases es el tratamiento de los te´rminos que aparecen con alta frecuencia
en la coleccio´n. El problema radica en que este tipo de te´rminos poseen listas de registro de
gran taman˜o, por lo que el proceso de recuperacio´n de informacio´n para consultas que los
contienen resulta costoso a nivel de tiempo. Por esta razo´n, algunos sistemas de recuperacio´n
de informacio´n consideran que este tipo de te´rminos tienen baja relevancia en el contenido
de los documentos y los eliminan del ı´ndice. Sin embargo para el modelo de resolucio´n de
consultas basadas en frases los te´rminos que aparecen con alta frecuencia son considerados
relevantes debido a que ayudan a dar sentido a la consulta planteada por el usuario. En
consecuencia y como solucio´n al problema del taman˜o de las listas de registro se utilizan
estructuras conocidas como ı´ndices de frases que permiten reducir el tiempo de bu´squeda. A
continuacio´n se presentan los ı´ndices de frases ma´s relevantes.
2.3.2. Indices de Frases
Adema´s del ı´ndice invertido existen otros tipos de ı´ndices que permiten procesar consultas
basadas en frases en menor tiempo mediante el almacenamiento de te´rminos cuyas litas de
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registro sean de menor taman˜o que las de los te´rminos almacenados en los ı´ndices invertidos.
Estos ı´ndices son llamados ı´ndices de frases y su estructura es similar a la de un ı´ndice inver-
tido, pero a diferencia de e´ste, no se restringen a almacenar listas de registros de te´rminos
individuales sino que permiten el almacenamiento de informacio´n de cadenas de te´rminos de
distintos taman˜os conocidas como n-gramas. De acuerdo al nu´mero de te´rminos que contiene
un n-grama puede recibir distintos nombres. Los n-gramas conformados por un te´rmino son
llamados uni-gramas, los conformados por dos te´rminos son llamados bi-gramas, los confor-
mados por tres te´rminos son conocidos como tri-gramas y los conformados por cuatro o ma´s
te´rminos son conocidos simplemente como n-gramas [21].
Existen distintos tipos de ı´ndices de frases que contienen distintos tipos de n-gramas. A
continuacio´n se describen los ı´ndices de frases ma´s relevantes.
Indice de Frases Parciales
En un sistema de recuperacio´n de informacio´n existen grupos de consultas que son frecuen-
temente empleadas por los usuarios y por lo tanto es de gran utilidad poder almacenar
informacio´n que permita solucionarlas en corto tiempo. Una estructura de datos que permi-
te realizar esta tarea es el ı´ndice de frases parciales, el cual almacena como te´rminos a los
n-gramas conformados por las consultas basadas en frases que son frecuentemente utilizadas
por los usuarios y crea lista de registros para cada uno de ellos. Para la utilizacio´n de este
tipo de ı´ndices se debe tener en cuenta que las consultas frecuentes pueden cambiar a trave´s
del tiempo y por lo tanto se deben actualizar los te´rminos para que el ı´ndice no pierda vi-
gencia [27, 58].
El proceso para realizar una bu´squeda en un ı´ndice de frases parciales es el siguiente:
Verificar si la consulta se encuentra almacenada como un te´rmino en el ı´ndice.
a) En caso de estar almacenada, recuperar los documentos en los que aparecen la consulta.
b) En caso de no estar almacenada, emplear otra te´cnica para la solucio´n de la consulta
como por ejemplo realizar la bu´squeda en el ı´ndice invertido.
La estructura de las listas de registro de un ı´ndice de frases parciales var´ıa frente a la utiliza-
da en el ı´ndice invertido ya que no contiene las posiciones en las que aparecen los te´rminos.
Un ejemplo de ı´ndice de frases parciales se presenta en la figura 2-4.
La ventaja de este ı´ndice es que permite procesar frases en corto tiempo, pero su desventaja
es que no permite resolver las consultas que no se encuentran almacenadas entre sus te´rmi-
nos, por lo que debe ser complementado con otros ı´ndices. Segu´n [58] la utilizacio´n del ı´ndice
16 2 Estado del Arte: Recuperacio´n de Informacio´n y Extraccio´n de Informacio´n
Figura 2-4.: Indice de frases parciales.
de frases se dedico´ exclusivamente para coincidencias con consultas completas debido a que
el proceso de verificacio´n de coincidencias en porciones de consultas puede resultar costoso,
ya que se deben verificar las posibles combinaciones de los te´rminos de la consulta.
Indice de Palabras Siguientes
Un ı´ndice de palabras siguientes es una estructura de tres niveles que permite procesar con-
sultas basadas en frases por medio del almacenamiento de informacio´n de pares de palabras
contenidos en los documentos. El primer nivel de este ı´ndice consiste en una lista que contiene
los te´rminos de la coleccio´n menos el u´ltimo, los cuales son denominados “primeras pala-
bras”. El segundo nivel contiene una lista de “palabras siguientes” por cada primera palabra
utilizada. Esta lista contiene los te´rminos que aparecen en la posicio´n contigua posteriorde
cada primera palabra en los documentos. Finalmente el tercer nivel del ı´ndice contiene las
listas de registro de cada una de las duplas “primera palabra” - “palabra siguiente’ [57].
Por medio del amacenamiento de bigramas se pueden obtener listas de registro s de menor
taman˜o que las que tienen los te´rminos individuales almacenados en un ı´ndice invertido,
lo que permite realizar el proceso de bu´squeda para consultas basadas en frases en menor
tiempo. Sin embargo el amacenamiento de las duplas de palabras en lugar de te´rminos indi-
viduales tiene como consecuencia que el ı´ndice aumente considerablemente su taman˜o.
En la figura 2-5 se presenta un ejemplo de un ı´ndice de palabras siguientes para el documento
“the european commission”.
Tomando en cuenta la estructura de el ı´ndice de palabras siguientes, el proceso de bu´squeda
es el siguiente:
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Figura 2-5.: Indice de palabras siguientes.
1. Construir bigramas con los te´rminos de la consulta que son consecutivos y ordenarlos de
acuerdo a su frecuencia en el documento.
2. Seleccionar los bigramas de menor frecuencia que permitan cubrir todos los te´rminos de la
consulta y dejar de lado aquellos bigramas de mayor frecuencia cuyos te´rminos se encuentren
entre los de los bigramas seleccionados.
3. Procesar cada uno de los bigramas seleccionados mediante el algoritmo de bu´squeda que
permite solucionar consultas basadas en frases.
La ventaja del ı´ndice de palabras siguientes es que las listas de registro de palabras de alta
frecuencia tienen un menor taman˜o que las del ı´ndice invertido, pero su desventaja es que el
ı´ndice en tiene un taman˜o mucho mayor.
Indice de Bigrama
El ı´ndice bigrama es un indice de frases parciales que permite almacenar como te´rminos
a los bigramas contenidos en una coleccio´n de documentos. Para su construccio´n se deben
encontrar todos los bigramas consecutivos que existan en cada uno de los documentos y
construir una lista de registro para cada uno de ellos. Un ejemplo de ı´ndice de bigrama para
el documento“the european commission” se presenta en la figura 2-6.
Para realizar una bu´squeda en el ı´ndice de bigrama se deben realizar el mismo procedimiento
empleado para realizar bu´squedas en el ı´ndice de palabras siguientes.
Una variacio´n del ı´ndice de bigramas fue presentada en [21] y consistio´ en almacenar bigramas
para las palabras de alta frecuencia y unigramas para las dema´s palabras dentro de un mismo
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Figura 2-6.: Indice de bigrama.
ı´ndice. De esta forma, se eliminan las listas de registro de las palabras de alta frecuencia como
te´rminos individuales y se aprovecha la reduccio´n que permiten los bigramas no solo para
la combinacio´n entre una palabra frecuente y sus palabras siguientes, sino tambie´n para sus
palabras anteriores. Un ejemplo de este tipo de ı´ndice de bigrama para el documento “the
european commission said” se presenta en la figura 2-7. En este documento se asume que
los te´rminos “the” y “said” son palabras de alta frecuencia.
Figura 2-7.: Indice de bigrama.
Tomando como base a los ı´ndices que hasta el momento han sido descritos, es posible rea-
lizar combinaciones entre e´stos con el fin de construir estructuras que permitan solucionar
consultas basadas en frases de manera eficiente y que al mismo tiempo ahorren espacio en
disco. A continuacio´n se presentan las combinaciones de ı´ndices ma´s relevantes.
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2.3.3. Indices Combinados
Tomando como referencia a los ı´ndices descritos hasta el momento, se puede observar que
cada tipo de ı´ndice presenta ventajas y desventajas. El ı´ndice invertido tiene menor taman˜o
que el ı´ndice de palabras siguientes pero el tiempo que implica su utilizacio´n para la solucio´n
de consultas basadas en frases es mayor. Por otra parte el ı´ndice de frases parciales permite
procesar las consultas frecuentemente utilizadas de forma directa, pero no permite solucionar
todos los tipos de consulta. Finalmente el ı´ndice de palabras siguientes permite solucionar
pares de palabras en corto tiempo, pero a su vez tiene la desventaja de tener un gran taman˜o.
Con el fin de evitar las desventajas y aprovechar las ventajas que presenta cada tipo de ı´ndice
, se han desarrollado estructuras basadas en la combinacio´n entre distintos tipos de ı´ndices.
Estas estructuras son conocidas como ı´ndices combinados y permiten solucionar consultas
basadas en frases en menor tiempo y ahorrar espacio en disco [58, 9].
Existen diversos tipos de ı´ndices combinados que se obtienen por medio de distintas combi-
naciones entre ı´ndices de te´rminos . A continuacio´n se presentan los principales tipos ı´ndices
combinados.
Indice Combinado Compuesto por un Indice Invertido y un Indice de Palabras
Siguientes
Por medio de la combinacio´n entre el ı´ndice de palabras siguientes y el ı´ndice invertido se
busca constuir una estructura de menor taman˜o que el ı´ndice de palabras siguientes que
permita solucionar consultas basadas en frases en menor tiempo que el ı´ndice invertido [58].
Para lograr este objetivo se debe realizar el siguiente proceso:
1. Construir un ı´ndice de palabras siguientes tomando como primeras palabras a los te´rminos
que aparecen con alta frecuencia en la coleccio´n de documentos.
2. Construir un ı´ndice invertido para el almacenamiento de las palabras restantes.
Un ejemplo de ı´ndice combinado entre el ı´ndice invertido y el ı´ndice de palabras siguientes
para el documento “the european commission” se presenta en la figura 2-8.
El procedimiento de bu´squeda en el ı´ndice combinado entre ı´ndice invertido e ı´ndice de pa-
labras siguientes se describe a continuaco´ni:
1. Detectar todos los te´rminos de la consulta que se encuentren almacenados como primeras
palabras en el ı´ndice de palabras siguientes y conformar bigramas entre cada una de estas
palabras y las palabras aparecen inmediantamente despues de ellas en la consulta.
2. Posteriormente se deben seleccionar las palabras restantes como te´rminos individuales.
3. Ordenar el grupo de bigramas y te´rminos individuales seleccionados de forma ascendente
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Figura 2-8.: Indice combinado compuesto por un ı´ndice invertido y un ı´ndice de palabras
siguientes.
de acuerdo a su frecuencia de te´rmino.
4. Procesar cada uno de los te´rminos seleccionados mediante el algoritmo de bu´squeda que
permite solucionar consultas basadas en frases.
Indice Combinado Compuesto por un Indice Invertido y un Indice de Frases
Como se explico´ en la seccio´n 2.3.2, a pesar de que el ı´ndice de frases parciales permite tener
un acceso ra´pido a la solucio´n de consultas frecuentemente utilizadas por los usuarios, e´ste
ı´ndice no permite solucionar todos los tipos de consultas basadas en frases por lo que es
necesario recurrir a otro tipo de ı´ndice para complementarlo. El ı´ndice que permite realizar
este complemento es el ı´ndice invertido ya que permite solucionar todos los tipos de consultas
basadas en frases y ocupa un espacio en disco menor que el ı´ndice de palabras siguientes.
Para la construccio´n de este tipo de ı´ndice combinado se deben almacenar las consultas
frecuentes realizadas por el usuario en un ı´ndice de frases parciales y los te´rminos individuales
en un ı´ndice invertido [58]. Un ejemplo de este ı´ndice combinado para la frase “the european
commission” se presenta en la figura 2-9.
El procedimiento para realizar una bu´squeda en el ı´ndice combinado compuesto por un ı´ndice
invertido y un ı´ndice de frases parciales es similar al descrito para el ı´ndice de frases parciales
y depende de si la consulta existe como un te´rmino en el ı´ndice de frases. En caso de que
exista se recuperan los documentos que se encuentren en la listas de registro del te´rmino. En
caso de que no exista se realiza la bu´squeda en el ı´ndice invertido.
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Figura 2-9.: Indice combinado compuesto por un ı´ndice invertido y un ı´ndice de frases
parciales.
Combinacio´n de Tres Indices
Este tipo de ı´ndice consiste en la combinacio´n entre un ı´ndice invertido, un ı´ndice de palabras
siguientes y un ı´ndice de frases parciales. Para la construccio´n de este ı´ndice se deben alma-
cenar los te´rminos individuales en el ı´ndice invertido, las consultas frecuentes en el ı´ndice de
palabras siguientes y las palabras de alta frecuencia (junto a sus listas de palabras siguien-
tes) en el ı´ndice de palabras siguientes [58]. Un ejemplo de combinacio´n de tres ı´ndices se
presenta en la figura 2-10.
Figura 2-10.: Combinacio´n entre un ı´ndice invertido, un ı´ndice de palabras siguientes y un
ı´ndice de frases parciales.
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El proceso de bu´squeda en este tipo de ı´ndice combinado requiere de la verificacio´n de si la
consulta se encuentra almacenada en el ı´ndice de frases parciales. De ser as´ı, se recuperan
los documentos que se encuentran en la listas de registro de la consulta. En caso contrario,
se debe realizar el proceso de bu´squeda para un ı´ndice combinado compuesto por un ı´ndice
invertido y un ı´ndice de palabras siguientes.
2.3.4. Inconveniente de los Indices de Te´rminos
Los ı´ndices de te´rminos presentados permiten resolver el proceso de recuperacio´n de in-
formacio´n para consultas basadas en frases de manera eficiente. Sin embargo, debido a la
estructura de las frases en los documentos, pueden haber pe´rdidas de informacio´n en el proce-
so de bu´squeda. Esto se debe a que mientras que en las consultas no es comu´n que un usuario
utilice pronombres u otros tipos de palabras correferente, en un texto es comu´n que las frases
nominales se indiquen por medio de palabras correferentes que hagan alusio´n a ellas. Por
ejemplo en la frase “Bill Gates estuvo de visita en Stanford. E´l realizo´ una donacio´n.”, el
pronombre “El” hace referencia a la entidad nominal “Bill Gates”. Tomando esta frase como
un documento, si un usuario escribe la consulta “Bill Gates realizo´ una donacio´n”, a pesar
de que teo´ricamente la frase exista en el documento, un sistema de recuperacio´n basado en
frases no podra´ encontrarla por no contener los mismos te´rminos especificados en la consulta.
Por otra parte, como se expuso en el cap´ıtulo 1, segu´n un estudio realizado por Microsoft,
entre el 20 y el 30 % de las consultas son entidades nominales, mientras que el 70 % contienen
entidades nominales entre sus te´rminos [26, 60]. Por lo que puede ser de gran utilidad tener
un ı´ndice que permita tener un acceso ra´pido a los documentos que contengan entidades
especificadas en la consulta.
Por estos motivos en este trabajo se preopone la construccio´n de un ı´ndice combinado que
contenga informacio´n referente a las entidades nominales identificadas en una coleccio´n de
documentos y a sus correferencias.
Debido a que para alcanzar este objetivo es necesario poder reconocer entidades nominales
y correferencias en los documentos, a continuacio´n se presenta el estado del arte referente a
estos temas.
2.4. Extraccio´n de Informacio´n
Por medio del trabajo presentado en este documento de tesis se busca enriquecer los ı´ndices
de almacenamiento de te´rminos utilizados para el proceso de recuperacio´n de informacio´n
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basado en frases mediante la utilizacio´n de entidades nominales y correferencias, con el fin de
evitar ignorar frases que pueden dar solucio´n a una consulta y agilizar el proceso de bu´sque-
da. Esta informacio´n puede ser obtenida por medio del area conocida como extraccio´n de
informacio´n, la cual contiene entre sus subtareas al reconocimiento de entidades nominales,
y la resolucio´n de correferencias, la extraccio´n de relaciones entre entidades nominales y la
extraccio´n de eventos [46].
A continuacio´n se describen las subtareas del area de extraccio´n de informacio´n, haciendo
e´nfasis en los procesos de reconocimiento de entidades nominales y resolucio´n de correferen-
cias y las principales te´cnicas empleadas para su realizacio´n.
2.4.1. Reconocimiento de Entidades Nominales
El reconocimiento de entidades nominales permite encontrar y clasificar subcadenas de texto
que hacen referencia a entidades del mundo real [41, 46]. Este proceso se realiza de acuerdo
a un contexto determinado y a una serie de categor´ıas de clasificacio´n definidas. Ejemplos
de categor´ıas de entidades son: lugares, personas, localizaciones, cantidades monetarias y
medidas de tiempo.
Existen diversos me´todos de reconocimiento de entidades nominales los cuales son realizados
en forma supervisada, semisupervisada o h´ıbrida. A continuacio´n se presentan las principales
te´cnicas utilizadas para esta tarea.
Te´cnicas de Aprendizaje Supervisado Para el Reconocimiento de Entidades
Nominales
El aprendizaje supervisado es el ma´s utilizado para el reconocimiento de entidades nomi-
nales. Los sistemas que utilizan este tipo de aprendizaje son entrenados por medio de un
conjunto de datos anotado previamente con entidades nominales y su clasificacio´n y en base
a esta anotacio´n deben encontrar reglas que permitan detectar y clasificar nuevos ejemplos
de entidades en conjuntos de datos de prueba [41, 31]. Algunas de te´cnicas de apendiza-
je supervisado utilizadas para el reconocimiento de entidades nominales son: Ma´quinas de
soporte vectorial, Reglas de asociacio´n, Modelos ocultos de Markov, Ma´xima Entrop´ıa y
Campos Condicionales Rando´micos. A continuacio´n se presentan algunos de los trabajos
ma´s relevantes en esta a´rea.
Lin et al. (2006) [35] utilizaron el algoritmo uno contra uno de la te´cnica de Ma´quinas de
Soporte Vectorial (SVM), el cual permite realizar un proceso de clasificacio´n multiclase, por
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medio de la comparacio´n entre pares de clases de entidades nominales con el fin trazar hi-
perplanos de separacio´n entre estas. Por otra parte Mansouri et al. [38] utilizaron la te´cnica
de Ma´quinas de Soporte Vectorial Difusas, teniendo en cuenta para´metros de los te´rminos
tales como distancia al hiperplano, palabra previa en el texto y clase de entidad previamente
nombrada, para realizar un proceso de reconocimiento de entidades nominales sensible a la
sema´ntica de cada entidad en el texto.
Budi et al. [11] utilizaron reglas de asociacio´n para el reconocimiento de entidades nomina-
les ba´sandose en tres tipos de reglas: reglas de diccionario, reglas de bigrama y reglas de
atributo. En las reglas de diccionario las entidades nominales se encuentran compuestas por
una solo te´rmino. En las reglas de bigrama las entidades son especificadas por una secuencia
de te´rminos. En las reglas de atributo un te´rmino clasificado es relacionado con un nuevo
te´rmino para detectar la clasificacio´n de una nueva entidad.
Todorovic et al. [54] utilizaron la configuracio´n Viterbi para encontrar la secuencia o´ptima de
estados que permite representar la secuencia de te´rminos de un texto, tomando como estados
las categor´ıas de las entidades nominales. Por otra parte Fu et al. [23] incluyeron un ana´lisis
le´xico que permite tener en cuenta el contexto en el que aparecen las categor´ıas de las enti-
dades nominales y las palabras, con lo que se logra una mejora en el rendimiento de la te´cnica.
Borthwick [10] utilizo´ un clasificador basado en la te´cnica de ma´xima entrop´ıa que toma
informacio´n de todas las palabras que aparecen en un documento. Para la identificacio´n y
clasificacio´n de entidades el clasificador requiere de un clasificador previo que detecte enti-
dades nominales con base en informacio´n local de las frases y su funcio´n es la de corregir
los errores de referencia que el primer clasificador puede cometer. Otro sistema basado en
ma´xima entrop´ıa realizado por Chieu et al. [13], el cual tambie´n utiliza informacio´n global
de los te´rminos de un documento pero no requiere de la utilizacio´n de un clasificador previo.
Ekbal et al. [17] utilizaron campos campos rando´micos condicionales para el reconocimiento
de entidades nominales en Bengali e Hindi. Para este proceso utilizaron distintos atributos
como el contexto de las palabras del texto, prefijos de palabras y etiquetas de partes de
discurso. Por otra parte, basa´ndose en cadenas lineales de campos rando´micos condiciona-
les, en la Universidad de Stanford se desarrollo´ una herramienta para el reconocimiento de
entidades nominales llamada Stanford NER [22]. Este software tambie´n utiliza similaridad
distribucional [14] como un complemento del modelo de campos rando´micos condicionales.
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Reconocimiento de Entidades Nominales Basado en Te´cnicas de Aprendizaje
Semi-Supervisado
El aprendizaje semi-supervisado, aplicado al reconocimiento de entidades nominales, consis-
te en un proceso iterativo que permite encontrar nuevos ejemplos de entidades en base a un
pequen˜o grupo de ejemplos de entrenamiento, conocido como semillas, y a algunos patrones
de su contexto. Algunos desarrollos que utilizan aprendizaje semi-supervisado han logrado
alcanzar un rendimiento similar al alcanzado por algunas te´cnicas supervisadas [42].
Riloff y Jones [49] presentaron el modelo de “mutual bootstrapping”. Su idea es que en base
a un grupo de semillas de una categor´ıa sema´ntica y al contexto de estas semillas es posible
encontrar patrones de extraccio´n que permitan encontrar nuevos ejemplos de la categor´ıa
sema´ntica y a su vez nuevos patrones. En este trabajo´ se indico´ que el algoritmo puede tener
problemas si existe ruido en la lista de entidades o en los patrones.
Reconocimiento de Entidades Nominales Basado en Te´cnicas de Aprendizaje No
Supervisado
Para el aprendizaje no supervisado no es necesario utilizar ejemplos de entrenamiento, lo que
representa una ventaja sobre los me´todos de aprendizaje supervisado y semi-supervisado. Sin
embargo por lo general el rendimiento de sistemas de reconocimiento de entidades nominales
basados en aprendizaje no supervisado es menor que el alcanzado mediante los otros tipos
de aprendizaje [41].
Un trabajo basado en aprendizaje no supervisado es el presentado por Evans [19] , quien
utilizo´ un me´todo para la identificacio´n de hipo´nimos e hipero´nimos con en fin de agruparlos
para construir una topolog´ıa de entidades nominales. Por otra parte Shinyama y Sekine [51]
presentaron un me´todo para el reconocimiento de entidades en art´ıculos de noticias, el cual
se basa en la observacio´n de que las entidades nominales aparecen en forma sincronizada en
este tipo de articulos, mientras que los te´rminos restantes no lo hacen. Por medio de esta
observacio´n es posible detectar la ocurrencia de entidades nominales poco comunes con una
alta exactitud.
2.4.2. Resolucio´n de Correferencias y Ana´foras
Los conceptos de los procesos de resolucio´n de ana´foras y resolucio´n de correferencias guardan
similitudes por lo que es posible que exista confusio´n entre e´stos e incluso se llegue afirmar
que se trata de la misma tarea como se puede observar en [20]. Sin embargo de acuerdo
a [15, 40], la resolucio´n de correferencias consiste en encontrar pares de frases nominales
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(NP) que tengan el mismo referente, es decir que “hagan referencia a la misma entidad del
mundo real”, sin la existencia de ambigu¨edad. Por otra parte la resolucio´n de ana´foras en-
cuentra pares de frases nominales en los que una hace referencia y depende de la otra para su
interpretacio´n. En este caso la frase a la que se hace referencia es conocida como antecedente.
Tomando en cuenta estos conceptos se pueden encontrar casos en los que las ana´foras y
las correferencias coinciden como en la frase “Miguel volvio´ a casa ayer, e´l estaba muy
contento”. En esta frase las palabras “el” y “Miguel” hacen referencia a la misma entidad
y el antecedente anafo´rico “Miguel” es necesario para poder interpretar la frase nominal “e´l”.
Por otra parte existen casos en los que existe ana´fora pero no correferencia como en la frase
“Cuando el gato entro´ al cuarto la puerta se cerro´”. En este caso “el cuarto” es un ante-
cedente anafo´rico de “la puerta”, pero no es posible afirmar que estas dos frases nominales
hacen referencia a una misma entidad nominal sin la existencia de ambiguedad [18].
Finalmente existen frases como “La capital de Colombia, la hermosa Bogota´”, en las que
existe correferencia entre las frases nominales “capital de Colombia” y “Bogota´”, pero no
existe ana´fora debido a que “Bogota´” no necesita del antecedente “capital de Colombia”
para estar bien definido [48].
Segu´n [20] existen diversos tipos de correferencia y ana´foras que son descritos a continuacio´n:
Correferencia Pronominal: Es el tipo ma´s comu´n de correferencia y permite resolver
pronombres personales, reflexivos y posesivos. Ejemplo: “Andrea perdio´ su pasaporte”.
Correferencia de Nombres Propios: Permite enlazar las distintas variaciones con que
aparece un nombre propio en un documento. Ejemplo: “Presidente Santos”, “Juan
Manuel Santos”.
Aposicio´n: La correferencia an˜ade informacio´n adicional a una entidad. En este caso
la correferencia aparece pro´xima a la entidad, pero separada por medio de una coma.
Ejemplo: Justis Mustaine, el hijo de Dave Mustaine, se encuentra grabando un nuevo
album.
Predicativo nominativo: Permite complementar una referencia al sujeto de una oracio´n
y ocurre despue´s de un verbo copulativo. Ejemplo: Anthony Kiedis es el cantante de
Red Hot Chilli Peppers.
Grupos ide´nticos: En este caso la ana´fora y el antecedente hacen referencia a grupos
identicos o de tipos ide´nticos. Su deteccio´n requiere de un conocimiento profundo del
contexto en que ocurre este tipo de ana´fora. Ejemplo: “El ELN realizo´ un nuevo ataque.
Los habitantes temen nuevos enfrentamientos entre el grupo guerrillero y el ejercito”.
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Correferencia de funcio´n de valor: Este tipo de correferencia ocurre en frases en las que
existe una funcio´n y un valor que se encuentran relacionados. Ejemplo: “El aumento del
salario mı´nimo para el pro´ximo an˜o no va a ser superior al 5.5 %, afirmo´ el ministro”.
Ana´fora Ordinal: Es una ana´fora presente en una frase nominal que contiene la palabra
“uno” o “una”. Ejemplo: “Juan perdio´ su bicicleta, ahora tendra´ que comprar una
nueva”.
Ana´fora parte de un todo: Ocurre cuando la ana´fora hace referencia a una parte del
antecedente. Ejemplo: “Jaime se accidento´ en su automovil. Los frenos se encontraban
averiados”.
Existen diversas te´cnicas para la resolucio´n de ana´foras y correferencias, las cuales pueden
ser clasificadas como te´cnicas linguisticas o te´cnicas de aprendizaje de ma´quina. Debido a
que las correferencias no necesitan de A continuacio´n se presentan algunos trabajos que uti-
lizan este tipo de te´cnicas.
Resolucio´n de Correferencias y Ana´foras Utilizando Te´cnicas Linguisticas
Las te´cnicas linguisticas se basan en reglas que permiten encontrar correferencias de manera
eficiente. Ejemplos de estas te´cnicas son el algoritmo de Hobb y la te´cnica de Mitkov. Estas
te´cnicas se presentan a continuacio´n:
El algoritmo de Hobb [29] resuelve correferencias pronominales por medio de restricciones
sinta´cticas que son impuestas de acuerdo a las caracter´ısticas de la ana´fora. Este algoritmo
esta´ basado en el a´rbol de ana´lisis sinta´ctico de las oraciones y da prioridad de seleccio´n como
antecedente a las entidades que aparecen en la misma oracio´n que el pronombre. Adema´s,
parte el algoritmo da mayor relevancia a los antecedentes de acuerdo a la posicio´n en que
aparece el pronombre en la oracio´n. Por otra parte el algoritmo tambte´n tiene en cuenta
como posibles antecedentes a las frases nominales que aparecen como sujetos en oraciones
anteriores a la del pronombre.
La te´cnica de Mitkov [39] requiere que el texto se encuentre previamente procesado y anotado
con etiquetas de parte de discurso. En base a esta anotacio´n el algoritmo detecta las frases
nominales que se encuentran en oraciones previas a la ana´fora, tomando como l´ımite una
distancia no mayor a dos oraciones. Posteriormente la te´cnica asigna puntajes a cada uno
de los posibles antecedentes de acuerdo a un grupo de indicadores de impulso y obsta´culo y
finalmente selecciona al antecedente con el mayor puntaje.
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Te´cnicas de Aprendizaje de Ma´quina para la Resolucio´n de Correferencias y Ana´foras
Diversas te´cnicas de aprendizaje de ma´quina han sido utilizadas para el proceso de resolucio´n
de correferencias. A continuacio´n se presentan algunos de los trabajos ma´s relevantes que
utilizan este tipo de te´cnicas.
Ge et al. [25] presentaron un me´todo que permite resolver ana´foras pronominales tomando
como base al algoritmo de Hobbs y la te´cnica naive Bayes. Este me´todo tambie´n emplea al-
gunos factores como la distancia entre el antecedente y el pronombre (otorgando preferencia
al par con menor distancia), ge´nero del antecedente, nu´mero del antecedente, animacidad del
antecedente, informacio´n de la palabra principal de la frase nominal y frecuencia de aparicio´n
de la frase nominal para la resolucio´n de ana´foras.
Soon et al. [52] presentaron un sistema de resolucio´n de correferencias basado en a´rboles de
decisio´n. En este trabajo se realizo´ un preprocesamiento del texto para encontrar partes de
discurso, frases nominales y entidades, con el fin de encontrar “Marcables” (frases nominales
o pronombres que posiblemente sean correferentes) y anotar caracter´ısticas propias de cada
uno de estos. Posteriormente se emplearon a´rboles de decisio´n para clasificar pares de “mar-
cables” e indicar si existe correferencia entre estos, en base a las caracter´ısticas anotadas.
Estas caracter´ısticas son utilizadas para construir reglas empleadas por el a´rbol de decisio´n
para su aprendizaje.
Wagstaff [12] presento´ un modelo de agrupamiento para realizar el proceso de resolucio´n de
correferencias. En este trabajo se representaron las frases nominales como vectores con pares
de atributo - valor y se utilizo´ agrupamiento para dividirlas en clases de equivalencia que son
determinadas por cada una de las entidades que aparecen en el documento. En el proceso de
agrupamiento se utilizaron restricciones de correferencia que pueden ser dependientes o in-
dependientes del contexto. Posteriormente Wagstaff [56] presento´ una mejora a su algoritmo
por medio del uso de restricciones linguisticas tales como ge´nero, nu´mero y clase sema´ntica,
las cuales fueron utilizadas para especificar si las frases deben o no ser enlazadas con otras
en el mismo grupo.
2.4.3. Otras Sub-Tareas de La Extraccio´n de Informacio´n
Adema´s del reconocimiento de entidades nominales y la resolucio´n de correferencias y ana´fo-
ras, existen otras tareas de la extraccio´n de informacio´n como son la extraccio´n de relaciones
y eventos.
La extraccio´n de relaciones consiste en encontrar las relaciones existentes entre pares de
entidades y clasificarlas de acuerdo a las categor´ıas a la que pertenecen las entidades y la
forma en que se encuentran relacionadas[24, 46]. El programa de extraccio´n de contenido
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automa´tico (ACE) establecio´ que existen cinco tipos de relaciones entre entidades: rol (de
una persona en una organizacio´n), parte, localizacio´n, cercan´ıa (localizacio´n relativa) y social
(parentezco o asociacio´n entre personas) [16]. Cabe aclarar que el contexto es determinante
en la clasificacio´n de las relaciones. Por ejemplo en la frase “Los estudiantes de la Universidad
Nacional de Colombia resaltaron en las pruebas de estado” la relacio´n entre “estudiantes” y
“Universidad Nacional de Colombia” es de rol, mientras que para la frase “Los estudiantes
se reunieron en la Universidad Nacional de Colombia” la relacio´n es de localizacio´n.
Por otra parte la tarea de extraccio´n de eventos consiste en reconocer eventos relacionados
con entidades. La ACE establecio´ ocho categor´ıas de eventos: vida (nacimiento, matrimo-
nio, divorcio, Injure, muerte), negocios (inicio de una organizacio´n, unio´n de organizaciones,
declaracio´n de bancarrota, finalizacio´n de una organizacio´n), transaccio´n (transferencia de
propiedades, transferencia de dinero), conflicto (ataque, manifestaciio´n), movimiento y jus-
ticia (Arresto, posibilidad de libertad condicional, audiencia, proceso por cargos, demanda,
condena, sentencia, multa, ejecutar, extraditar, absolucio´n, apelacio´n, perdo´n) [6, 5].
2.5. Medidas de Evaluacio´n de Sistemas de Recuperacio´n
de Informacio´n
Para la evaluacio´n del rendimiento de los sistemas de recuperacio´n de informacio´n es nece-
sario tener en cuenta tanto los resultados entregados como los omitidos y su relevancia. De
acuerdo a esta informacio´n es posible establecer cuatro medidas cuantitativas: verdaderos
positivos (TP) que representa el nu´mero de resultados relevantes que fueron presentados al
usuario por el sistema, falsos negativos (FN) que representa el numero de resultados relevan-
tes que no fueron presentados como solucio´n por el sistema, falsos positivos (FP) que indica
el nu´mero de resultados no relevantes que fueron presentados como solucio´n por el sistema
y falsos negativos (FN) que representa el nu´mero de resultados no relevantes que no fueron
presentados como solucio´n por el sistema [37]. La clasificacio´n de estas cuatro medidas de
acuerdo a su relevancia puede observarse en la tabla 2-1.
Tabla 2-1.: Tabla de contingencia para las medidas TP, TN, FP y FN [37].
Relevantes No Relevantes
Recuperados Verdaderos Positivos (TP) Falsos Positivos (FP)
No Recuperados Falsos Negativos (FN) Verdaderos Negativos (TN)
Con base en las medidas TP, TN, FP y FN, existen dos medidas que permiten tener una
apreciacio´n ma´s precisa del rendimiento de un sistema de recuperacio´n de informacio´n. La
primera medida es conocida como Precisio´n (P) y permite medir la relacio´n de resultados
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relevantes entregados por el sistemay el nu´mero total de resultados entregados. La segunda
medida es conocida como Recuerdo (R) y permite medir la relacio´n entre los resultados
relevantes entregados por el sistemay el nu´mero total de resultados relevantes. Las fo´rmulas
para encontrar las medidas de precisio´n y recuerdo son las siguientes:
Precisio´n(P ) = DocumentosRelevantesRecuperados
DocumentosRecuperados
= TP
TP+FP
(2-8)
Recuerdo(R) = DocumentosRelevantesRecuperados
DocumentosRelevantes
= TP
TP+FN
(2-9)
Con base en las medidas de precisio´n y recuerdo surge otra medida conocida como medida
F la cual es la media armo´nica de las medidas P y R. La fo´rmula de la medida F es:
F = 1
α 1
P
+(1−α) 1
R
= (β
2+1)∗RP
(β2∗P )+R donde β
2 = 1−α
α
(2-10)
En esta fo´rmula α se encuentra en el intervalo [0, 1] ] mientras que β2 se encuentra en el
intervalo [0,∞]. Como consecuencia, si el valor de β es menor que 1 se hace e´nfasis en la
precisio´n, mientras que si el valor de β es mayor a 1 se hace e´nfasis en la medida de recuerdo.
La medida F balanceada, conocida como F1, otorga pesos iguales a la precisio´n y al recall.
Para encontrar esta medida se iguala el valor de β a 1 [37].
F1 = 2PR
P+R
(2-11)
Idealmente se busca que tanto la medida de precisio´n como la recuerdo tengan un valor muy
elevado. Sin embargo, de acuerdo a la aplicacio´n que se realice es posible que se prefiera una
medida respecto a la otra [37]. En el caso de la recuperacio´n de informacio´n para consultas
basadas en frases el valor de las medidas de precisio´n y recuerdo debe ser siempre igual a
uno, es decir que se recuperan todos los documentos que contienen la frase especificada en
la consulta y no deben existir resultados que no contengan dicha frase. Por esta razo´n la
medicio´n entre sistemas de recuperacio´n de informacio´n para consultas basadas en frases se
realiza a nivel de tiempos de respuesta.
Resumen del Cap´ıtulo
En este cap´ıtulo se presento´ el estado del arte referente a las a´reas de recuperacio´n y extrac-
cio´n de informacio´n, haciendo e´nfasis en los ı´ndices de te´rminos empleados por el modelo de
recuperacio´n de informacio´n para consultas basadas en frases y en los procesos de reconoci-
miento de entidades nominales y resolucio´n de correferencias.
3. Resolucio´n de Correferencias y
Reconocimiento de Entidades
Nominales en la Coleccio´n de
Documentos
En este cap´ıtulo se describe el preprocesamiento de un subconjunto de la coleccio´n de do-
cumentos utilizada en este trabajo con base en los procesos de reconocimiento de entidades
nominales y resolucio´n de correferencias, y la construccio´n de un conjunto de consultas rele-
vantes (basadas en frases) para la evaluacio´n de documentos. En la seccio´n primera seccio´n
se presenta se presenta una descripcio´n del software Stanford Core NLP, utilizado para la
resolucio´n de correferencias y el reconocimiento de entidades nominales. En la segunda sec-
cio´n se presenta una descripcio´n de la coleccio´n de documentos Reuters RCV1. En la tercera
seccio´n se describen los procesos de preprocesamiento de texto y extraccio´n de informacio´n
realizados sobre un subconjunto de documentos de la coleccio´n. En la cuarta seccio´n se pre-
senta el proceso de construccio´n de consultas relevantes para el subconjunto de documentos
seleccionado.
3.1. Stanford CoreNLP: Resolucio´n de Correferencias y
Reconocimiento de Entidades Nominales
En esta seccio´n se presenta una descripcio´n general de Stanford CoreNLP, un software uti-
lizado para la resolucio´n de correferencias y el reconocimiento de entidades nominales en el
conjunto de documentos.
3.1.1. Descripcio´n de Stanford CoreNLP
El software Stanford CoreNLP [34, 45] permite la deteccio´n de correferencias basandose en
la estructura gramatical de las frases en el texto, obtenida por medio del software Stanford
Parser [33, 32], y de la deteccio´n de entidades nominales, para la cual dispone de dos he-
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rramientas distintas. La primera herramienta se compone de tres clasificadores de entidades
entrenados por medio del software Stanford NER [22], el cual utiliza cadenas lineales de
campos condicionales rando´micos para la deteccio´n de entidades. Estos clasificadores fueron
entrenados utilizando datos prove´ıdos para las conferencias CONLL 2003, ACE y MUC y
permiten detectar entidades nominales como personas, lugares, organizaciones y entidades
de miscelanea, entidades nume´ricas como fechas, tiempos, numeros y dinero. La segunda
herramienta es un extractor que utiliza expresiones regulares para reconocer tipos de enti-
dades nominales que no son tradicionalmente detectadas como ideolog´ıas, nacionalidades y
religiones [2].
Con la informacio´n obtenida, Stanford CoreNLP realiza un proceso de deteccio´n de posibles
menciones de frases correferentes, para luego ejecutar una serie de modelos basados en reglas
que permiten analizar las menciones e indican si realmente existe correferencia. En este pro-
ceso se forman grupos entre las frases correferentes. Para mayor informacio´n de los procesos
de deteccio´n de correferencias realizado por Stanford CoreNLP ver el anexo A.
Como resultado del procesamiento de un documento en Stanford CoreNLP se obtiene un
archivo en formato XML que contiene informacio´n de cada te´rmino y las correferencias en-
contradas. Hace parte de la informacio´n propia de cada te´rmino como el lema, la posicio´n del
caracter inicial y final, la parte de discurso y la clasificacio´n como entidad nominal. La figura
3-1 muestra la informacio´n de una serie de te´rminos obtenida como resultado del procesa-
miento en Stanford CoreNLP del documento “the European Commission said on thursday
it disagreed with german advice to consumers to shun british lamb”.
Las correferencias se presentan en una lista que indica el nu´mero de la oracio´n y el nu´mero
de palabra tanto del te´rmino correferente, denominado como fuente (“source”), como del
antecedente de correferencia, denominado como destino (“destination”). Por ejemplo para
el documento presentado en la figura 3-1 la siguiente correferencia fue encontrada: “source
(sentence 1, token 7) , destination (sentence 1, token 3)”. Esto indica que el te´rmino “Com-
mission” y en especifico el bigrama “European Commission” (tomando en cuenta la entidad
nominal a la que pertenece “Commission”) es el antecedente del te´rmino “it”.
3.1.2. Criterio para la Seleccio´n de Stanford CoreNLP
Stanford CoreNLP fue evaluado en la conferencia computacional de lenguaje natural CONLL
2011 cuya tarea se oriento´ hacia la identificacio´n de correferencias tomando como base una
fraccio´n de la coleccio´n de datos OntoNotes, la cual fue anotada con informacio´n de experto
e informacio´n predecida en base a distintas herramientas como etiquetadores de entidades
nominales y etiquetadores de rol semantico, entre otros [44]. Esta tarea se dividio´ en dos
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Figura 3-1.: Procesamiento de un documento en Stanford CoreNLP.
modos: abierto y cerrado. En el modo abierto se permitio´ que los participantes utilizaran
recursos externos como Wikipedia, mientras que en el modo cerrado se restringio´ a los parti-
cipantes a utilizar u´nicamente los datos de anotacio´n prove´ıdos para esta conferencia [43]. El
software Stanford CoreNLP obtuvo el ocupo´ el primer lugar en la conferencia tanto en el mo-
do abierto como en el cerrado. En la tabla 3-1 se presenta la medida F1 promedio obtenida
por Stanford Core, mediante la utilizacio´n de informacio´n de experto y sin ella. La medida
F1 promedio se obtiene de las medidas MUC [55], B CUBED [8], CEAFE [36] y BLANC [47].
Tabla 3-1.: Resultados obtenidos por Stan-
ford CoreNLP en la conferencia
CONLL 2011 [34]
Modo Informacio´n de Experto avg F1
Cerrado No 57,8
Abierto No 58,3
Cerrado Si 60,7
Abierto Si 61,4
Por otra parte el software Stanford NER, utilizado por Stanford CoreNLP para el proceso
de deteccio´n de entidades nominales, se evaluo´ con los datos de la conferencia CONLL
2003 cuya tarea se oriento´ al reconocimiento de entidades nominales independientemente del
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lenguaje. Para esta tarea se tuvieron en cuenta cuatro categor´ıas de entidades: personas,
lugares, organizaciones y entidades diversas [4]. Los resultados obtenidos por Stanford NER
en CONLL 2003, utilizando similaridad distribucional [14] y sin utilizarla se presentan en la
figura 3-2.
Figura 3-2.: Resultados alcanzados por Stanford NER haciendo uso de los datos de la con-
ferencia CONLL 2003 (tomado de [3]).
De acuerdo a los resultados obtenidos por Stanford CoreNLP y a las caracter´ısticas de este
software se puede concluir que los desarrollos en el campo de la deteccio´n de correferencias
actualmente no alcanzan un rendimiento muy alto. Sin embargo esta es una buena herra-
mienta para la deteccio´n de correferencias frente a otras herramientas del mismo tipo. Por
otra parte, en cuanto a la deteccio´n de entidades nominales el software Stanford CoreNLP
permite realizar esta tarea con altas medidas de precisio´n y recuerdo.
3.2. Coleccio´n de Documentos Reuters RCV1
Reuters RCV1 es una coleccio´n compuesta por documentos de noticias publicadas entre los
an˜os 1996 y 1997, la cual se encuentra almacenada en archivos de formato XML. El formato
de los documentos incluye distintas secciones como son: dato de noticia, t´ıtulo, encabeza-
do, dateline, texto, derechos de copia y metadatos. La coleccio´n Reuters RCV1 es utilizada
principalmente para procesos de categorizacio´n de texto y para esto cada documento se en-
cuentra clasificado por medio de co´digos pertenecientes a tres categor´ıas: co´digos de tema
(tema principal del documento), co´digos de industria (informacio´n sobre los tipos de negocios
que son tratados en el documento) y co´digos de regio´n (informacio´n sobre grupos econo´micos
o pol´ıticos y locaciones geogra´ficas que son tratadas en el documento).
Aunque el propo´sito de Reuters RCV1 no es el de comprobacio´n del rendimiento de siste-
mas de recuperacio´n de informacio´n, esta coleccio´n fue seleccionada por dos razones que se
exponen a continuacio´n:
1. La coleccio´n puede adquirirse sin costo lo cual representa una ventaja frente a colecciones
esta´ndar utilizadas para recuperacio´n de informacio´n que tienen un costo elevado.
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2. El trabajo presentado en este documento se basa en recuperacio´n de informacio´n para
consultas basadas en frases, por lo que el criterio de relevancia de un documento debe estar
basado en la existencia de la frase de la consulta en ellos y no en el criterio de un experto.
Esto hace que aunque sea de gran ayuda adquirir una coleccio´n esta´ndar para recuperacio´n
de informacio´n, no todas las consultas relevantes espec´ıficadas son u´tiles para el problema
en cuestio´n. Por esta razo´n se construyo´ un conjunto de consultas relevantes utilizando n-
gramas de distintas longitudes como se presenta en la seccio´n 3.4.
Un subconjunto de documentos de la coleccio´n Reuters RCV1 se utilizo´ para el trabajo pre-
sentado en este documento de tesis. Para este subconjunto se realizo´ un preprocesamiento
de texto con base en la resolucio´n correferencias y deteccio´n de entidades nominales con el
fin de utilizar esta informacio´n en un posterior proceso de indexacio´n. La descripcio´n del
preprocesamient de documento se presenta a continuacio´n.
3.3. Preprocesamiento de Texto y Extraccio´n de
Informacio´n en Reuters RCV1
Para este trabajo se realizo´ una seleccio´n de 11.884 documentos de de la coleccio´n Reuters
RCV1. Como se presento´ en la anterior seccio´n, los documentos contienen distintas secciones
como dato de noticia, t´ıtulo, encabezado, dateline, texto, derechos de copia y metadatos.
Debido a que varias de estas secciones no representan informacio´n relevante para el proceso
de recuperacio´n de informacio´n para consultas basadas en frases, se selecciono´ u´nicamente
el t´ıtulo y el texto de cada documento para los procesos de resolucio´n de correferencias e
indexacio´n. En la figura 3-3 se presenta el documento “the European Commission said on
thursday it disagreed with german advice to consumers to shun british lamb” en formato
XML. En esta figura las secciones t´ıtulo y texto aparecen resaltadas en recuadros de color
rojo.
Como resultado del proceso de reconocimiento correferencias se obtuvieron archivos en for-
mato XML con informacio´n propia de cada uno de los te´rminos y una lista de correferencias
como se describio´ en la seccio´n 3.1.1. Con base en la informacio´n obtenida se reconstruyo´ el
texto de cada uno de los documentos, reemplazando todos los te´rminos que tienen correfe-
rencia con entidades nominales por sus respectivos antecedentes. El objetivo de este proceso
es enriquecer el documento con informacio´n de mayor relevancia a la que normalmente po-
see, ya que en el proceso de bu´squeda de los documentos los usuarios buscan informacio´n
precisa y por ende es muy comu´n que utilicen entidades nominales en sus consultas. Un
ejemplo de reemplazo de correferencias en para el documento de la figura 3-3 se presenta
en la figura 3-4, donde a la izquierda se presenta el documento original, la fuente de corre-
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Figura 3-3.: Documento de la coleccio´n RCV1 en formato XML.
ferencia resaltada en verde y el antecedente resaltado en rojo. A la derecha se presenta el
documento con la fuente de correferencia reemplazada por su antecedente. Como se indico´ en
la seccio´n (Stanford CoreNLP: Resolucio´n de Correferencias y Reconocimiento de Entidades
Nominales), por medio de Stanford CoreNLP se detecto´ que el te´rmino “it” en la posicio´n
7 es correferente con el antecedente “European Commission” y debido a esto el te´rmino es
reemplazado en el texto reconstruido.
Figura 3-4.: Entidades nominales y reemplazo de correferencias en un documento de
Reuters RCV1.
Como resultado del procesamiento de los documentos mediante Stanford CoreNLP se obtuvo
una serie de resultados para las entidades nominales y las correferencias reconocidas. En la
figura 3-5 se presentan las cantidades de entidades nominales obtenidas de acuerdo a su
categor´ıa. De acuerdo con esta tabla la categor´ıa ma´s frecuente en la coleccio´n de documentos
es la de organizaciones con un 47.22 % del total de correferencias seguida por la categor´ıa
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personas con 35.3 %, mientras que las categor´ıas localizaciones y diversas se obtuvo 10.35 %
y 7.12 % respectivamente.
Figura 3-5.: Cantidades de entidades obtenidas de acuerdo a su categor´ıa.
Por otra parte, tomando el nu´mero de te´rminos de las entidades reconocidas por Stanford
Core NLP, se obtienen los resultados presentados en la figura 3-6. De acuerdo con esta tabla
el 71,45 % de las entidades se encuentran compuestas por uno o dos te´rminos, mientras que el
16.9 % tienen una longitud de 3 te´rminos y tan solo el 11,6 % contiene cuatro o ma´s te´rminos.
Figura 3-6.: Cantidades de entidades nominales obtenidas de acuerdo al nu´mero de te´rminos
que las conforman.
Como resultado del proceso de reconocimiento de correferencias en la coleccio´n de documen-
tos se obtuvieron los resultados presentados en la figura 3-7. De acuerdo a estos resultados
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la categor´ıa de entidad para la que se obtuvo mayor nu´mero de correferencias fue la de
personas con 52,63 % del total de correferencias seguida por la categor´ıa organizaciones con
32.5 %, mientras que las categor´ıas localizaciones y diversas se obtuvo 12,48 % y 2,36 % res-
pectivamente. Este resultado indica que en parte el nu´mero de correferencias depende de
la cantidad de entidades que existan por cada categor´ıa, pero independientemente de este
hecho existe una mayor cantidad de correferencias de personas que de otras categor´ıas de
entidades nominales.
Figura 3-7.: Nu´mero de correferencias obtenidas de acuerdo a categor´ıas de entidades
nominales.
En la tabla se presenta el nu´mero de entidades nominales para las que se encontraron corre-
ferencias y el promedio de correferencias obtenido. De acuerdo a esta tabla se puede observar
que cerca de la tercera parte de las entidades tienen correferencias y que por medio de la
deteccio´n de correferencias se puede obtener un promedio de alrededor de cuatro ocurrencias
ma´s por entidad.
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Tabla 3-2.: Nu´mero de entidades nominales que obtuvieron correferencias
y promedio de correferencias obtenido.
Tipo de Entidad Nu´mero de Entidades Promedio de Correferencias
Personas 5723 5,11
Organizaciones 5812 3,10
Varias 473 2,73
Localizaciones 1175 5,96
3.4. Construccio´n de Consultas Relevantes Para el
Conjunto de Datos
Debido a que para la coleccio´n Reuters RCV1 no se tiene un registro de consultas relevantes,
para este trabajo se construyeron dichas consultas en base a las observaciones obtenidas
de las entidades nominales reconocidas y a las presentadas en otros trabajos. Como se pre-
sento´ en el cap´ıtulo 1, segu´n un estudio realizado por Microsoft entre el 20 y el 30 % de las
consultas son entidades nominales y alrededor del 70 % de las consultas contienen entidades
nominales. Estos porcentajes se tuvieron en cuenta para la construccio´n de tres tipos de
n-gramas que se utilizaron como consultas. Los tres tipos de n-gramas construidos fueron:
entidades nominales, n-gramas que no son entidades pero que las contienen y n-gramas que
no contienen entidades nominales.
Como criterio de relevancia las consultas se utilizo´ la medida df (frecuencia en los documen-
tos) de los distintos tipos de n-gramas. Por esta razo´n se obtuvo el nu´mero de entidades
existente a distintos rangos de df , obteniendo los valores presentados en la figuras 3-8, 3-9
y 3-10. En estas figuras se puede apreciar que la mayor parte de las entidades nominales
reconocidas se encuentran en muy pocos documentos, por lo que es poco probable que un
usuario haga consultas relacionadas con ellas. Por esta razo´n para este trabajo se seleccio-
naron como consultas u´nicamente a las entidades que tienen un valor de frecuencia en los
documentos mayor o igual a 10.
Tomando como base a estas cifras se construyeron n-gramas conformados por un nu´mero de
te´rminos entre 2 y 6 de la siguiente forma:
1. Se seleccionaron las entidades nominales con mayor frecuencia en los documentos con el
fin de conformar el 30 % de las consultas.
2. Se seleccionaron los n-gramas de mayor frecuencia que contuvieran al menos una entidad
nominal entre sus te´rminos pero que no fueran en su totalidad una entidad nominal, con el
fin de conformar el 40 % de las consultas.
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Figura 3-8.: Entidades con medida de frecuencia en los documentos mayor o igual a 100.
Figura 3-9.: Entidades con medida de frecuencia en los documentos en el rango [50-99].
3. Se seleccionaron los n-gramas de mayor frecuencia que no contuvieran ninguna entidad
entre sus te´rminos con el fin de conformar el 30 % de las consultas.
Cabe aclarar que no se tuvieron en cuenta n-gramas que contuvieran palabras de alta fre-
cuencia como u´ltimo te´rmino debido a que este tipo de consultas es muy poco comu´n y
con el fin de evitar que existieran consultas conformadas u´nicamente por palabras de alta
frecuencia. En la tabla 3-3 se presentan los nu´meros de consultas construidas de acuerdo al
nu´mero de te´rminos que las componen y a su clasificacio´n como entidades (E), n-gramas que
contienen entidades nominales (C.E) o n-gramas que no contienen entidades nominales entre
sus te´rminos (N.E). En total se construyeron 988 consultas. Algunos ejemplos de consultas
utilizadas se presentan en la tabla 3-4.
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Figura 3-10.: Entidades con medida de frecuencia en los documentos en el rango [10-49].
Tabla 3-3.: Nu´mero de n-gramas utilizados como consultas de acuer-
do a su clasificacio´n y al nu´mero de te´rminos que los
componen.
No. Te´rminos N-gramas (E) N-gramas (C.E) N-gramas (N.E)
2 100 134 100
3 100 134 100
4 76 101 76
5 14 19 14
6 6 8 6
Tabla 3-4.: Ejemplos de n-gramas utilizados como consultas presentados de acuer-
do a su clasificacio´n.
N-gramas (E) N-gramas (C.E) N-gramas(N.E)
U.S european currency the government
New York the southern the country
London Newsroom russian president the world
International Monetary Fund the United States a news conference
New York Newsdesk the Central Bank the first half
Hong Kong Newsroom the European Union over the next
the International Monetary Fund in the United States the first eight months
Resumen del Cap´ıtulo
La herramienta Stanford Core permite reconocer mu´ltiples tipos de correferencias y de en-
tidades nominales en documentos de texto. Esta herramienta fue utilizada para el procesa-
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miento de 11884 documentos de la coleccio´n Reuters RCV1. Por medio de este procesamiento
se encontro´ que la categor´ıa de entidad que aparece con mayor frecuencia en los documentos
es organizaciones mientras que la categor´ıa para la que se detecta mayor nu´mero de correfe-
rencias es personas. Tambie´n se observo´ que la gran mayor´ıa de las entidades nominales se
encuentran conformadas por uno, dos o tres te´rminos.
Una vez detectadas las correferencias en los documentos se realizo´ un reemplazo de cada
palabra correferente a una entidad nominal perteneciente a las categor´ıas personas, localiza-
ciones, organizaciones o diversas, por su respectivo antecedente con el fin de obtener mayor
informacio´n sobre las ocurrencias de las entidades en los documentos.
Posteriormente se realizo´ un proceso de construccio´n de consultas para el conjunto de datos
teniendo en cuenta tres tipos de n-gramas: entidades nominales, frases que contienen enti-
dades nominales entre sus te´rminos y n-gramas que no contienen entidades nominales.
Como conclusio´n del proceso de reconocimiento de entidades se puede decir que puede ser
un gran aporte para el proceso de recuperacio´n de informacio´n. Por otra parte el proceso de
resolucio´n de correferencias tambie´n tiene un gran potencial de aporte, pero este se ve redu-
cido de acuerdo con el rendimiento de la herramienta de resolucio´n de correferencias utilizada.
4. Sistema de Recuperacio´n de
Informacio´n: Modelo de Indexacio´n y
Bu´squeda
En este cap´ıtulo se presenta el modelo de indexacio´n y bu´squeda de documentos utilizado y
se presentan los resultados obtenidos mediante este sistema. En la primera seccio´n se pre-
senta el proceso de construccio´n y bu´squeda en un ı´ndice de frases parciales compuesto por
dos tipos de n-gramas: entidades nominales y la unio´n entre palabras de alta frecuencia y
entidades nominales. En la segunda seccio´n se presenta la evaluacio´n del ı´ndice propuesto
frente al ı´ndice de frases parciales tradicional.
4.1. Sistema de recuperacio´n de Informacio´n Propuesto
Con base en la informacio´n obtenida mediante el estado del arte presentado en el cap´ıtulo
2, se disen˜o´ el esquema de recuperacio´n de informacio´n basado en extraccio´n de informacio´n
que se presenta en la figura 4-1. En este esquema los documentos son procesados para el
reconocimiento de entidades nominales y correferencias y con base en la informacio´n obteni-
da se construye un ı´ndice combinado. Teniendo en cuenta al ı´ndice de te´rminos construido,
los usuarios pueden realizar consultas que son procesadas con el fin de reconocer entidades
nominales y palabras de alta frecuencia para realizar un proceso de seleccio´n de te´rminos
que permita efectuar bu´squedas de manera ma´s eficiente. Una vez procesada la consulta se
realiza un proceso de bu´squeda y recuperacio´n de documentos solucio´n que son ordenados
mediante un modelo de clasificacio´n jera´rquica y presentados finalmente al usuario a trave´s
de una interfaz de visualizacio´n.
En este cap´ıtulo se presenta el modelo de indexacio´n y bu´squeda de documentos y en el
cap´ıtulo 5 se presentan los modelos de clasificacio´n jera´rquica y visualizacio´n.
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Figura 4-1.: Esquema de sistema de recuperacio´n de informacio´n propuesto.
4.2. Modelo de Indexacio´n y Bu´squeda
En el cap´ıtulo 2 se presentaron diversos tipos de ı´ndices que pueden ser combinados con el
fin de reducir el tiempo de bu´squeda en consultas basadas en frases. De acuerdo al nu´mero
de tokens que contienen los te´rminos que almacenan, los ı´ndices se pueden clasificar en tres
grupos: ı´ndices de almacenamiento de te´rminos individuales (conformado por el ı´ndice in-
vertido), ı´ndices de almacenamiento de dos te´rminos (conformado por el ı´ndice de palabras
siguientes y el ı´ndice de bigramas) e ı´ndices de almacenamiento de n-gramas (conformado
por el ı´ndice de frases parciales).
Debido a que el objetivo de los ı´ndices de almacenamiento de uno y dos te´rminos se centran
en el hecho de que el promedio de palabras en las consultas es dos [58], se decidio´ no enfocar
este trabajo hacia la modificacio´n de estos ı´ndices y en su lugar realizar un ı´ndice de frases
parciales basado en entidades nominales que permita complementarlos con el fin de solu-
cionar consultas basadas en frases en menor tiempo, haciendo e´nfasis no solo en consultas
compuestas por dos te´rminos sino en las compuestas por mu´ltiples valores de te´rminos. A
continuacio´n se presenta el proceso de construccio´n del ı´ndice propuesto y su implementacio´n
dentro de un ı´ndice combinado.
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4.2.1. Disen˜o y Construccio´n de un Indice de Frases Basado en
Entidades Nominales
Como se expuso en el cap´ıtulo 1, de acuerdo a un estudio realizado por Microsoft, entre el 20
y el 30 % de las consultas son entidades nominales y alrededor del 70 % contienen entidades
nominales entre sus te´rminos [26, 60]. Debido a esto para este trabajo de tesis se decidio´ darle
un tratamiento especial a las entidades nominales en el proceso de indexacio´n y bu´squeda,
con el fin de agilizar el proceso de recuperacio´n de informacio´n para consultas basadas en
frases.
Como se presento´ en el cap´ıtulo 2, las entidades nominales pueden estar conformadas por
diversas cantidades de te´rminos, por lo que para su almacenamiento se debe utilizar un ı´ndi-
ce que permita almacenar n-gramas de distinta longitud. Por esta razo´n se decidio´ construir
un ı´ndice de frases parciales para el almacenamiento de entidades nominales. En este ı´ndice
se almacenaron u´nicamente las entidades nominales compuestas por dos o ma´s te´rminos, ya
que los te´rminos individuales pueden ser almacenados en un ı´ndice invertido.
Por otra parte, teniendo en cuenta que las palabras frecuentes son bastante comunes en las
consultas [58], se decidio´ almacenar en el ı´ndice de frases a los n-gramas conformados por la
unio´n entre una palabra de alta frecuencia y una entidad nominal para el caso en el que el
te´rmino siguiente a la palabra de alta frecuencia pertenezca a una entidad nominal. Esto con
el fin de disminuir el nu´mero de te´rminos que se deben procesar en la bu´squeda y obtener
te´rminos de baja frecuencia que pueden ser comunes en las consultas.
En general, de acuerdo a los datos obtenidos de la coleccio´n de documentos procesada (pre-
sentados en el cap´ıtulo 3), la mayor parte de las entidades nominales tiene una baja medida
de frecuencia en los documentos, lo que en principio puede resultar bastante alentador para
la creacio´n de los n-gramas compuestos por palabras de alta frecuencia y entidades nomi-
nales. Sin embargo este hecho tambie´n indica que muchas de las entidades son propias de
un grupo muy reducido de documentos, por lo que hay una baja posibilidad de que existan
consultas frecuentes basadas en este tipo de entidades. Por esta razo´n, se decidio´ almacenar
en el ı´ndice u´nicamente informacio´n de las entidades que poseen cierto nivel de frecuencia
en los documentos. Para este trabajo se seleccionaron las entidades que poseen una medida
de frecuencia en los documentos mayor o igual a 10.
Por otra parte, debido a que la mayor´ıa parte de las entidades se encuentra conformada por
1, 2 o 3 te´rminos, se decidio´ almacenar los n-gramas conformados por palabras frecuentes y
entidades u´nicamente para entidades nominales compuestas por dos o tres te´rminos.
En s´ıntesis, en el ı´ndice de frases propuesto se almacenaron las entidades nominales que
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contienen al menos dos te´rminos y los n-gramas conformados por palabras de alta frecuencia
y entidades nominales para el caso en el que el te´rmino siguiente a una palabra frecuente
pertenezca a una entidad nominal compuesta por dos o tres te´rminos. De esta forma se busca
que el ı´ndice de entidades se pueda utilizar como una alternativa al ı´ndice de frases parciales
o para su complemento. Un ejemplo del ı´ndice de entidades propuesto se puede observar en
la figura 4-2. En esta figura los te´rminos “in”, “to” y “for” son palabras de alta frecuencia,
mientras que “Bill Clinton” y “New York” son entidades nominales
Figura 4-2.: Indice de frases basado en informacio´n de entidades nominales y palabras de
alta frecuencia.
De acuerdo con las caracter´ısticas expuestas del ı´ndice propuesto, el proceso para su cons-
truccio´n es el siguiente:
1. Realizar un proceso de tokenizacio´n y detectar entidades nominales y palabras de alta
frecuencia en los documentos.
2. Examinar uno a uno los tokens de los documentos y realizar el siguiente proceso:
a) Si el token actual pertenece a una entidad nominal conformada por al menos dos te´rminos
y la palabra anterior no es una palabras de alta frecuencia, almacenar la entidad nominal en
el ı´ndice.
b) Si el token actual es una palabra de alta frecuencia y el siguiente pertenece a una entidad
nominal de longitud igual a dos o tres te´rminos, almacenar el n-grama conformado por la
palabra de alta frecuencia y la entidad nominal en el ı´ndice de entidades.
Debido a que el ı´ndice de frases basado en entidades no puede resolver cualquier tipo de
consulta basada en frases, es necesario implementarlo dentro de un ı´ndice combinado. En la
siguiente seccio´n se describe este proceso.
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4.2.2. Implementacio´n de un Indice Combinado Utilizando el Indice
de Entidades Propuesto
El ı´ndice de frases original [58] se construyo´ con el u´nico objetivo de verificar si la consulta
coincide con alguno de los n-gramas almacenados y en caso de ser as´ı recuperar los documen-
tos que contienen dicho n-grama. Los autores de este ı´ndice afirman que no lo utilizaron para
examinar segmentos de la consulta debido a que para este proceso era necesario examinar
las posibles combinaciones de n-gramas que se presentaran en e´sta y a que las te´cnicas nor-
malmente utilizadas permit´ıan solucionar las consultas en tiempo adecuado. Sin embargo,
para el presente trabajo de tesis se decidio´ explorar esta posibilidad, ya que poder contar
con la informacio´n de las listas de registro de las entidades nominales que hacen parte de
una consulta puede ayudar a reducir el tiempo de bu´squeda.
Debido a que no es posible procesar cualquier tipo de consulta utilizando el ı´ndice de en-
tidades propuesto, se realizo´ su implementacio´n dentro de un ı´ndice combinado. Para esto
se realizo´ la construccio´n de un indice invertido y un ı´ndice de bigramas que almacena in-
formacio´n de las 50 palabras ma´s frecuentes en el conjunto de datos junto a sus palabras
siguientes. Todos los ı´ndices se implementaron por medio de la librer´ıa para recuperacio´n de
informacio´n Apache Lucene [1, 28].
El proceso de bu´squeda en el ı´ndice combinado construido es el siguiente:
1. Si la consulta es una entidad nominal, realizar su bu´squeda en el ı´ndice de entidades.
2. Si la consulta no es una entidad:
a) Reconocer palabras de alta frecuencia y entidades en la consulta y asignar a cada te´rmino
individual una clasificacion de acuerdo a tres categor´ıas: entidad nominal, palabra de alta
frecuencia o te´rmino comu´n. Esta clasificacio´n de te´rminos se realiza por medio del algoritmo
1 (algoritmo para clasificacio´n de tokens).
b) De acuerdo con la clasificacio´n de cada uno de los te´rminos individuales realizar el algo-
ritmo 2 (algoritmo de seleccio´n de te´rminos) con el fin de seleccionar te´rminos que permitan
optimizar la consulta de acuerdo con la estructura de los ı´ndices empleados.
c) Realizar la bu´squeda de los te´rminos seleccionados en los ı´ndices siguiendo el proceso de
resolucio´n de consultas basadas en frases presentado en el cap´ıtulo 2.
A continuacio´n se describen con mayor detalle los procesos de clasificacio´n y seleccio´n de
te´rminos de la consulta.
Clasificacio´n y Seleccio´n de Te´rminos de la Consulta
Para poder realizar un proceso de clasificacio´n de te´rminos adecuado hay que tener en cuen-
ta en que forma se pueden reconocer entidades nominales en las consultas. El proceso de
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reconocimiento de entidades nominales debe efectuarse de acuerdo con las entidades inde-
xadas. Debido a que el ı´ndice contiene u´nicamente las entidades de mayor frecuencia en los
documentos, el me´todo empleado para la deteccio´n de entidades en las consultas consiste
en verificar si cada una de las cadenas compuestas por dos o ma´s te´rminos, que se derivan
de la consulta, es una entidad nominal. Para este trabajo se restringio´ el ma´ximo nu´mero
de te´rminos por cadena a tres, en razo´n a que la mayor parte de las entidades nominales
reconocidas se encuentran compuestas por bigramas y trigramas y a que la restriccio´n del
nu´mero de te´rminos por cadena permite el tiempo el proceso de bu´squeda de entidades.
El proceso de seleccio´n de cadenas para el reconocimiento de entidades nominales se debe
realizar organizando dichas cadenas de mayor a menor longitud de te´rminos, ya que existen
entidades nominales que pueden estar contenidas dentro de otras. Por ejemplo la entidad
“New York” se encuentra dentro de la entidad “New York Times”. De esta forma si se rea-
liza el proceso de reconocimiento de entidades para la consulta “The European Commission
said” se deben verificar las siguientes cadenas en orden: “The European Commission”, “The
European”, “European Commission said”, “European Commission” y “Commission said”.
Con base en el proceso de seleccio´n de cadenas de te´rminos para el reconocimiento de enti-
dades nominales, se disen˜o´ un proceso de clasificacio´n que permite etiquetar cada uno de los
te´rminos individuales de la consulta de acuerdo a tres categor´ıas: entidad nominal, palabra de
alta frecuencia o te´rmino regular. La obtencio´n de cada uno de los te´rminos individuales de la
consulta se realiza mediante un proceso de tokenizacio´n, el cual se lleva a cabo a trave´s de la
clase TokenStream de Lucene, que permite encontrar te´rminos individuales que no contienen
caracteres alfanume´ricos y obtener informacio´n como posicio´n inicial y final de cada te´rmino.
Una vez obtenidos los te´rminos individuales se procede a su clasificacio´n. Para este proceso
se emplean dos tablas hash. La primera tabla se utiliza para almacenar cada una de las
entidades nominales que se encuentran indexadas, mientras que la segunda se utiliza para
almacenar las 50 palabras que poseen mayor frecuencia en la coleccio´n (que son las empleadas
para la construccio´n del ı´ndice de palabras siguientes y del ı´ndice de entidades). Con base
en estas tablas se puede realizar un posterior proceso de bu´squeda de segmentos de consulta
para determinar la clasificacio´n de los te´rminos individuales de la consulta.
En el algoritmo 1 se presentan los detalles del proceso de clasificacio´n de te´rminos. El al-
goritmo emplea dos vectores de clasificacio´n: PAF y Ents. El vector PAF se utiliza para
indicar si un te´rmino individual es una palabra de alta frecuencia, mientras que el vector
Ents se utiliza para indicar si un te´rmino pertenece a una entidad nominal. Por otra parte
el algoritmo emplea dos funciones: EsPAF y EsEntidad. La primera funcio´n se utiliza para
realizar la bu´squeda de un determinado te´rmino individual en la tabla de almacenamiento
de palabras de alta frecuencia y en caso de encontrarse almacenado asignar un valor de 1 al
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vector PAF en la posicio´n del te´rmino individual evaluado. La segunda funcio´n permite rea-
lizar bu´squedas de secuencias de te´rminos en la tabla de almacenamiento de entidades para
determinar si un determinado segmento de consulta es entidad. En caso de ser una entidad
se le asigna un valor de 1 al vector Ents en la posicio´n del primer te´rmino de la entidad
mediante la funcio´n DatosEntidad (), la cual tambie´n permite almacenar informacio´n de la
entidad como posicio´n de inicio, posicio´n final, longitud (nu´mero de te´rminos que contiene)
y cadena de te´rminos.
El algoritmo de clasificacio´n consiste en el siguiente procedimiento:
1. Verificar si la consulta es una entidad nominal y de ser as´ı almacenar su informacio´n.
2. Si la consulta no es una entidad nominal, verificar la clasificacio´n de cada uno de los te´rmi-
nos individuales. Si te´rmino es una palabra de alta frecuencia etiquetarlo mediante el vector
PAF. Posteriormente por cada te´rmino realizar un proceso de construccio´n del trigrama y
el bigrama compuesto por el te´rmino y sus te´rminos contiguos y verificar si son entidades
nominales. En caso de ser as´ı almacenar la informacio´n de la entidad.
Con base en el proceso de clasificacio´n se realiza el proceso de seleccio´n de te´rminos que van
a ser empleados en el proceso de bu´squeda. Una descripcio´n general del proceso de seleccio´n
es la siguiente:
1. Si el te´rmino actual pertenece a una entidad nominal y la palabra anterior no es de alta
frecuencia, almacenar a la entidad como un te´rmino.
2. Si el te´rmino no es una entidad:
2.1. Si el te´rmino es una palabra de alta frecuencia, no es el u´ltimo y la consulta esta´ com-
puesta por ma´s de un te´rmino:
a) Si el te´rmino siguiente pertenece a una entidad nominal, almacenar el n-grama compuesto
por el te´rmino actual y la entidad.
b) Si el te´rmino siguiente no pertenece a una entidad, almacenar el n-grama compuesto por
el te´rmino actual y la palabra siguiente.
2.2. En caso contrario, almacenar al te´rmino individual.
El proceso de seleccio´n de te´rminos se presenta con detalle en el algoritmo 2
En la siguiente seccio´n se presenta el ana´lisis experimental de la comparacio´n entre el ı´ndice
de entidades propuesto y el ı´ndice de frases parciales tradicional.
4.3. Experimentos y Ana´lisis
En esta seccio´n se presenta un proceso de comparacio´n experimental entre el ı´ndice de enti-
dades propuesto y el ı´ndice de frases parciales tradicional por medio del grupo de consultas
construido para este trabajo.
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4.3.1. Especificacio´n de Condiciones
Con el fin de comprobar el rendimiento del ı´ndice de entidades propuesto, se realizo´ una
comparacio´n entre e´ste y el ı´ndice de frases parciales tradicional. Con el fin de realizar una
comparacio´n equilibrada, tanto en el ı´ndice propuesto como en el ı´ndice tradicional se inde-
xaron las entidades nominales que poseen una frecuencia en los documentos mayor o igual a
10. Posteriormente cada uno de los ı´ndices se combino´ con un ı´ndice invertido y un ı´ndice de
bigramas que almacena palabras de alta frecuencia y sus palabras siguientes. Cabe recordar
que a diferencia del ı´ndice propuesto, en el ı´ndice de frases parciales tradicional se almacenan
consultas frecuentes, por lo que se indexaron u´nicamente las entidades nominales sin tener
en cuenta a las palabras de alta frecuencia. Por otra parte en las listas de registro del ı´ndice
propuesto se guardaron u´nicamente los IDs de los documentos, omitiendo el registro de las
posiciones de cada uno de los te´rminos. Finalmente cabe aclarar que el ı´ndice tradicional se
utilizo´ u´nicamente en caso de que las consultas, en su totalidad, coincidan con alguna de los
n-gramas almacenados en e´ste.
En la tabla 4-1 se presenta el taman˜o de cada uno de los ı´ndices construidos. En esta tabla
se puede apreciar que los dos ı´ndices de frases tienen taman˜os relativamente pequen˜os frente
las dimensiones del ı´ndice invertido y el ı´ndice de bigramas basado en palabras siguientes.
Por otra parte en la tabla se observa que el ı´ndice de frases tradicional tiene un taman˜o 35 %
menor al del ı´ndice propuesto.
Tabla 4-1.: Taman˜os de los ı´ndices construidos.
Indice Taman˜o (MB)
Invertido 26.2
De bigramas 15.1
De frases parciales tradicional 1.38
De frases parciales propuesto 2.13
Una vez construidos los ı´ndices se procedio´ a la realizacio´n de los experimentos. Para este
proceso se utilizo´ un computador con las especificaciones de software y hardware presentadas
en la tabla 4-2. Cabe aclarar que los resultados obtenidos pueden variar en caso de que se
utilice otro tipo de especificaciones.
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Tabla 4-2.: Especificaciones del computador utilizado para la realizacio´n de
experimentos.
Procesador AMD Turion(tm) X2 Dual-Core Mobile RM-70 2.0Ghz
Memoria 3 GB
Sistema Operativo Ubuntu 10.04.4 LTS
Disco Duro Fujitsu MHZ2250BH G2 ATA Device
A continuacio´n se presentan los resultados obtenidos por medio de la experimentacio´n rea-
lizada para la comparacio´n de los ı´ndices de frases.
4.3.2. Resultados y Ana´lisis
Como se presento´ en el cap´ıtulo 3, se realizaron consultas relevantes para el conjunto de
datos utilizado teniendo en cuenta tres tipos de consulta: n-gramas que son entidades nomi-
nales, n-gramas que contienen entidades nominales junto a otros te´rminos y n-gramas que no
contienen entidades nominales entre sus te´rminos. Con base en las consultas realizadas, se
midieron los tiempos de bu´squeda de documentos solucio´n tanto del ı´ndice de frases parciales
tradicional como del ı´ndice propuesto.
Con el fin de realizar una medicio´n adecuada de los tiempos se realizo´ un proceso de limpie-
za de la memoria cache´ antes de la realizacio´n del proceso de bu´squeda de cada una de las
consultas. Esto con el fin de evitar que los tiempos de respuesta se vean afectados por el uso
de la informacio´n almacenada en la memoria. Por esta razo´n los tiempos de bu´squeda que
se presentan en este trabajo son mayores a los que normalmente se presentan en el proceso
de recuperacio´n de informacio´n. El proceso de limpieza de la memoria cache´ se realizo´ por
medio de un llamado al siguiente comando:
echo3 > /proc/sys/vm/drop caches
En la tabla 4-3 y en la figura 4-3 se presentan los tiempos de bu´squeda obtenidos por los
dos ı´ndices combinados, tomando entidades nominales de distinta longitud como consultas.
De acuerdo a esta tabla se puede apreciar que la utilizacio´n del ı´ndice propuesto permite
obtener resultados similares a los obtenidos con el ı´ndice tradicional. Esto es debido a que
las consultas se encuentran almacenadas como n-gramas en ambos ı´ndices y por lo tanto
el tiempo de bu´squeda depende del tiempo empleado por Lucene para obtener la lista de
documentos del te´rmino y del tiempo que se utiliza para guardar dicha lista en vector de
documentos finales.
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Tabla 4-3.: Comparacio´n de tiempos de bu´sque-
da (TB) entre los ı´ndices de frases
utilizando entidades nominales como
consultas.
I.Tradicional I.Propuesto
No. Te´rminos T.B D.Est. T.B D.Est.
2 31,27 8,95 30,9 12,86
3 28,05 8,88 31,18 11,32
4 24,34 11,74 27,54 13,13
5 21,6 11,63 25,61 12
6 26,42 11,46 21,5 9,62
Figura 4-3.: Comparacio´n de tiempos de bu´squeda (TB) entre los ı´ndices de frases utilizan-
do entidades nominales como consultas.
En la tabla 4-4 y en la figura 4-4 se presentan los tiempos de bu´squeda obtenidos por los
ı´ndices tomando como consultas un grupo de n-gramas de diversa longitud de te´rminos que
contienen entidades junto a otros te´rminos. En esta tabla se puede apreciar que el ı´ndice
propuesto obtuvo mejores resultados que el ı´ndice de frases tradicional, reduciendo el tiempo
de respuesta para las consultas compuestas por ma´s de dos te´rminos. Esto demuestra que la
reduccio´n del nu´mero de te´rminos de la consulta y del taman˜o de la lista de registro, que se
logra por medio del almacenamiento de n-gramas basados en entidades nominales y palabras
de alta frecuencia, permite disminuir el tiempo de bu´squeda en las consultas que contienen
entidades nominales.
4.3 Experimentos y Ana´lisis 53
Tabla 4-4.: Comparacio´n de tiempos de bu´squeda
entre ı´ndices de frases utilizando con-
sultas que contienen entidades nomina-
les entre sus te´rminos.
I.Tradicional I.Propuesto
No. Te´rminos T.B D.Est. T.B D.Est.
2 231,88 301,56 229,21 301,03
3 532,61 198,75 293,89 277,62
4 553,2 283,13 350,31 230,6
5 654,67 162,38 434,36 176,84
6 678,55 188,72 500,81 119,33
Sin embargo cabe aclarar que los resultados obtenidos presentan en general una desviacio´n
esta´ndar considerable en razo´n a que los tiempos de bu´squeda pueden variar dra´sticamente
dependiendo de la existencia de entidades nominales en la consulta y del nu´mero de te´rminos
que las componen, al igual que de la existencia y ubicacio´n de palabras de alta frecuencia.
Por ejemplo, para el caso de las consultas compuestas por dos te´rminos existe gran dife-
rencia entre los tiempos obtenidos para la resolucio´n de consultas que contienen palabras
de alta frecuencia y los de las que no las contienen. Esto a causa de que para la resolu-
cio´n de las primeras se requiere de la bu´squeda de un solo te´rmino en el ı´ndice de bigrama,
mientras que para la resolucio´n de las segundas se requiere de la bu´squeda de dos te´rmi-
nos en el ı´ndice invertido y de la comparacio´n entre sus listas de documentos y de posiciones.
Figura 4-4.: Comparacio´n de tiempos de bu´squeda entre ı´ndices de frases utilizando con-
sultas que contienen entidades nominales entre sus te´rminos.
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Por otra parte, para el caso de las consultas compuestas por tres te´rminos o ma´s, se pueden
encontrar distintas combinaciones de te´rminos. Por ejemplo, en un extremo se puede encon-
trar que entre los te´rminos de la consulta no existan palabras de alta frecuencia ni entidades
compuestas por dos o tres te´rminos, lo que causar´ıa que todos los te´rminos tuvieran que ser
procesados en su totalidad por el ı´ndice invertido, causando que el tiempo de resolucio´n de la
consulta sea muy elevado. En otro extremo se puede encontrar que la consulta se encuentre
compuesta por una palabra de alta frecuencia y una entidad frecuente compuesta por dos o
tres te´rminos, lo que implicar´ıa que para su resolucio´n se deba realizar la bu´squeda de un solo
te´rmino en el ı´ndice de entidades, causando que el tiempo empleado para este proceso sea
bajo. En medio de los dos extremos se pueden encontrar otras combinaciones entre entidades
nominales, palabras de alta frecuencia y te´rminos comunes.
En la tabla 4-5 se presentan los tiempos de bu´squeda obtenidos por los dos ı´ndices tomando
como consultas un grupo de n-gramas de diversas longitudes de te´rminos que no contienen
entidades nominales entre sus te´rminos. En esta tabla se observa un rendimiento muy similar
en los dos tipos de ı´ndices de frases debido a que la influencia del ı´ndice de frases tradicional y
del ı´ndice propuesto es nula para los tipos de consultas que no contienen entidades nominales.
Cabe anotar que para las consultas que no contienen entidades nominales tambie´n se pre-
sentan variaciones en los tiempos de bu´squeda de acuerdo al nu´mero de palabras de alta
frecuencia que posean. En especial se puede observar que cuando el nu´mero de te´rminos de
las consultas es igual a dos la desviacio´n esta´ndar es mayor, esto es debido a que en este
caso la aparicio´n de una palabra de alta frecuencia en la primera posicio´n de la consulta
determina que la bu´squeda se realice para un solo te´rmino en el ı´ndice d bigramas que con-
tiene palabras siguientes, por lo que el tiempo va a ser mucho ma´s bajo que cuando los dos
te´rminos son te´rminos comunes y deben ser buscados en el ı´ndice invertido.
Tabla 4-5.: Comparacio´n de tiempos de bu´sque-
da entre ı´ndices de frases utilizando
consultas que no contienen entidades
nominales.
I.Tradicional I.Propuesto
No. Te´rminos T.B D.Est. T.B D.Est.
2 162,73 298,37 161,39 296,33
3 617,39 267,7 586,12 230,11
4 690,99 267,18 680,61 255,77
5 628,99 224,03 627,3 214,41
6 611,49 215,48 616,56 240,98
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Cabe aclarar que no se realizo´ una medicio´n de la presicio´n y el recuerdo del sistema que
contiene correferencias frente a uno que no las contenga debido a que, como se explico´ en el
cap´ıtulo 2, el modelo de resolucio´n de consultas basadas en frases tiene valor uno (1) para
e´stas medidas y por los tanto los resultados obtenidos no ser´ıan objetivos ya que dependen
de las consultas elegidas para el experimento.
Como conclusio´n se puede afirmar que la utilizacio´n del ı´ndice de entidades propuesto pre-
senta un mejor rendimiento que el ı´ndice de frases parciales tradicional para las consultas que
contienen entidades nominales. Esto debido a que por medio del reconocimieno de entidades
nominales en segmentos de consulta se pueden reducir los te´rminos que deben ser empleados
en el proceso de bu´squeda y a que al tener la entidad una lista de registro de menor taman˜o
que los te´rminos que la componen se debe realizar un menor nu´mero de operaciones de coin-
cidencia entre listas de documentos y posiciones de los te´rminos.
Resumen del Cap´ıtulo
En este cap´ıtulo se presento´ el proceso de construccio´n de un ı´ndice de frases parciales que
almacena entidades nominales y n-gramas conformados por una palabra de alta frecuencia
y una entidad cuando la entidad se encuentra a una posicio´n siguiente a la palabra de alta
frecuencia.
Se realizo´ una comparacio´n entre el ı´ndice de frases propuesto y el ı´ndice de frases tradicional
y se encontro´ que el propuesto tiene un mejor rendimiento para la resolucio´n de consultas
que contienen entidades nominales entre sus te´rminos.
Se concluyo´ que el ı´ndice propuesto puede ser utilizado como alternativa al ı´ndice de frases
parciales con el fin de examinar segmentos de consulta y reducir el nu´mero de te´rminos que
deben ser evaluados en el proceso de bu´squeda.
56 4 Sistema de Recuperacio´n de Informacio´n: Modelo de Indexacio´n y Bu´squeda
Algorithm 1 AlgoritmoClasificacionTokens()
1: Void DatosEntidad(String E, int PI, int PF, int long)
2: Ents[TokenActual] = 1
3: Entidad[ContadorEntidades] = E
4: LongitudEntidad[ContadorEntidades] = long
5: PInicialEntidad[ContadorEntidades] = PI
6: PFinalEntidad[ContadorEntidades] = PF
7: ContadorEntidades = ContadorEntidades + 1
8: TokenActual = TokenActual + LongitudEntidad[ContadorEntidades] − 1
9: FIN DatosEntidad
10: TokenActual = 0
11: if EsEntidad(Consulta) then
12: DatosEntidad(Consulta, PosicionInicialConsulta, PosicionF inalConsulta)
13: else
14: while TokenActual < Ntokens do
15: if EsPAF (TokenActual) then
16: PAF [TokenActual] = 1
17: else
18: PAF [TokenActual] = 0
19: end if
20: if TokenActual < NTokens− 1 then
21: for r = TokenActual + 2→ TokenActual + 1 do
22: if r < NTokens then
23: Cadena = Individuales[t]
24: long = 1
25: for o = TokenActual + 1→ r do
26: Cadena = Cadena+ “ ′′ + Individuales[o]
27: long = long + 1
28: o = o+ 1
29: end for
30: if EsEntidad(Cadena) then
31: DatosEntidad(Cadena, PIni[TokenActual], PF in[r], long)
32: end if
33: end if
34: r = r − 1
35: end for
36: end if
37: TokenActual = TokenActual + 1
38: end while
39: end if
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Algorithm 2 AlgoritmoSeleccionTerminos()
1: Actual = 0, F inal = 0, nemm = 0
2: while Actual < Nu´mero de Tokens do
3: if Ents[Actual] = 1 then
4: if Actual = 0 or (Actual > 0 and PAF [i− 1]! = 1) then
5: T e´rmino[Final] = Entidad
6: Posicion[Final] = Posicio´nInicialEntidad[nemm]
7: Indice[Final] = “IndiceEntidades′′
8: end if
9: Actual = Actual + LongitudEntidad[nemm] − 1
10: nemm = nemm+ 1
11: else
12: if PAF [actual] = 1 and Actual < Numero de Tokens −
1 and Nu´mero de Tokens > 1 then
13: if Ents[Actual + 1] = 1 then
14: T e´rmino[Final] = Token[Actual] + “ ′′ + Entidad
15: Posicio´n[Final] = Posicio´nInicialToken[Actual]
16: Indice[Final] = “IndiceEntidades′′
17: Actual = Actual + LongitudEntidad[nemm]
18: else
19: T e´rmino[Final] = Token[Actual] + “ ′′ + Token[Actual + 1]
20: Posicio´n[Final] = Posicio´nInicialToken[Actual]
21: Indice[Final] = “IndicePalabrasSiguientes′′
22: Actual = Actual + 1
23: end if
24: else
25: T e´rmino[Final] = Token[Actual])
26: Posicio´n[Final] = Posicio´nInicialToken[Actual]
27: Indice[Final] = “IndiceInvertido′′
28: end if
29: end if
30: Final = Final + 1
31: Actual = Actual+1
32: end while
5. Clasificacio´n Jera´rquica y
Visualizacio´n de Documentos
En este cap´ıtulo se presentan los modelos de clasificacio´n jera´rquica y visualizacio´n de do-
cumentos utilizados en el sistema de recuperacio´n de informacio´n propuesto. En la primera
seccio´n se presenta el modelo de clasificacio´n jera´rquica de los documentos recuperados te-
niendo en cuenta dos estrategias: i) un puntaje basado en la medida tf y el nu´mero de
te´rminos de los documentos que contienen la consulta,ii) basado en el modelo de espacio de
vectores para otros documentos. En la siguiente seccio´n se presenta el modelo de clasificacio´n
Jera´rquica y visualizacio´n de documentos utilizado.
5.1. Modelo de Clasificacio´n Jera´rquica
Como se explico´ en el cap´ıtulo 1, existen diversas medidas y modelos que permiten realizar
el proceso declasificacio´n Jera´rquica de documentos. Estos modelos se aplican para consultas
compuestas por uno o ma´s te´rminos y no tienen en cuenta el orden relativo entre e´stos. Por
otra parte, como se expuso en el cap´ıtulo 1, el modelo de recuperacio´n de informacio´n para
consultas basadas en frases, requiere que los documentos recuperados contengan todos los
te´rminos de la consulta en el mismo orden relativo que en esta se especifica. Esta oposicio´n
de conceptos hace que se dificulte encontrar un modelo apropiado para la jerarquizacio´n de
documentos recuperados que dan solucio´n a consultas. Por esta razo´n es necesario encontrar
un me´todo que se ajuste a las caracter´ısticas de un modelo de recuperacio´n para consultas
basadas en frases y para esto es necesario entender con claridad lo que implica la represen-
tacio´n de la consulta como una frase.
Al representar la consulta como una frase se busca encontrar todos los documentos que
contengan a los te´rminos de la consulta, con el mismo orden relativo que en esta se espe-
cifica. Por esta razo´n, para realizar un modelo de clasificacio´n Jera´rquica en un sistema de
bu´squeda basado en frases, es viable representar a la consulta como un u´nico te´rmino y no
como una secuencia de te´rminos individuales. Por lo tanto los modelos de puntuacio´n de
documentos como el modelo de vectores en el espacio no son aplicables en la recuperacio´n
de informacio´n para consultas basadas en frases. Debido a esto en este trabajo se utilizo´ un
sistema de puntuacio´n aplicado a un solo te´rmino. A continuacio´n se expone el modelo de
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clasificacio´n Jera´rquica de documentos utilizado en el sistema.
5.1.1. Clasificacio´n de Documentos para Consultas Basadas en Frases
Los modelos que asignan puntajes a los documentos, como el modelo de vectores en el espacio,
asumen que e´stos son sacos de palabras en los que el orden relativo de los te´rminos no es
importante y por lo tanto no son aplicables en la recuperacio´n de informacio´n para consultas
basadas en frases. Sin embargo, teniendo en cuenta que para los modelos de bu´squeda basados
en frases es posible asumir que la consulta es un solo te´rmino, es posible aplicar algunas de
las medidas utilizadas en la clasificacio´n jera´rquica que se expusieron en la seccio´n 2.2.2
con el fin de asignar un puntaje a cada documento. Para este proceso se tomaron como
referencia dos medidas aplicadas a la consulta (q): la escala sublineal de la frecuencia de
los te´rminos (wf), introducida en el cap´ıtulo 2, y una medida de normalizacio´n (Norma(d))
que se calcula en base al nu´mero de te´rminos que contiene el documento (NTd). Estas dos
medidas se calculan mediante las siguientes fo´rmulas:
wft,d = 1 + log(tft,d) , si tft,d > 0 o wft,d = 0 , En otro caso. (5-1)
Norma(d) =
1√
NTd
(5-2)
En base a las medidas wf y Norma(d), el puntaje de cada documento se calcula como el
producto de estas dos medidas:
Puntaje(d) = wft,d ∗Norma(d) (5-3)
Con esta medida se busca encontrar un equilibrio entre la frecuencia con que aparece la
consulta en el documento y la longitud del mismo, lo que permite tener una representacio´n
de la distribucio´n de la consulta, tomada como un te´rmino, en cada documento. Con esta
medida se pueden obtener distintos niveles de puntuacio´n de acuerdo a las caracter´ısticas de
los documentos. Por consiguiente, la puntuacio´n sera´ muy alta para documentos que tengan
corta longitud y alta frecuencia y muy baja para documentos que tengan una gran longitud
y una baja frecuencia.
Cabe aclarar que para encontrar la frecuencia de la frase en el documento se tomo´ la longitud
del vector de posiciones de inicio que se obtiene como resultado de la bu´squeda. Por otra
parte no se tuvo en cuenta la medida de frecuencia inversa en los documentos (idf), ya que
e´sta es igual en todos los casos, pues se asume que la consulta es un solo te´rmino.
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Debido a la alta relacio´n que existe entre este modelo y la consulta, el usuario puede sentirse
satisfecho con los resultados encontrados, sin embargo, si el nu´mero de documentos es bajo,
el usuario puede tener la necesidad de explorar otros documentos que se aproximen a la so-
lucio´n de su necesidad de informacio´n. Por esta razo´n se incluyo´ un modelo de clasificacio´n
Jera´rquica para documentos que no contienen la frase exacta expresada en la consulta. Este
modelo se expone a continuacio´n.
5.1.2. Clasificacio´n de Documentos Utilizando Similaridad Coseno
Debido a que el modelo de bu´squeda de documentos puede entregar pocos resultados para
una determinada necesidad de informacio´n, se utilizo´ un modelo de clasificacio´n jera´rquica
para documentos que no contienen la frase exacta expresada en la consulta, basado en el
modelo de vectores en el espacio descrito en la seccio´n 2.2.2. El criterio de utilizacio´n de este
modelo se basa en un umbral de resultados y el nu´mero de resultados que contienen la frase
exacta expresada en la consulta. Si el nu´mero de documentos encontrado por el sistema de
bu´squeda basado en consultas de frases supera el umbral, no se utiliza el modelo de VSM,
pero si en nu´mero de resultados es inferior al umbral, se recurre la medida de la similaridad
coseno para asignar puntajes a los documentos y complementar los resultados con los docu-
mentos de mayor puntaje encontrados por este modelo. El umbral utilizado fue de diez (10)
resultados.
5.2. Modelo de Visualizacio´n
Para el sistema de recuperacio´n de informacio´n propuesto se realizo´ un modelo de visuali-
zacio´n que permite ingresar la consulta y visualizar cada uno de los documentos solucio´n a
nivel de t´ıtulo o de cuerpo. Este modelo consta de tres niveles a saber: edicio´n de consul-
ta y bu´squeda, presentacio´n de t´ıtulos y presentacio´n de contenidos de los documentos. A
continuacio´n se describe cada uno de los niveles del modelo y el proceso a realizar para su
utilizacio´n.
5.2.1. Edicio´n de Consulta y Bu´squeda de Documentos
En el nivel de edicio´n de consulta el usuario puede expresar su necesidad de informacio´n a
trave´s de una consulta de texto libre. Este nivel es el primero que se presenta al usuario y
consta de un panel de edicio´n que permite guardar el texto ingresado.
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Una vez ingresada la consulta el usuario debe presionar el boto´n de bu´squeda que aparece
con el texto “Search” con el fin de que el sistema pueda realizar el proceso de bu´squeda,
clasificacio´n jera´rquica y presentacio´n de los documentos. En la figura 5-1 se presenta el
panel de edicio´n y el boto´n de bu´squeda utilizados para el procesamiento de consultas.
Figura 5-1.: Panel de edicio´n de consultas y boto´n de bu´squeda de documentos.
5.2.2. Presentacio´n de T´ıtulos de los Documentos
Como resultado del proceso de bu´squeda y clasificacio´n jera´rquica de los documentos se ob-
tienen dos arreglos que contienen los t´ıtulos y los cuerpos de los documentos y un arreglo
con los puntajes obtenidos por cada uno de los documentos. Con el fin de permitir al usua-
rio explorar adecuadamente esta informacio´n, en primera instancia se presenta una etiqueta
con la cantidad de resultados encontrados y una lista con los t´ıtulos de los documentos, los
puntajes obtenidos por cada uno de estos y su lugar jera´rquico. El texto esta informacio´n
para cada uno de los documentos es presentada por medio de quince botones independientes.
En caso de que el nu´mero de documentos recuperado exceda al nu´mero de botones destina-
do para la presentacio´n de los t´ıtulos, se dispone de dos botones de cambio de pa´gina, los
cuales permiten visualizar los resultados en grupos de quince (15) documentos. El boto´n de
avance permite visualizar grupos de documentos de menor puntaje al del grupo actualmente
visualizado, mientras que el boto´n de retroceso permite visualizar grupos de documentos de
mayor puntaje. Cabe aclarar que para el primer grupo de documentos el boto´n de retro-
ceso se encuentra deshabilitado, mientras que para el u´ltimo grupo el boto´n de avance es
deshabilitado. Por otra parte, en caso de que el nu´mero de documentos sea menor a quince
ninguno de los botones de cambio de pa´gina es visible o se encuentra habilitado al usuario.
Los botones de avance y retroceso de pa´gina se presentan tambie´n en la figura 5-2.
5.2.3. Presentacio´n de Contenidos de los Documentos
Como se explico´ en la anterior seccio´n, el lugar jera´rquico, el t´ıtulo y el puntaje de cada uno
de los documentos es presentado por medio de botones individuales. El objetivo de cada uno
de estos botones es permitir al usuario la visualizacio´n del cuerpo del documento cuyo t´ıtulo
aparece en el texto del boto´n. El cuerpo del documento es presentado en un panel de edicio´n
de texto en el que aparece la consulta resaltada, en caso de que este contenga la frase exacta
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Figura 5-2.: Lista de documentos y botones de cambio de pa´gina.
especificada por el usuario.
Por otra parte, para una mejor exploracio´n de los resultados en la parte superior del panel de
visualizacio´n del documento se presenta una etiqueta con el texto del t´ıtulo del documento
y en la parte inferior se muestran dos botones de cambio de documento. El primer boto´n de
cambio es llamado retroceso de documento y permite visualizar el documento que tiene un
lugar jera´rquico inmediatamente superior al documento actualmente visualizado, mientras
que el segundo boto´n denominado de avance de documento, permite visualizar el documento
con un lugar jera´rquico inmediatamente inferior al que esta siendo actualmente visualizado.
Cabe aclarar, que para el documento con mayor nivel jera´rquico el boto´n de retroceso de
documento se presenta deshabilitado, mientras que para el documento con el menor rango
el boto´n de avance de retroceso se muestra deshabilitado. En la figura 5-3 se expone la
presentacio´n del contenido de un documento en la que se incluye la etiqueta del t´ıtulo, el
panel de visualizacio´n del cuerpo del documento y los botones de cambio de documentos.
Figura 5-3.: Presentacio´n del contenido de un documento.
5.2 Modelo de Visualizacio´n 63
Resumen del Cap´ıtulo
En este cap´ıtulo se presento´ un modelo de clasificacio´n jera´rquica de documentos obtenido
mediante recuperacio´n de informacio´n para consultas basadas en frases que asigna puntaje a
los documentos recuperados de acuerdo con la frecuencia con que aparece la consulta (repre-
sentada como un te´rmino) y una medida de normalizacio´n basada en el nu´mero de te´rminos
del documento.
Tambie´n se expuso un modelo de visualizacio´n que permite ingresar consultas, realizar
bu´squedas y visualizar los documentos recuperados de manera ordenada de acuerdo a su
nivel jera´rquico. La visualizacio´n de documentos se realiza a nivel de t´ıtulos y cuerpos.
6. Conclusiones y Trabajo Futuro
6.1. Conclusiones
En este trabajo se presento´ un sistema de recuperacio´n de informacio´n basado en ı´ndi-
ces combinados de te´rminos enriquecidos con informacio´n de entidades nominales y
correferencias existentes en un conjunto de documentos. Las entidades nominales se
almacenan en un ı´ndice de frases parciales que adema´s contiene n-gramas compuestos
por palabras que aparecen con alta frecuencia en el conjunto de documentos y entidades
nominales que se encuentran en posiciones contiguas a la palabra de alta frecuencia. El
sistema tambie´n posee un modelo de clasificacio´n jera´rquica de los documentos recupe-
rados que asume que la consulta es un u´nico te´rmino y un sistema de visualizacio´n que
permite ingresar consultas, realizar el proceso de bu´squeda y visualizar los documentos
recuperados.
El valor de las medidas de precisio´n y recuerdo para los sistemas de recuperacio´n de
informacio´n que permiten solucionar consultas basadas en frases es igual a uno, es
decir que se deben recuperar todos los documentos que contengan a la consulta y no
se deben recuperar documentos que no la contengan. Por esta razo´n, la medicio´n del
rendimiento de los sistemas de resolucio´n de consultas basadas en frases se realiza con
base en el tiempo empleado para solucionar las consultas.
Los ı´ndices de frases empleados para la solucio´n de consultas basadas en frases po-
seen distintas caracter´ısticas que determinan su capacidad de reduccio´n de tiempo de
bu´squeda y su taman˜o. De acuerdo a las caracter´ısticas del sistema de recuperacio´n de
informacio´n que se desee realizar, se debe elegir el ı´ndice que mejor se acople.
El subconjunto de documentos de la coleccio´n Reuters RCV1 que fue utilizado para
este trabajo contiene entidades nominales que en su mayor´ıa esta´n compuestas por
menos de cuatro te´rminos. Por esta razo´n para la deteccio´n de entidades nominales
contenidas en segmentos de las consultas es viable examinar u´nicamente los bigramas
y trigramas de te´rminos consecutivos.
La gran mayor´ıa de entidades detectadas en el conjunto de datos utilizado para este
trabajo son propias de un grupo muy reducido de documentos, lo que hace que su
indexacio´n dependa del tipo de sistema que se desee realizar. Si se desea obtener un
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acceso ra´pido a cualquier entidad nominal sin importar el taman˜o del ı´ndice se pueden
indexar todas las entidades detectadas, pero, si se desea que el taman˜o del ı´ndice sea
menor y que se puedan resolver las consultas ma´s relevantes, resulta mejor almacenar
u´nicamente a las e´ntidades que tengan mayor medida de frecuencia en los documentos.
Las correferencias se presentan en gran cantidad en los documentos lo que hace que su
deteccio´n sea potencialmente un gran aporte en el enriquecimiento de la informacio´n
almacenada en ı´ndices de te´rminos. Sin embargo, este aporte depende de la calidad del
proceso de deteccio´n. Si la deteccio´n de correferencias es realizada por un experto esta
informacio´n es de gran valor, pero si este proceso es realizado mediante otro tipo de
te´cnica es posible que se afecten las medidas de precisio´n y recuerdo del sistema.
El ı´ndice de frases parciales que almacena entidades nominales y n-gramas compues-
tos por palabras de alta frecuencia y entidades nominales que aparecen en posiciones
consecutivas, puede ser utilizado para examinar segmentos de consultas con el fin de
reducir tiempos de bu´squeda obtenidos mediante la utilizaciio´n del ı´ndice de frases par-
ciales tradicional en el proceso de recuperacio´n de informacio´n para consultas basadas
en frases. Esta reduccio´n de tiempo se ve especialmente reflejada en la resolucio´n de
consultas que contienen entidades nominales entre sus te´rminos.
Debido a que los sistemas de recuperacio´n de informacio´n para consultas basadas en
frases deben recuperar la frase exacta expresada por el usuario, es posible asumir que
la consulta es un te´rmino. En consecuencia, por medio de la utilizacio´n de la medida de
frecuencia en el documento de la consulta y la cantidad de te´rminos que contiene cada
documento es posible realizar una clasificacio´n jera´rquica de documentos adecuada
para los resultados obtenidos mediante el proceso de recuperacio´n de informacio´n para
consultas basadas en frases.
La utilizacio´n del sistema de clasificacio´n jera´rquica de documentos propuesto junto
a un sistema de visualizacio´n que permita explorar los documentos y observar las
posiciones en las que aparece una consulta basada en frases en cada uno de e´llos, puede
ser de gran utilidad para asistir al usuario en el proceso de seleccio´n de informacio´n
recuperada.
6.2. Trabajo Futuro
El reconocimiento e indexacio´n de entidades nominales puede utilizarse para tareas
de recomendacio´n de consultas al usuario. Este ser´ıa un trabajo complementario que
permitir´ıa aprovechar de mejor forma el ı´ndice de almacenamiento de entidades pro-
puesto.
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La resolucio´n de correferencias puede ser empleada en procesos de eliminacio´n de am-
biguedad en las consultas, por medio de sugerencias de posibles alternativas a los
te´rminos indicados por el usuario y en especial a las entidades nominales.
La utilizacio´n de correferencias en sistemas de recuperacio´n de informacio´n para con-
sultas basadas en frases es bastante prometedor a pesar del rendimiento de los sistemas
de resolucio´n actuales. En el futuro estos sistemas pueden llegar a ser de gran utili-
dad para el incremento del rendimiento de la medida de recuerdo de los sistemas de
recuperacio´n de informacio´n, por lo que la realizacio´n de mejoras en los sistemas de
resolucio´n de correferencias es una tarea a trabajar en el futuro.
El sistema de recuperacio´n de informacio´n presentado se puede extender a otros con-
juntos de datos que presenten documentos de diversos dominios.
El sistema de recuperacio´n de informacio´n se puede enriquecer mediante informacio´n
obtenida de ontolog´ıas y diccionarios que permitan obtener nuevas relaciones entre los
te´rminos que se encuentran en los documentos con el fin de encontrar mayor cantidad
de resultados que den solucio´n a las consultas basadas en frases.
A. Anexo: Modelos de Correferencia
Utilizados por Stanford Core
Stanford CoreNLP es una herramienta compuesta por mu´ltiples modelos que son implemen-
tados para la resolucio´n de correferencias. Los modelos son ordenados en forma decremental
de acuerdo a la medida de recuerdo (recall) que permiten obtener, con el fin de detectar (o
descartar) antecedentes de correferencias. Esta deteccio´n de antecedentes se realiza en base
a la estructura de las oraciones en el texto y utiliza a´rboles de ana´lisis sinta´ctico, ocurrencias
de entidades nominales y patrones anotados manualmente para este fin. A continuacio´n se
presentan los modelos utilizados por Stanford CoreNLP en el proceso de deteccio´n de corre-
ferencias los cuales se ejecutan en secuencia (esta informacio´n fue extra´ıda de los art´ıculos
[34, 45]).
Filtro de deteccio´n de Menciones: Permite marcar los pronombres, frases nominales y enti-
dades nominales como posibles candidatos a tener una relacio´n de correferencia.
Filtro de procesamiento de discurso: Permite detectar correferencias de discurso entre ha-
blantes y pronombres en oraciones que contengan comillas.
Coincidencia exacta: Sen˜ala a las menciones que contengan el mismo texto como correferen-
tes.
Coincidencia de cadena liberada: Sen˜ala que dos menciones son correferentes si tienen coin-
cidencia al eliminar el texto que acompan˜a a sus palabras principales.
Construccio´n precisa: Enlaza a dos menciones si satisfacen las siguientes condiciones: i) se
encuentran en una construccio´n apositiva, ii) son nominales o pronominales y se encuentran
en una relacio´n copulativa de sujeto y objeto, iii) la palabra principal del antecedente es un
nombre y el antecedente aparece como un modificador en una frase nominal encabezada por
la mencio´n actual (en este caso se realiza u´nicamente si la mencio´n actual es una persona y el
ge´nero del antecedente no es neutral), iv) son etiquetadas como nombres propios en singular
y una mencio´n es acro´nimo de la otra.
Coincidencia estricta de palabras principales: Permite detectar si existe correferencia entre
dos menciones que poseen la misma palabra principal por medio de las siguientes condicio-
nes: i) la palabra principal de la mencio´n coincide con cualquier palabra principal que se
encuentre en el grupo del antecedente, ii) el antecedente candidato contiene todas las pa-
labras que no sean irrelevantes de la mencio´n, iii) el antecedente candidato contiene a los
modificadores de la mencio´n que son nombres o adjetivos iv) las menciones no se encuentran
68 A Anexo: Modelos de Correferencia Utilizados por Stanford Core
en una construccio´n i-entre-i [Haghighi and Klein, 2009].
Coincidencia de nombre propio como palabra principal: Detecta correferencia si dos mencio-
nes poseen la misma palabra principal, la cual debe ser un nombre propio, y satisfacen las
siguientes condiciones: i) no tienen una relacio´n “i entre i”, ii) “sus modificadores no pueden
contener diferentes entidades nominales de localizacio´n, otros nombres propios ni modifica-
dores espaciales”, iii) “la segunda mencio´n no puede tener un nu´mero que no aparezca en el
antecedente”, iv) la distancia entre un pronombre y su antecedente no debe ser mayor a 3,
v) los plurales sin determinante no pueden tener antecedentes correferentes.
Filtro de Alias: Detecta correferencia si los encabezados de dos menciones tienen una rela-
cio´n de alias.
Coincidencia de encabezados liberada: Indica que hay correferencia si el encabezado de una
mencio´n coincide con cualquier palabra del antecedente y ambos son entidades nominales
del mismo tipo.
Filtro de cadena le´xica: Considera que existe correferencia entre dos menciones nominales si
esta´n separadas por menos de cuatro oraciones y “se encuentran enlazadas por una cadena
le´xica de WordNet de longitud menor a 5 que atraviesa relaciones de hiperonimia o sinoni-
mia”.
Correferencia pronominal: En base a los grupos de menciones creados en procesos anteriores
e´ste filtro permite detectar correferencia pronominal en menciones tienen concordancia en
los atributos de nu´mero, persona, animacidad y etiqueta de entidad nominal.
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