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Abstract 
 
 
 
Pelz, Kristi L. (Ph.D., Chemical and Biological Engineering) 
Department of Chemical and Biological Engineering, University of Colorado 
 
Experimental and Modeling Studies on Catalysis for Photocatalytic Reactions and 
Detection of Trace Gases  
 
Thesis directed by Professors John L. Falconer and J. Will Medlin 
The first part of this thesis focuses on the accelerating effects of water on formic 
acid photocatalytic oxidation (PCO) and decomposition (PCD) rates on TiO2 and Pt/TiO2. 
Density functional theory (DFT) calculations indicated that formic acid adsorbed 
molecularly on a dry anatase (101) surface, but dissociated to monodentate formate when 
water adsorbed, depending on formic acid and water coverages. For ¼ monolayer (ML) 
formic acid coverage, O-H dissociation required a 1:1 ratio of water to formic acid, and for 
1 ML formic acid coverage, 2 monolayers of water were required to stabilize the adsorbed 
formate species. The 2nd layer of water also induced dissociation of the 1st layer water 
creating OH groups. DFT calculations also showed that water co-adsorption increased the 
reactivity by decreasing the adsorbate’s effects on the surface through hydrogen bonding. 
Details of how adsorbates altered the electronic structure though bond breaking and 
electron transfer were examined. 
FTIR spectroscopy and TPD studies indicated that the addition of water to TiO2 
displaced adsorbed formic acid. However, FTIR spectroscopy also showed that water 
addition caused a change in the adsorbed structure of formate that may be associated with 
iv 
 
 
 
the higher reactivity. These transformations can have an important influence on elementary 
steps in PCD and PCO of formic acid on TiO2 and Pt/TiO2.  
The second part of this thesis focuses on the effect of the metal gate composition in 
metal-insulator-semiconductor (MIS) devices on acetylene response in hydrogen/acetylene 
mixtures. A number of bimetallic compositions were tested at different temperatures, and 
the largest reproducible response was observed for a 15% Ag/Pd sensor at 398 K. Kinetic 
modeling of the relevant surface reactions on Pd and PdAg provided insights into how 
temperature, feed concentration, and percent Ag in the bimetallic affected response. The 
accumulation of carbon species influenced the final response, and appeared to be 
responsible for dynamic trends in response. Response increased with carbon species fouling 
until a critical concentration of carbon species, where response decreased due to a lower 
hydrogen consumption rate.  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
To Garrett. 
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Chapter 1 
 Introduction and Objectives  
  
 
 
1.0 Overview 
Environmental protection and cleanup is becoming an increasingly important issue as the 
world becomes more polluted. Photocatalytic reactions are a valuable tool for removing low 
concentrations of volatile organic compounds (VOCs) from waste air streams, water streams, and 
indoor air [1, 2]. Volatile organic compounds contribute to air pollution, and are significant 
greenhouse gases because of their role in creating ozone. Photocatalytic reactions are 
advantageous because they have high destruction efficiencies at room temperature, effective for 
low concentrations of VOCs, use an inexpensive catalyst, work in humid conditions, and are 
applicable to a large number of organics [6]. Acetylene detection in a hydrogen background is 
important for safety, environmental, and financial reasons in many applications including 
detection in polyethylene production [7-9] and in fault gas transformers [10]. For polyethylene 
production, off spec product can lead to catalyst poisoning and process upsets [11]. In 
transformers, high-energy discharges or high temperatures produce acetylene gas, which often 
signals a failure in progress. If the acetylene concentration exceeds 20 ppm in a power 
transformer, then the transformer is taken out of service for additional testing and inspection to 
prevent a failure [12].  
A variety of factors influence photocatalysis and acetylene detection, thus, a more in 
depth analysis of the reaction mechanisms is vital to develop efficient systems. The type of 
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catalysis used, humidity, and reactant concentration are a few of the major parameters that 
influence photocatalysis. The composition of the sensor, pressure of detection gas, presence of 
containment gases, and temperature affect sensor response. The overall goal of this research is 
develop a better understanding of the mechanisms behind photocatalysis of organics and 
acetylene hydrogenation on bimetallic MIS sensors using experimental and modeling techniques. 
This thesis focuses on the catalysis of these trace contaminants, and the specific objectives of this 
thesis are to determine: 
(i) how water influences photocatalytic reaction rates and 
(ii) how bimetallic MIS sensors can be designed for selected analytes based on prior 
studies of heterogeneous catalytic reactions.  
This introduction reviews important background information for the two objectives of the 
thesis. The fundamentals of photocatalysis—and the influence of water on photocatalysis—are 
discussed. An overview is provided of TiO2 bulk and surface structures to set the stage for work 
in this thesis that was conducted on both technical and model surfaces. Because of its relevance 
for the studies described herein, the adsorption of formic acid and water on TiO2 is described 
next, followed by a list of specific objectives for the photocatalysis studies in this thesis. The 
basis mechanisms for MIS sensors operation are described to provide a background for the 
sensors and how they respond. The effect of metal composition on response is then detailed to 
provide a basis for the possible benefits for using bimetallic MIS sensors. The specific objectives 
of the MIS sensor work are then reviewed.  
This dissertation uses modeling and experimental techniques including DFT calculations, 
infrared spectroscopy, temperature programmed desorption, bimetallic MIS sensor testing 
through a flow system, and kinetic modeling. Additional detail for each of the methods are in the 
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corresponding chapters that they were used: infrared spectroscopy (Chapter 2), temperature 
programmed desorption (Chapter 2), density functional theory (Chapter 3 and 4), flow system for 
sensor testing (Chapter 5), and kinetic modeling (Chapter 5).  
1.1 Photocatalysis  
Since the work by Fujishima and Honda [13] in 1972, where they succeeded in 
decomposing water into hydrogen and oxygen on TiO2 electrodes under irradiation with 
ultraviolet light, photocatalytic reactions on semiconductors have been extensively studied. This 
discovery came at the time of the oil crisis in the 1970s, and opened up the possibility of solar 
energy conversion. Increased interest in environmental applications came in 1977, after Frank 
and Bard used TiO2 to decompose cyanide in water [14].   
Photocatalytic reactions can occur in the presence (photocatalytic oxidation) or absence 
(photocatalytic decomposition) of oxygen. Figure 1 depicts the basic photocatalytic process.  
 
Ultraviolet (UV) light (<380 nm) initiates the photocatalytic reaction by exciting an electron 
from the valence band to the conduction, creating an electron-hole pair (Eq. 4.1) [15]. The 
electron-hole pairs migrate to the surface to react through redox reactions with either an acceptor 
 
Figure 1. Schematic of photooxidation of TiO2 with UV light [3]. 
Surface 
Recombination
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Recombination
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or donor molecule (Eq. 4.2, 4.3, 4.4), or they recombine at bulk or surface trapping sites (Eq. 4.5) 
[16-18]. In photocatalytic oxidation of organics, the hole reacts with the VOC and the electron 
reacts with oxygen. The surface reactions must be rapid enough to prevent electron/hole 
recombination (4.5). During photocatalytic decomposition (PCD), the organic extracts lattice 
oxygen (Eq. 4.6), and during photocatalytic oxidation (PCO), adsorbed oxygen is used (Eq. 4.7) 
[19]. The mechanistic steps for photocatalytic reactions can be written as follows: 
TiO2 + hv → h
+ + e-      (4.1) 
e- + O2 (s) →  O2
•‾(s)      (4.2) 
h+ + organic(s) ↔ organic- (s) + H(s)    (4.3) 
h+ + organic- (s) ↔ organic•(s) + H•(s)    (4.4)  
h+ + e- → heat       (4.5) 
organic•(s) + O(lattice)↔ CO2 + H2O(s)   (4.6)  
organic•(s) + O2 (s) ↔ CO2 + H2O(s)    (4.7) 
Overall reaction  
Organic + hv → CO2 + H2O   (4.8) 
In the above equations, (s) denotes a species adsorbed. The rate limiting step for PCO 
appears to be the breakdown of the organic to organic•(s) radical (Step 4.3 and 4.4) or 
organic•(s) to CO2 and H2O (Step 4.7) on TiO2. Based on findings by Muggli et al., [19] the rate-
limiting step for PCD on TiO2 is likely the extraction of lattice oxygen (Step 4.6). They saw a 
large rate decrease during formic acid PCD, but after a period of dark time that replenished the 
oxygen lattice, the rate increased. Muggli el at. concluded that lattice oxygen extraction causes 
the slow deactivation of TiO2. Studying these rate-limiting steps will provide insight into waters 
acceleration of the reaction.  
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Photocatalytic oxidation and decomposition provide unique ways to study intermediates 
and mechanisms of reactions because of the control they provide. Intermediates can be trapped 
on the surface (i.e., the reaction can be stopped) by turning the lights on and off because the 
reaction is too slow to be measured at room temperature in the absence of UV irradiation. 
Examining PCD further simplifies the analysis by removing O2, which enables a clearer picture 
of the surface mechanism. Understanding PCD reactions provide insight into PCO reactions and 
catalytic reactions in general.  
Semiconductors can be good photocatalysts because they have a narrow band gap, which 
enables electrons to be excited from the filled valence band to the empty conduction band in the 
present of UV light [20]. The band gap, Eg, is between the valence band maximum (VBM) and 
conduction band minimum (CBM) for insulators and semiconductors, and no electrons can exist 
in the gap. Insulators are not used for photocatalysis because their band gap is too large to 
photoexcite the electrons at room temperature. Metals are not used because their valence and 
conduction bands overlap (Fig. 2) [21], and they are not able to separate the charges, which is 
needed for photocatalysis.  
 
For semiconductors to be effective photocatalysts, their band gap must straddle the redox 
potential for the reaction. One example is the water splitting reaction on TiO2. The redox 
potential for the reaction is 1.23 eV, and the VBM and CBM of TiO2 sufficiently straddle the 
potentials as shown in Fig. 3.  
 
Figure 2. Comparison of band gaps of insulators, semiconductors, and metals. 
Eg
Eg
Eg~0
Insulator Semiconductor Metal
Conduction 
band
valence 
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The steps for the water splitting reaction are shown below [22].  
TiO2 + hv → e
- + h+     
2H2O + 4h
+ → O2 + 4H
+      
2H+ +2e- → H2 
The overall reaction is 
2H2O + 4hv → O2 + 2H2 
The position of CBM governs the reducing ability of photoexcited electrons after thermalization 
of any excess energy above the CBM, and the position of the VBM governs the oxidizing ability 
of the holes after thermalization of any excess energy "above" the VBM [23, 24]. Among the 
possible semiconductors, TiO2 is used extensively because it has a relatively narrow band gap, 
has strong oxidizing potential, is inert, resistant to corrosion, stable, inexpensive, and can 
catalyze reactions under mild operating conditions. Smaller band gap semiconductors, such as 
CdS, absorb more light, but do not work for water photoelectrolysis with visible light [22] and 
decompose easily when exposed to UV light [14].  
 
Figure 3. Anatase and rutile TiO2 and water splitting potentials plotted vs. standard hydrogen 
electrode (SHE) 
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1.2 TiO2 structures and reactivity 
Having established that TiO2 is an important material for photocatalysis, the structure 
details will be addressed. Three polymorphs of TiO2 exist: anatase, rutile, and brookite [25]. 
Current research has focused on the rutile and anatase structures because they are more stable 
then the brookite structure, which is difficult to prepare [26]. Rutile is the most stable TiO2 
structure as a bulk material, and anatase and brookite transform to rutile above 773 K with the 
exact temperature being dependent on synthesis method [27]. Titanium dioxide is obtained from 
minerals or from a solution of titanium salts [28]. When prepared via soft chemistry from 
titanium tetravalent precursors, anatase is the main phase [27]. When Cu or Pt is used in the 
solution, brookite and rutile phases can also be produced, respectively [29]. This thesis focuses 
on the rutile and anatase structures because most photocatalytic reactions take place on these 
surfaces. The unit cells are shown in figure 4.  
 
        
a) Anatase TiO2    b) Rutile TiO2  
Figure 4. Unit cells for anatase and rutile TiO2. 
c= 0.95 nm
a= 0.38 nm a= 0.46 nm
c= 0.29 nm
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Anatase is more photocatalytically active than rutile due to its greater reducing potential [30]. 
Brookite has exhibited photocatalytic potential, but more research needs to done to explore its 
capability [26]. 
The geometry of atoms in the metal surface (surface plane) that is exposed to catalyze the 
reaction further influences photocatalytic activity. The anatase (101) and rutile (110) surfaces are 
the most stable anatase and rutile surfaces, but not the most reactive. The anatase (101) and rutile 
(110) surfaces are composed of unsaturated ions, 5c-Ti and 2c-O, and saturated ions, 6c-Ti and 
3c-O as shown in Figure 5a and c. The unsaturated 5c-Ti and 2c-O sites are more reactive than 
the saturated ions [31].  The anatase (001) and rutile (011) [32] surfaces are more reactive 
surfaces, and are composed of 5c-Ti, 2c-O and 3c-O as shown in Figure 5 b and d [33]. 
 
 
           a.  Anatase (101) b. Anatase (001) 
   
          c.  Rutile (110)                           d. Rutile (011) 
 
Figure 5. Surface planes of TiO2. The anatase (001) and rutile (011) images are taken from 
Gong et al. [58]. 
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1.3 Water’s effect on photocatalytic rates  
Most photocatalytic reactions occur in the presence of water. Previous studies show that 
water can increase, decrease, or have no effect on reaction rates depending on water 
concentration and organic species examined [4, 5, 34-37]. Understanding how water affects 
different organic compounds enables the design of more efficient photocatalytic systems that 
include humidity controls. As an inhibitor, the dominant theory proposed is that water adsorption 
competes with organic adsorption, resulting in a net displacement of the organic from the surface 
and reducing the rate [4, 34]. The mechanism for water as a promoter remains unclear. 
Obee et al. [4] varied the water vapor concentration from 1,000-25,000 ppmv, and 
determined that the ethylene oxidation rate on TiO2 decreased as the water vapor concentration 
increases as seen in Fig. 6. 
 
Ethylene adsorbs more weakly than water on TiO2, and thus the reaction becomes rate limited by 
low ethylene adsorption. Takeuchi et al. [37] reported water also suppressed the PCO of ethanol 
on TiO2 because water and ethanol competitively adsorb on the hydroxyl groups of TiO2 and the 
existence of H2O inhibits efficient interactions between the ethanol molecules and photo-formed 
 
Figure 6. Obee et al.[4] saw a decrease in ethylene photooxidation on TiO2 with increased 
humidity at 2°, 27°, and 48° C.  
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holes on the hydroxyl groups. Water inhibits the photooxidation of ethylene and ethanol even at 
low concentration. 
Formic acid, formate, acetic acid, and acetaldehyde photocatalytic reaction rates on TiO2 
increase in the presence of water [5, 35, 36]. Water enhances the PCO of acetaldehyde and acetic 
acid up 13.4 kPa water vapor, which was the highest pressure tested [37]. Muggli et al. [38] did 
not vary the water pressure, but also determined that the acetic acid PCD rate increases in the 
presence of water. Multiple studies show that water increases the formic acid PCO and PCD 
rates on TiO2 and Pt/TiO2 [5, 38-40]. In one example, Liao et al. [5] observed from IR 
spectroscopy that the rate of formic acid and formate PCO increases by a factor of two when 
water was above 60% saturation coverage as shown in Fig. 7, indicating the H2O(a)/HCOO(a) 
ratio must reach a certain value for water to substantially increase the photooxidation rate.  
 
The optimum water concentration is vital because previous groups have shown that even 
though water initially aids the reactions when the water concentration becomes too high, 
competitive adsorption decreases the photocatalytic rate [35, 36, 41]. This was seen for propane 
and acetone at high water concentrations. Hagglund et al. [36] observed that water increases the 
propane PCO rate on TiO2 until approximately 1% water concentration when the rate decreases. 
 
Figure 7. Liao et al [5]. showed that water doubles the formate PCO rate.  
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El-Maazawi et al. [35] reported that acetone PCO on TiO2 increases at water pressures of 1.3 kPa 
and below, and then decreases. Henderson et al. [34] reported that the acetone PCD rate 
decreases when water and acetone coverage exceeds one monolayer.  
Understanding how water affects the mechanism for formic acid PCD and PCO aids the 
understanding of how water effects catalytic reactions in general. Multiple theories exist in the 
literature on the cause of this rate acceleration. One possibility is that co-adsorbed water changes 
the adsorption mode of some organics on TiO2, and this may accelerate the reaction. Previous 
studies have also shown that weakly adsorbed molecules in general can form an intermediate 
complex that influences reaction rate. Iwasawa et al. [42-45] attributed a rate increase of ethanol 
decomposition on Nb/SiO2 catalysts in the presence of gas phase ethanol to the formation of an 
intermediate between chemisorbed ethanol and weakly held ethanol. Without gas phase ethanol 
present, adsorbed ethanol decomposes at much higher temperatures and forms different products. 
Iwasawa et al. [42] also reported that on several MgO and ZnO catalysts weakly adsorbed water 
accelerates the water gas shift reaction by water altering the adsorption configuration of formate.  
Previous studies have also shown that UV exposure causes water to form hydroxyl 
radicals as shown in equation 1.3.1 [2], and these hydroxyls accelerate the reaction rate by acting 
as an oxidizing agent [46, 47].  
  h+ + H2O → 
. OH + H+   Equation 1.3.1 
 
1.4  Formic acid and water adsorption on anatase and rutile TiO2 
The adsorption structures formed by water and formic acid depend on the TiO2 surface 
plane, coverage, and the presence of co-adsorbed molecules. Water adsorbs either molecularly or 
dissociatively as a hydroxyl and hydrogen (Figure 8).  
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Formic acid adsorbs molecularly through carboxyl or hydroxyl group, or dissociatively as 
bidentate bridging, bidentate chelating, or monodentate formate (Figure 9).  
 
Water adsorbs molecularly on anatase (101) and rutile (110) [31, 48-51]. On more 
reactive surfaces such as anatase (001) water dissociates to form hydroxyls at low coverages, but 
at coverages above 1 ML of water, a molecular and dissociated water mixture exists [52].  
Formic acid adsorbs molecularly on anatase (101), but as bidentate bridging formate on rutile 
(110) and (011) [53-56], anatase (001) [57], and defect sites. Figure 10 depicts formic acid, 
monodentate formate, and bidentate formate adsorbed on anatase (101). 
 
                                         
H
O
O
Ti  
a)                           b)                             c)                                 d)                            e) 
Figure 9. Adsorbed formic acid and formate configurations. a) molecular through CO b) molecular 
through OH c) dissociative bidentate bridging d) dissociative bidentate chelating e) dissociative 
monodentate. 
H
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O
Ti
H
OHO
Ti
H
OO
Ti Ti
H
OO
Ti
 
   a)           b) 
Figure 8. Water adsorbed on anatase (101) a) molecular b) dissociative 
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The behavior of co-adsorbed formic acid and water also depends on their relative 
coverages. Secondary interactions, such as hydrogen bonding with both the surface and co-
adsorbed species, influence the adsorption mode of a molecule [31]. Using DFT, Gong et al. [58] 
obtained different formate geometries depending on water coverage on anatase (001). At 1/6 ML 
water coverage, formic acid adsorbs as bidentate bridging formate, and at 1/3 ML water 
coverage, formic acid adsorbs as bidentate chelating formate due to site competition. At ½ ML 
water coverage, formic acid physisorbs because hydroxyls fill all surface Ti sites for the reason 
described above. The addition of weakly adsorbed water creates a liquid-like state where 
hydrogen bonding between water and the adsorbed organic modifies the structure of the 
adsorbate. Vittadini et al. determined that the addition of ¾ ML of water causes molecular formic 
acid to dissociate to formate on anatase (101) as shown in Figure 11 [31]. 
 
Figure 10. Formic acid and formate adsorbed on anatase (101) a) molecular formic acid b) 
monodentate formate c) bidenate bridging formate. 
2c-O5f-Ti
a)
b) c)
5f-Ti
2c-O
2c-O 5f-Ti
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1.5 Objectives for photocatalysis studies 
Objective 1. Chapter 2: Effect of Water on Formic Acid Photocatalytic Decomposition on TiO2 
and Pt/ TiO2  
Previous studies showed that water increases the formic acid photooxidation (PCO) and 
photodecomposition (PCD) rate, but the reaction mechanism is unclear [5, 38-40]. By examining 
how water, which is usually present during reactions, effects the reactions more efficient 
catalysts can be developed. Formic acid was used as a probe molecule because of its lack of 
additional functional groups, small size for running ab-initio calculations, and abundance of 
previous literature on TiO2 [56]. 
The goal of this work is to determine how co-adsorbed water affects adsorbed formic acid 
using FTIR spectroscopy and TPD measurements on high surface area P25 TiO2. One possible 
mechanism for the rate acceleration is that co-adsorbed water changes the configuration of 
formic acid adsorbed on TiO2. Vittadini et al. [31] determined from density functional theory 
(DFT) calculations that formic acid molecularly adsorbs on a dry anatase (101) surface, but 
dissociates to monodentate formate in the presence of co-adsorbed water. The change in the 
adsorbate structure could enhance the reaction rate by lowering the activation barrier for 
 
Figure 11. Water induces dissociation of formic acid on anatase (101). 
TiO2
Slab
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Water
Formate
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PCD/PCO. One of the main goals of this study is to probe whether this chemistry is responsible 
for the effect of water on formic acid photocatalytic decomposition on TiO2. 
Objective 2. Chapter 3: Effect of Water on the Adsorbed Structure of Formic Acid on TiO2 
Anatase (101)  
The goal of this work is to determine how co-adsorbed water affects adsorbed formic acid 
at different water and formic acid coverages using DFT calculations on anatase (101). It expands 
on the work in Chapter 2 and Vittadini et al.’s work that showed that ¾ ML of water induced 
dissociation of ¼ ML formic acid to formate [31]. Coverage is known to have both an effect on 
adsorption [58] and photocatalytic reaction rates [5]. By examining the effect of varying water 
and formic acid coverage on adsorption, more insight into the surface adsorption properties can 
be deduced, specifically the effect of weakly adsorbed water.  
Objective 3. Chapter 4: Effects of Water and Formic Acid Adsorption on Electronic Structure of 
Anatase TiO2 (101) 
The goal of this work is to investigate the effect of water adsorption on the anatase (101) 
TiO2 electronic structure with formic acid and formate on the surface using DFT calculations. 
One possible explanation for the enhanced photocatalytic activity with water is a change in the 
electronic structure of the surface. The effects of adsorbates on the detailed electronic structure 
elucidate trends that are not evident from band gap shifts alone. Even though reducing the band 
gap is a well-known metric for identifying photoactive materials, the band gap may not play a 
role in evaluating how water increases the rate in previous studies that used UV light of 
sufficient energy to excite electrons at the anatase bandgap. Electronic structure changes were 
evaluated by examining and correlating valence and conduction band energy, charge, and lattice 
distance changes to previous observations of photocatalytic reaction kinetics. 
  
1.6  MIS sensors 
Metal-insulator-semiconductor (MIS) devices are a promising solid
monitoring a wide range of gases in commercial application. 
metal-oxide-semiconductor structure that can be used to detect changes in gas concentrations by 
measuring a voltage shift across the device. Fig 12a depicts the basis MIS structure. 
dissociates on the catalytic metal surface to form H atoms, and these H atoms diffuse through the 
metal film to the metal-insulator interface [10] causing a shift in the capacitance
curve (Fig 12b). A voltage shift is 
the (CV) curve [59].  
The interfacial hydrogen layer created by this process exists in a dipole layer, which causes the 
voltage shift [10]. The voltage response
proportional to the concentration 
constant [60].  
∆V = cθH(i)        
a)                                                        
 
Figure 12. a) MIS sensor basic structure b) shift in capacitance
addition. 
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Previous groups described sensor response through interfacial hydrogen calculations [61-
64]. Fogelberg et al. [61] postulated that the relation shown in equation 3.2.2 governs the 
equilibrium between surface-bound and interfacial hydrogen.  
ξθs(1-θi) = ηθi(1-θs)      Eq. 3.2.2 
where ξ and η are rate constants of the Arrhenius form, θs is the factional coverage of atomic 
hydrogen on the surface, and θi is the fractional coverage of atomic hydrogen at the interface. 
This relationship assumes rapid diffusion of hydrogen through bulk Pd, [65] and that only 
hydrogen is on the surface. Because of the significant uncertainties associated with modeling 
hydrogen accumulation at a buried interface, interfacial hydrogen concentration and the 
hydrogen consumption rate were used as a measure of sensor response. Using the hydrogen 
consumption rate is in line with previous analysis that indicates that sensor response should 
roughly scale with the hydrogen consumption rate [8]. 
Although mainly used for hydrogen detection, the sensors can be used to detect 
hydrogen-bearing analyte gas molecules such as acetylene [59]. Furthermore, if the reactant can 
undergo a surface reaction with hydrogen, as O2 and acetylene can, the response decreases 
because the steady-state interfacial hydrogen concentration is reduced [63]. As shown in Fig. 13, 
acetylene and ethylene can react on metal to form ethylene and ethane, respectively, reducing the 
hydrogen concentration.  
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These species can also dehydrogenate on the surface to increase the hydrogen concentration. 
Even though O2 and CO do not contain hydrogen they can influence the sensor response by 
altering the H atoms concentration by adsorbing and/or reacting on the metal film [59].  The 
most studied gas besides hydrogen is NH3, and it is detected in the presence of O2 because O 
atoms must be on the surface to dissociate N-H bonds. MIS sensors also detect H2S [59].  
1.7 Metals used in MIS sensors 
Palladium, platinum, and iridium are used for detecting hydrogen because H2 dissociates 
readily on these metals [66-71]. Metals such as pure Ag, Cu, and Au do not work well because of 
their low activity for hydrogen dissociation [72, 73]. Alloying Pd with Cu, Ni, Au, and Ag 
creates bimetallic sensors that increase the sensitivity to hydrogen and resistance to aging and 
prevent hydride formation that leads to metal film delamination and device failure [59, 73-77]. 
Another important aspect of bimetallic sensors is their ability to control surface reactivity [78-
80]. Hughes et al. [77] studied NO2, CO, H2O, propylene oxide, ethylene, and formic acid 
response in a hydrogen background on Ag/Pd and Pd sensors, and determined that when Ag is 
added, the hydrogen response changes to due to altered reaction rates.   
 
Figure 13. Acetylene hydrogenation and dehydrogenation. 
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Bimetallics are being investigated for many reactions [81]. Some examples are oxidative 
dehydrogenation (ODH) of low-molecular-weight paraffins to olefins using Sn/Pd [82], and 
carbon dioxide reforming of methane to syngas (CO and H2) using Ni-Pd [83]. Acetylene 
hydrogenation is another industrially relevant example that is also relevant to thesis. There has 
been substantial work done on the acetylene hydrogenation kinetics on Pd and Ag/Pd surfaces 
[84-87]. In industry, Ag/Pd catalysts are used for acetylene removal from ethylene streams, i.e., 
for the selective hydrogenation of acetylene to ethylene [7]. Silver enhances acetylene selectivity 
to ethylene by decreasing the binding energies of acetylene and ethylene [72, 78, 88], and this 
could lead to increased sensitivity of MIS sensors for acetylene detection. The acetylene 
hydrogenation reaction is believed to happen via a Horiuti-Polanyi mechanism, where hydrogen 
atoms are sequentially added to a molecule (C2H2 + H→ C2H3 + H→C2H4 + H→ C2H5 + 
H→C2H6) [72, 89]. The rate-limiting step for acetylene hydrogenation to ethane on Pd is 
determined to be the first hydrogen addition to form a vinyl, [84, 90] and on Ag/Pd is the fourth 
hydrogen addition to form ethane [85]. The rate is also governed by the dissociative adsorption 
of hydrogen onto the surface and the availability of hydrogen on the surface to carry out the 
hydrogenation steps [85].  
1.8  Objective for bimetallic MIS sensor work 
Objective 4. Chapter 5: Experimental and modeling studies of acetylene detection in 
hydrogen/acetylene mixtures on Pd and Pd-Ag metal-insulator-semiconductor devices 
The goal of this work is the design of bimetallic MIS sensors for selected analytes based 
on prior studies of heterogeneous catalytic reactions. Bimetallic MIS sensors have not been well 
explored, despite the fact that bimetallic catalysts have received attention for controlling surface 
reactivity [78-80]. Their broad use in catalysis suggests that bimetallics may be effective in 
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sensing and this work will explore connections between catalysis by bimetallics and design of 
solid-state sensors. A variety of bimetallic MIS sensors were screened to identify the metal 
composition that responds best to acetylene. The concentration of interfacial hydrogen at the 
metal-insulator surface dictates the response, and insight into the surface chemistry through 
kinetic modeling can aid in determining response mechanisms. The surface can be modeled 
using rate expressions taken from previous work to explore the surface chemistry and correlate to 
experimental response. This kinetic modeling approach provides a useful connection with 
acetylene hydrogenation catalysis that may allow bimetallic sensors to be designed based on 
previous studies of bimetallic catalysts (or vice versa).  
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Chapter 2 
Effect of Water on Formic Acid Photocatalytic Decomposition on 
TiO2 and Pt/ TiO2  
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2.0 Abstract 
The effect of water on the adsorption and photocatalytic decomposition (PCD) of formic 
acid on TiO2 and Pt/TiO2 was investigated using transient reaction studies, temperature-
programmed desorption (TPD), and Fourier transform infrared (FTIR) spectroscopy. Reaction 
studies indicated that physisorbed water increased the PCD rate of formic acid to a small extent 
on TiO2 and to a major extent on Pt/TiO2, but the presence of only chemisorbed water did not. 
FTIR spectroscopy and TPD studies indicate that the main effect of the addition of water to TiO2 
that had adsorbed formic acid was the displacement of formic acid. However, FTIR spectroscopy 
indicated that the addition of water caused a change in the adsorbed structure of formate that may 
be associated with the higher reactivity. These transformations can have an important influence 
on elementary steps in the photocatalytic decomposition of formic acid on TiO2 and Pt/TiO2. 
2.1  Introduction  
Titania photocatalytically oxidizes low concentrations of organics at room temperature, 
and the anatase form of TiO2 has a higher activity than the rutile form [1]. Photocatalytic 
reactions clean waste air streams and indoor air, and are used for self-cleaning windows. 
Ultraviolet light initiates reaction by exciting electrons from the valence to the conduction band 
of a semiconductor to create an electron-hole pair. On TiO2, the hole oxidizes formic acid, 
sometimes completely to CO2 and H2O in the presence of oxygen (photocatalytic oxidation, 
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PCO), or it decomposes formic acid to CO2 and H2O by extracting a lattice oxygen in the 
absence of oxygen (photocatalytic decomposition, PCD). On Pt/TiO2, formic acid decomposes to 
CO2 and H2 during PCD. 
Water, which is usually present during photocatalytic reactions, promotes or inhibits 
reaction rates, depending on the reactant and water concentrations, and thus the influence of 
water on species adsorbed on TiO2 is of interest [2-8]. Multiple studies show that water increases 
the PCO and PCD rates of formic acid, but the reasons for the rate increase are unclear [9-12]. 
Liao et al. [9] observed from IR spectroscopy that the rate of formic acid and formate PCO 
increased by a factor of two when water was above 60% saturation coverage, indicating the 
H2O(a)/HCOO(a) ratio must reach a certain value for water to substantially increase the 
photooxidation rate. The optimum water concentration is vital because previous groups have 
shown that when the water concentration is too high competitive adsorption decreases the 
photocatalytic rate [6, 8, 13].  
In the current study, the accelerating effect of water was investigated in transient 
photocatalytic decomposition experiments with formic acid.  Both TiO2 and Pt/TiO2 catalysts 
were employed as catalysts.  Weakly adsorbed water was found to have a significant effect on 
PCD rate, but strongly chemisorbed water did not. One possible mechanism for this rate 
acceleration is that co-adsorbed water changes the configuration of formic acid adsorbed on 
TiO2. For example, Vittadini et al. used DFT calculations to show that water induces the 
dissociation of formic acid to formate on anatase (101) [14]. To probe this possibility, we used 
Fourier transform infrared spectroscopy (FTIR) and temperature-programmed desorption (TPD). 
The FTIR and TPD measurements were applied to high surface area P25 TiO2 (80% anatase and 
20% rutile).  
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2.2  Experimental Methods 
2.2.1 Reaction studies 
For room-temperature PCD experiments, a thin layer of 45 mg of P25 TiO2 (80% anatase 
and 20% rutile) or 30 mg of Pt/TiO2 catalyst was coated on the inner side of an annular Pyrex 
reactor to ensure that UV lights irradiated the entire catalyst surface. The average film thickness 
was calculated to be 0.4 µm. To provide adequate catalyst surface area with these thin films, the 
outer diameter of the reactor was 2 cm and the reactor was 13 cm long. The reactor consisted of 
two concentric cylinders that formed an annular region with a 1-mm gap; the inner cylinder was 
evacuated and sealed. A diagram of the apparatus has been previously presented [15]. The 
annular reactor ensured a high gas flow rate through the reactor, but allowed for a larger 
diameter reactor. High flow rates guaranteed quick detection of products desorbing from the 
surface. A thermocouple located on the inside of the reactor recorded the catalyst temperature.  
A 0.2 wt% Pt/TiO2 was prepared using 67 mg of H2PtCl6 mixed with 10 g Degussa P25 
TiO2 in 100 ml HCl. First, Na2CO3 was added until a pH of 7-8, and then 3 mL of acetic acid 
was added until the solution reached a pH of 4. Next, 300 mL of water was added, and N2 was 
bubbled through the solution under an UV lamp for 6 h. The solution was filtered and washed 
with H2O. The catalyst was then dried at 373 K for 24 h, and coated on the inside of the reactor 
by evaporative deposition of a sonicated slurry of catalyst and water. Twelve 8-W UV lamps 
(BLB Korea, type F8T5BLB), placed in a circle 6 cm from the reactor, radiated the reactor. 
Radiometer measurements showed a UV intensity of 2.5 mW/cm2 and a maximum light intensity 
at 360 nm. Turning the lights on and off started and stopped the PCD reaction. 
A quartz tube furnace held the catalyst temperature at 723 K for 30 min in a 20% O2/80% 
He stream to remove hydrocarbons and deposits from previous reactions. The transparent 
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furnace allowed for the transmission of UV light during heating and cooling of the reactor. The 
reactor was cooled to room temperature and 2 µL of liquid formic acid (Aldrich, 99%) was 
injected into the reactor. For experiments with co-adsorbed water, 2 µL of a mixture of formic 
acid and distilled water was injected. The reactor was flushed for 2 h, and then turning on the UV 
lights initiated isothermal reaction at room temperature. For experiments with physisorbed water, 
1 µL of water was injected during PCD. During transient PCD, 100 cm3/min (STP) of He or Ar 
flowed through the reactor, and a Balzers quadrupole mass spectrometer (QMA 125) detected 
products as a function of time. A computer recorded the amplitudes of multiple mass peaks and 
the catalyst temperature simultaneously. Known volumes of gases injected downstream from the 
reactor were used to calibrate the mass spectrometer. The O2 concentration in the feed stream, 
estimated be 0.3 ppm, remained below the detection limit of the mass spectrometer [16]. After 
PCD, TPD (He or Ar flow) and TPO (20% O2 flow) were performed by heating the catalyst to 
723 K at a rate of 1 K/s while monitoring the mass signals with the mass spectrometer. 
2.2.2 Infrared Spectroscopy 
2.2.2.1 Overview 
Infrared spectroscopy is a technique based on the vibrations of the atoms of a molecule 
[17]. It is a valuable tool because it is inexpensive, has good resolution, and can be computed 
theoretically. Hookes law can be used to approximate the stretching frequency of a bond. Hooks 
law describes simple harmonic motion and says that the frequency of the vibration of the spring 
is related to the mass and force constant of the spring as shown in equation 2.2.1 [18, 19].  
  
ν = (1/(2πc))*((f(m1+m2)/(m1*m2))
1/2   Eq. 2.2.1 
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ν = frequency in cm-1, f = the force constant, c = velocity of light, m1 and m2 = mass of 
atoms.  The two atoms and connecting bond are treated as a simple harmonic oscillator 
composed of 2 masses (atoms) joined by a spring. A molecule consisting of n atoms has a total 
of 3 n degrees of freedom so may have many fundamental vibrations. Not all of the vibrations 
may be seen due to of the following factors: two frequencies can be degenerate, one vibration 
does not cause a change in the dipole moment, the absorption is not in the 4000-400 cm-1 range, 
an adsorption is too weak to be observed, or the absorptions are too close to each other to be 
resolved on the instrument [19].  Fourier transform infrared spectroscopy (FTIR) uses an IR light 
source and mirrors to shine light through the sample to a detector. The detector is connected to a 
computer that records the spectra. The mid-infrared region (400 - 4000 cm-1) was used for 
experiments in this thesis. 
2.2.2.2 Method  
 A Nicolet 6700 FT-IR Spectrometer recorded infrared spectra at 4 cm-1 resolution. 
Titania samples were prepared by pressing Degussa P25 TiO2 powder into a tungsten grid with a 
hydraulic press. A chromel-alumel thermocouple spot-welded to the tungsten grid measured the 
temperature, and the grid was attached to a copper holder and placed in a small stainless steel 
vacuum chamber with CaF2 windows for the IR beam as shown in Figure 1.  
  
 
  
Figure 1. IR cell used for experiments  
υh
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The TiO2 catalyst was cleaned by heating in vacuum for 4 h at 673 K and then in oxygen at 473 
K for 2 h. Formic acid was adsorbed by exposing the sample to saturated vapor at room 
temperature. The cell was then evacuated for 20 min to remove weakly adsorbed formic acid. 
Saturated water was added to the cell at room temperature, and IR spectra were recorded at 
various water pressures as water was slowly removed from the system.  The IR spectra for gas 
phase water was subtracted from the IR spectra recorded to correct for water in the gas phase.  
2.2.3 Temperature-Programmed Desorption 
2.2.3.1 Overview 
Temperature programmed desorption (TPD) is a technique used to detect species 
desorbing from the surface by ramping the temperature of the surface at a linear rate and using a 
mass spectrometer to monitor the species desorbing. The intensity variation of each recorded 
mass fragment as a function of time/temperature. The position of the peak is related to the 
enthalpy of adsorption, the strength of binding to the surface. Thus, if there are multiple peaks on 
the TPD spectrum, then the molecule on the surface likely has more than one binding site with 
different adsorption enthalpies. The rate of desorption follows an Arrhenius-type behavior as 
shown in Eq. 2.2.2 [20]:  
 Rdes = v N
x exp(-Ea
des/RT)   Eq. 2.2.2 
where Rdes = desorption rate, x= kinetic order of desorption (typically 0, 1, or 2), Ea
des = 
activation energy for desorption, v = frequency factor, N = instantaneous coverage, x= kinetic 
order or desorption order, R = gas constant, and T = temperature.  
2.2.3.2 Method 
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 For these experiments, a packed-bed tubular reactor (7-mm i.d.) was used for 
temperature-programmed desorption (TPD) and temperature-programmed oxidation (TPO) 
measurements as shown in Figure 2. 
 
The catalyst (106 mg of Degussa P25 TiO2) was placed on quartz wool, which rested on a quartz 
frit in a quartz reactor. A chromel-alumel thermocouple was placed in the center of the catalyst 
bed, and a temperature controller was used to control a quartz tube furnace that ramped the 
catalyst temperature from room temperature to 723 K at 1 K/s. The temperature was not 
increased above 723 K to avoid a phase change to rutile.  A Balzers quadrupole mass 
spectrometer sampled the effluent from the reactor through a silica capillary. Before each 
experiment, the TiO2 sample was oxidized for 30 min at 723 K in a 20% O2/80% He stream, and 
then cooled to room temperature. During TPD, helium flowed through the reactor at a rate of 100 
cm3 (STP)/min. Liquid formic acid and water were injected upstream of the room-temperature 
catalyst with a syringe, and the liquids evaporated in the flowing stream so that only vapor 
contacted the catalyst. A TPD to 723 K was performed one hour after the last injection. For 
calibration, known amounts of formic acid, water, and carbon monoxide were injected into the 
gas stream below the reactor.  
 
 
Figure 2. TPD system 
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2.3  Results  
2.3.1 Photocatalytic decomposition of formic acid on TiO2 and Pt/TiO2 
During transient PCD at room temperature, physisorbed water increased the rate of 
formic acid decomposition on both TiO2 and Pt/TiO2. On TiO2, the CO2 formation rate only 
increased by 25% (Figure 3), whereas on Pt/TiO2, the CO2 formation rate increased a factor of 
8, as shown in Fig. 4.  
 
 
Figure 3. The CO2 formation rate during formic acid PCD on TiO2. The UV lights 
were turned on (open triangles) and off (solid triangles) as indicated. Water was 
injected after 650 s. 
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During the initial period of the reaction in this transient experiment, the reaction rate 
decays exponentially as the coverage of formic acid on the catalyst decreases due to reaction.  
Water was injected upstream of the reactor after 310 s of PCD; at that time the rate was 15% of 
its initial value. Water increased the PCD rate a factor of eight, and it increased the rate above 
the rate for the initially-saturated surface, even though the formic acid coverage was significantly 
lower after 310 s of reaction. In a separate experiment, water and formic acid were co-adsorbed 
and the reactor flushed before PCD. The PCD rate was essentially the same as for formic acid 
alone. Water that remained adsorbed in the absence of gas-phase water did not accelerate the 
PCD rate on Pt/TiO2. Physisorbed water apparently enhanced the formic acid PCD rate, but 
strongly adsorbed water did not. Liao et al. [9] did not distinguish between physisorbed and 
chemisorbed water, but determined that 60% saturation coverage of water was required to 
increase the formic acid PCO rate on TiO2.  
The mechanism for the acceleration of the PCD rate by water is not immediately clear. 
There are many complex aspects of surface chemistry; for example, the P25 catalyst consists of a 
 
 
Figure 4. The CO2 formation rates during formic acid PCD on Pt/TiO2. The UV lights 
were turned on (open triangles) and off (solid triangles) as indicated. Water was 
injected after 310 s. 
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mixture of TiO2 crystal structures (80% anatase and 20% rutile), and even within a single type of 
crystal, multiple facets will be exposed at the surface. Furthermore, the accelerating effect of 
water is much greater on Pt/TiO2, suggesting that chemistry at Pt-TiO2 interfaces may be 
important to the mechanism. To make progress in investigating how water may play a role in this 
and other related reactions, the investigations below focus on the effect of water on the adsorbed 
states of formic acid and a key initial decomposition intermediate, formate, on TiO2. In 
simulations, TiO2 is in most cases modeled as an anatase (101) single crystal, the most abundant 
crystal face, and the role of Pt is not directly considered. In Section 4, we address the possible 
limitations of the model assumptions made in this investigation and the implications of this study 
for the promoting effect of water in the catalysis. 
2.3.2 Formic acid adsorption 
2.3.2.1 Infrared Spectroscopy  
Spectra for both molecular formic acid and formate were observed when formic acid 
adsorbed on P25 TiO2 at room temperature, as shown in Figure 5.  
 
 
Figure 5. Infrared spectra of formic acid and water on P25 TiO2 at room temperature a) 
from 1000-1800 cm-1 b) from 2700-3100 cm-1. The solid line shows a spectrum 
collected after a saturating exposure of formic acid, and the dotted line shows a 
spectrum collected after water addition to the formic acid saturated surface.  
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The corresponding assignments (Table 1) were based on a combination of DFT results and 
previous assignments.  
Table 1. Vibration frequencies from FTIR of formic acid molecularly and dissociatively 
adsorbed on TiO2 with and without coadsorbed water 
 
Assignments IR on P25 TiO2  
 HCOOH HCOOH and H2O 
COO and CH Formate 2945 2945 
CH Formic Acid 2921 2921 
CH Formate 2867 2861 
C=O p-Formic Acid 1787  
c-Formic 1675  
COO- asym, MM formate  1565 
COO- asym, BB formate 1550 1550 
COO- sym, BB formate 1378 1378 
COO- sym, M formate 1360 1360 
CH Formate 1323 1323 
CO or CH c-Formic Acid 1263  
CO or CH p-Formic Acid 1105  
ac denotes chemisorbed and p denotes physisorbed 
 
The spectrum in Fig. 4 is similar to that reported previously [6, 9, 12, 21-27]. Some studies 
reported an additional peak at 1413 cm-1, which was assigned to formate [21, 23, 28].  Peaks at 
1787 and 1675 cm-1 have been assigned to the C=O stretch of gas phase or physisorbed and 
chemisorbed formic acid, respectively [9]. The peak at 1105 cm-1 has been assigned to CO 
stretching or CH bending for gas phase or physisorbed formic acid, and the peak at 1263 cm-1 
corresponds to CO stretching or CH bending of chemisorbed formic acid [9]. The OH stretching 
frequencies for adsorbed hydroxyls have also previously been reported in this range [29, 30]. The 
peaks at 2945, 2921, and 2867 cm-1 correspond to formic acid and formate CH stretching. The 
large peaks at 1550 and 1378 cm-1 correspond to formate COO- asymmetric and symmetric 
stretching. Previous studies indicated that formic acid adsorbs molecularly on anatase (101) and 
dissociatively (to produce formate) on rutile and anatase (001) [13, 31-35]. The most abundant 
surface of P25 TiO2 is anatase (101) [36], which is the most stable anatase surface [14, 37-39], 
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but other anatase or rutile surface planes or defects could explain the presence of formate. Gong 
et al. used DFT to determine that formic acid adsorbs as bidentate formate on anatase (001) [38]. 
Adsorption geometries of formate are identified by examining the frequency difference 
between COO- asymmetric and symmetric stretches, denoted as ∆vas-s, relative to the aqueous 
ionic formate (∆vionic = 201 cm
-1) [22, 40-44]. Aqueous ionic formate peaks for COO- 
asymmetric and symmetric stretching are at 1567 and 1366 cm-1 [22]. The correlations between 
∆vas-s and adsorption geometry have been described as follows [43, 44]. 
∆vas-s › ∆vionic:  monodentate coordination 
∆vas-s ‹ ∆vionic:  chelating or bidentate bridging  
∆vas-s ‹‹ ∆vionic:  bidentate chelating 
The ∆vas-s was 172 cm
-1 in Fig. 2, indicating that monodentate formate was not on the surface. 
The bridging and chelating modes cannot be distinguished from IR spectra. Previous 
computational studies determined that the chelating formate structure is less stable then the 
bidentate bridging structure [14, 31].  Thus, apparently formate adsorbs in the bidentate bridging 
configuration on P25 TiO2 at room temperature. 
2.3.2.2 Temperature-Programmed Desorption 
Formic acid was adsorbed to saturation coverage on TiO2, and TPD results showed 52 
µmol/g of formic acid desorbed in a broad peak at 428 K and a smaller peak at 525 K (Fig. 6).  
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Most of the formic acid decomposed to form 306 µmol/g H2O, which desorbed in peaks 
at 468 and 525 K, and 450 µmol/g CO, which desorbed in overlapping peaks at 488, 525, and 
570 K (Fig. 7).  
 
 
 
Figure 7. Carbon monoxide TPD recorded after formic acid and water adsorption on 
P25 TiO2. The solid line shows a spectrum collected after a saturating exposure of 
formic acid, and the dashed line shows a spectrum collected after water addition to the 
formic acid saturated surface. 
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Figure 6. Formic acid TPD recorded after formic acid and water adsorption on P25 
TiO2. The solid line shows a spectrum collected after a saturating exposure of formic 
acid, and the dashed line shows a spectrum collected after water addition to the 
formic acid saturated surface. 
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Kim et al. and Muggli et al. identified the same desorption products for formic acid TPD, but 
with a different number of desorption peaks and slightly different temperatures. On P25 TiO2, 
Kim et al. [45] observed formic acid and water desorption peaks at 400 K, and attributed CO and 
H2O desorption peaks at 525 and 600 K to formate decomposition. In another study on the 
anatase (001), formic acid and water desorbs at 390 K, and the remaining formate decomposes to 
CO and H2O in a single peak at 570 K [46]. Muggli et al. observed that formic acid desorbs and 
dehydrates to CO and H2O in a single peak at 525 K on P25 TiO2 [47]. 
2.3.3 Effect of water on formic acid adsorption 
2.3.3.1 Infrared Spectroscopy  
Infrared studies show that water displaced formic acid and changed the formate 
adsorption geometry on P25 TiO2. When water was added at its room-temperature saturation 
pressure to the IR cell, the formic acid peaks decreased and the formate COO- symmetric and 
asymmetric peaks shifted and increased in amplitude (Fig. 5, dashed line). Chemisorbed formic 
acid peaks at 1675 and 1263 cm-1 and physisorbed formic acid peaks at 1787 and 1105 cm-1 
decreased. Due to the large intensity of the OH stretching peak for water, changes in the high-
frequency region are difficult to discern. The COO- asymmetric peak shifted from 1550 to 1565 
cm-1, and the COO- symmetric peak shifted from 1378 to 1360 cm-1; these changes increased the 
∆vas-s from 170 to 210 cm
-1. The CH formate peak at 2867 cm-1 also shifted slightly to 2861 cm-1. 
Vibrational calculations from DFT, described in a separate contribution [48], and previous 
literature aided in interpreting the peak shifts. Heating the sample to 383 K removed all the 
adsorbed water, and largely reversed the COO- asymmetric and symmetric peak shifts. The 
formate peak at 1565 cm-1 shifted back to 1550 cm-1, the frequency observed before the water 
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addition, and the peak at 1360 cm-1 broadened to include a smaller peak at 1378 cm-1, as shown 
in Fig. 8.  
 
The changes in the vibrational spectrum associated with formate after dosing of water 
suggest a change in the structure of the coadsorbate.  One possible transition consistent with the 
higher reactivity of the water-dosed surface is the conversion of bidentate formate to a solvated 
form of monodentate formate, the latter of which has been found to be more reactive toward 
decomposition in prior investigations on model surfaces.  This possibility is explored in more 
detail in a separate contribution [48]. 
2.3.3.2 Temperature-Programmed Desorption 
The TiO2 surface was saturated with formic acid, and then exposed to 5 µL of water. The 
water displaced 70 ± 7% of the formic acid that otherwise would have desorbed intact during 
TPD (Fig. 6). Water displaced the weakly-adsorbed formic acid, so that the rest that desorbed 
intact had a peak temperature of 525 K. Thirty percent less CO desorbed after water adsorption, 
and the CO peak at 488 K was absent, whereas the other two CO peaks were unchanged (Fig. 7). 
 
Figure 8. Infrared spectra of formic acid and water on P25 TiO2. The dashed line shows a 
spectrum collected after water addition to the formic acid saturated surface, and the solid line 
shows a spectrum collected after heating that surface to 383 K.  
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The CO peak temperatures did not shift because monodentate formate reverted to bidentate 
formate above 383 K, as seen from IR results (Fig. 8). The water peak temperature did not 
change, but the amount desorbed increased to 326 µmol/g. The water increase, 20 µmol/g, is 
comparable to the formic acid decrease, 36 µmol/g. Even though formic acid competes for sites 
favorably with water, it can be displaced if formic acid is not in the vapor phase. Henderson et al. 
[2] reported that water removes acetone from rutile TiO2, even though acetone adsorbs more 
strongly than water.   
2.4  Discussion 
This discussion will relate the results presented above to observations of the promotional 
effects of water on photocatalysis. Photocatalytic decomposition of formic acid forms CO2 and 
H2O on TiO2, but it forms CO2 and H2 on Pt/TiO2. The reaction steps for formic acid PCD on 
TiO2 and Pt/TiO2 are listed below in Eq. 4.1 to 4.7.  
HCOOH   ↔  HCOOH(s)     (4.1) 
HCOOH(s) ↔ H(s) + HCOO(s)    (4.2) 
HCOO(s) ↔ CO2 + H(s)     (4.3) 
2 H(s) + O(lattice) → H2O(s)     (4.4) 
H2O(s) ↔ H2O        (4.5) 
H(s) ↔ H(Pt)       (4.6) 
2 H(Pt) ↔ H2       (4.7) 
In the above equations, (s) denotes a species adsorbed on TiO2 and (Pt) denotes a species 
adsorbed on Pt. Thus, during formic acid PCD on TiO2, formic acid extracts a lattice oxygen 
from TiO2 to produce CO2 and H2O at room temperature. This creates an oxygen vacancy that 
decreases the PCD rate [49, 50]. Based on findings by Muggli et al., [49] the rate-limiting step 
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for formic acid PCD on TiO2 is likely the extraction of lattice oxygen. They saw a large rate 
decrease during PCD, but after a period of dark time that replenished the oxygen lattice, the rate 
increased. Muggli el at. concluded that lattice oxygen extraction causes the slow deactivation 
ofTiO2. Water did not re-oxidize TiO2 in their experiments, even during UV illumination. One 
possible reason for the higher PCD rate on Pt/TiO2 is that formic acid decomposition does not 
require lattice oxygen removal since H2 forms through Eq, 4.7 preferentially over H2O formation 
by Eq. 4.5. The Pt acts as a site for hydrogen atoms to recombine to H2, which then desorbs. The 
rate-limiting step for formic acid PCD on Pt/TiO2 would then likely be either formic acid or 
formate decomposition because formic acid adsorption (Eq. 4.1) and H2 formation on Pt (Eq. 
4.7) are rapid [51].  
Water has varying effects on steps 4.1 - 4.7. The reaction mechanism on TiO2 and 
Pt/TiO2 are the same through Eq. 4.3, and thus water would have the same effect on steps 4.1-4.3 
on Pt/TiO2.  From IR and TPD, water displaces formic acid on TiO2, making the adsorption of 
formic acid in step 4.1 more difficult. Water may increase the decomposition rate of formic acid 
to formate (Eq. 4.2),  as suggested by the DFT calculations of Vittadini et al [14]. Water may 
also speed up formate decomposition (Eq. 4.3). The IR studies showed that water appeared to 
perturb the structure of adsorbed formate, perhaps to a more reactive form, e.g., through the 
conversion of bidentate formate to monodentate formate as shown in step 4.8, with monodentate 
formate being more reactive, as discussed below.  
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On TiO2, Muggli et al. determined that water does not affect the rate of lattice oxygen 
extraction (Eq. 4.4), [49] and the desorption of water (Eq. 4.5) is rapid. On Pt/TiO2, water may 
increase the hydrogen transport rate to Pt (Eq. 4.6) if the hydrogen recombination rate is 
diffusion limited. Water’s affect on the hydrogen recombination rate and desorption from Pt (Eq. 
4.7) was not investigated, but this step is sufficiently fast that it should not be rate-limiting. 
Previous studies have also shown that UV exposure causes water to form hydroxyl radicals that 
may accelerate the  reaction [52, 53]. 
From characterization experiments and DFT calculations reported previously by Vittadini 
et al., water appears to influence both formic acid dissociation and formate decomposition on 
TiO2. There may be a larger effect on Pt/TiO2 because the rate limiting step is formic acid or 
formate decomposition, and on TiO2 it is the extraction of lattice oxygen. Liao et al. [9] reported 
that formic acid PCO was 53 times faster than formate PCO. This indicates the effect of water on 
formate decomposition may have a greater effect on the overall rate of PCD.  
The possible higher reactivity of monodentate carboxylates is supported by several 
previous studies.  Henderson et al. [54] determined that monodentate carboxylates are more 
reactive then bidentate carboxylates on TiO2 (110).  Using FTIR, Wu et al. [55] showed that the 
monodentate PCO rate is 1.5 times higher than the bidentate formate PCO rate for methoxy and 
ethoxy groups. These results are consistent with an accelerated reaction rate resulting from the 
conversion of bidentate formate to monodentate formate. Also, Miura et al. [56] determined that 
formate decomposes on NiO (111) by first changing from bidentate to monodentate, then 
formate rotating around the CO axis, and finally hydrogen atom transferring from the formate to 
the surface atom. If formate decomposes by the same mechanism on TiO2, the increased 
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conversion by water from bidentate to monodentate formate would increase the rate of formate 
decomposition.  
2.5  Conclusions 
Transient reaction studies showed that physisorbed water dramatically increased the rate 
of photocatalytic decomposition (PCD) on Pt/TiO2  and mildly increased the PCD rate on TiO2, 
whereas chemisorbed water did not. Infrared spectroscopy showed both molecular formic acid 
and bidentate formate on P25 TiO2 at room temperature. Water displaced formic acid and shifted 
formate COO- asymmetric and symmetric peaks, indicating a transition from bidentate formate 
to monodentate formate. This transition may relate to the increase in PCD rate. 
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Chapter 3 
Effect of Water on the Adsorbed Structure of Formic Acid on TiO2 
Anatase (101)  
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3.0 Abstract 
The effect of water on the adsorption of formic acid on the anatase (101) surface of TiO2 
was investigated with density functional theory.  These calculations showed that water co-
adsorbed with formic acid promotes O-H bond dissociation to produce formate ions, but that the 
details of this chemistry depend on the relative surface coverage of each species. For ¼ 
monolayer (ML) formic acid coverage, O-H dissociation required a 1:1 ratio of water to formic 
acid. For 1 ML formic acid coverage, O-H dissociation required 2 monolayers of water to 
stabilize the adsorbed formate species. The density functional theory calculations also indicated 
that water converts bidentate bridging formate to monodentate formate.   Comparisons to 
experimental data reveal that these transformations can have an important influence on 
elementary steps in the photocatalytic decomposition of formic acid on TiO2 and Pt/TiO2. 
3.1  Introduction  
Fundamental investigations of the surface chemistry of organic compounds on TiO2 
surfaces are of interest for a number of catalytic applications, including photocatalytic 
destruction of volatile organic compounds (VOCs).  A number of previous studies have shown 
that water (present as a solvent or in a humid vapor phase) can have a profound influence on 
catalytic reactivity. [1-7]  For example, we have recently shown that water co-dosed in the vapor 
phase can increase the rate of formic acid photocatalytic decomposition (PCD) on P25 TiO2 by 
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25%, and can increase the PCD rate by a factor of 8 on Pt/TiO2 [8].  The more pronounced rate 
acceleration on Pt/TiO2 was attributed to a change in the rate-determining step for formic acid 
PCD.  Whereas the slow step on unpromoted TiO2 was proposed to be abstraction of lattice 
oxygen for the water-forming reaction, the addition of Pt was found to provide a pathway for H2 
evolution so that the rate determining step became the decomposition of formic acid adsorbed on 
TiO2.  Similarly, water has been found to have significant effects on the PCD or photocatalytic 
oxidation (PCO) of several other compounds on TiO2; in some cases, water reduces catalyst 
activity through competitive adsorption with the reactant, while in other cases water accelerates 
the reaction through mechanisms that are not well-understood [9-15].  Thus, fundamental 
investigations of the role of water in altering the surface chemistry of simple organic molecules, 
such as formic acid, on TiO2 surfaces is of considerable interest. 
In the present contribution, a systematic density functional theory (DFT) investigation of 
how water affects formic acid adsorption was conducted by examining different coverages of 
water and formic acid. The behavior of co-adsorbed formic acid and water depend on their 
relative coverages. Secondary interactions, such as hydrogen bonding with both the surface and 
co-adsorbed species, influence the adsorption mode of a molecule on a metal oxide [16]. 
Vittadini el al. [17] used DFT to determine that water adsorbs dissociatively at ¼ monolayer 
(ML) on anatase (001). At water coverages of 1 ML and higher, molecular water is also present 
because all the surface titanium sites are filled with hydroxyls. The hydroxyls are either from 
water that dissociated on a surface titanium or from hydrogen adsorption on the surface oxygen; 
this breaks the bond between the surface oxygen and titanium atoms and creates a hydroxyl 
bound to the adjacent titanium atom. The molecularly adsorbed water forms two hydrogen 
bonds, one with a hydroxyl and the other with a surface oxygen. Using DFT, Gong et al. [18] 
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obtained different formate geometries depending on water coverage on anatase (001). At ½ ML 
water coverage, formic acid physisorbs because hydroxyls fill all surface Ti sites. At 1/6 ML 
water coverage, formic acid adsorbs as bidentate bridging formate, and at 1/3 ML water 
coverage, formic acid adsorbs as bidentate chelating formate due to site competition. Figure 1 
illustrates the formate structures of bidentate bridging (BB), bidentate chelating (B), and 
monodentate (M). 
 
For the work reported here. DFT was used to determine the effect of co-adsorbed water on 
adsorbed formic acid at different water and formic acid coverages on anatase (101) and in 
selected cases on rutile (110); these are the most stable anatase and rutile surfaces [18]. 
Comparisons are made to experimental investigations of the same chemistry, with frequency 
calculations used to facilitate interpretation of previously-reported infrared spectra.  
3.2  Methods 
3.2.1 Density Functional Theory Overview 
Density functional theory is a first principles (ab-initio) quantum chemistry technique 
used to calculate a variety of molecular properties including: molecular structures, vibrational 
frequencies, atomization energies, ionization energies, electric and magnetic properties, and 
reaction paths. The Schrödinger equation is the basis behind these calculations and is a 
 
Figure 1. Formate adsorption geometries. BB is bidentate bridging, B is bidentate 
chelating, and M is monodentate. 
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differential eigenvalue equation for the energy and wavefunction of a particular state [19] (Eq. 
2.1). H is the Hamiltonian operator, ψ is the wavefunction, and E is the total energy [19, 20]. 
Ηψ=Εψ   Eq. 2.1.1 
The Schrödinger equation can be solved for hydrogen atoms, but is too complicated for atoms 
larger then hydrogen due to electron-electron interactions. Before DFT, the Hartree-Fock method 
was often used to solve the Schrödinger equation for many-electron atoms using wavefunctions 
and is still used today [19, 21]. The many-electron wavefunctions of Hartree-Fock theory are 
replaced with electron density when using DFT. Hohenberg and Kohn showed that 
wavefunctions can be calculated from the electron density functional, n(r) [22]. DFT is 
advantageous over Hartree-Fock because it is computationally comparable, but includes electron 
correlation, which increases the accuracy of the calculations. Hartree-Fock methods such as 
configuration interaction, coupled cluster, and Moller-Plesset perturbation based methods do 
include the electron correlation but are computationally too costly to be a variable option for 
systems including a large number of atoms [21].  
Hartee-Fock solves the Schrödinger equation using the following Hamiltonian equation 
(Eq 2.1.2) [19, 20]. 
  Eq. 2.1.2 
Each term represents an individual operator for kinetic or potential energy; the term, 
is the kinetic energy operator;   is the operator for potential energy 
from electron-nuclei interactions; the  is the operator for potential energy from 
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electron-electron interactions. DFT uses Kohn-Sham equations, which have same structure of the 
Hartree-Fock equation with the non-local exchange potential replaced by the local exchange-
correlation potential. The exchange-correlation potential describes the effects of the Pauli 
principle and the Coulomb potential beyond a pure electrostatic interaction of the electrons. The 
exchange-correlation functional is the sum of the error made in using a non-interacting kinetic 
energy and the error made in treating the electron-electron interaction classically. For practical 
applications, the exchange correlation energy as a function of the density must be approximated. 
The local density approximation (LDA) is a function of the value for electron density, and has 
been used extensively in the past but does not describe the energetic of chemical reactions 
accurately. The generalized gradient approximation (GGA) overcomes this difficulty, and is a 
function of local density as well as on the spatial variation to increase the accuracy of 
calculations [23].  
The energy equation as a function of density is shown in eq. 2.2.3 [20].   
     E[ρ] = T[ρ] +U[ρ] + Exc[ρ]            2.2.3 
Where T[ρ] is kinetic energy; U[ρ] is potential energy from electron-nuclei and electron-
electron interactions; Exc[ρ] is the exchange-correlation energy, which estimates the energy 
resulting from electron exchange and correlation. The energy functional with the electronic 
interaction taken into account is shown in equation 2.2.4.   
        2.2.4 
                2.2.5 
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The energy equation becomes the first term being the kinetic energy, the second the 
interaction with the external potential, the third the electron-electron interactions, and last term is 
the exchange and correlation potential [19].  
3.2.2. Calculations for this work 
The Vienna Ab-initio Simulation Package (VASP) was used for DFT calculations [24, 
25]. VASP performs ab-initio quantum-mechanical molecular dynamics using pseudopotentials 
and a plane wave basis set. VASP uses the Kohn-Sham method of solving for the wave functions 
and electron density [24-26]. A repeated slab geometry modeled the TiO2 surface, with two 
anatase (101) slab sizes and a rutile (110) slab used in calculations. The large anatase slab 
consisted of a 2 x 2 unit cell, 2 layers thick, and contained 16 TiO2 units with the anatase (101) 
surface exposed. The slab dimensions were 1.02, 0.76, and 0.60 nm in the x, y, and z directions, 
respectively. The small slab contained 4 TiO2 units with the (101) surface exposed, and its 
dimensions were 0.51, 0.38, and 0.60 nm in the x, y, and z directions, respectively. Both slabs 
were separated by a vacuum of 2 nm. The rutile slab consisted of a unit cell three layers thick 
and contained 16 titanium atoms and 32 oxygen atoms. The slab dimensions were 0.65, 0.59, and 
1.26 nm in the x, y, and z directions. The rutile slab was separated by a vacuum of 3.0 nm. 
Ultrasoft pseudopotentials described electron-core interactions for Ti and O [27]. The 
generalized gradient approximation (GGA) was implemented using the PW91 potential. 
Molecules were adsorbed on the relaxed upper surface of the slab, and the slab’s lower half 
remained fixed. All calculations used a cutoff energy of 33 MJ/mol (25 Rydbergs) and a 5 x 5 x 
5 Monkhort-Pack k-points mesh. Adsorption energies, equilibrium structures, and vibrational 
frequencies were calculated for adsorbed water, formic acid, and formate. Subtracting the 
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energies of the relaxed bare slab and the gas-phase molecule from the energy of the adsorbate-
covered slab results in a computed molecular adsorption energy: 
 Eorganic ads = Eorganic+slab - Eslab - Eorganic 
A new energy for the hydrated slab was calculated for all water coverages. To calculate the 
adsorption energy for formate, an H atom was removed from formic acid and adsorbed on the 
2c-O of the slab. The energies of the hydrated surface and the gas-phase molecule were 
subtracted from the energy of the hydrated, adsorbate-covered slab: 
 Eorganic ads = EHydrated organic+slab - EHydrated slab - Eorganic 
The starting configurations for formic acid, formate, and water were determined by examining 
previous studies, approximating where bonding may occur, and varying adsorption geometries to 
increase the probability of detecting the lowest energy structures. 
3.3  Results and Discussion  
3.3.1 Formic acid adsorption  
In agreement with previous literature, DFT calculations indicated that molecular 
adsorption of formic acid was thermodynamically favored over dissociative adsorption on 
anatase (101) [16]. Calculations used the trans formic acid configuration, which is more stable 
than the cis configuration [16, 28]. The adsorption energy of molecular formic acid was 
computed to be -91 kJ/mol at ¼ ML coverage. Monodentate and bidentate formate at ¼ ML 
coverage were less stable, with adsorption energies of -20 and -48 kJ/mol, respectively. This 
agrees with the results of Vittadini et al., who modeled formic acid at ¼ coverage on anatase 
(101) [16]. In our calculations, monodentate formate spontaneously produced formic acid when 
optimized close to a coadsorbed H atom. Thus, the H had to be placed at a remote location on the 
slab for formate calculations to converge. The bidentate chelating structure was found to be 
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unstable and converged to monodentate formate.   Coordinatively-unsaturated ions, 5c-Ti and 2c-
O, and fully-coordinated ions, 6c-Ti and 3c-O, make up the anatase (101) surface. Adsorption 
occurs on the more reactive 5c-Ti and 2c-O sites [16]. Formic acid molecularly adsorbed through 
the carbonyl oxygen (Lewis base) to a surface 5c-Ti (Lewis acid). Formic acid may 
preferentially bond through the carbonyl group because the carbonyl is a stronger Lewis base 
then the hydroxyl group. Hydrogen bonding between the hydroxyl proton and 2c-O also played 
an important role in stabilizing this structure. Figure 2 illustrates adsorption structures for formic 
acid (2a) and monodentate (2b) and bidentate (2c) formate, and Table 2 summarizes adsorption 
energies. 
 
The optimized geometry and adsorption energy of adsorbed formic acid did not depend 
on coverage from ¼ to 1 ML due to a lack of interaction between the adsorbed molecules. 
Formic acid adsorption was modeled on a 48-atom slab with four 5c-Ti adsorption sites available 
for bonding. The adsorption energy was -91 kJ/mol at ¼ ML coverage, and -92 kJ/mol at 1 ML 
coverage. Adsorption of formic acid in a dimer form was less stable, with an adsorption energy 
of -59 kJ/mol.  
 
Figure 2. DFT-optimized geometries of a) molecular formic acid, b) monodentate formate 
c) bidentate bridging formate adsorbed on TiO2 anatase (101) at ¼ ML coverage. Light 
grey and black (red) represent Ti and O atoms for the slab. For formic acid, dark grey 
represents C, black (red) is oxygen, and white is hydrogen.  
b)
c)
a)
1.4 Å
2.1  Å 1.9 Å 2.1 Å
1.0Å 1.0Å
2c-O
6c-Ti
5c-Ti
3c-O
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Exploratory DFT calculations were also performed on the rutile (110) surface to 
determine if the trends observed for formate adsorption on anatase (101) may be more general, as 
discussed in further detail in the following sections.  Bidentate formate (adsorption energy of -
102 kJ/mol) is more stable then monodentate formate (-30 kJ/mol) on the rutile (110) surface 
(Fig. 3a and b).  
 
 
This agrees with findings by Rotzinger et al. [29] that formate adsorbs on rutile (110) TiO2 as 
bidentate formate.   
DFT frequency calculations were performed for molecular formic acid and for bidentate 
and monodentate formate at ¼ ML coverage for comparison with formate adsorption peaks in 
the IR spectra. These calculations were performed on the anatase (101) surface, although formate 
likely forms on defect sites or other surfaces, as discussed above. The chelating geometry is less 
stable than the other two formate forms, so this configuration was not examined. Table 1 
 
Figure 3. DFT-optimized geometries of a) bidentate bridging formate b) 
monodentate formate adsorbed on TiO2 rutile (110) at ¼ ML coverage. Light 
grey and black (red) represent Ti and O atoms for the slab. For formic acid, 
dark grey represents C, black (red) is oxygen, and white is hydrogen.  
b)a)
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summarizes the results of these calculations and compares them to recently-published IR spectra 
collected after adsorption of formic acid on P25 TiO2.  
Table 1. Vibration frequencies from FTIR and VASP of formic acid molecularly and 
dissociatively adsorbed on TiO2 
Assignments IR on P25 TiO2 [ 8] DFT 
 HCOOH HCOOH and 
H2O 
Formic 
Acid 
Monodentate 
Formate 
Bidentate 
Formate 
Monodentate Formate w/ 
H2O 
COO and CH Formate 2945 2945     
CH Formic Acid 2921 2921 3012    
CH Formate 2867 2861  2900 2935 2882 
C=O p-Formic Acid 1787      
c-Formic 1675  1651    
COO- asym, MM formate  1565  1504  1696 
COO- asym, BB formate 1550 1550   1494  
COO- sym, BB formate 1378 1378   1327  
COO- sym, M formate 1360 1360  1342  1157 
CH Formate 1323 1323  1359 1363 1340 
CO or CH c-Formic Acid 1263  1352    
CO or CH p-Formic Acid 1105  1259    
ac denotes chemisorbed and p denotes physisorbed 
 
The CH or OH stretching frequencies from formic acid and formate averaged 6 ± 3% 
higher than the IR values. The calculated C=O and COO- frequencies averaged 3 ± 1% lower 
than IR values. Vibrations with hydrogen bonding modes have been shown to cause greater 
errors in DFT frequency calculations because DFT generally overestimates the hydrogen bond 
strength [30]. The DFT calculations treat hydrogen as a classical particle as opposed to a 
quantum particle; this decreases the average bond length [31, 32]. The bond energy 
overestimation causes an IR frequency overestimation.  
Because of this systematic error, differences in vibrational frequencies were used for 
comparison. Previous researchers have tracked the difference between the asymmetric and 
symmetric COO stretching modes (∆vas-s) of formate to distinguish between monodentate and 
bidentate formate  [33, 34].  The value of ∆vas-s for bidentate formate was 167 cm
-1, which is 
comparable to the IR result of 172 cm-1. The ∆vas-s for monodentate formate was 356 cm
-1. This 
helps confirm that bidentate formate is on the P25 surface.  However, we note that the 
predominant adsorption mode for formic acid on P25 TiO2 was found to be the intact molecule, 
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in line with our calculations here that formic acid adsorption is more stable than either formate 
binding mode.  As shown below, the presence of water can change this preference.    
3.3.2 Effect of water on formic acid adsorption 
Density functional theory calculations indicated that the relative stabilities of formic acid 
and the various formate configurations on anatase (101) depended strongly on the water 
coverage. Water adsorbs molecularly on the anatase (101) 5c-Ti sites in a chemisorbed state with 
an adsorption energy of -65 kJ/mol. Previous STM and XPS studies [35,36] and DFT 
calculations [17, 37] also show molecular (non-dissociative) adsorption of water, and the 
adsorption energy computed here agrees with previous DFT calculations [17, 37].  As discussed 
below, additional water beyond that necessary to complete the monolayer results in formation of 
additional, physisorbed layers.  When ¾ ML of water was added to a surface that had ¼ ML 
formic acid, the adsorption energy of formic acid decreased from -91 to -77 kJ/mol. Water also 
decreased the formic acid dimer’s stability from -59 to -46 kJ/mol for each formic acid molecule. 
Although water destabilized formic acid, it increased the stability of monodentate formate from  
-20 to -86 kJ/mol. The dissociated state became more stable than the molecular state because 
hydrogen bonding stabilized the formate structure. Water and the hydrogen on 2c-O formed 
hydrogen bonds with the oxygen of formate at distances of 0.18 and 0.14 nm (Fig. 4).  
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The bidentate formate adsorption energy of -48 kJ/mol did not change with water addition 
because both formate oxygen atoms bonded to surface 5c-Ti atoms (Fig. 5).   
 
Figure 4. DFT-optimized geometry of ¼ ML monodentate formate coadsorbed with ¼ 
ML water on anatase (101). Light grey and black (red) represent Ti and O atoms for the 
slab. For formic acid, dark grey represents C, black (red) is oxygen, and white is 
hydrogen.  
 
0.14 nm
0.21 nm
0.18 nm
2c-O
5c-Ti
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The bidentate chelating structure was not stable with water addition, and became monodentate 
formate with one oxygen bonded to 5c-Ti at a distance of 0.20 nm compared to 0.21 nm without 
water.  The adsorption energies are summarized in Table 2.  
Table 2. Adsorption energies of formic acid with and without water on anatase (101). 
 
HCOOH 
Coverage, ML 
Water 
Coverage, ML 
Adsorption Energya 
kJ/mol 
Type of Adsorption 
¼ 0 -91 Molecular 
1 0 -92 Molecular 
¼ ¾ -77 Molecular 
¼ 0 -20 M Formate 
¼ 0 -48 BB Formate 
¼ ¾ -86 M Formate 
¼ ¾ -48 BB Formate 
½ 0 -59 Dimer 
½ ¾ -46 Dimer 
1 1 -58 Dissociative 
1 1 -77 Molecular 
1 2 -63 Dissociative 
1 2 -20 Molecular 
aAdsorption energies are for formic acid and formate with the dissociated hydrogen 
included 
As an exploratory probe of how varying surface structures alter the effect of water on 
formic acid adsorption and dissociation, similar calculations were performed on rutile (110).  
 
Figure 5. DFT-optimized configuration of a) chemisorbed water with 1 ML water 
on antase (101). Light grey and black (red) represent Ti and O atoms for the slab. 
For formic acid, dark grey represents C, black (red) is oxygen, and white is 
hydrogen.  
0.22 nm
5c-Ti
0.19 nm
0.14 nm
2c-O
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Water also increased the adsorption energy of monodentate formate from -30 to -58 kJ/mol. 
Water stabilized monodentate formate on rutile in the same way as on anatase (101), with 
hydrogen bonding between the hydrogen from water to the formate oxygen (Fig. 6).  
 
Gong et al. [18] studied co-adsorption of water and formic acid on anatase (001). Water was 
found not to stabilize monodentate on the unreconstructed surface, apparently because the 
formate oxygen is already hydrogen bonding with the H on the 2c-O without water present.  
Also, anatase (001) reconstructs under UHV conductions, with the surface energy for the 
reconstructed surface half that of the unreconstructed structure.  Monodentate formate was 
stabilized on the surface ridges of the reconstructed surface where a hydrogen bond (0.16 nm) 
formed between the 2c-O-H and oxygen of formate, which was binding to 4c-Ti, and 
monodentate formate was observed on the surface ridges from STM images.  Thus, an overall 
picture emerges that a surface capable of extensive hydrogen bonding results in preferential 
stabilization of monodentate formate over bidentate formate.  
 
 
Figure 6. DFT-optimized geometry of ¼ ML monodentate formate coadsorbed with 
¼ ML water on rutile (110). Light grey and black (red) represent Ti and O atoms for 
the slab. For formic acid, dark grey represents C, black (red) is oxygen, and white is 
hydrogen.  
Formate
0.15 nm
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The water coverage was varied from ¼ to 2 ML to determine how water coverage affects 
the dissociation of ¼ ML formic acid on anatase (101).   Formic acid molecularly adsorbed on 
the 5c-Ti on a 48-atom unit cell, and water coverage was varied by adsorbing water on the three 
remaining 5c-Ti sites and then placing water in a disordered, liquid-like state. Formic acid 
dissociated to produce monodentate formate at all water coverages with the hydroxyl hydrogen 
transferring to the 2c-O site to form a 0.11-nm OH bond. The carbonyl oxygen remained bonded 
to the 5c-Ti atom at a distance of 0.21 nm, and water formed hydrogen bonds with the hydroxyl 
oxygen at a distance of 0.18 nm (Fig. 4). Due to the strength of the carbonyl oxygen bond to the 
5c-Ti atom, hydroxyl dissociation required stabilization by hydrogen bonding.  
To investigate whether water promoted dissociation of higher coverages of formic acid, 
water coverages were varied from 1 to 2 ML on 48-atom and 12-atom slabs onto which one 
monolayer of formic acid was preadsorbed. The use of the 12-atom slab (the minimum unit cell) 
forced all formic acid or formate adsorbates to adopt the same geometry. For the 48-atom slab (a 
2x2 unit cell), on the other hand, the four formic acid molecules in the unit cell were free to take 
on different geometries. Initial geometries were varied by starting with either formate or 
molecular formic acid adsorbed and changing bonding positions. Mixed molecular and 
dissociative formic acid adsorption was seen on the 48-atom slab at 1 ML formic acid and 1 ML 
water coverage. In the most stable adsorbed configuration, monodentate formate bonded to 5c-Ti 
and the remaining three formic acids adsorbed molecularly to a 2c-O through the hydroxyl group 
hydrogen. Three waters adsorbed on the 5c-Ti sites, and the remaining water adsorbed through 
its hydrogen to a 2c-O. Hydrogen bonding between water and the carboxyl oxygen (distances of 
0.16 nm to 0.19 nm between molecules) stabilized the molecularly-adsorbed formic acids. These 
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results suggest that the extent of formic acid decomposition may be limited at high coverage with 
1 ML of water present. 
Calculations on the minimal 12-atom slab showed that a second water layer was needed 
to dissociate formic acid at 1 ML coverage. With one water monolayer, the adsorption energy of 
molecular formic acid was -77 kJ/mol, which is higher than the -58 kJ/mol for dissociated formic 
acid, indicating that molecular adsorption was favored. As shown in Fig. 7a, water preferentially 
adsorbed on the 5c-Ti site, and formic acid molecularly adsorbed through the hydroxyl group 
hydrogen to the surface 2c-O. The carbonyl oxygen atom bonded to a hydrogen atom from 
water. In a variation of starting configurations for molecular formic acid adsorption, formic acid 
was placed on 5c-Ti sites with water adsorbed through hydrogen interactions with surface 
oxygens. Formic acid remained molecularly adsorbed with an adsorption energy of -57 kJ/mol. 
The water was displaced to the second layer (Fig 7b). Without water present, formic acid 
molecularly adsorbed through the carbonyl O to the 5c-Ti. Thus, surprisingly, the configuration 
in Fig. 7b was less favorable than that in Fig. 7a. Water stabilization of the structure in Fig. 7a 
may play a role in this result.  
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In contrast, a second water layer promoted formic acid dissociation due to stabilization 
through hydrogen bonding. Water blocked the 5c-Ti atom used for formic acid adsorption 
through the carbonyl oxygen and created the need for additional stabilization. With two water 
layers, the adsorption energy of formate was -63 kJ/mol, and thus it was significantly more stable 
than molecularly formic acid with an adsorption energy of -20 kJ/mol. The two configurations 
are shown in Fig 8.  
 
Figure 7. DFT-optimized configurations of a) chemisorbed water with 1 ML formic 
acid and b) physisorbed water with 1 ML formic acid on anatase (101). Light grey and 
black (red) represent Ti and O atoms for the slab. For formic acid, dark grey represents 
C, black (red) is oxygen, and white is hydrogen. 
a)
b)
62 
 
 
 
 
Two water layers induced dissociation because the second water layer stabilized formate by 
forming hydrogen bonds with the oxygen atoms from the hydroxyl and carbonyl. The addition of 
the second water layer also caused the first water layer to dissociate to a hydroxyl and a 
hydrogen.  
Because the formation of surface hydroxyls appears to be key for this chemistry, the 
effect of adsorbed hydroxyls on formic acid adsorption was also examined. When 1 ML formic 
acid was co-adsorbed with a hydroxyl, molecular formic acid was favored with an adsorption 
energy of -73 kJ/mol. One ML of formate co-adsorbed with an hydroxyl was unstable with a 
adsorption energy of 61 kJ/mol. This confirmed that formic acid dissociation required hydrogen 
bond stabilization, and not simply a hydroxyl group.   
 In summary, DFT calculations indicate that at ¼ ML, formic acid dissociates with one 
co-adsorbed water layer, and 1 ML formic acid dissociates with two co-adsorbed water layers. A 
second water layer induced formic acid dissociation at 1 ML coverage by creating a liquid-like 
state with extensive hydrogen bonding between water and formic acid. The need for physisorbed 
 
 
Figure 8. DFT-optimized configurations of a) 1 ML formate with 2 water layers b) 1 
ML molecular formic acid with 2 waters layer on anatase (101). Light grey and black 
(red) represent Ti and O atoms for the slab. For formic acid, dark grey represents C, 
black (red) is oxygen, and white is hydrogen.  
0.26 nm
0.11 nm
0.13 nm
0.15 nm
0.19 
nm0.10 nm
0.16 nm
0.18 nm
0.15 nm
0.22 nm
a)
b)
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water to dissociate formic acid at high coverages is consistent with the increase in the formic 
acid PCO rate seen at higher water coverages by Liao et al. [9], and the increase of the formic 
acid PCD rate in the presence of physisorbed water in our studies.  
These DFT results predict formic acid dissociation with water addition, but additional 
stable adsorbed formate was not observed after water addition to formic acid-covered P25 TiO2 
in experimental studies [8]. During IR measurements, water displaced nearly all the formic acid 
from the TiO2 surface so that formate (presumably adsorbed on defect sites or other surface 
planes) was the primary species remaining. This is commonly seen with water addition to an 
organic-covered surface, even if the organic forms stronger bonds to the surface than water.  
Muggli et al.[38] showed that water displaces formic acid, and Backes et al. [39] showed that 
water displaces acetic acid on P-25 TiO2.  Henderson et al. [1, 40] determined that water 
displaces acetone on rutile TiO2 due to dipole-dipole repulsions between adsorbed acetone 
molecules.  The DFT calculations indicated that formic acid has a relatively weak adsorption 
energy of -91 kJ/mol, and thus, it could be displaced by water at room temperature. Any 
additional formate formed by water with an adsorption energy of -86 kJ/mol would also likely be 
displaced by water and not detected experimentally.   Adsorption energies for bidentate formate 
were calculated by Gong et al. [18] to be -151 kJ/mol on anatase (001) and by McGill et al. [41] 
to be -153 kJ/mol on rutile (011).  These significantly stronger adsorption energies suggest that 
formate adsorbed on less abundant surfaces may have a higher kinetic barrier for displacement 
by water. 
On the other hand, stabilization of monodentate relative to bidentate formate by water 
adsorption, as predicted by DFT, may be consistent with the previous experimental on P25 TiO2 
measurements that showed a shift in the positions of the symmetric and asymmetric COO- 
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stretching modes after adsorption of water [8].  Comparisons are complicated by the fact that the 
remaining formate is likely to be adsorbed on surfaces other than anatase (101); however, the 
exploratory calculations on other surfaces presented above indicate that the trend of monodentate 
stabilization through hydrogen bonding with water may be a general one.  The ∆vas-s for COO- 
was calculated to be much larger for monodentate (356 cm-1) than bidentate (167 cm-1) formate 
in the absence of water, and FTIR with water added showed a ∆vas-s of 205 cm
-1 (Table 3).  
 
Table 3. COO- ∆vas-s from DFT on anatase (10) and experimental IR on P25 TiO2. 
Adsorption DFT ∆vas-s 
cm-1 
IR ∆vas-s 
cm-1 on P25 
TiO2 [8] 
Bidentate 167 172 
Monodentate 356  N/A 
Monodentate with 
water 
162 205 
 
To explore the formate COO- frequency shift seen with IR, vibrational frequencies were 
calculated for monodentate and bidentate formate with three co-adsorbed water molecules. The 
addition of coadsorbed water caused a dramatic shift in the monodentate formate ∆vas-s value, 
from 356 cm-1 without water (peaks at 1696 and 1157 cm-1) to 162 cm-1 with three waters (peaks 
at 1504 and 1342 cm-1). Water stabilized the structure by forming hydrogen bonds with the 
formate oxygen, and this likely caused the decrease in ∆vas-s. Thus, a water-induced transition 
from bidentate to monodentate formate would not be expected to be accompanied by a large shift 
in the ∆vas-s value, consistent with experimental results, because the ∆vas-s value calculated from 
DFT for monodentate with water is similar to bidentate formate.  However, because of the 
similar ∆vas-s values computed for monodentate and bidentate formate, the limited accuracy of 
these calculations [31, 32], and the difference in substrates (anatase(101) versus P25 TiO2) it is 
not possible to conclusively ascribe the experimentally-observed frequency shifts as being due to 
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a conversion of bidentate to monodentate formate; rather, it is simply noted that such a 
conversion (suggested by the DFT calculations) is not inconsistent with the experimental data.  
3.3.3 Implications for photocatalysis 
The calculations reported here have primarily been conducted on the anatase (101) 
surface, along with some exploratory results for rutile (110).  Much of the experimental work 
probing the effects of water on photocatalytic rates has been conducted on high surface area 
materials (in particular P25 TiO2) with numerous exposed crystal planes and even multiple 
crystalline phases.  Thus, one must use extreme caution in making precise links between 
experimental measurements on high surface area materials and the single crystal results reported 
here.  Nevertheless, these DFT calculations indicate general trends that may be important in the 
promotion of formic acid photodecomposition over TiO2. 
One effect of water is to stabilize monodentate formate relative to adsorbed formic acid, 
potentially promoting the dissociation reaction: 
HCOOH → HCOO + H 
This reaction is typically invoked as the initial bond-breaking step in formic acid PCD [42-44].  
Thus, water may increase the rate of this step through the formation of favorable hydrogen-
bonding interactions with the product of this step, formate.  Additionally, water appears to 
stabilize monodentate formate relative to bidentate formate on the surface by providing 
stabilizing hydrogen-bonding interactions that allow bidentate formate to break one of its 
interactions with the surface.  Previous investigations have indicated that the decomposition of 
formate occurs more rapidly for monodentate formate than bidentate formate [45-46].  Thus, 
water may accelerate the rates of key elementary steps in formic acid decomposition in at least 
two ways.  In addition, the coadsorption of water and formic acid causes the formation of 
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hydroxyl species on the surface, which can themselves serve as strong oxidizing agents in the 
photocatalytic reactions. 
 Finally, it is noted that the results reported here indicate a strong dependence of the effect 
of water on the coverage of both water and formic acid.  While making direct comparisons 
between the limiting cases probed in this work and experimental measurements on high surface 
area TiO2 is difficult, these results may suggest that a limited coverage of formic acid is 
convertible to formate through promotion by water, perhaps accounting for the substantial 
desorption (rather than total decomposition) of formic acid after water adsorption. 
3.4  Conclusions 
Density functional theory (DFT) calculations indicated that formic acid adsorbed 
molecularly on a dry anatase (101) surface, but dissociated to monodentate formate when water 
adsorbed, depending on formic acid and water coverages. At 1 ML formic acid coverage, 
dissociation required 2 ML of water, but as at ¼ ML formic acid coverage, dissociation required 
only ¼ ML of water. Adsorption of water also resulted in a change in the most stable adsorption 
geometry of formate from bidentate to monodentate.  These changes in the adsorbed structure of 
formic acid and formate may relate to experimentally-observed increases in PCD rate after 
addition of water. 
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Chapter 4 
Effects of Water and Formic Acid Adsorption on  
the Electronic Structure of Anatase TiO2 (101) 
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4.0  Abstract 
 Water increases the photocatalytic oxidation (PCO) and decomposition (PCD) rates of 
formic acid on TiO2. To identify possible electronic origins for the rate increases, the effects of 
adsorption of combinations of key adsorbates (hydrogen, hydroxyl, water, formic acid, formate) 
on anatase TiO2 (101) were investigated using density functional theory. The adsorption site and 
strength of bonds formed play key roles in altering the electronic structure to affect reactivity. 
Adsorption of hydrogen and water through the 2c-O atom decreased the reducing power of the 
surface, and adsorption of hydroxyls through the 5c-Ti atom increased the reducing power. The 
adsorption of water, formic acid, and monodentate and bidentate formate through the 2c-O and 
5c-Ti atoms also had varying effects on the positions of the valence and conduction band edges, 
depending on the strength of the bonds formed. Water co-adsorption decreased the strength of 
the adsorbates bonds with the surface atoms, thus reducing the adsorbate’s effects. For 
monodentate formate, water co-adsorption increased the reduction potential of the TiO2 surface, 
and this increases the photocatalytic reaction rate by decreasing electron-hole recombination.  
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4.1. Introduction 
Water, which is usually present during photocatalytic reactions, can promote or inhibit 
reaction rates [1-7]. Thus, how water affects the reactivity of species adsorbed on TiO2 is of 
interest. Multiple studies show that water increases photocatalytic oxidation (PCO) and 
decomposition (PCD) rates of organics on TiO2 and Pt/TiO2, but the mechanism for these 
increases remains unclear [8-11]. Liao et al., using IR spectroscopy, showed that the rates of 
formic acid and formate PCO increased by a factor of two in the presence of water[8].  We 
showed previously that water increases the formic acid PCD rate by a factor of eight on Pt/TiO2 
and a factor of 1.25 on TiO2 [12]. The greater increase on Pt/TiO2 was attributed to a change in 
rate-determining step from lattice oxygen atom abstraction on TiO2 to organic decomposition on 
Pt/TiO2. One possible mechanism for the rate increases is that water changes the geometric and 
electronic structures of adsorbed formic acid and formate on TiO2. In previous studies, density 
functional theory (DFT) simulations indicated that ¼ ML of water induces the dissociation of 
formic acid (¼ ML coverage) [13], and 2 ML of water induces dissociation of formic acid at 1 
ML coverage. The 2nd layer of water induces dissociation of the 1st layer water, and this creates 
OH groups [14]. Infrared spectroscopy measurements on Degussa P25 TiO2 showed that water 
shifted the formate COO- asymmetric and symmetric stretching peaks, indicating a possible 
transition from bidentate to monodentate formate [12]. This transition may explain the rate 
increase seen with water if photoreactivity is a function of the formate binding mode.  
Photocatalytic reactions take place when UV light excites an electron from the valence to 
the conduction band, creating an electron-hole pair [15]. The band gap energy (Eg), the energy 
difference between the conduction band minimum (CBM) and the valence band maximum 
(VBM), influences the photocatalytic reaction rate [16]. The band gap determines the minimum 
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photon energy required to excite an electron from the valence to the conduction band. The 
position of the CBM governs the reducing ability of photoexcited electrons after thermalization 
of any excess energy above the CBM, and the position of the VBM governs the oxidizing ability 
of the holes after thermalization of any excess energy "above" the VBM [17, 18]. Increasing the 
oxidation and reduction rates decreases the rate of electron-hole recombination, and this 
increases the photocatalytic rates [19, 20].  
Good photocatalytic materials have a band gap large enough to straddle the redox 
potential of the reaction to be catalyzed with sufficient excess energy to supply the overpotential 
of both the reduction and oxidation reactions. Thus, to dissociate water into hydrogen and 
oxygen, the band gap must be sufficiently greater than 1.23 eV to supply the reaction (redox 
potential) and activation energies (over potentials), but not so large that the catalyst only absorbs 
a small fraction of the solar spectrum [21]. Consequently, a smaller band gap, even if larger than 
the redox potential of the reaction, does not necessary lead to higher reactivity. For example, the 
anatase structure of TiO2 has a larger band gap than the rutile structure (3.2 eV compared to 3.0 
eV), but anatase TiO2 is a better photocatalyst. The lower reactivity of rutile has been attributed 
to its more positive CBM (Fig. 1 [22-24]), because photoelectrons at the CBM have lower 
reducing potential, which reduces the oxygen reduction rate [25, 26].  
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Anatase’s more negative CBM accounts for its higher PCO activity. The VBM of anatase and 
rutile are at 2.52 V, which is sufficiently deep to give the resulting positive holes ample 
oxidation potential [16, 22].  
Changing anatase’s CBM potential relative to the overpotential required for reactions can 
change photocatalytic rates [17, 25, 27, 28]. Adsorbates alter the electronic structure of the 
surface and adsorbed reactants [29-31], and water’s enhancement in photocatalytic activity may 
be due to a change in the electronic structure of the surface. Previous studies correlated changes 
in the CBM and VBM positions due to doping and adsorption of F- and OH- ions with increases 
or decreases in photoreactivity [19, 25, 27, 32]. Increased photocatalytic rates due to water are 
not related to a decrease in the bandgap because previous studies, which showed the 
photocatalytic rate increase with water, used UV light of sufficient energy to excite electrons at 
the original anatase bandgap [8, 12].  
 
 
Figure 1. Position of valence and conduction band edges for anatase and rutile TiO2 vs. the 
standard hydrogen electrode (SHE) at a pH of 7. The hydrogen, oxygen, formic acid, formate, 
and water potentials are shown. 
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The current study, using DFT simulations, examined how adsorbed formic acid, formate, 
water, hydroxyls, and hydrogen individually and in combination affected the electronic structure 
of anatase (101) TiO2, which is the most stable and abundant anatase surface [33].  Simulations 
of the TiO2 surface with bidentate and monodentate formate and co-adsorbed water were also 
conducted to determine the more reactive species during photocatalysis. Formic acid was 
selected because it is a relatively simple molecule, and water increases its photocatalytic rate [8]. 
Water is also a reaction product in photocatalytic reactions. The effect of adsorbed hydrogen was 
investigated because H atoms form when organics, such as formic acid, dissociate during 
photocatalysis [13, 34]. Hydroxyls are also commonly observed on the surface during 
photocatalysis [8, 35]. Valence and conduction band energies and positions versus SHE, charge, 
and bond distance changes were calculated and compared to previously reported photocatalytic 
reaction rates. 
4.2. Computational Methods  
DFT simulations were performed using the Vienna Ab-initio Simulation Package (VASP) 
[36, 37]. Periodically repeated slabs of two sizes were used to model the TiO2 surface (101) 
surface with the larger surface shown in Fig. 2a. The larger slab consisted of a 2 x 2 unit cell, 2 
layers thick, and contained 16 TiO2 units to create the anatase (101) surface. The slab dimensions 
were 1.02, 0.76, and 0.60 nm in the x, y, and z directions, respectively. The smaller slab 
contained four TiO2 units with the (101) surface exposed, and its dimensions were 5.1, 3.8, and 
6.0 Å in the x, y, and z directions, respectively. Both slabs were separated by a vacuum gap of 20 
Å. Ultrasoft pseudopotentials were used to replace the core electrons with an electron-core 
interaction potential for Ti, O, and C atoms [38]. The generalized gradient approximation (GGA) 
was implemented using the PW91 functional. Molecules were adsorbed on only one surface of 
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the slab, which was relaxed while the slab’s opposite surface remained fixed. All calculations 
used a cutoff energy of 33 MJ/mol (25 Rydbergs) and a 5 x 5 x 5 Monkhorst-Pack optimized k-
point mesh. These parameters were chosen to minimize computational time after varying both 
parameters to determine that convergence was obtained. Adsorption energies and equilibrium 
structures were calculated for adsorbed water, hydroxyls, hydrogen, formic acid, and formate. 
Subtracting the energies of the relaxed bare slab and the gas-phase molecule from the energy of 
the adsorbate-covered slab resulted in a computed molecular adsorption energy: 
  Eorganic ads = Eorganic+slab - Eslab - Eorganic 
The starting configurations for formic acid, formate, and water were determined by examining 
previous studies to estimate where bonding may occur, and by varying adsorption geometries to 
increase the probability of detecting the lowest energy structures. 
The electronic density of states (DOS) and projected density of states (PDOS), which are 
for single atomic orbitals, were calculated for individual TiO2 surface and bulk atoms. The 
PDOS analysis included the 2p electrons for oxygen and 3d electrons for titanium. The PDOS for 
TiO2 are computed in eV in VASP. To compare the values to the electrode potentials of 
adsorbates, the energies were divided by the electronic charge to convert from eV to volts and 
plotted versus the SHE at a pH of 7. Atomic charges for TiO2 surface and bulk atoms and 
adsorbates were computed using a Bader charge analysis [39, 40]. The PDOS analysis revealed 
changes in the VBM and CBM due to adsorption. The more positive the valence band, the higher 
the oxidation potential (reactivity) and the more negative the conduction band, the greater the 
reduction potential (reactivity). The TiO2 slab with no adsorbates serves as a reference for all 
comparisons, unless otherwise stated.  
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3. Results 
3.1 Anatase TiO2 (101) electronic structure 
The bulk band gap for anatase TiO2 (101) was calculated to be 2.1 eV, which is 1.1 eV 
lower than the experimental value of 3.2 eV [41]. The underprediction of bandgaps by DFT, due 
to its inability to describe electron-hole pairs, is well known, and fundamental approaches to 
correct this problem require a quasiparticle treatment of the electron-hole pair such as that of the 
computationally-demanding GW method [42, 43]. Although the GGA DFT approach used here 
underpredicts the band gap of TiO2 by approximately 1 eV, the trends in the band energy shifts 
have been determined to be reasonably accurate [21, 44, 45]. Previous studies used band energy 
shifts to relate trends in band gaps. For instance, Mowbray et al. [21] used a DOS analysis to 
determine that boron- and nitrogen-doped TiO2 nanotubes have a smaller band gap than the 
undoped TiO2 nanotubes.  
The anatase (101) surface is composed of unsaturated ions, 5c-Ti and 2c-O, and saturated 
ions, 6c-Ti and 3c-O, as shown in Fig. 2a.  
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The unsaturated 5c-Ti and 2c-O atoms are more reactive than the saturated ions [13]. Titania 
forms d-p π dative (also called dipolar) bonds between the empty Ti-3d orbital and the lone pair 
from the O-2p orbital [46, 47], and these bonds are usually weaker than the σ bonds created with 
adsorbates on the surface. In a dative covalent bond, one atom provides both of the electrons. 
Adsorption generally dissociates these Ti-O dative d-p π bonds as adsorbates compete to form 
bonds involving either the O lone pairs or Ti d-orbitals involved in these d-P π bonds. The 
resulting redistribution of charge that this causes alters the electronic structure of the TiO2 
surface, the energy of the system, and the distance between the Ti and O atoms involved in the π 
bond. The CBM energy increases (becomes more negative) and the VBM energy decreases 
(becomes more positive) when the distance between Ti-O atoms increases [48].  
 
Figure 2. a) Anatase (101) TiO2 slab, light grey and black (red) are Ti and O atoms. b) PDOS plot 
for TiO2 surface atoms vs. the SHE in V. The dashed line is the 2s orbital for 2c-O, the solid line 
is the 2p orbital for 2c-O and the dotted line is the 3d orbital for 5c-Ti. 
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The PDOS calculated for anatase TiO2 (101) indicates that the valence electrons are 
distributed over two bands, as shown in Fig. 2b. The lower valence band is 1.6 V wide, and 
contains mainly contributions from O-2s orbitals, with smaller contributions from O-2p orbitals. 
The upper valence band is 5.0 V wide, and consists mainly of O-2p orbitals with a significant 
contribution from Ti-3d orbitals. The top of the valence band is mostly composed of O-2p 
orbitals. The conduction band width is 2.1 V, and consists mainly of Ti-3d orbitals with a small 
contribution from O-2p orbitals. The lowest part of the conduction band corresponds mainly to 
Ti-3d orbitals. These findings agree with previous studies [29, 44, 49]. The overlap of Ti-3d and 
O-2p orbitals in the valence and conduction bands indicate interactions between Ti and O atoms 
[44].  
3.2 Adsorbate effects on TiO2’s electronic structure 
3.2.1 Adsorbates that bind to 2c-O 
One monolayer of hydrogen atoms and ¼ ML of water adsorbed on the 2c-O atoms at 
bond distances of 1.0 Å and 1.9 Å, respectively (Fig. 3) were simulated to determine the effect of 
the co-adsorption of these species on the electronic structure.  
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Although this adsorption configuration is not the most favorable for water, it was simulated 
because it is adopted by water in the presence of some coadsorbates, as discussed below. 
Previous studies showed that hydrogen adsorbs on the 2c-O atom when dissociated from 
carboxylic acids [13, 34]. Hydrogen and water shifted the CBM (composed mainly of 5c-Ti-3d 
contributions) and VBM (composed mainly of 2c-O-2p contributions) to more positive values, 
i.e., lower energy (Figs. 4a and 4b), which is generally correlated with a decreased reduction 
potential and increased oxidation potential of the surface.  
 
 
Figure 3. a) Hydrogen and b) water adsorbed on 2c-O on anatase (101) TiO2. Light grey, black, 
and white shading represents Ti, O, and H atoms. 
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 The calculated band shifts are the result of stabilization of the 2c-O 2p and 5c-Ti 3d 
orbitals caused by the adsorption of hydrogen, which dissociated the d-p dative π bond to free an 
electron on the oxygen for bonding to the hydrogen, and the remaining electron stayed with the 
Ti. The VBM decreased in energy because the VBM consists of electron density of the highest 
occupied molecular orbital (HOMO), which in this case is the weakest bond, i.e., the d-p π Ti-O 
bond that dissociates. This is consistent with the concept that hydrogen atoms are added to 
HOMO orbitals, i.e., the electronic states at the VBM for a periodic system. Consequently, the 
VBM energy decreased (the oxygen 2p orbitals were stabilized) after this bond dissociated and 
the stronger O-H bond formed. The charge on the 2c-O decreased by 0.26 e because the O-H 
bond is polarized towards the O atom and when the d-p π bond dissociated, charges redistributed 
 
 
Figure 4. PDOS for for TiO2 surface atoms vs. the SHE in V with a) hydrogen and b) water 
adsorbed. The solid line is the 2p orbital for 2c-O, and the dotted line is the 3d orbital for 5c-
Ti. In the insert the arrows represent electron density redistribution driven by the adsorption 
of hydrogen. 
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to the oxygen. The new stronger O-H bond that formed involves one electron from hydrogen and 
only one electron from the oxygen. Electron density shifts towards the Ti atom due to the 
remaining electron on the Ti atom. This lowered the Ti atoms charge by 0.10 e. The CBM shifts 
to a lower energy because the weakened dative Ti-O bond decreases the overlap between the 2c-
O 2p and 5c-Ti 3d orbitals, and this leads to less repulsion between the orbitals and creates more 
stable 5c-Ti 3d orbitals. The 5c-Ti to 2c-O and 6c-Ti to 2c-O distances increased by 0.15 and 
0.33 Å, respectively.  
As expected, the hydrogen bond formed between water and the 2c-O atom is not as 
strong as the bond formed between atomic hydrogen and the 2c-O atom. The weaker bond 
resulted in a smaller effect on the TiO2 electronic structure, but still accounts for a significant 
shift in the VBM and CBM. These changes indicate that interactions between 2c-O atom and the 
H atom of an adsorbate have a large effect on the electronic structure. The increase in the VBM 
and CBM for hydrogen and water can be predicted by the decrease in charge on the 2c-O atom 
and increase in distance between the 2c-O and 5c-Ti and 6c-Ti atoms. The shorter the H-O bond 
distance and the greater the increase in Ti-O bond distance, the larger the shift in the VBM and 
CBM. Band positions, charges, bonding distances, and bond distance changes are in Table 1. 
Table 1. VBM, CBM, charge, and bond changes of TiO2 (101) with adsorbates. 
 
 VBM 
V 
CBM 
V 
2c-O 
∆q, e 
3c-O 
∆q, e 
5c-Ti 
∆q, e 
Bond 
dist 
O-5c-Ti 
Å 
Bond 
dist 
H-2c-O 
Å 
∆ 2c-O to 5c-
Ti 
Å 
∆ 2c-O to 6c-
Ti 
Å 
Bare slab 2.5 -0.7        
Hydroxyls 2.3 -1.4 +0.03 +0.12 +0.05 1.91 N/A 0.04 -0.03 
Water on 5c-Ti 2.5 -0.7 -0.06 0 +0.02 2.36 N/A 0.05 0.0 
Hydrogen 5.6 2.1 -0.26 -0.09 -0.10 N/A 1.0 0.15 0.33 
Water 2c-O 3.1 -0.2 -0.03 0 0 N/A 1.9 0.01 0.01 
¼ ML Formic acid 2.3 -1.1 -0.10 +0.01 +0.04 2.13 1.41 0.04 0.08 
1 ML formic acid 2.5 -0.7 -0.12 +0.04 +0.08 2.2 1.4 0.06 0.04 
¼ ML bidentate formate 2.7 -0.8 -0.32 +0.03 +0.04 2.10 1.0 0.16 0.27 
¼ ML monodentate 
formate 
3.2 -0.1 -0.32 +0.03 +0.04 1.91 1.0 0.15 0.20 
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3.2.2 Adsorbates that bind to 5c-Ti  
In the most stable configuration, 1 ML of hydroxyls adsorbed to a 5c-Ti atom at a 
distance of 1.91 Å (Fig. 5a), in agreement with previous findings [33, 50, 51]. This configuration 
was simulated to determine the effect on the electronic structure. Adsorption of 1 ML of 
hydroxyl increased the reducing power and decreased the oxidizing power of the TiO2 surface by 
shifting the surface CBM and VBM to more negative values (Fig. 5b), i.e., in the opposite 
direction from H-containing adsorbates on 2c-O.  
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The adsorption of hydroxyl dissociated the Ti-O d-p π dative bonds, and destabilized the 2c-O 
and 5c-Ti orbitals. Arrouvel et al. also reported that hydroxyls break surface Ti-O d-p 
π bonds[51]. The VBM energy increased as a result of decreasing overlap of the 5c-Ti to 2c-O 
 
 
Figure 5. a) Hydroxyls adsorbed on 5c-Ti on anatase (101) TiO2. Light grey, black, and white 
are Ti, O, and H atoms. b) PDOS for TiO2 surface atoms vs. the SHE in V with hydroxyl 
adsorbed. The solid line is the 2p orbital for 2c-O, and the dotted line is the 3d orbital for 5c-Ti. 
In the insert the arrows represent electron density redistribution due to hydroxyl adsorption. The 
increasing overlap between the O radical orbital and a Ti d-orbital drives electron transfer from 
the  Ti d-orbital back to the O 2p lone pair, dissociating the surface Ti-O d-p π bond. 
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atom, because the 2c-O orbitals no longer participate in dp-π bonds with the Ti atoms. The CBM 
energy increased because of less electron density on the 5c-Ti. For the 5c-Ti-O bond, the oxygen 
atoms surrounding the 5c-Ti atom contribute electron density to the bond because the hydroxyl 
only has one available electron and the 5c-Ti atom does not have any additional electrons for 
bonding. Electron density is drawn toward the hydroxyl from the surrounding O atoms and 5c-
Ti, as shown in the Fig. 5b insert. This is also indicated by the decrease in electron density on the 
2c-O, 3c-O, and 5c-Ti atoms by 0.03, 0.12, and 0.05 e, respectively, as shown in Table 1. The 
charge density decrease is associated with the weakening of the bonds [52]. 
Chizallet el al. [50] examined hydroxyl groups on anatase TiO2 using DFT and concluded 
that hydrogen bonding between the hydroxyl and hydrogen adsorbed on the 2c-O atom (formed 
from water dissociation) plays a major role in stabilizing hydrated systems. In our calculations, 
no hydrogen was present to stabilize the hydroxyl.  
3.2.3 Adsorbates that bind to 2c-O and 5c-Ti 
Water, formic acid, and monodentate and bidentate formate adsorb on both the 2c-O and 
5c-Ti atoms so that the upward shift in the bands associated with adsorbates binding to 2c-O 
atoms should compete with the downward shifts associated with adsorbates binding to 5c-Ti 
atoms. The structures of adsorbed species are depicted in Fig. 6. Band positions, charges, 
bonding distances, and bond distance changes are listed in Table 1. 
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At ¼ and 1 ML coverages, water preferentially adsorbed through the 5c-Ti atom with the 
oxygen forming a σ dative bond to the surface 5c-Ti with a bond length of 2.36 Å (Fig. 6a). At ¼ 
ML coverage, water formed two hydrogen bonds with bond lengths of 2.3 and 2.1 Å to two 2c-
Os. At 1 ML, these bond lengths were 2.2 and 2.9 Å. This agrees with the configuration 
determined by He et al., [53] who studied water adsorption on anatase (101) using STM and DFT 
and determined that water adsorbs molecularly on the 5c-Ti and bonds with the 2c-Os. Both 
coverages of water had adsorption energies of -65 kJ/mol. This adsorption configuration and 
energy also agree with previous theoretical findings [13, 33, 51]. Water adsorption did not 
change the VBM and CBM positions due to the weak nature of the 5c-Ti-O and 2c-O-H bonds 
formed at 2.36 and 2.20 Å.  
At ¼ and 1 ML coverages, formic acid preferentially adsorbed through its carbonyl 
oxygen to the 5c-Ti and through its hydroxyl hydrogen to the 2c-O with an adsorption energy of 
-91 kJ/mol (Fig. 6b). Adsorption of ¼ ML formic acid increased the reducing power and 
decreased the oxidizing power of the TiO2 surface by shifting the surface CBM and VBM to 
more negative values (Fig. 7a).  
 
 
Figure 6. a) ¼ ML water b) ¼ ML formic acid, c) ¼ ML monodentate formate, and d) ¼ ML bidentate 
formate adsorbed on anatase (101) TiO2. Light grey and black (red) are Ti and O atoms for the slab, and 
black (red) is O, white is H, and grey is carbon for formic acid, respectively. 
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Figure 7. PDOS for TiO2 surface atoms versus SHE in V with a) ¼ ML formic acid, b) 1 ML 
formic acid, c) ¼ ML monodentate formate, and d) ¼ ML bidentate formate adsorbed. The 
solid line is the 2p orbital for 2c-O, and the dotted line is the 3d orbital for 5c-Ti. In the inserts 
arrows indicate the direction of electron density redistribution driven by the formation of new 
bonds to the adsorbing species. 
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The decrease in oxidation ability will not have a significant effect on the PCO/PCD rate because 
of the existing large oxidation overpotential caused by the VBM lying 2.3 V above the energy 
required to oxidize formic acid. The O-Ti interaction destabilizes the O 2p and Ti 3d orbitals, 
and the O-H interaction stabilizes the orbitals as described above. For adsorbed formic acid, the 
O-H interaction is less significant because the H is still bound to formic acid and not dissociated, 
and thus the net effect is destabilization. The insert in Fig. 7a depicts the electron movement. 
Adsorption of 1 ML formic acid did not change the VBM and CBM positions because not all the 
Ti-O d-p π dative bonds dissociated, and therefore the extra bonds stabilized the structure (Fig. 
7b). Electrons from hydrogen bonding between the formic acid hydroxyl hydrogen and 2c-O 
atom were transferred to the 6c-Ti atom, and not to the 5c-Ti atom because the 5c-Ti atom 
bonded to another formic acid. This created a weak dative bond between the 6c-Ti and 2c-O 
atoms because electron density was transferred from the 2c-O atom (Fig. 7b insert), as indicated 
by the charge differences between the two coverages in Table 1. At 1 ML formic acid coverage, 
the charge of the 5c-Ti atom bonded to carbonyl oxygen increased by 0.08 e; for ¼ ML 
coverage, the charge increased by 0.04 e. This extra bond increased the stability of the O 2p 
electrons because of increased overlap (0.04 Å) between the 2c-O and 6c-Ti atoms. The Ti 3d 
unoccupied states were stabilized due the increased Ti-O bond distances, which leads to less 
repulsive forces and to a decrease in energy of the CBM [54].  
Monodentate formate adsorbed though its carbonyl oxygen to a 5c-Ti atom with an 
adsorption energy of -20 kJ/mol (Fig. 6c), and bidentate formate adsorbed though both its 
oxygens to two 5c-Ti atoms with an adsorption energy of -48 kJ/mol (Fib 6d). The dissociated 
hydrogens on both formates adsorbed on 2c-O atoms. In our calculations, monodentate formate 
spontaneously produced formic acid when optimized close to a coadsorbed H atom. Thus, the H 
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had to be placed at a remote location on the slab to optimize the formate structure without 
forming formic acid. Monodentate formate adsorption decreased the reducing power and 
increased the oxidation power of the surface by shifting the CBM and VBM to more positive 
values (Fig. 8a).  
 
The bands shift to more positive values because formic acid dissociated to form H, and the H-2c-
O bond has a dominant effect in stabilizing the system via the mechanisms described above. 
Bidentate formate is the only case where the bands do not shift in the same direction. The CBM 
shifts to a more negative value and the VBM shifts to a more positive value (Fig. 8b), increasing 
both the reducing and oxidizing power of the TiO2 surface. The CBM shift is the exception; i.e., 
it shifts down even though an H atom is adsorbed. This results from the two bonds that form that 
 
 
Figure 8. a) 1 ML formic acid with 1 ML water, b) ¼ ML monodentate formate with ¾ ML water, 
c) ¼ ML bidentate formate with ¾ ML water, d) 1 ML monodentate formate with 1 ML water, and 
e) 1 ML monodentate formate with 2 ML waters adsorbed on anatase (101) TiO2. Light grey and 
black (red) are Ti and O atoms for the slab, and black (red) is O, white is H, and grey is carbon for 
formate. 
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are weaker than in the monodentate case, counteracting the stabilizing influence of the adsorbed 
H. The Ti-O bond for monodentate was 1.91 Å, whereas the Ti-O bonds for bidentate formate 
were 2.1 Å. Electron density redistribution is shown in the insert in Fig. 8a.  
3.2.4 Effect of co-adsorbed water on PDOS  
Water co-adsorbed on the TiO2 surface brought the CBM and VBM back to the baseline 
position of the bare slab for ¼ monodentate and bidentate formate. This reversal of the 
adsorbate-induced shift in band energies is due to weakening of the adsorbates’ interactions with 
the surface. The CBM and VBM for 1 ML formic acid remained at baseline, and water’s effect 
on ¼ ML formic acid could not be determined because water causes ¼ ML formic acid to 
dissociate to formate. The exception to these trends is the case of 1 ML monodentate formate, 
where the VBM did not return to baseline because the O-H bond between the 2c-O atom and 
adsorbed hydrogen remained strong at 1.00 Å, and stabilized the 2c-O orbitals. Water’s effect on 
band positions, charges, and bonding distances of adsorbed formate and formic acid are 
summarized in Table 2, and the detailed effect of water on the geometric and electronic structure 
for various adsorbates is described in the following paragraphs. 
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Adding one or two monolayers of water changed the adsorption configuration of 1 
ML formic acid on the surface. One ML formic acid no longer adsorbed through the 
carboxyl group to the 5c-Ti atom, but instead adsorbed through the hydroxyl hydrogen to 
the 2c-O because water adsorbed on the 5c-Ti atom (Fig. 8a). The 2c-O-H bond length 
increased slightly from 1.37 to 1.39 Å with water addition, weakening stabilizing 
interactions. The carbonyl of formic acid bonded weakly with Ti at a bond distance of 2.20 
Å before water addition, and water also bonded weakly with Ti at a bond distance of 2.10 
Å. Due to these small differences in bond length changes, the VBM and CBM did not 
change.  
For ¼ ML monodentate and bidentate formate, water decreased the stabilizing 
effect of the adsorbed hydrogen. For ¼ ML monodentate formate, this increased the 
reduction potential and decreased the oxidation potential, and for ¼ ML bidentate formate, 
this decreased the oxidation and reduction power of the surface. The CB Ti 3d orbitals for 
¼ ML bidentate formate were not destabilized because the weak Ti-O bonds initially offset 
the stabilizing effect of the O-H bond. For ¼ ML monodentate formate, water formed 
hydrogen bonds to both adsorbed H and the formate O atom. This hydrogen bonding 
increased the distance between adsorbed H and 2c-O (Fig. 8b) from 1.00 to 1.05 Å, 
lessening hydrogen’s effect on the TiO2 structure. The charge on 2c-O increased by 0.06 e, 
and the 2c-O to 5c-Ti and 2c-O to 6c-Ti bond distances decreased by 0.03 and 0.05 Å, 
indicating less electron transfer from the adsorbed hydrogen. Figure 9a shows the PDOS for 
¼ ML monodentate formate with water, and the insert shows the electron density 
redistribution.  
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For ¼ ML bidentate formate, the VBM shifted to a more negative value (destabilized) 
because water hydrogen bonded to the adsorbed H (8c), again weakening the interaction 
between H and the 2c-O as evidenced by a lengthening of the bond by 0.05 Å and decrease 
in the negative 2c-O charge density by +0.07 e.  
One ML monodentate formate is not a stable configuration because it spontaneously 
forms formic acid when optimized, so a direct comparison between 1 ML monodentate 
formate with and without water could not be performed. One ML monodentate formate 
with one and two ML of water was examined to determine if additional monolayers of 
water created a more reactive surface. Also, the shift in the VBM and CBM seen at ¼ ML 
monodentate formate would be expected to be observed at 1 ML monodentate formate. 
Figures 8d and 8e depict the adsorption configuration for 1 ML monodentate formate with 
1 and 2 ML coadsorbed water. A second layer of water caused a greater shift in the VBM 
by 0.2 V to a more positive position (stabilized) because interaction between adsorbed H 
 
 
Figure 9. PDOS for TiO2 surface atoms versus SHE in V with ¼ ML a) ¼ ML monodentate 
formate with ¾ MLwater, b) 1 ML monodentate formate with 1 ML water, and c)1 ML 
monodentate formate with 2 ML waters adsorbed on anatase. The solid line is the 2p orbital for 
2c-O, and the dotted line is the 3d orbital for 5c-Ti. In the insert the arrows represent electron 
density redistribution due to ¼ ML monodentate formate adsorption with 1 water. 
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and the 2c-O was strengthened, consistent with a decrease in the H-O bond length from 
1.06 to 1.00 Å. The CBM shifted by 0.3 V to a more negative position (destabilized) 
because the first monolayer of water dissociated to a hydroxyl. Hydroxyls have a much 
stronger destabilizing influence than water on the CBM and VBM, as described above. 
Figure 9b and c show PDOS graphs for 1 ML monodentate formate with one and two 
waters.  
Monodentate and bidentate adsorption at ¼ ML coverage with ¾ ML water were 
compared to determine if the conversion from bidentate to monodentate binding could 
account for the PCO/PCD rate increase caused by water. Henderson et al. [55], in studies 
using isothermal mass spectrometry and scanning tunneling microscopy, suggested that 
monodentate carboxylates are more reactive than bidentate carboxylates on TiO2 (110). Wu 
et al. [56] used FTIR to show that the monodentate PCO rate is 1.5 times the bidentate rate 
for methoxy and ethoxy groups. When water was adsorbed with either monodentate or 
bidentate formate, the TiO2 VBM, and CBM were the same, indicating that water would 
not preferentially decompose one of the formates based on the band energy positions. 
4.  Discussion 
 Water appears to play a role in both formic acid and formate decomposition. From 
adsorption studies, water increases the stability of monodentate formate over formic acid on 
the surface [12, 13]. From electronic structure calculations reported here, water may 
accelerate formate decomposition by increasing the reduction potential of the monodentate 
formate-covered surface. We previously reported that water may accelerate formate 
decomposition by converting it from bidentate to monodentate formate [12].  Miura et al. 
[57] reported that formate decomposes on NiO(111) by first changing from bidenate to 
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monodentate formate. Thus, increasing reactivity of the monodentate formate-covered 
surface may accelerate the photocatalytic reaction rate. 
Reactivity was influenced by shifts in the VBM and CBM positions due to breaking 
of the dp-π bonds and electron density redistribution. The adsorption of hydrogen through 
the 2c-O caused stabilization of the surface and decreased reactivity due to breaking of the 
dp-π bonds, which created less overlap between 5c-Ti orbitals, and forming a strong OH 
bond. The adsorption of a molecule through the 5c-Ti destabilized the system and increased 
the reactivity due to electron density redistribution that decreased the electron density of the 
surface atoms. When molecules were adsorbed though both the 2c-O and 5c-Ti, competing 
effects were observed and the overall effect on the electronic structure was influenced by 
the relative strengths of the bonds. Water weakened the adsorbates’ interaction with the 
surface though hydrogen bonding, and reversed the adsorbate-induced shift in band 
energies.  
Previous studies reported that formic acid decomposes photocatalytically by first 
forming formate and then CO2 and H2O [58-61]. Formic acid dissociation to formate and 
hydrogen on TiO2 has been reported in numerous studies [8, 62, 63]. The PCD/PCO 
process begins by ultraviolet (hv) light on TiO2 creating electron-hole pairs (Eq. 4.1) that 
migrate to the surface, where either the electron transfers to an acceptor (Eq. 4.3 for PCO, 
Eq. 4.4 for PCD) or the hole transfers to a donor (Eq. 4.6, 4.7) molecule, or the electrons 
and holes recombine at surface trapping sites (Eq. 4.2). The electron-hole pair can also be 
trapped and recombine at bulk trapping sites. Photogenerated valence band holes initiate 
the breakdown of formic acid (Eq. 4.6) to formate. Formate is then converted to CO2 by 
direct electron transfer from formate to valence band holes (Eq. 4.7) [64], and electron 
transfer to adsorbed O2 (Eq. 4.8 or 4.9) [65, 66]. During PCD, formic acid extracts lattice 
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oxygen (Eq. 4.9), and during PCO, adsorbed oxygen is used (Eq. 4.8) [67]. Water doubles 
the rate of formic acid and formate PCO, [8] and only increases the PCD rate of formic acid 
by 25% on TiO2 [12, 67]. 
TiO2 + hv → h
+ + e-      (4.1) 
h+ + e- → heat       (4.2) 
e- + O2 →  O2
•‾       (4.3) 
e- + O(lattice) + 2H(s) → H2O
       (4.4) 
HCOOH ↔  HCOOH(s)     (4.5) 
h+ + HCOOH(s) ↔ H(s) + HCOO-(s)    (4.6) 
h+ + HCOO- (s) ↔ HCOO•(s) + H•(s)    (4.7) 
HCOO•(s) + O2 ↔ CO2 + H2O(s)    (4.8) 
HCOO• + O(lattice) ↔ CO2 + H2O(s)    (4.9) 
H2O(s) ↔ H2O        (4.10) 
As shown in Fig. 10, ¼ ML monodentate formate lowers the CBM of TiO2 from -
0.68 to -0.08 V.  
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The decrease in reduction potential places the potential below what is needed for oxygen 
reduction (-0.28 V[22]) during PCO (Eq. 4.3), and reduces the driving force for lattice 
oxygen reduction to water (0.83 V [22]) during PCD (Eq. 4.4). Water increases the CBM 
back to -0.68 V. This decreases the electron-hole recombination rate decreases and 
accelerates the PCD and PCO rates [68]. For PCO, the water increases the CBM back 
above the oxygen reduction potential, but for PCD, the CBM was never below the O2 to 
H2O potential. The increased CBM for PCD, though not as significant as for PCO, does 
increase the driving force for reduction. A previous study determined that an increase in 
driving force (energy difference between electron donor and acceptor levels) increases the 
rate of reduction reactions [69]. The difference in reduction reactions may be one 
explanation as to why water has differing effects on the PCO and PCD rate on TiO2, but not 
the only explanation possible. As noted previously, the rate-limiting step for PCD is 
 
Figure 10. Monodentate formate adsorption with water coadsorption on monodentate formate 
covered surface shifts the surface TiO2 VBM and CBM. The dotted red line is the CBM and 
VBM for bulk TiO2. 
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believed to be the extraction of lattice oxygen, and the rate-limiting step for PCO is 
believed to be formic acid dissociation to formate (Eq. 4.6) or formate dissociation to CO2 
and water (Eq. 4.7-4.9) [12]. Thus, water may have a larger influence on the formic acid or 
formate dissociation step, then the lattice oxygen extraction step, and this could account for 
the greater increase in rate for PCO with water.   
As shown in Fig. 11, water may have an effect on the photodecomposition rate of 
adsorbed bidentate formate because adsorbed bidentate increases the reduction potential of 
the surface, and the addition of water decreases the reduction potential by 0.1 V to the 
baseline value of TiO2.  
 
 
  
 
Figure 11. Bidentate formate adsorption with water coadsorption on bidentate formate covered 
surface shifts the surface TiO2 VBM and CBM. The dotted red line is the CBM and VBM for 
bulk TiO2. 
 
TiO2
CB (Ti3d)
TiO2
CB (Ti3d)
H2O/O2
O2/O2-
-1
0
1
2
3
3.5
3.2
S
H
E
, 
V
3.2
TiO2
CB (Ti3d)
VB (O2p)
HCOO- Adsorbed H2O Adsorbed
VB (O2p)
VB (O2p)
e
h
Bulk TiO2
CB
Bulk TiO2
VB
97 
 
 
 
Ideally, the surface CBM would be below the bulk CBM to drive the flow of electrons to 
the surface. Water decreases the oxidation potential back to baseline as well, but the VBM 
is still 0.6 V above the energy required to oxidize formate. 
4.5. Conclusions  
 The effects of key adsorbates on the TiO2 electronic structure were examined to 
gain insight into the formic acid PCO and PCD rate increase seen in the presence of water. 
The adsorption site and strength of bond formed influenced the changes to the valence and 
conduction band positions and atom charges, thus influencing reactivity. Adsorption of 
hydrogen and water through the 2c-O site decreased the reducing and increased the 
oxidizing power of the surface by stabilizing the surface though breaking of the dp-
π bonds, which decreased the overlap between the 5c-Ti orbitals and enabled creation of a 
stronger OH bond. The adsorption of hydroxyls through the 5c-Ti also broke the dp-
π bonds, but increased the reducing power and decreased the oxidizing power of the surface 
by destabilizing the surface. After the breaking of the dp-π bonds, the 2c-O energy 
decreased because no new atom was available for bonding, and the 5c-Ti energy decreased 
due to less electron density caused by charge redistribution. The adsorption of water, 
formic acid, and monodentate and bidentate formate through the 2c-O and 5c-Ti had 
varying effects on the VBM and CBM positions due to the strength of the bonds formed. 
 Monodentate formate adsorption made the TiO2 surface less reactive for reduction, 
corresponding to an increase in electron-hole recombination rate and decrease in 
photocatalytic activity. Water increased the reactivity of the TiO2 (101) surface for 
monodentate formate decomposition by increasing the CBM of TiO2 to place it in the same 
position of the CBM as the bare slab, corresponding to an increase in reduction potential. 
Water may have an effect on the rate of adsorbed bidentate formate because adsorbed 
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bidentate increases the reduction potential of the surface, and water decreases the reduction 
potential by 0.1 V to the baseline value of TiO2, making it easier for electron transport to 
the surface. Formic acid adsorption did not have a large effect on the electronic structure. 
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Chapter 5 
 
Experimental and modeling studies of acetylene detection in 
hydrogen/acetylene mixtures on Pd and Pd-Ag metal-insulator-
semiconductor devices 
 
Prepared for submission to Sensors and Actuators B 
 
 
5.0 Abstract 
The effect of the composition of the metal gate in metal-insulator-semiconductor 
(MIS) devices on acetylene response in hydrogen/acetylene mixtures was tested for a 
number of bimetallic compositions.  The motivation for this study was that bimetallic 
catalysts are employed in the commercial acetylene hydrogenation process.  A variety of 
metal compositions and operating temperatures were tested, with the largest reproducible 
response observed for a 15% Ag/Pd sensor at 398 K. Kinetic modeling of the relevant 
surface reactions on Pd and bimetallic PdAg provided insights into how temperature, feed 
concentration, and percent Ag on Pd affected response. The model predicted that significant 
coverages of carbon species formed on the surface, mainly CH(s) and C(s) on Pd and 
CCH(s) and C(s) on PdAg, and that these species influenced sensor responses. The 
dynamic changes in the surface coverages of carbonaceous intermediates after acetylene 
introduction was correlated with a response overshoot seen experimentally. The model 
indicated that the superior performance of Ag/Pd sensors relative to Pd sensors could be 
explained in terms of a higher hydrogen consumption rate. These results indicate a strong 
connection between the high reaction rates observed for industrial Ag/Pd acetylene 
hydrogenation catalysts and acetylene response in Ag/Pd MIS sensors. 
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5.1. Introduction  
Metal-insulator-semiconductor (MIS) devices are a promising solid-state 
technology for monitoring a wide range of gases in commercial applications. These sensors 
consist of a layered metal-oxide-semiconductor structure used to detect changes in gas 
concentrations by measuring a bias voltage across the device (Fig.1); shifts in this bias are 
controlled by the sorption of hydrogen atoms into the device [1].   
 
Hydrogen dissociates on the catalytic metal surface to form H atoms, and these H atoms 
diffuse through the metal film to the metal-insulator interface [2] causing a shift in the 
capacitance-voltage (CV) curve [1]. The voltage shift is required to maintain a constant 
capacitance at the inflection of the CV curve and is controlled by the sorption of hydrogen 
atoms into the device. This shift occurs due to the layer of interfacial hydrogen created by 
this process exists in a dipole layer [2]. 
The MIS sensor response is directly attributable to the steady-state atomic hydrogen 
concentration in the device. Although mainly used for hydrogen detection, the sensors can 
be used to detect hydrogen-bearing analyte gas molecules such as acetylene [1]. If the 
reactant can undergo a surface reaction with hydrogen, as O2 and acetylene can, the 
 
 
Figure 1. Basic structure and hydrogen surface chemistry for a metal-insulator-
semiconductor (MIS) sensor. 
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response decreases because of a reduction in the steady-state interfacial hydrogen 
concentration [3-6].  
Palladium, platinum, and iridium films are often used for hydrogen detection 
because H2 dissociates readily on these metals [4, 7-11]. Metals such as pure Ag, Cu, and 
Au do not work well because of their low activity for hydrogen dissociation [12, 13]. 
Alloying Pd with Cu, Ni, Au, and Ag increases the sensitivity to hydrogen and resistance to 
aging, and prevents hydride formation that leads to delamination of the metal film and 
device failure [1, 13-17]. Another important aspect of bimetallic sensors is the potential to 
control surface reactivity [18-20]. Hughes et al. [17] studied NO2, CO, H2O, propylene 
oxide, ethylene, and formic acid response in a hydrogen background on Ag/Pd and Pd 
sensors. They determined that the Ag addition changes the reaction rates on the Pd surface, 
and this affects the hydrogen response.  
Acetylene detection in a hydrogen background is important in many applications 
including acetylene contamination in ethylene streams for polyethylene production [5, 6, 
21] and in fault gases in transformers [2]. There has been substantial work done on the 
kinetics of acetylene hydrogenation on Pd and Ag/Pd supported metal catalysts. In industry, 
Ag/Pd catalysts are used for acetylene removal from ethylene streams, i.e., for the selective 
hydrogenation of acetylene to ethylene [21]. The Ag component enhances the acetylene 
selectivity to ethylene by decreasing the binding energies of acetylene and ethylene [12, 18, 
22], and this leads to increased sensitivity of MIS sensors for acetylene detection. The 
hydrogenation of acetylene is believed to occur via a Horiuti-Polyanyi mechanism, where 
hydrogen atoms are sequentially added to a molecule (C2H2 + H→ C2H3 + H→C2H4 + 
H2→ C2H5 + H→C2H6) [12, 23]. The rate limiting step for acetylene hydrogenation to 
ethane on Pd has been determined to be the first addition of hydrogen to form an vinyl, [24] 
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and on PdAg to be the fourth addition of hydrogen to form ethane.  The rate is also 
governed by the dissociative adsorption of hydrogen onto the surface and the availability of 
hydrogen on the surface to carry out the hydrogenation steps [25].  
More generally, bimetallics enjoy wide use in many catalytic reactions, but they 
have not been extensively studied for use in similar chemistry on MIS devices. This work 
therefore explores connections between catalysis by bimetallics and design of solid-state 
sensors. A variety of bimetallic combinations including Ag/Pd, AuPd, Cu/Pd, and Ni/Pd at 
varying compositions were tested to identify the metal composition that responds best to 
acetylene. A kinetic model for acetylene hydrogenation on the Ag/Pd surface, which had 
the largest response, was developed. This kinetic modeling approach provides a useful 
connection with acetylene hydrogenation catalysis that may allow bimetallic sensors to be 
designed based on previous studies of bimetallic catalysts (or vice versa).   
5.2. Methods 
5.2.1 Sensor fabrication 
Sensors were prepared from 100 mm diameter, 1 mm thick n-type (P, 10 ohm-cm) 
Si wafers with a 50 nm film of SiO2 deposited as a thermal oxide and 40 nm of Al sputtered 
onto the backside to form an ohmic contact (University Wafer).  The Pd metal or Pd 
bimetallic gate was evaporated onto the surface using a dual electron beam evaporator 
(Angstrom Sciences, EBES-67369) at Sandia National Laboratories in Livermore, CA.  The 
evaporator was housed in a vacuum chamber with a base pressure of 10-6 torr.  Pd and Au, 
Ag, Cu, or Ni pellets (>99.9%, Kurt J. Lesker) were melted in alumina crucibles (Kurt J. 
Lesker) and evaporated on to the oxide side of the wafers which were suspended above the 
crucibles.  Quartz crystal microbalances (Inficon XTC/2) were positioned above the Pd and 
solute metal (Au, Ag, Cu, or Ni) crucibles to monitor the relative rate of evaporation and 
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control solute metal concentration.  Another microbalance was positioned next to the wafer 
substrate to monitor total deposition rate and film thickness.  Film compositions included 
5%, 15%, and 40% solute metal by weight for Ag/Pd and Cu/Pd sensors, 15% and 40% 
solute metal by weight for Au/Pd, and 5%, 40%, and 60% solute metal by weight for Ni/Pd 
sensors.  Total metal film thickness in every case was 50 nm.  After metal deposition, the 
wafers were diced into 1/8” x 1/8” squares (American Precision Dicing) and an electrical 
contact was applied to the gate metal using silver epoxy (M.E. Taylor Engineering, inc). 
5.2.2 Sensor Flow Cell Testing 
The sensors were inserted into a gas flow cell as shown in Figure 2, and kept in place 
by a sample holder.  
 
A mass flow controller connected to the cell was used to continuously monitor the 
concentrations of N2, H2, and C2H2 entering the flow cell. Heating tape was wrapped 
around the system and a temperature controller (Omega Engineering) was used to control 
the sensor temperature, which was measured by a thermocouple attached to the sample 
holder. The voltage required to maintain the capacitance at the inflection point of the 
capacitive-voltage (CV) curve was recorded to measure the changes in the CV curve of the 
sensor. The method of response measurement has been described in detail previously [2]. 
 
Figure 2. Flow cell used in sensor experiments 
N2 H2 C2H2
Temperature 
Controller 
Heating 
tape
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Bimetallic MIS sensor response to acetylene was examined by the sequential 
introduction of H2 and acetylene into the flow cell. After exposing the device to 500 ppm of 
hydrogen in nitrogen at a flow rate of 380 sccm until equilibrium was reached, 100 ppm of 
acetylene was added to the system. These gas compositions roughly correspond to those of 
interest for the detection of acetylene in electrical transformers [2, 5].  Acetylene was 
removed once reaching steady state. Two repeated doses of 100 ppm acetylene at 323, 348, 
and 398 K over the sensor device were performed. For each case, evaluation of the 
response consisted of taking the difference between the steady state bias before and after 
acetylene exposure. This final step is important to distinguish a real response from a well 
known drift problem where the CV curve can shift up to 10 mV/h [26]. These experiments 
used ultra high purity gases obtained from Airgas. Additional tests at 40 and 400 ppm 
acetylene and at 100 ppm ethylene were performed on the PdAg sensors in a 500 ppm 
hydrogen background.  
5.2.2 Kinetic Modeling     
Chemkin is a chemistry simulation tool offered by Reaction Design to be used for 
wide variety of applications to simulate complex chemical reactions [27]. The user is able 
to specify gas-phase and surface kinetics, thermodynamic-property, and transport-property 
utilities for a variety of reactor models that address industry-specific reacting-flow 
conditions.  For this thesis, the surface kinetic utility was used, and allows the user to 
describe any level of complexity in gas-surface interactions and can involve, gas-phase, 
surface-site, and bulk-phase species. The user inputs a pre-exponential factor and activation 
energy for each reaction of interest, and Chemkin then converts this to a reaction rate. As 
the default, Chemkin assumes elementary reactions, but this can be altered to fit the user’s 
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needs. The surface reactions must conserve mass, elements, electronic charge, and usually 
surface sites.  
A kinetic model for acetylene hydrogenation on Pd50Ag50, Pd75Ag25, and Pd was 
developed, and simulated using Chemkin [27]. Silver segregates to the surface of Ag/Pd, 
for example to over 90% when the bulk composition is 33% Ag [28, 29]. The addition of 
H2 may reduce this surface segregation, [28] so the actual Ag percentage at the sensor 
surface under reaction conditions is unknown.  Thus, Pd75Ag25 and Pd50Ag50, though not 
the exact sensor compositions studied experimentally, were used to provide insight into the 
reaction mechanism. For the model systems, compositions are reported in mole percent, 
though the similar molecular weights of Pd and Ag cause this to be nearly equivalent to 
mass percentage. The experimental system was modeled as a perfectly-stirred reactor (PSR) 
model. To test this approximation, the total feed rate was varied at 323, 348, and 398 K. 
The response did not change with the increased feed rate indicating that a great excess of 
the reactants exists in the chamber (differential conversion) relative to the relatively low 
surface area of the sensors; thus, the gas composition can be considered uniform and the 
PSR model suitable approximation. The PSR code solves a system of nonlinear algebraic 
relations that balance mass and energy using a hybrid Newton/time-integration method 
[27].  
Selective hydrogenation of acetylene was modeled as a sequence of reaction steps 
using kinetic expressions taken from the literature summarized in Table 1 [3, 18, 25, 30-
32].  
Table 1. Activation energies (kcal/mol) for elementary reactions over Pd and PdAg 
surfaces. A Pd or PdAg surface site is represented by (s).  
 
No
. 
Elementary Reaction Sticking probability 
[3, 18, 30] 
Pd [25, 32] Pd75Ag25    
[18, 31] 
Pd50Ag50   
[18, 25] 
1 H2+2(s) ↔ 2H(s) 1 a a a 
2 2H(s) ↔ H2+2(s)  19.8 17.8 18.2 
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3 C2H2(g)+2(s) ↔ C2H2(s) 0.83    
4 C2H2(s)+H(s) ↔ CHCH2(s)+(s)  15.8 15.8 15.8 
5 C2H2(s) ↔ C2H2(g)+2(s)  40.9 27.0* 27.0 
6 CHCH2(s)+H(s) ↔ C2H4(s)+(s)  17.7 13.7 2.4 
7 C2H4(g)+2(s) ↔ C2H4(s) 0.75    
8 C2H4(s)+H(s) ↔ C2H5(s)+(s)  17.2 14.0 14.6 
9 C2H4(s) ↔ C2H4(g)+2(s)  19.6 16.8* 16.8 
10 C2H5(s)+H(s) → C2H6(g)+3(s)  17.0 17.6 18.6 
11 C2H2(s)+(s) ↔ CCH(s)+H(s)  43.3 41.3 50.7 
12 CHCH2(s)+(s) ↔ CCH2(s)+H(s)  30.4 32.7 35.1 
13 CHCH2(s)+H(s) ↔ CHCH3(s)+(s)  20.3 18.9 17.4 
14 CHCH2(s) ↔ CH2(s)+CH(s)  52.6 47.9 43.3 
15 CCH2(s)+H(s) ↔ CCH3(s)+(s)  9.3 10.8 10.5 
16 CCH3(s)+H(s) ↔ CHCH3(s)+(s)  28.7 26.1 24.4 
17 CCH(s)+H(s) ↔ CCH2(s)+(s)  22.2 16.1 10.0 
18 CCH(s) ↔ C(s)+CH(s)  35.4 36.0 41.3 
19 CCH2(s)+(s) ↔ C(s)+CH2(s)  37.8 37.4 37.0 
20 CCH3(s)+(s) ↔ C(s)+CH3(s)  29.6 30.7 31.8 
21 CHCH3(s)+(s) ↔ CH(s)+CH3+(s)  16.0 19.7 23.4 
22 CH(s)+(s) ↔ C(s)+H(s)  28.9 29.0 29.9 
23 CH(s)+H(s) ↔ CH2(s)+(s)  25.1 25.4 17.2 
24 CH2(s)+H(s) ↔ CH3(s)+(s)  14.8 13.7 12.7 
25 C2H5(s)+(s) ↔ CHCH3(s)+H(s)  20.8 20.4 20.1 
 
A number of secondary C2 surface intermediates such as ethylidyne and vinylidene are 
known to form on Pd and are therefore included in the model. The complete mechanism 
and activation energies for acetylene and ethylene hydrogenation on Pd and Pd50Ag50 were 
taken from Mei et al. [25]. The reaction energies for Pd75Ag25 were calculated by Sheth el 
al. [31], and  the activation energies were calculated through application of Bronsted-
Evans-Polanyi (BEP) relationships.  Bronsted-Evans-Polanyi correlations assume a linear 
relationship between the activation energy and the reaction energy or adsorption energy49,50. 
Therefore, the activation energy for 25% Ag loading was calculated by using the linear 
relationship with the activation and reaction energies at 0% Ag loading and 50% Ag 
loading44. The pre-exponential factors for hydrogen, acetylene, and ethylene adsorption 
were calculated from their sticking coefficients using Eq 2.2.1 [33].  
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     Eq. 2.2.1 
where kads = the adsorption rate constant, A = pre-exponential factor, E = activation energy, 
R = rate constant, T = temperature, s = sticking coefficient, σ = site density, and Mk is 
molecular weight. The activation energy for adsorption was assumed zero, thus the kads 
equals the pre-exponential factor. Sticking coefficients of 1, 0.83, and 0.75 were used for 
hydrogen, acetylene, and ethylene, respectively, for Pd and PdAg [6, 30]. 
Kinetic models were run at 0-1410 ppm acetylene in 500 ppm hydrogen with the 
balance being nitrogen at 323- 398K on Pd, Pd75Ag25, and Pd50Ag50. To aid in comparing 
the experimental response to model results, interfacial hydrogen concentration and 
hydrogen consumption rates were calculated. The voltage response, ∆V, from the sensor is 
assumed to be directly proportional to the concentration of H atoms at the interface, θH(i), 
(Eq 2.2.2) where c is some constant [34].  
∆V = cθH(i)            Eq. 2.2.2 
Previous groups described sensor response through interfacial hydrogen calculations 
[3, 35-37]. Fogelberg et al. [35] postulated that the relation shown in equation 2.2.3 governs 
the equilibrium between surface-bound and interfacial hydrogen.  
ξθs(1-θi) = ηθi(1-θs)     Eq. 2.2.3 
where ξ and η are rate constants of the Arrhenius form, θs is the fractional coverage of 
atomic hydrogen on the surface, and θi is the fractional coverage of atomic hydrogen at the 
interface. This relationships assumes rapid diffusion of hydrogen through bulk Pd, [38] and 
that only hydrogen is on the surface. On a surface containing other species, a site balance 
must be constructed to account for the change in Pd vacancy sites. Medlin et al. [3, 36] 
incorporated this correction for additional species on the surface to create an equation that 
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is consistent with site conservation principles of a single-site elementary model. The 
coverage of other molecules does decrease the flux of H atoms from the interface, acting as 
a form of trapping. 
A possible problem with these models is they do not consist of a sequence of 
elementary steps, and are therefore potentially not thermodynamically consistent. In 
particular, hydrogen dissociative adsorption is assumed to be a non-elementary process that 
is first-order in the concentration of vacant sites, while hydrogen desorption was assumed 
to be elementary, i.e. second-order in hydrogen-bearing surface sites.  For the current study, 
the adsorption and desorption of hydrogen were both described as second order equations 
(Eq. 2.2.4) to provide a thermodynamically consistent solution.  
kadsPH2(*)
2 =  kdes(H*)
2
     Eq. 2.2.4 
To test the thermodynamic consistency of the model in Chemkin, the site density 
was varied to ensure that the equilibrated sensor response, H(i), was site-independent and 
depended only on the gas-phase composition. The results were then applied to the 
interfacial and surface-bound hydrogen equilibrium relationship (Eq. 3.2.5).  
  ξθH(s)θPd(i) = ηθH(i)θPd(s)    Eq. 2.2.5  
where θPd(s) is the fractional coverage of palladium sites at the surface, and θPd(i) is the 
fractional coverage of palladium sites at the interface. This relationship was used to 
calculate the interfacial hydrogen from the surface hydrogen and palladium concentrations 
calculated from Chemkin. The adsorption, desorption, and diffusion kinetic expressions for 
hydrogen between the surface and interface were taken from the work of Johansson et al 
[6]. The η term is dependent on interfacial hydrogen concentration as shown in equations 
2.2.6 and 2.2.7.  
Eaout = 16.14-18.15*θH(i)      Eq. 2.2.6 
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η = A*e^(-Eaout/RT)     Eq. 2.2.7 
Because of the significant uncertainties associated with modeling hydrogen 
accumulation at a buried interface, the rate of H2 consumption was also used as a measure 
of sensor response, in line with previous analysis which indicates that sensor response 
should roughly scale with the rate of hydrogen consumption [5]. Hydrogen consumption 
was calculated by equation 2.2.8. 
  H2 Consumption = (XH2in -XH2out)*m/MWmix  Eq. 2.2.8 
where XH2in is the mole fraction of hydrogen entering and xH2out  is the mole fraction of 
hydrogen leaving the system, m is the total mass flow rate, and MWmix is the total 
molecular weight of the mixture. Hydrogen consumption measures the rate of reaction 
occur on the surface. 
5.3. Results 
5.3.1 Experimental measurements of bimetallic MIS response 
Multiple MIS sensors were tested including: Pd, Ag/Pd (5, 15, and 40% Ag), Au/Pd 
(15 and 40% Au), Cu/Pd (5, 15, and 40% Cu), and Ni/Pd (5, 40, and 60% Ni). A large 
sensor response appeared on all the sensors almost immediately after addition of H2. An 
acetylene stream was switched into the flow cell after the H2 response equilibrated. An 
increase in signal to a more positive bias voltage corresponds to acetylene consuming 
hydrogen through a surface hydrogenation reaction that lowers the steady state 
concentration of interfacial hydrogen. No response suggests that acetylene hydrogenation 
does not happen at a sufficiently rapid rate to alter hydrogen adsorption into sensing sites. 
A decrease in bias voltage corresponds to acetylene adsorption accelerating H2 adsorption 
or decomposing to produce hydrogen atoms [5]. Table 2 summarizes the responses 
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obtained for all the bimetallic sensors tested at 100 ppm acetylene and at 323, 348, and 398 
K.  
Table 2. Summary of sensor response to 100 ppm acetylene at 323, 348, and 398 K on 
Ag/Pd, Au/Pd, Cu/Pd, and Ni/Pd sensors. Experiments were performed three times and 
error bars are the differences in response for the experiments.   
 
Metal Composition 323 K 348 K 398 K 
Pd 0 0 0 
5% Ag/Pd 0 2 ± 1 3 ± 1 
15% Ag/Pd 1 ± 1 2 ± 1 22 ± 5 
40% Ag/Pd 2 ± 1 5 ± 2 10 ± 2 
15% Au/Pd 4 ± 1 6 ± 2 0 
40% Au/Pd 0 5 ± 1 0 
5% Cu/Pd 5 ± 1 N/A -5±1*  
15% Cu/Pd N/A 5 ± 1 3 ± 1* 
40% Cu/Pd N/A 6 ± 2 3 ± 1* 
5% Ni/Pd N/A 3 ± 1 N/A 
40% Ni/Pd 2 ± 1 0 N/A 
60% Ni/Pd 0 N/A N/A 
*Unstable   
Acetylene did not produce a response on Pd (Fig. 3), and produced the best response on the 
15% Ag/Pd sensor at 398 K with a bias shift of 22 ± 7 mV (Fig. 4). 
 
 
Figure 3. Response on Pd at 398 K to repeated acetylene doses at 100 ppm. The solid line 
is acetylene addition and dashed line is acetylene removal. 
1.0
Time, h
1.50.5 3.52.5
R
e
sp
o
n
se
, m
V
3.0
0
10
20
30
2.0 4.00
113 
 
 
 
 
Temperature and metal composition played a major role in response. Figure 5 
shows response for 5, 15, and 40% Ag/Pd sensors at 323 K, 348 K, and 398 K. The results 
at 348 K on the Cu/Pd sensors appeared promising, but when the temperature was increased 
to 398 K, the response was not repeatable and never reached steady state.  
 
 
 
Figure 5. Sensor response to 100 ppm acetylene on 5, 15, and 40% Ag/Pd 
sensors at 323, 348, and 398 K.  
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Figure 4. Response on 15% Ag/Pd at 398 K to repeated acetylene doses at 100 ppm. The 
solid line is acetylene addition and dashed line is acetylene removal. The insert in hydrogen 
response at 398 K, and the solid line is when hydrogen was added.  
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One example is on the 15% Cu/Pd sensor. An initial response of 34 mV was obtained, but 
after adding and removing acetylene twice more over 3 hours the response decreased to 3 
mV as shown in Fig. 6. This result could be consistent with an irreversible structural 
change at the surface of the sensor, as discussed in further detail below.  
 
The Ag/Pd MIS sensors were also tested at varying acetylene concentration. The 
three Ag/Pd bimetallic sensors were tested in a 500 ppm hydrogen background at 40, 100, 
and 400 ppm acetylene (Table 3) at 323, 348, and 398 K.  
Table 3. Summary of Ag/Pd sensor response to 40, 100, and 400 ppm acetylene in 500 ppm 
hydrogen. Experiments were performed three times and error bars are the differences in 
response for the experiments.   
 
% Ag/Pd  Temp, K 40  100 400 
5%  323 0 0 2 ± 1 
 348 1 ± 1 2 ± 1 3 ± 1 
 398 1 ± 1 3 ± 1 7 ± 2 
15%  323 0 1 ± 1 2 ± 1 
 348 0 2 ± 1 3 ± 1 
 398 2 ± 1 22 ± 5 15 ± 5 
40%  323 0 2 ± 1 1 ± 1 
 348 1 ± 1 5 ± 2 3 ± 1 
 398 4 ± 1 10 ± 2 9 ± 2 
 
 
Figure 6. Response on 15% Cu/Pd at 398 K to repeated acetylene doses at 100 ppm. The 
solid line is acetylene addition and dashed line is acetylene removal.  
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Higher acetylene concentration did not lead to higher responses in all cases. This could be 
due to increased production of carbon species fouling the surface, as discussed below. The 
sensors showed no detectable response to 100 ppm ethylene in a 500 ppm hydrogen 
background at 323, 348, and 398 K.  
One interesting observation was that during the first acetylene exposure on the 
Ag/Pd sensors, the response went through an apparent “overshoot” in which the voltage 
increased rapidly, but then decreased to a lower-steady state value as shown in Figure 9. 
This overshoot was not seen for subsequent doses performed immediately after the first 
dose. However, when the sensor remained overnight in a hydrogen stream, the overshoot in 
response was observed with the initial acetylene addition the next day. The amount of 
observed overshoot increased with temperature and Ag percentage. The kinetic modeling 
findings described below provide insight into this phenomenon.  
5.3.2  Kinetic modeling studies 
A predictive kinetic model was developed for acetylene hydrogenation surface 
reactions on the PdAg surface reactions, and then the sensor response was estimated using 
interfacial hydrogen and hydrogen consumption equations for comparison to experimental 
results. Acetylene hydrogenation was modeled on Pd75Ag25, Pd50Ag50, and Pd surfaces 
because the sensor response was the largest on the PdAg surface, and a parallel is provided 
to acetylene hydrogenation performed on Ag/Pd catalysts in industry.  
Both interfacial hydrogen and hydrogen consumption calculations compared well 
with experimental results. The interfacial hydrogen concentration was calculated for two 
cases: for 500 ppm H2 feed and for 100 ppm acetylene in 500 ppm hydrogen feed with the 
balance being nitrogen. The greater the difference between θH(i)  with pure H2 feed and 100 
ppm C2H2/H2 feed, the greater the sensor response. As shown in Figure 7, on the Pd75Ag25 
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and Pd50Ag50 surface, the θH(i)  difference was greater than on the Pd surface, and the θH(i)  
differences increased with temperature in all cases.  
 
This corresponds to the larger response on the Ag/Pd surfaces and at higher 
temperatures seen experimentally. The Pd75Ag25 surface also had a slightly higher θH(i)  
difference then the Pd50Ag50, suggesting an optimal level of Ag that is also in line with 
experimental observation. The rate of hydrogen consumption also increased with 
temperature, and was greater on the PdAg surfaces compared to Pd. Figure 8 shows 
hydrogen consumption plotted with sensor response to show that both dramatically increase 
with temperature at 100 ppm acetylene, and the hydrogen consumption of Pd is lower 
corresponding to lack of response seen on the Pd sensor. The Pd75Ag25 also had a slightly 
higher consumption rate than Pd50Ag50.  
 
Figure 7. H(i) difference between 100 ppm C2H2 and pure H2 feed as a function of 
temperature on (■)Pd50Ag50 (dotted line), (▲)Pd75Ag25 (dashed line), and (●) Pd (solid line). 
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Because the general qualitative agreement between experimental and modeling 
results described above indicate that the model may be useful for interrogating the surface 
chemistry, it is useful to consider the results in more detail.  Temperature and Ag 
composition played a role in response, as described above, and also in the production of 
carbonaceous surface species, most notably CCH(s) and C(s) for the PdAg surfaces and 
CH(s) and C(s) for the Pd surface. The high coverages of carbonaceous species observed in 
the simulations is consistent with the known importance of such species in the industrial 
acetylene hydrogenation process over Pd and PdAg surfaces [25, 39]. Figure 9 shows 
carbon species accumulation versus temperature for the three surfaces.  
 
Figure 8. Solid line connects hydrogen consumption rate vs. temperature calculated from 
kinetic model for Pd75Ag25, Pd50Ag50; and Pd at 100 ppm acetylene feed (■)Pd50Ag50; 
(▲)Pd75Ag25; (●) Pd. Dotted lines connect experimental sensor response vs. temperature (▲) 
40% Ag/Pd; (●) 15% Ag/Pd; and (♦) 5% Ag/Pd. 
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On Pd50Ag50, CCH(s) covered 95-97% of the surface sites. At temperatures below 
348 K, CCH(s) covered the surface of Pd75Ag25 and CH(s) and C2H2(s) covered the surface 
of Pd. At temperatures above 348 K, C(s) formed on Pd and Pd75Ag25, but not on Pd50Ag50. 
On Pd, the CH(s) decreased as the C(s) composition increased, and on Pd75Ag25, CCH(s) 
decreased as C(s) increased.  
Sensitivity analysis determined the reactions that had the largest effect on H(s), 
CCH(s), CH(s), and C(s) coverage and open Pd(s) sites. Hydrogen adsorption and 
desorption and acetylene adsorption had a large effect on H(s) and CH(s) coverage and 
open Pd sites on all surfaces. The main difference between the two surfaces was that on 
Ag/Pd the rate of ethylidyne to ethylidene and on Pd the rate of vinyl to ethylene reaction 
had a dominate effect. For C(s) coverage, the hydrogen desorption and adsorption and 
ethylene adsorption reactions had a large effect on the Pd surface. On the PdAg surfaces, 
the C(s) coverage was not affected by the reaction rates. The CCH(s) coverage was 
 
Figure 9. Carbon species formed on (■)Pd50Ag50; (▲)Pd75Ag25; (●) Pd surfaces. CCH(s) is 
depicted by dashed lines, CH(s) is depicted by dashed-dotted line, and C(s) is depicted by solid 
line.  
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influenced by the composition of CHCH2(s) to CH2 and CH(s) on the PdAg surface, but not 
on the Pd surface. 
5.4. Discussion  
Different intermediates and products are the result of varying activation energies on 
the different surfaces. The two main reaction paths for acetylene are production of 
CHCH2(s) (Eq. 3.2.1), which then forms C2H4(s) (Eq. 3.2.2), or decomposition to CCH 
(3.2.3). A Pd or PdAg surface site is represented by (s). 
C2H2(s) + H(s) ↔ CHCH2(s) + (s)     (3.2.1) 
CHCH2(s) + H(s) ↔ C2H4(s) + (s)    (3.2.2) 
C2H2(s) + (s) ↔ CCH(s) + H(s)     (3.2.3) 
On PdAg, CCH(s) remains on the surface because the lowest-barrier path to remove 
CCH(s) from the surface requires hydrogen (3.2.4), which is not abundant on the surface. 
Without hydrogen (Eq. 3.2.5), removing CCH(s) requires a higher activation energy of 43, 
36, and 35 kcal/mol on Pd50Ag50, Pd75Ag25, and Pd, respectively.  
CCH(s) + H(s) ↔ CCH2(s) + (s)         (3.2.4) 
CCH(s) + (s) ↔ C(s) +CH(s) + (s)    (3.2.5) 
The lower activation energy for CCH(s) decomposition without hydrogen on Pd may 
account for why CH(s) is only seen on the Pd surface at low temperatures. At temperatures 
above 348 K, C(s) is formed on Pd and Pd75Ag25 because the higher temperature causes the 
decomposition of CH(s) to C(s) to occur on Pd, and the dissociation of CCH(s) to CH(s), 
then C(s) on Pd75Ag25. Four reactions produce C(s), and the easiest path is through the 
dissociation of CH (Eq. 3.2.6).  
CH(s) + (s) ↔ C(s) + H(s)     (3.2.6) 
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       The overshoot observed in sensor experiments may be due to the quick 
accumulation of CCH(s) or CH(s) that caused a sudden sharp increase in hydrogen 
consumption rate. After, the hydrogen on the surface was dramatically lowered due to 
carbon species accumulated on the surface, the hydrogen consumption rate decreased to the 
steady-state value. Figure 10 shows the relationship of experimentally observed overshoot 
to the model prediction of H2 consumption, and this may show why an initial overshoot is 
seen before a decrease to steady state.  
 
 
The removal of carbonaceous species from the surface took 20-25 hours when the model 
conditions were changed to 500 ppm H2 and nitrogen into the system, and this may explain 
why overshoot was not observed again unless the sensor was left overnight.  More 
generally, relatively slow changes in the coverage of carbonaceous species may account for 
the long times required to achieve steady-state, as shown in Figure 4. 
  
Figure 10. Overshoot of sensor response on 15% Ag/Pd at 348 K plotted with hydrogen 
consumption rate from kinetic model on Pd50Ag50 at 348 K. 
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From kinetic modeling studies, a greater response occurs at higher temperatures due 
to increased hydrogen reaction rates and desorption, thus less hydrogen at the interface. On 
Pd50Ag50, a lower concentration of carbon intermediates and a greater concentration of 
hydrogen led to less hydrogen consumption and more interfacial hydrogen compared to 
Pd75Ag25. This suggests an optimal Ag composition that gives the largest acetylene 
response. Experimentally, it was determined that the acetylene response on 15% Ag/Pd was 
larger than for 5 and 40% Ag/Pd. When the carbon concentration on the surface reached a 
critical value, a reduction in response was seen due to a slow surface reaction rate. On Pd, a 
lower hydrogen consumption rate occurred due to excessive fouling on the surface, thus a 
lower response. Increases in acetylene feed rates to 400 ppm increased the coverage of 
carbon species on the three surfaces. There appears to be a balance in carbon fouling on the 
surface that provides insight into why experimentally the response either increased or 
decreased with increased acetylene concentration depending on Ag concentration.  
An advantage of using PdAg is to control the selectivity of acetylene hydrogenation 
to ethylene. The model confirms the enhanced selectivity on PdAg that was calculated to be 
nearly 100% at all temperatures, compared to on Pd, where the selectivity was calculated to 
be 34%, 36%, and 82% for 323, 348, and 398 K, respectively. When sufficient hydrogen is 
present, acetylene reacts to form CHCH2, (Eq. 3.2.1) that subsequently forms C2H4(s), 
which is the desired product, (3.2.2) and CHCH3 (3.2.7).  
CHCH2(s) + H(s) ↔ CHCH3(s) + Pd(s)     (3.2.7) 
The activation energy for C2H4 production (Eq. 3.2.2) is reduced on the PdAg surfaces, 
with values of 17.1, 13.7, and 2.4 kcal/mol for pure Pd, Pd75Ag25, and Pd50Ag50, 
respectively. To aid in preventing the conversion of ethylene to ethane, the desorption 
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energy for ethylene and hydrogen is decreased, and the activation energy for ethane 
production from C2H5(s) is increased on PdAg.  
 It is important to note that comparisons between experiments and the model results 
described here are approximate and merely describe general trends.  Nevertheless, the 
results provide a strong indication that the carbonaceous species formed on the surface 
during reactions play a key role in dictating response.  This has important consequences 
both for efforts to detect gases in hydrogen-containing streams, and for detection of 
hydrogen in streams containing some hydrocarbon contaminants.  Furthermore, these 
results suggest an intimate link between well-studied heterogeneous catalytic reactions and 
response trends on MIS devices.  Such a link can potentially be exploited in future studies 
aimed at identifying improved MIS sensors for various applications, or for perhaps using 
MIS architectures to screen new catalytic materials. 
5.5. Conclusions 
A variety of bimetallic sensors were screened for acetylene response in a hydrogen-
containing stream, and Ag/Pd sensors were identified as being potentially promising for 
acetylene MIS sensor response. The optimal balance between Ag composition and 
temperature is vital, and the highest response was obtained on 15% Ag/Pd at 398 K. Kinetic 
modeling provided insights such as how temperature, feed concentration, and percent Ag in 
the bimetallic alloy affected response. Carbon species formed on the surface, mainly CH(s) 
and C(s) on Pd, CCH(s) and C(s) on Pd75Ag25, and CCH(s) on Pd50Ag50. The accumulation 
of carbon species may be responsible for dynamic trends in response, and influenced the 
final response. Response increased with carbon species fouling until a critical concentration 
of carbon species, where response decreased due to a lower hydrogen consumption rate.  
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Chapter 6 
 
Conclusions and Recommendations 
 
 
6.0 Conclusions 
6.0.1 Photocatalysis  
Many possible hypotheses for water’s accelerating effect on photocatalytic reactions 
were considered at the outset of this work. A few include the formation of an intermediate 
complex through hydrogen bond stabilization, adsorption assisted desorption, and 
formation of OH° radicals that catalyze surface reactions. Adsorption-assisted desorption 
does not appear to be a cause for the rate increase because the desorption of the products, 
CO2 and H2O or H2, are not the rate-limiting steps in the photocatalytic reactions. Previous 
studies have theorized that OH° radicals accelerate the photocatalytic rate by acting as 
oxidizing agents for organic compounds [1]. The presence of water forms OH° radicals by 
neutralization of OH− surface groups by positive holes Eq. 6.0.1 [2]. 
  OH− + h+ → OH°      Eq. 6.0.1 
Conflicting studies as to whether the primary oxidizing agent is the hydroxyl, direct 
electron transfer from the semiconductor, or through a combination of both exist in the 
literature [3].  
 From DFT work, OH° radicals form on the surface when two layers of water are 
present, but at 1 ML of water, water appears to aid the reaction by stabilizing key 
intermediates. From IR studies, the addition of water did not increase the OH° radicals 
present on the surface, thus the influence of water on altering or stabilizing more reactive 
intermediate species through hydrogen bonding was explored. 
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Although a definitive answer for why water increases the photocatalysis rate was 
not obtained, insight into the reaction mechanism was achieved. Vittadini et al. [4] 
determined from density functional theory (DFT) calculations that formic acid molecularly 
adsorbs on a dry anatase (101) surface, but dissociates to monodentate formate with the 
presence of co-adsorbed water. As described in Chapter 2, the transition from formic acid 
to formate was not seen experimentally. Water displaced formic acid and shifted formate 
COO- asymmetric and symmetric peaks, indicating a transition from bidentate formate to 
monodentate formate that may relate to the increase in PCD rate. However, additional 
formate may not have been observed in the IR experiments because the adsorption energies 
for both formic acid and formate with water are weak, 91 and 86 kJ/mol, respectively, and 
can be displaced at room temperature. The formate that was already on the surface was 
likely adsorbed on other surface sites and defects where formate adsorption may be 
stronger.  
 To expand further on Vittadini et al’s [4] work, DFT calculations were performed at 
various water and formic acid coverages as described in Chapter 3. Water stabilizes the 
reaction intermediate though hydrogen bonding. Water co-adsorbed with formic acid 
promoted O-H bond dissociation to produce formate ions, and the coverage of water and 
formic acid greatly influenced the adsorption mode of the molecules on TiO2. For ¼ 
monolayer (ML) formic acid coverage, O-H dissociation required a 1:1 ratio of water to 
formic acid. For 1 ML formic acid coverage, O-H dissociation required 2 monolayers of 
water to stabilize the adsorbed formate species. The 2nd layer of water also induced 
dissociation of the 1st layer water creating OH groups. DFT also predicted stabilization of 
monodentate relative to bidentate formate water, which may be consistent with the IR 
measurements. Comparisons are complicated by the fact that the remaining formate is 
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likely to be adsorbed on surfaces other than anatase (101); however, exploratory 
calculations on other surfaces indicate that the trend of monodentate stabilization through 
hydrogen bonding with water may be a general one.   
As described in chapter 4, DFT calculations showed that hydrogen bonding between 
water and adsorbates appear to play a large role in altering the electronic structure of TiO2, 
in addition, to the stabilization of monodentate formate as described above. Overall, the 
adsorbates decreased the reactivity of the TiO2 surface. Water co-adsorption increased the 
reactivity by decreasing the adsorbate’s effects on the surface. The adsorbate-surface bonds 
were weakened because of hydrogen bonding interactions between water and the adsorbate. 
For example, monodentate formate adsorption made the TiO2 surface less reactive for 
reduction, corresponding to an increase in electron-hole recombination rate and decrease in 
photocatalytic activity. Water increased the reactivity of the TiO2 (101) surface for 
monodentate formate decomposition by increasing the CBM of TiO2 to place it in the same 
position of the CBM as the bare slab, corresponding to an increase in reduction potential.  
From earlier findings in this thesis, water’s effect on conversion of bidentate to 
monodentate appears to the dominant effect for the increase in rate, but water may also 
have an effect on the decomposition rate of adsorbed bidentate formate. Adsorbed bidentate 
increases the reduction potential of the surface, and water decreases the reduction potential 
by 0.1 V to the baseline value of TiO2, making it easier for electron transport to the surface. 
Formic acid adsorption did not have a large effect on the electronic structure. 
The analysis of how each adsorbate affects the electronic structure is summarized 
below, and provides key insights about how charge redistributions affect band positions 
that could be applied to a variety of systems. Adsorption of hydrogen and water through the 
2c-O site decreased the reducing and increased the oxidizing power of the surface by 
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stabilizing the surface though breaking of the dp-π bonds. This decreased the overlap 
between the 5c-Ti orbitals, and enabled creation of a stronger OH bond. The adsorption of 
hydroxyls through the 5c-Ti also broke the dp-π bonds, but increased the reducing power 
and decreased the oxidizing power of the surface. After the breaking of the dp-π bonds, the 
2c-O energy decreased because no new atom was available for bonding, and the 5c-Ti 
energy decreased due to less electron density caused by charge redistribution. The 
adsorption of water, formic acid, and monodentate and bidentate formate through the 2c-O 
and 5c-Ti had varying effects on the VBM and CBM positions due to the strength of the 
bonds formed. 
 Water appears to play a role in both formic acid and formate decomposition. IR 
studies indicate a transition from bidentate to monodentate formate. From DFT adsorption 
studies, water increases the stability of monodentate formate over formic acid on the 
surface, and electronic structure calculations indicate water may accelerate formate 
decomposition by increasing the reduction potential of the monodentate formate-covered 
surface. Miura et al. [5] reported that formate decomposes on NiO(111) by first changing 
from bidenate to monodentate formate (Eq. 7.1). Thus, increasing reactivity of the 
monodentate formate-covered surface may accelerate the photocatalytic reaction rate.  
  
 
   Eq. 7.1 
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 The effects observed for this specific chemistry, photodecomposition of formic acid 
on TiO2, may be a more general phenomena important in a variety of surface reactions. In 
this thesis, we determined that interactions with water can weaken interactions between the 
adsorbate and the surface. Adsorbates can then take on new orientations, as when bidentate 
formate converts to monodentate formate. It can also reduce the effect of adsorbates on the 
electronic structure of the surface, potentially enabling more rapid photoconversions. In 
general, high coverage of reaction species has been shown to reduce the binding energies of 
key intermediates. Calaza et al. [6] determined that the binding energies of ethylene and 
acetate on Pd(111) were lower at higher coverages, reducing the activation barrier for 
acetate and co-adsorbed ethylene to form the acetoxyethyl intermediate. Wang et al. [7] 
detected that water  changed the surface bonding of pyridine on powered MgO using IR, 
and from DFT studies, determined water reduced the binding energy of pyridine to MgO 
(100) sites and defect sites on MgO (11O).  
The stabilization of dissociated molecules on surfaces occurs due to water forming 
additional interactions with those intermediate states, and this has also been seen for other 
reaction systems. Iwasawa et al. [8-11] attributed a rate increase of ethanol decomposition 
on Nb/SiO2 catalysts in the presence of gas phase ethanol to the formation of an 
intermediate between chemisorbed ethanol and weakly held ethanol. Without gas phase 
ethanol present, adsorbed ethanol decomposes at much higher temperatures and forms 
different products. Iwasawa et al. [8] also reported that on several MgO and ZnO catalysts 
weakly adsorbed water accelerates the water gas shift reaction by water altering the 
adsorption configuration of formate.  
6.0.2 Acetylene response on bimetallic MIS sensors 
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 A kinetic model developed from prior studies of acetylene hydrogenations on Pd 
and Ag/Pd provided insight into acetylene response on bimetallic MIS sensors as described 
in chapter 5. A variety of compositions of Ag/Pd, Au/Pd, Cu/Pd, and Ni/Pd were studied, 
and the largest response was obtained on the 15% Ag/Pd sensor at 398 K. Temperature, 
feed concentration,  and percent Ag in the bimetallic alloy played a large role in response. 
From the model output, the interfacial hydrogen concentration and hydrogen consumption 
rate were calculated, and agreed well with experimental results. Because of the general 
qualitative agreement between experimental and modeling results, the model was used to 
examine the surface chemistry. The model showed that carbon species formed on the 
surface, mainly CH(s) and C(s) on Pd, CCH(s) and C(s) on Pd75Ag25, and CCH(s) on 
Pd50Ag50, and influenced both the dynamic and steady state response. Response increased 
with carbon species fouling until a critical concentration of carbon species, where response 
decreased due to a lower hydrogen consumption rate. The accumulation of carbon species 
may also be responsible for dynamic trends in response. This shows that the influence of 
surface intermediates, which are essentially spectator species and not generally taken into 
account, can have a dramatic influence on the behavior of sensors.  
 In general, kinetic models of catalytic reactions are a promising tool for the design 
of sensors. By examining the influence of metal composition, temperature, pressure, and 
feed composition on reaction rates, more effective sensors can be developed for the 
detection of a variety of gases. The reverse is also possible, and sensor response trends can 
be used to evaluate and adjust the kinetics of reactions to coincide with information 
obtained from sensor studies.  
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6.1 Future Recommendations   
6.1.1 Photocatalysis  
Conducting additional experimental and theory studies could reconcile differences 
between experimental and DFT results. The DFT calculations were performed on a single 
crystal anatase (101) surface, and experiments were performed on P25 TiO2, which is a 
mixture of 80% anatase and 20% rutile. Even though the majority of the P25 TiO2 surface 
consists of anatase and the most stable anatase surface is (101), other surfaces exposed on 
P25 TiO2 may influence results. Thus, examining the single crystal anatase (101) surface 
using high resolution electron energy loss spectroscopy (HREELS) could provide insight 
into the results, specifically if the transition from formic acid to monodentate formate is 
observed. The experiments would be performed in essentially the same way as the IR 
experiments by adsorbing formic acid and then dosing water. Another benefit of the 
HREELS chamber, in which these experiments could be performed, is that the sample can 
be cooled well below room temperature so that isolating formic acid and formate on the 
surface is less problematic. 
One trend from both DFT and IR studies was the stabilization of monodentate 
formate on the surface by water. Preliminary calculations of formic acid and water 
adsorption performed on rutile (110) also indicated that water stabilized monodentate 
formate, but examining additional surfaces, defects sites, oxygen vacancies, and coverages 
of formic acid and water could verify if this trend is observed over a range of conditions. 
Due to large effect coverage had on the anatase (101) surface, an in-depth examination of 
additional surfaces at varying water and formic acid coverages could provide additional 
insight into experimental results and overall trends in surface adsorption. Using DFT to 
perform frequency calculations on these additional surfaces and conditions could also 
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provide insight into the hypothesis that the formate seen on TiO2 P25 before water addition 
may be adsorbed on different surfaces or defect sites.  
6.1.2 Acetylene response on bimetallic MIS sensors 
A number of different paths are possible for expanding on this research. Testing 
additional Ag compositions and temperatures to find the optimal composition and 
temperature would be valuable since response depended strongly on percent Ag and 
temperature. Hydrogen pressure also affects sensor response, thus varying the hydrogen 
pressure is important to determine the range of conditions where these sensors are viable. 
Preliminary modeling studies suggest that increasing the hydrogen pressure would increase 
sensor response due to increased hydrogen consumption. Due to the instability and 
unrepeatability of some of the sensors, examining the surface composition of the sensor 
before and after testing or heating could provide insight into structural changes that could 
occur during testing.  In general, the results for bimetallic sensor response to acetylene are a 
good starting point for future research and development in this area. 
6.2 Concluding Remarks 
 This thesis advances the understanding of mechanisms involved in photocatalysis 
and acetylene hydrogenation. From photocatalysis studies, the importance of hydrogen 
bonding in the formation of reaction intermediates, and the knowledge gained of how 
adsorbates alter the electronic structure though bond breaking and electron transfer 
provides useful insight that can be applied to other reaction systems. From sensor studies, 
bimetallic MIS sensors appear to be a promising technology for acetylene detection in the 
presence of hydrogen. The use of kinetic model provided insight into temperature, sensor 
composition, and feed pressures that could aid in development of new sensors.  
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