The current paper aims at performing large eddy simulation in spectral element framework of a 3 × 3 wind turbine array in atmospheric boundary layer (ABL) with near wall modelling for rough-wall geometry at very high Reynolds number. The wind turbine rotors have been represented by state of the art reduced order Actuator Line (AL) model analogous to immersed boundary methodology which is computationally more efficient than resolving turbine blade boundary layer. The inflow condition is fed from an ABL simulation using spectral interpolation method. We present an analysis of multiscale turbulent dynamics and power generated by a 3 × 3 wind turbine array from the statistical moments and validate the result from experimental observations.
I. Introduction
Wind Energy is one of the rapidly emerging and developing fields of research as a cleaner alternative to energy sources from fossil fuels which are one of the main causes to atmospheric pollution. The harvest of wind power are carried out by large wind farms which are essentially massive arrays of specially arranged wind turbines in atmospheric boundary layer. The fluid dynamics involved in such large wind farms are extremely complex essentially because of the multiscale turbulent transport phenomenon involved past and around the wind turbines in a very high Reynolds number atmospheric boundary layer (ABL) flow. Moreover the turbulent ABL flow intercepted by the wind turbine blades create counter-rotating helical wakes downstream of the turbines which can impinge on other turbines situated in the next row or beyond. These occurrences may adversely affect the extraction of kinetic energy from the wind turbines which have a direct impact on electrical power generation. In the past, 1, 2, 3 people have studied flow past very large wind farms (streamwise length L x 10H, where H is the BL thickness) using periodic boundary conditions in the streamwisespanwise direction invoking Wind Turbine Array Boundary Layer (WTABL). This simplified model, does not involve the growth of the inner layer, and allows one to assume the wind turbines as added roughness elements in ABL, without considering many complex phenomenon like wall-bounded turbulence & turbine wake interaction, and wake impingements on turbines at subsequent rows, etc which can be analysed using a simple theory by Frandsen et. al & later extended by Calaf et. al. 4, 1, 5 Consequently, in order to focus on these phenomenon, we choose to study the dynamic behaviour of the wakes in an isolated 3 × 3 array of turbines with inflow outflow boundary conditions. Such studies are of great interest not only for rudimentary reasons but also to predict and optimize the performance of wind turbines arranged in a short or intermediate sized wind farms where WTABL assumption fails. Numerical modelling and simulations provide a feasible and accurate way for studying such large-scale turbulence, since direct in-situ or remote sensing experiments can prove to be quite expensive for such kind of study, and it is hard to emulate atmospheric dynamics at laboratory scale measurements within affordable cost.
Nevertheless, flows in the atmospheric boundary layer have very large Reynolds number (Re ∼ 10 8 − 10 14 ). Using direct numerical simulation (DNS) for such high Reynolds number wall bounded turbulent flow is cost-prohibitive, 6 , 7 since capturing all scales of motion in such flows requires computational cost (grid resolution N x × N y × N z ∼ O(Re 2.7 )). 8 In this context, large-eddy simulation (LES) emerged to its immense popularity as it is less cost-intensive than DNS and yet captures the dynamically important, energetic, large-scale structures of certain order ∼ ∆ of the flow quite faithfully, while modelling the small scale motions less than ∆ having a supposedly universal behaviour. 9, 10, 11, 12 The spatio-temporal evolution of large scales are obtained from spatially filtered Navier-Stokes equations 13, 14, 15, 16 at grid-scale ∆ and the subgrid scale (SGS) motions are obtained from the divergence of residual subgrid stress (See section II.A ). LES is a promising technique with a potential of generating reliable data of wind turbine simulations not only concerning the flow morphology but also for the power generated by the wind turbines since the "large-scale structures" resolved by LES play a pivotal role in the energy output of the turbines. Several attempts at characterizing the performance of wind turbines or wind turbine arrays have been undertaken in the past literature. 17, 18, 1, 19, 20 Additionally, it must be mentioned that resolving the turbine blades boundary layer has the obvious impediments as resolving the atmospheric boundary layer since the chord based Reynolds number would only be an order less in magnitude than the Reynolds number based on Boundary layer thickness. Furthermore, using moving mesh methodology 21 to incorporate the effects of turbine-rotation increases the computational cost significantly beyond two turbines. A reduced-order aerodynamic model analogous to an immersed boundary technique, representing the effect of the rotating blades emerged and later evolved due to the computational bottleneck of fully-resolved calculations 22 18 in the form of Actuator line (AL) aerodynamics method. The AL model is a fully three-dimensional model which represents the turbine blades (modelled just as rotating 1D lines) with discrete lift, drag and thrust forces emulating the correct rotating effects. The AL method is the most advanced reduced order model till date and has been extensively used in wind turbine array simulations 27 as well as large realistic wind farm simulations. 28, 29 The AL model was first extended to and validated in spectral element method by Peet et. al 26 using uniform inflow conditions using Tjaerborg turbine. This method was further coupled with a rough wall atmospheric boundary layer model for simulating a single wind turbine case using streamwise periodic boundary condition. 20 In the current paper we propose to perform large eddy simulations of a 3 × 3 wind turbine array in an effort to comprehend the physics of disparate scales of turbulent motion and benchmark the results with experimental observations.
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The computations on the turbine arrays are performed using a realistic inflow-outflow boundary condition. Various advanced inflow-generation techniques in turbulent boundary layer have been discussed in the literature in the past decade 32, 33, 34 which were mostly used and validated for smooth wall turbulence with growing boundary layer. For our current simulations with a rough wall model inflow boundary conditions are generated from a separate LES precursor simulation of neutral atmospheric boundary layer (streamwise periodic) at Re ∼ 10 1020 using standard Smagorinsky eddy viscosity closure in LES with near wall modelling 13, 14, 12, 19 modified for rough wall. The inflow conditions are fed into the wind turbine array domain using a spectral interpolation technique. 21 For the outflow boundary conditions, we have used two different methods, (a) extended a method of Smagorinsky type of non-reflective sponging in our spectral element code for stabilized outflow conditions at a very high Reynolds number 35, 36 and (b) a stabilized outflow boundary conditions by Dong et.al 37 and present a comparison on the effect of outflow boundary conditions in the final version of the paper. In the past literature, wind turbine array simulations were mostly performed assuming periodic boundary conditions WTABL with the obvious shortcomings discussed above. 1, 5, 38 Recently, periodic streamwise boundary conditions with a fringe technique, 39 has also been performed to realistically emulate stabilized inflow-outflow boundary conditions without extention of the domain 40, 19 with some works on realistic inflow-outflow boundary conditions on massive wind farms by Churchfield et al. 28, 29 The inflow-outflow boundary conditions on a 3 × 3 wind turbine array has the capability of capturing several dynamical phenomenon, e.g. the variation of statistics in the streamwise (flow) direction manifesting the wall turbulence and wind turbine wake interaction, and more importantly, the wake-impingement effects in the second row and beyond, which cannot be captured with WTABL in a periodic box. The analysis of the inflow-outflow turbine array simulations are carried out mostly by studying the first and second order turbulent statistics and also comparing against the results of our most recent WTABL simulation. 3 The development of inflow-outflow boundary conditions in higher order spectral elements retain some novelty from the perspective of its design as are further discussed in Section II.B.2, III.B. In our simulations, we use an open source spectral element code Nek5000 41 featuring superior computational efficiency and parallel performance.
II. Numerical Method
Spectral element code Nek5000 42, 43, 41 is used to solve the 3D Navier-Stokes (NS) equation for both the actuator line model turbine array and atmospheric boundary layer simulation. Spectral element method (SEM) is a high-order weighted residual technique that combines the geometric flexibility of finite elements with the rapid convergence and tensor-product efficiencies of global spectral methods. The vectorial form of the unsteady momentum equations coupled with the continuity involves the solution of velocity field u(x, t) and scalar pressure field p(x, t),
Here, Ω ⊂ R 3 is the three-dimensional domain in Equation (1), u 0 (x) represents the initial condition of the PDE and ∂Ω represents the external surface of Ω on which the boundary conditions u b are defined. In spectral element methods, the weak formulation of the equations is carried out by weighted residual technique (orthogonal projection of the residual of the equations), or more specifically by Galerkin projection method, 42 . 44 The variational formula of the NS equation (used in Nek5000 implementation) can be derived by projecting and minimizing the residual in an orthogonal test space, with test function v ∈ H 0 1 (Ω) 3 .
By the choice of v, and simple integration of parts of the pressure and viscous terms it is quite straightforward to see that
with Γ being boundary condition surface where Dirichlet or periodic boundary conditions are not applied. In the spectral element formulation the computational domain
Each Ω k is the image of reference subdomain under a mapping x k (r) ∈ Ω k → r ∈Ω, with a well defined inverse r k (x) ∈Ω → x ∈ Ω k , where the reference subdomainΩ = [−1 , 1] d with d being the dimension of the problem. Scalar functions with each element Ω k are represented as N th order tensor product polynomials on a reference subdomain Ω. In 3D, any function in the spectral element method in the local element can be expressed as follows
where, h i (r) is the Lagrange polynomial of degree N x ,N y or N z satisfying h i (ζ j ) = δ ij , where ζ = [−1, 1] and δ ij is the Kronecker delta function. Usually, the polynomial chosen is orthogonal in nature (a solution of Sturm Liouville problem) to obtain least square interpolation error from generalized Fourier series construction. In Nek5000, the orthogonal polynomial used is Legendre polynomial and ζ j , j = 1, N x (for x direction and similarly likewise) are the Gauss-Lobato-Legendre (GLL) points of quadrature. Such choices ensure minimum dissipation and dispersion percolating into the system. The time discretization of NS solver in Nek5000 involves k th order backward difference/extrapolation scheme (BDF/EXT) where k = 2 or 3. The code is fully dealiased using 3/2 rule, 45, 46 the velocity is solved using preconditioned conjugate gradient (CG) method and the pressure solver uses iterative generalized mean residual solver (GMRES) method in Krylov subspace. The current algorithm was optimized to achieve perfect scalability in parallel implementation up to 1,000,000 processors.
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II.A. Large Eddy Simulation
The spatially filtered 3D Navier-Stokes equation for large eddy simulation of wind turbine arrays in neutral ABL flows can be obtained by incorporating a convolution integral filter on the original Navier-Stokes
The subgrid stress (SGS) tensor in Equation 5 , τ τ τ (u, u) = uu T − u u T arising from the non-commutativity of filtering with the nonlinear advection term, is modelled using a Smagorinsky type eddy viscosity closure. The model SGS stress τ τ τ SGS ( u, u) can be given as τ τ τ
2 |∇ s u|, with filter length scale l f = C s ∆, 47 ∆ is a grid scale and the term |∇ s u| can be given as
. For high Reynolds number turbulent ABL flow, we employ the algebraic wall damping by Mason and Thompson (1992) ,
For best results in our SEM model (see 20 for details), the ad-hoc blending function parameters C 0 = 0.19, n = 0.5.
The forcing term F in the neutral ABL represents the mean streamwise pressure gradient that drives the flow, while in actuator line model it represents the thrust, lift and drag forces experienced by the fluid through the actuator lines.
II.B. Boundary Conditions
II.B.1. Neutral Atmospheric Boundary layer: Realistic Inflow
We incorporate periodic boundary conditions in the streamwise and spanwise direction while the top boundary conditions are stress free: d u/dz = d v/dz = 0, and w = 0 (x: streamwise direction, y: spanwise direction and z: wall normal direction). At the bottom surface, we use a wall stress boundary condition without having to resolve the rough wall, relating the wall stress vector to the horizontal velocity vector u u u h at the first grid-point using the standard Monin-Obukhov similarity law 48 along with no-penetration conditions of large eddies, w = 0.
where, | u h,
and u h, are calculated as an interpolation at half wall node ∆z/2 e.g., between u(x, y, 0, t) and u(x, y, z = ∆z, t),
(and similar procedure for v) where ∆z is the first GLL grid point from the wall. A proper choice of the subgrid scale model with wall damping used in LES simulations with near wall modelling is essential, since the proper dissipation characteristics of the SGS model generate accurate subgrid scale stresses and kinetic energy which is necessary for generating the log-law profile and correct second order statistics near the wall.
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II.B.2. Wind Turbine Array
The boundary conditions for the rectangular domain of wind turbine array are very similar to the ABL domain (spanwise periodic, symmetry at the top and shear stress at the bottom "wall"), except for the streamwise direction where we choose to use a realistic inflow-outflow condition. The inflow condition is turbulent in nature and to maintain a realistic spatio-temporal coherence the inflow is being fed from a separate precursor ABL simulation. The choice of outflow boundary conditions in our spectral element code requires a careful analysis. Invoking Equation 3 we see that the simplest choice of natural "do nothing" boundary condition at the outflow would be
However implementing such boundary conditions at high Reynolds number triggers amplification of outgoing large eddy structures at the outflow resulting in reflection and instability. To circumvent this problem we have used sponging by extending the domain with coarse elements and adding sufficient amount of artificial viscosity near the outflow region ensuring required dampening of the eddies before they go to the outflow boundary. However, sudden change in viscosity in the interface of physical and extended domain can be dangerous giving rise to spurious reflective waves which can potentially trigger instability. Consequently, we have extended the idea of carefully-designed non reflective sponging layer using simple Smagorinsky type viscosity in the sponge layer which restricts the indiscriminate growth of viscosity in that region.
In the sponge-layer, ν = ν m + ν sl , with ν m being the molecular viscosity where ν sl = (C sl ∆) 2 | S|, with | S| = 2 S ij S ij . ∆ is metric of grid spacing scale which is similar to that in LES Smagorinsky model.
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In our spectral element model C sl is designed to grow quadratically in the form C sl = b(x − x 0 ) 2 , with b = 0.25 and x 0 is the end of the streamwise extent of physical domain. The natural boundary condition with a non-reflective sponge layer is seen to stabilize eddies at the outflow. Additionally, we have also used a superior a more accurate stabilized natural boundary conditions by Dong et. al 37 which can be given as
where
is smooth Heaviside step function to remove sudden discontinuity of the outflow fluxes with U, δ being some chosen velocity and length scale in the flow and n is the unit normal vector at the outflow boundary. This boundary condition has been tested to stabilize energy of the system 1/2||u|| 2 L2(Ω) (projecting NS equation with u) compared to a simple natural boundary condition 51 (See Equation 8 ). Unless otherwise mentioned, all the results of our simulation presented in this paper involve the second outflow boundary condition and a comparison of the two different outflow boundary conditions are also reported.
II.C. Actuator Line Model: Turbine Response
In an actuator line model, 18 the blades are divided into elements, similar to BEM, and the local lift (L) and drag (D) force experienced by each element is calculated as (L , D) = from all the blade elements experienced by the fluid distributed smoothly on several mesh points is given by
using a smeared out delta function in the form of a Gaussian
The summation in the forces is over all N blade elements, and = 2 w d is used in the current study. The AL model is more advanced than the actuator-disc model 52, 1 commonly used in numerical computations of WTABL, in its capability to capture the tip-vortices being shed in the near-wake quite accurately. 18, 20 III. Computational Setup
III.A. Neutral Atmospheric Boundary layer simulations
The computational domain of the neutral ABL simulation is of rectangular geometry and cartesian spectral element collocated mesh has been used for such calculations. We model a similar setup as in Ref. 12 for neutral ABL simulations. In the present cartesian framework, x is the streamwise direction, y is the spanwise direction and z is wall normal direction.
6 . The rough wall closure and subgrid scale (SGS) eddy-viscosity models used for the large eddy simulations of ABL model are described in Sections II.B.1, II.A respectively. The discretization parameters of the domains are tabulated below. Table 1 clearly reveals the anisotropy of the streamwise grids (∆ x /∆ z , ∆ x /∆ z ) with respect to the wall normal and spanwise grid in the near wall region which conforms well with the past literature. represents the number of elements in the i th direction while ∆ x , ∆ y , ∆ z are the minimum grid sizes of the GLL nodes within each element. ∆z/z 0 25 (z 0 = 10 −4 H) manifesting the first grid node does not resolve the geometric roughness and lies in the log-law of the wall. Figure 2) . The first row of 3 rotors are placed at πH/2 or 8D distance from the inflow boundary. The streamwise distance between the turbines is 7D, while the spanwise distance is 3D. The hub-height of all the rotors have been set at D. These dimensions are designed to conform the experimental set-up as in Ref. 38 21 where both the simulations are run simultaneously with the inflow condition from ABL simulation being generated by spectrally interpolating the mid-plane of the ABL domain (yz plane at x = πH) to the inflow boundary of the computational domain of turbine array (direct memory copies). Since, the spectral interpolation is done in parallel using Message Passing Interface (MPI) it removes the I/O overhead significantly in the computation. The details of the different parameters like tip-speed ratio, chord length, lift and drag coefficients pertaining to turbine blades used in the current simulation can be found in Chatterjee and Peet. 20 The drag forces experienced by the cylindrical nacelle has been modelled by using a simple model using F drag = law corresponding to the double overlap region of streamwise velocity spectra E uu (k x ) and the Kolomogorov −5/3 law of the wall normal velocity spectra E ww (k x ) 55, 56 quite successfully as shown in Figures 3b, 3c . Before moving on with the discussion of an isolated 3 × 3 wind turbine array, we also discuss some results of a periodic wind turbine array (WTABL). This is done in an effort to validate our code with standardized benchmarks and also reveal the limited capability of the model in capturing the dynamics of a large wind farms. In a WTABL, the wind turbine arrays essentially act as an additional imposed roughness to the neutral atmospheric boundary layer. This is manifested in a double equilibrium log-layer in Figure 4a . The lower log-law with friction velocity u * ,lo and roughness height z 0,lo corresponds to the attached eddy layer due to imposed bottom wall roughness, while the upper log-law with u * ,hi , z 0,hi comes from the "wind-turbine roughness".
IV. Results
IV.A. Validation
1 Figure 4b shows the turbulent shear stress flux (Reynolds and dispersive stresses, See 1 for details) the downward entrainment (difference of fluxes at z h ± D/2, where z h = D is the hub-height) of which contributes to the turbine power generation. The LES simulations of both the WTABL model as well as the isolated wind turbine array ( Figure 5 ) depicts the large scale structures on or around the turbines in the computational domain. For details of the periodic WTABL simulation refer to. 
IV.B. Mean and Second order Statistics
A comparison of temporally averaged mean streamwise velocity profile and streamwise velocity contour in xz plane for two different outflow boundary conditions are shown in Figure 6 . Even though, negligible discrepancies are observed for the contour plot, some differences are noted for the line plots of velocity profile in Figure 6a , 6b, but they are mainly restricted in the outer layer much above the turbine wake at z/D 2. However, the stabilized natural outflow boundary condition 37 being more physically consistent has been used subsequently in the simulations, the statistics of which are reported. Figure 7 , 8 depicts the mean velocity statistics and second order velocity moments (streamwise variance u 2 , kinematic shear stress −u w ) in an xz plane respectively where u , w are fluctuations in the x and z direction respectively. The spanwise location of the xz plane is averaged in the y direction. The plots in the xz plane hopes to capture the complex phenomenon of "wake-impingement" effects manifesting streamwise (x) variation of flow along with the growth of the "inner layer" in the z direction (wind turbine roughly at the inner layer, z h = 0.2H). The Figures ( 6c, 6d) clearly indicate symmetric nature of the wake diffusion in xz plane about the centerline of the wake which is at the hub-height (nacelle), at z/D = 1 in the timeaveraged frame, and the wake-deficit can also be observed in the temporal mean contours. The wake-deficits of mean streamwise velocity U are expectedly of greater intensities in the second and third rows than in the first row of turbines as in Figure 7a due "wake impingement" effects. The wall-normal velocity W has expectedly a symmetric profile (upflux and downflux) at the top and bottom wake region at the turbine location, possibly because of the rotation effect of the blades. However, what is counter-intuitive, is the presence of a strong upflux or positive wall normal velocity in the wind turbine wakes, which grows stronger in the second row of turbines and beyond. The wind turbines are well within the atmospheric boundary layer (lower 25% of the boundary layer), and the interaction of atmospheric turbulence with rotating wind turbines are manifested by the growth of the "inner layer" (or the wind turbine array boundary layer) as observed in literatures. 53, 58, 59 However, the growth of "inner-layer" is not so prominently observed in the mean streamwise velocity contours as is in the second order statistics contours, e.g., the u 2 fluctuations and the kinematic shear stress -u w . For the second order turbulent stresses/ fluctuations, it is observed that they occur mainly at or near the surface of the wakes and finally propagate/diffuse towards the core at ∼ 4D distances downstream of the rotors. This can be attributed to the formation of tip vortices in the near wake (∼ 3D from turbine-nacelle) and finally breakdown due to inviscid instability mechanism in the far-wake region. It is also observed that u 2 (major contributor to turbulent kinetic energy) is maximum near the top wake region (z ∼ z h + D/2) while depicting reduced turbulence activity in the bottom wake region
28 The second order stresses are also of much larger intensity in the second and third rows than in the first row, which manifests the fact that there is supposedly a positive correlation between the larger velocity deficits in "wakes" and the production of higher turbulence.
The temporally averaged streamwise velocity profile (middle wind turbine, first row, y/D = 8) and second order stresses (u 2 , −u w ) at distances 2D, 5D, 7D from the turbine nacelle are shown in Figures 9a, 9b, 9c and corroborate the contour plots as discussed above. The profiles have been compared against the experimental results of a 3 × 3 wind turbine array by Hamilton et al. 30 and a single wind turbine simulation / experiment by Wu et al. 19 Both the experiments have been conducted at Re ∼ O( 10 5 ). The velocity profile shows reasonable match with the experiments especially in the top wake region, while the second order stresses shows decent match with the bottom wake region. The mean streamwise velocity profile (Figure 9a) shows that the maximum velocity deficit occurs at turbine rotor position x t /D = 0 (not reported here), and with the expansion and diffusion of wake, the intensity of the wake deficit decreases as we go downstream of the turbine and this is also supported by the three different spanwise averaged profiles at x t /D = 2, 5, 7. Furthermore, it is observed that the velocity profiles do not show any differences amongst each other at distances beyond z/D 2.5, indicating that the "inner layer" formed by the wind turbine arrays lies below z < 2.5D. Quite different trends are observed in streamwise velocity variance u 2 and kinematic shear stress −u w which shows that the peak magnitude at the "top-wake region" decreases beyond x t = 5D. Also, u 2 shows less magnitude/intensity below turbines z/D 0.5, which indicates that the turbulence is suppressed below the turbines, which is in concordance with the idea that the power production in the wind turbine array is directly related to the vertical entrainment of mean kinetic energy 1, 59 by turbulent shear-stress flux. The kinematic shear stress −u w show high positive magnitude near the top extent of the rotor (z/D ∼ 1.5), while depicting a high negative magnitude near the bottom extent of the rotor (z/D ∼ 0.5). This is not surprising or contradictory since, careful observation reveals that near the top extent of the rotor, we have positive streamwise velocity gradient ∂U/∂z, while near the bottom extent we have negative gradients. This ensures that the turbulence production term −u w ∂U/∂z is positive near wake surfaces contributing to the generation of turbulent kinetic energy. We would discuss more about turbulent production in the subsequent sections. 
IV.C. Dominant Mechanisms of Wake Turbuence
To simplify our understanding on the contribution of turbulence in wakes we resort to the temporally averaged mean streamwise momentum equation. Even though the computational setup is not a periodic domain in the streamwise-spanwise direction as in WTABL, the equation is similar to a WTABL, since the growth of the boundary layer is manifested by the dominant ∂/∂z term & O(W ) O(U ) in mean streamwise velocity equation described below. ∂p/∂x and F x are the mean streamwise pressure gradient and streamwise forces in the turbines respectively.
Multiplying Equation ( 11) with U we can recover the mean kinetic energy equation as follows
The turbulent contribution in the mean kinetic energy (See Equation ( 12)) comes from the kinematic Reynolds shear stress term −U ∂u w /∂z. This term can be further broken down into
where −U u w is the turbulent flux term to the mean kinetic energy, and neglecting viscous terms (Re ∼ , from the second row of wind turbines, but the flux at the bottom wake region (z/D ∼ 0.5) decreases as well, justifying that the difference in the flux at z h ± D/2 increases in the second and third row of turbines than at the first row. Also, maximum peaks of the flux shift upwards justifying the growth of the inner layer. However, power calculations, as will be shown later, indicate that the power production in second and third row of turbines decreases compared to the first row, due to "wake impingement" effects. Consequently, the fraction of the flux difference which contributes to the wind power varies and possibly decreases along the streamwise direction. This is expectedly, due to the sustenance of no-zero convective terms of the kinetic energy (inner layer growth due to D/Dt(1/2U
2 )) in the 3 × 3 wind turbine array contributed from the differential shear stress flux unlike the WTABL. Hence the simple equilibrium of mean kinetic energy discussed above although serves as a good building block of a WTABL model, cannot be applied in an isolated 3 × 3 wind turbine array. The turbulent dissipation of mean kinetic energy, which contributes to the turbulent production term in the tke budget (Figure 10b ) shows three distinct regions of high production. At z ∼ 0.1H or z ∼ 0.4D, the turbulence generated is mainly "wall-bounded" in nature contributed from the anisotropic coherent structures associated with the self-sustaining mechanism of wall turbulence. 60, 61 The next two regions primarily occur at z ∼ z h ± D/2, with the top-wake at the outer layer having significantly higher production than the bottom-wake. At the bottom wake, kinematic shear stress −u w produced is slightly lower than at the top wake possibly due to near-wall effects, and mean velocity gradient ∂U /∂z is also smaller in the velocity deficit region closer to the wall. Subsequently, it is straightforward to see that the turbulence production −u w ∂U /∂z in the bottom wake is smaller than at the top wake.
IV.D. Temporal Power Spectra
The power generated by the wind turbines is usually quantitatively represented with power coefficient C p . Average radial forces per blade F r (averaged over the rotor length) are computed in our simulations, from which the torque on each blade can be calculated in a straightforward manner by multiplying with the number of blades and rotation rate of the blades.
where R i , R o are the minimum and maximum radial extent of the blades (R i = 0, due to the nacelle), B = 3 is the number of blades and Ω, the rotation rate of the turbine.
is the rotor-swept area and we define U b to be always the bulk mean velocity intercepted by the first row of wind turbines.
A comparison of the temporal spectra of the power coefficient C p vs the normalized frequency spectra are depicted in Figure 11 (normalized with eddy turn over time H/u * , where u * is the friction velocity scale at the bottom wall; for periodic WTABL, u * ,hi corresponding to the upper equilibrium log-layer is used). In Figure 11a , we indeed see that the power generated by all the wind turbines is similar to ∼ 0.25 (validated by Cal et. al 2 who reported C p ∼ 0.28 in their studies). This is expected, since in very large wind farms, and wind conditions which yield fairly stationary statistics in time, the power generated by a small array of the turbines in the centre of the farm would be fairly constant and independent of "wake impingement" effects. In a stark contrast we observe that the "wake-impingement" effects are conspicuously seen in Figure 11b , where there is significant drop of power from second row and beyond (from C p ∼ 0.28 in first row middle turbine, to C p ∼ 0.12, last row middle turbine), due to interception of reduced momentum deficit profiles in the subsequent rows due wake generation.
Both the temporal spectra of the power coefficients clearly show a distinct f −1 and f −5/3 scaling laws (validated by 62 in field experiments). In lower frequency region the frequency of the wake-meandering phenomenon can be observed at f H/u * ∼ O(10 −1 ) which matches with the approximate scale of f wm ∼ U /2D w (D w ∼ D, diameter of the wake). In the higher frequency region beyond −5/3 law (low energy contribution), f H/u * ∼ O(10 2 ) multiple distinct C p (f ) peaks show up corresponding to the constant rotational rate of the 3 bladed turbines, f r = 3Ω/(2π) and their superharmonics 2f r , 3f r , 4f r etc with lower C p (f ) peaks. This phenomenon can be conceived as the power generation by the interception of eddies with the turbine blades on a time scale much larger than O(f −1 r ), such that the eddies almost behave like a "frozen field" being intercepted by the blades. The presence of superharmonics of f r at higher frequencies suggests a "periodic temporal coherence" at time scales of the order of rotation period 2π/Ω. The temporal power spectra plots give a clear indication that the power generated by the wind turbines are in major contributed by eddies of large or intermediate time scales (f H/u * < O(10 −1 )) which can be observed in both large wind farms (periodic domains) as well as 3 × 3 wind turbine array. This is further corroborated in Figure 11b where conspicuous discrepancies in the power coefficient C p among various rows of turbines can be observed only at low frequency region f H/u * < O(10 −1 ) (near wake meandering frequency), beyond which the scaling laws and the high frequency superharmonics collapse on the same curve for turbines at different rows.
V. Conclusion
In the current paper, we have considered a large-eddy simulation study of a 3 × 3 wind turbine array, and its behaviour in contrast to large wind farms (periodic WTABL) are studied. We have observed that in such short length-scale wind farms, important phenomenon like the growth of the "inner layer" due to wake expansion, "wake impingement" effects on subsequent turbine rows play an important role in power generation which are not observed in the simplified WTABL model of power generation. In particular by studying the second order turbulent stresses, we have concluded that the dynamics of the turbines in the second row and beyond are grossly different from the first row of turbines which intercept atmospheric flows. In the subsequent rows, the mean velocity wake-deficits and turbulent stresses are stronger, especially in the top wake surface and the large-scale turbulent mechanisms have an increasing dominant contribution to the wake turbulence production. Finally the temporal power spectra of the 3 × 3 wind turbine arrays justifies the contribution of large-scale eddies that play a major role in "wake-impingement" and hence the reduction in power generation in the second and third row of wind turbines.
The future work would involve studies considering larger arrays of wind turbines with inflow-outflow boundary condition and observe if they behave similar to periodic WTABL as in large wind farms. Also, we plan to couple realistic field experimental results with our LES model using Data Assimilation techniques, to generate fine scale realistic flows to drive wind turbine arrays in an effort to better predict the power generated by the wind turbines.
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