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Crystallization is a key unit operation in the fine chemical and pharmaceutical
industries, many of which employ batch stirred vessels for crystallization. Although using
stirred vessels for crystallization has advantages such as better mixing and faster cooling,
one of the disadvantages is that due to the presence of mechanical parts in the vessel such
as baffles, impeller etc., crystals break up while stirring and generate unwanted secondary
nucleation. This process contributes to a wide crystal size distribution with a smaller than
desired mean crystal size.
For studying crystal breakage phenomenon, experimentalists choose to use nonsolvents for crystal breakage experiments to isolate breakage from simultaneously
occurring phenomena such as Ostwald-ripening, aging and agglomeration. Although
performing experiments in non-solvents eliminates other phenomena and helps isolate
breakage, the results can not always be correlated to saturated solutions due to density
and viscosity differences between the two conditions.
In this research, the effects of Ostwald ripening, aging and agglomeration on the
crystal size and shape distributions are quantitatively measured. Micro and macro scale
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experiments were performed in both non-solvents and saturated solutions and the results
were compared to determine the effects. Both in situ focused beam reflectance method
(FBRM) and off-line analyses were performed to characterize the crystal size
distributions.
Results from experiments show that there is significant difference between the
breakage behavior of crystals in non-solvents and in saturated solutions, mplying
significant impacts of Ostwald ripening, aging, agglomeration and dissolution in
saturated solutions. Calculations using Zwietering correlation also show that the
difference between the viscosities and densities in the two systems may also be a
contributing factor to the difference in the breakage profiles. It was also found that
growth rates of crystals can differ when they are subjected to stress and strain. In macroscale experiments, dissolution was found to have a significant impact on the crystal size
distribution. Abrasion was found to be the dominating fracture mechanism for most
systems. Extent of breakage and morphological changes were found to be dependent on
stirring rates, suspension density, shape and hardness of crystals and the type of system.
.
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CHAPTER I
LITERATURE REVIEW

1.1.

Introduction
Crystallization is widely used in the manufacture of fine chemicals, specialty

chemicals,

photographic

materials,

intermediate

pharmaceuticals,

and

active

pharmaceutical ingredients (API). According to Genck (2003), over 90% of chemicals
and pharmaceuticals manufactured are sold in solid form, most of which use
crystallization for their production. In the pharmaceutical industry, more than 80% of
products go through a crystallization step in their manufacturing process [Reutzel-Edens,
2006]. In 2009 the world sales of pharmaceuticals alone were around US $ 808 billion
with the US being the world‘s largest contributor with ~37% of the global market [VFA,
Inc.]. The pharmaceuticals sector is the largest by turnover and profitability, and the most
well-known. There are also personal care products, agrochemicals such as selective
herbicides, pesticides and fungicides, animal health products, and specialty industrial
chemicals for a wide range of applications that involve one or more crystalline products
in their manufacturing. Crystallization also finds application in environmental and
wastewater treatment operations [Hash and Okorafor, 2008]. In the food industry,
crystallization is often used to give products the right texture, flavor, and shelf life.
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Crystallization is used to produce ice cream, freeze dried foods, chewing gum, butter,
chocolate, salt, cheese, coffee, and bread [Hartel, 2001].
Although, the demand for crystallization is very high, this method suffers from
many process difficulties. The advantage of solution crystallization is that it combines
particle formation and purification in one step. However, the two main desired results
from a crystallization process usually are high product purity and a narrow crystal size
distribution. To achieve both these results from the same operation is a challenge and
often compromises have to be made [Price, 1997]. The pharmaceutical industry in
particular faces additional challenges today with requirements of production of complex
molecules and strict regulations for drug quality specifications from the Food and Drug
Administration (FDA). In addition to many other requirements, the FDA also regulates
particle size distribution of a solid drug [US Department of Health and Human Services,
2002; Zhigang, 2010; Chew et al., 2007] or acceptable polymorph (different crystal forms
of identical chemical composition) of a particular drug [Thayer, 2007], as different
polymorphs may have different solubilities [Pudipeddi and Serajuddin, 2004], dissolution
rates, and chemical and physical stabilities, in addition to other properties.
In industry, continuous crystallizers are preferred for bulk production (tons per
day), but batch crystallizers are often used for expensive low-volume chemicals such as
some APIs (active pharmaceutical ingredients) in the pharmaceutical industry. [Larsen et
al., 2006; McConville, 2007]. Industrial batch crystallizers are essentially batch reactors.
In pharmaceutical and many fine chemical industries, batch reactors are used as
multipurpose vessels to perform many process operations including crystallization
[McConville, 2007].
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Obtaining the desired shape and crystal size distribution (CSD) in a batch
crystallization operation is the primary concern of most current industrial crystallization
processes [Larsen et al., 2006; Chew et al., 2007; Kamahara et al., 2007]. The CSD is
usually described by plotting the number fraction or weight fraction with respect to
crystal size. As mentioned earlier, one of the challenges in an industrial crystallization
process is obtaining the desired crystal size with narrow CSD. The desired mean crystal
size from a crystallization step differs from product to product. For example for some
pharmaceutical products small particles (0-50 µm) with narrow particle size distribution
is desired for enhanced oral bioavailability or for inhalation. When milling techniques fail
to reduce particle size effectively, a controlled crystallization method under a high shear
environment is employed [Kamahara et al., 2007]. In other cases, a large mean crystal
size is desired to avoid the potential clogging in the filtration step [Shan et al., 2002]. To
control the CSD, it is necessary to control supersaturation since it is the driving force for
growth and nucleation. Since supersaturation is dependent on temperature and solution
composition, it is usually controlled by using process variables such as coolant flow rate
in the jacket or non-solvent flow rate in the crystallizer [Larsen et al., 2006]. However,
this indirect approach of controlling supersaturation to control the CSD is not very
effective [Barrett et al., 2005]. In a batch crystallizer, even if supersaturation is well
controlled using modern approaches [Feng et al., 2002], excessive secondary nucleation
due to breakage of crystals can have a strong effect on the CSD [Barrett et al., 2005].
Controlling secondary nucleation due to attrition and crystal break-up is a major
challenge in industrial crystallization [Larsen et al., 2006]. Attrition and crystal break-up
in batch crystallizers are poorly understood and form the main focus of this dissertation.
3

1.2.

Definitions
Before delving further into the literature pertaining to crystal breakage in stirred

vessels, it will help to explain some basic terms that have been used or will be used
throughout this dissertation.
This research considers crystals, but not amorphous materials. A crystal is a
homogenous solid formed when its constituent units: atoms, molecules, or ions, are three
dimensionally arranged in an orderly repeating pattern. The process of crystal formation
via mechanisms of crystal growth is crystallization. Crystallization occurs commonly in
nature to form gem stones and snowflakes. Many materials including most metals are
polycrystalline, where they are made up of many small crystals. In industry, crystals are
grown from a solution (evaporation and cooling), melt or deposited directly from gas. In
fine chemicals and pharmaceutical industries, crystals are usually grown from solutions
[McConville, 2007]. Solution crystallization exploits the temperature-solubility
relationship of solutes in solvents. Solubility is the maximum amount of solute that can be
dissolved in a solvent at a given temperature. A non-solvent or anti-solvent is a solvent in
witch the solute is not soluble or very sparingly soluble. A saturated solution at a
particular temperature is one which cannot dissolve any further solute at that temperature.
Mullin (2001) defines a saturated solution as one in which the liquid is in
―thermodynamic equilibrium with the solid phase at a specified temperature‖. A
supersaturated solution contains solute in excess of what it is capable of dissolving in a
solution at a specified temperature; this can occur when a saturated solution is slowly
cooled below its solubility limit. Usually the solubility increases with an increase in
temperature, although this is not always true.
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To grow crystals from a saturated solution, the solution temperature can either be
lowered (crystallization by cooling) or solvent can be removed at a fixed temperature
(crystallization by evaporation) to cause supersaturation. Supersaturation is the driving
force of crystallization. It causes solute molecules to start accumulating and forming solid
structures in nanometer size ranges at various regions inside the solution. This process is
called primary nucleation. The nucleation caused by already existing crystals is called
secondary nucleation. As a solution is cooled below its solubility concentration, it
becomes supersaturated. A supersaturated solution in which the activation energy is too
high for nucleation to occur is called metastable. As the solution continues to be cooled,
it reaches the metastable limit where nucleation must occur. Nuclei are needed for
crystal growth.
Crystal growth occurs when new units attach to the existing crystalline lattice. In
some cases crystalline units arrange themselves in different patterns retaining the same
chemical identity. Such a phenomenon is called polymorphism.
Nucleation and crystal growth together largely govern the crystal size distribution
(CSD) by determining the number and size of crystals present in the crystallizer at the
end of operation. However, there are other mechanisms such as agglomeration, ripening,
and breakage that also affect the CSD.
Small crystals in a liquid suspension have a tendency to cluster together to form a
larger particle. This clustering of crystals is called agglomeration. Some alternative terms
used in the literature are aggregation, coagulation and flocculation.
One important phenomenon that can affect the crystal size distribution is Ostwald
ripening. The process of tiny particles dissolving in their saturated solutions and in turn
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causing large particles to get larger is called Ostwald ripening. This happens due to the
system trying to reach thermodynamic equilibrium by minimizing its total surface free
energy.
In a stirred vessel such as a batch crystallizer, crystals collide with each other, the
vessel wall and the mechanical parts of the vessel (such as baffles, stirrer, temperature
sensor etc.) and break. This phenomenon is called particle breakage, particle break-up,
abrasion, crystal breakage, attrition or fragmentation. In the literature, these words have
been used interchangeably. In this dissertation, ‗fragmentation‘ and ‗abrasion‘ terms are
used consistently with the following definitions: when the crystal breaks such that it splits
into large portions dividing the crystal into two or more pieces due to high impact energy,
the mechanism is called fragmentation or shatter; whereas, when the crystals chip due to
localized stressing usually at corners and edges, the mechanism is called abrasion.
Fragmentation results due to crystals colliding with crystallizer wall and mechanical parts
whereas abrasion results due to crystals rubbing against each other or colliding with the
impeller resulting in chipping of corners and sharp edges. To describe particle sizes
produced as a result of breakage, the terms ‗fines‘, ‗coarse‘ and ‗fragments‘ are used. In
this dissertation, the term ‗fines‘ is used for describing particles in the size range 0 to 0.5
mm, ‗coarse‘ is used for describing particles in the size range of 0.5 to 1 mm and ‗broken
pieces‘ are used for describing fragments of crystals in the size range 1 mm and higher.
Magma density or suspension density is the weight of undissolved crystals present in the
saturated solution/non-solvent per unit volume or weight of the saturated solution/nonsolvent.
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1.3.

Previous Research

1.3.1. Size
Despite the fact that crystal breakage is a significant industrial problem, few
studies have addressed this issue. Many studies altogether neglect crystal breakage in
batch crystallizers while studying parameters affecting CSD [Ahmadpanah et al. 2007;
Méndez del Río and Rousseau, 2006; Patience, 2002]. To date, most experimental studies
have been performed by stirring crystals after suspending them in non-solvents. In most
studies one or two systems are tested to determine crystal breakage as a function of
residence time [Mazzarotta et al., 1996], stirring rate (RPM) [Offermann and Ulrich,
1982], mechanical properties of crystals [Biscans et al., 1996], and stirrer material of
construction [Evans et al., 1974]. In most cases experimental studies are followed by
model development. Studies are also performed by impact testing individual particles.
More recently, researchers performed theoretical work that used the population balance
approach to modeling breakage. An overview of these studies is presented along with
relevant conclusions.
In most of the experiments performed in stirred vessels, a commonly used
procedure is where one or two systems are tested in a non-solvent media at various
agitation rates or residence times. At the end of the experiment the slurry is filtered and
dried. Analysis of crystal size distribution is either done by using sieve analysis or image
analysis.
The first papers in the area of particle breakage in stirred vessels started appearing
in 1970s showing that the nucleation rate in crystallizers is dominated by secondary
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nucleation processes [Evans et al., 1974, Nienow and Conti 1978]. These papers
emphasized that secondary nucleation caused by interaction of crystals with their
environment in crystallizers is poorly understood, and heavily relies on empirical
correlations in nucleation kinetics. In these studies, experiments performed with ice
crystals in batch crystallizers showed that nucleation was reduced significantly when
crystallizer parts were coated with soft rubber, proving that crystal-crystallizer collisions
were an important contributor to the increase in secondary nucleation. Studies with
increasing ice concentrations indicated that crystal-crystal collisions also caused an
increase in secondary nucleation.
Before the work of Evans et al., research in the area focused more on
comminution, which is the generic name for particle size reduction by crushing, milling,
and grinding. This work tended to target the milling processes in fine chemical industries.
Since crystal breakage uses some of the same principles, the research in the field of
comminution was found useful, although not directly applicable, in predicting energy
required for crystal breakage in stirred vessels [Mazzarotta, 1992; Ghadiri and Zhang,
2002]. In comminution processes, energy consumption is often the most important design
consideration. Energy consumption is a function of the size and hardness of the material.
Using Rittinger‘s law (which states that the required breakage energy is directly
proportional to the resultant increase in surface area) and combining it with Brownian
motion principles, Nienow and Conti in 1978 developed a model of particle abrasion at
high solids concentration. They tested nickel ammonium sulfate and copper sulfate
crystals with non-solvent liquids. The data from all the runs fit well with the model. In
their paper in 1980, Conti and Nienow continued their work with nickel ammonium
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sulfate crystals. Their work showed that the size of fragments produced during the
abrasion as well as the overall size range decrease with time. There is more abrasion in
the beginning of the run and abrasion decreases with time because the crystals start to
smooth off due to the removal of edges and corners. Conti and Nienow‘s research was
focused on abrasion of particles and focused more on particle-particle collision, and used
slow stirring (7 rev/s) in their experiments. Conti and Nienow‘s research hypothesized
and proved that the dominant mechanism of abrasion at high concentrations is particleparticle collisions.
[Offermann & Ulrich, 1982] further explored crystal breakage briefly where
authors performed experiments with sodium chloride crystals in non-solvent (acetone)
and pure aqueous saturated solution where they mention that number of nuclei generated
is considerably (fifty fold) lower in aqueous solutions and the particle size distribution
show much less smaller particles. However, only qualitative results were shown with
very little details. This appears to be the only research that compares results in nonsolvents with results in saturated solutions (Figure 1.1).
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Figure 1.1.

Qualitative comparative PSD results as presented by Offermann and
Ulrich, 1982

Shamlou et al. (1990) addressed crystal breakage in agitated suspension by testing
it in a 6L continuous mixed suspension mixed product removal (MSMPR) crystallizer. In
this work authors test and prove the hypothesis that crystal attrition can be caused just by
turbulent fluid dynamic forces (production of secondary nucleation and further growth of
crystals) rather than a contact mechanism. Again, experiments were performed in a nonsolvent (methanol), by suspending potash alum crystals. This theory was further tested by
Synowiec et al (1993) where authors emphasize fluid induced stresses in turbulent flow
as one of the important factor that contributes to crystal breakage in stirred suspensions.
Experiments were performed in a 1.5 L batch crystallizer by suspending potash sulfate
and potash alum crystals in the non-solvent ethanol. According to the authors, particle
breakage in stirred slurry is due to impact or fluid stress. The impact of a crystal can be
with various hard surfaces including the impeller, vessel wall or other crystals. Fluid
stress can be due to shear, drag, or pressure forces. Therefore, the total breakage is the
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sum of the particles generated by the two types of stresses. Similar to the work of Evans
et al. in 1974, the authors used a rubber coated impeller to find out the contribution of
breakage just by the turbulent flow mechanism. Assuming that rubber coated turbine has
no effect on breakage, the authors determined that the turbulent attrition rate contributes
to 30-40% of total fines. Authors predicted that scaling up of the apparatus would
decrease the breakage amount although, they emphasized on the need for further work for
quantification and experimental confirmation [Evans et al., 1974].
Gahn et al. (1996) related attrition rates to impact energy and crystal shape. They
performed single impact tests by dropping crystals on a glass plate through a vacuumized
tube. They chose three brittle crystalline substances: citric acid monohydrate, potash
alum and potassium nitrate for shape variations in their experiments. For each material,
50 crystals (of size range 400-2000 µm) were dropped on the glass plate. The mass of
fragments produced was plotted against impact energy and a linear relationship indicating
proportionality was observed. When a crystal was subjected to the impact test multiple
times, the crystal tended to become more round and the volume removed from the crystal
was significant. Experiments were performed in stirred vessels to find the relationship
between the shape of the crystal and the volume. For this, crystals were grown and
allowed to break at very low stirrer speeds under constant supersaturation. They allowed
crystals to partially dissolve and grow again. This was repeated before each run. In this
work authors concluded that: 1) breakage does not occur until minimum impact energy is
applied, 2) the abraded volume is a function of the impact energy and 3) the volume lost
per impact is proportional to growth rate [Gahn et al., 1996].
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Later, Gahn and Mersmann (1997) developed a theoretical model based on three
material properties: hardness, fracture resistance, and quasi-isotropic elastic constant.
They tested it against impact tests on 7 different crystalline substances using a similar
procedure to the experiments described above. The experimental data of total volume
removed were in good correspondence with the theoretical predictions of the model.
However, they were not able to successfully predict the absolute number of fragments
produced using the model.
Gahn and Mersmann (1999a, 1999b) continued their modeling work and
published two papers. In the first part they explained and discussed their attrition model
and compared it to experimental results and showed that model can be successfully
applied for predicting breakage in solids. In the second part they presented a growth
model for attrition fragments and applied the model to potassium nitrate and showed that
the model can be used for predicting fracture with respect to time and aid in crystallizer
design. The authors discussed the need to distinguish between the processes that are
governed by attrition and the processes which are determined by other sources of
nucleation.
Another mechanistic model based on impact attrition of crystals was developed
and experimentally evaluated by Ghadiri and Zhang (2002). The model introduced the
―chipping mechanism‖ where particles lose material from the corners and edges. Using
this theory, a dimensionless parameter called attrition propensity (η), was derived which
was defined a function of the properties of the material and impact conditions. It is
described as:
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(1.1)

Kc 2

where ρ is the particle density,  is the impact velocity, l is the characteristic particle
size, H is the Vickers hardness and Kc is the fracture toughness.
They further propose:

  

(1.2)

where,  = fractional loss, and  is the proportionality factor.
Ghadiri and Zhang tested the model by performing impact attrition tests (a total of
20 impacts per material) on three ionic materials: sodium chloride (NaCl), potassium
chloride (KCl) and magnesium oxide (MgO), with MgO being the hardest of the three
(all three crystals are cubical in shape). Out of the three materials tested, NaCl and KCl
followed a first order rate whereas MgO followed a second order rate model. It was
concluded that with each impact the hardness increased because the value of
proportionality factor  changed. They successfully proved the proportionality of
attrition propensity to fractional loss.
The models proposed by Gahn and Mersmann (2002) and Ghadiri and Zhang
(2002) were mechanistic models, where they related attrition to the mechanical properties
of crystals. Another model proposed by Madras and McCoy (2007) used the population
balance approach. Population balances were introduced by Hulburt and Katz (1964) and
later formulated for crystallization by Randolph and Larson (1988). Madras and McCoy
(2007) applied the concept of population balance modeling to attrition of crystals in
stirred vessels. They considered the influence of Ostwald ripening and agglomeration.
According to their model, if attrition is negligible, Ostwald ripening will dominate and
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cause crystal growth continuously. However, if fragmentation due to attrition is
substantial, then a steady state in crystal size will occur because of the fragments growing
into larger crystals and Ostwald ripening will be negligible. This is discussed in detail in
section 1.2.4. In this paper no experiments were performed to test the model.
Experimental work on testing crystal breakage in batch stirred vessels was most
notably done by Mazzarotta, 1992; Mazzarotta et al., 1996; Biscans et al., 1996 and Bravi
et al., 2003. In a series of papers, they studied breakage with respect to time, initial
crystal size, magma density, stirring rates and mechanical properties of crystals. Nonsolvents were used in all the experiments. They postulated that breakage causes the
fracture of crystals and produces comparatively large pieces whereas abrasion causes
localized fracture and generates larger number of smaller fragments. Therefore, the total
fragments obtained are the sum of fragments obtained due to breakage and those obtained
due to abrasion. They proposed a simple model [Mazzarott et al., 1996; Bravi et al.,
2003] based on the above assumptions and used the Broadbent-Callcott size distribution
expression given by
yw 

1  exp(  x )n
1  exp( 1)

(1.4)

where yw is cumulative mass size distribution of attrition fragments, x is a dimensionless
size variable expressed as x=L/Lma, with Lmax being the maximum particle size, and n is
the distribution modulus. The above equation was applied to fine, coarse and breakage
fragments separately. The final model equation was:
yw  kb yw,b  (1  kb )( yw,af  yw,ar )

(1.5)
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where y w is the cumulative mass size distribution of the attrition fragments, kb is the
contribution of breakage mechanism to overall attrition, suffix b represents breakage,
suffix af represents fine particles and suffix ar represents coarse particles.
Excellent experimental data fit with curves obtained from model equation was
achieved in most papers discussed above. One important limitation though is the fact that
the experiments were all performed at just off bottom suspended condition at low RPMs.

1.3.2. Shape
Most research has focused on studying the effect of breakage on the size of the
crystals measured as crystal size distribution; however, shape is equally important for
product quality. Particle shape is known to influence the particulate flow properties
[Podczeck and Mia, 1996; Scanlon and Lamb, 1995]. In the pharmaceutical industry, the
FDA‘s ‗process analytical technologies‘ (PAT) initiative requires measurement of both
particle size and shape. [Larsen et al., 2006]. In the paint industry, the shape of particles
is an important parameter contributing to the viscosity and mechanical strength of
coatings. [Lohmander, 2000]. To quantify shape, various shape factors are used by
different researchers. Breakage models published in recent years account for particle
shape. Commonly used shape factors are volume shape factor, surface shape factor,
roundness and aspect ratio. Definitions of these shape factors are summarized in Table
1.1.
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Table 1.1

Commonly used shape factors
Name

Symbol

Definition

Volume shape factor

ϕv

Length3/volume

Surface shape factor

ϕs

Length2/volume

Roundness

Φ

Perimeter2/4π(area)

Aspect ratio
or Elongation ratio

β

Width/length or
Major axis/Minor axis

Using these shape factors; various model equations have been derived; however
they were not tested against any experimental data [Mersmann, 2001; Sato et al., 2008;
Breisen, 2009; Braatz and Hasebe, 2002; Patience, 2002]. Mazzarotta et al. (1996)
studied effect of time on sugar crystals and found that the larger crystals became more
rounded with time. Bravi et al. (2003) tested and analyzed 4 different systems, (citric
acid, sodium chloride, pentaerythritol and sodium perborate in a non-solvent, xylene) and
found that both the roundness and aspect ratio of the fragments were higher than the
parent particle for all the systems. No models were developed based on the experimental
results. Marrot et al. (2000) studied the morphology of sodium chloride crystals after
impacting them using an impaction device. They studied the morphological changes in
the crystals as a function of number of impacts. They found that crystals tend to become
rounded with increasing number of impacts.

1.3.3. Analytical techniques
There is no simple technique for measuring the CSD in which one can place a
probe into a crystallizer and obtain a measure of the CSD. CSD measurements can be
classified as off-line, on-line or in-line. Off-line sensors remove samples from the process
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and are not returned to the process. Sieving is the classical off-line measurement that
provides measurements of the CSD, but is of no use in kinetic studies and feedback
control.
Microscopy based techniques are also commonly used for off-line particle size
distribution measurement and in the particle/powder industry in general. According to the
NIST (National Institute of Standards and Technology) recommended practice guide for
particle characterization (Jilavenkatesha et al., 2001), microscopy-based techniques can
be applied to study a wide range of materials with a broad distribution of powder sizes,
ranging from the nanometer to the millimeter scale. Two types of microscopy based
techniques are most commonly used: optical microscopy (optical light microscopy) and
electron microscopy (scanning electron microscopy (SEM) and transmission electron
microscopes (TEM)). The choice of the instrument depends on the size range of the
material being studied, magnification and desired resolution. Optical microscopes are
comparatively inexpensive; however, optical microscopes are limited in resolution (1µm
in practice) and magnification. The practice guide recommends using optical microscopy
for particles that are at least 10 times larger in size than the resolution limit of the
objective lens. Scanning electron microscopes are capable of viewing and analyzing
details of particles in the size range of 0.1 μm to 1000 μm. Transmission electron
microscopes have higher resolution and enable analysis in the size range of 0.01 μm to 10
μm.
On-line sensors continuously remove a sample from the process and return the
sample to the process once it is analyzed. Forward light scattering is an on-line
measurement that measures the scattered energy pattern of light through dilute slurry of
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particles on an array of concentric annular photo-diodes or an array of wedge photodiodes. Forward light scattering usually requires on-line slurry dilution, which is
expensive if the operator wishes to return the sample [Jager et al., 1992] to the process.
Photon migration and acoustic spectroscopy are online measurements that examine the
phase shift and amplitude modulation of sinusoidally modulated light or sound as it
passes through the crystal slurry. In forward light scattering [Miller, 1993], photon
migration [Sevick-Muraca et al., 1997] and acoustic spectroscopy [Mougin et al., 2001]
studies, all authors estimate the CSD by applying a quadrature rule to evaluate the
integral that predicts the CSD‘s influence on the sensor‘s signal. The resulting matrix
equation is inverted to estimate the CSD, but due to its ill-conditioning (a small change in
the constant coeﬃcients results in a large change in the solution), it cannot be solved
using simple least squares. Sun and Sevick-Muraca (2001) developed new inversion
algorithms for particle sizing measurements, but the techniques are limited to some
simple shaped unimodal and bimodal distributions.
In-line (or in-situ) sensors are placed directly into the crystallizer and are the
preferred measurement in modern crystallization studies. Lasentec‘s [Mettler Toledo,
Inc.] focused beam reflected measurement (FBRM) and particle vision measurement
(PVM) probes currently are the most commonly used probes in monitoring CSDs [Braatz
and Hasebe, 2002]. In particular, the FBRM probe is a precise measurement and has been
shown to correlate quite well against known CSD [Greaves et al., 2008]. FBRM measures
the size in the form of chord length distribution (CLD). FBRM along with optical
microscopy are the size measurement techniques used in this dissertation. FBRM
technique is discussed in detail in the following section.
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Turbidity probes are an inexpensive option for in-line monitoring of
crystallization kinetics, in particular, nucleation kinetics. The technique compares the
amount of transmitted light through dilute slurry to the incident light and provides an
estimate of the second moment of the PSD for dilute slurries. Herri et al. (1999) showed
that the probe is suitable for accurately and precisely measuring nucleation induction
times that are comparable to those predicted by FBRM.
An electrical sensor for CSD measurement, such as the Coulter counter, detects
change in electrical conductivity as a particle passes through an orifice of a particular
dimension. When a particle passes through the orifice, it displaces a certain amount of
electrolyte, which changes the electrical conductivity between two electrodes on opposite
sides of the orifice. The magnitude and duration of the impulse can be related to the size
of the particle. However, electrical sensors are limited to electrolyte systems. Also,
Coulter counters suffer from orifice blocking problems that prohibit industrial
application, or at least restrict their application to streams that have been classified by
size. They are also sensitive to foreign particles and entrained bubbles [Miller, 1993].
Researchers investigating crystal breakage have also used sieving extensively for
analyzing crystal fragment sizes [Bravi et al., 2003; Biscans et al., 1996; Mazzarotta,
1992; Conti and Nienow, 1978; Chianese et al., 1993]. Initial sizes for crystals used are in
the range of 0.5mm to 1.18 mm for most research. Sieving is sometimes used in
combination with other characterization techniques such as laser sizer or laser light
diffraction [Biscans et al., 1996; Mazzarotta et al., 1996] or optical microscopy (in
combination with an image analysis software) [Bravi et al., 2003]. The number of crystals
or sample size for analyzing crystal size and shape is usually not reported. Bravi et
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al.,(2003) reported using 10-20 crystals from each size fraction obtained from sieve
analysis for analyzing size distribution of fragments obtained from a breakage run. SEM
was used in studies where crystals were closely analyzed for cracks after impact tests
[Zhang and Ghadiri, 2002; Ghadhiri et al., 1991]. A Coulter counter was also used in one
study for sodium chloride crystals [Offermann and Ulrich, 1982]. Although the FBRM
has been used in many studies for studying crystallization in general [Abu Bakar et al.,
2009; Chew et al., 2007; Leba et al., 2010; Ma et al., 2009; Barthe et al., 2008], there
have not been any studies published specifically investigating crystal attrition in stirred
vessels using FBRM. This research employs FBRM for measuring on line CSD for
fragment sizes 1-1000 µm. For crystal fragment sizes larger than 1000 µm for off-line
analysis, both sieve analysis and image analysis techniques are used. The following
section discusses the FBRM technique and its application in detail.

1.3.3.1.

FBRM
The FBRM principle is patented, [Preikschat and Preikschat, 1989] and the term

FBRM is a trademark term that refers to a particle size measurement instrument called
Lasentec by Mettler Toledo Inc. The research in this dissertation uses Lasentec D600L
model FBRM. The FBRM uses backward light scattering (Figure 1.2). In principle it uses
a laser beam that is emitted through a probe which is immersed into the particulate
suspension. A rotating optics configuration deviates the laser beam from the middle axis
of the probe and focuses it through a sapphire window into a disperse medium in a
rotating movement. When the laser beam falls on a particle, some of it scattered back to
the detector. Kail et al. (2009) explain the processing steps as follows (Figure 1.3). First,
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the laser beam intersects the particle. Then, it is scattered from the surface at varying
intensity due to the difference in transparences on the surface. The surface effects are
then minimized by letting the signal pass through a low-pass filter. As shown in the third
step of Figure 1.3, when the filtered signal crosses a threshold, a trigger signal is set. The
time taken for the signal to surpass and drop back to the threshold is multiplied by the
laser velocity to calculate the length called chord length S which is recorded by the
computer, as explained in the step 4 of the Figure 1.3. Using the chord length data,
finally, a chord length histogram is created in (1/s) as the output.

Figure 1.2.

FBRM in principle. Source: Kougoulas et al., 2004
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Figure 1.3.

The signal processing steps in FBRM. Source: N. Kail et al., 2009

The relationship between CLD and PSD/CSD has been investigated by some
researchers. Monnier et al. (1997) used the FBRM probe and calorimetry to estimate
crystallization kinetic parameters in a batch crystallizer and image analysis to verify the
final product PSDs. They found that the FBRM probe underestimates small particles
compared to image analysis measurement. The comparative results obtained in this study
are shown in Figure 1.4. Greaves et al. (2008) tested the FBRM probe for measuring
CLD of emulsion and hydrates which included droplet and agglomerate size and
nucleation detection. They reported that the FBRM precisely detected changes in the
system such as nucleation; however, they found that in bimodal systems larger particles
sometimes hinder the ability of the probe to measure smaller particles. Li et al. (2005c)
compared particle size distribution of spherical glass beads and non-spherical silica flakes
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measured using the following techniques: ultrasonic attenuation spectroscopy, laser
diffraction, image analysis, and FBRM. Since PSD measured by different techniques is
not consistent. Since FBRM measures chord lengths and not necessarily the diameter of a
particle, Greaves et al., emphasized the need for conversion models.

Figure 1.4.

Comparison between image analysis and Lasentec CSD measurements.
Source: Monnier et al. (1997)

Li et al. (2005a, 2005b) presented models for converting CLD into PSD. In the
first part of the research, theoretical studies were performed using CLD-PSD and PSDCLD models for particles having spherical and ellipsoidal shapes. A numerical solution
was proposed for a non-spherical particle. An iterative method was used in the CLD-PSD
model to obtain the PSD from a CLD. Identical shape for all particles was assumed.
Since the shape differs even for the same material, authors acknowledge that this
assumption is a huge limitation. Therefore, aspect ratio in the model becomes very
important for a realistic application of the model to convert CLD into PSD.
In the second part of the study (Li et al., 2005b), the models are validated by
comparing against experimental data. CLDs were measured using the FBRM for three
23

different materials. The PSD of each material was analyzed using image analysis and
then compared against PSD obtained from the proposed iterative PSD-CLD model and
good agreement was obtained between the model and the PSD obtained from image
analysis.
N. Kail et al. (2009) presented another model called ‗optical model‘ which
mimicked the algorithm used in the FBRM. This model also accounted for the laser beam
intensity and the aperture of the probe. They showed the suitability of the model for
estimating PSD from measured CLD of different types of small particles.

1.3.4. Ostwald ripening
Ostwald ripening describes a phenomenon where smaller particles dissolve in
their saturated solution causing larger particles to get larger. This happens due to the
tendency of the crystals to achieve a minimum total surface free energy when suspended
in their saturated solutions. This is expressed by the Gibbs-Thompson equation:

ln

c(r )
2M

*
RTr
c

(1.6)

where
c(r) = actual solubility of the particle of radius r,
c* = equilibrium solubility of the substance,
R = ideal gas constant,
T = absolute temperature,
M = molar mass of the solute,
ρ = density of the solute,
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γ = particle surface tension,

 = the number of ions.
The overall effect is that the larger particles tend to grow larger due to the driving force
created by the smaller particles dissolving in the solution.
Ostwald ripening has been researched extensively. Its impact has been realized in
the fields of thin films [Sun et al. 2008], nanomaterials [Li and Zeng, 2007; Chun Zeng,
2007], emulsions [Taylor, 2003; Yarranton and Masiyah, 1997], food technology [Jang et
al., 2006], geology [Park and Hanson, 1999] and pharmaceuticals [Van Eerdenbrugh et
al., 2008; Singh, 2008] etc. Surprisingly, there have been only a few studies in the field of
crystallization (in stirred vessels) that account for Ostwald ripening. Since there is a lack
of studies in the field of crystal breakage in saturated solutions altogether, expectedly,
there is no experimental work done that studies the effect of crystal breakage on Ostwald
ripening or vice versa.
Most work in the field of Ostwald ripening with respect to crystallization has been
done by Madras and McCoy (2001, 2002a, 2002b, 2003). In a series of papers, they have
studied Ostwald ripening with respect to distribution kinetics, crystal growth, nucleation,
polymorphism, temperature effects etc. presenting many models. They also presented a
population balance model (2007) extending their distribution kinetics model of crystal
growth (2001, 2002a, 2002b, 2003) and included attrition and fragmentation. They
studied how attrition, random fragmentation, growth and Ostwald ripening affect CSD.
According to the authors, the influence of these factors on CSD varies depending on
system conditions such as supersaturation and power input. However, the significance of
Ostwald ripening phenomenon is emphasized as authors predict that random
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fragmentation will generate particles that are sized smaller than nucleus. For larger
particles fragmenting, the model predicts a steady state crystal size distribution. No
experiments were performed to confirm the results from the model.
The effect of Ostwald ripening is limited since it only takes place at very low
super-saturations (i.e. when c(r)/c* ~1) [Mullin, 2001]. Also, for most solutes, the
solubility increase only starts to become significant for particle sizes smaller than 1 μm.
Table 1.2 shows examples as mentioned in Mullin, (2001) at constant 25°C.

Table 1.2.

Examples showing effect of Ostwald ripening on particle sizes 1 μm and
smaller (Mullin, 2001)
M

System

(kg/kmol)

Barium sulfate-water

233


2

% increase in solubility

γ

ρ

R

(J m-2)

(kg m-3)

(J kmol-1K-1)

0.13

4500
8.3x10

Sucrose-water

342

1

10-2

1590

(1 μm)

(0.1 μm)

(0.01 μm)

0.5

6

72

0.4

4

40

3

According to a paper by Kendall (1978), titled ‗The impossibility of comminuting
small particles by compression‘, when a compressed brittle body is made smaller, its
fracture strength increases until, at a critical size (dcrit) of 32 ER/3Y2, crack propagation
becomes impossible (where E is the Young‘s modulus; R, the fracture energy; Y, the
yield stress). Particles below this size are ductile in compression. According to the author,
this brittle/ductile transition dimension can also be applied to other processes such as
indentation and cutting. For softer materials, the critical size is higher and conversely, for
harder materials, the critical size is smaller. For example, a softer material like calcium
carbonate (Mohs hardness = 3), the calculated minimum critical size is 3 µm, for harder
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material like glass (Mohs hardness=5), the calculated minimum critical size is 0.9 µm. In
the industry, particle sizes below 1 µm can only be achieved for very hard materials
(Mohs hardness >8) by employing milling equipment such as ball mill (Table 1.3). It can
therefore be safely concluded that for most materials, the probability of generation of
fragments smaller than 1 µm in a stirred vessel is extremely low. However, when the
effect of fragmentation and attrition is combined with dissolution (for example due to
temperature changes in the vessel), the possibility of Ostwald ripening occurring
increases as the larger fragments could dissolve to a size below 1 µm.

Table 1.3

Minimum particle size achieved for materials with various hardness values
using milling equipment. (Swarbrick and Boylan, 1999)

Mohs hardness
Soft (<3)
Soft, up to 3
Intermediate, up to 6
Soft, up to 3
Hard, up to 10
Hard, up to 8

Typical minimum
particle size achieved (µm)
150
10-50
10-75
2
2
<1

Suitable Milling equipment
Cutting mills
Pin/cage mills
Hammer mills
Jet mills
Fluidized bed jet mills
Media (ball) mills

Table 1.4 shows the number of small particles required to make a 1% change in
the volume of large particles. The calculated values in Table 1.4 show that to make a very
small volume change in a single large particle, at least 10,000 submicron particles will be
required. Therefore, the overall impact of Ostwald ripening just from the breakage
process itself is not expected to be very high, although the presence of temperature
fluctuations and solubility differences increases the probability of dissolution thereby
reducing the sizes of fragments larger than 1 micron to smaller than 1 micron. This
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research investigates Ostwald ripening by performing experiments using a hot/cold stage
as discussed in Chapter 3.

Table 1.4

Calculated numbers of submicron particles required to make 1% volume
change in larger particles

Large particle size
(m)
100
500
1000

Number of 1m sized Number of .01m sized
particles required
particles required
10,000
1 x 1010
1.25 x 106
1.25 x1012
1 x 107
1 x1013

1.3.5. Crystal aging and effect of temperature fluctuations/cycling on crystal size
and shape
Aging is another type of ripening that can have significant impact on crystal size
distribution. An imperfect crystal suspended in its own saturated solution at constant
temperature changes its shape and size to reach its equilibrium shape (Sienko and Plane,
1974). The rate of change in size and shape of the crystal by aging can be accelerated by
temperature fluctuations. Temperature fluctuations can cause the large crystals to
dissolve slightly during when the temperature is high and cause new crystals to grow
during when the temperature is low. This type of aging poses a bigger concern because
even in a temperature-controlled crystallizer there may be temperature gradients. A
jacketed batch crystallizer maintained at constant temperature can still have zones that are
slightly higher or lower temperatures compared to the set point. For example, the
temperature at the wall can be slightly lower and the temperature at the tip of the impeller
can be slightly higher compared to the bulk. Previous research indicates that stirring in a
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vessel (at ambient conditions) increases water temperature as a function of RPM (Panja
and Rao, 1993). In this study, in a 0.164 m diameter vessel (at room temperature) agitated
at 600 RPM, temperature increased by ~3.2 ºC/hr (Figure 1.5).

Figure 1.5.

Increase in temperature of water as a result of stirring at various RPM.
Source: Panja and Rao, (1993)

Other computational fluid dynamics (CFD) studies have also been performed in
this area. A CFD study (Kougoulos, E. al, 2005) shows that the temperature difference
between the bulk and near the wall of a batch crystallizer could be 0.2 ºC to 0.4 ºC for a 1
L stirred vessel after 1 hour of stirring at 500 RPM at constant jacket temperature.
Another CFD study performed using FLUENT software (Giannikouris, 2002) for a 25 L
batch vessel shows a difference of 0.25 ºC between the wall and in the vicinity of the
impeller. This study was performed using resin adhesive stirred at 100 RPM. The
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temperature profile obtained after 11 minutes of stirring as presented in this paper is
shown in Figure 1.6.
These variations in temperature in different areas of the vessel can cause a
suspended crystal in the vessel to experience random periods of high and low
temperatures due to stirring. This can accelerate the aging of the crystals thereby
drastically changing the crystal size distribution.
This type of aging has been studied extensively by Myerson et al. [Saska &
Myerson, 1987; Brown and Myerson, 1989; Brown et al 1990]; however, their research
has been exclusively focused only on terephthalic acid crystals which tend to perfect
themselves by transforming from globular to needle shape. It is not known if this type of
behavior is shown by all types of crystals. To understand aging effects on particle
breakage in crystallizers, testing with more systems is required.

The present work

addresses this concern by testing 8 different crystalline systems in their saturated
solutions. Their rate of aging with respect to temperature fluctuations to as much as 3 oC
from the set point has been measured and results are presented.
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Figure 1.6.

Contours of temperature (K) as presented in paper by K Giannikouris,
2002

One other possible scenario is induction of nucleation due to temperature
fluctuations and birth of new, very small crystals. If this is a possibility, this could
dramatically affect the particle size distribution. This is also investigated experimentally
in this present work.

1.3.6. Agglomeration
In agglomeration small particles stick together to form larger particles, while in
breakage a particle breaks into various smaller fragment sizes. The concern is that these
fragments could agglomerate to form new crystals, or agglomerate with existing larger
crystalline pieces and thereby change the actual CSD. Previous research suggests that
agglomeration is dominant in the submicron and micron ranges and does not occur with
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particles above a certain critical size. The critical size ranges from 10 – 30 μm and
depends on the suspension density, crystal growth rate, specific power input and
[Mersmann, 2001]. In the present work, the presence of agglomeration after crystal
breakage in saturated solutions is tested for a variety of systems. Two scenarios are
possible: either the submicron fines agglomerate with other crystals, or they disappear in
solution due to Ostwald ripening. Since agglomeration and Ostwald ripening can not be
studied separately for the submicron crystals (due to technological limitations), the effect
is studied together in this research.
To study the effects of temperature fluctuations on single crystals, agglomeration
and Ostwald ripening in solutions, optical microscopy is used with a microscope hot/cold
stage in this research. The hot/cold stage attaches on to the optical microscope and allows
the user to view the sample using the microscope while maintaining constant
temperatures. The hot/cold stage has been successfully used in previous research. Costa
et al., (2008) used the hot/cold stage to study the effect of calcium chloride addition on
quality parameters of ice cream using light scattering technique for finding fat particle
size distribution in the ice cream. The set stage temperature in this study was -17 ºC. In
another study conducted to investigate the use of urea treatment for improving the low
temperature properties of jet fuel, a hot/cold stage was used to reduce the sample
temperature to -65 ºC at pre-programed rates [Zabarnick et al., 2002]. In this research, a
hot/cold stage is used to maintain constant temperatures as well as to fluctuate
temperature based on pre-programmed profiles. The details of the method used are
described in Chapter 3.
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CHAPTER II
RESEARCH HYPOTHESIS

As discussed in Chapter 1, much research on crystal breakage in stirred vessels is
indirect in that it is based on single particle impact testing [Ghadiri et al., 1991; Zhang
and Ghadiri, 2002] or population balance modeling lacking experimental verification
[Madras and McCoy, 2007]. When experiments are performed in stirred vessels, nonsolvents are commonly used and the stirring rates are often just high enough to keep the
crystals suspended off the vessel bottom. Non-solvents are preferred over saturated
solutions to prevent phenomena other than breakage from occurring [Nienow and Conti
1978, Conti and Nienow, 1980, Biscans et al., 1996, Mazzarotta et al., 1996, Bravi et al.,
2003]. While non-solvents prevent other phenomena such as growth and aging, they do
not duplicate actual crystallization operating conditions.

Specifically, the saturated

solutions and non-solvents usually have different densities and/or viscosities [Selected
values are given in Appendix B].
Experimental breakage data from saturated solution studies are limited because
only a few systems have been studied [Biscans et al.; 1996, Offermann and Ulrich; 1982,
Mazzarotta; 1992, Gahn et al.; 1996]. As mentioned in Chapter 1, the only published
study that actually briefly compared attrition in non-solvents and saturated solutions was
published in 1982 (Offermann and Ulrich). While the general effects of aging and
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Ostwald ripening are well known, it is unclear to what degree these effects can alter
breakage experiment results. The objective of this work is to determine if mechanisms
other than breakage have a significant effect on breakage experiments in saturated
solutions. If the effect is not significant, then experiments in saturated solutions will
yield the same particle size distributions as experiments performed in non-solvents.
Therefore, various model systems are investigated to quantitatively determine if nonbreakage phenomena significantly affect saturated solution experiments.

2.1.

Research Objectives
Since crystal breakage is responsible for creation of secondary nuclei during

crystallization, it is important that the size ranges of fragments produced are determined
as well as the effect they have on overall crystal size distribution. This research utilizes
methods that will address crystal breakage study in two ways: micro-scale methods and
macro-scale methods. Since it is impossible to follow one single crystal in a crystallizer
(macro-scale), this research uses a microscope and a hot/cold stage to study single
crystals (micro-scale).
The specific goals of this research are:
1) comparing the effects of crystal breakage in saturated solutions and nonsolvents to quantify the effect of Ostwald ripening, agglomeration and
temperature fluctuations on crystals and crystal fragments;
2) performing studies at the micro-scale so that the breakage effects on an
individual fragment can be determined and performing complementary
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studies at the macro-scale to show the effects of mixing and to have more
realistic conditions;
3) measuring size distribution and shape factors and comparing results
obtained from non-solvents and saturated solution experiments;
4) testing a variety of systems to determine the effects of different solvents
and crystals of different shapes and mechanical properties;
5) and testing the effects of key operating parameters (time, stirrer speed
(RPM) and magma density) in saturated solutions.
The results of these studies will provide guidance as to whether saturated solution
experiments can provide reliable breakage results, or whether the results are likely to be
influenced by other crystallization mechanisms. They will also provide a foundation for
modeling of crystal breakage process (in stirred vessels) by generating experimental data.
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CHAPTER III
METHODS AND MATERIALS

Researchers choose not to perform experiments in saturated solutions to isolate
the breakage phenomenon from other simultaneously occurring phenomena such as
Ostwald ripening, agglomeration and aging. Since the objective of this research is to test
breakage in saturated solutions, it is important to quantify the effects of the
simultaneously occurring phenomena of Ostwald ripening, aging and agglomeration.
Ideally, an individual crystal‘s size and shape would be monitored during agitation in a
stirred vessel. Since this is impossible, experiments on both micro and macro-scale were
designed. These different types of experiments utilized different equipment and methods.
Therefore, this chapter is divided into two parts. The first part describes the methods and
materials used for micro-scale experiments, and the second part discusses methods and
materials used for macro-scale experiments.
A stirred vessel can affect the process of crystallization in positive as well as
negative ways. Higher agitation rates speed up cooling and thereby increase the rate of
crystallization, at the same time, high agitation rates and the presence of other crystals in
the crystallizer cause the crystals to break, crack or abrade, generating secondary nuclei
and resulting in a wide crystal size distribution. Another drawback of stirred vessels is
that although good temperature control is typically maintained in small stirred vessels,
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industrial vessels often have temperature zones where the temperature can be slightly
higher or lower than the set temperature. For example, the tip of the stirrer can have a
higher temperature than the walls of the vessels. This can cause the crystal to experience
temperature fluctuations which in turn affect the crystallization dynamics and thereby the
shape and size of the crystals.

Figure 3.1.

3.1.

Flowchart showing control parameter and major equipment used
micro-scale experiments

in

Experiment type I (Micro-scale)
The goal in these experiments was to closely observe and quantify the effects of

ripening on crystal breakage results. Therefore, the aim of the micro-scale experiments
was to: (1) follow changes in a single crystal of a selected set of crystals over time; (2)
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determine the effects of aging on the shape and size of crystals; and (3) observe and
quantify the effect of temperature fluctuations on crystal size and shape.

3.1.1. Major equipment description
To closely monitor the behavior of a single crystal in the solution, a hot/cold stage
(Linkam, model LTS 120) and an optical microscope (Olympus, model BX51) were used
instead of a crystallizer so that changes in the individual crystal can be followed. The
hot/cold stage is essentially a metal chamber (Figure 3.4) inside of which is an
approximately 1.5 sq inch metal platform on which a slide can be placed. This metal
platform contains a Peltier unit which uses the principle of Peltier effect to rapidly cool
and heat the surface of the platform as per the electrical signal. The cover of the chamber
can be closed to avoid evaporation, dust contamination and air currents. The hot/cold
stage is supplied with a water tank & pump system which allows continuous water flow
through the platform to keep the temperature constant throughout the surface. The stage
is also supplied with a digital electronic controller which controls and maintains precise
temperatures. The digital controller can be programmed by the Linksys software, which
allows the hot/cold stage temperature to be controlled to with accuracy and precision of
±0.1 °C. Using the software various temperature profiles with respect to time can be
created. The hot/cold stage is placed under the microscope lens on top of the microscope
stage. The hot/cold stage has a small hole through which light can pass. The top cover has
a circular transparent glass built into it, which allows the microscope to view the crystal
placed on the slide. Mounted on the microscope is a digital camera that is capable of
displaying and capturing images. The digital images thus captured were transferred to a
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computer and analyzed for shape and size using Image-pro Plus software. The software is
capable of measuring various characteristics of an image such as 2D projection area,
roundness, aspect ratio, and length. Figure 3.1 shows the connection between equipment
used for the micro-scale experiment. For weighing the solution and crystals a Mettler
Toledo, model AG 54-S weighing scale was used. This scale had maximum error of
0.001g and repeatability of 0.1mg and allowed for maximum and minimum weights of
51g and 10mg respectively. Figures 3.2 and 3.3 show flowcharts of methods used for
micro-scale and macro-scale experiments, respectively.
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Figure 3.2.

Process flowchart showing method used for micro-scale experiments
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Figure 3.3.

Flowchart showing methods and major equipment used for macro-scale experiments

Figure 3.4.

Hot/Cold stage with concavity slide placed inside

3.1.2. Materials

3.1.2.1.

Systems of study
Since the aim is to study the effects of aging on a particle in a saturated solution,

experiments were conducted in saturated solutions. However, to show the differences
between a saturated solution and a non-solvent, it is necessary to perform experiments in
non-solvents.
A non-solvent is a liquid in which the solute is sparingly soluble or not soluble at
all. Non-solvents are used for breakage experiments to avoid the effects of Ostwald
ripening, agglomeration and dissolution. Although, non-solvent experiments are not
expected to show any effects of these phenomena on larger crystals, their effects are
studied nonetheless to facilitate comparative studies.
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For the saturated solution experiments, a total of eight systems were tested, shown
in Table 3.1. The chemicals used were high purity laboratory chemicals from Fisher
Scientific. The water used was high purity Type I deionized water obtained from a water
purification unit (Barnstead, model Nanopure Diamond) set at 18 ΜΩ-cm. The goal was
to use a variety of systems with both organic and inorganic solutes, a range of solubility,
and different crystal shapes. As shown in Table 3.1, there is a wide solubility range.
Table 3.2 summarizes vendor and purity information on materials used in both types of
experiments.

Table 3.1.

Systems of study for type I experiments
Solvent

No.

Solute Crystal

Solubility

(used for
saturated
solution)

at 20o C

Non-

(g/100g
solvent)

Solvent

Ref.

1.

Ammonium Sulfate

Water

75.4

Ethanol

Mullin, 2001

2.

Sodium Chloride

Water

35.8

Acetone

Mullin, 2001

3.

Potassium Chloride

Water

34.0

Acetone

Mullin, 2001

4.

Potassium Nitrate

Water

31.6

Mullin, 2001

5.

Potash Alum
(dodecahydrate)

Water

11.3

Mullin, 2001

6.

Pentaerythritol

Water

5.8

Mullin, 2001

7.

Sucrose

Water

204

Mullin, 2001

8.(a)

4-Acetamidophenol
(Acetaminophen)

Methanol

29.78

8.(b)

4-Acetamidephenol

Ethanol

19.061
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Water

Granberg 1999
Granberg 1999

Table 3.2.

Vendor and purity information of the materials used for both types of
experiments

Material
Methanol
Ethanol
Acetone
DI water
Sodium Chloride
Potassium Nitrate
Ammonium Sulfate
Pentaerythritol
Sucrose
4-Acetamidophenol
Potash Alum

Vendor and purity
Fisher scientific, ACS certified, purity >= 99.8%
Fisher scientific, ACS certified, purity 99.8%
Fisher scientific, ACS certified, purity >= 99.5%
Type I, Obtained from Barnstead, model NanoPure DI water
system set at 18 ΜΩ-cm
Morton food grade canning and pickling salt, iodine and additive
free.
Fisher scientific, ACS certified, purity >= 99.0 %
Fisher scientific, ACS certified , purity>= 99.5 % purity
Acros organics, purity>=98%
Fisher scientific, ACS certified
Acros Organics, purity>=98%
Fisher scientific, purity >=99%

3.1.3. Method
Experiments were performed with crystals in non-solvents and in saturated
solutions. For each of the experiments in saturated solutions, it was first necessary to
produce the solution and to ensure that it was saturated. Once the saturated solution was
formed, two sets of experiments were performed 1) one at constant temperature, and 2)
one with a set fluctuating temperature profile. All experiments were performed multiple
times to check for repeatability. A flow chart of the procedures used is shown in Figure
3.2.

3.1.3.1.

Method development for all micro-scale experiments
One of the problems encountered during the initial micro-scale experiments was

the crystal increasing in size at a comparatively rapid pace. When the crystal area was
analyzed, it never remained constant and showed slow increase. It was suspected that this
may have been happening due to evaporation, even though the lid of the hot/cold stage
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was closed. To confirm this theory, 3 experiments were performed. The weight of water
was recorded by placing the slide on the scale, and placing a few drops of water on the
slide. The tare, gross and net weight were recorded. The slide was then placed on the
hot/cold stage set at 20 ºC. The weight loss of water was recorded every few minutes.
Table 3.3. shows the weight loss of water with respect to time. Based on the results, more
than 2 % loss per hour was estimated. To prevent evaporation all micro-scale experiments
were performed by putting a cover slip on the concavity slide and sealing it with a
transparent tape. Experiments were run again and no loss of weight was found after the
sealing.

Table 3.3.

Weight loss of water from the concavity slide

Experiment Time
Weight
number
(mm:ss)
(g)

1
2
3

0:00
3:45
0:00
3:15
0:00
3:25

0.0948
0.0932
0.0924
0.0912
0.0901
0.0886
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% weight
loss /min

Estimated
% weight
loss/hour

0.042

2.52

0.037

2.21

0.044

2.63

3.1.3.2.

Saturated solution preparation
Solutions were prepared in bulk (~ 50-100 ml) using the literature solubility data

for 20 ºC. After stirring for 24 hours isothermally to allow all of the solute to dissolve,
approximately 0.5 g of crystals was added and stirred for additional 1-2 hours just to
ensure that solution was saturated. The solution was allowed to settle by turning off
stirring. Once there was no motion observed in the solution, a trace amount of
undissolved solids was observed on the bottom of the beaker. The required solution for
the experiment was drawn from the top of the beaker and filtered using a syringe and a
syringe filter with 0.45 µm pore size. The temperature of the syringe and the filter was
assumed to be approximately 20º C as the laboratory temperature was maintained at 20º
C. A digital temperature measurement meter was used to confirm that the laboratory
temperature was at approximately 20º C. Approximately 1 ml of saturated solution was
then placed on a microscope concavity slide. The slide was quickly covered with a cover
slip and sealed using transparent tape to prevent evaporation. The slide was then placed
on the hot/cold stage and the solution was allowed to reach the set temperature of 20 ºC.
After 30 minutes the cover slip was removed and broken crystal was placed in the
saturated solution. The cover slip was replaced and taped again to prevent evaporation.
At this point, although the solution should have been very close to saturation, it was not
assumed that the solution was perfectly saturated. The saturation was assumed to have
been reached at the point when the area of the crystal suspended in the solution came to
an approximate constant. This is discussed in detail in the following section.
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3.1.3.3.

Constant temperature procedure

3.1.3.3.1.

Aging experiments

Saturated solutions were prepared as described in section 3.1.2.1. To show the
effects of aging, experiments were conducted using crystal fragments produced by
grinding crystals for about 5 minutes using a mortar and pestle. A few drops of the
saturated solution were placed on the concavity slide resting on the hot/cold stage set at
20 ºC, a large crystal (typically of area ~1.5-2.5 mm2) was placed into the solution and
the slide was sealed. The solution and crystal were allowed to come to equilibrium.
During this time the area of the crystal was observed and analyzed. Once the 2D area
reached approximately constant (fluctuated around a fix value with respect to time), the
solution was assumed to be saturated.

Ground crystal powder was then carefully

sprinkled in the solution around the crystal. The goal was to see if the powdered particles
agglomerated with the larger crystal (which would be an evidence for agglomeration) or
disappeared resulting in growth of the crystal (which would be an evidence for Ostwald
ripening).
This method did not work and was abandoned for the following three reasons.
1) It was impossible to tell whether the powdered particles were actually
agglomerating with the crystal or if they were just loosely touching the
crystal.
2) The disappearance of the powdered particles was not seen because of the
limitations of the resolution of the optical microscope. To utilize the full
potential of the microscope, a 1000x magnification provides a resolution
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of 0.27 µm [Olympus]; however, this requires the lens to be immersed
inside the solution. This obviously prevents the possibility of a closed
system by changing the temperature of the solution. The highest
magnification that could be obtained without being in extreme proximity
to the particles for all micro-scale experiments was 400 x.
3) The final particle size of the fine particles contained in the ground powder
was very difficult to measure because it was very difficult to separate and
isolate particles; therefore the average particle size of the particles was
unknown. Furthermore, this method would not have represented an actual
breakage of crystals as it would happen in a stirred vessel.

3.1.3.3.2.

In-situ breakage experiments

Since it is impossible to see particle sizes of less than 1 micron with an optical
microscope, the effects were measured by observing sizes of larger crystals and by
observing growth of any new crystal formation in the solution. To accomplish this, a
saturated solution at 20 °C was made in bulk and ~1 ml of solution was placed in the
concavity slide. A large crystal (typically of area ~1.5-2.5 mm2) was used and the slide
was placed on the hot/cold stage, which was set at 20o C (Figure 3.5). After about 30
minutes, the crystal was slid into the solution and the slide was sealed. The solution and
crystal were allowed to come to equilibrium. During this time the area of the crystal was
observed by taking images and simultaneously performing 2D area analysis using Image
Pro Plus software. Once the 2D area reached approximately constant area (fluctuated
around a fix value with respect to time), the solution was considered saturated. The
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crystal was then broken using a pair of tweezers inside the solution. Since the laboratory
temperature was maintained at 20 °C, the temperature of the tweezers was 20 °C.
Immediately after the crystal was broken the slide was sealed to prevent evaporation.
Images were captured frequently. Larger broken pieces (larger than 20 µm) were labeled
and their areas were measured so that the percentage change in area with respect to time
could be plotted. The images were also scanned for new crystals that may have formed.
Figure 3.6 shows an image containing sodium chloride crystal fragments.
The breaking of a crystal in saturated solution by this method emulates breakage
in a crystallizer, with the limitation of mixing not being used. The results obtained show
the extent of agglomeration and aging due to Ostwald ripening that can occur in an actual
crystallizer. It was assumed that in these experiments the size and shape changes
observed were either due to agglomeration or Ostwald ripening or due to a combination
of the two phenomena. Because of the resolution limitations of the optical microscope (>
1 µm for 400 x) it could not be established which phenomenon of the two was the
dominating one.
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Figure 3.5.

Image of a crystal (ammonium sulfate) as viewed through the microscope
and hot/cold stage. Crystal immersed in solution placed on concavity slide.

Figure 3.6.

Sodium chloride crystal broken in its saturated aqueous solution at 20 °C.

3.1.3.4.

Periodic temperature fluctuation procedure

3.1.3.4.1.

Selection of temperature profiles for temperature fluctuation

procedure
Previous computational fluid dynamics modeling study [Kougoulos et al., 2005]
shows the temperature difference between the bulk and near the wall of the cooling zones
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of a jacketed batch crystallizer to be 0.4 ºC. However, this study was done for a 5 L
agitated vessel equipped with a pitch blade impeller with 300 rotations per minute. For an
industrial scale of, say, 1500-2500 L, the authors predicted that the temperature gradient
between the bulk and the cooling zone would be much more significant. The degree of
temperature variation inside the vessel depends on many factors, e.g. the viscosity of the
fluid, the agitation rate, the type of impeller, the coolant used in the jacket, the design of
jacket coils etc. For this research, since it is important to obtain quantifiable data
showing variations in size and shape with respect to temperature fluctuations, two
random temperature profiles fluctuating (from the set point of 20 ºC) a maximum of 2 ºC
and 3 ºC were selected. The temperature variation in an actual large industrial vessel can
be higher or lower. Since there are not many studies done in the area of the effect of
temperature fluctuations on crystal size and shape, studies on multiple crystalline systems
with the three selected profiles will provide a starting point toward understanding how
temperature fluctuations affect crystal shape and size.

3.1.3.4.2.

Method

Periodic temperature fluctuation tests were performed for 2-3 hours per system.
To emulate conditions in an actual crystallizer, the temperature of the hot/cold stage was
fluctuated with respect to the set point. Since the crystal may change in size and shape at
a constant temperature (20 °C), images of the crystal were taken at constant temperature
for about 1 hour before starting the temperature fluctuations to make sure the system was
at equilibrium. Temperature fluctuations were then started. For each experiment one of
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three temperature profiles was used: constant 1.5 °C profile; 30 seconds, 3 °C random
profile; and 2 °C random profile. These temperature profiles are as shown in Figure 3.7.
Images are captured at regular time intervals and their dimensional characteristics
such as area, perimeter, major and minor axis length, aspect ratio and roundness were
measured. Plots of the percentage change in area, major and minor axes lengths, and
perimeter with respect to time were prepared and conclusions were drawn. Experiments
were also performed to determine if broken crystals react differently to temperature
fluctuations than unbroken crystals. For this, one or two broken piece(s) of crystal(s)
(crystal broken using a pair of tweezers) and one unbroken crystal (with its shape close to
its equilibrium shape) were placed on a concavity slide. The temperature fluctuation
experiment was then performed using the same method as described above. The percent
change in area with respect to time was determined for each of the crystals and the results
were compared.
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(a)

(b)
Figure 3.7

(c)

(a) 1.5 °C Constant temperature profile used, b) 2 °C random temperature
profile used and c) 3 °C random temperature profile used
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3.1.3.5.

Non-solvent experiments
Non-solvent experiments were performed at a constant temperature of 20 ºC for a

few crystalline systems as listed in Table 3.1. These experiments were performed by
placing the crystal in a concavity slide and then adding 2-3 drops of the non-solvent. The
slide was then sealed and taped. Microscopic images were analyzed using the same
techniques as those used for the saturated solution experiments. Aging experiments were
also performed with non-solvents using a similar procedure to the one used for saturated
solutions.

3.1.3.6.

Dissolution and growth kinetics
A few experiments were performed to determine the crystallization and

dissolution rates of various crystals in their solutions. These experiments were performed
to show why a few crystals had larger area decrease or increase in response to
temperature fluctuations.

3.1.3.6.1.

Method

The crystal was placed in its saturated solution, at constant temperature (20 ºC).
The crystal was allowed to equilibrate and the area was observed by simultaneously
analyzing using Image Pro Plus. Once the area became approximately constant with
respect to time (fluctuated around a fix value with respect to time), the temperature was
raised by 3 ºC to determine the dissolution rate. Images were taken for 5 minutes and the
area (A) was determined. A similar experiment was used for determining growth rates,
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except that the temperature was lowered by 3 ºC. The dissolution rate and growth rates
were calculated using the following:

d L

 
 dt 

A(t 2 ) 

A(t1 )

t 2  t1

(3.1)

Where A(t) is the area as a function of time, and L is the characteristic particle length.
For growth, the rate is positive while for dissolution, the rate is negative.

3.2.

Experiments type II (Macro-scale)
One limitation of the hot/cold stage is that it does not have mixing that is present

in stirred vessels. This is significant since mixing often has a strong effect on mass
transfer. In the macro-scale experiments, to emulate crystal breakage in an industrial
stirred vessel a laboratory scale stirred vessel was used. Both in-situ and off-line
techniques were employed for particle size analysis. The equipment and procedure used
are summarized in Fig. 3.3.

3.2.1. Major equipment

3.2.1.1.

Experimental equipment
A one liter automated glass reactor system (Labmax system by Mettler Toledo)

was used for breakage experiments. The reactor is jacketed and consisted of a Hastelloy
stirrer with pitched blade turbine impeller, a temperature probe and a focused beam
reflectance measurement (FBRM) Lasentec probe (Model D600). The Labmax is
controlled by computer software and is capable of maintaining precise temperatures and
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stirring rates. The temperature of the vessel contents was measured by a PT-100
temperature probe. A Julabo brand chiller was used for providing cooling fluid (from
ambient to -50 ºC) to Labmax.

3.2.1.2.

Analytical equipment
Both in-situ and off-line techniques were employed to obtain higher analytical

accuracy of particle size distribution data.

3.2.1.2.1.

Lasentec FBRM

To measure in-situ particles smaller than 1000 m, the Lasentec focused beam
reflectance method was used. The Lasentec system consists of a hastelloy probe, a field
unit containing electronic components and a computer. The computer software supplied
with the system allows the user to monitor and compare in-situ chord length distribution
data. FBRM measures the chord length by focused laser beam scanning across individual
particles or particle structures (such as agglomerates) The backscattered laser light is
detected by the probe as a pulse measured from one edge of the particle to an opposing
edge. The duration of each pulse of backscattered light is multiplied by the scan speed to
calculate the chord length (distance) across the particle (Figures 3.8). Although FBRM
measures particle‘s chord length distribution (CLD), the actual particle size distribution is
still a function of the CLD. For this application, the distinction between the particle chord
length and actual size is not very important as CLD is used for comparative purposes
only (saturated solution vs. non-solvent, high RPM vs. low RPM, etc.).
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3.2.1.2.2.

Sieve analysis equipment

A WS Tyler Ro-Tap sieve shaker and Fisherbrand U.S. standard sieves were used
for sieve analysis. A set of certified to ASTM E-11 specifications sieves (#10, 12, 16, 18
and 35) was used depending on the initial crystal size.

3.2.1.2.3.

Image analysis equipment

A digital USB microscope (Dino brand) was used to capture images. This hand
held optical microscope is directly connected to the computer and images are displayed
on the computer monitor. The Dino microscope was chosen because particles larger than
1000 µm were too large for the field of view of the Olympus microscope, which was used
for the micro-scale experiments. ‗Image Pro Plus‘ computer software was used to analyze
images.
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Figure 3.8.

FBRM probe in principle [Mettler Toledo, Inc]

3.2.2. Materials

3.2.2.1.

Systems of study
A variety of crystalline systems were chosen based on their shape, solubility and

hardness values (Table 3.4). The goal was to use a variety of systems with both organic
and inorganic solutes, a range of solubility, and different crystal shapes. Since data from
experiments performed in non-solvents are available from previous studies, the sodium
chloride-water saturated solution system was used for testing the effect of various
operating parameters on crystal breakage. All other crystalline systems were tested in
both saturated solution and non-solvents with all other operating parameters held
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constant. All crystals were grown from their aqueous solutions. Acetaminophen was
grown in water as well as in acetone. The shape and hardness of acetaminophen changes
with the type of solvent used for growing it [Méndez del Río and Rousseau, 2006].
Therefore, two different types of acetaminophen (acetone grown orthorhombic and water
grown monoclinic) are sparingly soluble in water (1.278g/100g H2O) and water saturated
with acetaminophen was used as a non-solvent in this study.

3.2.2.2.

Selection of crystals
Much care was taken in growing crystals and selecting them for experiments. For

all experiments (except ammonium sulfate), crystals were grown in the laboratory using
an evaporative crystallization method. Growing crystals in the crystallizer using the
cooling crystallization technique was avoided for two reasons. The collision of crystals
with the impeller etc. could induce stress and strain in the crystal, resulting in crystals
with varying growth rates [Bhat et al., 1987], making them unfit for the experiments.
Secondly, if crystals were grown using more than one method, it could result in crystals
with varying shapes and hardness, again making them unfit for the experiments [Ghadiri
and Yuregir, 1991]. Crystal attrition has also been found to depend on hardness of
crystals [Bravi et al., 2003]. If the crystals used for experiments have shape and hardness
that are not consistent (for the same system), then data obtained from experiments will be
meaningless.
To grow the crystals, a saturated solution was first prepared on a hot plate using
20 ºC solubility data. The solution was then poured into trays and solvent was allowed to
evaporate at room temperature. The laboratory temperature was maintained constant at
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20±1 ºC. As the crystallization took place and crystals grew into the desired size range,
they were hand-picked using a pair of tweezers, wiped and placed on strong paper towels
to dry. Crystals were then transferred into a desiccator to prevent absorption and for
drying them further. Crystals were stored in the desiccator for a week and then
transferred into plastic containers and labeled.
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Table 3.4.

Types of breakage experiments performed

Crystal type

Shape

Tested in
(S=Saturated
solution
Solvent
N= Non-solvent)
S
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NaCl

Cubic

Pentaerythritol

Tetragonal

Ammonium Sulfate

Orthorhombic

Potash Alum

Octahedral

4acetamidophenol
(Acetaminophen)
(grown from water solution)

Monoclinic

4acetamidophenol
(grown from Acetone solution)

Orthorhombic

Solubility
Magma
(at 20 oC)
Size range
Stirring rate
Operating parameter tested
density
(g/100g solvent)
(mm)
(RPM)
(g/100g Solution)
[Ref]

Water
35.8 [Mullin,2001]

RPM

3.35-2

5

800

S
S
N
S
N
S
N
S
N

Water
Water
Acetone
Water
5.8 8 [Mullin,2001]
Acetone
Water 75.4 [Mullin,2001]
Acetone
Water
11.4 [Seidell 199]
Acetone

RPM
MD
Solubility
Solubility
Solubility
Solubility
Solubility
Solubility
Solubility

3.35-2
3.35-2
3.35-2
3.35-2
3.35-2
3.35-2
3.35-2
3.35-2
3.35-2

5
2.5
5
5
5
5
5
5
5

400
800
800
800
800
800
800
800
800

S

Acetone

8.809
[Rasmuson, 1999]

Solubility

3.35-2

5

800

N

Water

1.278
[Rasmuson, 1999]

Solubility and crystal type

3.35-2

5

800

S

Acetone

8.809
[Rasmuson, 1999]

Solubility and crystal type

3.35-2

5

800

N

Water

1.278
[Rasmuson 1999]

Solubility and crystal type

3.35-2

5

800

3.2.3. Method
In the saturated solution experiments, saturated solutions were prepared using
literature solubility data at 20 ºC. The volume of the solution used in both cases
(saturated solutions and non-solvents) was always constant at 250ml. Preparation was
done gravimetrically using literature density data values of the saturated solution and
non-solvents at 20 ºC. The required mass of the solution was then calculated. Both the
solvent and the crystalline powder were carefully measured on a digital balance by
Mettler Toledo, Model # PG5002-S. This scale had maximum error of 0.1g and
repeatability of 0.008g. The solvent was charged first followed by the powder using a
funnel. The solution was slightly heated (25 ºC) to speed up the dissolution and then the
temperature was reduced to 20 ºC once the solution was clear.
Once the saturated solution was prepared, it was maintained at 20 ºC for
approximately 15 minutes. The stirrer was set to the desired RPM and then the weighed
amount (depending on magma density) of crystals was charged. At this point, FBRM
measurement was turned on and was set so that it scanned and saved data every 2
minutes. All experiments were run for 3 hours at constant 20 ºC and constant RPM. After
the experiment was over, the Lasentec and stirrer were turned off and the slurry was
immediately filtered using vacuum filtration with Whatman no. 52 filter paper (7 micron
pore size). The filtered crystals were then dried in a desiccator typically for more than 24
hours. The crystals were then weighed and the data were recorded. All experiments were
performed at 20˚ C to minimize the number of variables. Stirring rates for all but one
experiment were kept at fixed 800 RPM (See Table 3.2). The higher RPM was used to
produce substantial amount of breakage that could be quantified using analytical
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techniques. Higher breakage rates made it easier to compare the results obtained from
non-solvents and saturated solutions. Experiments in saturated solutions and non-solvents
were performed for all selected systems.

3.2.4. Particle characterization

3.2.4.1.

Unbroken crystals analysis
To ensure that the crystals were the same for a set of experiments, analysis of

crystals was not started until enough crystals for all experiments (for a system) were
grown. Once a sufficient quantity of crystals were obtained, they were sieved using U.S.
standard mesh number 6 (3.35 mm) and 10 (2.00 mm) sieves. Crystals in the size 2.00
mm to 3.35 mm size range were used for most systems tested.
A USB microscope (Dino brand) was used to capture images of the crystals. The
images were transferred to a computer and analyzed using Image-Pro Plus software.
Image Pro Plus is capable of precisely measuring two dimensional characteristics of
images (Appendix D). Area, aspect ratio, major axis, minor axis, perimeter and roundness
of crystals were measured. Plots of number fraction vs. particle size (minor axis) were
generated using Microsoft excel software. Repeatability was tested by dividing the data
into two sets and comparing the two curves plotted using each set. Good repeatability
was achieved for sample size of at least 300 crystals (Appendix E). For all experiments,
images of about 300 crystals for each system were captured and analyzed.
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3.2.4.2.

Broken crystal analysis
As mentioned above, in-situ analysis was done using Lasentec FBRM. The

FBRM allows user to obtain chord length distribution data by measuring channel
boundaries per specified time. To obtain higher accuracy, the Lasentec system was set to
average out all data measured in 2 minute intervals. Comparative plots with respect to
time were later generated using Microsoft Excel. These are reported and discussed in the
Results and Discussion chapter.
Analysis was performed after the experiment was over and crystals had been dried
in the desiccator. After weighing the total mass of crystals, crystals were sieved. For the
experiments that used crystals of the size range 3.35-2 mm, U.S standard sieves no. 10 (2
mm), 12 (1.7 mm), 16 (1.18 mm), 18 (1mm) and 35 (0.5 mm) were used for analysis.
Crystals smaller than 0.5 mm were collected in the pan. Crystals obtained from each
sieve were weighed and recorded. For image analysis, first the percentage of crystals
obtained from each sieve was calculated. Then portions of crystals from each sieve were
mixed (in the same mass ratio, as obtained from sieves), excluding the pan. The entire
mixed sample was analyzed using Dino USB microscope and Image Pro Plus software, in
the same way as used for unbroken crystals. Image analysis of crystals smaller than 0.5
mm was not performed primarily because crystals of the size less than 1 mm were being
measured in-situ by Lasentec FBRM. Secondly, crystals smaller than 0.5 mm were
almost powder like and performing image analysis on them was difficult. Repeatability
was tested for a few experiments by comparing the weight distribution obtained from the
sieves and size distribution obtained from the image analysis method.
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CHAPTER IV
RESULTS AND DISCUSSION

Experiments performed on a microscope hot/cold stage allow the evolution of an
individual crystal‘s size and shape to be followed with time. However, these micro-scale
experiments on a microscope slide do not include mixing effects.

Macro-scale

experiments in a stirred vessel complement the micro-scale experiments by including
mixing effects similar to what would be experienced in an industrial vessel, but do not
allow examination of a single crystal over time. Results of both types of experiments are
presented. To facilitate discussion this chapter is divided into two parts – the first part
discusses results obtained from micro-scale experiments and the second part discusses
results obtained from macro-scale experiments.

4.1.

Micro-scale experiments
Ideally, volume changes in a crystal would be measured to quantify size changes

of a crystal. With current technology, it is very difficult to obtain in-situ volume
measurements for samples of several hundred particles. Therefore, researchers have
successfully used 2D (two dimensional) size measurements to characterize particles
(Ghadiri and Zhang, 2002, Nienow and Conti, 1978) The percent change in 2D projected
area is one method that can provide information about relative change in crystal size.
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Although change in 2D projected area does not determine the change in the height of the
crystal, it does provide information in two dimensions, which is sufficient for
comparative quantification of size. In addition, changes in the 2D projected area indicate
that some mechanism is active. In addition to area, as mentioned in Chapter 3, major and
minor axes are also measured. However, the 2D projected area is used as the main
dimensional characteristic for this research since major and minor axes do not necessarily
change in the same proportion.

4.1.1. Saturated solution experiments

4.1.1.1.

Constant temperature
When irregularly shaped crystals are suspended in a saturated solution, they can

change shape while remaining constant in mass. The system first attains a state of
dynamic equilibrium where dissolution occurs, but the dissolution is compensated for by
precipitation of solute out of solution. The number of solute particles going into solution
per unit time equals the number of solute particles leaving. The concentration of solute in
solution remains constant; the amount of solute in excess remains constant. This happens
due to the crystal trying to minimize its free surface energy by reaching its equilibrium
shape [Sienko and Plane, 1974]. Figure 4.1 shows a potash alum crystal suspended in its
aqueous saturated solution. A fairly irregular, smooth potash alum crystal slowly starts
developing facets clearly visible in 24 hours of time at constant temperature (20 °C). If
the crystal were to be suspended in the solution indefinitely, it would transform into a
perfect hexagonal shape, which is the equilibrium shape of potash alum crystal.
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In this research the method used for measuring changes in crystal size uses only
two-dimensional information available from microscope images. However, a crystal‘s
size and shape change in all three dimensions. Therefore, when measuring only twodimensional characteristics of crystals, the changes measured fluctuate with respect to
time. Even if the size of the crystal changes in one direction (increases or decreases over
a longer period of time) with respect to time, it does so in a fluctuating manner.
Therefore, the net percentage change in area over a period of time varies slightly for each
system. To obtain the range of this variation, constant temperature experiments in
saturated solutions were repeated for 3-hour time periods for each system. Images were
captured every few minutes and analyzed. In all cases, the final values of 2D projected
area obtained are averaged for each system and the experimental error is represented by
the standard deviation.

67

Figure 4.1.

A potash alum crystal showing shape changes when suspended in its
aqueous saturated solution for approximately 24 hours at constant 20 °C.
Initial 2D projected area = 334,666 µm2. Total change in 2D projected
area after 24 hours and 7 minutes of aging = 0.0945% (increase).

If the solution is slightly subsaturated, the crystal will dissolve and the area of the
crystal will decrease until the solution attains saturation. Similarly, if the solution is
slightly supersaturated the area of the crystal will increase until the solution becomes
saturated. At saturation, the area of the crystal fluctuates around a fixed value with
respect to time to achieve its equilibrium shape. As an example, Figure 4.2a shows the
percentage area change in a sodium chloride crystal in a slightly subsaturated aqueous
solution. As shown in Figure 4.2b, the percent change in major and minor axes differs
between the axes and differs from the percent change in 2D projected area. Since the 2D
projected area is more sensitive to change, it is used to determine if saturation has been
reached.
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(a)

(b)
Figure 4.2.

(a) Chart showing rapid reduction (initial area = 450696 µm2), followed
by constant fluctuating percent change in area of sodium chloride crystal
in sodium chloride-water system: evidence for dissolution of the crystal in
an unsaturated solution followed by saturation of the solution, (b)
corresponding percent change in major and minor axes of the crystal.
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For all micro-scale experiments, the solution is considered saturated when the
percent change in area fluctuates around a fixed value with respect to time for
approximately 3 hours. Figure 4.3 shows the percentage change in area with respect to
time for sodium chloride crystals suspended in their aqueous saturated solutions. As
mentioned earlier, during this time the shape of the crystal is constantly changing as the
crystal reorganizes its lattice toward its equilibrium shape. These constant shape
adjustments can be quantified by using the roundness and aspect ratio of the 2
dimensional image of the crystal. An overall shift from one shape to the other is difficult
to quantify because the changes are very slow and they fluctuate, rather than move, in
one direction in 3-4 hours of time. For all experiments shown in Figure 4.3 the change in
area is within ± 0.15%.
The results obtained from all constant temperature and temperature fluctuation
experiments are summarized in Table 4.1 for nine systems. For most crystalline systems
held at a constant temperature for 3 hours after reaching saturation, the percent change in
2D projected area is less than 0.2 %, which is negligible. For all micro-scale experiments
this is considered evidence for saturated solution. Other micro-scale experiments
(temperature fluctuation and agglomeration and Ostwald ripening) were started after
consistent fluctuation was observed for about 3 hours with negligible net change in area
(<0.2%).
One exception was the potassium nitrate/water system where the crystals never
reached a constant value of area with respect to time; its area continuously increased. In 3
hours the average increase in area observed was 6.45%. Upon aging potassium nitrate
crystals for days they disintegrated into needles. This was due to polymorphic
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transformation of potassium nitrate crystals as shown in Figure 4.4. Polymorphs have
been known to have solubility variations between their various forms [Pudipeddi and
Serajuddin, 2004]. This is also consistent with the transformation from State III (chunky
crystals) to State II (needle shaped crystals) shown in literature, and is consistent with
State II crystals being stable under these conditions [Laval et al., 2008]. However, this
behavior is exhibited when the crystal is aged for days. The rate of this type of
transformation was found to be increased by temperature fluctuations.

Figure 4.3.

Percentage change in area (with respect to time) for 4 experiments
performed with the sodium chloride/water system. Constant temperature
experiment performed after fluctuation around a fixed value of area was
observed. This is considered evidence that the solution is saturated. Other
micro-scale experiments are performed once solution is saturated with
crystal in dynamic equilibrium with the solution as shown in this example.
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Table 4.1.

Pentaerythritol-water

System

Summary of results obtained from all constant temperature and temperature
fluctuation experiments
Average %
change in
area

Std
dev

0.0037

0.0062

-0.4367

0.1775

-1.9402

0.5642

-0.0121

0.0049

-0.0259

-0.029

0.0072

-0.3012

-0.2029

-0.2261

0.0554

698220

1278746

348880

0.0523

0.01871

0.02543

-0.12086

-0.0061

0.0779

Const 1.5 °C, 30 sec

0.09924

0.1248

0.0892

0.08023

0.0983

0.0193

Random 2 °C

0.0042

0.0103

0.0102

0.004

0.0072

0.0036

0.0083

0.0034

0.0052

0.0021

0.0048

0.0027

Initial Area (µm )

1528981

945250

1659608

1753255

Const temperature (20 °C)

0.15055

0.02151

0.01625

0.17582

0.091

0.084

Const 1.5 °C, 30 sec

0.9038

1.6352

1.2503

1.0133

1.2007

0.3238

Random 2 °C

0.2016

0.134

0.1211

0.2343

0.1728

0.0541

0.2935

0.5427

1.1257

0.8302

0.698

0.3597

Initial Area (µm )

546856

425946

820365

986542

Const temperature (20 °C)

-0.0289

0.01865

-0.01354

-0.00952

-0.0083

0.0198

Const 1.5 °C, 30 sec

-0.5939

-0.4827

-0.4456

-0.5654

-0.5219

0.0694

Random 2 °C

-0.1001

-0.0958

-0.009

-0.1008

-0.0764

0.045

Random 3 °C

-0.1515

-0.2121

-0.1938

-0.1294

-0.1717

0.0379

Exp 1

Exp 2

Exp 3

Exp 4

Initial Area (µm2)

122545

985654

652721

698124

Const temperature (20 °C)

0.01003

0.00792

-0.00098

-0.00224

Const 0.5 °C, 30 sec

-0.3112

-0.5622

Const 1.5 °C, 30 sec

-1.1963

-2.1613

Random 1 °C

-0.0086

-0.0156

Random 2 °C

-0.0221

-0.039

-0.029

-0.1712

-0.229

Initial Area (µm )

148307

Const temperature (20 °C)

Random 3 °C
Sodium chloridewater

2

Random 3 °C

Sucrose-water

2

Random 3 °C
2

Potash Alum-water

% change in area

Temperature
fluctuation profile
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-1.8731

-2.5302

Table 4.1 continued..
System

Temperature fluctuation
profile

Exp 3

Exp 4

Initial Area (µm )

423324

446589

624542

338720

Const temperature (20 °C)

-0.00652

-0.03125

0.01256

0.08121

0.014

0.0483

Const 1.5 °C, 30 sec

-5.3423

-6.1042

-4.9859

-5.3923

-5.4562

0.4684

Random 2 °C

-1.5323

-1.2323

-1.4233

-1.1324

-1.3301

0.1809

-1.4123

0.1255

Acetaminophen methanol
Acetaminophenethanol

Random 3 °C

-1.326

-1.4565

-1.2973

-1.5692

Initial Area (µm2)

839861

465235

589324

654256

Constant temperature (20
°C)

0.00152

0.10255

-0.01527

0.01289

0.0254

0.0527

Const 1.5 °C, 30 sec

-4.9323

-4.4533

-5.3432

4.5665

-2.5406

4.752

Random 2 °C

-1.0434

-0.9432

-0.8232

-1.3242

-1.0335

0.2137

-1.9236

-1.8223

-1.6745

-1.5434

-1.741

0.1668

2

Potassium chloridewater

Std
dev

Exp 2

Random 3 °C

Potassium Nitratewater

Average %
change in
area

Exp 1

2

Initial Area (µm )

1089908

1344439

150768

916937

Constant temperature (20
°C)

0.0823

-0.01888

0.12851

0.2852

0.1193

0.1266

Const 1.5 °C, 30 sec

24.9434

19.2323

26.2845

22.239

23.1748

3.1207

Random 2 °C

3.2958

2.6483

3.1042

3.6367

3.1713

0.4124

Random 3 °C

20.1295

21.482

19.392

18.583

19.8966

1.2312

Initial Area (µm2)

1966120

2122607

240235

589854

Constant temperature (20
°C)

5.32511

7.25622

4.58952

8.64784

6.4547

1.8446

Const 1.5 °C, 30 sec

145.9572

153.5929

123.8534

141.1345

15.4452

Random 2 °C

20.3859

29.0192

28.9382

26.1144

4.9612

105.3363

125.24

153.42

127.9988

24.1603

Random 3 °C
2

Ammonium sulfatewater

% change in area

Initial Area (µm )

135265

795256

850814

1230641

Constant temperature (20
°C)

0.01391

-0.04261

0.0743

-0.05869

-0.0033

0.0604

Const 1.5 °C, 30 sec

-3.025

-3.587

-4.0252

-5.2545

-3.9729

0.9474

Random 2 °C

-0.2018

-0.2458

-0.1898

-0.2597

-0.2243

0.0337

-1.0349

0.2063

Random 3 °C

-0.7673

-1.2523
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-0.9984

-1.1215

Figure 4.4.

Potassium nitrate changing into needle shaped crystals in 2 days (when
aged in saturated solution at constant temperature (20 ºC)). Initial area =
2122607 µm2. Images at (a) 0 hours, (b) 10 hours, (c) 26 hours, and (d) 50
hours.

4.1.1.2.

Temperature fluctuations
The negligible change in the crystal 2D area during constant temperature in

saturated solution forms the baseline of the temperature fluctuation experiments. If the
crystal area changes during temperature fluctuations is significant compared to the area
change during the constant temperature experiment, it would show that temperature
fluctuations can have a significant impact on crystal size.

4.1.1.2.1.

Example of a typical temperature fluctuation experiment

Figure 4.5 shows images of an irregular sucrose crystal showing subtle shape
changes while suspended in saturated solution at constant temperature and when
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subjecting the system to a random 3 °C temperature fluctuation profile. Corresponding
area and shape changes are shown in Figures 4.6 and 4.7. The plot of percent area
changes with respect to time of sucrose crystal shows negligible change in percent area
(~0.1% in 3 hours) when suspended in its saturated aqueous solution at constant 20 ºC. At
this point, considering the solution to be in dynamic equilibrium with the crystal, a
temperature fluctuation experiment is started by subjecting the system to a random 3 ºC
profile. Plots of roundness and aspect ratio show that the shape is constantly changing
during when suspended in solution at constant temperature as well as during subjecting
the system to 3 ºC random temperature fluctuations. Figure 4.7a shows that the roundness
value changes by only 1% over the entire 6 hour experiment. While there were slightly
higher roundness values after starting temperature fluctuations, they were not high
enough to conclude that they were statistically significant. Figure 4.7b shows that the
aspect ratio of the crystal varies by only 0.2% for the 3 hour constant temperature and the
3 hour temperature fluctuation time periods combined.

Therefore, the temperature

fluctuations have little effect on roundness and aspect ratios. All temperature fluctuation
experiments are conducted in similar fashion.
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(a)
Figure 4.5.

(b)

(c)
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Images of an irregular sucrose crystal suspended in its aqueous solution. Initial area = 234,920 µm2 (a) Image
after system attained equilibrium, at constant 20 ºC. Time set to 0:00:00 (b) Image after suspension solution at
constant 20 ºC for 3 hours (c) Image after subjecting the crystal to random 3 ºC temperature fluctuations for 3
hours. Images show subtle shape changes with round edges straightening.

Figure 4.6.

Plot showing percent area changes in sucrose crystal suspended in its
aqueous saturated solution. Random temperature fluctuation experiment is
started after obtaining approximately 3 hours of negligible area change
with respect to time at constant temperature (20 ºC). Area starts to increase
upon subjecting the crystal to random temperature fluctuations ranging
from 17 to 23 ºC.
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(a)

(b)
Figure 4.7.

Plots showing shape fluctuations in sucrose crystal in its aqueous solution
during constant temperature and during subjecting to random fluctuation
between 17-23 °C. (a) roundness vs. time (b) aspect ratio vs. time
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Images from another experiment with KCl suspended in its saturated solution are
shown in Figure 4.8. The top left edge of the crystal remains curved at constant
temperature, but becomes almost straight after being exposed to temperature fluctuations
in a solution.

The KCl crystal shows significant rearrangement with time during

temperature fluctuations in a near-saturated solution. As discussed in Section 3.1.3.3,
various temperature profiles are used to study the effect of temperature fluctuations on
crystal sizes and shapes. Figure 4.9 shows sample percent area change results obtained
from various experiments performed with subjecting a pentaerythritol crystal in an
aqueous saturated solution to various temperature fluctuation profiles. It is evident that
fixed temperature fluctuations affect the size of the crystals more than random
temperature fluctuations. The shape of the crystal is constantly fluctuating in each case
without a significant net change. Table 4.1 summarizes results of all temperature
fluctuation experiments performed for all the systems.
Results indicate that temperature fluctuations affect the crystal size in saturated
solutions. Cyclic temperature profiles (1.5 °C) have stronger impact than random
profiles. The cyclic temperature profiles of 1.5 °C produced average changes in 2D area
that were higher than area changes produced from all random temperature profiles in
each case. Specifically, when comparing to 1.5 °C cyclic temperature profiles to 3 °C
random temperature profiles, the minimum difference in average area change is observed
in sodium chloride with a difference of 0.1% to as high as ~13% in the case of potassium
nitrate-water system. As expected, ± 3 °C random variations of temperature fluctuations
were found to have larger effect than ± 2 °C fluctuations (sodium chloride-water ~0.1 %
greater, potassium chloride-water ~17% greater). Area either increased or decreased
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depending on the system. The increase or decrease was independent of the temperature
profile in that if the size increased for a system, it did so for all temperature profiles used
for that particular system, and vice versa.
As shown in comparative plots in Figures 4.10a and 4.10b, aqueous systems of
pentaerythritol, sodium chloride, sucrose, and potash alum have less than 2 % change in
area in 3 hours during the ± 1.5 oC cyclic fluctuations. Acetaminophen-methanol and
ammonium sulfate-water showed moderate changes between 3 and 6 % change in 2D
projected area in ± 1.5 oC cyclic fluctuations. However, aqueous systems of potassium
chloride and potassium nitrate exhibit significant changes (greater than 10%) in area. As
previously discussed, potassium nitrate undergoes a polymorphic transformation where
the transformation rate is greatly increased by the temperature fluctuations. Potassium
chloride does not undergo polymorphic transformation, however, the area increases
significantly, (Figure 4.10b) indicating the strong effect of temperature fluctuations.
Changes in size and shape are expected for crystals in saturated solutions and not
for crystals in non-solvents since growth and dissolution rates are usually functions of the
supersaturation.

Therefore, it might be expected that the rate of size change is

proportional to the solubility. As shown in Table 4.2, this is not consistent with
experimental results at 20 ºC. Sucrose in water has a high solubility but shows little
change in particle size. Sucrose in water has a solubility (204 g sucrose/100 g water)
about six times the solubility (34 g KCl/100 g water) of potassium chloride (KCl), but
KCl has over 20 times the change in projected crystal area than sucrose.
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(a)

(b)

(d)
Figure 4.8.

(c)

(e)

KCl crystal suspended in its aqueous saturated solution. Initial area =
150,768 µm2 (a) Image after suspending at constant 20 °C (b) Image after
3 hours at constant 20 °C (c) Image after 5 hours at constant 20 °C (d)
Image after 1 hour of subjecting the crystal to 3 °C random temperature
profile (e) Image after 3 hour of subjecting to 3 °C random temperature
profile. Images show significant shape and size changes after being
subjected to random temperature profiles
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Figure 4.9.

Plot showing effects of various random and cyclic temperature profiles on
area of pentaerythritol crystal suspended in its aqueous saturated solution.

Since some systems such as the NaCl/water system have almost constant
solubility over a range of temperatures, it may be postulated that the slope of the
solubility as a function of temperature may explain the relative crystal area changes of
different systems. The slope of each solubility curve at 20 °C was calculated from data at
10, 20 and 30 °C. In Table 4.2 slopes and solubility and percent area growth of all the
systems at 20 °C are shown. However, comparing the sucrose/water and the potassium
chloride/water systems shows that the slope of the solubility curve does not directly
determine the degree of change in crystal size. The slopes of the solubility curves for the
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sucrose and potassium chloride systems are 1.45 and 0.3 (g/100 g solvent)/°C,
respectively; but the percent change in KCL is more than 20 times (for random 3 °C
profile) the percent change in sucrose crystal area.
From Table 4.2, it is evident that there is some relation between the slope,
solubility and how much a crystal will change in size due to temperature fluctuations.
However, these factors alone do not completely explain why some crystals in a particular
system change their size more than others. Frequently, the growth rate of a crystal, G0, is
represented as a function of the actual concentration C, the saturated concentration Csat,
and the temperature T based on
G0 = kG (C -Csat)n

(4.1)

where n is a constant and dL/dt indicates the change in a representative particle length
with time. The factor kG is based on temperature as given by
kG = AG e(-E/RT)

(4.2)

where R is the ideal gas law constant and AG and E are constants based on the system of
study. Based on these equations, it is clear that the growth rate is not limited to being
directly proportional to the solubility Csat because of the effect of the exponent. Also,
each solute would have a different value of kG at the same temperature. Therefore, the
effect is more complex than just being proportional to the solubility.
The most feasible explanation could lie in the difference between crystal
dissolution and growth rates. If the growth rate is very high compared to dissolution rate,
temperature fluctuation should cause the area of the crystal to increase and vice versa. To
test this theory, experiments were performed to determine the growth and dissolution
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rates. By using the technique described in Section 3.1.2.5, the results shown in Table 4.3
were obtained.
The systems in Table 4.3 are listed according to the average ratio of dissolution
rate to growth rate, RD/RG, from the highest value to the lowest value. For KCl, the
growth rate is almost 2.55 times greater than its dissolution rate which explains the very
high area increase during temperature fluctuations shown in Figure 4.10 (b). On the other
hand, the higher dissolution rate in the case of ammonium sulfate explains its decrease in
area during 3 ºC temperature fluctuations. Similarly, potash alum shows a small decrease
in area due to the temperature fluctuations.
The temperature fluctuation process did not produce any visible new crystals in
any of the experiments. This indicates that small temperature fluctuations only impact
crystal growth and not cause nucleation, which is expected since solutes tend to grow on
existing crystals rather than form new nuclei. Therefore, there is not a change in particle
size distribution due to primary nucleation, or a resulting increase in number of crystals
due to temperature fluctuations in the crystallizer. The only exception to this is the
potassium nitrate/water system where crystals thin out from the center and split into tiny
needles due to polymorphic transformation. As explained previously, this occurs even if
the temperature is constant; only it takes more time.
The degree of temperature fluctuation from the set point is obviously important.
The area changes for ± 3 oC fluctuations were more than for ± 2 oC fluctuations for most
systems. For most systems, temperature fluctuations as much as ± 2 oC have a negligible
effect on crystal breakage tests in saturated solutions. However, crystalline systems that
involve polymorphic transformations into other crystal shapes (Ex. potassium nitrate) or
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high growth rates due to fluctuations will make it difficult to isolate breakage results in
saturated solution.

(a)

(b)
Figure 4.10.

Comparative charts showing average percent change in area of crystals
(tested in their saturated solutions) with respect to various temperature
profiles used: a) Systems showing negligible to moderate changes b)
Systems showing significant changes.
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Table 4.2.

Slope, solubility and average percent area change obtained from temperature
fluctuation experiments
Average percent changes in area in 3
hours
(Representative samples)

Crystal

Solvent

Solubility at
20 °C
(g/100g
solvent)

Slope
(g/100 g
solvent)/ °C
at 20°C

Ammonium sulfate

Water

75.4

Sodium Chloride

Water

34.8

Potassium Chloride

Water

34

0.3

23.1748

3.1713

19.8966

Potassium Nitrate

Water

31.6

1.25

141.1345

26.1144

127.9988

Potash Alum

Water

11.4

0.449

-0.5219

-0.0764

-0.1717

Pentaerythritol

Water

5.8

0.21

-1.9402

-0.0290

-0.2261

For
Const.
1.5 °C

For 2 °C
random
fluctuations

For 3 °C
random
fluctuations

0.25

-3.9729

-0.2243

-1.0349

0.02

0.9838

0.0072

0.0048

Sucrose

Water

204

1.45

1.2007

0.1728

0.6980

Acetaminophen

Methanol

29.781

6.667

-5.4562

-1.3301

-1.4123

Acetaminophen

Ethanol

19.061

3.851

-2.5406

-1.0335

-1.7410
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Table 4.3.

Crystal growth and dissolution rates found by raising and lowering the
temperature respectively (by 3 ºC). (Exp # = Experiment number, RG = rate
or crystal growth, RD = rate of dissolution, CV = coefficient of variation,
Avg = Average, St Dev = standard deviation, 95% C±µ = 95% confidence
interval ± average)
System

Exp #
Ammonium sulfatewater

RG(µm/sec)

RD(µm/sec)

RD/RG

0.0271
0.0329
0.0228
0.0076
0.0275
0.0236
0.0096
0.4089
0.0084
0.0212
0.0202
0.0221
0.0212
0.0010
0.0449
0.0011
0.1081
0.1380
0.1406
0.1289
0.0180
0.1399
0.0204
0.0203
0.0200
0.0250
0.0218
0.0028
0.1297
0.0032
0.0075
0.0080
0.0093
0.0083
0.0009
0.1127
0.0011
0.0977
0.0960
0.1135
0.0753
0.1328
0.12916
0.1074
0.0220
0.2046
0.0176

0.0466
0.0444
0.0253
0.0141
0.0563
0.0373
0.0172
0.4598
0.0150
0.03229
0.02983
0.03829
0.0335
0.0044
0.1300
0.0049
0.1620
0.1838
0.1785
0.1748
0.0114
0.0650
0.0129
0.0260
0.0234
0.0290
0.0261
0.0028
0.1072
0.0032
0.0047
0.0065
0.0049
0.0054
0.0009
0.1766
0.0011
0.0195
0.0534
0.0377
0.0346
0.0673
0.03838
0.0418
0.0165
0.3951
0.0132

1.7207
1.3503
1.1080
1.8689
2.0465
1.6189
0.3837
0.2370
0.3363
1.5231
1.4767
1.7326
1.5775
0.1363
0.0864
0.1542
1.4981
1.3318
1.2695
1.3665
0.1182
0.0865
0.1337
1.2823
1.1729
1.1600
1.0251
0.0557
0.0760
0.0672
0.6334
0.8022
0.5261
0.6539
0.1392
0.2129
0.1575
0.1993
0.5562
0.3324
0.4595
0.5068
0.2972
0.3919
0.1374
0.3507
0.1100

1
2
3
4
5

Avg (µ)
St Dev(σ)
CV(σ/µ)
95% C± µ
Exp #
Pentaerythritolwater

Avg (µ)
St Dev(σ)
CV(σ/µ)
95% C± µ
Exp #

Potash Alum-water

Potassium chloridewater

1
2
3

Avg (µ)
St Dev(σ)
CV(σ/µ)
95% C± µ
Exp #

Sucrose-water

1
2
3

Avg (µ)
St Dev(σ)
CV(σ/µ)
95% C± µ
Exp #

Sodium chloridewater

1
2
3

1
2
3

Avg (µ)
St Dev(σ)
CV(σ/µ)
95% C± µ
Exp #
1
2
3
4
5
6
Avg (µ)
St Dev(σ)
CV(σ/µ)
95% C± µ
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4.1.1.2.2.

Comparison of the temperature fluctuation effect on unbroken

crystals and broken crystals in saturated solutions
Mixed results were obtained from these experiments. Usually the broken
crystalline piece would have area changes approximately the same as the unbroken
crystal but in some cases the area change would be very high compared to the unbroken
crystal. Figure 4.11 (a and b) shows one such example where one unbroken (Crystal 3)
and two broken crystalline pieces (Crystals 1 and 2) of ammonium sulfate were subjected
to 2 ºC temperature fluctuations. Unbroken (orthorhombic) Crystal 3 showed very small
change in its area as was expected, whereas broken
Crystal 2 had a very large increase in area and Crystal 1 had an unexpected
decrease in area. Figure 4.12 shows an example of broken and unbroken cubic KCl
crystals showing difference in the percent change in area when subject to random 3 °C
profile over 3 hours. Crystal 3 in Figure 4.11a is closer to it equilibrium shape than
Crystal 1 in Figure 4.12a. As expected, the crystal that is closer to its equilibrium shape
show less change.
Experimental results from testing the comparative percent changes in area
between broken and unbroken crystals are summarized in Table 4.4. As is evident from
the table, in some cases broken crystals show unpredictable variation in their growth
compared to an unbroken crystal. This phenomenon has been studied previously on
potash alum crystals by Bhat et al. [1987]. According to the authors, crystals experience
stress and strain due to the breakage process thereby introducing dislocations within the
crystal. The emergent ends of certain types of dislocations act as surface nucleation sites
for crystal growth. The elastic strain on the other hand can lower the growth rate. This
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seems to be the most probable reason for the lowering of area in some cases when they
were expected to grow and vice versa.

Later researchers [Gerstlauer et al., 2001]

included internal lattice strain as a modeling parameter.
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(a)

(b)
Figure 4.11.

(a) An image of an unbroken ammonium sulfate crystal (3) and broken
crystalline pieces (1 and 2) of ammonium sulfate crystals suspended in an
aqueous saturated solution. (b) Percent change in projected 2D area as a
function of time for the crystals show in the image. The numbers in (b)
correspond to the numbered crystals in (a).
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(a)

(b)
Figure 4.12.

(a) Broken KCl crystal (1) and unbroken KCl crystal (2) showing growth
at the chipped edge of the crystal. b) Percent change in projected 2D area
as a function of time for the crystals show in the image. The numbers in
(b) correspond to the numbered crystals in (a).
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Table 4.4

Table showing mixed results obtained from experiments performed for
testing the comparative percent changes in area between broken and
unbroken crystals.
% change in area

System

Experiment

Ammonium
sulfate-water

1
2
1

KCl-water
2

Potash alumwater

1
2

Pentaerythritolwater

4.1.1.3.

1
2

Crystal type
Unbroken
Broken
Broken
Unbroken
Broken
Unbroken
Broken
Unbroken
Broken
Unbroken
Broken
Broken
Unbroken
Broken
Unbroken
Broken
Unbroken
Broken

3 °C
(random)
-1.8731
-0.9784
5.8524
-0.9973
-2.5673
19.3762
25.3423
18.2349
26.9387
-0.1323
2.3829
-1.4338
-0.9826
-0.9125
-0.2065
-0.2251
-0.2354
0.0856

2 °C
(random)
-0.0645
-0.1859
4.3589
-.09372
-1.4382
2.9843
6.8379
3.2384
5.3928
-0.0384
0.0293
-0.1926
-0.0312
-0.0985
-0.02015
-0.0159
-0.08257
0.0092

Agglomeration and Ostwald ripening
Immediately after a crystal is broken in a saturated solution, many small particles

of the range of 1-10 µm are observed rapidly migrating towards larger (> 40 m)
particles. This movement slows down with time and fewer particles smaller than 10 m
are visible as time progresses. As the 1-10 micron sized particles adjoin larger fragments
(area greater than ~2000 µm2) or disappear due to Ostwald ripening, the movement slows
down and eventually stops.
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The increase in size of larger crystals is observed as soon as the crystal is broken.
The increase in size continues even after the movement settles down, albeit at a slower
rate, implying growth due to aging at constant temperature. Figures and 4.13 and 4.14
show magnified views of a broken pentaerythritol crystal in its aqueous saturated
solution, displaying the motion of tiny particles and growth of crystalline pieces.
Specifically, in Figure 4.13 the same two particles are circled in each of the frames. By
following these two particles it is clear that they are migrating towards the larger particle
in the upper left corner of each frame. Similarly, the circled particles in Figure 4.14
change shape with time. For each crystalline system in a saturated solution, the percent
change in area with respect to time for various broken crystals was measured. Usually
larger fragments that were in vicinity of moving particles showed greater increase in area.
After the experiment is over, a few crystals that were under study of different
sizes (larger than 50 µm) were carefully picked up by tweezers, rinsed with saturated
solution and it was verified under the microscope that the crystal actually got larger rather
than particles loosely sticking together. This was done by using two pairs of tweezers and
gently pulling the crystal in opposite directions on a slide under the microscope. In some
cases the bridging and merging of particles with the crystal was clearly visible under the
microscope. In some cases, overall crystal appeared to have become larger with the
bridging of the particles not very clear.
Therefore, it was not clear which mechanism was responsible for the overall increase in
the size of fragments. The mechanism could be a combination of agglomeration and
Ostwald ripening in that the fragments may increase in size in the beginning due to
agglomeration and later on due to Ostwald ripening as the tiny particles (0-1µm)
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dissolve. However, as discussed in section 1.2.4., Table 1.3, to increase the volume of a
100 micron sized crystal just by 1%, the number of 1 m sized particles required are
10,000. Since this is a very high number of submicron sized particles, Ostwald ripening is
not expected to be the main cause of the increase in the fragment size.
Figures 4.15 (a) and (b) show examples of pentaerythritol and ammonium sulfate
respectively. The corresponding results are shown in Figure 4.16. From the percentage
change in area vs. time plot, (Figure 4.16), it was evident that there was some relation
between severity level of breakage and percentage change in area. However, it was not
clear if there was a relation between initial area and percentage change in area of the
fragments. To clearly quantify if the final percent change in area depended on severity of
breakage, initial size and the system used, statistical analysis using randomized complete
block design (RCBD) was performed with systems as blocks and severity and size as
treatment variables. Severity levels were defined using Image-Pro Plus software. Images
in which fragments covered less than 25% of area in the image were considered low
severity and images in which fragments covered more than 50% of area were considered
high severity (Figure 4.17). For each system, results from one experiment with high
severity level and one experiment with low severity level is considered. Three fragments
within three size ranges (area less than 10,000 µm2, area between 10,000 to 30,000 and
area greater than 50,000 µm2 but less than 1000,000 µm2) are chosen for each severity
level. The results obtained are as shown in Table 4.5.
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Figure 4.13.

(a,b,c and d) Pentaerythritol images displaying motion of tiny particles.
Images taken immediately (approximately 0.5 seconds apart) after the
crystal is broken in its aqueous saturated solution.

Figure 4.14.

Pentaerythritol images displaying growth of crystals and disappearance of
tiny particles with time. Images taken (a) at 0:00 hours (b) 0:10 hours (c)
1:00 hours and (d) 2:00 hours.
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(a)
Figure 4.15.

(b)

Images of broken crystals in aqueous saturated solutions: (a)
pentaerythritol, and (b) ammonium sulfate.

(a)
Figure 4.16.

(b)

Percent change in area of various broken pieces with respect to time for
the (a) pentaerythritol-water system, and the (b) ammonium sulfate-water
system. The legend shows the 2D projected area of the pieces immediately
after breakage.

96

(a)
Figure 4.17.

(b)

Example images of broken potash alum crystals in its aqueous saturated
solution showing Low and high severity. Labeled fragements showing
three different size ranges, 1 ≡ <10,000 µm2, 2 ≡10,000-30,000 µm2 3 ≡
>50,000-1000,000 µm2. a) Low level severity (area covered by fragments
less than 25 %) b) High level severity (area covered more than 50%).
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Table 4.5.

Final percentage change in area values in agglomeration and Ostwald
ripening experiments over 3 hours. System 1 = sodium chloride-water, 2 =
potash alum–water, 3 = pentaerithrytol-water, 4 = sucrose-water, 5 =
ammonium sulfate-water, 6 = potassium chloride-water, severity level 1 =
low level severity (area covered by fragments less than 25 %), 2 = high level
severity (area covered more than 50%), size level , 1 ≡ <10,000 µm2, 2
≡10,000-30,000 µm2, 3 ≡ >50,000, <1000,000 µm2.

Treatment Combinations

Blocks

Size level

(Systems)

Severity
(Initial Area
level

1 = Low

2 = High

µm2)

1

2

3

4

5

6

1

1.23

0.53

1.60

24.87

1.23

1.53

2

2.29

1.12

7.16

92.42

4.38

0.87

3

8.48

0.23

0.08

10.32

3.45

1.12

1

10.24 5.23 105.21

56.32

32.32 3.44

2

12.48 7.85

34.23

132.32 15.34 2.33

3

36.66 4.54

57.37

50.93
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73.29 8.20

Statistical analysis was performed using the software statistics package, SAS. The
SAS program and output appear in Appendix C. To determine which variables
significantly affected the percentage change in area, analysis of variance was used with a
general linear model:

(4.3)
In Eq. 4.3,

represents the percentage change in area for a particular set of conditions

(system, severity and size), µ is the overall mean, and αi represents the value of ith
severity level. Similarly, βj represents the value of jth size level, (αβ)ij represents the
treatment combination value of severity and size, and δk represents the value of kth
system. The statistical error is represented by e.
Since there are thirty six observations, there are thirty five degrees of freedom
available for the analysis of variance. Of these degrees of freedom, ten are used by the
general linear model to determine the significance of each of the main effects and
interaction effects. The remaining twenty five degrees are associated with the statistical
error.
The analysis of variance computations were used to determine which variables
significantly affected the percentage change in area. At significance level of 0.05, the
analysis shows that the effect of severity and system is significant with p values (0.0038)
lower than α. The p value is the measure of evidence against the null hypothesis which
represents the hypothesis of no change or no effect. The smaller the p value the more the
evidence against the null hypothesis. The analysis also shows that there is no significant
effect of size with p value (0.8734) greater than α. Also, there is no interaction between
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severity and size (with p value (0.6499) greater than α) to significantly affect the
percentage change in area of fragments.
The above analysis implies that a higher breakage rate in a large crystallizer will
have greater changes in size on larger (>20 µm) fragments. In the case of micro
experiments, there is no stirring and therefore mixing effects are not being considered.
However, these experiments still show that some effect on size of fragments and
disappearance of tiny particles (1-10 µm) can be expected in crystallization from
saturated solutions in stirred vessels. These experiments also show that the magnitude of
the size changes will significantly differ from system to system in stirred vessels.

4.1.2. Non-solvent experiments
For these experiments, four systems were used, ammonium sulfate-ethanol,
sodium chloride-acetone, acetaminophen (acetone grown)-water, potassium chlorideacetone. Both constant temperature and 3º C temperature fluctuation studies were
performed. Since the crystals are insoluble in non-solvents, changes in size and shape
were not expected. For three hour experiments, images were taken 4 times, at the start of
the experiment and then once every hour. Results are shown in the Table 4.6. For all
experiments, results show that there was no effect of non-solvents on the crystals. For 2
systems (acetaminophen and sodium chloride) agglomeration and Ostwald ripening
experiments were also performed. The movement of tiny crystalline particles was
observed but there was no change observed in the shape and size of the crystalline
fragments. One broken fragment in each case was measured using Image Pro Plus and the
results are shown in the Table 4.6. Only area and roundness were measured. For all the
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cases studied, the difference obtained is within the range of error introduced by Image
Pro Plus Software (Appendix D).

Table 4.6.

Micro-scale non-solvent results

System
NaClAcetone

Type of
experiment
Const. temp

Potassium
ChlorideAcetone

Temp
fluctuation
(3ºC)

Acetaminop
hen-water

Agglomeration and
Ostwald
ripening

Ammoniu
m sulfateethanol

Agglomeration and
Ostwald
ripening

4.2.

Time
(hh:mm)
0:00
1:00
2:00
3:00
0:00
1:00
2:00
3:00
0:00
1:00
2:00
3:00
0:00
1:00
2:00
3:00

Area (µm2)
4837483
4837520
4838409
4838443
980703
980679
980745
980723
115
115
113
114
95
96
96
96

Roundness
1.34
1.34
1.34
1.34
1.29
1.29
1.29
1.29
1.73
1.73
1.73
1.72
0.93
0.93
0.92
0.92

Maximum
change
in area
(µm2)

Maximum
Change in
roundess

926

0

66

0

2

0.01

1

0.01

Macro-scale experiments

4.2.1. The Zwietering correlation
Researchers have extensively used the Zwietering correlation [Atiemo-Obeng et
al., 2004] to determine the required minimum stirrer speed and stirrer dimensions for
suspending of solid particles so that no solid matter rests on the bottom of the stirred
vessel. The correlation is often expressed in dimensional form as
(4.4)
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where Njs is the just suspended impeller speed, D the impeller diameter; dp is the mass
mean particle diameter; ρs is the solid density; ρl is the liquid density; X is the mass
percent of solids; S is the dimensionless number which is a function of impeller type,
impeller diameter, vessel diameter and impeller clearance from the bottom of the vessel;
gc is the gravitational acceleration constant; and ν is the kinematic viscosity of the liquid
(m2/s).
For all macro-scale experiments, the vessel geometry was the same. That is, the
same impeller and vessel were used, and the clearance of the impeller from the bottom of
the vessel was kept constant for all experiments. The same initial particle size and
magma density (mass solids/volume solvent) were used for all experiments. The same set
of conditions was used between saturated solution and non-solvent experiments.
Therefore, S, dp, gc and D can be considered constant and Eq. 4.4 can be reduced to:
(4.5)
where,

The values of X will change as the volume of solution in all experiments was kept
constant at 250 ml and therefore, the weights of the solutions differed due to the
difference in densities. The values of kinematic viscosity and density are shown in
appendix B. For some systems values for experimental conditions were calculated by
fitting curves to data using Microsoft Excel software. This is also shown in Appendix B.
Since S1 is constant for both saturated solution and aq. solution we can rewrite eq.
4.5 for saturated solutions as
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(4.6)
and for non-solvents as
(4.7)
where

Calculated values for X and Ψ are shown in Appendix B.
Dividing eq. 4.7 by eq.4.6 we get

(4.8)
Table 4.7 shows calculated agitation rate ratios for various systems used.
Table 4.7 shows that the minimum RPMs required to suspend solids in nonsolvent, acetone are significantly higher (25% to 51% for systems tested) than required
for saturated aqueous solutions. This shows that density and viscosity of the solvent and
saturated solutions play a very important role in crystal breakage in stirred vessels.

Table 4.7.

Calculated agitation rate ratios for just suspended condition obtained from
using Zwietering correlation
Crystal
NaCl
KCl

Potash alum
Ammonium
sulfate

Saturated
solution
NaCl-water
KCl-water
Potash alum water
Ammonium
sulfate - water

Non-solvent
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Acetone
Acetone

1.33
1.437

Acetone

1.251

Acetone

1.51

4.2.2. FBRM results
FBRM scans were set to be performed every 2 minutes, therefore, a typical 3 hour
experimental run provided data obtained from 90 scans. The FBRM provides output in
the form of chord counts/sec obtained with respect to channel boundaries. A total of 90
chord length distributions between 1 μm to 1000 μm are used. The data obtained was
converted into number fraction by totaling chord counts obtained for each scan and
dividing each chord count by the total. Chord lengths larger than 1000 µm can not be
analyzed by the FBRM, and therefore, are not shown on the plots. To characterize
particles larger than 1000 μm, sieve analysis and image analysis techniques were used
and results are discussed in the following sections.
FBRM results indicate that for most cases, crystal breakage in saturated solutions
and in non-solvents were significantly different. Figures 4.18, 4.19, and 4.20 show the
FBRM results obtained from pentaerythritol, ammonium sulfate and potash alum
experiments, respectively. All three systems were tested in saturated aqueous solution
and in acetone, a non-solvent for all three solutes. The chord counts/sec vs. channel
boundaries graphs show that there is a constant increase in fragments of the size range 510 µm for the non-solvents experiments in all three cases. As shown in Figures 4.18b,
4.19b, and 4.20b, breakage in saturated solutions in most cases remains constant with
respect to time. In other words, the amount of fragmentation, in most cases, does not
change as much in saturated solution (with respect to time). This indicates that
phenomena like agglomeration and Ostwald ripening or dissolution must be significant in
saturated solutions. The curves in the case of saturated solutions are not smooth as in the
case of non-solvents. For most cases of saturated solutions, the counts/sec curves overlap,
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implying either disappearance or agglomeration of fine fragments. If the particles were
agglomerating, this should have been seen in the images obtained from breakage
experiments. The images obtained after breakage experiments do not show any
agglomerated crystals in saturated solutions. There is actually a reduction in the sizes of
larger particles in saturated solution. It is unlikely that all of the dissolution is due to
Ostwald ripening since Ostwald ripening only affects crystals smaller than ~1 micron. It
is possible that this disappearance happens due to local sub-saturation occurring due to
higher stirring rates or slightly higher temperature zones inside the vessel.
While the number of counts/sec indicate that the number of particles (< 1000 μm)
increased with time for the non-solvents case, the overlap in curves after 30-60 mins in
number fraction graphs indicates that the number of particles (< 1000 μm) increased in
the beginning and then remained constant after 30-60 mins. This disparity between the
chord counts/sec and number fraction plots can be explained by the Zwietering
correlation results from section 4.2.1. Since the stirring rate for all the experiments was
constant, the crystals suspend differently in non-solvents and saturated solution due to
viscosity and density differences. This also means that the amount of impact from the
impeller crystals in both systems undergo must differ. However, the difference between
the non-solvent and saturated solution curves in number fractions graphs also is very
clear. This implies that the difference between the two systems is due to a combination of
two factors: the difference in total amount of breakage due to the difference in mixing
and the difference in the total amount of dissolution. To isolate the effect of dissolution,
appropriate stirring rates (as per examples cited in Table 4.7) using the Zwietering
correlation must be used.

For example, for sodium chloride experiments, since
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[Njs]acetone/[Njs]aq sat=1.33, if an RPM of 800 is chosen for non-solvent acetone, an RPM of
~600 must be used for aq. saturated solution to achieve same suspension of crystals.
As shown in Figure 4.21b, the FBRM plot obtained from aqueous sodium
chloride experiment is slightly different compared to other systems, in that it shows
increase in 1-10 micron sized chord length counts. This can be explained by comparing
its solubility (in water) curve with other crystals (Appendix A, Figure A.1). Sodium
chloride has a very flat solubility curve with respect to temperature. This implies that
temperature fluctuations of up to 3 ºC will have negligible effect on its solubility in
water.
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(a)

(b)
Figure 4.18.

Chord length distribution results for pentaerythritol obtained from FBRM.
All tested at 800 rpm, for 3 hours with suspension density 5g/100g
solution and 5g/100g solvent. (a) Counts/sec for pentaerythritol tested in
non-solvent, acetone (b) Counts/sec for pentaerythritol tested in aqueous
saturated solution (c) Number fractions for pentaerythritol tested in nonsolvent, acetone (d) Number fractions for pentaerythritol tested in aqueous
saturated solution.
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(c)

(d)
Figure 4.18. (continued)
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(a)

(b)
Figure 4.19.

Chord length distribution results for ammonium sulfate obtained from
FBRM. All tested at 800 rpm, for 3 hours with suspension density 5g/100g
solution and 5g/100g solvent. (a) Counts/sec for ammonium sulfate tested
in non-solvent, acetone (b) Counts/sec for ammonium sulfate tested in
aqueous saturated solution (c) Number fractions for ammonium sulfate
tested in non-solvent, acetone (d) Number fractions for ammonium sulfate
tested in aqueous saturated solution.
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(c)

(d)
Figure 4.19. (continued)
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(a)

(b)
Figure 4.20.

Chord length distribution results for potash alum obtained from FBRM.
All tested at 800 rpm, for 3 hours with suspension density 5g/100g
solution and 5g/100g solvent. (a) Counts/sec for potash alum tested in
non-solvent, acetone (b) Counts/sec for potash alum tested in aqueous
saturated solution (c) Number fractions for potash alum tested in nonsolvent, acetone (d) Number fractions for potash alum tested in aqueous
saturated solution.
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(c)

(d)
Figure 4.20 (continued)
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(a)

(b)
Figure 4.21.

Chord length distribution results of NaCl from FBRM. Both experiments
tested at 800 RPM and a magma density of 5g solids/100g saturated
solution/solvent. (a)Tested in non-solvent-acetone (b) Tested in aqueous
NaCl solution (c) Number fractions for NaCl tested in non-solvent-acetone
(d) Number fractions for NaCl tested in aq. saturated solution
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(c)

(d)
Figure 4.21 (continued)

Another important thing to consider in the case of sodium chloride experiments is
that although there is an increase in the fine fragments in aqueous solution experiment,
the distribution is still narrow and there still is substantial difference in the total number
114

of particles compared to non-solvents. This means that dissolution may still be occurring
in the case of sodium chloride, just not as much as in other cases studied in saturated
solutions.
Interestingly, in the case of acetaminophen experiments in acetone also, the
number of fragments increased despite being performed in saturated solution (acetone,
Figure 4.22). The difference is that the curve is a lot broader and there is an increase in
the number of fines as well as in the number of midrange to coarse particles. This can be
explained by the fact that the thermal conductivity of water is comparatively ~3.5 times
higher than the thermal conductivity of acetone [Hagen, 1999]. In other words, compared
to water, acetone is less prone to temperature changes caused due to impeller. Also,
acetaminophen grown in acetone is very hard and brittle material [Finnie et al., 2001,
Gahn and Mersmann, 1995], and therefore requires less energy to break. Acetaminophen
is also comparatively thinner and plate like in shape. Unlike other materials that show a
peak in chord length at ~10 µm, acetaminophen shows an equal number of fragments
with chord lengths of 50-75 µm. Comparing it with its results obtained from water
experiments, more of the 50-100 μm fragments are observed which offset the increase in
smaller (10-50 µm) sized particles. For acetaminophen, fragmentation, rather than
abrasion, seems to be the dominant fracture mechanism.

115

(a)

(b)
Figure 4.22.

FBRM chord length distribution results of Acetaminophen. All tested at
800 RPM, 5g/100g saturated solution/solvent suspension density. (a)
Acetone grown acetaminophen tested in saturated acetone solution (b)
Acetone grown acetaminophen tested in non-solvent, water. (c) water
grown acetaminophen tested in non-solvent, water (water saturated with
acetaminophen can be treated as a non-solvent as the solubility of
acetaminophen in water is extremely low). (d) Number fractions for
acetone grown acetaminophen tested in saturated acetone solution (e)
Number fractions for acetone grown acetaminophen tested in non-solvent,
water. (f) Number fractions for water grown acetaminophen tested in nonsolvent, water
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(c)

(d)
Figure 4.22 (continued)
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(e)

(f)
Figure 4.22 (continued)

4.2.3. Results from image and weight fraction analysis
The FBRM results only analyzes particles smaller than 1000 µm therefore, an
additional method was required to analyze larger particles. Because of the size
differences, FBRM results can not be correlated directly with the image analysis results.
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That is, the peaks obtained in the FBRM results will not be at the same size range as
obtained in the image analysis graphs mainly because different size intervals were used
for each method. In image analysis 20 size intervals were used while the FBRM results
used 90 size intervals. Also, the major axis was used in image analysis while the FBRM
used chord lengths.
As mentioned in chapter 3, the Image-Pro Plus software is used to measure
various dimensional characteristics of the crystals (major axis, minor axis, roundness,
aspect ratio and perimeter). The data obtained is transferred to Microsoft Excel software.
For image analysis results, data is sorted using major axis and shape. To facilitate
analysis, the data is discretized into size interval bins calculated based on the following
equation:
(4.9)
Using Eq. 4.9, all image analysis results were plotted using following size interval
bins (µm): 0, 120, 151.191, 190.488, 240, 320.381, 380.976, 480, 604.762, 761.953, 960,
1209.52, 1523.91, 1920, 2419.05, 3047.81, 3840, 4838.1, 6095.62, 7680, 9676.19. The
number fraction for each size interval was determined by dividing the number of crystals
in a particular interval by the total number of crystals analyzed. For x number of particles
falling in the Li to Li+1 size interval, the data point for the corresponding number fraction,
Ni, is plotted at the (Ni, Li+1) co-ordinates. For example, for image analysis of sodium
chloride crystals obtained from an experiment performed in aq. saturated solution,
(Figure 4.23b), for Experiment 1, the data point (1,523.9, 0.6418) was obtained as 19
particles out of the total 296 fell in the size range of 1,209.52 to 15,223.9 m. The
number fraction is obtained by dividing 19 by 296 (0.6418) and is plotted against the
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maximum value of the size interval which is 15,223.9. The data is thus discretized and
the curves obtained by this method are just to guide the eye.

4.2.3.1.

Experimental error determination
For determination of experimental error, one sodium chloride experiment was

repeated twice. Both experiments were performed in aq. saturated solution at 800 RPM
for 3 hours. Comparative results are shown in Figure 4.23a and b. Figure 4.23a shows
weight fraction comparative results and Figure 4.23b shows image analysis results. For
weight fraction, maximum error of 5.25% for 2 mm sieves was recorded. For image
analysis, maximum error of ~8% for larger sized particles in the class interval 1920 µm2419.05 µm was recorded.

Due to the limitation on the amount of materials, all

experiments could not be repeated. For all other macro-scale experiments, same
maximum error values are assumed.
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(a)

(b)
Figure 4.23.

Results from repeated NaCl experiments in saturated solutions for
determining error (both experiments tested at 800 rpm, constant 20 ºC, for
residence time of 3hours) (a) Weight fraction results (b) Image analysis
results
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4.2.3.2.

Saturated solution vs. non-solvent
These comparative experiments were performed for 3 hours, with magma

densities of 5 g/100g saturated solution and 5 g/100g non-solvent at 800 RPM for 3
hours. Although significant breakage was obtained in both cases, a trend was not
observed for all systems. Unlike FBRM results that are available over a range of
residence times, these results are shown at the end of each 3 hour experiment. The CSD
obtained from the two types of experiments are significantly different for sodium chloride
(Figure 4.24 a and b) and pentaerythritol systems (Figure 4.25 a and b). For these
systems, curves obtained from non-solvent image analysis peaked at smaller sizes than
curves obtained from saturated solution. For NaCl, there is a peak shift observed where
the curve obtained from the saturated solution experiment peaks at the same particle size
as the original unbroken CSD, whereas the non-solvent experiment analysis shows the
curve peaking at a lower particle size range. The curves show bimodal distributions for
both non-solvents and saturated solutions. When one peak is located near the size of the
parent particles (the size of the child particles is the same order of magnitude as the
parent particles), it indicates fragmentation. For example, for acetaminophen systems,
breakage in a saturated solution (in acetone) shows more fragmentation than in the nonsolvent, water (Figures 4.26 and 4.27). The non-solvent also shows a bimodal
distribution, indicating significant fragmentation. In the case of ammonium sulfate, size
distributions obtained from both non-solvent and saturated solution are very similar with
a normal distribution indicating very little fragmentation for both non-solvent and
saturated solution as shown in Figure 4.28. In the case of potash alum, aqueous saturated
solution shows more fragmentation than non-solvent as shown in Figure 4.29.
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For

weight fraction results, the x axis indicates the mesh opening size of the screen on a
particular sieve. The y axis indicates the weight percentage of particles retained on
various screen sizes. Weight fraction results also show a higher percentage of smaller
fragments from non-solvents experiments compared to results from saturated solution
experiments (Figures 4.24 - 4.29 (b)).
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(a)

(b)
Figure 4.24.

(a) NaCl comparative image analysis results. (b) NaCl comparative weight
fraction results. RPM=800, Time = 3 hour, Temperature = constant 20 ºC
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(a)

(b)
Figure 4.25.

(a) Pentaerythritol comparative image analysis results. (b) Pentaerythritol
comparative weight fraction results. RPM=800, Time = 3 hour,
Temperature = constant 20 ºC
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(a)

(b)
Figure 4.26.

(a) Water grown acetaminophen comparative image analysis results. (b)
Water grown acetaminophen comparative weight fraction results.
[ RPM=800, Time = 3 hr, Temperature = constant 20 ºC]
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(a)

(b)
Figure 4.27.

(a) Acetone grown acetaminophen comparative image analysis results. (b)
Acetone grown acetaminophen comparative weight fraction results.
RPM=800, Time = 3hr, Temperature = constant 20 ºC
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(a)

(b)
Figure 4.28.

(a) Ammonium sulfate comparative image analysis results. (b)
Ammonium sulfate comparative weight fraction results. RPM=800, Time
= 3 hours, Temperature = constant 20 ºC
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(a)

(b)
Figure 4.29.

(a) Potash alum comparative image analysis results. (b) Potash alum
comparative weight fraction results. RPM=800, Time = 3 hours,
Temperature = constant 20 ºC
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For the cases studied for the Zwietering correlation, calculations indicate that in
order for crystals to achieve just suspended condition, non-solvents will require higher
RPMs. This implies that for crystal breakage, crystals in saturated solutions should show
more breakage than non-solvents. For the cases studied, potash alum, sodium chloride
and ammonium sulfate are expected to show more fragmentation in the case of a non–
solvent, however this is found true only for potash alum and ammonium sulfate.
However, there is no trend observed in breakage profiles with respect to saturated
solution and non-solvents as the amount of fragmentation varies from system to system.
This shows that along with the differences in viscosities and densities between nonsolvents and saturated solutions there must be other factors that play an important role in
determining the breakage profile.
For this research, the jacketed vessel used maintained constant temperature at 20
± 0.1 ºC). However, temperature zones can still exist in the vessel such as zones of higher
temperature at the tip of the impeller. If the temperature in the vicinity of impeller is
increased by 0.2 - 0.5 ºC compared to the temperature at the wall, this is enough to
change the local saturation of solution and dissolve fines. Table 4.8 shows the mass of
crystals lost during the experiment. The handling losses are comprised of the mass of
crystals dissolved into the solution plus the mass that was not recovered from the vessel.
(Some crystals stuck on the wall and bottom of the reactor could not be recovered.) The
weight of gain/loss is the weight that was gained or lost in the solution/solvent during the
experiment. This was determined by weighing the filtrate. The weight of filtrate obtained
was subtracted from the original weight of the saturated solution/non-solvent. For
determining handling losses, the reactor was washed with a non-solvent after the
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experiment was over and the solution was filtered. The solids were dried and weighed.
Although, from Table 4.8 it is evident that not every system dissolves same amount of
solute indicating that the amount of dissolution varies from system to system. This
implies that the amount of dissolution in stirred vessels must be dependent on more than
one factor. There is variation in amounts of dissolution in saturated solution in different
systems because dissolution depends not only on stirring rate, slope of the solubility
curve and temperature variations, but also on the initial size and shape of the crystal
which allows for the differences in surface area availability for dissolution, the size of the
fragments produced and the rate of dissolution. Although, in each case, the weight
dissolved in the saturated solution is higher than in non-solvent, clearly indicating the
effect of dissolution in saturated solutions.
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Table 4.8.

Average mass of solids lost in the experiments

RPM

Handling loss
(Initial
amount = 15
g)

Weight gain/loss in
solution (g)
(+=gain,
-=loss)

Solute

Medium

Saturated solution
(S)/Non-solvent
(N)

Sodium chloride
Sodium chloride
Sodium chloride
Potash Alum
Potash Alum
Ammonium sulfate
Ammonium
Sulfate
Pentaerythritol
Acetaminophen (acetone
grown)
Acetaminophen (water
grown)
Acetaminophen (acetone
grown)
Acetaminophen (water
grown)

Water
Water
Acetone
Acetone
Water
Acetone

S
S
N
N
S
N

800
400
800
800
800
800

2.2
1.7
1.3
0.1
0.3
0.5

+0.7
+0.3
+ 0.2
-0.1
+0.1
+0.2

Water

S

800

2.5

+2.3

Water

S

800

0.5

+0.2

Water

N

800

0.3

0

Acetone

S

800

0.9

+0.7

Water

N

800

0.6

+0.4

Acetone

S

800

2.6

+2.3
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Comparing the masses of solute lost in handling, it can be seen that saturated
solution experiments had more solids lost in all the cases studied (Table 4.8). It can
therefore be postulated that a portion of unrecovered solute dissolves in the saturated
solution. Since the solution is saturated and is temperature controlled, no dissolution is
expected. However, this is clearly not the case. Also worthy of note is the fact that at
lower agitation rates, handling losses were lower in saturated solutions. An increase in
RPM results in faster mixing and heat transfer, however, it also increases the friction at
the tip and edges of the impeller blades and shaft, resulting in slightly higher
temperatures in the immediate vicinity of the impeller and shaft. This is in confirmation
of the previous research done in this area as described in detail in Section 1.2.5.
Researchers (Mazzarotta et al., 2003; Mazzarotta et al., 1997; Biscans et al., 1995)
who have studied crystal breakage in non-solvents mathematically represent the particle
size distribution as a sum of particles generated due to fragmentation and particles
generated due to attrition:

(4.10)
where

is number of particles and t is time.

It can be postulated that for particle size distribution in saturated solutions in stirred
vessels, dissolution and growth also exist along with particle breakage. Hence for
saturated solutions, Eq. 4.10 can be expanded to include other mechanisms as:
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(4.11)

This equation allows the effects from growth, dissolution and breakage to be included
when modeling changes in the total number of particles of a given size.

4.2.3.3.

Effect of stirring rates and magma densities
Two levels of both stirring rates (800 and 400 rotations per minute) and magma

density (5 g/100g solution and 2.5 g/100 g solution) were used and compared with a
control experiment run at 800 RPM and suspension density of 5 g/100 g solution. Results
show that with the saturated aqueous sodium chloride solution system, stirring rate (Fig.
4.30) and magma density (Fig. 4.31) both have significant effect on crystal breakage in
saturated solution. Increasing the RPM increases the impeller-particle and wall-particle
collisions whereas increasing the suspension density increases particle-particle and
impeller-particle collisions. Therefore, an increase of fracture phenomena can be
expected on increasing both of these variables and this is confirmed by the results. The
results are in agreement with previous research [Mazzarotta, 1991] with respect to RPM,
where the author found the influence of RPM on breakage to be significant however, the
results are not in agreement with respect to suspension density in which case the author
found the effect to be negligible. Although Mazzarotta used non-solvent (xylene) for the
experiments, this difference in the results with respect to suspension density can not be
attributed to non-solvent use. One other difference between this research and
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Mazzarotta‘s work was that Mazzarotta used potassium sulfate crystals for the
experiments. In another work, [M. Bravi et al., 2003] sodium chloride is shown to be
more attrition resistant compared to potassium sulfate when subject to same conditions.
This indicates that sodium chloride should show negligible effect from suspension
density, however this is found not to be the case. The most important difference between
this research and Mazzarotta‘s work is that Mazzarotta used a smaller initial particle size
(0.5-0.6 mm) whereas this research uses higher initial particle size (2-3.5 mm). This
shows that initial particle size and suspension density are interdependent factors. In other
words, for the same suspension density, a higher initial particle size will result in more
attrition and vice versa.
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(a)

(b)
Figure 4.30.

Breakage results from Magma density test. Both experiments performed in
aq. saturated solution at 800 RPM for 3 hours of residence time with
difference in magma densities (2.5g/100g aq. saturated solution & 5g/100g
aq. saturated solution) (a) weight fraction results (b) Image analysis results

136

(a)

(b)
Figure 4.31.

Breakage results from stirring rate tests. Both experiments performed in
aq. saturated solution for 3 hours of residence time and with magma
density of 5g/100g saturated solution at different stirring rates (800 and
400 rpm) (a) weight fraction results (b) Image analysis results
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4.2.4. Morphology

4.2.4.1.

Qualitative analysis:
Rounding of corners in all the cases (after the crystals had undergone stirring) was

observed. Non-solvents and saturated solutions both had similar effects on the
morphology of ammonium sulfate and sodium chloride crystals. Figure 4.32 shows
images of unbroken crystals and broken crystals of sodium chloride, before and after they
had undergone agitation. The unbroken NaCl crystal has sharp edges and well defined
corners, while the broken crystals have rounded edges and corners. However, in the case
of pentaerythritol, potash alum and acetaminophen crystals there were subtle differences
observed between crystals obtained from saturated solutions and those obtained from
non-solvent experiments. The pentaerythritol crystals used were tetragonal pyramidal
shaped. The tip of the pyramid was broken for almost all crystals in both saturated
solution and non-solvent experiments, however, crystals obtained from non-solvent
experiments were flatter compared to those obtained from aqueous saturated solution
(Figure 4.33), indicative of more abrasion in non-solvent experiments.
In potash alum experiments, there was rounding of crystals obtained from both
types of experiments. However observation at slightly higher magnification reveals that
the crystals obtained from non-solvent experiments had powdered crystalline material
stuck on them whereas the ones obtained from aqueous saturated solution were clean
(Figure 4.34).
Both types of acetaminophen crystals (water and acetone grown) showed more
rounding in saturated solution (acetone) experiments whereas larger crystals retained
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their basic shape in the case of non-solvent (water) experiments. Also more elongation of
crystals was observed in the case of saturated solution as the sharp edges and corners
appear to have dissolved in the solution (Figure 4.35).
The morphology of fragments did not show much difference between saturated
solution and non-solvent experiments in any of the cases. From the morphological
observations, it is evident that for most systems there is less impact of breakage and more
of abrasion on shapes of larger crystals. This is further confirmation of the theory that the
tiny broken fragments dissolve in saturated solutions, whereas in non-solvents they
further contribute to abrasion.
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(a)

(b)

(c)
Figure 4.32.

Rounding of corners in larger NaCl crystals (experiments performed at
800 RPM, 20 ºC for 3 hours) (a) Sample image of unbroken crystals (b)
Sample image of larger crystals obtained after breakage experiment
performed in saturated aqueous solution (c) Sample images of larger
crystals obtained from breakage experiment performed in non-solvent,
acetone.
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(a)

(b)

(c)
Figure 4.33.

Sample pentaerythritol crystals (a) unbroken (b) broken in non-solvents
showing flattened out face (c) broken in saturated solution, showing
rounding and broken tip of the pyramid. (Experiments performed at 800
RPM, 20 ºC for 3 hours)
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(a)

(b)

(c)
Figure 4.34.

Sample images of potash alum crystals (a) unbroken (b) broken in aq.
saturated solution showing rounded but smooth surface of crystal (c)
broken in non-solvent, acetone showing tiny particles stuck on the crystal.
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(a)

(b)

(c)
Figure 4.35.

Sample images of Acetaminophen crystals (a) Unbroken (b) broken in
non-solvent, water showing retention of basic shape (c) broken in
saturated solution, acetone showing tiny rounded and smooth surface of
the crystal

4.2.4.2.

Quantitative analysis
Quantification of changes in shape is difficult since the overall shape in the

crystal changes little. As explained in Chapter 1, shape factors are used to quantify shapes
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of particles, but only measure the overall shape of the crystal. Since in most cases only
rounding of the corners was observed, most shape factors will show little change.
Crystals with initial shapes closer to hexagons appear (as in the case of potash alum) to
approach spherical shapes during attrition, however most other crystalline systems
appeared to mostly round only on the edge. In this research, to perform a quantitative
analysis of the morphology of the crystals, the two shape factors of roundness and aspect
ratio were chosen. Roundness is defined as: Ф= P 2 / 4A , where P is the perimeter and A
is the area of the crystal. The roundness of a circle is equal to 1. If the roundness of a
crystal lowers from a higher value to a value closer to 1, this would imply that the crystal
has become more circular or spherical in shape.
The aspect ratio β is defined as the ratio of major axis over minor axis. For a
crystal a higher value of the aspect ratio (compared to unbroken) implies that the crystal
has gained elongation by losing the width of the crystal. A lower value of aspect ratio
(compared to unbroken) implies that the crystal has become more rounded in shape.
To clearly quantify the shape of the broken crystals, definitions based on size of
the broken crystals are introduced. In the literature, the unbroken crystal is called a
‗parent particle‘ and the fragments are called ‗child particles‘. However, in this research,
it is noticed that in some cases the parent particle is not completely fragmented and a
large percentage of the broken crystals are large crystals with rounded corners after they
are chipped. In this research these fragments are defined as Type I. The size range of
these fragments is close to the size range of the original parent crystal and is obtained
from the sieve of the mesh size the same as that of the unbroken crystals. The remaining
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fragments are defined as Type II crystals. All crystals shown in Figures 4.32-4.35 are
Type I fragments. Figure 4.36 shows an example of Type II sodium chloride fragments.

Figure 4.36.

An example of Type II sodium chloride fragments.

All particles obtained from the sieve with the largest mesh opening (for a
particular experiment) are considered as parent particles. The roundness and aspect ratio
are averaged over the number of particles analyzed and their standard deviation is found.
These values are reported in Table 4.9. The degree of roundness of the parent crystal will
be an indication of the effect of abrasion.

If there‘s significant difference in the

roundness and aspect ratio values between saturated solutions and non-solvents, this will
indicate that one has had more impact of abrasion compared to the other. Table 4.10
shows the difference between the unbroken and broken crystals obtained after the
experiments performed both with non-solvents and saturated solutions. The bar chart in
figure 4.37 shows comparison of this difference for crystals obtained from saturated
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solution and non-solvent experiments. The error bars represent the standard deviation for
each case corresponding to the values shown in Table 4.9. A positive difference in aspect
ratio implies elongation of the crystals and a negative difference in roundness will imply
rounding of the crystals.
As evident from Table 4.10 and the plots in Figure 4.37, crystals became more
round in most systems. Taking error into consideration, it is safe to conclude that in
general parent crystals become more rounded and more elongated regardless of the
medium they were suspended in (saturated solution or non-solvent). The extent to which
this would happen is dependent on the system, and the original shape of the crystal. In the
case of sodium chloride, water grown acetaminophen and ammonium sulfate, crystals
became more rounded in saturated solutions, whereas in the case of potash alum crystals
became more rounded when suspended in non-solvent. Pentaerythritol shows minimal
difference between the two. This discrepancy in behavior can be explained as follows:
rounding due to abrasion because of the micro-particles will dominate in case of nonsolvents and rounding of crystals due to abrasion (due to collision with other crystals) as
well as dissolution will dominate in case of saturated solutions. The two effects (abrasion
due to presence of micro crystals and dissolution) are competing factors and influence the
amount of rounding crystals will undergo.
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Table 4.9.

Aspect ratio and roundness values of unbroken and Type I broken crystals
Unbroken
Aspect
Roundness
Ratio
(Ф)
(β)

System

Non-solvent
Aspect
Roundness
Ratio
(Ф)
(β)

Saturated solution
Aspect
Roundness
Ratio
(Ф)
(β)

Average
Std dev
Average

1.21
0.13

1.18
0.22

1.33
0.41

1.18
0.12

1.13
0.14

1.10
0.05

1.16

1.10

1.27

1.13

1.17

1.11

Std dev

0.11

0.08

0.21

0.65

0.13

0.06

Acetaminophen
(acetone grown)

Average

1.38

1.20

1.56

1.20

1.84

1.22

Std dev

0.23

0.09

0.41

0.13

0.474

0.14

Acetaminophen
(water grown)

Average

1.15

1.15

1.32

1.11

1.32

1.09

Std dev

0.06

0.06

0.21

0.07

0.19

0.04

Average

1.05

1.29

1.17

1.20

1.06

1.22

Std dev

0.04

0.04

0.21

0.05

0.039

0.03

Average

1.12

1.14

1.15

1.11

1.13

1.12

Std dev

0.09

0.05

0.19

0.07

0.11

0.06

Pentaerythritol
Potash Alum

NaCl
Ammonium
Sulfate

Table 4.10. Difference compared to unbroken (ss=saturated solution, ns=non-solvent,
ub=unbroken)
Aspect Ratio

System
Pentaerythritol
Potash Alum
Acetaminophen
(acetone grown)
Acetaminophen
(water grown)
NaCl
Ammonium
Sulfate

Avg
Std dev
Avg
Std dev
Avg
Std dev
Avg
Std dev
Avg
Std dev
Avg
Std dev

Roundness

(βss - βub)

(βns -βub)

(Ф ss - Ф ub)

(Ф ns - Ф ub)

-0.08
0.01
0.01
0.02
0.46
0.244
0.17
0.13
0.01
-0.001
0.01
0.02

0.12
0.28
0.11
0.1
0.18
0.18
0.17
0.15
0.12
0.17
0.03
0.1

-0.08
-0.17
0.01
-0.02
0.02
0.05
-0.06
-0.02
-0.07
-0.01
-0.02
0.01

0.01
-0.1
0.03
0.57
0
0.04
-0.04
0.01
-0.09
0.01
-0.03
0.02
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(a)

(b)
Figure 4.37.

Difference between the roundness and aspect ratios of the crystals before
and after the experiments (a) Difference in aspect ratios (b) Difference in
roundness
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CHAPTER V
CONCLUDING REMARKS

The long term goal of breakage experiments is to be able to model breakage
distributions and breakage rates in industrial crystallizers and to determine how these are
affected by the operating parameters. This will not only lead to better crystallizer design,
but will also lead to better control over the CSD. To develop the models, it is essential to
have experimental data. Since estimation of other crystallization mechanisms can be
incorrect, more accurate results will be obtained if breakage can be isolated from the
other mechanisms. Breakage experiments in saturated solutions may show the combined
effects of breakage and ripening. However, this has not been well investigated.
This research follows the evolution of both particle size and shape to determine
the effects of ripening, growth, dissolution, and aging on experiments in saturated
solutions. Experiments in saturated solutions are compared with those in non-solvents.
Since it is impossible to follow a single particle while it is circulating in a vessel, a
broken crystal is examined under a microscope to determine changes in size shape. Since
the microscope does not have the mixing of an industrial crystallizer, experiments are
also conducted in a stirred vessel.

These two approaches provide complementary

information.
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A detailed experimental study of effects of agglomeration, Ostwald ripening and
crystal aging on crystals in their saturated solutions was carried out on a microscope
hot/cold stage. Constant temperature experiments showed negligible change in crystal
size and shape. However, since a particle in a stirred tank may experience temperature
fluctuations as it moves around the tank, another set of experiments was performed with
temperature fluctuations. While the effect was negligible for most systems (potash alum,
sodium chloride, ammonium sulfate, acetaminophen), there was a strong effect on some
systems (potassium chloride and potassium nitrate), in that the overall area changes of the
crystals was 20-128%. In the case of potassium chloride, changes could be explained by
the relative growth and dissolution rates. Since the growth and dissolution rates are
different for different materials, it was concluded that the system components-the crystal
and the solvent used, have a significant effect. In addition it was shown that for several
fragments in the same solution, different fragments grow at different rates. This showed
that other factors such as lattice strain affect the particle size and shape. It was concluded
that temperature fluctuations could have a strong effect; and that the effect was a function
of material properties.
Agglomeration was observed on the microscope hot/cold stage.

While small

particles of the size range 1-10 µm were observed moving towards a large particle, it is
unclear that they actually agglomerated with the large particle in all cases.

Some of the

particles in the size range 1-10 µm disappeared. It was unclear whether this was due to
agglomerating with a large particle or whether they dissolved due to Ostwald ripening.
The size and shape changes due to Ostwald ripening and agglomeration were found to be
independent of the system used. The degree of size and shape changes due to Ostwald
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ripening and agglomeration was found to be dependent solely on the severity of the
breakage.
Comparative macro-scale experiments showed substantial differences between
saturated solutions and non-solvents with respect to CSD obtained from breakage
experiments. Experiments conducted in saturated solutions had less fragmentation
compared to non-solvent experiments, for most systems. Zwietering calculations indicate
that in order for crystals to achieve just suspended condition, non-solvents will require
higher RPMs, implying that for crystal breakage, crystals in saturated solutions should
show more breakage than non-solvents. However, a trend was not observed as
fragmentation was found to be system dependent. Dissolution rather than agglomeration
seems to be the dominating factor affecting the crystal size distribution in saturated
solution experiments. Ostwald ripening in combination with temperature fluctuation and
high stirring rates may have an effect in saturated solutions. The crystal size distribution
also was affected by the mechanical properties of crystals in that the fracture mechanism
was both abrasion as well as breakage for harder and more brittle crystals
(acetaminophen). For most systems abrasion appeared to be the main fracture
mechanism. Increasing suspension density and RPM both appear to have similar effect in
that both increased fragmentation by abrasion as main fracture mechanism for sodium
chloride experiments performed in saturated aqueous solutions. Morphological analysis
shows that larger crystals usually become round and less elongated in both non-solvents
and saturated solutions. The extent to which this happens was found to be dependent on
the system.
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In summary, it was concluded that performing breakage experiments in saturated
solutions in stirred vessels does not isolate the breakage mechanism. In the systems
investigated here, the effects of simultaneously occurring phenomena in the case of
saturated solutions were found significant. This finding is important in that it affects how
future breakage experiments are performed in stirred vessels.
This work leads to other future research work where models can be developed
based on the results obtained in this work. This works lays foundation for the breakage
models especially for saturated solutions where separate terms that will account for
Ostwald ripening, aging, dissolution and growth will need to be added.
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APPENDIX A
SOLUBILITY DATA

162

Table A.1.

Temperature
(°C)

Solubilities of salts used in water. Data obtained from Mullin, 2001, for all
materials except potash alum. Data for potash alum was obtained from
Siedell, 1919. 1919. For experiments in this research, hydrous aluminum
potassium sulfate (AlK(SO4)2·12H2O) was used.

Pentaerythritol

Potassium
nitrate

Solubility in water (g/100g)
Sodium
Ammonium
Sucrose
chloride
sulfate

Potassium
chloride

Potash alum
(AlK(SO4)2·12H2O)

0

3

13.3

179

35.6

71

27.6

5.65

10

4

20.9

190

35.7

73

31

7.6

20

5.8

31.6

204

35.8

75.4

34

11.4

30

8.2

45.8

219

36.1

78

37

16.58

40

11.4

63.9

238

36.4

81

40

60

21

110

287

37.1

88

45.5

80

40

169

362

38.1

95.3

51.1

100

80

247

487

39.8

103.3

56.7

Table A.2.

57.35

Solubilities (g/100g solvent) of 4-acetomidophenol in solvents. Data
obtained from Granberg and Rasumson, 1999.
Temperature
(°C)

Methanol

Acetone

Water

Ethanol

-5
0
5
10
15
20
25

17.448
19.148
21.509
23.96
26.543
29.781
33.211

5.039
5.561
6.232
6.963
7.848
8.809
9.983

0.726
0.821
0.944
1.097
1.278
1.49

11.856
12.965
14.182
15.614
17.14
19.061
20.991
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Figure A.1.

Solubility curves of materials tested in water
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Figure A.2.

Solubility curves of 4-acetamidophenol in various solvents
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APPENDIX B
DENSITY AND VISCOSITY DATA AND CALCULATED VALUES USED IN THE
ZWEITERING CORRELATION EQUATION
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Table B.1.

Density and Viscosity data at 20 °C
Saturated
solution/solvent/solute
Sodium chloride –
water
Potassium chloride –
water
Pentaerythritol – water
Potash alum – water
Ammonium sulfate –
water
4 Acetomidophenolacetone
Acetone
Water
Sodium chloride
Pentaerythritol
Potash alum
Ammonium sulfate
Acetaminophen

Density
(kg/L)

Reference
for Density

Kinematic
viscosity
x1000
m2/s

Reference
for
viscosity

1.2

Mullin, 01

1.6583

Lide, 01

1.174

Mullin, 01

0.08

Lide, 01

1.05

Mullin, 01

1.1619

1.246

Mullin, 01

2.074

*

0.7899
0.9982
2.17
1.39
1.76
1.77

Lide, 01
Mullin, 01
Mullin, 01
Mullin, 01
Mullin, 01
Mullin, 01

0.05223*
1.002

Mullin, 01
Lide, 01

Lide, 04
Mullin, 01

* Calculated value from available data. Charts and equations used are shown in Figures
B.1 and B.2.
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Table B.2.

Calculated values used in Zwietering correlation equation (15 g of crystals
in 250 ml of solution/solvent used for all systems)

Crystal
Sodium
chloride
Sodium
chloride
Potassium
chloride
Potassium
chloride
Potash alum
Potash alum
Ammonium
sulfate
Ammonium
sulfate

Saturated
solution/Nonsolvent
Aq. soln.

Weight of
solution/solvent
(g)
300

Acetone

X×
0.01

× 0.01
(m2/s)

0.05

0.324

197.46

0.076

0.432

Aq. soln.

293.5

0.0511

0.281

Acetone

197.46

0.076

0.404

Aq. soln.
Acetone
Aq. soln.

262.5
197.46
311.5

0.0571
0.076
0.0481

0.296
0.37
0.246

Acetone

197.46

0.076

0.368
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Figure B.1.

Viscosity vs. concentration plot for aqueous ammonium sulfate solution.
Data obtained from Lide, 01.

Figure B.2.

Viscosity vs. temperature plot for acetone. Data obtained from Lide, 01.
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APPENDIX C
SAS PROGRAM AND OUTPUT
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DATA pCT_AREA;
INPUT SEVERITY $ SIZE COMBINATION $ SYSTEM PCT_CHG_AREA;
CARDS;
LO 1 LO_1 1 1.23
LO 1 LO_1 2 0.53
LO 1 LO_1 3 1.60
LO 1 LO_1 4 24.87
LO 1 LO_1 5 1.23
LO 1 LO_1 6 1.53
LO 2 LO_2 1 2.29
LO 2 LO_2 2 1.12
LO 2 LO_2 3 7.16
LO 2 LO_2 4 92.42
LO 2 LO_2 5 4.38
LO 2 LO_2 6 0.87
LO 3 LO_3 1 8.48
LO 3 LO_3 2 0.23
LO 3 LO_3 3 0.08
LO 3 LO_3 4 10.32
LO 3 LO_3 5 3.45
LO 3 LO_3 6 1.12
HI 1 HI_1 1 10.24
HI 1 HI_1 2 5.23
HI 1 HI_1 3 105.21
HI 1 HI_1 4 56.32
HI 1 HI_1 5 32.32
HI 1 HI_1 6 3.44
HI 2 HI_2 1 12.48
HI 2 HI_2 2 7.85
HI 2 HI_2 3 34.23
HI 2 HI_2 4 132.32
HI 2 HI_2 5 15.34
HI 2 HI_2 6 2.33
HI 3 HI_3 1 36.66
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HI 3 HI_3 2 4.54
HI 3 HI_3 3 57.37
HI 3 HI_3 4 50.93
HI 3 HI_3 5 73.29
HI 3 HI_3 6 8.20
RUN;
PROC MEANS SUM MEAN CSS VAR MAXDEC=3;
VAR PCT_CHG_AREA;
CLASS SEVERITY SIZE;
TYPES SEVERITY*SIZE;
RUN;
PROC MEANS SUM MEAN MAXDEC=3;
VAR PCT_CHG_AREA;
CLASS SEVERITY SIZE SYSTEM;
WAYS 1;
RUN;
PROC GLM;
CLASS SEVERITY SIZE SYSTEM;
MODEL PCT_CHG_AREA =SEVERITY|SIZE SYSTEM;
RUN;
PROC GLM;
CLASS COMBINATION SYSTEM;
MODEL PCT_CHG_AREA =COMBINATION SYSTEM;
RUN;
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The SAS System
The MEANS Procedure

Analysis Variable : PCT_CHG_AREA

N
SEVERITY

SIZE

Obs

Sum

Mean

Corrected SS

Variance

----------------------------------------------------------------------------------------HI

LO

1

6

212.760

35.460

7885.243

1577.049

2

6

204.550

34.092

12164.942

2432.988

3

6

230.990

38.498

3795.683

759.137

1

6

30.990

5.165

466.661

93.332

2

6

108.240

18.040

6666.512

1333.302

3

6

23.680

3.947

98.172

19.634

-----------------------------------------------------------------------------------------

The SAS System
The MEANS Procedure

Analysis Variable : PCT_CHG_AREA

N
SYSTEM

Obs

Sum

Mean

--------------------------------------------------1

6

71.380

11.897

2

6

19.500

3.250

3

6

205.650

34.275

173

4

6

367.180

61.197

5

6

130.010

21.668

6

6

17.490

2.915

---------------------------------------------------

Analysis Variable : PCT_CHG_AREA

N
SIZE

Obs

Sum

Mean

--------------------------------------------------1

12

243.750

20.313

2

12

312.790

26.066

3

12

254.670

21.223

---------------------------------------------------

Analysis Variable : PCT_CHG_AREA

N
SEVERITY

Obs

Sum

Mean

----------------------------------------------HI

18

648.300

36.017

LO

18

162.910

9.051

-----------------------------------------------

The GLM Procedure

Class Level Information
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Class

Levels

Values

SEVERITY

2

HI LO

SIZE

3

1 2 3

SYSTEM

6

1 2 3 4 5 6

Number of Observations Read

36

Number of Observations Used

36

The SAS System

The GLM Procedure

Dependent Variable: PCT_CHG_AREA

Sum of
Source

DF

Squares

Mean Square

F Value

Pr > F

Model

10

22357.32696

2235.73270

3.48

0.0055

Error

25

16057.21647

642.28866

Corrected Total

35

38414.54343

R-Square

Coeff Var

Root MSE

PCT_CHG_AREA Mean

0.582002

112.4694

25.34341

22.53361
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Source

DF

Type I SS

Mean Square

F Value

Pr > F

SEVERITY

1

6544.54034

6544.54034

10.19

0.0038

SIZE

2

229.54729

114.77364

0.18

0.8374

SEVERITY*SIZE

2

563.24176

281.62088

0.44

0.6499

SYSTEM

5

15019.99758

3003.99952

4.68

0.0038

Source

DF

Type III SS

Mean Square

F Value

Pr > F

SEVERITY

1

6544.54034

6544.54034

10.19

0.0038

SIZE

2

229.54729

114.77364

0.18

0.8374

SEVERITY*SIZE

2

563.24176

281.62088

0.44

0.6499

SYSTEM

5

15019.99758

3003.99952

4.68

0.0038
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The GLM Procedure

Class Level Information

Class

Levels

Values

COMBINATION

6

HI_1 HI_2 HI_3 LO_1 LO_2 LO_3

SYSTEM

6

1 2 3 4 5 6

Number of Observations Read

36

Number of Observations Used

36

The GLM Procedure

Dependent Variable: PCT_CHG_AREA

Sum of
Source

DF

Squares

Mean Square

F Value

Pr > F

Model

10

22357.32696

2235.73270

3.48

0.0055

Error

25

16057.21647

642.28866

Corrected Total

35

38414.54343

R-Square

Coeff Var

Root MSE
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PCT_CHG_AREA Mean

0.582002

Source

112.4694

25.34341

22.53361

DF

Type I SS

Mean Square

F Value

Pr > F

COMBINATION

5

7337.32938

1467.46588

2.28

0.0769

SYSTEM

5

15019.99758

3003.99952

4.68

0.0038

Source

DF

Type III SS

Mean Square

F Value

Pr > F

COMBINATION

5

7337.32938

1467.46588

2.28

0.0769

SYSTEM

5

15019.99758
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APPENDIX D
DETERMINATION OF ERROR IN MEASUREMENT OF DIMENSIONAL
CHARACTERISTICS USING THE IMAGE-PRO PLUS SOFTWARE
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D.1.

Accuracy
To ensure the accuracy of the measurements, Image-Pro Plus Software was

carefully calibrated using a glass slide called ―micrometer‖ which has 1 mm length scale
etched on it. Images of the micrometer, as viewed through each lens used for
measurements, were taken. Image Pro Plus software was then used to mark the distance
on the image equivalent to 1000 µm. Once the calibration was performed, accuracy was
then verified by measuring the length of the 1 mm ruler. Accuracy of the software was
confirmed when it reported the length as equal to 1000 µm. The dimensional
characteristics thus measured by the software are all reported in units of µm.

D.2.

Reproducibility of the measurements
To measure precision of the software, images of particles of difference shapes and

sizes were first captured using the appropriate microscope and lens (Figure D.1). Particles
with size greater than 1 mm were measured using Dino microscope and particles smaller
than 1mm in size were measured using Olympus microscope. All images in Figure D.1
(a) were measured using Dino microscope and all images in Figure D.1 (b) were
measured using Olympus microscope. The results are reported in Table D.1. For all
particles measured the coefficient of variation is low (less than 1) which confirms very
high precision of the software. As evident from ammonium sulfate particle measurement
D.1 (b), image #3, the error increases when particle sizes are approximately 10 µm or
lower, however still maintaining coefficient of variation less than 1.
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(b)

(a)

Figure D.1.

(a) Larger crystals (>1mm), viewed through Dino USB microscope (b)
Smaller potash alum crystals viewed through Olympus microscope (<150
µm)
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Table D.1.

Results showing repeatability of Image Plus Pro software and error in
measurements
1.

Obj.#

Potash alum Crystal

Area

Aspect

1

12864968

1.2077897

4470.498

3701.3877

13200.472

1.077855

2

12865105

1.2077267

4470.3984

3701.4983

13200.595

1.0778636

3

12865037

1.2075169

4469.9941

3701.8066

13207.407

1.0789821

4

12865037

1.2076614

4470.2617

3701.5854

13201.308

1.0779857

5

12865378

1.2075869

4470.187

3701.7517

13200.515

1.0778277

12865105 1.20765632

4470.26784

3701.60594 13202.0594

1.07810282

Mean
Stdev

Axis (major) Axis (minor)

160.1140219 0.000108428 0.194631649

Perimeter

Roundness

0.17403116 3.008774878 0.000495273

95%
140.3433414 9.50394E-05 0.170598775 0.152542009 2.637255095 0.000434118
conf (±)
Coeff. Of variation 1.24456E-05 8.97837E-05 4.35391E-05 4.7015E-05 0.000227902 0.000459393
2.
Obj.#

Sodium chloride crystal

Area

Aspect

1

9139266

1.0652009

3560.3169

2

9141042

1.064935

3560.3281

3

9141862

1.0650074

4

9138310

5

9141247
9140345.4

Mean
Stdev

Axis (major) Axis (minor)

Perimeter

Roundness

3342.3901

11980.394

1.2497439

3343.2351

11980.788

1.2495833

3560.646

3343.3064

11979.242

1.2491488

1.0650243

3559.8667

3342.5217

11979.476

1.2496831

1.0649134

3560.3579

3343.3311

11980.885

1.2495755

1.0650162

3560.30312

3342.95688

11980.157

1.24954692

1492.160111 0.000113378 0.279214894 0.461040239 0.75586044 0.000233445

95%
1307.910035 9.93784E-05 0.244737786 0.404111563 0.662527732 0.000204619
conf (±)
Coeff. Of variation 0.00016325 0.000106457 7.84245E-05 0.000137914 6.30927E-05 0.000186824

3.
Obj.#

Mean
Stdev

Acetaminophen crystal

Area

Aspect

1

6672265.5

3.4563998

Axis (major) Axis (minor)
5463.3618

1580.651

11715.251

Perimeter

Roundness
1.636892

2

6669779.5

3.4566978

5462.4063

1580.2383

11716.666

1.6378977

3

6670787.5

3.4575085

5463.4092

1580.1578

11706.134

1.6347074

4

6671795.5

3.4583418

5464.4219

1580.0699

11720.204

1.6383919

5

6670384.5

3.4572015

5463.0254

1580.1871

11706.493

1.6349065

6671002.5 3.45722988

5463.32492

1580.26082 11712.9496

1.6365591

1018.319203 0.000756132 0.732359769 0.226520302 6.32207397 0.001689801

95%
892.5784136 0.000662766 0.641928895 0.198549857 5.541432133 0.001481146
conf (±)
Coeff. Of variation 0.000152649 0.00021871 0.00013405 0.000143344 0.000539751 0.001032533
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Table D.1 (continued)
1.
Obj.#

Ammonium sulfate broken piece

Area

Aspect

1

84.635414

1.2011408

11.374406

9.4696693

29.998493 0.845789173

2

84.635414

1.2011408

11.374406

9.4696693

29.998463 0.845787481

3

83.975693

1.1188068

11.259412

10.063767

31.0835 0.915211777

4

82.465279

1.2650946

11.51792

9.1043949

29.989548 0.867529148

82.465279

1.3037973

11.685437

8.9626179

29.777079 0.855280207

83.6354158 1.21799606

11.4423162

5
Mean
Stdev

1.101614909

Axis (major) Axis (minor)

Perimeter

Roundness

9.41402368 30.1694166 0.865919557

0.0706874 0.163936874 0.426613529 0.519680185

0.02896568

95%
0.965588869 0.061959008 0.143694153 0.37393582 0.455510721 0.025389034
conf (±)
Coeff. Of variation 0.011545215 0.050869629 0.012558135 0.039721147 0.015098427 0.029320314
2.
Obj.#

Triangular potash alum crystal

Area

Aspect

Perimeter

Roundness

1

16906.467

1.1693577

159.52826

136.42383

473.93918

1.0572618

2

16881.51

1.1657757

159.15736

136.52486

472.71854

1.0533777

3

16875

1.1679869

159.26459

136.3582

472.46933

1.0526733

4

16885.85

1.1664176

159.21272

136.49719

472.53586

1.0522932

16881.51

1.1669179

159.22597

136.45001

472.50717

1.052436

16886.0674 1.16729116

159.27778

136.450818 472.834016

1.0536084

5
Mean
Stdev

Axis (major) Axis (minor)

12.04385814 0.001410114 0.145200088 0.065076261 0.625188644 0.002084421

95%
10.5566975 0.001235995 0.127270962 0.057040725 0.547991127 0.001827039
conf (±)
Coeff. Of variation 0.000713242 0.001208023 0.000911615 0.000476921 0.001322216 0.001978364
3.
Obj.#

Mean
Stdev

Rectangular potash Alum C crystal

Area

Aspect

Perimeter

Roundness

1

9632.1611

1.2216802

Axis (major) Axis (minor)
122.68483

100.42303

355.08542

1.0416747

2

9627.8213

1.2202101

122.5861

100.4631

355.03275

1.041835

3

9634.3311

1.2221072

122.71976

100.41653

355.14209

1.0417725

4

9633.2461

1.2213608

122.6783

100.44395

355.09033

1.0415862

5

9632.1611

1.2216529

122.6843

100.42484

355.15482

1.0420819

9631.94414 1.22140224

122.670658

100.43429 355.101082

1.04179006

2.474097349 0.000717631 0.050016027 0.019071179 0.048988761 0.000188657

95%
2.168598883 0.000629019 0.04384011 0.016716293 0.04293969 0.000165362
conf (±)
Coeff. Of variation 0.000256864 0.000587547 0.000407726 0.000189887 0.000137957 0.000181089
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APPENDIX E
SAMPLE SIZE DETERMINATION IN MACRO-SCALE EXPERIMENTS
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E.1.

Unbroken crystals analysis
To determine the sample size required for analysis of macro-scale experiments,

600 unbroken sodium chloride crystals were analyzed. The unbroken crystals were
obtained from sieve analysis (obtained from mesh openings sizes greater than 1.7 mm
and smaller than 2 mm) as explained in methods and materials chapter. The analysis was
performed using Dino microscope and Image Pro Plus software, as described in methods
and materials chapter. The range of sizes thus obtained was grouped into classes using
Microsoft Excel software. Number fraction data obtained from each class for sample
sizes 10, 50, 100, 200, 300, 400, 500 and 600 are reported in Table E.1. Graph for
number fraction vs. particle sizes are plotted for each sample size (Figure E.1). Number
fractions for each sample size are compared with subsequent higher sample size by
calculating percent difference between the two. Results are reported in Table E.2. The
same procedure was repeated for potash alum crystals with 600 crystals. Potash alum
results are reported in Table E.3 and comparative results in Table E. 4. Number fraction
vs. particle size plots for various sample sizes are shown in Figure E. 2. Higher
percentage variation in number fraction is noticed for particle size classes that contribute
to very small fraction of the total number of crystals. Since curves overlap for a sample
sizes of 300 crystals and higher, sample size of 300 (with minimum variation of 1.88%
and maximum of 12.5 % between both tested materials when compared to sample size
400) is considered sufficient for analysis.
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Table E.1.

Number fraction obtained for each sample size analyzed for sodium chloride
crystals
Sample size
Particle size class
10

50

100

200

300

400

500

600

0.0000

0

0

0

0

0

0

0

0

120.0000

0

0

0

0

0

0

0

0

151.1905

0

0

0

0

0

0

0

0

190.4881

0

0

0

0

0

0

0

0

240.0000

0

0

0

0

0

0

0

0

302.3811

0

0

0

0

0

0

0

0

380.9763

0

0

0

0

0

0

0

0

480.0000

0

0

0

0

0

0

0

0

604.7621

0

0

0

0

0

0

0

0

761.9525

0

0

0

0

0

0

0

0

960.0000

0

0

0

0

0

0

0

0

1209.5242

0

0

0

0

0

0

0

0

1523.9050

0

0

0

0

0

0

0

0

1920.0000

0.3000

0.6122

0.5354

0.5729

0.6421

0.6516

0.6553

0.6444

2419.0484

0.3000

0.3061

0.3737

0.3668

0.3111

0.3033

0.2946

0.3072

3047.8100

0.4000

0.0816

0.0909

0.0603

0.0468

0.0451

0.0481

0.0451

3840.0000

0

0

0

0

0

0

0

0

4838.0968

0

0

0

0

0

0

0

0

6095.6200

0

0

0

0

0

0

0

0

7680.0000

0

0

0

0

0

0

0

0

9676.1937

0

0

0

0

0

0

0

0

Total

1

1

1

1

1

1

1

1
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Table E.2.

Percentage difference between number fractions for sodium chloride
crystals
Comparsion between sample sizes

Figure E.1.

Particle size class

10&50

50&100

100&200

200&300

300&400

400&500

500&600

1920.0000

-104.0816

12.5589

-7.0067

-12.0813

-1.4882

-0.5650

1.6638

2419.0484

-2.0408

-22.0875

1.8471

15.1923

2.5218

2.8586

-4.2736

3047.8100

79.5918

-11.3636

33.6683

22.3523

3.6520

-6.6132

6.2813

Number fraction plot for various sample sizes for unbroken sodium
chloride particles
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Table E.3.

Number fraction obtained for each sample size analyzed for unbroken
potash alum crystals
Sample size
Particle size class

100

200

300

400

500

600

0

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

120

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

151.190526

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

190.4881262

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

240

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

302.381052

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

380.9762525

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

480

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

604.7621039

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

761.9525049

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

960

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

1209.524208

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

1523.90501

0.0200

0.0100

0.0200

0.0225

0.0144

0.0152

1920

0.1800

0.1450

0.1967

0.2075

0.1904

0.1838

2419.048416

0.4300

0.4750

0.4633

0.4350

0.4584

0.4539

3047.81002

0.3500

0.3400

0.2967

0.3325

0.3184

0.3351

3840

0.0200

0.0300

0.0233

0.0250

0.0184

0.0190

4838.096832

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

6095.62004

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

7680

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

9676.193663

0.0000

0.0000

0.0000

0.0000

0.0000

0.0000

Total

1

1

1

1

1

1
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Table E.4.

Percentage difference between number fractions for potash alum crystals
Comparison between sample sizes
Particle size class

100&200

200&300

300&400

400&500

500&600

1523.9050

50.0000

-100.0000

-12.5000

36.0000

-5.6247

1920.0000

19.4444

-35.6322

-5.5085

8.2410

3.4704

2419.0484

-10.4651

2.4561

6.1151

-5.3793

0.9801

3047.8100

2.8571

12.7451

-12.0787

4.2406

-5.2554

3840.0000

-50.0000

22.2222

-7.1429

26.4000

-3.4858
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Figure E.2.

Number fraction plot for various sample sizes for unbroken potash alum
particles
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