An interval matrix is a matrix whose entries are intervals in R. Let p, q ∈ N − {0} and let µ = ([m i,j , M i,j ]) i,j be a p × q interval matrix; given a p × q matrix A with entries in R, we say that A ∈ µ if a i,j ∈ [m i,j , M i,j ] for any i, j. We establish a criterion to say if an interval matrix contains a matrix of rank 1. Moreover we determine the maximum rank of the matrices contained in a given interval matrix. Finally, for any interval matrix µ with no more than 3 columns, we describe a way to find the range of the ranks of the matrices contained in µ.
Introduction
Let p, q ∈ N − {0}; a p × q interval matrix is a p × q matrix whose entries are intervals in R; let µ = ([m i,j , M i,j ]) i,j be a p × q interval matrix, where m i,j , M i,j are real numbers with m i,j ≤ M i,j for any i and j; given a p × q matrix A with entries in R, we say that A ∈ µ if a i,j ∈ [m i,j , M i,j ] for any i, j. In this paper we investigate about the range of the ranks of the matrices contained in µ. There are several papers studying when an interval p × q matrix µ has full rank, that is when all the matrices contained in µ have rank equal to min{p, q}. For any p × q interval matrix µ = ([m i,j , M i,j ]) i,j with m i,j ≤ M i,j , let C µ ,∆ µ and |µ| be the p × q matrices such that See [4] and [5] for other characterizations. The following theorem characterizes full-rank p × q interval matrices, see [6] , [7] , [8] :
Theorem 2. (Rohn) A p × q interval matrix µ with p ≥ q has full rank if and only if the system of inequalities |C µ x| ≤ ∆ µ |x|, x ∈ R q has only the trivial solution x = 0.
A problem which can be connected with the quoted ones is the one of the partial matrices: let K be a field; a partial matrix over K is a matrix where only some of the entries are given and they are elements of K; a completion of a partial matrix is a specification of the unspecified entries. We say that a submatrix of a partial matrix is specified if all its entries are given. The problem of determining whether, given a partial matrix, a completion with some prescribed property exists and related problems have been widely studied: we quote, for instance, the papers [1] , [2] , [10] . In particular there is a wide literature about the problem of determining the maximal and the minimal rank of the completions of a partial matrix.
In [2] , Cohen, Johnson, Rodman and Woerdeman determined the maximal rank of the completions of a partial matrix in terms of the ranks and the sizes of its maximal specified submatrices; see also [1] for the proof. The problem of determining the minimal rank of the completions of a partial matrix seems more difficult and it has been solved only in some particular cases, see for instance the paper [9] for the case of triangular matrices. We quote also the paper [3] , where the authors estabish a criterion to say if a partial matrix has a completion of rank 1. Also for interval matrices, the problem of determining the miminal rank of the matrices contained in a given interval matrix seems much more difficult than the problem of determining the maximal rank. In this paper we establish a criterion to say if an interval matrix contains a matrix of rank 1; the criterion is analogous to the one to estabish if a partial matrix has a completion of rank 1 found in [3] . Moreover we determine the maximum rank of the matrices contained in a given interval matrix. Finally, for any interval matrix µ with no more than 3 columns, we describe a way to find the range of the ranks of the matrices contained in µ.
Notation and first remarks
• Let R >0 be the set {x ∈ R| x > 0} and let R ≥0 be the set {x ∈ R| x ≥ 0}; we define analogously R <0 and R ≤0 .
• Throughout the paper let p, q ∈ N − {0}.
• Let Σ p be the set of the permutations on {1, ...., p}.
• For any ordered multiset J = (j 1 , . . . , j r ), a multiset permutation σ(J) of J is an ordered arrangement of the multiset {j 1 , . . . , j r } where each element appears as often as it does in J.
• Let M(p × q, R) denote the set of the p × q matrices with entries in R. For any A ∈ M(p × q, R), let rk(A) denote the rank of A and let A (j) be the j-th column of A.
• For any vector space V over a field K and any v 1 , . . . , v k ∈ V , let v 1 , . . . , v k be the span of v 1 , . . . , v k .
• Let µ = ([m i,j , M i,j ]) i,j be a p × q interval matrix, where m i,j ≤ M i,j for any i and j. As we have already said, given a matrix A ∈ M(p × q, R), we say that A ∈ µ if and only if a i,j ∈ [m i,j , M i,j ] for any i, j. We define
We call them respectively minimal rank and maximal rank of µ. Moreover, we define
we call it the rank range of µ. We say that the entry i, j of µ is a constant if m i,j = M i,j .
Remark 3. Let µ be an interval matrix. Observe that
We have to show the other inclusion. There exist A, B ∈ µ with rk(A) = mrk(µ) and rk(B) = Mrk(µ); let (i 1 , j 1 ), . . . , (i k , j k ) be the entries of A different from the corresponding entries of B and, for every r ∈ {1, . . . , k}, let C r be the matrix obtained from A by changing the entries (i 1 , j 1 ), . . . , (i r , j r ) of A into the corresponding entries of B. Obviously C k = B, C 1 , . . . , C k ∈ µ and, for every i, the absolute value of the difference between the rank of C i and the rank of C i+1 is less than or equal to 1. Therefore the set {rk(A), rk(C 1 ), . . . , rk(C k−1 ), rk(B)} is an interval of N and thus it must contain
, so we can conclude.
Definition 4. We define the sum and the product of two intervals in R as follows: let [e, f ] and [g, h] two intervals in R with e ≤ f , g ≤ h; we define
In particular, for any e ∈ R,
It is easy to see that
Observe that in general, (
Definition 5. Let µ be an interval matrix. We say that another interval matrix µ ′ is obtained from µ by an elementary row operation if it is obtained from µ by one of the following operations: I) interchanging two rows, II) multiplying a row by a nonzero real number, III) adding to a row the multiple of another row by a real number.
In an analogous way we may define elementary column operations.
Remark 6. Let µ and µ ′ be two interval matrices such that µ ′ is obtained from µ by elementary row (or column) operations. Then, obviously,
Moreover, if µ ′ is obtained from µ only by elementary row (or column) operations of kind I or II, we have the equality in (1).
3 Interval matrices containing rank-zero or rank-one matrices
. . , p} and j ∈ {1, . . . , q}, be an interval matrix. Obviously mrk(µ) = 0 if and only if, for any i ∈ {1, . . . , p} and j ∈ {1, . . . , q},
Moreover, if µ ′ is the interval matrix obtained from µ by deleting the columns and the rows such that all their entries contain 0, we have that mrk(µ) = mrk(µ ′ ).
Definition 8. We say that an interval matrix µ is reduced if every column and every row has at least one entry not containing 0. Reducing an interval matrix means eliminating every row and every column such that each of its entries contains 0.
Remark 9. Let µ be a p×q interval matrix. Let i ∈ {1, . . . , p} and j ∈ {1, . . . , q} and let
with a ≤ 0 ≤ b. Define µ ′ and µ ′′ to be the interval matrices such that
Then obviously there exists A ∈ µ with rk(A) = r if and only if either there exists A ∈ µ ′ with rk(A) = r or there exists A ∈ µ ′′ with rk(A) = r. In particular, to study whether an interval matrix µ contains a rank-r matrix, it is sufficient to consider the case where, for any i, j, either µ i,j ⊆ R ≥0 or µ i,j ⊆ R ≤0 . Moreover, by Remark 6, we can suppose µ i,j ⊆ R ≥0 for every (i, j) such that either i or j is equal to 1.
Remark 10. Let µ be a reduced interval matrix such that µ i,j ⊆ R ≥0 for every (i, j) with either i or j is equal to 1. Obviously, if there exists (i, j) such that µ i,j ⊆ R <0 , then µ does not contain a rank-one matrix. Otherwise, that is M i,j ≥ 0 for any i, j, define µ to be the interval matrix such that
for any i, j. Obviously µ contains a rank-one matrix if and only if µ contains a rank-one matrix.
So to study when a reduced interval matrix contains a rank-one matrix it is sufficient to study the problem for a reduced interval matrix µ, with µ i,j ⊆ R ≥0 for every i, j. The following theorem gives an answer for such a problem in this case.
be a p×q reduced interval matrix with p, q ≥ 2 and 0 ≤ m i,j ≤ M i,j for any i ∈ {1, . . . , p} and j ∈ {1, . . . , q}. There exists A ∈ µ with rk(A) = 1 if and only if, for any h ∈ N with 2 ≤ h ≤ 2 min{p,q}−1 , for any i 1 , . . . , i h ∈ {1, . . . , p}, for any j 1 , . . . , j h ∈ {1, . . . , q} and for any σ ∈ Σ h , we have:
Proof. We can suppose q ≤ p. =⇒ Let A ∈ µ with rk(A) = 1. For any i 1 , . . . , i h ∈ {1, . . . , p}, for any j 1 , . . . , j h ∈ {1, . . . , q} and for any σ ∈ Σ h , we have:
⇐= Observe that, since µ is reduced, there exists A ∈ µ with rk(A) = 1 if and only if there exist x 1 , . . . , x p , c 2 , . . . , c q in R such that
for any i, j. Since µ is reduced and m i,j ≥ 0, this is equivalent to ask that there exist x 1 , . . . , x p , c 2 , . . . , c q in R >0 such that, for any i, j,
If we define c 1 = 1, this is equivalent to the following condition: there exist x 1 , . . . , x p , c 2 , . . . , c q in R >0 such that, for any i, j,
Obviously this is equivalent to say that there exist c 2 , . . . , c q in R >0 such that
for any i ∈ {1, . . . , p}, t, k ∈ {1, . . . , q}. We will use the following notation:
Let us prove, by induction on r, that, for any r ∈ {2, . . . , q}, there exist c 2 , . . . , c r ∈ R >0 such that, for any k, t ∈ {1, . . . , r}, b ∈ [1, 2 q−r ] ∩ N, i 1 , . . . , i b ∈ {1, . . . , p}, j 1 , . . . , j b−1 ∈ {1, . . . , q}, σ multiset permutation of (j 1 , . . . , j b−1 , k), we have:
where c 1 is defined to be 1. Observe that the condition above implies (3) (take b = 1 and r = q).
As to the induction base case r = 2, we have to prove that there exists c 2 ∈ R >0 such that for any
and
Observe that, if
then the inequality (5) is implied by the condition c 2 > 0 and, if
then the inequality (6) is always true. So we can consider only
. . , q} such that the terms m .. in (5), (6) 
and this follows from our assumption (2) . Let us prove the induction step. By induction assumption we can suppose there exist c 2 , . . . , c r−1 ∈ R >0 such that for any k, t ∈ {1, . . . , r − 1}, b ∈ [1, 2 q−r+1 ] ∩ N, i 1 , . . . , i b ∈ {1, . . . , p}, j 1 , . . . , j b−1 ∈ {1, . . . , q}, σ multiset permutation of (j 1 , . . . , j b−1 , k), the inequality (4) holds. We want to show that there exists c r ∈ R >0 such that for any t, l ∈ {1, . . . , r − 1},
Observe that when
the inequality (7) is always verified and, if
then the inequality (8) is implied by the condition c r > 0. So we can consider only t ∈ {1, . . . , r −1},
. . , q} such that the terms m .. appearing in (7) and in (8) 
are positive, σ multiset permutation of (j 1 , . . . , j b−1 , r), γ multiset permutation of (v 1 , . . . v d−1 , l), we have:
and this is true by induction assumption.
By Remarks 6 and 9, the interval matrix µ contains a rank-one matrix if and only if at least one of the following interval matrices contains a rank-one matrix 
By Remark 10, the interval matrix µ ′′′ does not contain a rank-one matrix since µ ′′′ i,j ⊂ R ≥0 for any i, j such that either i or j is equal to 1, but µ By Theorem 11, the interval matrix µ ′ does not contain a rank-one matrix because for instance the product of the mimina of the intervals µ ′ 1,1 , µ ′ 2,2 and µ ′ 3,3 is greater than the product of the maxima of the intervals µ ′ 2,1 , µ ′ 3,2 and µ ′ 1,3 . So we can conclude that µ does not contain a rank-one matrix.
Remark 12. It is not true that, given a p × q interval matrix, µ = ([m i,j , M i,j ]) i,j , with m i,j ≤ M i,j for any i ∈ {1, . . . , p} and j ∈ {1, . . . , q}, then there exists A ∈ µ with rk(A) = 1 if and only if, for any h ∈ [2, 2 min{p,q}−1 ] ∩ N, for any i 1 , . . . , i h ∈ {1, . . . , p}, for any j 1 , . . . , j h ∈ {1, . . . , q} and for any σ ∈ Σ h , we have
In fact, for instance the interval matrix
satisfies condition (9), but it is easy to see that it does not contain any rank-one matrix.
4 Maximal rank of matrices contained in an interval matrix Definition 13. Given a p × p interval matrix, ν, a partial generalized diagonal (pg-diagonal for short) of length k of ν is a k-uple of the kind
for some {i 1 , . . . i k } and {j 1 , . . . , j k } subsets of {1, . . . , p}.
Its complementary matrix is defined to be the submatrix of µ given by the rows and columns whose indices are respectively in {1, . . . , p} − {i 1 , . . . , i k } and in {1, . . . , p} − {j 1 , . . . , j k }.
We say that a pg-diagonal is totally nonconstant if and only if all its entries are not constant. We define det c (µ) as follows:
where ǫ(σ) is the sign of the permutation σ.
For every pg-diagonal of length p, say µ 1,σ(1) · . . . · µ p,σ(p) for some σ ∈ Σ p , we call ǫ(σ) also the sign of the pg-diagonal. Proof. =⇒ We prove the statement by induction on p. For p = 1 the statement is obvious. Suppose p ≥ 2 and that the statement is true for (p − 1) × (p − 1) interval matrices. Let µ be a (p × p) interval matrix such that Mrk(µ) < p, that is det(A) = 0 for every A ∈ µ. If µ contained a totally nonconstant pg-diagonal of length p, say µ i 1 ,j 1 , . . . , µ ip,jp , then µî 1 ,ĵ 1 has obviously a totally nonconstant pg-diagonal of length p−1, so by induction assumption, Mrk(µî 1 ,ĵ 1 ) = p − 1. Thus there exists B ∈ µî 1 ,ĵ 1 with det(B) = 0. So, for any choice of elements x i 1 ,j ∈ µ i 1 ,j for j = j 1 and x i,j 1 ∈ µ i,j 1 for i = i 1 , we can find x ∈ µ i 1 ,j 1 such that the determinant of the matrix X defined by Xî 1 ,ĵ 1 = B, X i 1 ,j 1 = x, X i,j 1 = x i,j 1 for any i = i 1 and X i 1 ,j = x i 1 ,j for any j = j 1 is nonzero, which is absurd. So we have proved that (1) holds. Moreover, by contradiction, suppose (2) does not hold. Thus in µ there exists a totally nonconstant pg-diagonal of length k with 0 ≤ k ≤ p − 1 whose complementary matrix has det c nonzero. If there exists such a diagonal with k ≥ 1, say µ i 1 ,j 1 , . . . , µ i k ,j k , then also µî 1 ,ĵ 1 does not satisfy (2), so, by induction assumption, there exists B ∈ µî 1 ,ĵ 1 with det(B) = 0 and we conclude as before. On the other hand, suppose that det c (µ) = 0 but the complementary matrix of every totally nonconstant pg-diagonal of length k with 1 ≤ k ≤ p − 1 has det c equal to zero; we call this assumption ( * ). Let A ∈ µ. By (1), we can write det(A) as the sum of: -the sum (with sign) of the product of the entries of the pg-diagonals of A of length p such the corresponding entries of µ are all constant, -the sum (with sign) of the product of the entries of the pg-diagonals of A of length p such all the corresponding entries of µ apart from one are constant, .... -the sum (with sign) of the product of the entries of the pg-diagonals of A of length p such all the corresponding entries of µ apart from p − 1 are constant. The first sum coincides with det c (µ), so it is nonzero by the assumption ( * ); we can write the second sum by collecting the terms containing the same entry corresponding to the nonconstant entry of µ; so, by assumption ( * ), we get that this sum is zero; we argue analogously for the other sums. So we can conclude that det(A) is nonzero, which is absurd. ⇐= Let µ be a matrix satisfying (1) and (2) and let A ∈ µ. By assumption (1), we can write det(A) as the sum of: -the sum (with sign) of the product of the entries of the pg-diagonals of A of length p such the corresponding entries of µ are all constant, -the sum (with sign) of the product of the entries of the pg-diagonals of A of length p such all the corresponding entries of µ apart from one are constant, .... -the sum (with sign) of the product of the entries of the pg-diagonals of A of length p such all the corresponding entries of µ apart from p − 1 are constant. The first sum is zero by assumption; we can write the second sum by collecting the terms containing the same entry corresponding to the nonconstant entry of µ; so by assumption we get that also this sum is zero. We argue analogously for the other sums.
Corollary 15. Let µ be an interval matrix. Then Mrk(µ) is the maximum of the natural numbers t such that there is a t × t submatrix of µ either with a totally nonconstant pg-diagonal of length t or with a totally nonconstant pg-diagonal of length between 0 and t − 1 whose complementary matrix has det c = 0.
Proof. Let t be the maximum of the natural numbers t such that there is a t × t submatrix of µ with Mrk equal to t and lett = Mrk(µ). Obviouslyt ≥ t. On the other hand, let A ∈ µ such that rk(A) =t. Then there exists at ×t submatrix of A with nonzero determinant. Hence the corresponding submatrix of µ is at ×t submatrix with Mrk equal tot, so t ≥t. By Theorem 14 we can conclude.
5 The case of the matrices with three columns
, with m i,j ≤ M i,j for any i ∈ {1, . . . , p} and j ∈ {1, 2, 3}, be an interval matrix. By Remarks 7, 9, 10 and Theorem 11 we can see easily whether mrk(µ) ∈ {0, 1} and by Corollary 15 we can calculate Mrk(µ). So if mrk(µ) ∈ {0, 1} we can calculate rkRange(µ). Moreover, obviously, if mrk(µ) ∈ {0, 1} and Mrk(µ) = 2, we must have mrk(µ) = 2 and we get that every matrix contained in µ has rank 2. So at the moment, we do not know rkRange(µ) only if mrk(µ) ∈ {0, 1} and Mrk(µ) = 3. In this case, mrk(µ) can be only 2 or 3. In this section we give a criterion to establish if, in this case, mrk(µ) is equal to 2 or to 3.
Lemma 16. (a) Let a i , c j ∈ R ≥0 and b i , z i , d j , u j ∈ R for i = 1, . . . , k and j = 1, . . . , h such that and a i and c j are nonzero for some i ∈ {1, . . . , k} and j ∈ {1, . . . , h}. Then there exist λ, γ ∈ R ≥0 such that, for every i and j,
if and only if there exist λ, γ ∈ R ≥0 such that, for every i and j,
. . , k; suppose there exists i such that a i = 0.
Then there exist λ, γ ∈ R ≥0 such that, for every i,
if and only if there exists γ ∈ R ≥0 such that, for every i, j ∈ {1, . . . , k},
(c) Let x i , y i ∈ R for i = 1, . . . , k. Then there exists γ ∈ R ≥0 such that, for every i,
if and only if, for every i, x i ≤ 0 implies y i ≤ 0 and
for every i, j such that x j > 0 and x i < 0.
Proof. Part (a) is obvious. Let us prove (b). There exist λ, γ ∈ R ≥0 such that, for every i, (10) holds if and only if there exist λ, γ ∈ R ≥0 such that
and this is equivalent to the existence of γ ∈ R ≥0 such that
and we can easily prove that this is equivalent to the existence of γ ∈ R ≥0 such that, for every i, j, we have that
Let us prove (c). There exists γ ∈ R ≥0 such that, for every i, (11) holds if and only if there exists
and this is equivalent to the following condition: for every i, x i ≤ 0 implies y i ≤ 0 and y j x i ≥ y i x j for every i, j such that x j > 0 and x i < 0.
Corollary 17. Let a i , c j ∈ R ≥0 and b i , z i , d j , u j ∈ R for i, j ∈ {1, . . . , k} such that and a i and c j are nonzero for some i, j ∈ {1, . . . , k}. Then there exist λ, γ ∈ R ≥0 such that, for every i and j,
if and only if, for any i, j, r, s:
Proof. By Remark 16 (a), there exist λ, γ ∈ R ≥0 such that, for every i and j, (12) holds if and only if there exist λ, γ ∈ R ≥0 such that, for every i and j,
By Remark 16 (b), this is true if and only if there exists γ ∈ R ≥0 such that, for every i, j, r, s,
which is obviously true if and only if there exists γ ∈ R ≥0 such that, for every i, r,
By Remark 16 (c), this is true if and only if the following conditions hold for any i, j, r, s,:
, with m i,j ≤ M i,j for any i ∈ {1, . . . , p} and j ∈ {1, 2, 3}, be a reduced interval matrix. Suppose m i,1 ≥ 0 for every i ∈ {1, . . . , p}. Then mrk(µ) is less than or equal to 2 if and only if, for (v, w) = (2, 3) or for (v, w) = (3, 2), we have that at least one of (1), (2), (3), (4) 
.
(c) Mrk.m: for any interval matrix µ, it calculates Mrk(µ). The input µ must be given as the two matrices m and M, containing respectively the minima and the maxima of the entries of µ. The programs above use some auxiliary programs, precisely:
• reduce.m: it reduces the interval matrices; • multisubsets.m: multisubsets(p,k) calculates the k-mulitsubsets of {1, . . . , p} (each is given in lexicographic order);
• orderdmultisubsets.m: orderedmultisubsets(p,k) calculates the ordered k-mulitsubsets of {1, . . . , p};
• rk1nnr.m: given a reduced interval matrix µ with entries contained in R ≥0 , it says whether µ contains a matrix with rank 1;
• sist.m: it says whether a system as in Corollary 17 is solvable.
• rklesseq2.m: given a p × 3 reduced interval matrix µ with the entries of the first column contained in R ≥0 , the program says whether mrk(µ) ≤ 2.
• gooddiag.m: given a p × p interval matrix µ and two permutations I and J, of {1, . . . , p}, the program says if the generalized diagonal of µ given by I and J is good.
• rkmax.m: given a p × p interval matrix µ, the program says if Mrk(µ) = p. The programs above use the theorems and the remarks in the present paper.
