16:2 A. Korhonen and S. Grover Carolyn J. Anderson, Najmuddin Shaik, and Lawrence Angrave, draws connections and distinctions in the reasons women and men choose to enroll, participate, and persist in a Massive open online course (MOOC) on programming. They use gender, forum participation, and learning goals as factors to predict persistence in the course. The study showed that men and women gave very similar reasons for enrolling in the CS MOOC. However, in terms of forum participation among men and women, they found that (a) a greater proportion of women participated on the forum than men; (b) female participants were more likely to write at least one post to the course forum, while male participants were more likely to write nothing; (c) men taking the course to fulfill career aspirations were more likely to participate in the forums than other men; and (d) women taking the course because they were CS students were more likely to participate more substantially in the forums than other women. Last, they found that, for both men and women, posting to the forum led to more persistent participation compared with those just viewing or not viewing the forum.
In their article "Transfer Learning Methods in Programming Course Outcome Prediction," Jarkko Lagus, Krista Longi, Arto Klami, and Arto Hellas study machine-learning methods that learn to make predictions based on previously observed student behavior. The aim of the study was to predict the outcomes of two separate introductory programming courses. They not only diagnosed students at risk of failing their studies but also attempted to identify students who could benefit from additional challenges. They compared their results with those from traditional machine-learning approaches. The article also argues that differences among courses set huge challenges for the generalizability of machine-learning methods because traditional machine-learning methods (erroneously) assume that all teaching contexts are alike. The authors address this challenge by reviewing the concept of transfer learning, which relaxes the strict assumption of identical distributions for training and test data. This empirical study shows that transfer learning methods are able to improve predictions, especially when forecasting student performance at the very beginning of a course with a limited amount of training data.
