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Abstract 
In this paper, we propose a facial recognition based on the LBP operator. 
We divide the face into non-overlapped regions. After that, we classify a 
training set using each region at a time under different configurations of the 
LBP operator. Regarding to the best recognition rate, we consider a weight 
and specific LBP configuration to the regions. To represent the face image, 
we extract LBP histograms with the specific configuration (radius and 
neighbors) and concatenate them into feature histogram. We propose a 
multi-resolution approach, to gather local and global information and 
improve the recognition rate. To evaluate our proposed approach, we 
considered the FERET data set, which includes different facial expressions, 
lighting, and aging of the subjects. In addition, weighted Chi-2 is considered 
as a dissimilarity measure. The experimental results show a considerable 
improvement against the original idea. 
1 Introduction 
Because of a wide range of applications in security, safety and access control, biometric 
pattern recognition has been a great challenge for researchers and scientists [1, 2]. In recent 
years, Local Binary Patterns (LBP) and its extensions, as a texture feature extractor, have 
been one of the most popular and successful applications. LBP [3] is the most widely used 
for the face detection, face recognition, facial expression analysis, and other related 
applications. Numerous approaches have been proposed based on LBP. For example, 
Ahonen et al. [4] proposed an LBP-based facial image analysis by dividing the face into 
some non-overlapping regions and concatenation of the LBP features that are extracted 
from each region. They assigned a weight to each region based on the importance of the 
information it contains. Zhang et al. [5] proposed a non-statistics based face representation 
approach, Local Gabor Binary Pattern Histogram Sequence (LGBPHS), with no training 
procedure to construct the face model. Chan et al. [6] proposed a face representation 
approach derived by the Linear Discriminant Analysis (LDA) of multi-scale local binary 
pattern histograms. Shan et al. [7] introduced Fisher Discriminant Analysis (FDA) of the 
LBP (LGBP) spatial histogram. Zhang et al. [8] encode Gabor phase through LBP and 
local histograms in addition to magnitudes of Gabor coefficients. Tan et al. [9] introduced 
local ternary patterns (LTP) to generalize of the LBP descriptor. Nikisins [10] proposed a 
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face recognition methodology, which is based on the combination of the texture operator, 
namely Multi-scale Local Binary Pattern (MSLBP), face image filtering and feature 
weighting algorithms. Ishraque et al. [11] proposed local directional pattern Variance 
(LDPv), to represent facial components.  
In this paper, we have two contributions. First, we propose a new approach to assign a 
weight to the sub-regions of a face image. Second, a multi-resolution approach, to capture 
the local and global information of the face, is proposed. In addition, we have a discussion 
on the non-overlapped and overlapped regions. Finally, we compare our method with other 
state-of-the-art methods. In the experiments, Chi-2 similarity measurement is implemented 
for unsupervised classification. In addition, the FERET data set [12, 13] is considered to 
generalize our experimental results. The rest of this paper is organized as follows: Section 
2 is related to local binary pattern operator. Section 3 presents the proposed approaches. 
Experimental results and discussions are given in section 4. Section 5 concludes the paper. 
2 Local Binary Pattern Operator (LBP) [14] 
Due to impressive computational efficiency and good texture discriminative property of 
LBP operator[3], it  has gained considerable attention since its publication. The LBP has 
already been used in many other applications including visual tracking, texture-based 
segmentation, image retrieval, face recognition, and texture classification. The LBP 
operator works in a 3×3 neighborhood, using the center value as a threshold. An LBP code 
is produced by multiplying the threshold values with weights given by the corresponding 
pixels. After that, the binary LBP code is converted to decimal number by using equations 
(1) and (2) to represent a unique spatial pattern:  
                         (1) 
                
   (2) 
Where the gray value of the central pixel is    and    is the value of its neighbors, P is the 
number of neighbors and R is the radius of the neighborhood.          operator [3], defined 
by Equ. (3), removes effect of rotation.          performs a circular bit-wise right 
rotation j times on the P-bit number x. A majority of LBP patterns in a texture is termed 
"uniform" binary patterns that have limited number of transitions between zero and one. U 
value of an LBP (         operator) as shown by Equ. (4).            operator is based on a 
circular symmetric neighborhood. In theory, it is invariant to any monotonic grey-scale 
transformation[15].  
 
                                          (3) 
                                                                       (4) 
Where the gray value of the central pixel is    and    is the value of its neighbors, R 
refers to the distance to the center, P stands for the number of sampling pixel in the 
neighborhood, and together they form the circularly symmetric neighborhood. 
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3 Proposed Approach 
3.1 Fusing weight 
We divide the face into some non-overlapping regions and calculate the LBP 
information of the regions as a feature vector. Regarding the recognition rate of each 
region on a training set, we define a weight for each region. We calculate the recognition 
rate of the regions in different LBP configurations (R and P). The best recognition rate 
under the specific LBP configuration makes the weight of each region. Figure 1 depicts the 
weights of regions under some configurations. The block size of the regions was 
considered 21×18 similar to [4]. Figure 2 depicts the best recognition rate of the regions 
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Figure 1 Weight values of the regions in some LBP configurations (P and R) with block size 21×18. (a) 
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Figure 2 Fusing weight matrix: the best recognition rate of the regions in different LBP configurations. (a) 
Fusion of region weights according to P and R configurations. (b) Weight values presented by the color bar. 
3.2 Feature calculation method 
For calculation of the feature vector in fusing weight approach, the face is first divided 
to sub regions. Regarding to the best LBP configurations in the fusing weigh matrix, the 
LBP information is calculated from all regions and concatenated together to make the 
feature vector. To reduce the feature dimensionality, we can eliminate the regions with low 
recognition rate. For example, the edge regions (in the bottom, in the left and right side of 
Figure 2.b) have very low efficiency and can be eliminated.  
4 Experimental result and Discussion 
4.1 Data set  
The CSU Face Identification Evaluation System [12] was used to test the performance 
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of the proposed approaches. The CSU follows the procedure of the FERET test for semi-
automatic face recognition algorithms [13] with slight modifications. Each set contains at 
most one image per person. These sets are fa, fb, fc, dupI, and dupII. The fa set (gallery set) 
contains frontal images of 1196 people. The fb set contains 1195 images. The subjects 
were asked for an alternative facial expression than in fa photograph. The fc set with 194 
images was taken under different lighting conditions. The dup I set (722 images) were 
taken later in time and dup II set contains 234 images. This is a subset of the dup I set 
containing those images that were taken at least a year after the corresponding gallery 
image. 
4.2 Face recognition results 
The recognition rate of the FERET data set under different LBP configurations (P and 
R) and their respective weight of the regions are shown in Table I. As we can see, under fix 
LBP configuration, the best result can be obtained using P=10 and R=3. While, fusing 
weight approach improves recognition rate slightly better than the fix configuration 
approach.  
Table I Recognition rate on the FERET data set under different weight calculation and LBP configuration 
with block size (21×18). The best scores are marked in bold. 
  Fb fc** dupI dupII Weight 
R=1 P=4 94.06 55.67 45.43 31.20 WP4R1 
 P=8 96.07 74.23 54.99 41.88 WP8R1 
 P=4 94.64 69.07 57.76 55.56 WP4R2 
R=2 P=8 96.99 (96.82*) 79.38 64.40 (65.7*) 63.68 WP8R2 
 P=10 97.32 84.54 64.27 64.53 WP8R2 
R=3 P=4 94.23 71.13 54.85 55.13 WP4R3 
 P=8 96.90 83.51 63.99 63.25 WP8R3 
 P=10 97.66 87.63 66.48 65.38 WP10R3 
 P=16 96.65 87.63 63.16 66.67 WP16R3 
Fusing Weight Approach 97.74 86.60 66.62 67.09  
* Ahonen’s symmetric weighting approach taken from original paper [4] 
** fc images from 1110 to 1206 
4.3 Pyramid representation approach 
In recent researches, pyramid representation has been used for achieving an effective 
local binary patterns texture descriptor [16], improving the scene categorization [17, 18], 
semantic concept retrieval [18], robustness against noise [19], and image classifying by the 
object categories they contain [20]. In the results, it can be seen that the feature selection 
from more pyramid representations can gather more information from an image. Further, 
more accuracy is attained by more pyramid representations. Therefore, apart from better 
accuracy we will have higher dimensionality. Of course, the researchers have shown 
peculiar effect that as the number of variables (feature dimensionality) is increased, the 
classification performance of the resulting decision surface initially improved, but then 
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began to deteriorate [21]. In this experiment we combine features of the first and the 
second pyramid representations with feature of original image. To keep the region size 
(21×18), we consider no down-sampling in pyramid representations. The weights of 
regions have been calculated similarly to before. The experimental results are shown in 
Table II.  Regarding to [21], it can be seen that there is a slight improvement in recognition 
of some sets.  
Table II Recognition rate under pyramid representation approach. There is no down-sampling in 
representations. The region size 21×18. 
 fb fc dupI dupII 
      +       
(1) 98.08 81.44 68.14 67.09 
      +      +      
(2) 97.91 77.32 69.39 66.24 
    +     
(3) 98.07 82.47 68.70 67.52 
    +    +     
(4) 97.91 76.29 69.25 67.52 
(1) Feature Vector = < Original Image under P=10;R=3, Image @ PL=1 under P=16;R=3 >. (2) Feature Vector = < Original Image under 
P=10;R=3, Image @ PL=1 under P=16;R=3, Image @ PL=2 under P=16;R=3 >. (3) Feature Vector = < Original Image under fused 
weight1, Image @ PL=1 under fused weight PL1 >. (4) Feature Vector = < Original Image under fused weight1, Image @ PL=1 under 
fused weight PL1, Image @ PL=2 fused weight PL2 > 
4.4 Effect of using weights calculated in different configurations 
(Alternative weight) 
In this experiment, we use the weight of the regions calculated under different values of 
R and P (e.g. WP4R1, WP8R1, …, WP16R3) for all LBP configurations. As we can see in the 
Table III, there is not a very huge variation in the recognition rate. The fb gallery with 
1195 samples and fc gallery with the smallest samples (97 faces) have the lowest and the 
highest variance of recognition rate, respectively. Using alternative weight, the most 
recognition rate for fb, fc, dupI, and dupII have been obtained 98.16%, 89.69%, 66.48%, 
and 70.09%, respectively. 
Table III The Effect of other region weights (Alternative weight).  
Operator fb fc dupI dupII 
       92.62 0.83 64.26 4.19 47.71 1.00 36.75 2.70 
       95.23 0.56 73.88 1.93 55.02 1.07 46.72 3.15 
       94.82 0.56 67.92 4.23 55.36 1.50 52.90 3.15 
       96.76 0.61 79.38 3.18 63.05 1.21 63.87 3.39 
        97.31 0.56 83.05 2.78 63.90 1.13 63.68 2.76 
       95.04 0.56 65.06 4.30 55.32 1.46 51.47 3.00 
       96.93 0.61 82.13 2.82 63.28 1.30 60.45 2.89 
        97.31 0.53 86.03 2.07 64.68 1.46 62.68 2.79 
        96.90 0.54 87.97 1.26 62.94 1.45 66.05 3.60 
4.5 Overlapped regions against non-overlapped regions 
Ahonen et al. [4] split the image into some non-overlapped regions and extract the LBP 
images from each sub-images. Because of the small size of the regions (21×18), in their 
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approach we cannot use a large radius (R) for extraction of the LBP information. In the 
overlapped approach, we first calculate the LBP information of the image. After that, we 
split the image into the sub-regions and extract the LBP feature (histogram) from each sub-
region. In the non-overlapped approach, shown in Figure 3.a, the dimension of the original 
image is 147×126 (21×18×7×7). The number of patterns under R=1, 2, and 3 will be 
14896, 11662 and 8820. While, in the overlapped approach, shown in Figure 3.b, the 
number of patterns are 18944, 18396, and 17856 that are 27%, 58%, 102% more than non-
overlapped approach. Table IV depicts the recognition rate of the overlapped approach. 
Better results than non-overlapped approach are marked in bold and improvement value 
have been shown in the parentheses. As we can see, regardless to have a more patterns in 
overlapped approach and improvement in the weight of the regions, there is not significant 
improvement in accuracy.  We calculated the number of non-uniform and uniform patterns in non-
overlapped and overlapped approaches. We saw that the relation on non-uniform to uniform 
patterns in both approaches are almost the same. It means that using the uniform LBP operator 
(     ), we will not have a significant improvement in the recognition rate.  
  
R=1, P=8 R=2, P=8 R=3, P=8 R=1, P=8 R=2, P=8 R=3, P=8 
(a) (b) 
Figure 3 Non-overlapped and overlapped approaches. (a) Non-overlapped approach: A region with size 
21×18 reduce to 19×16, 17×14, and 15×12 under R = 1, 2, and 3, respectively. (b) Overlapped approach: 
The number of patterns for R=1, 2, and 3 is 148×128, 146×126, and 144×124, respectively.  
 
Table IV Recognition rate for overlapped regions approach on the FERET data set. Better scores than non-
overlapped approach are marked in bold. 
  fb fc dupI dupII 
R=1 P=4 92.80 58.76(+1.26) 46.54 (+1.11) 32.48 (+1.28) 
 P=8 94.98 71.13 55.26 (+0.27) 41.45 
 P=4 91.97 50.52 50.97 42.31 
R=2 P=8 97.32 (+0.33) 71.13 59.83 55.13 
 P=10 97.82 (+0.50) 73.20 62.47 58.12 
R=3 P=4 92.47 48.45 57.06 (+2.23) 50.00 
 P=8 96.99 (+0.09) 70.10 63.30 60.26 
 P=10 97.74 (+0.08) 78.35 66.48 64.10 
 P=16 97.91 (+1.26) 82.47 66.90 (+3.74) 66.24 
Fusing Weight Approach 98.33 (+0.59) 83.51 68.56 (+1.94) 70.51 (+3.42) 
      +       (1) 98.16 (+0.08) 83.51 (+2.07) 69.67 (+1.53) 69.23 (+2.14) 
      +      +      (2) 98.16 (+0.25) 79.38 (+2.06) 69.81 (+0.42) 67.09 (+0.85) 
(1) Feature Vector = < Original Image under P=16;R=3, Image @ PL=1 under P=16;R=3 >. (2) Feature Vector = < Original Image 
under P=16;R=3, Image @ PL=1 under P=16;R=3, Image @ PL=2 under P=16;R=3 > 
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Comparison of the best verification rate of the proposed approaches with other state-of-
the-art methods have been shown in Table V. The methods use different cores of similarity 
measure and the comparison is not fair. However, we can see that the proposed approaches 
with simplest similarity measurement (Chi-2) have acceptable scores. 
Table V Comparison of the best verification rate of the proposed approaches with other state-of-the-art 
methods. 
Method fb fc dupI dupII Core of Similarity measure 
LBP [4] 93.39 50.5 61.4 49.6 Chi-2 (LBPu2) 
LBP Weigthed [4] 96.82 79.4 65.7 63.7 Chi-2 (LBPu2) 
LGBPHS [5] 98 97 74 71 WHIS 
Multi-Scale LBP [6]  98.6 71.1 72.2 47.4 LDA 
LGBP [7]  99.6 99 92 88.9 EPFDA 
ELGBP (Mag+Pha) [8] 99 96 78 77 WHIS 
Gabor+LBP [9]  98 98 90 85 KDCV 
MSLBP (+ mean filter) [10] 96.8 (97.8)    MBDFW+WNNC (LBP) 
MSLBP + MF + FW (+ BW) [10] 98.1 (99.2) - - - MBDFW+WNNC (LBP) 
MSLBP + MF + FW + BW + PCA [10] 99.1 - - - MBDFW+WNNC (LBP) 
LDPv weighted [11] 0.97 0.74 0.64 0.59 Chi-2 (LDP) 
LDPv un-weighted [11] 0.97 0.71 0.6 0.57 Chi-2 (LDP) 
The best result in our approaches 98.33 89.69 69.39 70.51 Chi-2 (LBPu2) 
5 Conclusion 
Experimental results have been shown that the most recognition rate on the FERET data 
set can be obtained under LBP configuration P=10 and R=3 and weighted region approach. 
The experimental result depicted that fusing weight approach improves the recognition 
rate. Pyramid approach makes a slight improvement in recognition rate with huge 
computation cost. In addition, with the overlapped regions, partial recognition rate (or 
weight of regions) has been improved and we significantly save image patterns.  
For the future works, we should use other similarity measurements that have been used 
in other state-of-the-art methods to compare fairly with the proposed approaches. To 
reduce the feature dimensionality we can eliminate ineffective regions and use feature 
reduction methods like PCA. 
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