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Abstract
The behavior of heterogeneous multi-agent systems is studied when the coupling matrices are possibly all different and/or
singular, that is, its rank is less than the system dimension. Rank-deficient coupling allows exchange of limited state information,
which is suitable for the study of multi-agent systems under output coupling. We present a coordinate change that transforms
the heterogeneous multi-agent system into a singularly perturbed form. The slow dynamics is still a reduced-order multi-agent
system consisting of a weighted average of the vector fields of all agents, and some sub-dynamics of agents. The weighted average
is an emergent dynamics, which we call a blended dynamics. By analyzing or synthesizing the blended dynamics, one can
predict or design the behavior of a heterogeneous multi-agent system when the coupling gain is sufficiently large. For this result,
stability of the blended dynamics is required. Since stability of the individual agent is not asked, the stability of the blended
dynamics is the outcome of trading off the stability among the agents. It can be seen that, under the stability of the blended
dynamics, the initial conditions of the individual agents are forgotten as time goes on, and thus, the behavior of the synthesized
multi-agent system is initialization-free and is suitable for plug-and-play operation. As a showcase, we apply the proposed tool
to four application problems; distributed state estimation for linear systems, practical synchronization of heterogeneous Van
der Pol oscillators, estimation of the number of nodes in a network, and a problem of distributed optimization.
Key words: synchronization, heterogeneous multi-agents, blended dynamics, singular perturbation
1 Introduction
This paper studies the behavior of a multi-agent system
whose individual agent dynamics is given by
x˙i = fi(t, xi) + kBi
∑
j∈Ni
αij (xj − xi) , i ∈ N , (1a)
or
x˙i = fi(t, xi)+k
∑
j∈Ni
αij (Cjxj − Cixi) , i ∈ N , (1b)
where N := {1, · · · , N} is the set of agent indices with
the number of agents N , and Ni is a subset of N whose
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elements are the indices of the agents that send the in-
formation to agent i. The coefficient αij is the ij-th el-
ement of the adjacency matrix that represents the in-
terconnection graph. We are particularly interested in
the case when the coupling gain k ∈ R>0 is sufficiently
large. In the description, the internal state of an indi-
vidual agent is represented by xi ∈ Rn. It is a hetero-
geneous multi-agent system in the sense that the vec-
tor field fi : R × Rn → Rn and the coupling matrix
Bi ∈ Rn×n orCi ∈ Rn×n are possibly different from each
other. Note that the time-varying fi can include exter-
nal inputs, disturbances, and/or noises, which are possi-
bly different for different agents; for example, fi(t, xi) =
gi(xi, ui(t), di(t)), where gi is some vector field, ui is a
control input, and di is an external disturbance to agent
i. The vector field fi is assumed to be piecewise contin-
uous in t, continuously differentiable with respect to xi,
locally Lipschitz with respect to xi uniformly in t, and
fi(t, 0) is uniformly bounded for t.
Of particular interest in the current study is the case
when the matrix Bi ∈ Rn×n or Ci ∈ Rn×n is symmet-
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ric and positive semi-definite, 1 which we call a rank-
deficient coupling matrix. It is a relaxation of the case of
the identity coupling matrix, which frequently appears
in the literature. This relaxation becomes useful when
only some of the elements in the internal state xi are
communicated and/or only a part of the integration of
xi is affected by other agents. A few examples of this
utility are found in Section 5.
Note for reading: In this paper, two different classes of
systems, (1a) and (1b), are studied concurrently in order
to save space. To avoid confusion, we ask the reader to
first choose the system (1a) or (1b) depending on his/her
interest, and then apply the following convention. When
the equation number is, for example, (1), it should be
interpreted as (1a) or (1b), depending on the reader’s
choice. When the reader encounters two equations hav-
ing numbers such as (3a) and (3b), he/she should just fo-
cus on the one equation whose number ends with the let-
ter (“a” or “b”) that corresponds to the reader’s choice,
and ignore the other equation.
Our first goal is to analyze the behavior of the heteroge-
neous multi-agent system (1) without solving (1). The
approach is to consider the extreme case when k → ∞,
because it gives a clue to approximate the behavior of
(1) when k is finite but sufficiently large. For this, let us
define a notion of the “limiting solution.”
Definition 1 The system (1) with initial conditions
xi(0), i ∈ N , is said to admit the limiting solution ξi,
i ∈ N , if there is a continuous function ξi : (0,∞)→ Rn
such that
lim
k→∞
xi(t, k) = ξi(t), ∀i ∈ N , ∀t > 0, (2)
where xi(·, k) represents the solution xi(·) of agent i in
(1) with the coupling gain k (and xi(0, k) = xi(0)). More-
over, if for each η > 0, there exist T > 0 and k∗ such
that, for each k > k∗, we have
‖xi(t, k)− ξi(t)‖ ≤ η, ∀i ∈ N , ∀t ≥ T,
then we say that the convergence is uniform in time.
It should be noted that the convergence in (2) is point-
wise in time t; i.e., the minimal k to make the conver-
gence error at time t less than a given number may de-
pend on t. Since the gain k is finite and fixed over time in
practice and we are often interested in the behavior for
1 If the Bi’s are not all symmetric but have non-negative
real eigenvalues and if there exists a real nonsingular matrix
Θ such that ΘBiΘ
−1 are symmetric for all i ∈ N , then,
by re-defining the state x′i := Θxi and the vector field, it
can be seen that the x′i-dynamics satisfies the assumptions
under consideration. The same applies to the case of Ci. An
example is given in Section 5.2.
an infinite time horizon, the notion of the limiting solu-
tion is not very useful unless the convergence is uniform
in time. In the sequel, by way of the singular perturba-
tion analysis, we introduce the so-called “blended dy-
namics,” which is independent of k, and we claim that,
if the blended dynamics is complete, i.e., its solution ex-
ists for all t > 0, then the system (1) admits the limiting
solution. Moreover, we will prove that, if the blended
dynamics is stable in a certain sense, then the conver-
gence becomes uniform in time. It is also shown that the
limiting solution ξi is a linear transformation of the so-
lution to the blended dynamics. Knowledge of ξi is use-
ful because one can predict the behavior of the multi-
agent system at least approximately when k is large, and
the approximation error becomes arbitrarily small as k
becomes larger. Motivated by this, one can design the
blended dynamics first such that the trajectory ξi be-
haves as desired, and then, synthesize a multi-agent sys-
tem such that it has the desired blended dynamics. We
will show how this can be done in Section 5.
Blended dynamics is in general a reduced-order multi-
agent system consisting of a weighted average of individ-
ual vector fields fi and each agent’s sub-dynamics. The
averaged part can be considered as a blend of all fi’s,
from which its name is derived. This notion has already
appeared in (Kim, Yang, Kim, & Shim, 2012) for scalar
linear systems, and in (Kim, Yang, Shim, & Kim, 2013;
Kim, Yang, Shim, Kim, & Seo, 2016b) for scalar nonlin-
ear systems under the terminology “averaged dynam-
ics.”More recently, Panteley, Lor´ıa, & Conteville (2015)
introduced a notion called “emergent dynamics” (see
also (Panteley & Lor´ıa, 2017)), which is, however, differ-
ent from the blended dynamics in the sense that it is not
a multi-agent system. Moreover, they require stability of
zero-dynamics in each agent and they take the average of
the zero-dynamics when the emergent dynamics is con-
structed. As a result, an arbitrarily high-precision ap-
proximate is not obtained for the behavior of the multi-
agent system. In spite of different names and notions,
there is a common philosophy in this series of researches.
First, the blended (or averaged, or emergent) dynamics
is a virtual one and a solution to the blended dynam-
ics may not be generated by any single agent (unless
the agents (1) are identical), so that the behavior of the
blended dynamics can be considered as an emergent one.
This observation may be interpreted as a mathematical
model of the fact that a unique group behavior can ap-
pear even if none of the individuals displays that behav-
ior. Second, in order to approximate the behavior of (1)
for an infinite time horizon, various stability properties
are imposed on the blended dynamics. We do empha-
size that each agent need not be stable, as long as their
combination, i.e., the blended dynamics, is stable. This
shows that, in a typical situation where there are many
stable agents in a group, a few unstable (or malfunction-
ing, or even malicious) agents may coexist without per-
turbing the stability of the group. Again, this approach
may explain how the stability of each agent is traded off
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among the connected agents, or even explain a way to
maintain the public good against malicious agents by a
majority of good neighbors.
Our study of the limiting behavior when k tends to
infinity naturally leads to an application to the syn-
chronization (or, consensus) problem of multi-agent
systems. During the last decade, synchronization of
multi-agent systems has been actively studied be-
cause of numerous applications in diverse areas, e.g.,
biology, physics, and engineering. An initial study
of synchronization was about the identical multi-
agents (Olfati-Saber & Murray, 2004; Moreau, 2004;
Ren & Beard, 2005; Seo, Shim, & Back, 2009), but
the interest soon shifted to the heterogeneous case
because uncertainty, disturbance, and noise are preva-
lent in practice, and so the assumption of identical
multi-agents may be too ideal. Therefore, it may be a
natural follow-up to study synchronization for a hetero-
geneous multi-agent system. Earlier results in this di-
rection such as (Wieland, Sepulchre, & Allgo¨wer, 2011;
Kim, Shim, & Seo, 2011) have found that each agent
must contain a common internal model that is the same
across the heterogeneous agents, for synchronization. If
this was not the case, some engineering problems were
solved by embedding a common internal model in the
consensus controller attached to each heterogeneous
agent (Kim et al., 2011). However, if the multi-agent is
not an engineering system such as a network of biologi-
cal systems that have no common internal model, then
achieving synchronization is impossible, and approxi-
mate synchronization is studied as an alternative. This
alternative is often achieved with the help of strong
coupling (or, a large gain k). To be precise, let us define
the term “(semi-global) practical synchronization.”
Definition 2 The system (1) is said to achieve
semi-global practical output synchronization with
{Oi ∈ Rn×n : i ∈ N} if, for every compact set K ⊂ RnN
and for every η > 0, there exist k∗ such that, for each
k > k∗ and col(x1(0), . . . , xN (0)) ∈ K, the solution
{x1(t, k), . . . , xN (t, k)} exists for all t ≥ 0 and satisfies
lim sup
t→∞
‖Oixi(t, k)−Ojxj(t, k)‖ ≤ η, ∀i, j ∈ N .
When all Oi = In, the system is said to achieve semi-
global practical state synchronization. If the above in-
equality holds with η = 0, we remove “practical,” and if
K = RnN then we remove “semi-” from those terms.
Based on this definition, studying the limiting solution
offers a simple way to find conditions for the agents
to achieve (semi-global) practical output synchroniza-
tion. It will be shown that, if the system (1) admits
the limiting solution with the convergence in (2) be-
ing uniform in t, and if the limiting solutions satisfy
limt→∞ ‖Oiξi(t) − Ojξj(t)‖ = 0, ∀i, j ∈ N , then (semi-
global) practical output synchronization with {Oi} can
be achieved.
Synchronization achieved in this way is different
from the so-called “average consensus” studied in,
e.g., (Olfati-Saber & Murray, 2004; Moreau, 2004;
Ren & Beard, 2005; Cao, Morse, & Anderson, 2008;
Tuna, 2009; Scardovi & Sepulchre, 2009; Seo et al.,
2009), in the sense that the synchronized trajectory
does not depend on the initial conditions of the multi-
agent system. Indeed, from the stability imposed on the
blended dynamics, it will be seen that the effect of those
initial conditions on the limiting solution ξi diminishes
as time goes on. This point will be clarified by an exam-
ple in Section 5.3 where we emphasize why forgetting
the initial conditions is useful for the so-called plug-and-
play operation, which means, for example, that agents
can join or leave the network on-line. Another benefit
of the synchronization achieved in this paper over the
average consensus is that it is robust against external
disturbance, noise, and/or uncertainty in the agent dy-
namics. We do not discuss this point in this paper, but
interested readers are referred to (Kim et al., 2016b).
This paper is organized as follows. A coordinate change
is proposed in Section 2, with which the system (1) is
converted into the standard singular perturbation form.
This form enables a formal definition of the blended dy-
namics to be proposed in Section 3, in which we also
demonstrate approximation of the behavior of the sys-
tem (1) under various stability properties imposed on
the blended dynamics. For the synthesis of a multi-agent
system on the basis of the analysis performed in Section
3, several special cases are studied in Section 4. Section 5
is devoted to demonstrating the utility of the tool devel-
oped in this paper. In particular, we discuss distributed
state estimation in Section 5.1, robust synchronization
of heterogeneous Van der Pol oscillators in Section 5.2,
distributed estimation of the number of agents in the
network in Section 5.3, and a simple distributed opti-
mization in Section 5.4. All the proofs of the theorems
appearing in Section 3 are presented in the Appendix.
Notation: The Laplacian matrix L = [lij ] ∈ RN×N of
a graph is defined as L := D − A, where A = [αij ] is
the adjacency matrix of the graph, and D is the diago-
nal matrix whose diagonal entries are determined such
that each row sum of L is zero. By its construction, it
contains at least one eigenvalue of zero, whose corre-
sponding eigenvector is 1N := [1, . . . , 1]
T ∈ RN , and all
the other eigenvalues have nonnegative real parts. For
undirected graphs, the zero eigenvalue is simple if and
only if the corresponding graph is connected. For vectors
or matrices a and b, col(a, b) := [aT , bT ]T . For matri-
ces A1, . . . , Ak, we denote by diag(A1, . . . , Ak) the block
diagonal matrix. The operation defined by the symbol
⊗ is the Kronecker product. For a set Ξ ⊂ Rn, ‖x‖Ξ
denotes the distance between the vector x ∈ Rn and
Ξ; i.e., ‖x‖Ξ := infy∈Ξ ‖x − y‖. The identity matrix of
size m×m is denoted by Im. In this paper, all positive
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(semi-)definite matrices are symmetric. For amatrixA ∈
R
n×m, im(A) := {y ∈ Rn : y = Ax, x ∈ Rm} (we use
this notation even whenA is a vector inRn by treatingA
as a n-by-1 matrix), and ker(A) := {x ∈ Rm : Ax = 0}.
2 Coordinate Change for Singularly Perturbed
Form
2.1 Preliminaries
The main result is stated under the following assump-
tion.
Assumption 1 The communication graph induced by
the adjacency element αij is undirected and connected,
and thus, the Laplacian matrix L is symmetric, having
one simple eigenvalue of zero.
We introduce a linear coordinate change that is funda-
mental in the proposed analysis. The goal is to convert
the networked multi-agent system (1) with a large cou-
pling gain k into a standard form of singular pertur-
bation analysis (Maghenem, Panteley, & Lor´ıa, 2016).
Then, we will demonstrate that the behavior of each
agent can be approximated on the basis of various sta-
bility properties imposed on the blended dynamics to
be defined. It will turn out that the blended dynamics
is nothing but the slow dynamics of the singularly per-
turbed system, i.e., the quasi-steady-state subsystem.
The proposed change of coordinates is composed of a
few matrices that can always be found as follows:
(1) For each positive semi-definite matrix Bi for (1a)
(or, Ci for (1b)), findWi ∈ Rn×pi , Zi ∈ Rn×(n−pi),
and a positive definite matrix Λi ∈ Rpi×pi , where
pi is the rank of Bi (or, Ci), such that [Wi Zi] is an
orthogonal matrix and
Bi =
[
Wi Zi
] [Λ2i 0
0 0
] [
WTi
ZTi
]
(3a)
or, Ci =
[
Wi Zi
] [Λ2i 0
0 0
] [
WTi
ZTi
]
. (3b)
For future use, let
o
W := diag(W1, . . . ,WN ),
o
Z :=
diag(Z1, . . . , ZN ), and
o
Λ := diag(Λ1, . . . ,ΛN ).
(2) Find Vi ∈ Rpi×po such that, with p¯ :=
∑N
i=1 pi and
V := col(V1, . . . , VN ) ∈ Rp¯×po , the columns of V
are orthonormal vectors satisfying
(D ⊗ In)
o
W
o
ΛV = 0n(N−1)×po (4)
where D ∈ R(N−1)×N is any matrix satisfying
ker(D) = im(1N ),
2 and po is the dimension of
ker(D ⊗ In)
o
W
o
Λ.
(3) Find V ∈ Rp¯×(p¯−po) such that [V V ] ∈ Rp¯×p¯ is an
orthogonal matrix.
Proposition 1 (i) po ≤ min{p1, . . . , pN} ≤ n.
(ii) All WiΛiVi, i = 1, · · · , N , are the same matrix, so
let us denote it by M ∈ Rn×po , and the rank of M
is po.
(iii) Define
Q := V
T o
Λ
o
WT (L ⊗ In)
o
W
o
ΛV ∈ R(p¯−po)×(p¯−po).
(5)
Then, Q is positive definite.
PROOF. (i) Since ker(D⊗ In) = im(1N ⊗ In) by con-
struction, it is seen that
ker(D ⊗ In)
o
W
o
Λ = {ν ∈ Rp¯ : oW oΛν ∈ im(1N ⊗ In)}
= {col(ν1, . . . , νN ) ∈ Rp¯ :W1Λ1ν1 = · · · = WNΛNνN}
= {ν ∈ Rp¯ : oW oΛν = 1N ⊗ c, c ∈ ∩Ni=1im(WiΛi) ⊂ Rn}.
Since ν is uniquely determined for each c ∈ ∩Ni=1im(WiΛi) =
∩Ni=1im(Wi), we have po = dimker(D ⊗ In)
o
W
o
Λ =
dim∩Ni=1im(Wi). Therefore, it follows that po ≤
min{p1, . . . , pN} since pi = dim im(Wi), and (i) holds
since pi ≤ n.
(ii) By the above construction, we have im(
o
W
o
ΛV ) ⊂
ker(D⊗In) = im(1N⊗In). This impliesW1Λ1V1 = · · · =
WNΛNVN = M , and thus, we have V
T
o
ΛT
o
WT
o
W
o
ΛV =
(
o
ΛV )T
o
ΛV = NMTM . By noting that
o
ΛV has a full
column rank of po, it is seen that M
TM ∈ Rpo×po is
nonsingular, which proves (ii).
(iii) It is easily seen that Q in (5) is positive semi-
definite since L ⊗ In is positive semi-definite. Hence,
it remains to show that ζTQζ = 0 for a vector ζ ∈
R
p¯−po implies ζ = 0. Indeed, if ζTQζ = 0, then it
can be shown that (L ⊗ In)
o
W
o
ΛV ζ = 0. Noting that
ker(L ⊗ In) = im(1N ⊗ In) by Assumption 1, we then
have that (D ⊗ In)
o
W
o
ΛV ζ = 0. Recalling that V is a
2 An example is
D =


1 −1
1 −1
. . .
1 −1


∈ R
(N−1)×N .
It can be shown that the particular choice of D does not
affect the selection of V as long as ker(D) = im(1N ).
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basis of ker(D ⊗ In)
o
W
o
Λ, this implies that V ζ ∈ im(V ).
However, V and V are mutually orthogonal, and thus,
ζ = 0. 
2.2 Coordinate Change for (1a)
With x := col(x1, . . . , xN ), the system (1a) is written as
x˙ =


f1(t, x1)
...
fN(t, xN )

− k


B1
. . .
BN

 (L⊗ In)x
=: F (t, x) − k oB(L ⊗ In)x.
(6)
For this system, we propose a coordinate change as


z
zo
w

 =


o
ZT
V T
o
Λ−1
o
WT
Q−1V
T o
Λ
o
WT (L ⊗ In)

x =: Pax (7)
where z ∈ RnN−p¯, zo ∈ Rpo , and w ∈ Rp¯−po . From this,
it is seen that z = col(z1, z2, · · · , zN ), where
zi = Z
T
i xi ∈ Rn−pi , i ∈ N . (8)
Thus, the state zi can be considered as a projected com-
ponent of xi on im(Zi). It is also noted that zo is a
weighted sum of xi’s:
zo =
N∑
i=1
V Ti Λ
−1
i W
T
i xi. (9)
We now claim that P−1a is given by
P−1a =
[
o
Z − oW oΛL, oW oΛV, oW oΛV
]
(10)
where L ∈ Rp¯×(nN−p¯) is defined as
L =


L1
...
LN

 := V Q−1V T oΛ oWT (L ⊗ In) oZ (11)
with Li ∈ Rpi×(nN−p¯). This claim can be proved by ver-
ifying PaP
−1
a = InN . For this, one may use the defini-
tions ofQ and L with the facts that [V, V ] and [
o
W,
o
Z] are
orthogonal matrices, and (L ⊗ In)
o
W
o
ΛV = 0. Similarly,
the following claim can also be proved:
Pa
o
B(L ⊗ In)P−1a =


o
ZT
V T
o
Λ−1
o
WT
Q−1V
T o
Λ
o
WT (L ⊗ In)

 (12)
× oB(L ⊗ In)
[
o
Z − oW oΛL, oW oΛV, oW oΛV
]
=


0 0 0
0 0 0
0 0 Q

 .
To do this, one may also use the facts that
o
B =
o
W
o
Λ2
o
WT
and
o
Λ2 =
o
Λ(V V T +V V
T
)
o
Λ. With (7) and P−1a of (10),
we have that, for all i ∈ N ,
xi = Zizi −WiΛiLiz +WiΛiVizo +WiΛiV iw (13)
where V = col(V 1, . . . , V N ) with V i ∈ Rpi×(p¯−po). Tak-
ing time derivatives of (7) with (12) and (13) in mind
yields the following representation of the system (6):
z˙i = Z
T
i fi(t, Zizi −WiΛi(Liz − Vizo − V iw))
z˙o =
N∑
i=1
V Ti Λ
−1
i W
T
i
× fi(t, Zizi −WiΛi(Liz − Vizo − V iw))
ǫw˙ = −Qw + ǫΘTF (t, oZz − oW oΛ(Lz − V zo − V w))
(14)
for i ∈ N where ǫ := 1/k and ΘT := Q−1V T oΛ oWT (L ⊗
In) for convenience. With Q being positive definite and
k sufficiently large, it is clear that this system is in the
standard singular perturbation form.
2.3 Coordinate Change for (1b)
Regarding the system (1b), one can show that (1b) can
be compactly written as
x˙ =


f1(t, x1)
...
fN (t, xN )

− k(L⊗ In)


C1
. . .
CN

x
=: F (t, x)− k(L ⊗ In)
o
Cx.
(15)
This time, we propose a coordinate change as


z
zo
w

 =


o
ZT − LT oΛ oWT
V T
o
Λ
o
WT
V
T o
Λ
o
WT

x =: Pbx (16)
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where z ∈ RnN−p¯, zo ∈ Rpo , and w ∈ Rp¯−po , and L is
defined in (11). Then it follows immediately from (10)
that Pb = P
−T
a . From this, the state zi can be written as
zi = Z
T
i xi −
N∑
j=1
LTjiΛjW
T
j xj (17)
whereLji ∈ Rpj×(n−pi) is such thatLj = [Lj1, . . . , LjN ].
This looks more complicated compared to (8). Instead,
we have a simpler version of (9):
zo = M
T
N∑
i=1
xi (18)
becauseWiΛiVi = M for all i ∈ N . The inverse P−1b can
also be easily obtained by PTa :
P−1b =
[
o
Z,
o
W
o
Λ−1V, (L ⊗ In)
o
W
o
ΛV Q−1
]
. (19)
This leads to
xi = Zizi +WiΛ
−1
i Vizo +Θiw (20)
where Θ = col(Θ1, . . . ,ΘN) = (L ⊗ In)
o
W
o
ΛV Q−1 with
Θi =
∑
j∈Ni αij(WiΛiV i −WjΛjV j)Q−1 ∈ Rn×(p¯−po).
Now, because
o
C =
o
W
o
Λ2
o
WT , one can recycle the relation
(12) by taking the transpose to obtain
Pb(L ⊗ In)
o
CP−1b =


0 0 0
0 0 0
0 0 Q

 . (21)
Finally, the time derivatives of (16) yield the following
representation of the system (15):
z˙i = Z
T
i fi(t, Zizi +WiΛ
−1
i Vizo +Θiw)
−
N∑
j=1
LTjiΛjW
T
j fj(t, Zjzj +WjΛ
−1
j Vjzo +Θjw)
z˙o =M
T
N∑
i=1
fi(t, Zizi +WiΛ
−1
i Vizo +Θiw)
ǫw˙ = −Qw + ǫV T oΛ oWTF (t, oZz + oW oΛ−1V zo +Θw)
(22)
for i ∈ N where ǫ = 1/k. It is clear that this system is
again in the standard singular perturbation form.
3 Behavior of the Multi-agent System
The system (1) has now been transformed to the
standard singular perturbation form, from which it
can be seen that the boundary-layer subsystem is
dw/dτ = −Qw, and the quasi-steady-state system is
obtained with w ≡ 0. We call this quasi-steady-state
system the blended dynamics for (1). It is seen from (14)
that the blended dynamics for (1a) is given by
˙ˆzi = Z
T
i fi(t, Zizˆi −WiΛiLizˆ +Mzˆo), i ∈ N ,
˙ˆzo =
N∑
i=1
V Ti Λ
−1
i W
T
i fi(t, Zizˆi −WiΛiLizˆ +Mzˆo),
zˆi(0) = Z
T
i xi(0), zˆo(0) =
N∑
i=1
V Ti Λ
−1
i W
T
i xi(0)
(23a)
for i ∈ N , where zˆi ∈ Rn−pi , zˆ = col(zˆ1, . . . , zˆN ), and
zˆo ∈ Rpo , so that it is a dynamic system of dimension
m := nN − (p¯ − po). Similarly, from (22), the blended
dynamics for (1b) is given by
˙ˆzi = Z
T
i fi(t, Zizˆi +WiΛ
−1
i Vizˆo)
−
N∑
j=1
LTjiΛjW
T
j fj(t, Zj zˆj +WjΛ
−1
j Vj zˆo), i ∈ N ,
˙ˆzo = M
T
N∑
i=1
fi(t, Zizˆi +WiΛ
−1
i Vizˆo),
zˆi(0) = Z
T
i xi(0)−
N∑
j=1
LTjiΛjW
T
j xj(0),
zˆo(0) = M
T
N∑
i=1
xi(0).
(23b)
Now, we can approximate the actual trajectory xi for all
i ∈ N when k tends to infinity, as long as the solution
to the blended dynamics exists for all future time.
Proposition 2 Under Assumption 1, assume that, for
given initial conditions xi(0), i ∈ N of (1), the solutions
zˆi(t) and zˆo(t) to (23) exist for all t ≥ 0. Then, the system
(1) admits the limiting solution; that is, for each t > 0,
lim
k→∞
xi(t, k) = Zizˆi(t)−WiΛiLizˆ(t) +Mzˆo(t) =: ξi(t)
(24a)
or,
lim
k→∞
xi(t, k) = Zizˆi(t) +WiΛ
−1
i Vizˆo(t) =: ξi(t) (24b)
for all i ∈ N , where xi(·, k) is the solution of (1) with
the coupling gain k.
Remark 1 Note that we define ξi(t) for t > 0 but
not at t = 0 because xi(0, k) = xi(0) for all k and
limk→∞ xi(0, k) need not be the same as limt→0+ ξi(t).
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Remark 2 Note that the choice of V does not alter the
limiting solution ξi. This is because, given one choice of
V , any other choices V˜ can be represented as
V˜ = V O,
where O ∈ Rpo×po is an orthogonal matrix. Then, this
only alters zo to z˜o, where z˜o = O
T zo. Therefore, the
limiting solution ξi is invariant:
ξi(t) = Zizˆi(t)−WiΛiLizˆ(t) +WiΛiVizˆo(t)
= Zizˆi(t)−WiΛiLizˆ(t) +WiΛiV˜iOT zˆo(t)
(25a)
or,
ξi(t) = Zizˆi(t) +WiΛ
−1
i Vizˆo(t)
= Zizˆi(t) +WiΛ
−1
i V˜iO
T zˆo(t).
(25b)
The same reasoning holds for the blended dynamics, and
thus, the stability assumptions for the blended dynamics
given in the rest of this paper are independent of the choice
of V .
While the convergence in Proposition 2 is point-wise in
time t, it will be shown that this convergence becomes
uniform in time if the blended dynamics is stable in a
certain sense. The forthcoming three theorems specify
these stabilities precisely and show how the solution of
the multi-agent system (1) behaves based on three differ-
ent stability assumptions. Here, it is emphasized again
that we require stability for the blended dynamics but
not for the individual agents.
Theorem 1 Under Assumption 1, assume that the
blended dynamics (23) is contractive. 3 Then, for any
compact set K ⊂ RnN and for any η > 0, there exists
k∗ > 0 such that, for each k > k∗ and x(0) ∈ K, the
solution x(t, k) to (1) exists for all t ≥ 0, and satisfies
lim sup
t→∞
‖xi(t, k)− ξi(t)‖ ≤ η, ∀i ∈ N .
Theorem 1 does not require the system (23) to have an
equilibrium point. However, it relies on the contraction
property of the blended dynamics. The following theo-
rem is for the case when there is a compact attractor,
e.g., an asymptotically stable equilibrium, of the blended
dynamics.
Theorem 2 Under Assumption 1, assume that there is
a nonempty compact set Az ⊂ Rm that is uniformly
asymptotically stable for the blended dynamics (23). Let
3 We say that x˙ = f(t, x) is contractive if there exist a
positive definite matrix Hc and a positive constant λc such
that Hc(∂f/∂x)(t, x) + (∂f/∂x)
T (t, x)Hc ≤ −λcHc, ∀x ∈
R
m, ∀t ≥ 0 (Pavlov, van de Wouw, & Nijmeijer, 2005).
Dz ⊃ Az be an open set contained in the domain of at-
traction of Az, and let
Dx := {(
o
Z − oW oΛL)zˆ+ (1N ⊗M)zˆo+
o
W
o
ΛV w ∈ RnN
: col(zˆ, zˆo) ∈ Dz , w ∈ Rp¯−po} (26a)
or, Dx := {
o
Zzˆ +
o
W
o
Λ−1V zˆo +Θw ∈ RnN
: col(zˆ, zˆo) ∈ Dz, w ∈ Rp¯−po}. (26b)
Then, for any compact set K ⊂ Dx ⊂ RnN and for any
η > 0 and τ > 0, there exists k∗ > 0 such that for each
k > k∗ and x(0) ∈ K, the solution x(t, k) to (1) exists
for all t ≥ 0, and satisfies
‖xi(t, k)− ξi(t)− ξ˜i(kt)‖ ≤ η, ∀t ∈ [0, τ ], i ∈ N (27)
lim sup
t→∞
‖x(t, k)‖Ax ≤ η, (28)
where ξ˜i is an exponentially decaying function such that
limt→∞ ξ˜i(t) = 0, and
Ax := {(
o
Z − oW oΛL)zˆ + (1N ⊗M)zˆo : col(zˆ, zˆo) ∈ Az}
(29a)
or, Ax := {
o
Zzˆ +
o
W
o
Λ−1V zˆo : col(zˆ, zˆo) ∈ Az}. (29b)
If a vanishing condition is appended to the multi-agent
system, we obtain a stronger result on top of Theorem 2.
Theorem 3 In addition to the assumptions of Theorem
2, assume that
(1) for all x ∈ Ax and t ≥ 0,
ΘTF (t, x) = 0 (30a)
or, V
T o
Λ
o
WTF (t, x) = 0, (30b)
(2) the set Az is locally exponentially stable for the
blended dynamics (23).
Then, for any compact set K ⊂ Dx, there exists k∗ > 0
such that for each k > k∗ and x(0) ∈ K, the solution
x(t, k) to (1) exists for all t ≥ 0, and satisfies
lim
t→∞ ‖x(t, k)‖Ax = 0. (31)
Remark 3 Recall that the objective in Theorem 3 is to
achieve asymptotic convergence to the set Ax. For this
purpose, it is necessary that Ax is invariant under (1).
By the structure of the set Ax given in (29), the state w
should be zero when x belongs to Ax. According to (14)
or (22), this in turn requires (30) to hold for all x ∈ Ax
and t ≥ 0.
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Remark 4 If the multi-agent system (1) is affine such
as fi(t, xi) = Aixi+ gi(t) with a constant matrix Ai and
a bounded external input gi(t), then the results of the
above theorems become global, because global behavior is
the same as local behavior for linear systems.
For the multi-agent system (1b), the conclusion of The-
orem 1 implies practical output synchronization with
{Oi = Ci, i ∈ N}. This follows from the observation that
Ciξi =WiΛ
2
iW
T
i (Zizˆi+WiΛ
−1
i Vizˆo) = Mzˆo = Cjξj . On
the other hand, if the conditions of Theorem 2 are met
for (1b), then a large k can make lim supt→∞ ‖x(t, k)‖Ax
arbitrarily small. This implies that practical output syn-
chronization is achieved withOi = Ci becauseAx is con-
tained in an output synchronization manifold defined as
{col(x1, . . . , xN ) ∈ RnN : Cixi = Cjxj , ∀i 6= j} since
o
Cx =
o
W
o
Λ2
o
WTx = (1N ⊗M)zˆo for any x ∈ Ax. If the
assumptions of Theorem 3 hold for (1b), then output
synchronization is achieved.
It is noted that the blended dynamics (23) implicitly con-
tains the information of the network graph through the
matrix Li. Therefore, in the cases when the information
on the graph structure is not available, stability verifica-
tion of the blended dynamics, which is necessary for ap-
plying three theorems in this section, becomes difficult.
In the next section, we present special cases where the
blended dynamics does not depend on the graph struc-
ture, which may be found useful for applications.
4 Special Cases
4.1 Identical Coupling Matrices
When all the Bi’s in (1a) are identical to a positive semi-
definite matrix Bo,
4 we have, referring to (3a), that
p1 = · · · = pN =: po, and that W1 = · · · = WN =:
Wo ∈ Rn×po , Z1 = · · · = ZN =: Zo ∈ Rn×(n−po), and
Λ1 = · · · = ΛN =: Λo ∈ Rpo×po . Then, since
o
W
o
Λ =
IN⊗WoΛo in this case so that (D⊗In)
o
W
o
Λ = D⊗WoΛo,
we can take any square matrix Vo ∈ Rpo×po such that
the columns of V = col(Vo, . . . , Vo) ∈ RNpo×po are an
orthonormal basis of ker(D ⊗WoΛo). This implies that
V TV =
∑N
i=1 V
T
o Vo = NV
T
o Vo = Ipo , from which we
obtain that VoV
T
o = (1/N)Ipo . Finally, since
o
W = IN ⊗
Wo,
o
Z = IN ⊗Zo, andWTo Zo = 0, the matrix L of (11)
becomes a zero matrix.
In this case, we can further simplify the expression of
(23a) because all Wi, Λi, and Vi are the same. Indeed,
4 If all the Ci’s in (1b) are identical to, say, Co, then this
case can also be considered as the case that all Bi’s are the
same as Bo = Co, because the matrix Ci can go in front of
the summation in (1b).
with all the above relations and with the new variable
defined by
sˆ := ΛoVozˆo ∈ Rpo , (32)
the blended dynamics (23a) becomes
˙ˆzi = Z
T
o fi(t, Zozˆi +Wosˆ) ∈ Rn−po , i ∈ N ,
˙ˆs =
1
N
N∑
i=1
WTo fi(t, Zozˆi +Wosˆ) ∈ Rpo (33)
zˆi(0) = Z
T
o xi(0), sˆ(0) =
1
N
N∑
i=1
WTo xi(0).
It is noted that, with L = 0, there is no direct inter-
action among zˆi-dynamics, while each zˆi interacts with
sˆ-dynamics so that the interactions among the zˆi’s are
indirect through the state variable sˆ. An example of this
case will be given in Section 5.2. In particular, the vector
field fi is split into two parts:W
T
o fi and Z
T
o fi. The for-
mer is averaged for the sˆ-dynamics, while the latter re-
mains, comprising a reduced-order multi-agent system.
This is done regardless of the particular structure of the
given network graph, as long as it is connected.
In this case, the limiting solution in Proposition 2 is
given by
ξi(t) = Zozˆi(t) +Wosˆ(t). (34)
It is seen that each ξi is affected by the variable sˆ, which
is common for all i, and by the variable zˆi but not by
zˆj for j 6= i. In fact, zˆi-dynamics is a subsystem of the
agent i itself. Therefore, if xi(t) approaches ξi(t) for all
i ∈ N , then the question of whether the xi’s achieve
(practical) state synchronization depends on whether zˆi
achieves (practical) state synchronization as time tends
to infinity, since Zo has full column rank.
4.2 Non-identical Positive Definite Coupling Matrices
If all the couplingmatricesBi in (1a) are positive definite
(but not necessarily identical), then p1 = · · · = pN =
po = n. In this case, we can take Wi = In for all i so
that WiΛ
2
iW
T
i = Bi with Λi =
√
Bi, and the matrices
Zi and L, and the state zˆi are null for all i ∈ N . From
Proposition 1, the matrix Vi can be obtained as Vi =√
B−1i M for all i ∈ N , where for V = col(V1, . . . , VN ) to
have orthonormal columns, the matrixM should satisfy
V TV =
N∑
i=1
V Ti Vi =
N∑
i=1
MT
√
B−1i
√
B−1i M = In.
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By lettingM =
√
(
∑N
i=1 B
−1
i )
−1, then, the blended dy-
namics (23a), with a new variable sˆ :=Mzˆo, becomes
˙ˆs =
(
N∑
i=1
B−1i
)−1
N∑
i=1
B−1i fi(t, sˆ)
sˆ(0) =
(
N∑
i=1
B−1i
)−1
N∑
i=1
B−1i xi(0).
(35a)
Similarly, if all the coupling matrices Ci in (1b) are pos-
itive definite, then one can find Wi = In, Λi =
√
Ci,
and Vi =
√
C−1i M with M =
√
(
∑N
i=1 C
−1
i )
−1. This
leads to the blended dynamics (23b), with a new vari-
able sˆ := Mzˆo:
˙ˆs =
(
N∑
i=1
C−1i
)−1
N∑
i=1
fi(t, C
−1
i sˆ)
sˆ(0) =
(
N∑
i=1
C−1i
)−1
N∑
i=1
xi(0).
(35b)
Another way to arrive at (35b) is the coordinate change
x¯i := Cixi for (1b), which yields
˙¯xi = Cifi(t, C
−1
i x¯i) + kCi
∑
j∈Ni
αij(x¯j − x¯i)
that resembles (1a), and use (35a) with Bi = Ci.
The limiting solution in this case is given by
ξi(t) =
{
sˆ(t), for (1a),
C−1i sˆ(t), for (1b).
(36)
In this special case, practical state synchronization is
always achieved for (1a) as long as the conditions of
Theorem 2 are met, because of (36).
4.3 Identical & Positive Definite Coupling Matrices
If all the Bi’s are identical to a positive definite matrix
Bo, then, by letting Wo = In for the case of Section
4.1, or Bi = Bo in Section 4.2, we obtain the blended
dynamics as
˙ˆs =
1
N
N∑
i=1
fi(t, sˆ), sˆ(0) =
1
N
N∑
i=1
xi(0) ∈ Rn. (37)
In this case, the limiting solution is ξi(t) = sˆ(t), from
which, we obtain state synchronization by Theorem 3
and practical state synchronization by Theorem 1 and
Theorem 2. (This means that we recover the results of
(Kim et al., 2012, 2013, 2016b).)
5 Applications
5.1 Distributed State Estimation
Consider a linear system
ω˙ = Sω ∈ Rn, ν =


ν1
...
νN

 =


G1
...
GN

ω = Gω, νi ∈ Rqi
where ω ∈ Rn is the state to be estimated, and ν is
the measurement output. It is supposed that there are
N distributed nodes, and each node i can access the
measurement νi ∈ Rqi only (where often qi = 1). We as-
sume that the pair (G,S) is detectable, while each pair
(Gi, S) is not necessarily detectable as in (Olfati-Saber,
2007; Bai, Freeman, & Lynch, 2011; Kim, Shim, & Wu,
2016a). Each node is allowed to communicate its in-
ternal state to its neighboring nodes. The question is
how to construct a dynamic system for each node that
estimates ω(t). See, e.g., (Mitra & Sundaram, 2016;
Kim, Shim, & Cho, 2016c) for more details on this dis-
tributed state estimation problem.
To solve the problem, we first employ the detectabil-
ity decomposition for each node, that is, for each pair
(Gi, S). With pi being the dimension of the undetectable
subspace of the pair (Gi, S), let [Zi,Wi] be an orthogo-
nal matrix, where Zi ∈ Rn×(n−pi) andWi ∈ Rn×pi , such
that[
ZTi
WTi
]
S[Zi Wi] =
[
S¯11i 0
S¯21i S¯
22
i
]
, Gi[Zi Wi] = [G¯i 0]
and the pair (G¯i, S¯
11
i ) is detectable. Then, pick a matrix
U¯i ∈ R(n−pi)×qi such that S¯11i − U¯iG¯i is Hurwitz, and
define Ui := ZiU¯i ∈ Rn×qi .
The distributed state observer that we are proposing is
˙ˆωi = Sωˆi + Ui(νi −Giωˆi) + kWiWTi
N∑
j=1
αij(ωˆj − ωˆi)
(38)
where k is sufficiently large. Here, the first two terms on
the right-hand side look like a typical state observer, but
due to the lack of detectability of (Gi, S), it cannot yield
stable error dynamics. Therefore, the diffusive coupling
of the third term exchanges the internal state with the
neighbors, compensating for the lack of information on
the undetectable parts. Recalling that WTi ω comprises
the undetectable part of ω by νi in the decomposition
above, it is noted that the coupling term compensates
for only the undetectable portion in the observer. As a
9
result, the coupling matrix WiW
T
i is rank-deficient in
general. This point is in sharp contrast to the previous
results such as (Kim et al., 2016c), where the coupling
term is nonsingular so that the analysis is more compli-
cated.
With xi := ωˆi−ω and Bi =WiWTi , the error dynamics
becomes
x˙i = (S − UiGi)xi + kBi
N∑
j=1
αij(xj − xi), i ∈ N .
This is precisely the multi-agent system (1a), where in
this case the matrices Zi and Wi have implications re-
lated to detectable decomposition. In particular, from
the detectability of the pair (G,S), it is seen that
∩Ni=1im(Wi) = ∩Ni=1 ker(ZTi ) = {0}, by recalling that
ker(ZTi ) is the undetectable subspace of the pair (Gi, S).
This implies that po = 0 by the construction, V is null,
and thus, V can be chosen to be the identity matrix.
With them, the blended dynamics is given by, with the
state zˆo being null,
˙ˆzi = Z
T
i (S − UiGi)(Zizˆi −WiΛiLizˆ)
= (ZTi S − U¯iG¯iZTi )(Zizˆi −WiΛiLizˆ) = (S¯11i − U¯iG¯i)zˆi
for i ∈ N , where we have used the fact that ZTi SWi = 0
and ZTi Wi = 0.
Noting that S¯11i −U¯iG¯i is Hurwitz for all i ∈ N , it is seen
that the set Az = {0} ⊂ RnN−p¯ is globally exponen-
tially stable. In addition, the condition (1) of Theorem
3 holds since, in this case, Ax = {0} ⊂ RnN and F (t, x)
is a linear function of x that is zero on Ax. Therefore,
Theorem 3 and Remark 4 yields the following.
Corollary 1 Suppose that Assumption 1 holds and that
(G,S) is detectable. Then, there exists k∗ > 0 such that
for each k > k∗ and ωˆi(0) ∈ Rn, i ∈ N , the solution of
(38) exists for all t ≥ 0, and satisfies
lim
t→∞ ‖ωˆi(t)− ω(t)‖ = 0, ∀i ∈ N .
5.2 Synchronization of Heterogeneous Van der Pol Os-
cillators
Consider a network of heterogeneous Van der Pol oscil-
lators modeled as
x˙i = vi
v˙i = ciwi(1− x2i )vi − w2i xi + kui, i ∈ N ,
(39)
where ci and wi are the parameters for each oscillator.
Suppose that the output and the diffusive coupling input
are given by
yi = axi + bvi and ui =
∑
j∈Ni
αij(yj − yi) (40)
where a > 0 and b > 0 are given. For (39) with (40),
we claim that the synchronous and oscillatory behaviors
can be achieved with a sufficiently large coupling gain k
if
1
N
N∑
i=1
ciwi > 0 and
1
N
N∑
i=1
w2i > 0. (41)
In fact, it is well known that the stand-alone, i.e., when
ui ≡ 0, Van der Pol oscillator has a stable limit cycle
(and the domain of attraction is R2\{0}) if and only if
ciwi > 0 and w
2
i > 0. Therefore, the condition (41) may
be interpreted as its blended version. Interestingly, some
agent may violate ciwi > 0 or w
2
i > 0 as long as their
average confirms (41), which means that some malfunc-
tioning oscillators may coexist in the oscillating network
as long as there are a majority of good neighbors.
To justify the claim, we note that (39) with (40) is a het-
erogeneous multi-agent system, which can be rewritten
as
[
x˙i
v˙i
]
=
[
vi
ciwi(1− x2i )vi − w2i xi
]
− k
[
0 0
a b
]
N∑
j=1
lij
[
xj
vj
]
where [lij ] = L is the Laplacian matrix. This resembles
the form of (1a), but the coupling matrix is not sym-
metric. Therefore, we employ a state transformation
[
x¯i
v¯i
]
=
[
1 0
a
b
1
][
xi
vi
]
,
so that the above system is converted into
[
˙¯xi
˙¯vi
]
=

 −ab 1
−
(
(a
b
)2 + ciwi
a
b
+ w2i
) (
a
b
+ ciwi
)


[
x¯i
v¯i
]
+ ciwix¯
2
i
[
0
a
b
x¯i − v¯i
]
− k
[
0 0
0 b
]
N∑
j=1
lij
[
x¯j
v¯j
]
=: fi
([
x¯i
v¯i
])
− kBo
N∑
j=1
lij
[
x¯j
v¯j
]
,
in which Bo is a positive semi-definite matrix. This cor-
responds to the special case discussed in Section 4.1, and
thus, the blended dynamics is obtained from (33) with
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Zo = col(1, 0) and Wo = col(0, 1) as
˙ˆzi =
[
1 0
]
fi
([
1
0
]
zˆi +
[
0
1
]
sˆ
)
= −a
b
zˆi + sˆ,
˙ˆs =
1
N
N∑
i=1
[
0 1
]
fi
([
zˆi
sˆ
])
=: fˆ(zˆ1, . . . , zˆN , sˆ).
(42)
Now, in order for the limiting solution to exhibit the be-
havior of the limit cycle, this (N + 1)-th order blended
dynamics should have a stable limit cycle, which is, how-
ever, not a trivial question in general. However, we ob-
serve from (42) that, with a/b > 0, all the zˆi’s achieve
asymptotic synchronization, regardless of sˆ, with an ex-
ponential convergence rate. Therefore, if the blended dy-
namics has a stable limit cycle, which is an invariant set,
it has to be on the synchronizationmanifold S defined as
S := {col(zˆ, . . . , zˆ, sˆ) ∈ RN+1 : col(zˆ, sˆ) ∈ R2} .
Projecting the blended dynamics (42) to the synchro-
nization manifold S, i.e., replacing zˆi with zˆ in (42) for
all i ∈ N , we obtain a second-order system
˙ˆz = −a
b
zˆ + sˆ,
˙ˆs = fˆ(zˆ, . . . , zˆ, sˆ) (43)
=
(a
b
+ cˆwˆ(1 − zˆ2)
)(
−a
b
zˆ + sˆ
)
− wˆ2zˆ,
where wˆ =
√∑N
i=1 w
2
i /N , and cˆ is a constant such
that cˆwˆ =
∑N
i=1 ciwi/N (this choice makes the equa-
tion look similar to the stand-alone Van der Pol oscilla-
tor). Therefore, (43) should have a stable limit cycle if
the blended dynamics has a stable limit cycle. In order
to check whether (43) actually has a stable limit cycle,
define z := zˆ and s := −(a/b)zˆ + sˆ, which yields
z˙ = s, s˙ = cˆwˆ(1− z2)s− wˆ2z. (44)
This coincides with the stand-alone Van der Pol oscilla-
tor written in (39), and thus, the condition (41) is neces-
sary and sufficient for existence of the unique stable limit
cycle γ of (44) with the domain of attraction R2\{0}.
This in turn implies that (41) is a necessary condition for
the blended dynamics (42) to have a stable limit cycle.
Further analysis, given in (Lee & Shim, 2018), proves
that the condition (41) is also sufficient for (42) to have
a stable limit cycle.
Theorem 4 (Lee & Shim (2018)) The blended dy-
namics (42) has a stable limit cycle if and only if the
condition (41) holds. If the condition holds, the unique
stable limit cycle is given as
Az :=
{
col
(
zˆ, . . . , zˆ,
a
b
zˆ + sˆ
)
∈ RN+1 : col(zˆ, sˆ) ∈ γ
}
where γ ⊂ R2 is the unique limit cycle of (44). More-
over, the domain of attraction of Az is RN+1 \M, where
M ⊂ RN+1 is an (N − 1)-dimensional manifold that
contains the origin and has a positive distance from Az;
i.e., ‖m‖Az ≥ c > 0, ∀m ∈ M.
Theorem 4 ensures that the assumption of Theorem 2 is
satisfied, and thus, we obtain the following.
Corollary 2 For the network of heterogeneous Van der
Pol oscillators (39) with (40), suppose that Assumption
1 and the condition (41) hold. Let Dx be defined as
Dx =
{
col(x1, v1, . . . , xN , vN ) ∈ R2N :
col
(
x1, . . . , xN ,
1
N
∑N
i=1
(
a
b
xi + vi
))
/∈M
}
where M is defined in Theorem 4. Then, for any com-
pact set K ⊂ Dx and for any η > 0 and τ > 0, there
exists k∗ > 0 such that for each k > k∗ and each initial
condition in K, the solutions to (39) with (40) exist for
all t ≥ 0, and satisfy
∥∥∥∥∥
[
xi(t, k)
vi(t, k)
]
−
[
zˆi(t)
−a
b
zˆi(t) + sˆ(t)
]
− ξ˜i(kt)
∥∥∥∥∥ ≤ η, ∀t ∈ [0, τ ]
lim sup
t→∞
‖col(x1, v1, . . . , xN , vN )‖Ax ≤ η, (45)
for all i ∈ N , where ξ˜i is a function exponentially decay-
ing to zero, and
Ax := {1N ⊗ col(z, s) : col(z, s) ∈ γ}.
Since the solution to the networked heterogeneous Van
der Pol oscillator (39) with (40) approaches arbitrarily
close to the synchronization manifold Ax with a suffi-
ciently large k, it is seen that the solution is “phase co-
hesive” (Do¨rfler & Bullo, 2014, Sec. 3.1), which means
that the phase differences remain small between any two
oscillators running around the limit cycle (even if the
difference is not zero). Further discussions can be found
in (Lee & Shim, 2018), where it is shown that the net-
worked oscillator (39) with (40) actually has a locally
asymptotically stable limit cycle whose shape becomes
Ax as k → ∞, which also implies that the solution to
(39) with (40) converges to a periodic solution.
Remark 5 From Theorem 3, we obtain
lim
t→∞ ‖col(x1, v1, . . . , xN , vN )‖Ax = 0
for the identical case, i.e., ci = cj and wi = wj for any
i 6= j. This is because the identical case guarantees the
condition (1) of Theorem 3, and the limit cycle Az is
proved to be locally exponentially stable in (Lee & Shim,
2018).
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5.3 Estimation of the Number of Agents
When constructing a distributed network, sometimes
there is a need for each agent to know global in-
formation such as the number of agents in the net-
work without resorting to a centralized unit. See
(Kostoulas, Psaltoulis, Gupta, Briman, & Demers,
2005; Baquero, Almeida, Menezes, & Jesus, 2012) for
more on this problem. In such circumstances, the pro-
posed tool can be employed to design a distributed net-
work that estimates the number of participating agents,
under the assumption that there is one agent (whose ID
is 1, for example) who always takes part in the network.
Suppose that agent 1 integrates the following scalar
dynamics:
n˙1(t) = −n1(t) + 1 + k
∑
j∈N1
(nj(t)− n1(t)) (46)
while all others integrate
n˙i(t) = 1 + k
∑
j∈Ni
(nj(t)− ni(t)), i = 2, . . . , N (47)
whereN is unknown to the agents. Then, themulti-agent
system is heterogeneous and corresponds to the special
case of Section 4.3. Therefore, the blended dynamics is
simply obtained as
˙ˆs(t) = − 1
N
sˆ(t) + 1. (48)
This implies that all the limiting solutions ξi(t) = sˆ(t)
converge to N as time goes to infinity. Then, it follows
from Theorem 1 that each state ni(t) approaches arbi-
trarily close to N with a sufficiently large k. Hence, by
increasing k such that the estimation error is less than
0.5, and by rounding ni(t) to the nearest integer, each
agent gets to know the number N as time goes on. As a
matter of fact, if there is a known upper bound Nmax of
N , one can obtain an explicit result as follows.
Corollary 3 (Lee, Lee, Kim, & Shim (2018))
Suppose that Assumption 1 hold, the agent 1 always
participates in the network, and there is a known upper
bound Nmax of N . Then, for each k > k
∗ = N3max and
ni(0) ∈ [0, Nmax], i ∈ N , the solution to (46) and (47)
exists for all t ≥ 0, and satisfies
⌈ni(t)⌋ = N, ∀i ∈ N , ∀t ≥ T
where T = 4Nmax ln(2N
1.5
maxk/(k−N3max)), and ⌈·⌋ is the
rounding operator.
Remark 6 A slight variation of the idea can also yield
an algorithm to identify the agents attending the network.
Let the number 1 in both (46) and (47) be replaced by 2i−1,
where i is the unique ID of the agent in {1, 2, . . . , Nmax}.
Then the blended dynamics (48) becomes ˙ˆs = −(1/N)sˆ+∑
j∈Na 2
j−1/N , whereNa is the index set of the attending
agents, and N is the cardinality of Na. Since the limiting
solution ξi(t) →
∑
j∈Na 2
j−1, each agent can figure out
the integer value
∑
j∈Na 2
j−1, which contains the binary
information of the attending agents.
The drawbacks of the proposed algorithm are those two
assumptions that the agent 1 should always join the
network, and the maximum number Nmax should be
known. On the other hand, one benefit of the proposed
method is that the initial conditions do not affect the
final value of ni(t) because they are forgotten as time
tends to infinity due to the stability of the blended dy-
namics. This is in sharp contrast to other works such
as (Shames, Charalambous, Hadjicostis, & Johansson,
2012), where the information is encoded in the initial
conditions, which is then sensitive to disturbance or
noise. In this work, we embed the information in the
vector fields (such as −n1(t) + 1 in (46) or 1 in (47)),
and rely on the stability to make each agent converge
to a computed outcome. This is a method that is ro-
bust against disturbance or noise. In addition, since
it does not rely on the initial conditions (we call it
initialization-free), the proposed algorithm is suitable
for plug-and-play operation; e.g., some agents may join
or leave the network during the operation. Further dis-
cussions are found in (Lee et al., 2018), which illustrates
how the plug-and-play operation is guaranteed for the
proposed algorithm of (46) and (47).
5.4 Distributed Optimization
Consider an optimization problem
minimize
N∑
i=1
Ji(xi)
subject to
N∑
i=1
xi =
N∑
i=1
di, xi ≤ xi ≤ xi, i ∈ N (49)
where xi ∈ R is the decision variable, Ji is a strictly con-
vex C2 function, and xi, xi, and di are given constants.
A practical example is the economic dispatch problem
of electric power, in which di represents the demand of
node i, xi is the power generated at node i with its mini-
mum xi and maximum xi, and Ji is the generation cost.
A centralized solution is easily obtained using La-
grangian and Lagrange dual functions. Indeed, it can be
shown that the optimal value is obtained by x∗i = θi(λ
∗)
where
θi(λ) :=
(
dJi
dxi
)−1(
sat
(
λ,
dJi
dxi
(xi),
dJi
dxi
(xi)
))
,
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where (dJi/dxi)
−1(·) is the inverse function of (dJi/dxi)(·),
sat(s, a, b) is s if a ≤ s ≤ b, b if b < s, a if s < a.
The optimal λ∗ maximizes the dual concave function
g(λ) =
∑N
i=1 Ji(θi(λ)) + λ(di − θi(λ)), which can be
asymptotically obtained by the gradient algorithm:
λ˙(t) =
dg
dλ
(λ(t)) =
N∑
i=1
(di − θi(λ(t))). (50)
On the other hand, a distributed algorithm to solve the
optimization problem approximately is to integrate
λ˙i(t) = di − θi(λi(t)) + k
∑
j∈Ni
(λj(t)− λi(t)) (51)
at each node i ∈ N . Note that the function θi can be
computed within the node i from local information such
as Ji, xi, and xi, and thus, the proposed solver (51) does
not exchange the private information of each node with
other nodes (except the dual variable λi). The idea of
constructing (51) comes from the fact that the blended
dynamics of the heterogeneous multi-agent system (51)
is given by
˙ˆs(t) =
1
N
N∑
i=1
(di − θi(sˆ(t))) = 1
N
dg
dλ
(sˆ(t)) (52)
which follows from Section 4.3. Obviously, (52) is the
same as the centralized solver (50) except the scaling
of 1/N . The effect of this scaling can be compensated
considering that the time t in (52) is not a physical time
but computer time, which can be accelerated in a faster
computer. Finally, by Theorem 1, the state λi(t) of each
node approaches arbitrarily close to λ∗ with a sufficiently
large k, and so, the following is obtained.
Corollary 4 Suppose that Assumption 1 holds and the
optimization problem (49) is feasible. Then, for any η >
0, there exist k∗ > 0 and T > 0 such that, for each
k > k∗ and λi(0) ∈ [dJi/dxi(xi), dJi/dxi(xi)], i ∈ N ,
the solution to (52) exists for all t ≥ 0, and satisfies
‖θi(λi(t))− x∗i ‖ ≤ η, ∀i ∈ N , ∀t ≥ T
where x∗i is the optimal solution.
Readers are referred to (Yun, Shim, & Ahn, 2019),
which also describes the behavior of the proposed al-
gorithm when the problem is infeasible so that each
agent can figure out that infeasibility occurs. It is again
emphasized that the initial conditions are forgotten
and therefore unimportant, which makes the algorithm
suitable for plug-and-play operation.
5.5 A Remark on the Coupling Gain k
In general, computation of the threshold k∗ for the cou-
pling gain k requires the information about the agent
dynamics, the graph Laplacian, and so on, which may
become an obstacle for the decentralized design of multi-
agent systems, even though the operation of the multi-
agent system is still distributed. This is not a problem if
a designer computes k∗ a priori and broadcasts k to ev-
ery agent before the operation. If not, some other ideas
such as a worst-case selection of k∗ or adaptive on-line
tuning of k may need to be employed. For more details,
one can refer to the papers cited in the previous subsec-
tions.
6 Conclusion
We have illustrated that the behavior of a heterogeneous
multi-agent system under rank-deficient strong coupling
can be approximated by the limiting solution that is ob-
tained from the blended dynamics. This may serve as
a useful toolkit for the analysis of multi-agent systems
whose heterogeneity comes from the uncertainty in na-
ture, or for the synthesis of networked control systems
whose heterogeneity is intentionally posed in order for a
different agent to perform a different task. Various prop-
erties of the proposed approach are discussed in the in-
troduction, and several applications are included to em-
phasize these properties.
For the future works, a possible direction will be to con-
sider nonlinear coupling as in (Park, Kim, & Ha, 2010;
Sepulchre, 2011), communication disturbance as in
(Andrievsky, Fradkov, & Liberzon, 2018), and commu-
nication delay as in (Hatanaka, Chopra, Fujita, & Spong,
2016). Consideration of different coupling gains, rather
than the common k, should also be of interest. Finally,
we recall that the proposed analysis is based on the idea
of treating the coupling gain k as the singular pertur-
bation parameter that is sufficiently large. However, for
synthesis, there can be a limit for increasing k because
of discretization, physical saturation, and so on. The
study in this paper has a limitation for these cases.
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A Proofs
In order to prove all the claims for the two cases, (1a)
and (1b), in a compact way, let us define a new variable
Z := col(z1, . . . , zN , zo). Then, both systems (14) and
(22) can be uniformly written as
Z˙ = h(t,Z, w)
ǫw˙ = ǫg(t,Z, w)−Qw (A.1)
where Z ∈ Rm, w ∈ RnN−m, ǫ = 1/k, both h and g are
defined from (14) or (22), which are piecewise continuous
in t, continuously differentiable with respect to Z and w,
locally Lipschitz with respect to Z and w uniformly in t,
and both h(t, 0, 0) and g(t, 0, 0) are uniformly bounded
in t. In fact, col(Z, w) = Pa,bcol(x1, . . . , xN ) where Pa,b
denotes the matrix Pa or Pb in (7) or (16) depending on
the case. Therefore, the initial conditions Z(0) and w(0)
are determined from x(0). If a compact set K ⊂ RnN is
given for the initial condition x(0), then let KZ ⊂ Rm
and Kw ⊂ RnN−m be compact sets such that, for all
x(0) ∈ K, the corresponding Z(0) ∈ KZ and w(0) ∈
Kw. Now, the quasi-steady-state subsystem of (A.1) can
be denoted by
˙ˆZ = h(t, Zˆ, 0) (A.2)
which corresponds to the blended dynamics (23),
and it is noted that col(Zˆ, 0) = Pa,bξ where ξ :=
col(ξ1, . . . , ξN ). Its initial condition satisfies Zˆ(0) = Z(0).
The following lemma, whose statement is customized to
our case, will be used frequently in the proofs.
Lemma 1 (Khalil (2002), Theorem 11.1) Assume
that there is a compact set KZ such that, for any
Zˆ(0) ∈ KZ ⊂ Rm, the solution Zˆ(t) to (A.2) exists for
all t ≥ 0. Then, for any compact set Kw ⊂ RnN−m,
and for any η′ > 0 and τ ′ > 0, there exists ǫ∗ > 0 such
that, for each 0 < ǫ < ǫ∗ and w(0) ∈ Kw, the solution to
(A.1) with Z(0) = Zˆ(0) exists for t ∈ [0, τ ′] and satisfies
‖Z(t)− Zˆ(t)‖ ≤ η′, ∀t ∈ [0, τ ′],
‖w(t)− exp(−Qt/ǫ)w(0)‖ ≤ η′, ∀t ∈ [0, τ ′]. (A.3)
A.1 Proof of Proposition 2
The claim of Proposition 2 is proved by showing that for
arbitrarily small η > 0, there exists ǫ∗ > 0 such that,
for all k > 1/ǫ∗, we have ‖Z(t, k) − Zˆ(t)‖ ≤ η/2 and
‖w(t, k)‖ ≤ η at given t > 0, where (Z(t, k), w(t, k))
is the solution to (A.1) with ǫ = 1/k and given initial
condition (Z(0), w(0)). For this, set η′ = η/2, τ ′ = t,
KZ = {Z(0)}, Kw = {w(0)}, and apply Lemma 1 to
obtain ǫ∗ for (A.3). Note that the assumption of Propo-
sition 2 implies the assumption of Lemma 1. Now, with-
out loss of generality, suppose that ǫ∗ is small enough so
that ‖ exp(−Qτ ′/ǫ)w(0)‖ ≤ η/2 for all ǫ ∈ (0, ǫ∗). Then,
(A.3) at t = τ ′ justifies the claim.
A.2 Proof of Theorem 1
From the assumption of Theorem 1, there exist a positive
definite matrix Hc and a positive constant λc such that
(Z1 −Z2)THc(h(t,Z1, 0)− h(t,Z2, 0))
= (Z1 −Z2)THc ∂h
∂Z (t, rZ1 + (1− r)Z2, 0) (Z1 −Z2)
=
1
2
(Z1 −Z2)T
[
Hc
(
∂h
∂Z
)
+
(
∂h
∂Z
)T
Hc
]
(Z1 −Z2)
≤ −λc
2
(Z1 −Z2)THc(Z1 −Z2)
with some r ∈ (0, 1) for eachZ1 andZ2 ∈ Rm. With this
in mind, let us define Vc(Zˆ,Z) := (Zˆ − Z)THc(Zˆ − Z)
and V0c (Zˆ) := Vc(Zˆ, 0). Then, we claim that the solution
Zˆ(t) of (A.2) with arbitrary Zˆ(0) ∈ KZ , is bounded so
that there is µ > 0 such that Zˆ(t) ∈ Ω0c(µ) := {Zˆ :
V0c (Zˆ) ≤ µ} for all t ≥ 0. Indeed, since
V˙0c = 2ZˆTHc(h(t, Zˆ, 0)− h(t, 0, 0)) + 2ZˆTHch(t, 0, 0)
≤ −λcV0c + 2
√
h¯
√
V0c
where h¯ := supt≥0 V0c (h(t, 0, 0)), we have V˙0c ≤ 0 when-
ever V0c (Z) ≥ 4h¯/λ2c. Therefore, by taking µ such that
µ ≥ 4h¯/λ2c and Ω0c(µ) ⊃ KZ , the claim is justified.
Now, let V¯c(Zˆ,Z, w) := Vc(Zˆ,Z) + wTHw where H is
the positive definite matrix satisfying QTH +HQ = I.
Define Ωc(η¯) := {(Zˆ,Z, w) : V¯c(Zˆ,Z, w) ≤ η¯}. For a
given η, set
η¯ =
η2
2‖P−1a,b ‖2
min{λmin(Hc), λmin(H)}.
Then, (Zˆ,Z, w) ∈ Ωc(η¯) implies ‖P−1a,b ‖2‖Zˆ − Z‖2 ≤
η2/2 and ‖P−1a,b ‖2‖w‖2 ≤ η2/2. This, in turn, im-
plies ‖xi − ξi‖ ≤ η because ‖xi − ξi‖2 ≤ ‖x − ξ‖2 =
‖P−1a,b (col(Z, w) − col(Zˆ, 0))‖2 = ‖P−1a,b ‖2(‖Z − Zˆ‖2 +
‖w‖2) ≤ η2. Therefore, the remaining proof shows that
there exists ǫ∗ > 0 such that, for each ǫ ∈ (0, ǫ∗), (i) the
set Ω := Ωc(η¯)∩(Ω0c(µ)×RnN ), which is compact, is pos-
itively invariant and (ii) the solution (Zˆ(t),Z(t), w(t))
of both (A.1) and (A.2) enters the set Ω in a finite time.
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(i): The time derivative of V¯c for both (A.1) and (A.2)
on the compact set Ω yields that
˙¯Vc = 2(Z − Zˆ)THc(h(t,Z, 0)− h(t, Zˆ, 0))− 1
ǫ
‖w‖2
+ 2(Z − Zˆ)THc(∂h/∂w)(t,Z, rw)w + 2wTHg(t,Z, w)
≤ −λcVc − 1
ǫ
‖w‖2 + 2θ¯
√
‖Hc‖
√
Vc‖w‖ + 2θ¯‖H‖‖w‖
≤ −λc
2
V¯c + 2ǫθ¯2‖H‖2 −
[
1
2ǫ − 2θ¯
2‖Hc‖
λc
− λc‖H‖2
]
‖w‖2
where θ¯ is chosen such that θ¯ is an upper bound of
‖(∂h/∂w)(t,Z, w)‖ and ‖g(t,Z, w)‖ for all t ≥ 0 on
the set Ω. Take ǫ¯ = λcmin{η¯/(4θ¯2‖H‖2), 1/(4θ¯2‖Hc‖+
λ2c‖H‖)}. Then, for each ǫ ∈ (0, ǫ¯), ˙¯Vc ≤ 0 if V¯c ≥ η¯.
Hence, the set Ω is positively invariant for such ǫ.
(ii): Set η′ =
√
η¯/(‖Hc‖+ 4‖H‖), and find τ ′ > 0 such
that, for any w(0) ∈ Kw, we have ‖ exp(−Qt/ǫ)w(0)‖ ≤
η′ for all t ≥ τ ′ and all ǫ ∈ (0, ǫ¯). Then, with given KZ
andKw, Lemma 1 yields ǫ
∗ (such that ǫ∗ ≤ ǫ¯without loss
of generality). Then, for each ǫ ∈ (0, ǫ∗), the solutions
satisfy ‖Z(τ ′) − Zˆ(τ ′)‖ ≤ η′ and ‖w(τ ′)‖ ≤ 2η′, which
guarantees that V¯c(Zˆ(τ ′),Z(τ ′), w(τ ′)) ≤ η¯.
A.3 Proof of Theorem 2
The proof for the inequality (27) of Theorem 2 is a direct
consequence of Lemma 1 because it is just a different
expression of (A.3) via the linear coordinate change Pa,b.
Now, the assumption of Theorem 2 implies that the set
Az is uniformly asymptotically stable for (A.2) and that
there exists r0 > 0 such thatAz ⊂ Ar0z := {Z : ‖Z‖Az ≤
r0} ⊂ Dz. Then, there exist a continuously differentiable
function VZ : Ar0z × [0,∞)→ R≥0, class K functions α1,
α2, and α3, and a constant θ such that
α1(‖Z‖Az) ≤ VZ(Z, t) ≤ α2(‖Z‖Az)
∂VZ
∂t
(Z, t) + ∂VZ
∂Z (Z, t)h(t,Z, 0) ≤ −α3(VZ(Z, t))∥∥∥∥∂VZ∂Z (Z, t)
∥∥∥∥ ≤ θ (A.4)
for all Z ∈ Ar0z and t ≥ 0 (see Appendix B for the con-
struction of VZ). Let V¯Z(Z, w, t) := VZ(Z, t) + wTHw
whereH is the positive definite solution toQTH+HQ =
I. For a given η, let
η¯ := min
{
α1
(
η√
2‖P−1
a,b
‖
)
, η
2λmin(H)
2‖P−1
a,b
‖2 , α1(r0)
}
and let Ω(t) := {(Z, w) : V¯Z(Z, w, t) ≤ η¯}. Then,
with η′ := min{α−12 (η¯/2)/2,
√
η¯/(2‖H‖)/2} and η′′ :=
η/(
√
2‖P−1a,b ‖) for given η, it can be shown that Ωinner :=
{(Z, w) : ‖Z‖Az ≤ 2η′, ‖w‖ ≤ 2η′} ⊂ Ω(t) ⊂ Ωouter :={(Z, w) : ‖Z‖Az ≤ min{η′′, r0}, ‖w‖ ≤ η′′} for all t ≥ 0
(2η′ < η′′). On the other hand, (Z, w) ∈ Ωouter implies
‖x‖Ax ≤ η because ‖x‖2Ax = infZˆ∈Az ‖P−1a,b col(Z, w) −
P−1a,b col(Zˆ, 0)‖2 = ‖P−1a,b ‖2(‖Z‖2Az + ‖w‖2). Therefore,
the following proof shows that there exists ǫ∗ > 0 such
that, for each ǫ ∈ (0, ǫ∗), (i) ˙¯VZ ≤ 0 for all t ≥ 0 on
the set Ωouter \ Ωinner ⊂ Ar0z × {w : ‖w‖ ≤ η′′}, and (ii)
there is a time τ ′ ≥ 0 at which (Z(τ ′), w(τ ′)) ∈ Ωinner.
(i): The time derivative of V¯Z along (A.1) on Ωouter \
Ωinner leads to
˙¯VZ = ∂VZ
∂t
(Z, t) + ∂VZ
∂Z (Z, t)h(t,Z, 0)−
1
ǫ
‖w‖2
+
∂VZ
∂Z (Z, t)(∂h/∂w)(t,Z, rw)w + 2w
THg(t,Z, w)
≤ −α3(VZ(Z, t))− 1
2ǫ
‖w‖2 + 2ǫθ¯2
≤ −min
{
α3(α1(2η
′)),
2
ǫ
(η′)2
}
+ 2ǫθ¯2
in which, θ¯ is chosen such that θ¯ is an upper bound of
θ‖(∂h/∂w)(t,Z, w)‖ and 2‖H‖‖g(t,Z, w)‖ for all t ≥ 0
onΩouter\Ωinner. Take ǫ¯ = min{α3(α1(2η′))/(2θ¯2), η′/θ¯}.
Then, for each ǫ ∈ (0, ǫ¯), ˙¯VZ ≤ 0 by the above inequality.
(ii): Since the set Az is uniformly asymptotically stable
for (A.2), there exists τ ′ such that ‖Zˆ(t)‖Az ≤ η′ for all
t ≥ τ ′ and that ‖ exp(−Qt/ǫ¯)w(0)‖ ≤ η′ for all t ≥ τ ′
and allw(0) ∈ Kw. By applying Lemma 1with η′, τ ′, and
Kw, we obtain ǫ
∗ > 0 (without loss of generality, ǫ∗ ≤ ǫ¯),
such that ‖Z(τ ′)‖Az ≤ ‖Zˆ(τ ′)‖Az + ‖Z(τ ′)− Zˆ(τ ′)‖ ≤
2η′ and ‖w(τ ′)‖ ≤ η′ + ‖ exp(−Qτ ′/ǫ)w(0)‖ ≤ 2η′ for
all ǫ ∈ (0, ǫ∗), i.e., (Z(τ ′), w(τ ′)) ∈ Ωinner.
A.4 Proof of Theorem 3
Now, in order to prove Theorem 3, we note that, by
the condition (2) of Theorem 3, there is a Lyapunov
function U such that α1‖Z‖2Az ≤ U(Z, t) ≤ α2‖Z‖2Az ,‖(∂U/∂Z)(Z, t)‖ ≤ α3‖Z‖Az , and (∂U/∂t)(Z, t) +
(∂U/∂Z)(Z, t)h(t,Z, 0) ≤ −α4‖Z‖2Az , with some
αi > 0, that is valid on a neighborhood Ω
0 := {Z :
α1‖Z‖2Az ≤ η¯} with some η¯ > 0. Let U¯(Z, w, t) :=
U(Z, t) + wTHw where H is the positive definite
matrix such that QTH + HQ = I. The condition
(1) of Theorem 3 implies that g(t,Z, 0) = 0 for all
Z ∈ Az and t ≥ 0, and thus, there is a constant
g¯ such that ‖Hg(t,Z, 0)‖ ≤ g¯‖Z‖Az on the set Ω0.
Moreover, we can find constants θh¯ and θg¯ such that‖α3(∂h/∂w)‖ ≤ θh¯ and ‖2H(∂g/∂w)‖ ≤ θg¯ on the com-
pact set Ω := Ω0×{w : wTHw ≤ η¯} for all t ≥ 0. Then,
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the time derivative of U¯ along (A.1) on Ω satisfies
˙¯U = ∂U
∂t
(Z, t) + ∂U
∂Z (Z, t)h(t,Z, 0)−
1
ǫ
‖w‖2
+
∂U
∂Z (Z, t)(∂h/∂w)(t,Z, r1w)w + 2w
THg(t,Z, 0)
+ 2wTH(∂g/∂w)(t,Z, r2w)w
≤ −α4‖Z‖2Az + (θh¯ + 2g¯)‖Z‖Az‖w‖ −
[
1
ǫ
− θg¯
]
‖w‖2.
Hence, we can find ǫ¯ > 0 and λu > 0 such that, for all
ǫ ∈ (0, ǫ¯) and t ≥ 0, we have ˙¯U ≤ −λuU¯ whenever U¯ ≤ η¯
(for each t ≥ 0, {(Z, w) : U¯(Z, w, t) ≤ η¯} ⊂ Ω).
Let η′ :=
√
η¯/(4(α2 + ‖H‖)), then we obtain as in (ii)
of Appendix A.3, τ ′ and ǫ∗ > 0 (ǫ∗ ≤ ǫ¯), such that
U¯(Z,w, τ ′) ≤ α2‖Z‖2Az + wTHw ≤ η¯ for all ǫ ∈ (0, ǫ∗).
This implies limt→∞ ‖x(t, k)‖Ax = 0, which completes
the proof with k∗ := 1/ǫ∗.
B Converse Lyapunov Theorem for a Set
We provide with this version of converse Lyapunov the-
orem because we were not able to find it for the class of
time-varying systems having a compact attractor that is
locally asymptotically stable, and we also need (A.4).
Note that there exists r0 > 0 such that {Z : ‖Z‖Az ≤
r0} ⊂ Dz. Then, by the uniform stability, there is a class
K function δ such that for any η ∈ (0, r0], the solution of
(A.2) with Zˆ(t0) = Z0, denoted as Zˆ(t, t0,Z0), satisfies
‖Zˆ(t, t0,Z0)‖Az ≤ η, ∀t0 ≥ 0, ∀t ≥ t0, ∀‖Z0‖Az ≤ δ(η).
Moreover, given η ∈ (0, r0] and r ∈ (0, δ(r0)], there exists
T (η, r) ≥ 0 such that ‖Zˆ(t, t0,Z0)‖Az ≤ η for all t0 ≥ 0,
t ≥ T (η, r) + t0, and ‖Z0‖Az ≤ r. Then, by following
the proof of (Khalil, 2002, Lemma 4.5), we obtain a class
KL function β : [0, δ(r0)]× [0,∞)→ R≥0 satisfying
‖Zˆ(t, t0,Z0)‖Az ≤ β(‖Z0‖Az , t− t0)
for all t0 ≥ 0, t ≥ t0, and ‖Z0‖Az ≤ δ(r0). Now, by
(Teel & Praly, 2000, Lemma 15), we obtain a function
ω : {Z : ‖Z‖Az < r0 + 1} =: O → R that is continuous
onO and smooth onO\Az, which satisfies, for all Zˆ ∈ O,
0.5‖Zˆ‖Az ≤ ω(Zˆ) ≤ 1.5‖Zˆ‖Az .
Then, by (Teel & Praly, 2000, Lemma 17), we get ρ ∈
K∞ such that ωˆ(·) := ρ(ω(·)) is smooth on O.
Because h(t,Z, 0) is C1 and locally Lipschitz with re-
spect to Z uniformly in t, we can find a constant L
such that ‖(∂h/∂Z)(t,Z, 0)‖ ≤ L for all ‖Z‖Az ≤ r0
and t ≥ 0. Let δ0 := δ(r0)/2, then we obtain, as in
(Khalil, 2002, Appendix C.7), a continuously differen-
tiable function VZ : ΩZ × [0,∞)→ R≥0 as VZ(Z, t) :=∫∞
t
G(ωˆ(Zˆ(τ, t,Z)))dτ , where G is a class K function
obtained from (Khalil, 2002, Lemma C.1), by letting
g(s) = ρ(1.5β(δ0, s)) and h(s) = e
Ls. The properties of
the Lyapunov function listed around (A.4) also follow
from the argument similar to the ones given in (Khalil,
2002, Appendix C.7).
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