Abstract. Matrix power converters are used for transforming one alternating-current power supply to another, with different peak voltage and frequency. There are three input lines, with sinusoidally varying voltages which are 120 • out of phase one from another, and the output is to be delivered as a similar three-phase supply. The matrix converter switches rapidly, to connect each output line in sequence to each of the input lines in an attempt to synthesize the prescribed output voltages. The switching is carried out at high frequency and it is of practical importance to know the frequency spectra of the output voltages and of the input and output currents. We determine in this paper these spectra using a new method, which has significant advantages over the prior default method (a multiple Fourier series technique), leading to a considerably more direct calculation. In particular, the determination of the input current spectrum is feasible here, whereas it would be a significantly more daunting procedure using the prior method instead.
Introduction.
In electrical and electronic engineering, there are many applications in which it is necessary to convert a power supply from one voltage and frequency to another. Particular examples arise in aeronautical and marine applications, since there are increasingly many electrically powered devices aboard aircraft and ships, all with separate demands in terms of power supplies. The field of power conversion, while of great economic importance, thus poses particular technological challenges in aircraft in particular, where it is clearly highly desirable that power conversion be achieved without recourse to heavy bulk energy storage elements.
In modern solid-state power converters, the need for intermediate energy storage is avoided, because the output voltage is generated by rapidly switching between multiple input voltages (see, for example, [7] ). The aim is that the low-frequency components of the output synthesize a prescribed waveform, while the high-frequency components related to the switching are ultimately filtered out.
In this paper, we describe a compact means of determining the voltage and current spectra for one such application of particular technological significance: the matrix power converter [12] . This is a device which aims to convert an alternating-current power supply at one voltage and frequency to a second at a different voltage and frequency. Applications of matrix converters include adjustable-speed drives, where the speed of the motor is governed by the frequency of its power supply. A significant benefit of the approach outlined in this paper is that we are able to give explicit and detailed descriptions of input currents, which are considerably more complex and difficult to determine than the output voltages and currents which have been predominantly studied in the past.
The matrix converter switching frequency greatly exceeds the input and output frequencies. The way in which its switching takes place is termed its modulation strategy here, and there are many such strategies adopted in practice, of which a comparatively simple variant is comprehensively analyzed in this paper. The matrix converter successively connects, via switches, each output line to each of the input lines, according to the modulation strategy. Thus the voltage on any given output line comprises short segments of the three input sinusoidal waveforms; it contains both lowfrequency contributions (from the input voltages) and high-frequency contributions (from the switching). It is the spectrum of the output voltages and currents that we compute here, along with the more involved calculation for the corresponding currents drawn from the input lines.
In digital implementations, the input voltages are measured (sampled) at high frequency, at the start of each switching period. Then after each sample a calculation must be done to determine the corresponding switching times to achieve the desired output. This leads to so-called regular or uniform sampling of the input to determine the modulation strategy. The delay between sampling and switching results in undesirable distortion in the form of unintended low-frequency components in the output [5] ; it also affects the high-frequency part of the spectrum, but this is not so serious provided that the low-pass filtering still effectively removes such components.
Although less relevant to the power converter application, an alternative sampling technique is also analyzed here: so-called natural sampling, which is widely used in, for example, audio applications [3, 6, 8] . In natural sampling, an analogue device compares one of the input voltages with some reference waveform and switches whenever the two become (instantaneously) equal. The lack of delays in natural sampling leads to a more accurate spectrum for the audio component of the output [7] ; a comparison between the spectra for regular and natural sampling allows us to determine what aspects of the former spectrum are due to associated digital implementation effects.
In the engineering literature, spectra for switching devices are generally computed by a multiple Fourier series method usually ascribed to Black [3] , but acknowledged to go at least as far back as Bennett [2] (see, for example, [4] ). The method involves introducing separate independent variables representing time scaled by each of the input, output, and switching frequencies, then writing the required quantities as multiple Fourier series, in terms of each of these variables separately. The corresponding Fourier coefficients are then computed. Finally, the answer is specialized to the physical case, in which the separate time variables are recognized to be constant multiples of one another. The method is simplest for natural sampling, but can be modified for regular sampling, although it is more algebraically involved in that case.
The major content of this paper is the development of more direct methods than Black's for determining the output voltage, output current, and input current spectra. The methods contained herein can be used for regular and natural sampling, although the order in which various steps are applied is different in the two cases if the greatest efficiency is to be achieved. However, in contrast to Black's method, neither calculation is intrinsically more algebraically cumbersome than the other. Furthermore, our analysis, although presented here for the matrix converter problem, is in fact readily adaptable to any other switching problem for which Black's method is the usual default, for example the modeling of class-D audio amplifiers [6] .
In section 2 we outline some notation and describe model calculations (given for both regular and natural sampling), which form the building blocks for many of the subsequent calculations. The output voltages are then computed, using these building-block solutions, for both types of sampling. In section 3 we introduce further notation and calculate the output and input currents, for general output impedances, illustrating our results in section 4. In section 5 we show how to derive more rapidly convergent solutions when the form of the output impedances is known (it is often the case that the output loads may be approximated by a resistor and an inductor in series, for example), considerably reducing the computation time. Our conclusions are given in section 6. In the appendix, we illustrate how the results in this paper may be extended to a more complicated modulation strategy.
Calculation of output voltages.
We begin by calculating the spectra of output voltages in a matrix converter. Some of the main ideas of this simpler calculation recur in the more involved calculation for input currents and it is useful to set out the main features and establish notation in the simpler context.
Notation for voltages.
In an idealized matrix converter [12] (see Figure 2.1), there are three input voltages, which we label
where ω 0 is the input frequency and voltages are scaled to give unit peak input voltages. Of course, the physical voltages are the real parts of the expressions given in (2.1). It will be convenient to write these collectively as a vector
Three output voltages, denoted v a (t), v b (t), and v c (t) and written in the vector form, are obtained by sampling the input voltages during intervals which repeat quasiperiodically, according to the modulation strategy. We scale time so that the switching period is unity (hence the switching frequency is 2π), and consider a simple form of switching pattern such that each output, labeled o = a, b, c, is of the form [9] (2.2)
for n + β o n < t < n + 1 (more sophisticated switching strategies can also be analyzed using the methods described in this paper; these are discussed briefly in the appendix). An important assumption in our analysis will be that the switching frequency is much larger than the input frequency: 2π ω 0 . This is certainly the case in practical implementations, to allow the high-frequency switching components to be filtered without affecting the desired low-frequency components.
We encode the relationships in (2.2) using a switching matrix
whose elements are either 0 or 1 at any given instant, according to which input and output lines are connected. Then
For example,
where the step function ψ t1,t2 is defined by
and similar expressions can be written for the other elements of M (t), using (2.2).
2.2.
A model calculation for the case of uniform sampling. Before describing the full calculation of the three-phase output voltages it is useful to outline a model calculation which illustrates the essence of our approach in a somewhat simpler setting. We consider a function,
which samples a unit input voltage over the quasiperiodically repeating intervals n + α n < t < n + β n .
In the case of uniform sampling, we assume that the switching times are determined by sampling the continuous functions
at the evenly spaced times τ = n [1, 9, 10] . In other words,
Note that the matrix product in (2.3) consists of sums of functions of the form (2.5), modulated by the harmonic function e iω0t . Adopting the convention that the Fourier transform is written aŝ
and noting that the Fourier transform of the step function ψ t1,t2 (t) iŝ
we findF
We now make use of the identity [11] (2.8)
so that
where, using (2.6), we find
It is useful to record the following limiting values:
o t h e r w i s e .
Then, using the Poisson summation formula in the form
we find thatF
where we denote (2.12) ω nm = 2πn + mΩ.
The result (2.11) can alternatively be written in the time domain as (2.13)
We therefore find that the spectrum of the function F (t) is confined to integer combinations of the switching frequency 2π and the modulation frequency Ω (cf. [3] ). Furthermore, the frequencies of particular practical interest are those with n = 0 (those with n = 0 will be filtered out), and it is easily verified that in the limit Ω 2π the dominant frequencies with n = 0 are ω 00 = 0 and ω 0±1 = ±Ω. It will later prove useful to denote by F 0 (t) the terms in (2.13) for n = 0; summing over m the contributions to F (t) with n = 0 is then easily seen to give (2.14)
By comparing (2.14) with (2.6), we see that the n = 0 contribution F 0 (t) is thus, with errors of order Ω, a sinusoidal signal with frequency Ω, plus a constant signal.
Output voltages in the case of uniform sampling.
The model calculation in section 2.2 can now be used as the basis for a more complete description of the output voltages. We begin by describing more explicitly the switching conventions in (2.2). These are designed to generate output voltages
where ω 1 is the output frequency and q is the output amplitude. The subscript "ref"
indicates that the corresponding quantity is the intended, reference state; the actual output voltage will generally approximate this reference value in its low-frequency spectrum, but also contain slight low-frequency distortion terms and significant highfrequency components. The matching of the low-frequency terms in v out (t) and v 
Here,
is the difference between output and input frequencies and
The coefficients in (2.16) were originally derived by attempting to generate the correct low-frequency components in the output voltages, in the limit Ω → 0.
We now adapt the model calculation in section 2.2 to describe the output voltages. Note that (2.3) indicates that any given output voltage can be written as
where
are all particular cases of the function F (t) described in section 2.2. Repeating the calculations there, we find that F oA (t), F oB (t), and F oC (t) have Fourier transforms
here δ 0m is the Kronecker δ. Note that the quantities X i m (ω) do not depend on the output line.
The transformed output voltages are given bŷ
which can then be written aŝ
where we denote
and
The corresponding expression in the time domain gives us the key result of this section, that the output voltages may be written as
Note that the amplitudes V nm are common to all three output lines; the differences between the three output voltages result from the different values of
The most physically interesting part of the result is
In analogy with (2.10), we find the limiting cases
and these can be used to show that the rightmost sum in (2.21) approximately returns the voltages required in (2.15), so that
The O(Ω) error results from the discrete sampling of the input voltages used to compute the modulation strategy with regular sampling. It can be eliminated by changing the modulation strategy to natural sampling, which is now described.
A model calculation for the case of natural sampling.
We now turn to the case of natural sampling. Here, in contrast to regular sampling, the input voltages are monitored continuously, and switching takes place at the instants when these voltages become equal to some other reference voltage. Because of the need to continuously monitor the input voltages, such sampling is generally implemented using analogue electronics. The key additional algebraic complication associated with natural sampling is that the switching times satisfy implicit equations. To analyze natural sampling, then, we consider once again the model sum in (2.5) except that the switching times are chosen to satisfy conditions
We note that, according to (2.24), we may consider α n and β n to be irregular samples of the continuous functions A(t) and B(t). However, to make analytical headway with our approach, it is preferable instead to regard α n and β n as being obtained by regularly sampling continuous functions α(τ ) and β(τ ) as in (2.7). Now, however, it is the functions A(t) and B(t) that are prescribed explicitly while the functions α(τ ) and β(τ ) are determined implicitly by
which are continuous versions of (2.24).
In the case of natural sampling, the output spectrum is best calculated by performing Poisson resummation before taking the Fourier transform of the function F (t). Using the version (2.25)
of Poisson resummation on expression (2.5) for F (t), we find that
where τ B (t) and τ A (t) are, respectively, the values of τ at which the step function ψ τ +α(τ ),τ +β(τ ) (t) switches on and then off again for fixed t. These switching times satisfy the conditions t = τ A + α(τ A ) and t = τ B + β(τ B ), which can be rearranged to give
We therefore have (2.27)
Equation (2.8) now gives
where X m (ω) has been defined in (2.9) and, in the special case n = 0, we may use (2.10); ω nm has been defined in (2.12). The Fourier transform is
These results are similar to those given in section 2.2 for the case of uniform sampling, except that the amplitude functions X m are evaluated at different values of the argument (2πn here, rather than ω nm for uniform sampling). This difference has a dramatic effect on the terms with n = 0, however, which collectively contribute
to the sum (see also (2.28)). This is the natural-sampling analogue of (2.14) and it is exact, which means that the only low frequencies present in F (t) are those present in the prescribed functions A(t) and B(t) (cf. [3, 6, 8] ).
Output voltages in the case of natural sampling.
We now adapt the model calculation in section 2.4 to the case of three-phase output voltages produced by naturally sampling input voltages as in (2.2). The difference from the calculation in section 2.3 is that here the switching times are determined implicitly by equations of the form
rather than being given directly as in (2.16).
There is nothing fundamentally new in the calculation here that has not already been covered in sections 2.3 and 2.4 so we simply present the main results. The output voltages can be given in the form
which is similar to (2.20), except that in the expressioñ
the arguments of the functions X i m (which are once again given by (2.19)) are 2πn instead of ω nm . The part of v o (t) of most physical interest is the contribution from terms with n = 0; this contribution can be written, using (2.10),
Remarkably, this result coincides exactly with the desired form in (2.15). We emphasize that the result
is exact for natural sampling (cf. the corresponding result (2.23) for uniform sampling, where there are errors of order Ω). In other contexts, this exact capture of some reference output is well known [3, 6, 7, 8] .
3. Input and output currents. We now turn our attention to the currents in the system. The output currents are readily determined from the output voltages, provided that the output impedances are known (for simplicity, we suppose that the output neutral is connected to the supply neutral-see Figure 2 .1). In order to construct the input currents, however, we must examine how the modulation strategy assigns the output currents to each input line; we are thus led to consider two separate discrete sampling processes, and the Fourier transform is as a result more complex to analyze. We note that in practice the input currents are monitored to provide a diagnostic of the system, and thus a knowledge of their spectrum is of particular practical utility.
The general discussion below applies equally to either regular or natural sampling. In section 3.4 below, we specialize the analysis to the two cases separately.
Notation for currents.
We begin by setting out notation, building on the discussion in section 2.1. We adopt similar conventions for the input and output currents, writing
where the superscript T denotes the transpose, and we note that current conservation means that these are connected by the transpose of the switching matrix [12] , according to
A central goal in this paper is to compute the spectrum of the input currents in terms of the input voltages, and there are two elements to this calculation: summing over the windows of time in which the input voltage is sampled as a simple harmonic, and calculating the contributions from individual windows within that sum. The summation is a double sum arising from the combined matrix products in (2.3) and (3.1) and is described explicitly below. We first describe in general terms the contribution of an individual element in this sum.
Loading the output:
Currents associated with individual input pulses. Let
represent an output voltage obtained by sampling a harmonic input voltage e iω0t over the window t 3 < t < t 4 . Let the output be connected to a load described by the impedance Z(ω), so that in the frequency domain the output current iŝ
We describe the corresponding relation in the time domain using an admittance operator Y , such that i t3,t4 (t) = Y v t3,t4 (t). This will describe an output current that switches on at t = t 3 , is driven harmonically in the window t 3 < t < t 4 , and decays as a transient thereafter, when t 4 < t < ∞. If a given input line connects to the output in question during the window t 1 < t < t 2 , then we denote the corresponding contribution to that input current by
The corresponding relation in the frequency domain is
where * denotes convolution.
Loading the output: Total currents.
Net input currents are obtained by summing individual contributions of the form (3.4), as governed by the matrix products in (2.3) and (3.1). We now outline details and notation for this process. Let the output voltages and currents be related by
where Y is the diagonal matrix of admittance operators
and where the diagonal elements are specific to each output. In Fourier representation, the admittance operator is represented by the simple diagonal matrix
of output-specific admittances. Combining (3.5) with (2.3) and (3.1), we may write
Let us denote by
the combined operator relating the input currents to the (known) input voltages, so that
A typical element of Q(t) can be written as a simple sum over outputs. Specifically,
where the row index i = A, B, C and the column index j = A, B, C are labels of inputs. Each switching element F oi (t) is, in fact, a train of step-functions, as illustrated in (2.4). This allows us to write more explicitly, for example,
Note that the individual terms in this sum are of the form given in (3.3), with
Other entries in the matrix Q(t) can be written similarly, except that alternative combinations of switching times are substituted for t 1 , t 2 , t 3 , and t 4 .
In the frequency domain, a typical element of the matrixQ(ω) can be written, in analogy with (3.7),
Direct calculation of input currents.
We now outline a direct calculation of the input currents, for regular or natural sampling, using (3.8) and (3.9), respectively, as a basis. Nothing is assumed here about the form of the output impedances and the method is very general. More efficient, but less general, methods are described later, for specific forms of the output impedances. The difference between the two sets of calculations derives from whether we perform the convolution integral in (3.9) before or after the double sum over switching times. In this section, the sum is performed first and the convolution after.
Regular sampling.
We first describe the calculation for regular sampling. For the contributionQ ij (ω), as described by (3.9), we first writê
and the functionF oi (ω) has been defined in (2.17). In this expression the function
is convolved with
and the result is a quadruple sum
and, in the sum, the indices k, l, n, and m run independently from −∞ to ∞. The output-dependent parts (to be summed over later) have been isolated within square brackets in this expression. Using the fact that ω kl + ω nm = ω k+n,l+m , this result can alternatively be stated in the time domain as
It is convenient to group terms in this sum with a common frequency, giving
In this result, the amplitude Q o,ij
NM of a term with a given frequency Ω NM is expressed as a double sum. Finally, we note that, according to (3.6), the total current in an input labeled by the superscript i can be obtained from the results above using
Although these formulas for the input currents seem rather unwieldy, we may already note the potentially diagnostically useful result that, if all outputs have equal impedance, then the sum over outputs produces a factor o e Miδ o = 1 + e 2πMi/3 + e 4πMi/3 , which vanishes unless M is a multiple of 3. Hence, in this special case, the frequencies Ω NM = ω 0 + 2πN + M Ω appear only where M is a multiple of 3.
Natural sampling.
We may readily adapt the expressions derived in the previous section to the case of natural sampling, without repeating the entire calculation. To do so, we simply note, from (2.18) and (2.29) , that the only material difference in the natural sampling case lies in the arguments of the functions X i m used in the definitions ofF oi (ω). Hence the input currents are still given by an expression of the form (3.13), with Q o,ij given by (3.11); however, Q o,ij NM is now given by
rather than by (3.12) . It is interesting to note that in the case of input currents, unlike in the cases of output voltages and currents, natural sampling does not produce a clean single harmonic when the high-frequency terms with N = 0 are filtered out.
Results for the voltage and current spectra.
In this section we illustrate the results above for the output voltage and input current spectra. Recalling that the switching frequency has been scaled to 2π, we choose parameter values as follows:
The corresponding output voltage spectrum is independent of the output loads, and is shown in Figure 4 .1, for regular and natural sampling. The primary feature of note is the exact reproduction of the low-frequency (n = 0) part of the voltage spectrum for natural sampling and, in contrast, the significant low-frequency distortion introduced by regular sampling. 
.2. Spectrum of the input currents in line A with regular sampling, for parameter values (4.1). Upper plot: balanced loads, with (4.3). Lower plot: unbalanced loads, with (4.4). Spectra for input lines B and C are similar.
To determine the input currents, we must specify the output loads, which will each comprise a resistor and an inductor in series, so that
We consider two cases. In the first, all output lines offer equal impedance, with
in the second, the output impedances are unbalanced, and we take
From Figure 4 .2 we see that the frequency spectrum for the input current is sparser for the balanced load. In fact, as argued above, the spectrum is confined to frequencies of the form ω 0 + 2πn + mΩ, where m is a multiple of 3; for the unbalanced load, by contrast, all frequencies of the form ω 0 + 2πn + mΩ are present.
More efficient calculation of the input spectrum.
The results of section 3 provide expressions for the input and output currents, and thus solve the problem posed at the start of this paper. However, each coefficient in the input current spectrum requires the evaluation of a doubly infinite sum, as in (3.12) and (3.14). Furthermore, these sums converge rather slowly. So we now describe a more efficient means of obtaining the input current spectrum for specific output impedances. It differs from the calculation in section 3 by taking advantage of the known impedances to perform the convolution integrals in (3.9) before the sum over switching times is evaluated. A consequence is that each Fourier coefficient will then require calculation of only a single infinite sum.
The explicit calculations outlined are for the case where each output load takes the form of a resistor and an inductor in series, so that the corresponding impedances are given by (4.2). The various complex impedances need not be equal between outputs a, b, and c. We shall discuss later how this method may be extended to the case of more general forms for the output impedances.
Illustration of transfer matrix calculation for purely resistive loads.
We begin by considering purely resistive loads, with L o = 0. Although such loads are of limited practical interest, they are nevertheless useful to illustrate the following transfer matrix method. For a purely resistive load, the admittances of the three output lines are simply the constants
This case is thus considerably easier to analyze than that of general impedance because a step output voltage of the sort described in section 3.2 produces an output current only while the voltage is switched on. Then, for example, the terms in the sum (3.7) vanish unless n = m and we find that the diagonal terms in Q take the form
Note that the functions F oi (t) have been defined in (2.17). The off-diagonal terms in Q necessarily vanish for resistive loads. To see this, consider, for example, 
where x nm = ω nm for regular sampling, and x nm = 2πn for natural sampling. Here
is an effective total output admittance, common to all three inputs. These two simplifying elements of the matrix Q (namely that Q is a diagonal matrix, and that the diagonal elements are given by a single sum, as in (5.1)) follow from there being a purely resistive load. The key points are that an output voltage pulse produces a proportional output current pulse, and that after the voltage pulse the corresponding current drops immediately to zero.
Frequency domain calculation for series resistor/inductor loads.
We now consider the case of more general loads, with inductive as well as resistive elements, with output impedances given by (4.2). In this case, the double sum in (3.9) does not collapse to a single sum as it did in the purely resistive case and the calculation is more complex.
Before summing the series, let us consider in more detail the structure of the summand, whose general form is given in (3.4) . For an inductive load with impedance Z = R + iωL = iL(ω − iγ), where γ = R/L is the decay rate of transients in the current, we can write (3.4) more explicitly aŝ
having substituted the explicit forms forψ t1,t2 (ω) andψ t3,t4 (ω) in the convolution integral. This is conveniently evaluated using the residue calculus. The denominator in the integrand has three zeroes, two on the real axis and one on the positive imaginary axis. The zeroes on the real axis are canceled by zeroes in the numerator and do not lead to poles in the total integrand. Since the integrand is analytic on the real axis, we may move the contour slightly off the real axis before beginning the calculation proper and the manner in which we do this will not affect the final result. This observation is relevant because we will evaluate the integral by expanding the numerator and considering terms individually. Although these individual terms have poles on the real axis, if we have deformed the contour away from these poles beforehand, the individual integrals are well defined. Furthermore, any contributions made by the poles on the real axis through the residue calculus must combine consistently and be independent of the initial contour deformation. The integral is therefore controlled by the pole at ω = iγ. There are three cases to consider. Case 1. Window t 1 , t 2 precedes window t 3 , t 4 . In this case, where t 1 < t 2 < t 3 < t 4 , every term in the expanded numerator
decays exponentially as ω descends into the lower-half plane. The contour of integration can therefore be pushed downwards and, because there are no poles in the lower-half plane, the integral must vanish. We therefore necessarily have
in this case. Note that in the case of more complicated load impedances, causality demands that all of the zeroes of Z(ω ) lie in the upper-half plane and the result (5.4) still holds. The result is obvious in the time domain because a driving voltage confined to the window (t 3 , t 4 ) produces no current for t < t 3 , and any sampling window confined to this range must produce a null result. Case 2. Window t 1 , t 2 follows window t 3 , t 4 . In this case, t 3 < t 4 < t 1 < t 2 . Let us assume that the integration contour has been moved slightly above the real axis before the calculation for individual terms in expansion (5.3) begins. Then, all of the terms on the right of (5.3) are exponentially decaying into the upper-half plane and we push the contour upwards, picking up a contribution only from the pole at ω = iγ. This yieldŝ
For more general load impedances, there would be a sum of such contributions, each term corresponding to a zero of Z(ω ), or equivalently a decay rate of the system, weighted by residues of 1/Z(ω ).
Case 3. Window t 1 , t 2 coincides with window t 3 , t 4 . In this case, t 1 = t 3 < t 2 = t 4 . The calculation here is somewhat more complicated and requires a more careful consideration of the poles on the real axis. We forgo the details here and simply quote the result:
which is obtained by summing the contributions from the various poles for each of the terms in (5.3) and following some further algebraic manipulation.
So far we have established the forms of the individual terms in (3.9). It remains to perform the double sum over switching times in that equation. Once again we concentrate initially on the elementQ BB (ω) and indicate later how the calculation is altered for other elements. In this case, the summands in (3.9) are of the form ı t1,t2,t3,t4 (ω), as calculated above, with
, and with loads that are output-specific. Let us denote by
the decay rate of transients associated with output o. In view of (5.4), the summands vanish if n < m, so let us set n = m + r for r = 0, 1, 2, . . . , and separate (3.9) into "diagonal" and "off-diagonal" contributions:
The diagonal contribution accounts for the terms with r = 0 and corresponds to the case of coinciding windows given in (5.6). We expect these terms to dominate the total sum and so describe them first. We start with regular sampling (natural sampling is discussed at the end of this section). Then using the notation of section 2.3, we write
recalling that Ω nm = ω 0 + ω nm = ω 0 + 2πn + mΩ. A similar calculation shows that
Note that the expression defining Y B m (ω, ω ) can be summed using Graf's theorem [11] . However, leaving the definition of Y B m (ω, ω ) as a sum, as done here, has the advantage of admitting easier generalization to other diagonal terms and being simpler to write. We can therefore writê
There are similar diagonal contributions toQ
We next discuss off-diagonal contributions. In this case the summands are of the form given in (5.5) and
where (after some manipulation)
The off-diagonal contributions toQ AA andQ CC are of the same form, with appropriate replacements for X B m . If we now consider elementsQ ij (ω) with i = j, we find that the appropriate intervals (t 1 , t 2 ) and (t 3 , t 4 ) never overlap and all summands are of the form given in (5.5). The calculation is very similar to that forQ BB offdiag (ω) except that, when i > j, the sum over r starts from r = 0 rather than r = 1 (here we adopt the convention that C > B > A). The result is the following generalization of (5.9):
Again, the sum defining U ij m (ω, ω ) can be expressed alternatively using Graf's theorem but the form given is simpler to write. Note that if we set i = j, then (5.10) also describes the off-diagonal part ofQ ii , if we take
The current in the input labeled by the subscript i is (cf. (3.13)) 
Conclusions.
We have shown how to compute the output voltage spectrum, and the output and input current spectra for an idealized matrix power converter, for general output loads. Our method provides a rather more direct alternative to the usual approach of Black's multiple Fourier series [2, 3] , and appears to be the first published calculation of the full spectrum. The mathematical expressions involved in the present calculations are considerably more compact than would be the equivalent expressions using Black's method. Despite its greater directness, however, our method still requires calculations that are rather algebraically involved. We have shown how reasonable assumptions about the form of the output loads-for example, if they are all series resistor-inductor loads-can be used for deriving more rapidly convergent expressions for the input currents (which are of particular significance since they provide an easily monitored diagnostic of the system). We note that the calculation in this paper can be adapted relatively easily to more general output impedances.
One potential practical upshot of our work is the following. In applications such as aeronautics, there are strict regulations regarding acceptable levels of the electromagnetic interference generated by high-frequency switching applications such as matrix converters. This paper provides, apparently for the first time, analytical expressions for the full frequency spectrum of voltages and currents. We therefore expect the formulas derived herein, and appropriate extensions of the methodology to more general cases (for example, a wider range of output impedances) to allow engineers to design matrix converters to satisfy mandatory restrictions on power quality without wasteful overspecification of the associated filters.
In the appendix, we illustrate how similar techniques can be adapted to more general switching protocols for the matrix converter. However, these introduce new frequencies into the spectrum, so the calculation is more involved.
The Fourier transform/Poisson resummation techniques applied here (with a judicious choice of the order in which the elements of the technique are applied, according to whether regular or natural sampling is used) may also be applied to other switching problems. Notable examples are the class-D audio amplifier, for which an analysis such as that given in this paper would lead to considerably more compact derivations of the spectrum than previously given [3, 8] , and DC-AC converters (inverters) [7] .
Appendix. The modulation strategies considered in the main text are the simplest possible; in practice, more complicated strategies are used. Many of these will be amenable to a treatment similar to that described in this paper, but with increased algebraic complexity. In this appendix we illustrate some of the necessary modifications by calculating the output voltage spectrum for natural sampling using a hybrid Venturini modulation strategy. In this case, the switching times are determined by The case θ = 1/2 proves particularly straightforward to implement in practice [12] . The calculation of F oi (t) is now rather more involved, since A similar calculation can be undertaken for uniform sampling but is not described here.
