We establish necessary and sufficient conditions the validity of the discrete Hardy-type inequality
Introduction and preliminaries
Let 0 < p, q < ∞. Let ω i = {ω i,k } ∞ k=1 and u = {u i } ∞ i=1 be are non-negative real number sequences and v = {v i } ∞ i=1 be a positive real number sequence. f = {f i } ∞ i=1 is a non-negative sequence. We consider the following inequalities:
and
for the operators in the following form:
(
respectively, where C and C * are positive finite constants independent of f and (a i,j ) is an arbitrary nonnegative matrix.
The main aim of this paper is to investigate that the problems necessary and sufficient conditions the validity of inequalities (1) and (2) with the case 0 < p ≤ q < ∞, 0 < p < 1 and under weaker conditions on the matrices (a i,j ) in operators defined by (3) and (4) for all sequences f ≥ 0 (see theorems 2.1-2.2). Moreover, we study these problems on the cone of monotone sequences (see theorems 2.3-2.6). Finally, we will get the applications of the main results.
Notation. The symbol M K means that there exists α > 0 such that M ≤ αK, where α is a constant which may depend only on parameters such as p, q, r. If M K M , then we write M ≈ K.
Р е п о з и т о р и й К а р Г У
We also need the following well-known result (see [1] ): Lemma A. [1] . Let γ > 0. Then
for all sequences {β k } ∞ k=1 of positive real numbers and
for all j, k ∈ {1, 2, ..., N }, N ∈ N ∪ {∞} and for all sequences {β k } ∞ k=1 of positive real numbers such that
The main results
On nonnegative sequences
Our main results read as follows. Theorem 2.1. Let 0 < p ≤ q < ∞ and 0 < p ≤ 1. Let the entries of the matrix (a i,j ) ≥ 0 such that a i,j is non-increasing in the second index. Then the inequality (1) holds if and only if
Let the entries of the matrix (a i,j ) ≥ 0 such that a i,j is non-decreasing in the first index. Then the inequality (2) holds if and only if
holds. Moreover, B * ≈ C * , where C * is the best constant in (2). Proof of Theorem 2.1. Necessity. Let the inequality (1) holds. Let us show that B < ∞. For 1 ≤ j ≤ k ≤ i, we assume that
By substituting f into the inequality (1) we get that
The proof of necessity is complete.
where δ, ε > 0.
Р е п о з и т о р и й К а р Г У
Since a i,k ≥ a i,j , 1 ≤ k ≤ j, then using the (5) we find that n j=1
From (9) its follows that
. Now, we apply Minkowski's inequality for q p ≥ 1 and we find that
Since ∀n ∈ N , we have that
Thus, by combining (8) and (10) its follows that B ≈ C. The proof is complete. The proof of the Theorem 2.2 is completely analogous to the proof of Theorem 2.1, so we leave out the details.
On monotone sequences
Assume that
Our main result for the operators defined by (3) and (4) 
on the cone of non-negative and non-increasing
on the cone of non-negative and non-decreasing sequences f = {f k } ∞ k=1 holds if and only if A * < ∞ holds. Moreover, A * ≈ C * , where C * is the best constant in (12).
The proof of the Theorem 2.4 and 2.6 are completely analogous to the proof of Theorem 2.3 and 2.5 respectively, so we will only prove Theorems 2.3 and 2.5.
Proof of Theorem 2.3. Necessity. Suppose that the inequality (1) holds with the best constant C > 0. We take a test sequencef k = {f j } ∞ j=1 such thatf
Substituting the test sequencef k in the inequality (1) we obtain that
The proof of necessity is complete. Sufficiency. Let the inequality (1) holds. We will show that B < ∞. We known that for all non-negative and non-increasing sequence f = {f j } ∞ j=1 write in the form:
wheref j ≥f j+1 ≥ 0, for j ≥ 1 and lim j→∞f j = 0.
We consider two cases separately:
Then c = 0 and f j =f j for j ≥ 1.
We suppose that {g j } ∞ j=0 : g j > 0, g j > g j+1 , lim
By using (14) and apply Minkowski's inequality for 1 p ≥ 1, we find that and
Next, apply Minkowski's inequality for q p ≥ 1 and using (6), we get that
Since
Then
, then from (15) we obtain that
Therefore,
and (1) holds. According to (14) and (18), we have that B ≈ C, where C is the best constant for which (1) holds. The proof is complete. Proof of Theorem 2.5. The Necessity part in the same way as to proof of Theorem 2.3. Therefore,
To prove sufficiency we proceed as follows. We assume that ∞ k=1 v p k = ∞. By using (14) and apply Minkowski's inequality for q p ≥ 1, we find that
and applying Minkowski's inequality for p > 1 and (6) we have that
Since J(f ) = J(f ) and lim ε→0 f ε i = lim ε→0 f j + εg j = f we get that (20) and (21) its follows that
and (11) holds. According to (19), (22) and (23), we have that A ≈ C, where C is the best constant for which (11) holds. The proof is complete.
Applications
The inequalities (1) and (2) have been investigated for the case 0 < p, q < ∞ with a triangular matrix (a i,j ≥ 0 for 1 ≤ j ≤ i and a i,j = 0 for i < j) in [2] [3] [4] [5] and the references given therein. However, these inequalities have not been studied for the case 0 < p ≤ q < ∞ and p ≤ 1. Only, in 1991 G. Bennett [3] studied the inequality (1) for the this case with the identity matrix. He proved that the inequality (1) holds if and only if
holds for this case.
The continuous case it is known that the Hardy inequality is not holds for arbitrary non-negative measurable functions in L p -spaces with 0 < p < 1, but it is able to found the sharp constant in the Hardy-type inequality for non-negative monotone functions. Moreover,we can get the more informations about the direction in [7] [8] [9] [10] [11] and the references given therein. Therefore the investigation of the Hardy inequalities for matrix operators one of the big important question.
The corresponding results for the non-negative and triangular matrices (a i,j ≥ 0 for 1 ≤ j ≤ i and a i,j = 0 for i < j) could have the following.
Corollary 3.1. Let 0 < p ≤ q < ∞ and 0 < p ≤ 1. Let the entries of the matrix (a i,j ) such that a i,j is non-increasing in the second index. Then the inequality (1) holds if and only if
where C is the best constant in (2). Corollary 3.2. Let 0 < p ≤ q < ∞ and 0 < p ≤ 1. Let the entries of the matrix (a i,j ) such that a i,j is non-decreasing in the first index. Then the inequality (2) holds if and only if
holds. Moreover, B * 1 ≈ C * , where C * is the best constant in (2). From Theorems 2.3-2.6 we obtain immediately the validity of the following statements: 
