ABSTRACT In this paper, we address the steelmaking scheduling problems with multiple constrained resources. The objective is to minimize the maximum completion time. We consider the continuous casting constraint and resource constraints simultaneously. Based on the artificial bee colony (ABC) algorithm, we propose several heuristics and develop a discrete ABC (DABC) algorithm for the considered problem. In the proposed algorithm, a two-phase-based encoding mechanism is presented to create different searching abilities during different stages of evolution. Next, a decoding method considering the resource constraints is designed. A local search procedure is developed to utilize the two-phase encoding mechanism efficiently. Then, a global search heuristic is investigated to enhance the ability to escape from the local best. Finally, we test the proposed DABC algorithm by running it on sets of instances that are randomly generated based on realistic steelmaking production system. After detailed comparisons and statistical analysis, the competitive performance of the proposed DABC algorithm is verified.
I. INTRODUCTION
During recent years, scheduling problems have gained more and more research focuses [1] - [10] . The classical scheduling problems include flowshop scheduling problem (FSSP) [1] , [2] , hybrid flow shop scheduling problem (HFS) [3] , [4] , and flexible job shop scheduling problem (FJSP) [5] , [6] . The realistic scheduling problem in lots of production systems have also been investigated, such as energy saving in green construction system [7] , [8] , reverse logistics network system [9] , and green manufacturing [10] , [11] . Recently, resource-constrained scheduling problems have also been researched in many industries and academies. From the problem features, we can classify them into several categories, namely, resource-constrained parallel machine scheduling problems, resource-constrained flowshop scheduling problems, resource-constrained hybrid flowshop scheduling problems, resource-constrained job shop scheduling problems, and resource-constrained flexible job shop scheduling problems. The detailed literatures can be found in Table 1 .
For the resource-constrained parallel machine scheduling problems, Edis et al. [12] gave a detailed review and analysis. Yeh et al. [13] considered parallel machine scheduling with constraints that some resource consumption cannot exceed a certain level, and proposed several meta-heuristic methods. Beezão et al. [14] solved the resource-constrained identical parallel machines problem by using an adaptive meta-heuristic. Fanjul-Peyro et al. [15] investigated a similar problem considering a scarce resource using two integer linear programming problems. Györgyi and Kis [16] studied parallel machine problems with non-renewable resources by using polynomial time approximation schemes.
For the resource-constrained flowshop scheduling problems, Mehravaran and Logendran [17] presented a detailed formulation for flowshop with dual resources, and considered minimization of inventory level and maximization of service level. Cheng et al. [18] formulated the relocation problem and solved it by using polynomial algorithms.
For the resource-constrained hybrid flowshop scheduling problems, Figielska [19] dealt with this type of problem with preemptive constraints, and solved it by combining a column generation method and a genetic algorithm [20] . Further, four types of problem-specific heuristics [21] , a combination of genetic, simulated annealing and tabu search algorithms [22] , and a combination of a column generation algorithm, linear programming, a tabu search algorithm and a greedy procedure [23] were also investigated.
For the resource-constrained job shop scheduling problems, Wong et al. [24] considered a resource-constrained assembly job shop scheduling problem by applying a GA-based algorithm. Guyon et al. [25] proposed two exact methods to solve a job-shop-scheduling problem, where employees have different competencies and work during shifts. Zhang et al. [26] presented a novel hybrid discrete particle swarm optimization (PSO) algorithm to solve the the problem with dual-resource constraints.
For the resource-constrained flexible job shop scheduling problems, Lei and Guo [27] investigated the dual-resource constrained FJSP and solved it by an effective variable neighborhood search (VNS). Karthikeyan et al. [28] proposed a discrete multi-objective firefly algorithm. Chan et al. [29] solved the FJSP with resource constraints by utilizing a GAbased algorithm. Rajkumar et al. [30] developed a greedy randomized adaptive search procedure (GRASP) algorithm for this type of problem. Gao and Pan [31] presented a novel migrating birds optimization (MBO) algorithm for a multiresource-constrained FJSP problem.
In addition to the resource constrained scheduling problems, there is considerable literature considering realistic constraints, such as continuous casting in iron and steel production systems [32] - [38] . In the casting stage, there is a strict constraint that any charge in the same batch should be processed without any cast break. In the casting stage, the temperature should be maintained at a robust level, and therefore any charge should be processed without any break. From the above literature about the resource constrained scheduling problems, we see that there is less literature considering realistic constraints and resource constraints simultaneously.
Recently, the artificial bee colony (ABC) algorithm has been proposed and applied for solving many types of continuous and discrete optimization problems [39] , [40] , such as numerical optimization [39] , [42] , lot-streaming flow shop scheduling problem [43] , multi-objective flexible job shop scheduling problems [44] , image steganalysis problems [46] , no-idle permutation flowshop scheduling problem [47] , HFS problem with limited buffers [48] , humanoid robots [49] , and hybrid flexible flowshop problems [50] .
We found no literature considered solving the casting problem with resource constraints by using ABC. Therefore, in this study, we propose a discrete ABC (DABC) to solve the multi-resource-constrained HFS (MRC-HFS) in a steelmaking casting production system. The rest of this paper is organized as follows: Section II briefly describes the resource constrained steelmaking casting scheduling problem. Next, several heuristics considering the problem structure characteristics are reported in Section III. Then, Section IV illustrates the experimental comparison results. Finally, the last section concludes the work.
II. PROBLEM DESCRIPTION A. PROBLEM NOTATIONS
To describe the proposed multi-resource-constrained hybrid flowshop scheduling problem in a steelmaking production system, we have the following assumptions [37] , [38] :
• There are generally three consecutive stages in the steelmaking process, that is, steelmaking, refining, and continuous casting.
• The refining phase usually contains many sub-phases, i.e., many refining sub-phases to filter different types of impurities.
• In each phase, several identical machines or devices are in parallel for processing the waiting charges.
• Each charge or job should be processed according to the same processing sequence, that is, from the first phase to the last phase.
• In the last phase, each charge is set to a pre-defined cast, and each cast contains several charges, which should be processed without any cast break.
• In the last phase, the setup time of a new cast is considered.
• Transfer times between two consecutive stages are also considered.
• Each charge is processed from the first to the last phase, and selects exactly one device in each phase.
• Each charge has a pre-defined and deterministic processing time at each phase.
• There are limited qualities of resources which can be reused by parallel machines.
• During the processing of charges, each machine requires a certain number of resources, which is pre-defined and deterministic.
• Preemption is not allowed.
• A charge can be assigned to at most one machine at a time, and a machine can process at most one charge at any time. In this study, considering the problem features in the resource-constrained steelmaking scheduling problem, we modeled it as an HFS problem with batching process in the last phase, where the maximal completion time is to be minimized.
The notations related to the problem description are given as follows:
• Indices i: job index, i = 1, 2. . . , n; k: machine index, k = 1, 2, . . . , m; j: phase index, j = 1, 2, . . . , g; p: cast index, p = 1, 2, . . . , l; q: resource type index, q = 1, 2, . . . , h. O ij : the j th operation of job i;
• Parameters n: total number of charges; m: total number of devices; g: total number of stages; h: total number of resource type; M : set of m machines, M = {M 1 , M 2 , . . . , M m }; J : set of n jobs, J = {J 1 , J 2 , . . . , J n }; C: set of l casts, C = {C 1 , C 2 , . . . , C l }; R: set of h types of resources, R = {r 1 , r 2 , . . . , r h }; n q : the amount of q resource type, q = 1, 2, . . . , h; R k : the set of resources that machine k requires for production. • Decision variables s i,j : Starting time of charge i at stage j; c i,j : Completion time of charge i at stage j; x i,j,k : a binary value that is set to 1 if charge i in stage j is assigned to machine k; otherwise, x i,j,k is set to 0; z j,q,k : a binary value that is set to 1 if machine k in stage j is assigned with resource q; otherwise, z j,q,k is set to 0.
B. PROBLEM EXAMPLES
The following is an example involving five charges, two stages, three machines in each stage, and three types of resources. The total number of each resource type is set to two. Table 2 gives the processing time for each charge in each phase, whereas Table 3 reports the required resources for each machine in each phase, where ''Y'' means that the machine requires the corresponding resource and ''-'' means that the resource is not required for the corresponding machine. Fig. 1  (a) In Fig. 1(a) , the three groups of integers identify the resources needed for the corresponding machine. For example, {1,1,0} means that M 1 requires one unit of r 1 and r 2 . Fig. 1(b) shows the processing sequence on each type of resource. Table 3 shows the resource occupation for each type of resource in each duration. Fig. 1(b) shows the resources utilization, for example, during the time window [0, 5] , the resource r 1 is used by O 21 and O 11 , and during [5] , [7] , r 1 is used by O 31 and O 11 . From the resource Gantt chart in Fig. 1(b) and Table 4 , we see that no resource exceeds its resource number limit, and therefore the solution is feasible.
III. PROPOSED ALGORITHM
To solve the MRC-HFS problem, this section describes the proposed algorithm in detail. 
A. SOLUTION REPRESENTATION
In MRC-HFS, three main processes should be considered simultaneously, i.e., machine assignment, resource selection, and operation scheduling. Lei and Guo (2014) proposed a complex solution representation which considered the three processes in the solution encoding. However, complex representation leads to an enormous search space and therefore may decrease the algorithm's performance. Another commonly used solution representation for HFS is the operation-based representation, which determines the operation sequencing in the solution. The machine assignment task is dynamically completed during the decoding process. However, this type of solution representation lacks information for machine assignment and therefore may lack a promising search space.
In this section, we develop a two-phase coding mechanism, the two-vector-based (hereafter called TVB) representation, and a machine-Gantt-based solution (hereafter called MGB) representation. The reason for these two types of representation is that, for the earlier evolutionary stage, a two-vectorbased representation can identify a promising search space with wide space searching abilities. In the later evolution stage, we utilize the machine-Gantt-based solution representation to encode detailed scheduling in each machine and explore through enough searching space. The detail of the two types of coding strategies is described as follows.
1) TVB REPRESENTATION
For the two-vector-based solution representation, which is commonly used for the canonical HFS problems, where machine assignment and operation sequencing are considered in the coding representation. The resource selection task is completed dynamically during the decoding process.
The first vector named the machine assignment vector with lengths equal to n × g, where each element identifies the assignment machine number for the corresponding operation. For example, given the example in Fig. 1, Fig. 2 gives the TVB solution representation. In the solution, the machine assignment vector is {2,3,1,2,1,5,5,4,6,5}, where the first element identifies the first operation of J 1 assigned to M 2 . The scheduling vector is {2,1,3,4,5}, which defines the processing sequence in the first stage, i.e., J 2 is scheduled first, and then J 1 and so on. The last job scheduled in the first stage is J 5 . It should be noted that each job will be transported immediately to the following stage after its completion in the current stage, and start it's processing if both the assigned machine and the required resources are available. In other words, the processing sequence in the following stages is not strictly the same as in the first stage.
2) MGB REPRESENTATION
The second type of solution representation named MGB representation is designed according to the current machine Gantt as shown in Fig. 1(a) . The solution needs a vector for each machine in every stage, where the scheduling sequence of the assigned operation is given in each vector. For the example solution in Fig. 1(a) , the MGB solution representation may be {{3,5},{1,4},{2}},{{3},{2,1,5},{4}}. The first three vectors are the coding for the three machines in the first stages, and the second three vectors are the coding for the machines in the second stages. The main difference between the MBG and TVB solution representations is that the former coding identifies all of the sequencing in each machine while the TVB coding only identifies the scheduling sequence in the first stage.
B. DECODING
Decoding for the MGB coding is simple, whereas decoding for the TVB solution representation is slightly different, and given as follows: the decoding heuristic is different for the first stage and other following stages. In the first stage, we fetch each job according to its occurrence sequence in the solution representation. For example, in Fig. 2 , the first job fetched is J 2 . Then, the corresponding assigned machine M 3 is selected for processing J 2 . The required resources include one unit of r 1 , one unit of r 2 , and one unit of r 3 . Therefore, the remaining resource is {1,1,1} for the three resources, respectively. Then, the second job J 1 is fetched to be processed on M 1 , with the required resource of one unit of r 1 and one unit of r 3 . Both the machine and resource are available at time zero, and therefore J 1 starts its processing in the first stage. However, considering J 3 , the situation is different because the required resource r 1 is unavailable at time zero, and therefore J 3 has to postpone its start time to time five after the completion time of J 2 . The decoding Gantt chart for the first stage is given in Fig. 1(a) .
In the following stages, each job can be transported to the following stages immediately after its completion time in the previous stage. If the assigned machine and the required resource are available, the operation can be scheduled. If the required resource is not available, the operation should wait for the availability of the required resources.
For the operation O i,j , when we calculate its starting time s i,j , we consider the following conditions: (1) the completion time of J i in the previous stage: c i,j−1 ; (2) the machine available time I k ; and (3) the maximum available time of needed resources by machine k. Thus, s i,j can be computed as follows:
where A r is the available time of resource r ∈R k and A R k is the maximum available time of all of the required resource by machine k.
If O i,j is the first operation of J i , then the starting time s i,j can be calculated as follows:
After the completion of O i,j , the resources R k is consumed and immediately released and used for other operations. Therefore, the available time of R k and I k will be updated as follows:
After all of the operations have been scheduled, the makespan of the system is calculated as follows:
C. LOCAL SEARCH STRATEGY
Each solution or artificial bee completes the search by exploiting the given assigned solution. The main search is performed by a mutation operator as in the GA algorithm. Two operators, swap and insertion, are commonly used for permutation-based solution representation.
1) LOCAL SEARCH FOR TVB CODING METHOD
In this study, considering the two-vector-based solution representation, we propose a novel local search strategy operator which is described as follows.
Step 1: For the machine assignment vector, we randomly select an operation and randomly assign it to a different available machine.
Step 2: For the scheduling vector, we utilize the swap and insertion operators randomly. We randomly select one of the two operators. For the swap operator, we randomly select two job numbers in the scheduling vector, and then swap the two jobs to generate a different solution. For the insertion operator, we randomly select two jobs in the scheduling vector, and delete one of the jobs and insert it into the previous position of another selected job.
2) LOCAL SEARCH FOR MGB CODING METHOD
Considering the machine Gantt, we propose a novel local search operator, which is described as follows.
Step 1: Calculate the completion time for each machine in the last stage.
Step 2: Find all of the machines with the largest completion time and store them into a vector named BM.
Step 3: Randomly select one of the machines B m in BM, and store all of the job processing on B m into a vector named BJ.
Step 4: Randomly select one of the jobs B j in BJ, and randomly select a stage j and find the assigned machine M j which processes B j in stage j.
Step 5: Delete the job B j from M j , and randomly assign B j to another machine in stage j. Meanwhile, find the optimal position for B j in the new assigned machine.
Given an example with three jobs, two stages and two machines in each stage, we first find the machine M 4 with the longest completion time, where there are two operations processing, and we randomly select the job J 3 . Then, we randomly select the first stage where J 3 is processed on M 1 . From M 1 we randomly delete an operation and assign it to another randomly selected machine and schedule the operations. Finally, we obtain the Gantt chart on the right with a makespan better than the left.
D. CONTINUOUS CASTING IN THE LAST STAGE
In a steelmaking casting production system, there is a strict industrial constraint that each given batch of charges in the last casting stage should be processed without any break because of temperature constraints. In this study, we first decode a solution according to the strategy described in Subsection III-B, where each charge is scheduled as early as possible to obtain a better makespan value. However, in the last stage there may be cast breaks in some batches. Then, we solved this type of cast break by applying the proposed casting break erasing heuristic (CBEH), which is given as follows.
Step 1: Calculate the completion time for each machine in the last casting stage.
Step 2: Maintain the completion time of the last operation in each machine in the last stage.
Step 3: Right shift each operation except the last operation on each machine, from the right to the left and without any cast break with the immediately successive operation. Fig. 4 gives an example of how to erase the casting breaks in the production system, where there are some casting breaks between operation 2 and 3 in the left Gantt chart. By applying the casting break erasing heuristic, we obtain the Gantt chart on the right, where there are no casting breaks in the last casting stage. 
E. GLOBAL SEARCH STRATEGY
In the canonical ABC algorithm, the global search strategy is implemented by using a scout bee strategy, where a random generated artificial bee is used to replace the solution which was not improved during the last several iterations. By using the scout bee heuristic, the solution which was in the local best will be erased, and the whole population may have the ability to escape from the local best.
However, by using a randomly generated solution as the scout bee has two disadvantages: (1) a random solution without any knowledge cannot help in searching the promising space during its earlier evolutionary iterations. Therefore, the performance of the algorithm will be difficult to improve, and (2) the deleted scout bee has gone through many evolutionary stages and has meaningful search information, and therefore to erase this type of solution deletes valuable knowledge.
In this study, to utilize the information of the erased solutions, we propose a novel global search strategy, which is given in detail as follows.
Step 1: Create a vector named E r to store the erased solutions in each evolution. When a solution cannot be improved after the given iterations, the solution will be stored in E r ;
Step 2: Create a vector named B r to store the local best solutions, which are collected by each solution in the population.
Step 3: The scout bee to replace the erased solution is generated by random selection from the following two solutions:
Step 3.1: One solution is produced by crossover with two randomly selected solutions from E r . During the earlier evolutionary stages, there are not enough solutions in E r . We apply the crossover from two randomly generated solutions.
Step 3.2: One solution is produced by crossover with two randomly selected solutions from B r .
F. FRAMEWORK OF THE PROPOSED ALGORITHM
The framework of the proposed DABC is illustrated in Algorithm 1.
IV. EXPERIMENTAL EVALUATION
In this section, we test our proposed algorithm by implementing it in C++ on a PC with an Intel Core i7 3.4 GHz CPU and 16 GB of memory. Based on the realistic production data, 15 instances were generated. The three compared algorithms were ABC Pan (Pan et al., 2013 [35] ), ABC-CPG (Li et al., 2015 [49] ), and ABC Li (Li et al., 2016 [50] ). The computational times for each compared on each instance were set to 100 s. All of the compared algorithms adopt their own parameter settings. After 30 independent runs, the best solutions obtained by each compared algorithms are collected for detailed comparisons. In addition, the Taguchi method of DOE [48] , [50] method was used to tune the system parameters. The performance measure is relative percentage increase (RPI), which is calculated as follows: Employed bee phase 5.
for i ← N do 6.
apply the local search strategy discussed in Section III-C. 7.
evaluate the newly generated solution S g , and replace
record the local best found by each solution. 9. end 10.
Onlooker bee phase 11.
for i ← N do 12.
Randomly select two solutions S i and S j in the population, and select the better solution S b . 13.
for the solution S b , apply the local search strategy discussed in Section III-C. 14.
record the local best found by each solution. 16 . end 17.
Scout bee phase 18. record the iteration times without any improvement for each solution.
19.
find the solution with iteration times longer than the given time limit L n . 20.
apply the global search strategy discussed in Section III-E. 21. end 22. end where C b is the best solution found by all the compared algorithms, while C c is the best solution generated by a given algorithm.
A. EXPERIMENTAL INSTANCES
In this study, we generated fifteen problem instances according to the practical situations of the iron and steel production in the Baosteel complex. The technological constraints are given as follows.
• The whole production horizon contains 3 converters in the steelmaking phase, 5 refining furnaces in the refining phase, and four continuous casters in the continuous casting phase. On each workday, about 12-16 casts and a total of approximately 120 charges are to be scheduled.
The processing time for each charge was randomly generated in the range of [30, 50] ;
• The transfer times between each two consecutive phases were in the range [10] [11] [12] [13] [14] [15] ;
• There were three types of resources, and the total number of each resource was four. In the last casting stage, we assumed that the resources are infinite to guarantee that a cast break was not generated due to lack of resources. The
B. EXPERIMENTAL PARAMETERS
The two parameters included the population size (PS), and the number of iterations during which the solution did not improve (L n ). According to our preliminary experiments, the levels of the two parameters are given in Table 5 . An orthogonal array L 16 (4 2 ) was used to tune the parameters. Fig. 5 reports the factor level trend of the three parameters. It can be observed in Fig. 5 that the suitable values for the two considered parameters were 50 and 20 for PS and L n , respectively. 
C. EFFICIENCY OF THE SOLUTION REPRESENTATION
To investigate the efficiency of the solution representation discussed in Section III-A, we compared the proposed DABC algorithm and the DABC algorithm using a permutationbased representation (denotes as DABC ND ). The two compared algorithms are set with the same parameters as in Section IV-B. The main difference between the two compared algorithms is that the two-phase encoding mechanism is embedded in the DABC algorithm. Table 6 gives the detailed comparisons for the two compared algorithms after 30 independent runs.
In Table 6 , the instance name is provided in the first column, and following with the scale size in the second column. The following two columns report the RPI values for DABC and DABC ND , respectively. It can be observed from Table 6 that: (1) all of the optimal values are obtained by VOLUME 6, 2018 DABC, whereas DABC ND obtained no optimal values; (2) the last row in the table also verifies that DABC performed better than DABC ND ; and (3) we obtained better performance after applying the proposed two-phase encoding method.
The advantages of the proposed two-phase encoding method are as follows: (1) during the earlier evolutionary stage, with the two-vector-based encoding, the algorithm located the optimal search space quickly and thus increased the search ability; (2) with the Gantt-based representation in the second part of evolution, the algorithm performed a fine-grained search in the optimal searching locations and therefore increased the solution quality; (3) with the twophase representation, the algorithm balanced the exploration and exploitation abilities.
To determine whether the result comparisons are significantly different, we also performed a multifactor analysis of variance (ANOVA), which is generally used to compare the performance of different heuristics [48] , [50] . Fig. 6 illustrates the means and the 95% LSD interval for the two compared algorithms. In Fig. 6 , a p-value close to zero means that the two compared algorithms are statistically significant different with each other.
D. EFFECTIVENESS OF THE LOCAL SEARCH STRATEGY
To investigate the effectiveness of the local search strategy, we tested the proposed DABC algorithm, and the DABC NL algorithm without the proposed local search method. It should be noted that DABC NL embeds the commonly used local search method for employed bees and onlooker bees, which utilizes a random selection of swap and insertion heuristics. The detailed comparisons of the two compared algorithms are shown in Table 7 . It can be observed in Table 7 that: (1) except the instance Case6, the proposed DABC algorithm obtained all optimal values for the other 14 instances, whereas DABC NL obtained only one optimal value; (2) the last row in the table shows that DABC obtained an average RPI value of 0.02, which is approximately 400 times smaller than DABC NL . Fig. 7 further shows that, applying the local search method can obviously enhance the performance of the proposed algorithm.
E. EFFECTIVENESS OF THE GLOBAL SEARCH STRATEGY
To investigate the effectiveness of the global search heuristic, we designed two types of DABC algorithm, DABC with the global search strategy presented in Section III-E and DABC NG without the proposed global search method. It should be noted that, in DABC NG , the scout bee is generated by a random solution as the canonical ABC algorithm. The result comparisons are shown in Table 8 . It can be seen in Table 8 that: (1) for solving the given 15 instances, the proposed DABC algorithm obtained 12 optimal values, whereas the compared algorithm DABC NG obtained only three optimal values; (2) the last row in the table shows that, with the average RPI value of 0.09, the proposed DABC algorithm performs better than DABC NG . Fig. 8 further illustrates that, applying the global search strategy can also obviously enhance the searching capabilities of the proposed algorithm.
F. COMPARISONS WITH THE PRESENTED EFFICIENT ALGORITHMS
To make a fair comparison between the proposed algorithm and the other three recently published efficient algorithms, i.e., ABC Pan (Pan et al. [35] ), ABC-CPG (Li et al. [49] ), and ABC Li (Li et al. [50] ), we coded the above three algorithms and ran them in the same environments. For each compared algorithm, two types of comparisons were made as follows: (1) all of the three compared algorithms embed their population coding method, initialization heuristic, local search and global search heuristics, except that the compared algorithms embed the decoding procedure considering the resource constraints; and (2) all of the compared algorithms embed the same coding and decoding heuristic, and their local search and global search heuristics.
Each compared algorithm performed 30 times runs independently for each instance. All the compared algorithms adopted the same stop criterion, which is practical in realistic production systems. The comparison results for the four compared algorithms are presented in Table 9 and Table 10 , respectively. It can be observed in Table 9 that: (1) compared with the other efficient algorithms, the proposed DABC obtained all optimal values for the given 15 instances, whereas the secondbest algorithm ABC Li obtained no optimal values; (2) with the average RPI value of 0.00, the proposed DABC algorithm shows the best performance in the compared algorithms; and VOLUME 6, 2018 (3) the comparison results show that, applying the proposed local search and global strategies can obviously enhance the searching capabilities of the proposed algorithm.
To determine whether the comparisons are significantly different, we applied the Friedman test [51] - [53] and the Holm multiple comparison test [54] for the pair comparison. Fig. 9 reports the pair comparisons, which shows that the proposed DABC algorithm is significantly better than ABC Pan , ABC-CPG, and ABC Li . in solving the realistic resource-constrained steelmaking casting scheduling problems.
G. COMPARISONS ANALYSIS
From the above experimental comparisons, it can be observed that: (1) the two-phase-based encoding mechanism can improve the searching abilities during different stages of evolution, and therefore, increase the performance of the proposed algorithm; (2) the decoding method considering the resource constraint, which makes the solutions feasible and efficient; (3) the local search procedure, which can utilize the two-phase encoding mechanism efficiently and therefore increase the searching abilities of the proposed algorithm; and (4) the global search heuristic, which further enhance the ability to escape from the local best.
V. CONCLUSIONS
In this study, a discrete artificial bee colony algorithm was proposed to solve the multiple resource constrained hybrid flowshop scheduling problem in a steelmaking casting production system. The primary contributions of this study are as follows: (1) a two-phase-based solution representation was developed; (2) a decoding method was embedded to consider the multiple resource constraints; (3) to enhance the exploitation capability of the proposed algorithm, a local search strategy based on the two-phase encoding method was developed; (4) a problem-specific cast break erasing method was developed; and (5) a global search procedure was utilized to enhance the exploration ability.
In our future work, we will focus on applying the proposed DABC for solving other realistic scheduling problems, such as resource-constrained flexible job shop scheduling with energy saving objectives, green manufacturing in steelmaking system, and energy saving problems in green construction systems. He has authored over 10 refereed papers. His current research interests include discrete optimization and scheduling.
