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This thesis explores functionally Alexandroff topologies and the order theory asso-
ciated when considering the collection of such topologies on some set X. We present
several theorems about the properties of these topologies as well as their partially
ordered set.
The first chapter introduces functionally Alexandroff topologies and motivates
why this work is of interest to topologists. This chapter explains the historical context
of this relatively new type of topology and how this work relates to previous work in
topology. Chapter 2 presents several theorems describing properties of functionally
Alexandroff topologies ad presents a characterization for the functionally Alexandroff
topologies on a finite set X. The third and fourth chapters present facts about the
lattice of functionally Alexandroff topologies, with Chapter 4 being dedicated to an




In 1937, Alexandroff [1] studied topologies whose closed sets also form a topology.
Such topologies, in which arbitrary intersections of open sets are open, are now called
Alexandroff topologies. Every topology on a finite set is clearly an Alexandroff topol-
ogy. Topologies on finite sets such as the computer digits of real numbers like π or
the “points” (pixels) in the plane have driven much of the modern usage of Alexan-
droff topologies in computer science. In 2011 and 2012, Sirazi and Golestani [21] and
Echi [6] independently introduced a class of Alexandroff topologies on X generated
by functions on X. If f : X → X is a function and x ∈ X, taking the closure of
x to be the orbit {fn(x) : n ≥ 0} of x gives a topology Pf on X. A topology T
on X is functionally Alexandroff if it is Pf for some f : X → X. Since their recent
introduction, functionally Alexandroff topologies have been further investigated in
[20, 7, 5, 8, 12, 13, 14].
The lattice structure of topologies on a set X has been studied for over 50 years.
Much attention has been given to showing that every topology in the lattice T (X) of
topologies on X has at least one complement, and when a certain type of topology has
a complement that is another type of topology. Anne Steiner [22] first showed that
every topology has a complement and thus T (X) is a complemented lattice by showing
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that certain topologies have complements that are Alexandroff topologies. It is known
that the collection A(X) of Alexandroff topologies on a set X is a complemented
lattice. Other proofs that T (X) is complemented [9, 19, 25], results on the number of
complements [4, 18, 26], and results on types of complements [2, 3, 11, 17, 23, 24, 27]
followed.
In this paper, we will see that the collection FA(X) of functionally Alexandroff
topologies on a set X need not be a lattice if X is infinite. If X is finite, we show that
FA(X) is a lattice but generally is not a sublattice of A(X) = T (X). As a subposet
of A(X), we investigate when a functionally Alexandroff topology has a functionally
Alexandroff complement, showing that FA(X) is a complemented lattice if X is
finite. A special case of our complementation results framed in algebraic terminology
was given in [10]. We start with a characterization of the functionally Alexandroff
topologies.
If X is a set, T (X) represents the lattice of all topologies on X ordered by con-
tainment. The indiscrete topology TI = {∅, X} and the discrete topology TD = P(X)
are the smallest and largest elements, respectively, of T (X). The supremum of two
topologies T , T ′ ∈ T (X), denoted T ∨ T ′, has subbasis T ∪ T ′ and basis {U ∩ V :
U ∈ T , V ∈ T ′}. The infimum T ∧ T ′ is T ∩ T ′. A complement of T ∈ T (X) is a
topology T ′ ∈ T (X) with T ∨ T ′ = TD and T ∧ T ′ = TI . T (X) is a complemented
lattice since every topology on X has a complement. A topology on X generally has
many complements [4, 26].
The collection A(X) of all Alexandroff topologies on X is a sublattice of T (X) and
a complete lattice. A(X) is a complete sublattice of X if and only if A(X) = T (X),
which occurs if and only if X is finite. If T is an Alexandroff topology on X and
x ∈ X, then N(x) =
⋂
{U : U ∈ T , x ∈ U} is the smallest neighborhood of x. Every
Alexandroff topology T on X defines a quasiorder (that is, a reflexive, transitive
relation) . on X, called the specialization quasiorder, by taking x . y if and only if
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x ∈ cl{y}, or equivalently, if and only if y ∈ N(x). Conversely, every quasiorder on
X defines an Alexandroff topology T on X through the same equivalent expressions.
The one-to-one correspondence between quasiorders and Alexandroff topologies is
widely used. See [16] for a survey of these connections. In a quasiordered set (X,.),
the decreasing hull of A ⊆ X is d(A) = {x ∈ X : ∃a ∈ A, x . a}. A set is decreasing
if A = d(A). We write d(x) for d({x}). Increasing hulls i(A) and increasing sets are
defined dually. In the associated Alexandroff topology, d(x) = cl{x} and i(x) = N(x),
the decreasing sets are the closed sets, and the increasing sets are the open sets.
If f : X → X is a function, the associated functionally Alexandroff topology Pf on
X is the topology whose closed sets are thoseA ⊆ X which satisfy f(A) ⊆ A. It is easy
to see that in (X,Pf ), the closure cl{x} is the orbit O(x) = {fn(x) : n ∈ Z, n ≥ 0}
and the smallest neighborhood N(x) is {y : ∃n ∈ Z, n ≥ 0 with fn(y) = x}. If
{a, f(a), f 2(a), . . . , fn(a) = a} has cardinality n, we call this set a cycle of length n.
In the following chapters we will explore functionally Alexandroff topologies and
the partially ordered set of functionally Alexandroff topologies on a set X, FA(X). In
Chapter 2, we discuss properties of functionally Alexandroff topologies. We explore
what topologies are functionally Alexandroff and the structure of these topologies
depending on different properties of the function. We then present a characterization
of all functionally Alexandroff topologies on a finite set. In Chapter 3, we explore the
partially ordered set FA(X). We show that FA(X) need not form a lattice. We also
show that if X is finite, FA(X) will be a complete lattice and for any X, FA(X) is
a ∨-semilattice. We also explore the properties of suprema and infima of functionally
Alexandroff topology. In Chapter 4, we present an algorithm to find a complement of
a functionally Alexandroff topology on a finite set, showing that if X is finite, FA(X)





We start our study of functionally Alexandroff topologies by attempting to character-
ize them on a set X. In this chapter we present results on the functionally Alexandroff
topologies generated by functions with certain properties. We also present results
about what topologies are possible on different sets. We conclude the chapter by giv-
ing a characterization of which topologies on a finite set are functionally Alexandroff.
2.1 Properties of Functionally Alexandroff Topolo-
gies
The following theorem describes what the specialization order graph looks like for a
functionally Alexandroff topology, Pf , if f is bijective.
Theorem 2.1.1. If f : X → X is one-to-one and onto, then all components of the
specialization order graph of Pf are cycles or congruent to Z.
Proof. Let f : X → X be one-to-one and onto. Consider the quasiorder diagram for
Pf . We will show that any x ∈ X is part of a cycle or on an infinite chain congruent to
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Z. Consider an arbitrary element x ∈ X and its orbit O(x) = {fn(x) : n ∈ Z, n ≥ 0}.
If O(x) is finite, then the function eventually maps back to an element that is already
in the orbit. In other words, there must be two distinct non-negative integers m < n
such that fm(x) = fn(x). Without loss of generality, let us assume m < n. In order
to find a contradiction, suppose m ≥ 1. Then we know that f(fm−1(x)) = fm(x).
However this is contrary to f being one-to-one since then we would have distinct
elements fm−1(x) and fn(x) mapping to the same element fm(x) (these would be
distinct as we chose m to be smaller of the two integers so m− 1 6= n). This means
m = 0, and thus the orbit of x is a cycle of size n.
Now suppose the orbit O(x) is infinite. To see this must be an infinite chain
congruent to the integers, we create a bijection, h, between the integers and the
elements of the component of the quasiorder diagram that x is on such that the order
on the quasiorder diagram is preserved. The bijection is defined as h(fn(x)) = n for
every n ∈ Z, where f 0(x) = x and negative integers represent taking inverses. First
we show that h is in fact a bijection. We can see that h is one-to-one since in order
to have more than one element of this component mapping to the same integer n,
we would need fn(x) to be equal to two different elements of the component. This
cannot happen for positive integers since f is a function, so it maps each element
to only one other element. This also cannot happen for negative integers since f is
one-to-one, and thus each inverse maps to only one element as well. To see that h
is onto, we only need to show that fn(x) exists for every n ∈ Z. Clearly f 0(x) = x
exists. For positive values of n, we know fn(x) exists since the orbit of x is infinite.
If fn(x) did not exist for some n < 0, then fn+1(x) would not have an inverse,
contrary to f being onto. The order from the quasiorder diagram is preserved after
mapping to the integers since for any fn(x) on this component, the next element is
f(fn(x)) = fn+1(x), which map to n and n+ 1, respectively.
Therefore, all components must either be a cycle or congruent to the integers.
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The next theorem describes the functionally Alexandroff topologies with exactly
three open sets. Since all topologies contain the empty set and the whole space itself,
we first characterize this third set, which must be a singleton. We will also show
what the specialization order graph must look like for the function generating such a
functionally Alexandroff topology.
Theorem 2.1.2. If ∅ ⊂ A ⊂ X and {∅, A,X} = Pf for some function f : X → X,
then X is finite, |A| = 1, and f is given by f(ai) = ai+1 for i = 1, ..., n − 1 and
f(an) = a2 for some labeling {a1, a2, ...an} of the elements of X, where A = {a1}, as
shown in Figure 2.1
Proof. Let A be a proper, nonempty subset of X and f a function from X to itself such
that the functionally Alexandroff topology formed by f , Pf , is {∅, A,X}. Suppose
|A| ≥ 2. Then there exist distinct points a1, a2 ∈ A and N(a1) = A = N(a2) since
there are no smaller nonempty open sets than A. This means there exist n1, n2 ∈ N
such that a2 ∈ f−n1(a1) and a1 ∈ f−n2(a2), so fn1+n2(a1) = a1 and A must be a cycle.
Since A is the closure of a1, it is closed, and thus its complement, X \ A, is open in
Pf . However, since A is a proper subset of X, X \ A is an open proper subset of X
distinct from A. This contradicts Pf = {∅, A,X}, so our assumption that |A| ≥ 2
must not be true. Therefore |A| = 1.
Now suppose X is infinite. Since |A| = 1, X \A is also infinite. Let b ∈ X −A. If
b is not part of a cycle, then it is part of an infinite chain {b, f(b), f 2(b), ...}, and thus
i(b) and i(f(b)) are distinct open proper subsets of X. We know these are proper
subsets of X as neither can contain f 3(b), and they are distinct as i(b) cannot contain
f(b). This is contrary to A being the only nonempty open proper subset of X. If b is
part of a cycle, say C, then (X \ A) \ C must also be infinite. Let c ∈ (X \ A) \ C.
Since c is not in the cycle that contains b, i(b) and i(c) are distinct nonempty open,
proper subsets of X, contrary to A being the only such set. Therefore, X must be
finite.
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Finally, we will show f has the described form. Assume X has cardinality n, and
define A = {a1}. The closure of a1 must be X, otherwise X \ cl(a1) would be an open
proper subset distinct from A. So for every x ∈ X \ A, there exists i ∈ {1, ..., n− 1}
such that f i(a) = x. Label these points as x = ai if f
i−1(a) = x. This gives us a
labeling where f(ai) = ai+1 since f(ai) = f(f
i−1(a)) = f i(a) = ai+1. If f(an) = a1,
then X is a cycle and A is not open. If f(an) = aj where j ≥ 3, then i(a2) = {a1, a2}
is an open subset of X distinct from A. In either case we arrive at a contradiction.
Thus f(an) = a2, and we have a labeling as described.
a2
a1
Figure 2.1: Quasiorder diagram for .f indicating f(a1) = a2 with all other points in
a cycle.
Next we show that if a functionally Alexandroff topology on X is finite, then the set
X itself is finite.
Theorem 2.1.3. If Pf is a finite, functionally Alexandroff topology on X, then X is
finite.
Proof. Let X be an arbitrary set and Pf a finite, functionally Alexandroff topology
on X. If there exists a ∈ X with an infinite closure cl{a} = {a, f(a), f 2(a), ...},
then the closure of each element of the closure of a, {cl{a}, cl{f(a)}, cl{f 2(a)}, ...},
is an infinite collection of distinct closed sets, as fn(a) 6∈ cl{fn+1(a)}. By taking the
complement of each closed set, we have an infinite collection of open sets, contrary
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to the topology being finite. So for every a ∈ X, the closure of a is finite and a
eventually maps into a finite cycle. There must be finitely many such cycles in X,
as an infinite number of cycles would give us infinitely many closed sets and thus
infinitely many open sets. Furthermore, only finitely many points can map into each
cycle. To see this, consider a point a ∈ X on a cycle. If infinitely many points
map into this cycle, then a has infinitely many predecessors. This is, there would be
infinitely many points y ∈ X such that fn(y) = a for some n ∈ N. Each such y would
produce a distinct closure, and by taking complements we would have infinitely many
distinct open sets. Therefore, X consists of finitely many finite components, so it is
finite.
2.2 Characterization of Functionally Alexandroff
Topologies on a Finite Set
It is of interest to characterize the topologies which are functionally Alexandroff. In
2018, Echi [7] presented a characterization of the functionally Alexandroff topologies
on an arbitrary set X. However, this characterization depends on the quasiorder
diagram of the topology and does not give intuitive insight as to why these topologies
are not functionally Alexandroff. Thus a characterization in which the topology itself
is considered would be more enlightening. Here we present such a characterization
for the functionally Alexandroff topologies on a finite set X. We begin by stating and
proving two lemmas, which give situations in which a topology on a finite set cannot
be functionally Alexandroff and then prove that these are the only cases where this
happens.
Lemma 2.2.1. Suppose T is an Alexandroff topology on X. Then the following are
equivalent:
(a) There exist distinct a, b, c ∈ X with N(a) = N(b) ⊂ N(c). (See Figure 2.2(a).)
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(b) There exist distinct a, b, c ∈ X with cl{c} ⊂ cl{b} = cl{a}.
Furthermore, if T satisfies these conditions, then T is not functionally Alexandroff.
Proof. First, we will show N(b) ⊆ N(c) if and only if cl{b} ⊇ cl{c}. Suppose N(b) ⊆
N(c). To show cl{b} ⊇ cl{c}, we will show that any x ∈ cl{c} is also contained in
cl{b}. Let x ∈ cl{c}. This implies c ∈ N(x). Furthermore, N(c) ⊆ N(x) since N(c)
must be contained in all open sets containing c. By our assumption that N(b) ⊆ N(c),
this implies N(b) ⊆ N(x). Thus, b ∈ N(x) which implies x ∈ cl{b}. Therefore,
cl{b} ⊇ cl{c}. Conversely, suppose cl{b} ⊇ cl{c}. Let x ∈ N(b). This implies b ∈
cl{x}. Since every closed set containing b must contain the closure of b, this implies
cl{b} ⊆ cl{x}, and by our assumption that cl{b} ⊇ cl{c}, we have cl{c} ⊆ cl{x}.
Thus c ∈ cl{x}, which implies that x ∈ N(c). This gives us that N(b) ⊆ N(c) if and
only if cl{b} ⊇ cl{c}.
Next, we will show that N(a) = N(b) if and only if cl{b} = cl{a}. First suppose
N(a) = N(b). Let x ∈ cl{b}. This means that b ∈ N(x). This implies N(b) ⊆ N(x)
since any open sets containing b must contain N(b), and hence N(a) ⊆ N(x). Thus
a ∈ N(x), so x ∈ cl{a}. Therefore, cl{b} ⊆ cl{a}. Similarly, we can let x ∈ cl{a}. By
interchanging a and b in the above argument, we obtain cl{a} ⊆ cl{b}, and therefore,
N(a) = N(b) implies cl{b} = cl{a}. Conversely, suppose cl{b} = cl{a}. Let x ∈
N(a). This means a ∈ cl{x}, and hence cl{a} ⊆ cl{x} since any closed set containing
a must contain the closure of a. By our assumption, this means cl{b} ⊆ cl{x}, and
hence b ∈ cl{x}. This implies x ∈ N(b). Therefore N(a) ⊆ N(b). Now we can
let x ∈ N(b). Once again, the argument above holds after interchanging a and b,
giving us N(b) ⊆ N(a). Therefore cl{b} = cl{a} implies N(a) = N(b), and thus
N(a) = N(b) if and only if cl{b} = cl{a}.
Now, the fact that N(a) = N(b) if and only if cl{b} = cl{a} gives us that N(b) 6=
N(c) if and only if cl{c} 6= cl{b}. To see this, we can let N(b) 6= N(c), and suppose
cl{c} = cl{b}. However, by the proof above, cl{c} = cl{b} implies N(b) = N(c),
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giving us a contradiction. The same argument works in the other direction; thus
N(b) 6= N(c) if and only if cl{c} 6= cl{b}.
The three statements above give us that (a) and (b) are equivalent. Next we will
show that if (a) and (b) are true, then T is not functionally Alexandroff.
Let (a) and (b) be true for T . Suppose that T is functionally Alexandroff, gener-
ated by the function f : X → X. Now N(a) = N(b) implies b ∈ N(a), so fn(b) = a for
some n ∈ N, and similarly, fm(a) = b for some m ∈ N. Thus, a = fn(b) = fn+m(a),
which means a is in a cycle in the quasiorder diagram. We know that b must also
be in this cycle as a eventually maps to b. Now N(b) ⊂ N(c) implies b ∈ N(c), so
c = fk(b) for some k ∈ N, and thus c is in the cycle with a and b. This implies
N(b) = N(c), contrary to N(b) ⊂ N(c). Therefore, our assumption that T was
functionally Alexandroff must not be true.
Lemma 2.2.2. Suppose T is an Alexandroff topology on an arbitrary set X. The
following are equivalent:
(a) There exist a, b, c ∈ X with N(a) ⊂ N(b), N(c), with N(b) and N(c) not nested
(that is, with N(b) 6⊆ N(c) and N(c) 6⊆ N(b). (See Figure 2.2(b).)
(b) There exist a, b, c ∈ X with cl{c}, cl{b} ⊂ cl{a}, with cl{b} and cl{c} not nested.
Furthermore, if T satisfies these conditions, then T is not functionally Alexandroff.
Proof. We know N(a) ⊂ N(b) if and only if cl{b} ⊂ cl{a} (and thus N(a) ⊂ N(c) if
and only if cl{c} ⊂ cl{a}) from the proof of Lemma 2.2.1. We must also show that
N(b) and N(c) are not nested if and only if cl{b} and cl{c} are not nested.
Suppose N(b) and N(c) are not nested. Then there exists x ∈ N(b) such that
x 6∈ N(c). This implies that b ∈ cl{x} and c 6∈ cl{x}. This implies cl{b} ⊆ cl{x} and
cl{c} 6⊆ cl{x}. Thus, cl{c} 6⊆ cl{b} since that would mean cl{c} ⊆ cl{x}. Similarly,
we can find a different x ∈ N(c) such that x 6∈ N(b). By interchanging b and c in
the above argument, we can see that cl{b} 6⊆ cl{c} and thus cl{b} and cl{c} are
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not nested. Conversely, suppose cl{b} and cl{c} are not nested. Then there exists
x ∈ cl{b} such that x 6∈ cl{c}. This implies b ∈ N(x) and c 6∈ N(x), which implies
N(b) ⊆ N(x) and N(c) 6⊆ N(x). Therefore, N(c) 6⊆ N(b). Once again, the other
direction holds by simply interchanging b and c in the above argument. Thus N(b)
and N(c) are not nested, and we have N(b) and N(c) are not nested if and only if
cl{b} and cl{c} are not nested.
Therefore conditions (a) and (b) are equivalent. Note that the conditions (a) and
(b) each imply that the points a, b, c are distinct. Now we will show that if (a) and
(b) are satisfied, T cannot be functionally Alexandroff.
Let T satisfy (a). Suppose T is functionally Alexandroff generated by the function
f : X → X. Now a ∈ N(b) implies b = fn(a) for some n ∈ N, and similarly a ∈ N(c)
implies c = fm(a) for some m ∈ N. Without loss of generality, assume that n ≤ m.
Define k such that m = n + k, then c = fm(a) = fk+n(a) = fk(fn(a)) = fk(b), so
b ∈ N(c). This implies N(b) ⊆ N(c); however this contradicts that N(b) and N(c)
are not nested. Therefore, T must not be functionally Alexandroff. Note that we can
say n ≤ m without loss of generality since if m ≤ n we need only interchange b and


























Figure 2.2: Minimal neighborhood configurations, which imply the space is not func-
tionally Alexandroff, as characterized in (a) Lemma 2.2.1 and (b) Lemma 2.2.2.
Now we show that either the conditions in Lemma 2.2.1 or Lemma 2.2.2 hold if a
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topology on a finite set is not functionally Alexandroff.
Theorem 2.2.3. A topology T on a finite set X is functionally Alexandroff if and
only if (a) there are no distinct points a, b, c ∈ X with N(a) = N(b) ⊂ N(c) and (b)
N(a) ⊂ N(b), N(c) implies N(b) and N(c) are nested.
Proof. Lemmas 2.2.1 and 2.2.2 show that if T is functionally Alexandroff, then (a)
and (b) hold. Conversely, suppose (a) and (b) hold. We give an algorithm to construct
a function f for which T = Pf .
Iterative Step: Let N = {N(x) : x ∈ X and f(x) has not been defined} be the
smallest neighborhood for each x which has not been defined, ordered by set inclusion.
Since X is finite, we know every element of X has a minimal neighborhood so this
set is well-defined. Pick a ∈ X such that N(a) is minimal in N .
If N(a) contains b 6= a: the minimality ofN(a) impliesN(b) = N(a). NowN(a) =
{a1, . . . , ak} where N(ai) = N(a) for i = 1, . . . , k. By (a), N(a) 6⊂ N(c) for any c ∈ X,
c 6= ai. Define f(ai) = ai+1 for i = 1, . . . , k − 1 and f(ak) = a1. This puts N(a)
in a cycle in .f . Since each ai eventually maps into every other one, this gives us
N(a) = N(ai) as needed. Return to the Iterative Step.
If N(a) = {a}: Suppose N(a) 6⊂ N(b) for any b ∈ X. Then define f(a) = a, which
will clearly give us N(a) = {a} without a being in the minimal neighborhood for any
other points, as needed. Return to the Iterative Step. If N(a) = {a} ⊂ N(b) for
some b ∈ X, by (b), N(a) ⊂ N(b), N(c) implies N(b), N(c) are nested, so there exists
b∗ ∈ X such that N(b∗) is minimal among the members of N that strictly contain
N(a). Define f(a) = b∗. Since we will not let f map anything into a, this gives us
N(a) = {a}. Once N(a) is removed from consideration, N(b∗) will be minimal so we
can return to the Iterative Step.
From this construction, it is clear that f is a well-defined function on X with
Pf = T .
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The above theorem gives an intuitive way to see how some topologies are not
functionally Alexandroff. It is important to note that Lemma 2.2.1 and Lemma 2.2.2
still hold when X is infinite, but this construction may not work for an infinite set
since the algorithm is not guaranteed to terminate in a finite number of steps.
We will now illustrate the algorithm presented in the proof of Theorem 2.2.3 using
an example. Consider a topology with a basis as shown in Figure 2.3. Note that the
conditions in Lemma 2.2.1 and Lemma 2.2.2 hold for this topology.
a b c d e f g h i j
Figure 2.3: Basis for the topology to be used to find f .
According to the algorithm, we must consider all of the smallest neighborhoods in
the topology and order them by set inclusion. In this example these neighborhoods
are N(a) = {a}, N(b) = N(c) = N(d) = {a, b, c, d}, N(e) = {e}, N(f) = {f},
N(g) = {f, g}, N(h) = {f, g, h}, and N(i) = N(j) = {i, j}. The ordering is N(a) ⊂
N(b) = N(c) = N(d) and N(f) ⊂ N(g) ⊂ N(h) with all other pairs being non-
comparable.
The algorithm states that we begin with a minimal smallest neighborhood. The
topology has three such neighborhoods, N(a), N(e), and N(f). We will begin by
considering N(a), though any of these three neighborhoods could be considered. We
have N(a) = {a} so we follow the steps beginning with that case. We can see that
N(a) is a subset of other smallest neighborhoods, and from the algorithm we know
there must be a minimal such neighborhood. In this case it is N(b) = N(c) = N(d).
Since these are all the same neighborhood, they are all minimal among the supersets
of N(a) so we can choose any of them. Let us choose b and define f(a) = b. Figure 2.4
depicts this first step. Now we return to the iterative step of the algorithm, removing
a and N(a) from consideration.
Now that N(a) has been removed from consideration, the minimal neighborhoods
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a b c d e f g h i j
a
b
Figure 2.4: On top is the topology with a, defined in the first iteration of the algo-
rithm, highlighted in red. On the bottom is the diagram for f after f(a) has been
defined.




Figure 2.5: On top is the topology with the elements defined in the second iteration
of the algorithm, b, c, and d, highlighted in red. On the bottom is the diagram for f
after these points have been defined.
are N(b), N(e), N(f), and N(i). We will proceed with N(b). Since there are other
elements whose smallest neighborhood is N(b), namely c and d, we define a cycle
through these elements, as per the algorithm. Define f(b) = c, f(c) = d, and f(d) = b.
This concludes the second iteration of the algorithm. Figure 2.5 depicts this step,
with the relevant elements highlighted in red and the diagram for .f shown. This
figure also shows a in gray, since it is no longer being considered in the algorithm.
Now we remove b, c, d, and N(b) = N(c) = N(d) from consideration and return to
the Iterative Step of the algorithm.
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Figure 2.6: On top is the topology with e, the element defined in the third iteration
of the algorithm, highlighted in red. On the bottom is the diagram for f after f(e)
has been defined.
Now that N(b) = N(c) = N(d) has been removed, the minimal neighborhoods are
N(e), N(f), and N(i). We will choose N(e) for the next iteration of the algorithm.
We follow the case that N(e) = {e}. Furthermore, N(e) is not a subset of any
other smallest neighborhoods, so we define f(e) = e. This is depicted in Figure 2.6.
We remove e and N(e) from consideration and return to the Iterative Step of the
algorithm.
Now that N(e) has been removed, the minimal neighborhoods are N(f) and N(i).
We will choose N(f) for this step. We have that N(f) = {f} so we follow that case
in the algorithm. In this case, there are other elements whose smallest neighborhood
contain N(f), namely g and h. According to the algorithm, there must be a minimal
such neighborhood. Here that neighborhood is N(g) since N(g) ⊂ N(h). Therefore,
we define f(f) = g, as shown in Figure 2.7. We now remove f and N(f) from
consideration and return to the iterative step of the algorithm.
Now that N(f) has been removed, N(g) and N(i) are the minimal neighborhoods.
Note that N(g) is minimal because we are considering the set with f and N(f)
removed, as shown by this element and set being gray in Figure 2.8. We will proceed
with this algorithm using g. Here we have N(g) = {g} so we continue with that case.
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Figure 2.7: On top is the topology with f , the element defined in the fourth iteration
of the algorithm, highlighted in red. On the bottom is the diagram for f after f(f)
has been defined.
Once again there is an element, namely h, such that N(g) ⊂ N(h) and, as per the
algorithm, there must be a minimal such neighborhood. Clearly N(h) is the minimal
neighborhood as it is the only one containing N(g). Therefore, we define f(g) = h,
as shown in Figure 2.8. We remove g and N(g) from consideration and return to the
Iterative Step of the algorithm.
Now that N(g) has been removed from consideration, the minimal neighborhoods
are N(h) and N(i). We will proceed with N(h). We will follow the case that N(h) =
{h}. Furthermore, there are no elements whose smallest neighborhood is a superset of
N(h), so as per the algorithm we define f(h) = h, as depicted in Figure 2.9. Remove
h and N(h) from consideration and return to the Iterative Step.
Finally, all neighborhoods have been removed from consideration except forN(i) =
N(j) so we will proceed through the last iteration with this neighborhood. Since
N(i) = N(j), the algorithm tells us that there are no smallest neighborhoods that
contain this one, and we are to define a cycle in f through these points. Thus, define
f(i) = j and f(j) = i, as depicted in Figure 2.10. Now that every element in the set
has been defined, the algorithm has terminated. Figure 2.11 shows the final graph
16








Figure 2.8: On top is the topology with g, the element defined in the fifth iteration
of the algorithm, highlighted in red. On the bottom is the diagram for f after f(g)
has been defined.








Figure 2.9: On top is the topology with h, the element defined in the sixth iteration
of the algorithm, highlighted in red. On the bottom is the diagram for f after f(h)
has been defined.
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Figure 2.10: On top is the topology with i and j, the elements defined in the seventh
iteration of the algorithm, highlighted in red. On the bottom is the diagram for f
after f(i) and f(j) have been defined.
for .f as generated by the algorithm. We can see that this function produced the









Figure 2.11: Diagram for f generated from the algorithm.
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Chapter 3
Lattice of Functionally Alexandroff
Topologies
In this chapter we continue our study of functionally Alexandroff topologies by con-
sidering lattice properties of the functionally Alexandroff topologies on a set X. We
denote the collection of functionally Alexandroff topologies on a set X by FA(X),
ordered by set inclusion. A lattice is defined as a partially ordered set where any
two elements have a infimum (greatest lower bound) and a supremum (least upper
bound). This definition means that suprema and infima of finite sets also must exist.
A lattice is called a complete lattice if unique suprema and infima exist on arbitrary
sets. Additionally, we define a ∨-semilattice as a partially ordered set where any two
elements have a unique supremum but not necessarily a unique infimum. A sublat-
tice is a subset of a lattice that is also a lattice, where suprema and infima in the
sublattice match suprema and infima in the lattice.
We begin by showing that FA(X) need not be a lattice. We then present a
theorem stating when FA(X) is a lattice or a semilattice. We conclude the chapter
with several results involving suprema and infimuma of topologies in the lattice.
We begin discussing the poset of functionally Alexandroff topologies by considering
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the top and bottom of the poset. The top of the lattice of topologies is the discrete
topology. The discrete topology on an arbitrary set X is functionally Alexandroff.
This is not difficult to see as the function is simply the identity function, which
means the closure of every element is the singleton containing that element, and thus
all sets are closed and open. The next theorem tells us when the indiscrete topology
is functionally Alexandroff.
Theorem 3.0.1. The indiscrete topology is functionally Alexandroff if and only if X
is finite.
Proof. Let X be an infinite set and suppose Pf = {∅, X}. The closure of an element
x ∈ X is cl(x) = {x, f(x), f 2(x), ...}. We know there is no integer n such that
fn(x) = x because otherwise the closure of x would be a nonempty set distinct from
X, making X\cl(x) open. However, cl(f(x)) = {f(x), f 2(x), ...} and does not contain
x. Thus we have described two unique nonempty closed sets, contrary to the only such
set being X. Therefore, the indiscrete topology cannot be functionally Alexandroff
on an infinite set.
If X is finite, define a function that is a cycle through every element of X. The
closure of an element of X would thus be the entire set itself, meaning the topology
formed is the indiscrete topology. Therefore, the theorem holds.
The above theorem implies that the functionally Alexandroff topologies on an
arbitrary set X need not form a lattice. We will show this by showing the infimum of
two functionally Alexandroff topologies on Z is not functionally Alexandroff. On Z,
let f(n) = n+ 1 and g(n) = n− 1. We can see that Pf = {(−∞, a) : a ∈ Z} ∪ {∅,Z}
is the left ray topology and Pg = {(a,∞) : a ∈ Z} ∪ {∅,Z} is the right ray topology.
Now we know that Pf ∨ Pg is the discrete topology, or Pid where id is the identity
function on X. However, Pf ∧ Pg is the indiscrete topology, since no proper left ray
can also be a right ray. By Lemma 3.0.1, the indiscrete topology is not functionally
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Alexandroff on infinite sets, so the functionally Alexandroff topologies need not form
a lattice.
The following theorem gives the main results of this chapter. It contains three
parts describing when FA(X) is a lattice, semilattice, and sublattice.
Theorem 3.0.2. (a) FA(X) is a ∨-semilattice and Pf ∨Pg in FA(X) agrees with
Pf ∨ Pg in T (X).
(b) If X is finite, FA(X) is a lattice.
(c) FA(X) is a sublattice of A(X) if and only if |X| ≤ 2.
Proof. (a) Suppose Pf , Pg ∈ FA(X) have associated quasiorders .f ,.g. Consider
the quasiorder .f ∩ .g, which we will denote ., define as x . y if and only if x .f y
and x .g y. We will verify that the associated Alexandroff topology for . is Pf ∨Pg.
Consider a point x ∈ X. A basic open neighborhood of x in Pf ∨Pg is the intersection
of a basic open neighborhood from Pf and Pg, say x ∈ Uf ∈ Pf and x ∈ Ug ∈ Pg.
A point y ∈ X is in Uf ∩ Ug if and only if y ∈ Uf and y ∈ Ug. This happens if
and only if x .f y and x .g y, which in turn happens if and only if x . y. Thus,
for any x, y ∈ X, y is in a basic open neighborhood of x in Pf ∨ Pg if and only if
x . y, meaning y is in an open set in the associated topology for .. Therefore, the
associated Alexandroff topology for . is Pf ∨ Pg.
It remains to show that the topology associated with .f ∩ .g is functionally
Alexandroff. Define h : X → X by h(x) = fk(x) where k ∈ N is the smallest
natural number such that fk(x) ∈ {g(x), g2(x), g3(x), . . .}, or h(x) = x if there is
no such k. Clearly h is a well-defined function. To show Ph = Pf ∨ Pg, it suffices
to show Nh(z) = Nf (z) ∩ Ng(z) for any z ∈ X, or equivalently (since x ∈ cl{z} if
and only if z ∈ N(x)), clh{x} = clf{x} ∩ clg{x} for all x ∈ X. Suppose x is given.
Since h(x) ∈ clf{x} ∩ clg{x}, it follows that clh{x} ⊆ clf{x} ∩ clg{x}. Suppose
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z ∈ clf{x} ∩ clf{x}. If z = x, then z ∈ clh{x}, so we may assume
z = fk1(x) = gn1(x), k1, n1 > 0. (3.1)
Now suppose h(x) = fk(x) = gn(x). From the definition of h, it follows that 0 < k ≤
k1 and 0 < n ≤ n1. Define k2, n2 so that k + k2 = k1, n + n2 = n1. If k2 = 0, then
z = fk1(x) = fk(x) = h(x), so z ∈ clh{x}. If k2 > 0 and n2 = 0, then z = gn1(x) =
gn(x) = h(x), so z ∈ clh{x}. If k2 > 0 and n2 > 0, then fk1(x) = z = gn1(x) implies
fk2(h(x)) = z = gn2(h(x)) where 0 < k2 < k1, 0 < n2 < n1. Now iterating from
Equation (3.1) with x replaced by h(x), we find z = h2(x) ∈ clh{x} or there exist
positive k3, n3, smaller than k2, n2, with f
k3(h2(x)) = z = gn3(h2(x)). We continue
to iterate and note that the process must terminate since k1, k2, k3, . . . is a strictly
decreasing sequence of positive integers. Thus, z ∈ clh{x}.
(b) If X is finite, FA(X) has a least element Pf = {∅, X} where f is any cyclic
permutation of X. By (a), finite (and thus arbitrary) suprema exist in FA(X), so
FA(X) is a (complete) lattice.
(c) To show that FA(X) is a sublattice of A(X) when |X| ≤ 2, we will simply show
that all of the topologies on X in these two cases are generated by some function on X.
If X = {a}, the unique topology on X is generated by the unique function f : X → X.
If X = {a, b}, define f(a) = b, f(b) = a, and for x ∈ {a, b}, g(x) = a, h(x) = b and
i(x) = x. Now the four topologies on X are realized as Pf , Pg, Ph, Pi, where Pf is
the indiscrete topology, Pg = {∅, {b}, X}, Ph = {∅, {a}, X}, and Pi is the discrete
topology.
Now to show that FA(X) is not a sublattice of A(X) when |X| ≥ 3 we will
construct functions f, g : X → X such that Pf ∧ Pg differ in FA(X) and A(X).
Suppose |X| ≥ 3 and pick three distinct elements x1, x2, x3 ∈ X and define f(x1) =
x2, f(x2) = x3, g(x2) = x1, g(x1) = x3, and for x ∈ X − {x1, x2}, f(x) = g(x) = x.
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Figure 3.1 shows f, g, and the associated topologies Pf , Pg consisting of the increasing
sets from the quasiorders shown. In A(X), Pf∧Pg has basis of minimal neighborhoods
{{x1, x2}, {x1, x2, x3}}∪{{x} : x ∈ X−{x1, x2, x3}}. By Lemma 2.2.1, this topology
is not in FA(X). In FA(X), Pf ∧ Pg has basis {{x1, x2, x3}} ∪ {{x} : x ∈ X −












r · · ·r
g
r r r ri 

 · · ·ri i
x1 x2 x3
Pf
r r r ri 

 · · ·ri i Pg
Figure 3.1: Topologies whose infima in A(X) and FA(X) differ.
The next result tells us that any topology on a finite set with three open sets can
be shown to be the supremum of two functionally Alexandroff topologies.
Theorem 3.0.3. If X is finite, T ∈ T (X) and |T | = 3, then T = Pf ∧ Pg for some
f, g : X → X.
Proof. Suppose T = {∅, A,X} where, after relabeling, A = {1, 2, . . . , k} and X =
{1, 2, . . . , n}. Define f, g : X → X by
f(j) =
 j + 1 j = 1, . . . , n− 1k + 1 j = n g(j) =

k + 1 j = 1
n j = k + 1
j − 1 j ∈ X − {1, k + 1}.
The quasiorder diagrams for these functions are shown in Figure 3.2. To check that
Pf ∧ Pg = T holds, we will show that the only closed set in Pf ∧ Pg is X \ A by
showing that X and X \A are the only nonempty closed sets in both Pf and Pg. For
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Figure 3.2: The left is f , and the right is g, where Pf ∧Pg forms the three set topology
described.
and thus closed in Pf ∧ Pg. Now consider a closed set that contains an element of A,
say 1 ≤ i ≤ k. In g, the closure of i will include everything less than i, particularly
1. However, the closure of 1 in f is X. Thus, any closed set in Pf ∧Pg containing an
element of A must be X itself. Therefore X \A is the only closed set in Pf ∧Pg, and
A is the only open set, as desired.
If f : X → X is injective, then the components of the specialization quasiorder
graph can be order isomorphic to Z,N, or a finite cycle. Two ordered sets are order
isomorphic is there exists a bijection between them such that the orders are preserved.
For example, a component in the quasiorder graph is order isomorphic to Z if and
only if there exists a bijection from this component to the integers, say h, such that
if x . y then h(x) ≤ h(y). Note that finite chains leading into a cycle are not
possible. If f is bijective, then components order isomorphic to N are not possible
since 1 6∈ f(N). If f is bijective and every x ∈ X is part of a finite cycle, then
Pf = Pf−1 = P({O(a) : a ∈ X}) = P({C ⊆ X : C is a cycle of f}). The result below
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is more general.
Theorem 3.0.4. If f : X → X is one-to-one and onto, then Pf ∧ Pf−1 = P({D : D
is a component of the .f quasiordered set}), and Pf ∨ Pf−1 has basis {{x} : x is not
in any cycle of f} ∪ {C : C is a finite cycle of f}.
Proof. Let f : X → X be one-to-one and onto. The quasiorder diagram associated
with f must me made up of components order isomorphic to Z or a finite cycle.
Additionally, the quasiorder diagram associated with f−1 will contain these same
components traversed in reverse order.
Now consider Pf∧Pf−1 = Pf∩Pf−1 . To find the supremum of these two topologies,
we must find every set that is in their intersection, that is, every set that is open in
both topologies. To do this, let us first consider x ∈ X on a cycle. Recall that the
smallest set containing x is the set of points that eventually map into x, that is,
N(x) = {y : fn(y) = x, n ∈ N∪{0}}. In both Pf and Pf−1 , we can see that this must
simply be the cycle that contains x. Now let us consider x ∈ X on a component order
isomorphic to Z. In Pf , every open set containing x must also contain all elements on
this component that are above x in the quasiorder diagram. Dually, every open set
in Pf−1 containing x must contain all elements on this component that are below x in
the quasiorder diagram. Therefore, in order to be open in both Pf and Pf−1 , the set
must contain the entire component. Thus, in either case, the smallest set containing
x that is open in both topologies is the component x is on. Therefore, Pf ∧ Pf−1 is
any combination of the components of the quasiorder diagram, that is, the power set
P({D : D is a component of the .f qoset}).
Now consider Pf ∨ Pf−1 , which has a subbasis of Pf ∪ Pf−1 . First consider x on a
cycle in the quasiorder diagram. Since the smallest open set in both topologies is the
cycle x is on, the basic open sets in Pf ∨Pf−1 containing points in cycles are the cycles
themselves. Now consider x on a component order isomorphic to Z. We know the
subbasis formed must include a set containing x and all elements above x and a set
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containing x and all elements below x. Intersecting these sets results in the singleton
{x}. Thus, for x on a component order isomorphic to Z, a basic neighborhood of x
in Pf ∨ Pf−1 is {x}. Therefore, a basis for Pf ∨ Pf−1 is {{x} : x is not in any cycle of
f} ∪ {C : C is a finite cycle of f}.
We now present two corollaries of this theorem.
Corollary 3.0.5. If f : X → X is one-to-one and onto, Pf ∧ Pf−1 = {∅, X} if and
only if X has one component (a cycle, or order isomorphic to Z).
Proof. Let f : X → X be one-to-one and onto. Suppose Pf ∧ Pf−1 = {∅, X}. We
know from Theorem 3.0.4 that Pf ∧ Pf−1 is the power set of all components in the
quasiorder diagram. Since X is the only nonempty set in Pf ∧ Pf−1 , X must be the
only component. Therefore, X has one component.
Now suppose X has only one component, which must be X itself. Once again,
Theorem 3.0.4 tells us that Pf ∧Pf−1 is the power set of all of the components in the
quasiorder diagram. Since X is the only component, this is {∅, X}.
Corollary 3.0.6. If f−1 exists, Pf is the complement of Pf−1 in A(X) if and only if
X is order isomorphic to Z. (Observe that in this case, Pf ∧ Pf−1 6∈ FA(X).)
Proof. Let f : X → X be a function such that f−1 exists. This means f is one-
to-one and onto. Suppose Pf is the complement of Pf−1 in A(X). This means
Pf ∧ Pf−1 = {∅, X} and Pf ∨ Pf−1 is the discrete topology. Theorem 3.0.4 tells us
that Pf ∧ Pf−1 is the power set of all of the components of the quasiorder diagram,
hence X can be the only component. Theorem 3.0.4 also tells us that Pf ∨Pf−1 has a
basis of singletons {x} for x on a line together with all of the cycles. However, since
Pf ∨ Pf−1 is the discrete topology, it has a basis of {{x} : x ∈ X}. Thus X cannot
contain a cycle, and the one component of X must be order isomorphic to Z.
Now suppose X is only one component order isomorphic to Z. Theorem 3.0.4 tells
us that Pf ∧Pf−1 is the power set of all of the components of the quasiorder diagram.
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Since X is the only component, this is {∅, X}. Since the only component is order
isomorphic to Z, Theorem 3.0.4 tells us that Pf∨Pf−1 has a subbasis of {{x} : x ∈ X},
which generates the discrete topology. Therefore, Pf is the complement of Pf−1 in
A(X).
The following theorem states that for an invertible function with a quasiorder dia-
gram made up of finite cycles, the function and its inverse form the same functionally
Alexandroff topology, the power set of the collection of cycles. Note that this also
means Pf ∨ Pf−1 and Pf ∧ Pf−1 are simply Pf .
Theorem 3.0.7. If f is invertible and every x ∈ X is part of a finite cycle, then
Pf = Pf−1 = P({O(a) : a ∈ X}).
Proof. Let f : X → X be invertible such that each x ∈ X is on a finite cycle in the
associated quasiorder diagram. Then for each x ∈ X, the smallest neighborhood of
x in Pf , Nf (x), will be the set of points that f will eventually map into x, that is,
{y : fn(y) = x for some n ∈ N}. However, this is simply the cycle that x is on or the
orbit of x, O(x). This implies that each cycle is the smallest open set containing the
elements on that cycle. This same argument holds for f−1 as it is simply the same set
of cycles mapped in the opposite direction. Therefore Pf = Pf−1 , and this topology
is simply any combination of cycles, or P({O(a) : a ∈ X})
Lemma 3.0.8. If f : X → X is one-to-one and onto and the quasiorder diagram
contains finitely many components order isomorphic to Z and a countable number of
cycles, then there exists a function g : X → X with Pf ∧ Pg = {∅, X}.
Proof. Suppose f : X → X is one-to-one and onto and the quasiorder diagram is
as described. Assume there are n components isomorphic to Z, and label them Li
for 1 ≤ i ≤ n. Label the countable number of cycles as Cj for j ∈ N. We will now
construct a function g such that Pf ∧ Pg = {∅, X}. Since the Li components are
order isomorphic to Z, we can refer to the elements on these components using their
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corresponding integer, k ∈ Z. Let g map the kth component of Li for 1 ≤ i ≤ n−1 to
the kth component of Li+1. Assign each cycle Cj to an integer on Ln, matching the
index of the cycle to the corresponding element of Ln. The k
th integer on Ln either
has a corresponding cycle or it does not. If it does not, then let g map this element
to the k − 1th element of L1. If it does have a corresponding cycle Ck, let g map
this element to a representative member of Ck. Since this is a cycle, each element
has exactly one other element mapped into it by f . Let g map the elements of the
cycle in the opposite order as f . That is, if c1, c2 ∈ Ck, then g(c1) = c2 if and only if
f(c2) = c1). See Figure 3.3.
Now that every element of X has been assigned an output in g, it must be shown
that Pf ∧Pg is in fact the indiscrete topology. In order to show this, we will show that
for every x ∈ X, the only closed set containing x in both Pf and Pg is X. To show
this, we will consider the closure of x in Pf and Pg, since any closed set containing x
must be a superset of the closure of x. If x is on a cycle, Cj, the closure of x in Pf is
Cj. Its closure in Pg is the part of Cj that g maps into together with the part of each
Li that is greater than or equal to j + 1, when considering the order isomorphism
between Li and Z and all cycles Ck where k > j. Since this closure contains the upper
half-lines on each Li, the smallest closed set in Pf that contains this must contain the
entire line for each Li. If the entire Ln must be contained in this closed set, however,
then every cycle must also be included since g maps up Ln and into each cycle.
If x is on a line Li, then the closure in Pf is the lower half-line on Li. Now if
the lower half-line is included in this set, in order to be closed in Pg, it must contain
the entire line Li. If the entire line Li is contained in this closed set, g will map into
every cycle and all other lines, so the smallest closed set must be X. Therefore, the
smallest set containing any x ∈ X that is closed in both Pf and Pg is X, meaning
Pf ∧ Pg is the indiscrete topology.
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Figure 3.3: The left diagram shows the quasiorder diagram for .f , and the right
shows the quasiorder diagram for .g, which forms a complement.
Lemma 3.0.9. If f : X → X is one-to-one and onto and the quasiorder diagram
contains a countably infinite number of components order isomorphic to Z and a
countable number of cycles, then there exists a function g : X → X with Pf ∧ Pg =
{∅, X}.
Proof. Suppose f : X → X is one-to-one and onto and the quasiorder diagram of .f
is as described. We will construct a function g such that Pf ∧ Pg = {∅, X}. Label
the countably infinite components order isomorphic to Z as {Li}i∈Z. Label the cycles
as Cj, such that 1 ≤ j ≤ n if there are finitely many cycles or j ∈ N if there are
infinitely many cycles. For each Li we will refer to the individual elements by an
integer n since these components are order isomorphic to Z, and we will call this Lni .
For each Li where i ≥ 0 (and i ≤ n if there are finitely many cycles), let g map
L0i to any element in Ci. We will then allow g to map through the cycles in reverse
order from what f does, so if f(x) = y then g(y) = x. For the last element of the
cycle, let g map this to L1i−1, that is, the point labeled 1 on the line that immediately
precedes the line that mapped to this cycle.
Now we must assign g for all other elements on each line. We define g as g(Lji ) =
29
Lj+1i+1 if j mod 4 ≡ 1 or 2 and g(L
j
i ) = L
j+1
i−1 if j mod 4 ≡ 3 or 0 for all j 6= 0. Notice
we are always mapping elements to other elements above it on an adjacent line, with
the pattern of mapping two lines to the left then two lines to the right. See Figure 3.4.
The idea is that all of the lines are chained together in this way, so that a closure in
Pg will include adjacent lines, and in turn a closed set in Pf ∧Pg will have to include
that entire line and so forth. We will show this more rigorously.
Now that every element of the set has been defined, it remains to be shown that
Pf ∧ Pg = {∅, X}. To show this, we will show that for any x ∈ X, cl{x} in Pf ∧ Pg
must be X. First, take note that if any element from any component is in a set, that
set must contain the entire component in order to be closed in Pf ∧ Pg. We can see
that this is true for cycles because the closure in f of any cycle will simply be that
cycle. This is also true for elements on a line. In f , a closed set containing a point on
a line must contain all other points below it on the line. Similarly, a closed set in g
must contain all points above it since g maps up the quasiorder diagram (albeit from
line to another). Thus a closed set Pf ∧ Pg that contains an element on a line must
contain the whole line. Furthermore, any closed set that contains a line Li must also
contain the lines Li+1, Li−1 and Ci if it exists. So by induction it must contain all
components and must be X. This also holds for any closed set that contains a point
on a cycle, as g maps out of the cycle onto a line. Therefore, the only closed set in
Pf ∧ Pg is X, and thus Pf ∧ Pg = {∅, X}.
Theorem 3.0.10. If f : X → X is one-to-one and onto and the quasiorder diagram
contains a countable number of components, then there exists a function g : X → X
with Pf ∧ Pg = {∅, X}.
Proof. Let f : X → X be one-to-one and onto and assume the quasiorder diagram
has a countable number of components. Since f is bijective, all components must
be a cycle or order isomorphic to Z. If there are finitely many components order
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Figure 3.4: The left diagram shows the quasiorder diagram for .f , and the right
shows the quasiorder diagram for .g, which forms a complement.
isomorphic to Z, then the theorem holds by Lemma 3.0.8. If there are infinitely many
components order isomorphic to Z, then the theorem holds by Lemma 3.0.9.
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Chapter 4
Complementation in the Lattice of
Functionally Alexandroff
Topologies
In the final chapter, we will consider complements of functionally Alexandroff topolo-
gies in FA(X) if it does form a lattice. Topologies in FA(X) are complements in
the lattice of functionally Alexandroff topologies if their infimum is the bottom of
the lattice (the indiscrete topology) and their supremum is the top of the lattice (the
discrete topology). We present an algorithm for finding a functionally Alexandroff
complement of a functionally Alexandroff topology on a finite set X.
4.1 An Algorithm for Finding a Functionally Alexan-
droff Complement
In this section, we present the steps to an algorithm for finding a functionally Alexan-
droff complement of a functionally Alexandroff topology. We accept as input a finite
set X and a functionally Alexandroff topology Pf generated by f : X → X. In this
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algorithm, we will construct a function g and claim Pg is the complement of Pf . We
prove this claim in Theorem 4.1.1.
Algorithm.
1. Accept as input a finite set X and a function f : X → X.
2. Let Q0 be the qoset diagram for the quasiorder .f (defined by x .f y if and
only if x ∈ cl{y}, if and only if x = fn(y) for some n ≥ 0).
3. Let C10 , C
2
0 , . . . , C
k
0 be the components of Q0 that have no maximal element.
4. From each Ci0, choose a representative ci ∈ Ci0.
5. Let M0 = {x ∈ X : x is maximal in Q0} ∪ {ci}ki=1.
6. Define g to be a cycle through all the points of M0, and choose a point m0 ∈M0.





8. Let Y0 = C0 ∪M0 = {x ∈ X : g(x) has been defined}.
9. Suppose g(x) has been defined on Yj and mj has been defined.
10. Let Qj+1 = X − Yj (considered as a qoset diagram) be the set of points of X
for which g(x) has not yet been defined.
11. Let Mj+1 = {x ∈ Qj+1 : x is maximal in Qj+1}.
12. Let Cj+1 = {x ∈ Qj+1 : x is in a component of Qj+1, which has no maximal
element}.
13. For x ∈ Cj+1, define g(x) = mj.
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14. Linearly order the elements a1 < a2 < · · · < ai of Mj+1 in any manner, and
define
g(ak) = ak+1 for k = 1, . . . , i− 1
g(ai) = mj.
15. Let Yj+1 = Yj ∪Mj+1 ∪ Cj+1 = {x ∈ X : g(x) has been defined}.
16. Let mj+1 = a1.
17. Iterate from Step 9 until all elements from X are defined for g.
Now note that since M0 from step 5 contains all .f -maximal points and a point
of each cycle C0i not having a maximal element, it follows that every x ∈ X is in the
orbit of some point of M0. In particular, clf (M0) = X. Additionally, since Y0 defined
in step 8 was taken from the top of the qoset for f , this should be at the bottom
of the qoset for g. In future iterations, no further points of X are fixed by g. All
remaining points of X appear above m0 in the qoset diagram for g.
Now step 9 is the start of the inductive part of the algorithm. Note that Cj+1
from step 12 consists of the points of the cycles having no “stem” leading into them,
and mj+1 from step 16 is the maximal point of the main branch of the qoset diagram
thus far defined for g.
Since this algorithm works for any function f on a finite set X, and thus any
functionally Alexandroff topology on a finite set, this shows that FA(X), where X
is finite, is a complemented lattice. This is formalized in the theorem below, and its
proof shows that Pg is in fact the complement of Pf .
Theorem 4.1.1. If X is finite, the lattice FA(X) of functionally Alexandroff topolo-
gies on X is complemented.
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Proof. Suppose X is finite. To prove that the lattice FA(X) is complemented, we
will show that every topology Pf on X has a functionally Alexandroff complement.
Specifically, we will show that Pg is the complement of Pf in FA(X), where g is found
by following the algorithm above. Loosely speaking, the points at the top of the qoset
for f should be at the bottom of the qoset for g.
If x ∈ M0 − {ci}ki=1, that is, x is maximal in .f , then Nf (x) = {x}. This is
because nothing maps into x, so {x} is open. If x ∈ C0, where C0 is all elements
on a component with no maximal element excluding the representative element, then
Ng(x) = {x} since nothing subsequently maps to x in future iterations of the algo-
rithm. If x = ci = C
i
0 ∩M0, or the representative elements from components with
no maximal element, then Nf (x) = C
i
0, the cycle that x is on. Also, Ng(x) cannot
contain any other members of Ci0 since those were all fixed. Thus Ng(x) ∩ Ci0 = {x}.
In all cases, Nf (x) ∩Ng(x) = {x}.
If x ∈ Cj+1, then Ng(x) = {x} since nothing will map to x in future iterations
of the algorithm. From the definition of Mj+1 in step 11 as containing the maximal
elements in the f -qoset X − Yj at which g has not been previously defined, it follows
that for x = ak ∈ Mj+1, Nf (x) ⊆ {x} ∪ Yj. Since Ng(x) ⊆ Mj+1 ∪ (X − Yj+1), we
have Nf (x) ∩ Ng(x) = {x}. This implies that Nf (x) ∩ Ng(x) = {x} for any x and
thus, Pf ∨ Pg = P(X).
Finally, from the construction, note that for every x ∈ X − C0, clg(x) =
{x, g(x), g2(x), . . .} eventually contains the cycle M0. Since clf (M0) = X, the only
Pf∨Pg-closed set containing x is X. If x ∈ Ci0−{ci} = Ci0−M0, then ci ∈ clf (x) = Ci0,
and since clg(ci) = M0 and clf (M0) = X, again we have that the only Pf ∧ Pg-closed
set containing x is X.











Figure 4.1: Quasiorder diagram for .f .
4.2 Example Using the Algorithm
Now we will illustrate using the previous algorithm on a simple example. Consider
the function f with the quasiorder diagram as shown in Figure 4.1. We will iterate
through the steps of the algorithm in order to show how we obtain the quasiorder
diagram for g depicted in Figure 4.6.
According to steps 3 and 4 of the algorithm, we must identify all components in
the diagram with no maximal element and choose a representative member of each.
The only such component in this diagram is the cycle through f , g, and h. We will
choose f as our representative element.
Steps 5 and 6 tell us that we now must identify the maximal elements in the
diagram and let g cycle through these maximal elements and the representative of
the components with no maximal element. These maximal elements are a, b, and i.
We also must choose a member m0 from this cycle, as per step 6. For this example,
we will use a = m0. Figure 4.2 shows these steps, with the maximal points and
representative of the cycle highlighted in red on the left and quasiorder diagram for
g on the right. This cycle will act as the bottom of the diagram for .g. Note that
these elements were maximal in f so everything below them in f will be above them
in g.
According to step 7, the remaining member of the components with no maximal














Figure 4.2: On the left is the quasiorder diagram for f with the maximal and repre-















Figure 4.3: On the left is the quasiorder diagram for f , with the remaining members
of the cycle in red and the elements that have already been defined in g in gray. On
the right depicts those elements being fixed.
depicts this step.
Now we begin the iterative step of the algorithm, beginning at step 9. With each
iteration we are considering the quasiorder diagram for .f without the elements that
have already been defined in g. According to steps 11 and 12, we once again identify
maximal elements and components with no maximal element. Since all components
at this point have a maximal element, we only need to consider the maximal elements.
The maximal elements here are c and j, as shown in red in Figure 4.4. According
to step 14, we must linearly order these maximal elements in any order, leading into
mj, which is the current top element in g. In this example we chose g(c) = j and
g(j) = a since a = m0.
Now we iterate through the algorithm another time, going back to step 9. Once

















Figure 4.4: The left shows .f with the elements already defined in gray and the


















Figure 4.5: The left shows the diagram for .f with the elements already defined in
gray and the maximal elements and those elements in components with no maximal
element in red. The right shows the diagram for .g with these newly defined elements
in red.
ponents with no maximal element. This time k is maximal, and d and e are on a
component with no maximal element. Step 13 tells us that we allow g to map the
elements that are on a component with no maximal element to the top of quasiorder
diagram, which is c. Thus we define g(d) = c and g(e) = c. Step 14 tells us to linearly
order the maximal elements and map them into the top. Since k is the only maximal
element, we simply define g(k) = c.
Now we have defined all of the elements in g and arrive at the diagram depicted









Figure 4.6: Quasiorder diagram for .g generated using the algorithm.
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