In this work we will consider integral equations defined on the whole real line and look for solutions which satisfy some certain kind of asymptotic behavior. To do that, we will define a suitable Banach space which, to the best of our knowledge, has never been used before. In order to obtain fixed points of the integral operator, we will consider the fixed point index theory and apply it to this new Banach space.
Introduction
In this paper we study the existence of fixed points of integral operators of the form 
Tu(t) = p(t) +

k(t, s) η(s) f (s, u(s)) d s.
There are many results in the recent literature in which the authors deal with differential or integral problems in unbounded intervals (see for instance [2, 3, [10] [11] [12] and the references therein). The main difficulties which appear while dealing with this kind of problems arise as a By using the previous result, the authors of the aforementioned references prove the existence of solutions of differential or integral problems by means of either Schauder's fixed point Theorem or lower and upper functions method.
In this paper, we will deal with the problem of compactness of the integral operator using a different strategy: we will define a suitable Banach space, which will be proved to be isometric isomorphic to the space n ( , ) := f : → : f | ∈ n ( , ), ∃ lim t→±∞ f ( j) (t) ∈ , j = 0, . . . , n .
This isomorphism will allow us to apply Arcelà-Ascoli's Theorem to our Banach space instead of using Theorem 1.1.
Moreover, the Banach space that we will define will include some asymptotic condition which will ensure a certain asymptotic behavior of the solutions of the problem. Later on, we will use index theory in general cones [4] to obtain the desired fixed points.
The paper is divided in the following way: in Section 2 we present a physical problem which motivates the importance of the asymptotic behavior of solutions of a differential equation. In Section 3 we first summarize classical definitions of asymptotic behavior and then define a suitable Banach space and study its properties. Section 4 includes results of existence of fixed points of integral equations by means of the theory of fixed point index in cones. Finally, in Section 5 we will reconsider the physical problem presented in Section 2 and we will solve it by using the results given in Section 4.
Motivation
In many contexts it is interesting to anticipate the asymptotic behavior of the solution of a differential problem. For instance, consider the classical projectile equation that describes the motion of an object that is launched vertically from the surface of a planet towards deep space [6] ,
where u is the distance from the surface of the planet, R is the radius of the planet, g is the surface gravity constant and v 0 the initial velocity. Clearly, if v 0 is not big enough, the projectile will reach a maximum height, at which u ′ will be zero, and then fall. Hence, in order to compute the minimum velocity necessary for the projectile to escape the planet's gravity, it is enough to consider that u(t) → ∞ and u ′ (t) → 0. Then, multiplying both sides of (2.1) by u ′ and integrating between 0 and t,
Thus, taking the limit when t → ∞, −v 2 0 /2 = −gR, that is, the scape velocity is v s = 2gR. Observe that, with v 0 = v s , we have
Using the same argument, for any initial velocity higher than v s , when the projectile is far enough from the planet, it should drift away at constant velocity given by v ∞ = v 2 0 − 2gR. Now, the solution of (2.1) has a interesting asymptotic behavior. For v 0 > v s , it is asymptotically linear as was previously said. This can be checked using L'Hopital's rule.
In the particular case v 0 = v s we have that v ∞ = 0 and
In a more realistic setting, with a self propelled projectile, we could consider
where h(t, y) is the acceleration generated by the propulsion system of the rocket (which depends on time and also height, since different phases of the launch require different propulsion systems) and ρ is the friction coefficient, which depends on height since it relates to atmospheric drag. The friction term is expected to not affect the asymptotic behavior of the solution (the atmosphere is finite, and therefore ρ has compact support), so it would be interesting to study for what kinds of h when it would be reasonable to expect the same asymptotic behavior as that of the solution of (2.1). • If f /ϕ → ∞ with x, we shall say that the rate of increase, or simply the increase, of f is greater than that of ϕ, and shall write f ≻ ϕ.
• If f /ϕ → 0, we shall say that the increase of f is less than that of ϕ, and write f ≺ ϕ.
• Hence, it is clear that there are several ways to approach this issue. The case of f ϕ (also written as f = O(ϕ) in the notation of Landau) is the one used in the study of computational complexity [15] .
On the other hand, we find this kind of asymptotic behavior in fading memory spaces [9] , but also in weighted spaces [14] , where the comportment can also be that associated to f ≺ ϕ, noted as f = o(ϕ) as well [15] .
The aforementioned notions of asymptotic behavior are connected trough the exponential map to their corresponding ones using the difference instead of the quotient. To be explicit, consider the exponential map
f e f exp where + = (0, ∞). Thus, for every f , ϕ ∈ ( , ),
• lim
• | f − ϕ| is bounded if and only if e f ≍ e ϕ .
• lim x→∞ ( f − ϕ) = 0 if and only if e f ∼ ε ϕ .
• A constant δ ∈ can be found such that f − ϕ > δ for all sufficiently large values of x if and only if e f e ϕ .
• A constant ∆ ∈ can be found such that f − g < ∆ for all sufficiently large values of x if and only if e f e ϕ .
Needless to say, the all of the aforementioned definitions can be applied to non necessarily positive functions with due precautions.
In this work we will center our discussion in the case f − ≍ ϕ. In order to to so, we will need a conveniently defined Banach space which is not among the mentioned above.
The space of continuously n-differentiable ϕ-extensions to infinity
Consider the space := [−∞, ∞] with the compact topology, that is, the topology generated by the basis
With this topology, is homeomorphic to any compact interval of with the relative topology inherited from the usual topology of .
It is easy to check that ( , ) is a Banach space with the usual supremum norm. We define, in a similar way,
for n ∈ . n ( , ), n ∈ , is a Banach space with the norm
Take now ϕ ∈ n ( , + ) and define the space of continuously n-differentiable ϕ-extensions to infinity
We define the norm
· ϕ is well defined, since the extension f is unique for every f ; indeed, assume there are
Since is dense in and f 1 and f 2 are continuous,
On the other hand, for every f ∈ n ( , ) there exists a unique f ∈ ϕ such that f | ϕ = f
This shows that there is an isometric isomorphism
whose inverse isomorphism is
Furthermore, Arcelà-Ascoli's Theorem applies to n ( , ) since is a Hausdorff compact topological space and is a complete metric space. Using Φ we can apply the Theorem to n ϕ . To be precise, 
If we write this Theorem in terms of
n ϕ using the isomorphism Φ we get the following Theorem. 
that is, for each t ∈ there exists some constant M > 0 such that
for all j = 0, . . . , n and f ∈ F .
• F is equicontinuous, that is, for all ǫ ∈ + there exists some δ ∈ + such that
for all j = 0, . . . , n, f ∈ F and r, s ∈ such that |r − s| < δ.
Since • for each t ∈ the set { f (t) : f ∈ F ( j) } has compact closure for j = 0, . . . , n;
• F ( j) is equicontinuous for j = 0, . . . , n. is not. In fact, we have that n ϕ is a n ( , )-module satisfying
We can extend the above definitions to more particular settings. Let a, b ∈ and consider n a,b
is a Banach subspace of ϕ .
Similarly, we can work on intervals of the form [a, ∞) (or (−∞, a]) instead of . In that case we obtain the Banach Space
It is important to point out that the function ϕ given to define n ϕ is not unique, in fact, we can always choose another one with better properties than the given ϕ.
Theorem 3.5.
For every ϕ
for some k ∈ {0, . . . , n}, then
for every j ∈ {0, . . . , n}.
Proof. 1. For every k ∈ , let
The Weierstrass Approximation Theorem guarantees the existence of
for every k ∈ , where a k :
Also, for γ k,1 and γ k,2 sufficiently small, we have that
Hence, define
Therefore,
This fact allows us to prove that
Hence,
. The other inclusion is analogous, so
Hence, for j ∈ {0, . . . , n} and f is not differentiable. In order to do so, we just pick a function ψ ∈ ∞ ( , +
Fixed points of integral equations
Fix ϕ ∈ n ( , + ) and consider an operator T given by
We will obtain some results regarding to the existence of fixed points of operator T . To do that, we will follow the line of [4] , where the authors studied the existence of solutions of integral equations of Hammerstein-type in abstract cones. In particular, they considered a real normed space (N , · ) and a continuous functional α: N → . They proved that if this functional α satisfies the three following properties:
is a cone.
Following their arguments, we will consider the cone
where α:
→ is a functional satisfying (P 1 ) − (P 3 ).
Assume the following:
for every s ∈ . Moreover, for every ǫ > 0 and j = 0, . . . , n, there exist δ > 0 and a measurable function ω j such that if |t 1 − t 2 | < δ then
is measurable for each fixed y ∈ and f (t, ·) is continuous for a. a. t ∈ and, for each r > 0, there exists φ r ∈ L 1 ( ) such that f (t, y ϕ(t)) ≤ φ r (t) for all y ∈ [−r, r] and a. a. t ∈ .
(C 3 ) For every fixed r > 0, j = 0, . . . , n and l = 0, . . . , j,
Moreover, defining
this functions must satisfy that |z
(C 7 ) There exist two continuous functionals β, γ:
Moreover, for all s ∈ , β(k(·, s) η(s)), γ(k(·, s) η(s)) ∈ L
1 ( ) must be positive and such that 
Proof. T maps (
. By (C 1 ), we can use Leibniz's Integral Rule for generalised functions (see [7, p. 484] ) to get
On the other hand, from condition (C 1 ), given ǫ ∈ + , there exists some δ ∈ + such that for t 1 , t 2 ∈ , |t 1 − t 2 | < δ it is satisfied that
Therefore, from (C 2 ),
and, since ω j φ u ϕ ∈ L 1 ( ), the previous expression is upperly bounded by ǫ c for some positive constant c. Hence,
It is left to see that there exists
On the other hand,
and, from (C 3 ), M φ u ϕ ∈ L 1 ( ). Thus, from Lebesgue's Dominated Convergence Theorem, 
Moreover, from Leibniz's Integral Rule for generalised functions ( [7, p. 484]),
Thus,
It is satisfied that 4) and so, from (4.3) and (4.4),
Therefore, Tu ϕ < ∞.
Continuity: Let {u n } n∈ be a sequence which converges to u in n ϕ . Then, there exists some R ∈ such that u n ϕ ≤ R for all n ∈ . ϕ(s) for a. e. s ∈ . Therefore, u n (s) → u(s) for a. e. s ∈ and we have, by virtue of (C 2 ), that f (s, u n (s)) → f (s, u(s)) for a. e. s ∈ .
Reasoning analogously to the previous case, it is clear that
for all t ∈ and we obtain, by application of Lebesgue's Dominated Convergence Theorem, that Tu n → Tu in n ϕ . Hence, operator T is continuous.
Compactness: Let B ⊂
n ϕ a bounded set, that is, u ϕ ≤ R for all u ∈ B and some R > 0.
Then, in the upper bound of
found in (4.5) we can substitute φ u ϕ (s) by φ R (s) and so we have found an upper bound which does not depend on u. Therefore it is clear that the set T (B) is totally bounded.
On the other hand, taking into account the upper bound obtained in (4.2), we have that if t 1 , t 2 ∈ are such that |t 1 − t 2 | < δ then
and, since φ R ∈ L 1 ( ), we can conclude that T (B) is equicontinuous.
In conclusion, we derive, by application of Ascoli-Arzela's Theorem, that T (B) is relatively compact in n ϕ and therefore T is a compact operator.
T maps K α to K α : It is an immediate consequence of conditions (C 5 ) and (C 6 ). Now we will give some conditions under which we can assure that the index of some subsets of K α is 1 or 0. We will consider the following sets:
We define now two functions b, c : + → + in the conditions of (C 9 ):
With these definitions, K
To prove that the index of some of these subsets is 1 or 0, we will use the following well-known sufficient conditions.
n is open we denote by Ω and ∂ Ω, respectively, its closure and its boundary. Moreover, we will note Ω K = Ω ∩ K, which is an open subset of K in the relative topology.
Lemma 4.2. Let Ω be an open bounded set with
has the following properties.
(1) If there exists e ∈ K\{0} such that x = F x +λe for all x ∈ ∂ Ω K and all
Lemma 4.3. Assume that
Proof. We will prove that Tu = µ u for all u ∈ ∂ K β, ρ α and for every µ ≥ 1.
Suppose, on the contrary, that there exist some u ∈ ∂ K β, ρ α and µ ≥ 1 such that
Then, taking β on both sides and using (C 7 ), we get
which is a contradiction. Therefore we conclude the veracity of the result.
Lemma 4.4. Assume that
Proof. We will prove that there exists e ∈ K γ, ρ α \ {0} such that u = Tu + λ e for all u ∈ ∂ K γ, ρ α and all λ > 0.
Let us take e as in (C 8 ) and suppose that there exist some u ∈ ∂ K γ, ρ α and λ > 0 such that
Now, taking γ on both sides and using (C 7 ) and (C 8 ),
which is a contradiction.
From the previous Lemmas, it is possible to formulate the following Theorem. In this case, we establish conditions to ensure the existence of one or two solutions of the integral equation (4.1). However, similar results can be formulated to ensure the existence of three or more solutions. ) and
Remark 4.6. We note that the previous results could also be formulated for ϕ ([a, ∞)) or
Furthermore, we could also formulate previous theory in the space
. In particular, it is clear that, under hypotheses (
to itself, is continuous and compact.
An example
We will finally apply the theory in the previous sections to a modification of problem (2.2). As stated in the introduction, we ignore the friction term (the term depending on u ′ ) because it is only related to atmospheric drag and therefore does not affect the asymptotic behavior Hence, we study the problem
Given the domain of f and h and taking into account Remark 4.6, we will work on the interval [0, ∞).
Rewriting (5.1) as an integral problem, we know that the solutions of (5.1) coincide with the fixed points of the following operator,
where
is the corresponding Green's function. We note that in this case
We take
for s, y ∈ [0, ∞).
To ensure the constant sign of f , we extend h (and thus f ) in the following way:
We will consider ϕ(t) = t + 1, and work in the space ϕ ([0, ∞)). Our cone
will be defined by the functional
with ϕ 2 (t) = c e t for some constant c > 0, which will be calculated later, and ϕ 3 (t) = e t .
The functional α is well defined because if u ∈ K α , then u ∈ ϕ , that is, u(t) = (t + 1)ũ(t), withũ ∈ ( , ), which implies thatũ is uniformly bounded for some constant N . Then,
and
Moreover, it is immediate to check that α satisfies properties (P 1 )−(P 3 ) and therefore the cone K α is well defined.
We will see now that hypothesis (C 1 )-(C 9 ) for n = 0 are satisfied:
Finally, we will see that last condition in (C 1 ) is satisfied for ω 0 (s) = 1 + s.
Fix ǫ > 0. Since 1 ϕ is a uniformly continuous function, there exists δ < ǫ such that for
We will compute now the difference
(C 2 ) By definition of h, we have that f (t, y) = 0 for y < 0 and f (t, y) = y e −t ≥ 0 for y ≥ 0. Clearly, f (·, y) is measurable for each fixed y ∈ and f (t, ·) is continuous for a. a. t ∈ . Finally, for each r > 0, f (t, yϕ(t)) = 0 for all y ∈ [−r, 0] and
for all y ∈ [0, r]. Therefore condition (C 2 ) is satisfied if we take φ r (t) = r ϕ(t) e −t .
(C 3 ) For a fixed R ∈ , we have that
Finally, from the limits calculated in (C 1 ) and the expression of Green's function, we have that z + (s) = 1, z − (s) = 0 and M (s) = 1, so it is clear that |z
We have that Therefore, it is enough to take c ≤ e to ensure that α(k(·, s)) ≥ 0.
Therefore, α(p) ≥ 0 if and only if c ≤ e.
(C 6 ) By definition,
We have that Therefore, we conclude that problem (5.1) has at least a nontrivial solution in K α .
