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Frequency-limited H2-Pseudo-optimal Model Order
Reduction via Cumulative Framework
Umair Zulfiqar, Victor Sreeram, and Xin Du
Abstract—In this brief, we present an adaptive framework for
constructing a frequency-limited pseudo-optimal reduced-order
model for the frequency-limited H2-model order reduction prob-
lem. We show that the recently developed cumulative reduction
framework for moment matching, i.e., reference [29], can be gen-
eralized with some slight modifications for the frequency-limited
model reduction scenario. The proposed algorithm adaptively
increases the order of reduced model such that the frequency-
limited H2-norm error decays monotonically irrespective of the
choice of interpolation points and tangential directions. The
stability of the reduced-order model is guaranteed. Moreover,
it also generates the approximations of the frequency-limited
system Gramians, which monotonically approach the original
solution irrespective of the choice of interpolation points and
tangential directions. We consider two numerical examples to
validate the theory presented in the paper.
Index Terms—H2-norm, Cumulative framework, Limited fre-
quency interval, Pseudo-optimal.
I. INTRODUCTION
MODEL order reduction (MOR) is a process of obtaininga reduced-order model (ROM), which accurately pre-
serves the input-output dynamics and some desired properties
of the original high-order model. The specific properties and
dynamics to be preserved lead to various classes of the MOR
procedures. In projection-based MOR techniques, the original
high-order model is projected onto a reduced subspace to
obtain a ROM, which preserves the desired and dominant
characteristics of the original model. The ROM can then be
used as a surrogate in the design and analysis, which provides
significant numerical and computational advantages [1]-[5].
Moore presented one of the most widely used MOR tech-
niques in [6]. Moore’s balanced truncation (BT) truncates
the states which have an insignificant share in the overall
energy transfer and thus provides a compact ROM, which
contains the important states (and dynamics) of the original
model. In many applications, a specific frequency interval is
more important, i.e., the ROM should maintain a superior
accuracy within that desired frequency interval. Gawronski
and Juang generalized BT for the frequency-limited MOR
scenario in [7]. In frequency-limited BT (FLBT), the states
which have an insignificant share in the overall energy transfer
within the desired frequency interval are truncated. BT and
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FLBT require the solutions of large-scale dense Lyapunov
equations, which become computationally infeasible when
the original model is a large-scale model. In [8]-[10], their
applicability is extended to large-scale systems by using low-
rank approximate solutions of the Lyapunov equations, which
can be efficiently computed. The stability of the ROM is not
guaranteed in FLBT. The so-called modified FLBT algorithms
presented in the literature like [11]-[14] fix this problem and
guarantee the stability of the ROM. However, these modi-
fications generally offer poor approximation and also make
FLBT an even more computationally expensive algorithm.
Reference [15] heuristically suggests a modification wherein
the large-scale Lyapunov equations are solved several times
until a stable ROM is obtained by adjusting a user-defined
perturbation. Such an approach is only viable for small-scale
problems due to the excessive computational cost associated
with each iteration. The applicability of FLBT to large-scale
systems is only viable if the Lyapunov equations are solved
approximately using the low-rank approximation methods like
[9]. Several other generalizations have also been proposed in
the literature like [16]-[22] to extend the applicability of FLBT
to more general classes of linear and bilinear systems.
Moment matching is another important class of MOR
techniques. In moment matching, a ROM is constructed that
interpolates the original transfer function at some selected
frequency points. This can be achieved using Krylov subspace-
based algorithms that are computationally efficient. Unlike BT,
the moment matching algorithms do not require any solution
of large-scale Lyapunov equations and thus can handle large-
scale systems [23]. In [24], [25], the first-order optimality
conditions for the H2-optimal MOR problem [26] is expressed
as a tangential interpolation problem. This allows the usage of
a rational Krylov subspace-based framework for finding a local
optimum for this problem. In [24], an iterative rational Krylov
algorithm (IRKA) is proposed that constructs a local optimum
forH2-optimal MOR problem upon convergence. The original
algorithm was presented for single-input single-output (SISO)
systems, which was later generalized for multi-input multi-
output (MIMO) systems in [25]. The accuracy of the ROM
constructed by IRKA is comparable to that of BT, and thus
it is considered as a gold standard in moment matching
techniques. However, unlike BT, the stability of the ROM is
not guaranteed. IRKA is a tangential interpolation algorithm
that generates a ROM, which interpolates the original transfer
function at the mirror images of its poles in the directions of
its input and output residuals. Since the poles of the ROM
are not known a priori, IRKA is an iterative framework that
starts with a random selection of the interpolation points and
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tangential directions. IRKA generally converges quickly for
the SISO case even if the interpolation points and tangential
directions are chosen arbitrarily. The speed of convergence,
however, slows down as the number of inputs and outputs is
increased. There are some trust-region methods reported in the
literature that speeds up the convergence of IRKA like [27].
In [28], an iteration-free algorithm is proposed that satis-
fies a subset of the first-order optimality conditions, which
IRKA satisfies upon convergence. The algorithm is named
as “Pseudo-optimal Rational Krylov (PORK)” algorithm. The
stability of the ROM is also guaranteed in PORK. In [29], a
cumulative reduction (CURE) scheme for moment matching
is proposed that generates the ROM in steps, and the final
ROM is the accumulation of all the ROMs generated in each
step. The interpolation conditions induced at each step are
retained and accumulated in the final ROM. CURE has an
interesting property that if PORK is used to generate the
ROM at each step, the H2-norm error continues to decay
monotonically irrespective of the choice of interpolation points
and the tangential directions. Moreover, the final ROM is also
pseudo-optimal ROM, i.e., it satisfies a subset of the first-
order optimality conditions [26] for the H2-MOR problem.
The monotonic decay in error is an important property as
it can make an adaptive choice of the order of the ROM
possible. Though the error generally decreases when the order
is increased in most of the MOR techniques, it often increases
as well. This hinders an adaptive choice of the order as there
is no assurance that the error decays by constructing a higher-
order ROM. Moreover, the ROMs constructed in the previous
steps of CURE are accumulated and reused, which saves a
great deal of the computational cost.
In [30], the first-order optimality conditions for the
frequency-limited H2-optimal MOR are derived, and a non-
linear optimization algorithm is presented to achieve these
conditions. The algorithm presented in [30] is not feasible in
a large-scale setting due to its high computational cost. The
optimality conditions for the frequency-limited H2-MOR is
expressed as Hermite interpolation conditions in [31], and a
descent-based optimization algorithm is presented to achieve
these conditions. This algorithm is also not feasible in a
large-scale setting. In [32], IRKA is heuristically generalized
for the frequency-limited scenario. Frequency-limited IRKA
(FLIRKA) [32] generates a high-fidelity ROM even when it
does not converge. It is a computationally efficient algorithm;
however, it does not satisfy the first-order optimality condi-
tions for the frequency-limited H2-MOR problem. In [33], an
iteration-free and computationally efficient algorithm is pre-
sented, which constructs a ROM that satisfies a subset of the
first-order optimality conditions for the frequency-limitedH2-
MOR problem. This algorithm is a generalization of PORK,
and it is named as frequency-limited PORK (FLPORK). The
theoretical connection between FLIRKA and FLPORK is also
investigated in [33]. The stability of the ROM is guaranteed
in FLPORK.
In this brief, we first show that FLPORK maintains a
particular structure in the ROM. We explain the reason why
FLIRKA [32] fails to satisfy any first-order optimality con-
ditions for the frequency-limited H2-MOR but still generates
a high-fidelity ROM. Then we modify CURE [29] such that
if the ROM accumulated at each step is obtained using
FLPORK, the frequency-limited H2-norm error continues to
decay monotonically irrespective of the choice of interpolation
points and the tangential directions. Additionally, the pro-
posed algorithms also provide an approximation of frequency-
limited Gramians in a computationally efficient way, which
can be used to extend the applicability of FLBT to large-scale
systems. The approximate Gramians monotonically approach
the original solution irrespective of the choice of interpola-
tion points and the tangential directions. We establish the
significance of the proposed algorithm by demonstrating its
effectiveness on two numerical examples.
II. PRELIMINARIES
Consider a nth order linear-time invariant system with the
following state-space realization
x˙(t) = Ax(t) +Bu(t) y(t) = Cx(t) +Du(t) (1)
where x(t) ∈ Rn×1, u(t) ∈ R1×m, and y(t) ∈ Rp×1 are
state, input, and output vectors, respectively. A ∈ Rn×n, B ∈
R
n×m, C ∈ Rp×n, and D ∈ Rp×m. The system (1) has the
following transfer function representation
H(s) = C(sI −A)−1B +D.
The MOR problem is to construct a rth order model that
approximates the original high-order model (1) where r << n.
Let the ROM has the following state-space and transfer
function representations
x˙r(t) = Arxr(t) +Bru(t), yr(t) = Crxr(t) +Dru(t),
Hr(s) = Cr(sI −Ar)
−1Br +Dr
where Ar ∈ R
r×r, Br ∈ R
r×m, Cr ∈ R
p×r, and Dr ∈
R
p×m. MOR aims to ensure that ||H(s)−Hr(s)|| is small in
some defined sense depending on the nature of the problem.
In frequency-limited MOR problem, a ROM is sought which
ensures a small frequency domain error ||H(jω) −Hr(jω)||
within the desired frequency interval Ω = [ω1, ω2]. Table I
enlists the important mathematical notations used in the text.
TABLE I: Mathematical Notations
Notation Meaning
Re(·) Real part of the matrix.
tr(·) Trace of a matrix.
[·]∗ Hermitian of a matrix.
L[·] Fre´chet derivative of the matrix logarithm.
Ran(·) Range of the matrix.
atan[·] Principal value of inverse tangent.
span
i=1,··· ,r
{·} Span of the set of r vectors.
Let Vr and Wr be the input and output reduction subspaces
respectively of the projection-based MOR. Then these project
the original high-order model onto a reduced subspace as the
following
Ar = W
T
r AVr , Br = W
T
r B, Cr = CVr
where Vr ∈ R
n×r and Wr ∈ R
n×r.
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Let PΩ be the frequency-limited controllability Gramian
and QΩ be the frequency-limited observability Gramian of the
state-space realization (1) within the desired frequency interval
[ω1, ω2]. PΩ and QΩ solve the following Lyapunov equations
APΩ + PΩA
T + F (A)BBT +BBTF (A)T = 0,
ATQΩ +QΩA+ F (A)
TCTC + CTCF (A) = 0
where
F (A) = Re
( j
2pi
ln
(
(jω1I +A)
−1(jω2I +A)
))
.
The frequency-limitedH2-norm [30], [34] (H2,Ω-norm) of the
error transfer function H(s)−Hr(s) is given by
||H(s)−Hr(s)||H2,Ω
=
[
tr(CPΩC
T + CrPr,ΩC
T
r − 2CP2,ΩC
T
r )
+ 2tr
(
CF (A)B + (D −Dr)
ω2 − ω1
2pi
− CrF (Ar)Br
)
(DT −DTr )
] 1
2
=
[
tr(BTQΩB +B
T
r Qr,ΩBr − 2B
TQ2,ΩBr)
+ 2tr
(
CF (A)B + (D −Dr)
ω2 − ω1
2pi
− CrF (Ar)Br
)
(DT −DTr )
] 1
2
where
ArPr,Ω + Pr,ΩA
T
r + F (Ar)BrB
T
r +BrB
T
r F (Ar)
T = 0,
AP2,Ω + P2,ΩA
T
r + F (A)BB
T
r +BB
T
r F (Ar)
T = 0,
ATr Qr,Ω +Qr,ΩAr + F (Ar)
TCTr Cr + C
T
r CrF (Ar) = 0,
ATQ2,Ω +Q2,ΩAr + F (A)
TCTCr + C
TCrF (Ar) = 0.
When the frequency interval is specified as [−∞,∞] andDr is
set to be equal toD, PΩ = P , QΩ = Q, and ||·||H2,Ω = ||·||H2
where P , Q, and H2 are the standard controllability Gramian,
observability Gramian, and H2-norm, respectively.
A. PORK [28]
Let H(s) and Hr(s) have simple poles and have the
following pole-residue form
H(s) =
n∑
i=1
lir
T
i
s− λi
+D and Hr(s) =
r∑
i=1
l˜ir˜
T
i
s− λ˜i
+D.
It is shown in [24], [25] that Hr(s) is a local optimum for
||H(s) − Hr(s)||
2
H2
if it satisfies the following bi-tangential
Hermite interpolation conditions
H(−λ˜i)r˜i = Hr(−λ˜i)r˜i, (2)
l˜Ti H(−λ˜i) = l˜
T
i Hr(−λ˜i), (3)
l˜Ti H
′(−λ˜i)r˜i = l˜
T
i H
′
r(−λ˜i)r˜i. (4)
When Hr(s) satisfies either (2) or (3), the following holds
||H(s)−Hr(s)||
2
H2 = ||H(s)||
2
H2 − ||Hr(s)||
2
H2 . (5)
We refer to Hr(s) as a pseudo-optimal ROM if it satisfies (5).
A pseudo-optimal ROM which satisfies (2) can be generated
by PORK as the following. Let Vr satisfies the following
condition
Ran(Vr) = span
i=1,··· ,r
{(σiI −A)
−1Bbi}
where {σ1, · · · , σr} and {b1, · · · , br} are the interpolation
points and the associated right tangential directions, respec-
tively. Then Vr enforces the interpolation conditionH(σi)bi =
Hr(σi)bi for any Wr such that W
T
r Vr = I . Choose Wr as
Wr = Vr(V
T
r Vr)
−1, and define the following matrices
Ar = W
T
r AVr , Br = W
T
r B, B⊥ = B − VrBr,
Lr = (B
T
⊥B⊥)
−1BT⊥
(
AVr − VrAr
)
, Sr = Ar −BrLr.
Then Vr solves the following Sylvester equations
AVr − VrSr −BLr = 0, (6)
AVr − VrAr −B⊥Lr = 0 (7)
where the interpolation points are the eigenvalues of Sr and
the right tangential directions are encoded in Lr. Then Ar
can be parameterized in Br without affecting the interpolation
condition induced by Vr as Ar = Sr+BrLr. Let P
−1
r solves
the following Lyapunov equation
−STr P
−1
r − P
−1
r Sr + L
T
r Lr = 0.
If Br is selected as Br = −PrL
T
r , the ROM satisfies (2), i.e.,
Ar = −PrS
T
r P
−1
r , Br = −PrL
T
r , Cr = CVr, Dr = D
where Pr is controllability Gramian of the pair (Ar, Br).
Similarly, a W -type PORK also exists, which ensures that
Hr(s) satisfies (3); see [28] for details.
B. CURE [29]
CURE is an adaptive framework wherein Hr(s) is con-
structed adaptively in k steps such that at each step, new
interpolation conditions are added without disturbing the pre-
vious ones. Let V˜ (i), S˜(i), L˜(i), (A˜(i), B˜(i), C˜(i)), and B
(i)
⊥ be
matrices of ith step for any W˜ (i) such that (W˜ (i))T V˜ (i) = I ,
i.e.,
A˜(i) = (W˜ (i))TAV˜ (i), B˜(i) = (W˜ (i))TB
(i−1)
⊥ ,
C˜(i) = CV˜ (i)
where
AV˜ (i) − V˜ (i)S˜(i) −B
(i−1)
⊥ L˜
(i) = 0
AV˜ (i) − V˜ (i)A˜(i) −B
(i)
⊥ L˜
(i) = 0,
B
(0)
⊥ = B and B
(i)
⊥ = B
(i−1)
⊥ − V˜
(i)B˜(i).
In CURE, the ROM is accumulated, and the order of the ROM
keeps on growing after each iteration. The cumulative ROM
and its associated matrices for i = 1, · · · , k is computed as
A(i)c =

 A
(i−1)
c 0
B˜(i)L
(i−1)
c A˜
(i)

 , B(i)c =

B(i−1)c
B˜(i)

 ,
C(i)c =
[
C
(i−1)
c C˜
(i)
]
, L(i)c =
[
L
(i−1)
c L˜
(i)
]
,
S(i)c =

S(i−1)c −B(i−1)c L˜(i)
0 S˜(i)

 , V (i)c = [V˜ (i−1)c V˜ (i)]
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where
AV (i)c − V
(i)
c S
(i)
c − BL
(i)
c = 0,
and A
(0)
c , B
(0)
c , C
(0)
c , L
(0)
c , S
(0)
c , and V
(0)
c are all empty
matrices. Let H
(i)
c be the transfer function of the cumulative
ROM, i.e.,
H(i)c = C
(i)
c
(
sI −A(i)c
)−1
B(i)c +D.
If (A˜(i), B˜(i), C˜(i)) is computed using PORK for i =
1, · · · , k,H
(i)
c stays pseudo-optimal, and ||H(s)−H
(i)
c
(
s
)
||2H2
decays monotonically irrespective of the choice of interpo-
lation points and tangential directions. Similarly, a W -type
CURE also exists; see [29] for details.
C. Optimality Conditions for H2,Ω-MOR
In [30], [34], the first-order optimality conditions for the
local optimum of ||H(s) − Hr(s)||
2
H2,Ω
are derived. Let us
denote Pr,Ω and P2,Ω by Pr,ω and Pr,ω, respectively, when
Ω is specified as [0, ω]. The ROM is a local optimum if it
satisfies the following first-order optimality conditions
CP2,Ω − CrPr,Ω = [D −Dr]B
T
r F (Ar)
T , (8)
QT2,ΩB −Qr,ΩBr = F (Ar)
TCTr [D −Dr], (9)
QT2,ΩP2,Ω +Qr,ΩPr,Ω = X(ω2)−X(ω1), (10)
ω2 − ω1
pi
[D −Dr] = CrF (Ar)Br − CF (A)B (11)
where
X(ω) = Re
( j
pi
L[−Ar − jωI, Y (ω)]
)T
and
Y (ω) = CTr CrPr,ω − C
T
r CP2,ω − Cr(D −Dr)Br.
Let us define a[λ] as
a[λ] =
2
pi
atan(
ω2 − ω1
λ
).
Now let us define T (s) and Tr(s) as the following
T (s) =
n∑
i=1
lir
T
i
s− λi
a[λi] +
n∑
i=1
lir
T
i
s− λi
a[−s],
Tr(s) =
r∑
i=1
l˜ir˜
T
i
s− λ˜i
a[λ˜i] +
r∑
i=1
l˜ir˜
T
i
s− λ˜i
a[−s].
It is shown in [31] that the first-order optimality conditions
(8)-(11) are equivalent to the following bi-tangential Hermite
interpolation conditions and a condition on Dr, i.e.,
T (−λ˜i)r˜i = Tr(−λ˜i)r˜i, (12)
l˜Ti T (−λ˜i) = l˜
T
i Tr(−λ˜i), (13)
l˜Ti T
′(−λ˜i)r˜i = l˜
T
i T
′
r(−λ˜i)r˜i, (14)
2(ω2 − ω1)
pi
[D −Dr] =
n∑
i=1
lir
T
i a[λi]−
r∑
i=1
l˜ir˜
T
i a[λ˜i]. (15)
When Hr(s) satisfies either (12) and (15) or (13) and (15),
the following holds
||H(s)−Hr(s)||
2
H2,Ω = ||H(s)||
2
H2,Ω − ||Hr(s)||
2
H2,Ω . (16)
Similarly, when Hr(s) satisfies either (8) and (11) or (9) and
(11), the equation (16) holds. We refer Hr(s) as a frequency-
limited pseudo-optimal ROM if it satisfies (16).
D. FLPORK [33]
Let H (s) and its rth-order ROM Hr(s) be defined as the
following
H (s) = C(sI −A)−1BΩ
Hr(s) = Cr(sI −Ar)
−1BˆΩ
where BΩ =
[
B F (A)B
]
. Now define LΩ and b¯i as the
following
LΩ =
[
LrF (−Sr)
Lr
]
and


b¯∗1
...
b¯∗r


∗
=
[
LF (−S)
L
]
where
S = diag(σ1, · · · , σr) and L =
[
b1 · · · br
]
.
The input reduction subspace Vr,Ω, which enforces the inter-
polation condition H (σi)b¯i = Hr(σi)b¯i for any Wr,Ω such
that WTr,ΩVr,Ω = I , is computed from the following Sylvester
equation
AVr,Ω − Vr,ΩSr −BΩLΩ = 0.
Then Ar can be parameterized in BˆΩ without affecting the in-
terpolation condition induced by Vr,Ω, i.e., Ar = Sr+ BˆΩLΩ.
Let P−1r,Ω solves the following Lyapunov equation
− STr P
−1
r,Ω − P
−1
r,ΩSr + F (−Sr)
TLTr Lr
+ LTr LrF (−Sr) = 0.
If BˆΩ is set to
BˆΩ =
[
−Pr,ΩL
T
r −Pr,ΩF (−Sr)
TLTr
]
,
Ar becomes Ar = −Pr,ΩS
T
r P
−1
r,Ω, and Br can be extracted
from BˆΩ as Br = −Pr,ΩL
T
r . Then the frequency-limited
pseudo-optimalHr(s) which satisfies (8) and (16) is computed
as
Ar = −Pr,ΩS
T
r P
−1
r,Ω, Br = −Pr,ΩL
T
r ,
Cr = CVr,Ω, Dr = D
where Pr,Ω is the frequency-limited controllability Gramian of
the pair (Ar, Br). Similarly, a W -type FLPORK also exists,
which ensures that Hr(s) satisfies (9) and (16); see [33] for
details.
III. MAIN WORK
In this section, we aim to generalize CURE for the
frequency-limited scenario such that it inherits the monotonic
decay in the error property when FLPORK is used. We first
note a property of the ROM generated by FLPORK that was
not recognized in [33]. BˆΩ has a particular structure which
makes it possible to extract Br from it, i.e.,
BˆΩ =
[
Br F (Ar)Br
]
. (17)
This can readily be verified by noting that F (Ar) =
Pr,ΩF (−Sr)
TP−1r,Ω [34] and F (Ar)Pr,Ω = Pr,ΩF (−Sr)
T .
Now define Λ and R as the following
Λ = diag(λ˜1, · · · , λ˜r) and R =
[
r˜1 · · · r˜r
]
.
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The ROM generated by FLIRKA [32] satisfies the following
interpolation condition upon convergence
H (−λ˜i)r¯i = Hr(−λ˜i)r¯i (18)
where [
r¯1 · · · r¯r
]
=
[
RF (Λ)
R
]
.
Note that the ROM generated by FLPORK also satisfies the
interpolation condition (18). This explains why FLIRKA offers
good accuracy despite being heuristic in nature. However,
FLIRKA [32] uses an IRKA-type framework to achieve this
condition, and thus it does not preserve the structure of BˆΩ
according to (17). Resultantly, Hr(s) extracted by FLIRKA
[32] from Hr(s) does not satisfy any optimality conditions.
We now generalize CURE to the frequency-limited scenario.
The problem is not straightforward due to two main reasons:
(i) CURE is only valid if the reduction subspace satisfies
equations (6) and (7), which is not the case with Vr,Ω.
(ii) If CURE is applied to H (s), there is no way to extract
Hr(s) from Hr(s) as it cannot retain the structure of BˆΩ
according to (17).
We now address these two issues. Recall, the ROM con-
structed by PORK is given by
Ar = −PrS
T
r P
−1
r , Br = −PrL
T
r , Cr = CVr .
Since the pseudo-optimality does not depend on a particular
state-space realization, we can apply a similarity transforma-
tion using Pr, i.e.,
Ar = −S
T
r , Br = −L
T
r , Cr = CVrPr.
Similarly, the ROM constructed by FLPORK becomes
Ar = −S
T
r , Br = −L
T
r , Cr = CVr,ΩPr,Ω.
Since P−1r,Ω is the frequency-limited observability Gramian of
the pair (−Sr, Lr), the following holds (see [7] for details)
Pr,Ω =
(
F (−Sr)
TP−1r + P
−1
r F (−Sr)
)−1
.
Similarly, the following relationships hold between Vr,Ω and
Vr, i.e.,
Vr,Ω = F (A)Vr + VrF (−Sr).
This can be verified by noting that SrF (−Sr) = F (−Sr)Sr
and AF (A) = F (A)A [34], i.e.,
AVr,Ω = AF (A)Vr +AVrF (−Sr)
AVr,Ω = F (A)AVr +AVrF (−Sr)
AVr,Ω = F (A)
[
VrSr +BLr
]
+
[
VrSr +BLr
]
F (−Sr)
AVr,Ω = F (A)VrSr + F (A)BLr+
VrSrF (−Sr) +BLrF (−Sr)
AVr,Ω = F (A)VrSr + F (A)BLr+
VrF (−Sr)Sr +BLrF (−Sr)
AVr,Ω = Vr,ΩSr +BΩLΩ.
Thus the frequency-limited pseudo-optimality can be enforced
on a pseudo-optimal ROM by selecting Cr as CVr,ΩPr,Ω. It is
shown in [28] that P
(i)
c can be obtained recursively in CURE
if (A˜(i), B˜(i), C˜(i)) is constructed using PORK, i.e.,
P (i)c =
[
P
(i−1)
c 0
0 P˜ (i)
]
where
A˜(i)P˜ (i) + P˜ (i)(A˜(i))T + B˜(i)(B˜(i))T = 0,
(−S˜(i))T (P˜ (i))−1 + (P˜ (i))−1(−S(i)) + (L˜(i))T (L˜(i)) = 0.
It can be noticed that in CURE, S
(i)
c and L
(i)
c do not depend
on C
(i)
c or C
(i−1)
c . Thus any choice of C
(i)
c does not affect the
basic structure of CURE. We now show that if the frequency-
limited pseudo-optimality is enforced at each step of CURE by
appropriately constructingC
(i)
c ,H
(i)
c stays a frequency-limited
pseudo-optimal ROM.
Let (A˜(i), B˜(i)) is computed using PORK, and let H
(i)
c
(
s
)
is computed as the following
A(i)c = (−S
(i)
c )
T , B(i)c = (−L
(i)
c )
T , (19)
C(i)c = CV
(i)
c,ΩP
(i)
c,Ω (20)
where
V
(i)
c,Ω = F (A)V
(i)
c + V
(i)
c F (−S
(i)
c ),
P
(i)
c,Ω =
(
F (−S(i)c )
T (P (i)c )
−1 + (P (i)c )
−1
F (−S(i)c )
)−1
.
H
(i)
c
(
s
)
is a frequency-limited pseudo-optimal ROM of H(s)
as the frequency-limited pseudo-optimality is judiciously en-
forced. Thus
||H(s)−H(i)c
(
s
)
||2H2,Ω = ||H(s)||
2
H2,Ω − ||H
(i)
c
(
s
)
||2H2,Ω .
Moreover, H
(i−1)
c
(
s
)
is a frequency-limited pseudo-optimal
ROM of H
(i)
c
(
s
)
as
(
S
(i)
c , L
(i)
c
)
contains the interpolation
points and tangential directions of the pair
(
S
(i−1)
c , L
(i−1)
c
)
.
Note that the basic structure of CURE is not affected due to
the choice of C
(i)
c according to equations (20). Therefore,
||H(i)c
(
s
)
−H(i−1)c
(
s
)
||2H2,Ω =
||H(i)c
(
s
)
||2H2,Ω − ||H
(i−1)
c
(
s
)
||2H2,Ω ,
||H(i)c
(
s
)
||2H2,Ω ≥ ||H
(i−1)
c
(
s
)
||2H2,Ω .
Hence, ||H(s) − H
(i)
c
(
s
)
||2H2,Ω decay monotonically irre-
spective of the choice of interpolation points and tangential
directions as i grows. Also, note that
||H(s)−H(i)c
(
s
)
||2H2,Ω
= CPΩC
T − CV
(i)
c,ΩP
(i)
c,Ω(V
(i)
c,Ω)
TCT
= C
(
PΩ − V
(i)
c,ΩP
(i)
c,Ω(V
(i)
c,Ω)
T
)
CT .
Therefore, V
(i)
c,ΩP
(i)
c,Ω(V
(i)
c,Ω)
T monotonically approaches to PΩ
after each iteration of frequency-limited CURE (FLCURE).
Hence, it also provides the approximation of PΩ.
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Algorithm 1: FLCURE (V-type)
1: Initialize B
(0)
⊥
= B, S(0)c = [ ], C
(0)
c = [ ], L
(0)
c = [ ], P
(0)
c = [ ],
B¯(0)c = [ ], V
(i)
c = [ ].
2: for i = 1, · · · , k
3: Ran(V˜ (i)) = span
j=1,··· ,rj
{(σjI − A)
−1Bbj}.
4: Set W˜ (i) = V˜ (i)((V˜ (i))T V˜ (i))−1 , A˜ = (W˜ (i))TAV˜ (i) ,
B˜ = (W˜ (i))TB
(i−1)
⊥
, B
(i)
⊥
= Bi−1
⊥
− V˜ (i)B˜, L˜(i) =(
(B
(i)
⊥
)TB
(i)
⊥
)
−1(B
(i)
⊥
)T (AV˜ (i) − V˜ (i)A˜), S˜(i) = A˜ − B˜L˜(i) .
5: Solve (−S˜(i))T (P˜ (i))−1 − (P˜ (i))−1S˜(i) + (L˜(i))T L˜(i) = 0.
6: P (i)c =
[
P (i−1)c 0
0 P˜ (i)
]
, B¯(i)c =
[
B¯(i−1)c
−P˜ (i)
(
L˜(i)
)T
]
,
S(i)c =
[
S(i−1)c −B¯
(i−1)
c L˜
(i)
0 S˜(i)
]
, L(i)c =
[
L(i−1)c L˜
(i)
]
,
V (i)c =
[
V (i−1)c V˜
(i)
]
.
7: P
(i)
c,Ω =
(
F(−S(i)c )
T (P (i)c )
−1 + (P (i)c )
−1
F(−S(i)c )
)
−1
.
8: V
(i)
c,Ω = F(A)V
(i)
c + V
(i)
c F(−S
(i)
c ).
9: A(i)c = (−S
(i)
c )
T , B(i)c = (−L
(i)
c )
T , C(i)c = CV
(i)
c,ΩP
(i)
c,Ω .
10: end for
We now present a W -type algorithm for FLPORK without
proof for brevity. The W-type algorithm for FLCURE also
ensures that ||H(s) − H
(i)
c
(
s
)
||2H2,Ω decays monotonically
irrespective of the choice of interpolation points and the
tangential directions as i grows.
Algorithm 2: FLCURE (W-type)
1: Initialize C
(0)
⊥
= C , S(0)c = [ ], C
(0)
c = [ ], L
(0)
c = [ ], Q
(0)
c = [ ],
C¯(0)c = [ ], W
(i)
c = [ ].
2: for i = 1, · · · , k
3: Ran(W˜ (i)) = span
j=1,··· ,rj
{(σjI − A
T )−1CT cTj }.
4: Set V˜ (i) = W˜ (i) , W˜ (i) = W˜ (i)
(
(W˜ (i))T W˜ (i)
)
−1
, A˜ = (W˜ (i))TAV˜ (i) ,
C˜ = C
(i−1)
⊥
V˜ (i) , C
(i)
⊥
= Ci−1
⊥
− C˜(W˜ (i))T , L˜(i) =
(
(W˜ (i))TA −
A˜(W˜ (i))T
)
(C
(i)
⊥
)T
(
C
(i)
⊥
(C
(i)
⊥
)T
)
−1
, S˜(i) = A˜− L˜(i)C˜.
5: Solve −S˜(i)(Q˜(i))−1 − (Q˜(i))−1(S˜(i))T + L˜(i)(L˜(i))T = 0.
6: Q(i)c =
[
Q(i−1)c 0
0 Q˜(i)
]
, C¯(i)c =
[
C¯(i−1)c
−(L˜(i))T Q˜(i)
]
, S(i)c =[
S(i−1)c 0
−L˜(i)C¯(i−1)c S˜
(i)
]
, L(i)c =
[
L(i−1)c
L˜(i)
]
, W (i)c =
[
W (i−1)c W˜
(i)
]
.
7: Q
(i)
c,Ω =
(
F(−S(i)c )(Q
(i)
c )
−1 + (Q(i)c )
−1
F(−S(i)c )
T
)
−1
.
8: W
(i)
c,Ω = F(A)
TW (i)c +W
(i)
c F(−S
(i)
c )
T .
9: A(i)c = (−S
(i)
c )
T , B(i)c = Q
(i)
c,Ω(W
(i)
c,Ω)
TB, C(i)c = (−L
(i)
c )
T .
10: end for
Note that
||H(s)−H(i)c
(
s
)
||2H2,Ω
= BTQΩB −B
TW
(i)
c,ΩQ
(i)
c,Ω(W
(i)
c,Ω)
TB
= BT
(
QΩ −W
(i)
c,ΩQ
(i)
c,Ω(W
(i)
c,Ω)
T
)
B.
Therefore, W
(i)
c,ΩQ
(i)
c,Ω(W
(i)
c,Ω)
T monotonically approaches to
QΩ after each iteration of FLCURE. Hence, it also provides
an approximation of QΩ.
Remark: A frequency-limited pseudo-optimal ROM
generated by a single run of FLPORK and that by the
multiple steps of FLCURE are equivalent if the same
interpolation points and the tangential directions are used.
The significance of FLCURE and its monotonic decay in the
error property is that an adaptive choice of the order r of
the ROM can be made, i.e., the order of the ROM can be
increased until the H2,Ω-norm error decays below the desired
tolerance.
IV. NUMERICAL EXAMPLES
In this section, we consider two numerical examples to
validate the theoretical results developed in the last section.
The first example is an illustrative SISO system taken from
[7], while the second example is a MIMO system taken from
the benchmark collection for MOR in [35]. We use the V-type
algorithm of FLCURE for both examples. The approximate
frequency-limited Gramians are computed using the V-
and W-type FLCURE algorithms and FLBT is performed
using these approximate Gramians, i.e., V
(i)
c,ΩP
(i)
c,Ω(V
(i)
c,Ω)
T and
W
(i)
c,ΩQ
(i)
c,Ω(W
(i)
c,Ω)
T . We name this approach as CUREd-FLBT.
The interpolation points and tangential directions are chosen
randomly in FLIRKA and FLCURE.
Example 1: Consider the 6th order system double mass-
spring mechanical system in [7], which has the following
state-space realization:
A =

 0 0 0 1 0 00 0 0 0 1 00 0 0 0 0 1
−5.4545 4.5455 0 −0.0545 0.0455 0
10 −21 11 0.1 −0.21 0.11
0 5.5 −6.5 0 0.055 −0.065

,
B = [ 0 0 0 0.0909 0.4 −0.5 ]T , C = [ 2 −2 3 0 0 0 ], D = [ 0 ].
The desired frequency interval in this example is specified as
[8, 9] rad/sec. The order of the ROM is increased incrementally
in 5 steps in FLCURE, and a 5th order ROM is obtained
commutatively. The ROMs ranging from orders 1− 5 are also
generated by BT, FLBT, FLIRKA, and CUREd-FLBT. The
H2,Ω-norm errors are compared in Table II.
TABLE II: Decay in Error
Method Order ||H(s)−Hr(s)||H2,Ω
BT
1 17.8879
2 0.0227
3 1.0481
4 0.0204
5 0.7290
FLBT
1 0.0229
2 5.6183× 10−6
3 4.6385× 10−6
4 8.2252× 10−9
5 4.7259× 10−9
FLIRKA
1 0.0229
2 0.0041
3 0.0027
4 0.0020
5 0.0016
FLCURE
1 0.0243
2 0.0010
3 0.0004
4 5.9166× 10−5
5 3.0050× 10−5
CUREd-FLBT
1 2.7656× 10−4
2 9.5973× 10−6
3 7.4653× 10−8
4 2.5505× 10−9
5 8.1855× 10−9
Example 2: Consider the CD player model from [35], which
is a 120th order system with two inputs and two outputs. The
desired frequency interval in this example is specified as [6, 7]
rad/sec. The order of the ROM is increased incrementally
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in 5 steps in FLCURE, and a 10th order ROM is obtained
commutatively. The ROMs ranging from orders 2 − 10 are
also generated by BT, FLBT, FLIRKA, and CUREd-FLBT.
The H2,Ω-norm errors are compared in Table III.
TABLE III: Decay in Error
Method Order ||H(s)−Hr(s)||H2,Ω
BT
2 204.0834
4 93.1576
6 29.9887
8 2.1096
9 15.6599
10 2.0927
FLBT
2 183.9595
4 0.00638
6 0.0096
8 0.0100
9 0.01202
10 0.0143
FLIRKA
2 204.0421
4 92.7966
6 0.6873
8 0.1046
9 1.4497
10 1.7370
FLCURE
2 1.8815 × 104
4 202.8436
6 30.3451
8 9.7138
9 6.5667
10 0.2621
CUREd-FLBT
2 183.5862
4 0.1044
6 0.0426
8 0.0183
9 0.0087
10 0.00805
Discussion: In Example 1, one may notice that the error
increased for the 3rd and 5th order ROMs generated by
BT. Similarly, in Example 2, the error increased for the
9th order ROM generated by BT. The error also increased
for the 9th order ROMs generated by FLBT and FLIRKA.
Therefore, there is no guarantee that the error decreases in
these techniques if the order of ROM is increased, which is
a limitation. The error in FLCURE, however, is guaranteed to
decay as the order of ROM is increased, which is evident from
Tables II and III. Moreover, one may also notice from Tables
II and III that CUREd-FLBT also offers high-fidelity ROM.
V. CONCLUSION
In this paper, we present a cumulative scheme for model
order reduction in limited frequency interval, which adap-
tively constructs a reduced model such that the error decays
monotonically after each iteration irrespective of the choice
of interpolation points and tangential directions. Moreover,
the algorithms also provide approximate frequency-limited
Gramians of the system, which can be used for computing
approximate frequency-limited balanced realization. The nu-
merical results validate the theory developed in the paper.
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