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We report on the influence of disorder on an exciton-polariton condensate in a ZnO based bulk
planar microcavity and compare experimental results with a theoretical model for a non-equilibrium
condensate. Experimentally, we detect intensity fluctuations within the far-field emission pattern
even at high condensate densities which indicates a significant impact of disorder. We show that
these effects rely on the driven dissipative nature of the condensate and argue that they can be
accounted for by spatial phase inhomogeneities induced by disorder, which occur even for increasing
condensate densities realized in the regime of high excitation power. Thus, non-equilibrium effects
strongly suppress the stabilization of the condensate against disorder, contrarily to what is expected
for equilibrium condensates in the high density limit. Numerical simulations based on our theoretical
model reproduce the experimental data.
I. INTRODUCTION
The observation of a macroscopically coherent quan-
tum state of exciton-polaritons, a so-called polariton
Bose-Einstein condensate (BEC),1,2 has opened an ac-
tive and challenging research field. Exciton-polaritons
(for brevity polaritons) are mixed light-matter excita-
tions in a microcavity (MC).3,4 At finite quasi-particle
density, several fascinating phenomena like superfluid-
ity5–7 and the formation of quantum vortices8, were dis-
covered. This allows for numerous novel applications like
optical parametric oscillators9, polariton lasers10,11 and
logical elements12–16, which are usually restricted to low
temperatures. However, polariton BECs even at room-
temperature were observed in MCs based on wide band
gap materials like GaN17–19 and ZnO20–22 or organic ma-
terials23, paving the way for technological applications.
At the moment, experiments in these materials are sig-
nificantly affected by disorder17,24,25, and a thorough un-
derstanding of the impact disorder has on experimental
observables in a polariton BEC is called for.
In contrast to conventional BECs, occurring for exam-
ple in cold atom systems, polaritons have a finite life-
time, which gives rise to unique properties of the con-
densate. Nonetheless, there remain similarities, for in-
stance, in the absence of disorder quasi-long range or-
der of a two-dimensional polariton condensate26–29 and
superfluidity is theoretically expected30,31 and experi-
mentally observed.5–7 However, recent theoretical stud-
ies have revealed exciting differences between equilibrium
and non-equilibrium condensates32–36. For example, it is
predicted that correlation functions for the condensate
wave function decay exponentially35 and that superfluid-
ity vanishes in the presence of disorder.36
A polariton BEC is a steady state out of equilibrium
where losses are compensated by external excitation. In
the presence of disorder, spatial inhomogeneities of the
condensate phase are induced.36 If the phase fluctuates
on length scales comparable to the condensate size, spa-
tial correlations and phase rigidity are strongly reduced.
In our work we will show that this leads to significant
traces of disorder in the experimentally observed k-space
intensity distribution, and theoretically demonstrate that
the ratio of the condensate correlation length to the con-
densate size is independent of the condensate density.
Consequently, in polariton condensates the stabilization
against disorder fluctuations with increasing condensate
density is strongly suppressed as compared to conden-
sates in equilibrium.
This prediction is supported by experimental investi-
gations of the impact of disorder on a two-dimensional
polariton BEC in a ZnO based MC. We measure the k-
space intensity distribution as a function of excitation
power, or rather condensate density, and observe signif-
icant disorder effects even at high densities. Numeri-
cal simulations allow to compare with experimental data
confirming our theoretical predictions.
For an equilibrium BEC our observations would be un-
expected, since an increasing density screens the disorder
potential and leads to an ordered superfluid state37–39.
Analogously, for a polariton BEC, interactions also can
lead to superfluidity, as observed in clean samples5–7.
However, as mentioned above, in the presence of disorder
the polariton BEC is strictly speaking not a superfluid
and long-range order is destroyed.36 Thus, we expect and
observe that disorder affects a dissipative polariton BEC
much more than an equilibrium one. Several further ob-
servations found in literature seem to support this. For
example, in one-dimensional CdTe MCs40,41 and ZnO
MCs25 the spatial first-order correlation function of po-
lariton BEC emission was analyzed in the presence of dis-
order and significant changes due to disorder were found.
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2In the CdTe MCs the disorder effects remain present even
with increasing excitation power, similarly to our findings
in two-dimensional ZnO MCs. We note that the corre-
lation length of the assumed disorder potential discussed
in Ref. 41 is of the order of microns, which enables the
trapping of the entire condensate. This is explicitly ex-
cluded in our model, since the disorder correlation length
is assumed to be much smaller than the condensate size
leading to spatial density and phase fluctuations of the
condensate instead. Moreover, in various works on two-
dimensional polariton BECs in CdTe based MCs disorder
effects were also observed, leading to fluctuations within
the far-field photoluminescence (PL) distribution42 or the
spatial first-order correlation function1. Even frequency
desynchronization between spatially separated conden-
sate fragments can be induced, if the ratio between the
disorder potential and the polariton interaction poten-
tial strength exceeds a critical value.43–46 However, the
dependence of the condensate density on the disorder ef-
fects was not analyzed within these works.
The paper is organized as follows: In Sec. II we intro-
duce our theoretical model. We discuss the disorder im-
pact on a homogeneously and inhomogeneously excited
condensate for a quasi-equilibrium (weak gain and loss)
and driven dissipative (strong gain and loss) condensate,
respectively. Furthermore, we provide a general argu-
ment that explains our experimental findings. These are
presented in Sec. III. In Sec. IV the theoretical predic-
tions are confirmed by comparing experimental data to
theoretical simulations. The summary and conclusion
can be found in Sec. V.
II. THEORETICAL PREDICTIONS
A. Model
A phenomenological description of the dynamics of the
polariton condensate wave function Ψ(~x, t) is given by an
extended Gross Pitaevskii equation (eGPE)47,48
i~∂tΨ =
(
− ~
2
2m
~∇2 + V (~x) + U |Ψ|2
)
Ψ (1)
+ i
(
R(~x)− Γ |Ψ|2
)
Ψ ,
where m is the effective mass of the lower polariton
branch, V an external potential and U > 0 an onsite
interaction constant. The function R(~x) describes the
linear part of gain and loss due to inscattering from a
reservoir of non-condensed polaritons and the finite life-
time of the condensate. The non-linearity Γ|Ψ|2 imple-
ments a density dependent gain saturation with Γ as gain
depletion constant. Since the propagation of the reservoir
polaritons can be neglected, the spatial shape of R(~x) can
be related to the Gaussian profile of the excitation laser,
namely
R(~x) = ~γc
(
P
Pth
e−~x
2/ξ2P − 1
)
. (2)
The parameter γc is the condensate decay rate (inverse
lifetime γc = 1/τ). The ratio P/Pth is the excitation
power versus its value at threshold Pth at which conden-
sation is observed first, and ξP is the waist size of the
Gaussian pump spot. We note that for the case of a spa-
tially homogeneous excitation the eGPE (1) was success-
fully used to analyze a driven dissipative condensate.32,35
Because of interactions, the condensate energy is
blueshifted by n0U where n0 is the mean condensate
density determined by the balance of gain and loss (for
a definition of n0 see Eq. (C4)). The healing length
ξ ≡ ~/√2mn0U is obtained by comparing kinetic and
interaction energy of Eq. (1).
The disordered environment is described by a random
potential V (~x). We choose Gaussian-distributed delta-
correlated disorder with zero mean and variance ξ2V V
2
0 ,
see Appendix C for details. We introduce an effective
dimensionless disorder parameter,
κ ≡ ξV V0
ξ n0U
. (3)
An analysis of the gain and loss terms in Eq. (1) allows
us to define a ’non-equilibrium parameter’
α ≡ Γ
U
. (4)
Its magnitude parametrizes the influence of gain and loss
on the polariton BEC. For example, in the limit α → 0
(keeping n0 finite) the equilibrium mean field description
of a BEC is obtained, and, on the other hand, in the limit
α→∞ the condensate is totally dominated by gain and
loss.
In this work, we will focus on single-mode steady-
state solutions and therefor make the ansatz Ψ(~x, t) =
Ψ(~x) exp(−iωt), where ~ω is the condensate energy.
However, in experimental realizations more than one con-
densate mode can exist. For any further details we refer
to Appendix C.
B. Disorder Effects
1. Infinite condensate size
Before we discuss a finite size polariton BEC we would
like to consider a homogeneously excited condensate
(ξP → ∞), such that the reservoir function Eq. (2) is a
constant in space. We will i) review disorder effects on an
equilibrium condensate37,38, and ii) describe differences
to a polariton BEC (driven dissipative condensate)36.
Equilibrium condensate i): The disorder potential at-
tempts to pin the condensate into its minima, whereby
3the energy costs for density deformations (kinetic term
in Eq. (1)) have to be compensated. The balance of pin-
ning and kinetic energy determines the density Larkin
length Ln ≈
√
pi ~2/m ξV V037,38,49. On the other hand,
for a sufficiently large interaction energy n0U the disor-
der gets screened.38 The ratio of healing to Larkin length,
ξ/Ln ∼ κ, describes this competition of disorder and in-
teraction. For ξ  Ln (ξ  Ln) the interaction energy is
large (small) as compared to the disorder potential. Due
to the fact that the interaction energy increases with in-
creasing density (and ξ ∝ 1/√n0), ξ/Ln decreases with
increasing density, and disorder effects will fade away in
this limit. Thus, for sufficiently high densities an equi-
librium condensate will be ordered and superfluid.38
Non-equilibrium condensate ii): In a driven system the
mean density n0 of the condensate is determined by a
balance of gain and loss. Disorder induces density fluc-
tuations about this mean value. In a region with re-
duced density, as compared to n0, the gain mechanism
tries to compensate the depletion, and more particles are
scattered into the condensate than decay. On the other
hand, in a region with increased density more particles
decay than are injected from the reservoir. By virtue of
the continuity equation, these local particle sources and
sinks are connected by condensate currents. Because the
density fluctuates randomly in space, a random distri-
bution of sources and sinks forms and, thus, a random
pattern of current flow is generated. The condensate cur-
rent is proportional to the product of the density and the
gradient of the condensate phase. Since the current is
not constant, the phase cannot vary uniformly in space,
and thus a random current configuration gives rise to a
spatially fluctuating phase. We note that in this work
the term ’fluctuations’ will be used for random spatial
inhomogeneities. The correlation length, over which the
phase typically varies by 2pi, is given by Lφ ≈
√
2piLn/α.
This scale can be obtained by a generalized Imry-Ma ar-
gument36: a condensate current flowing out of (or into) a
region of diameter Lφ is generated by an effective source
(or sink) determined through an area average of multi-
ple random sources and sinks. In contrast to an equi-
librium condensate (α → 0 with Lφ → ∞), the phase
fluctuations occurring in the case Lφ < ∞ destroy the
quasi-long-range order of the condensate. As a conse-
quence of these phase fluctuations, the superfluid stiff-
ness vanishes in the thermodynamic limit even for weak
disorder, and a superfluid behavior is only present be-
low a finite length scale, namely the superfluid depletion
length Ls ≈
√
2piLn/α2.36
2. Finite condensate size
From the analysis above we conclude that in a disor-
dered environment a condensate of size Lc  Lφ will
behave completely different from one of size Lc ∼ Lφ.
In the following, we discuss these two scenarios sketched
schematically in Fig. 1B.
Ln ≈ Lc Lc, Lf >>
x
I)
Ln ≥ Lc Lc, Lf ≈II)
Lc
A)low condensate density
B) high condensate density
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Figure 1. (color online) Disorder impact on a polariton con-
densate for increasing density. The gray lines represent the
disorder potential. The condensate density is depicted by
a red color code and the corresponding interaction poten-
tial by a black line. In all cases, a Gaussian-shaped exci-
tation spot is assumed. For low condensate densities (case
A) significant disorder effects are present. Depending on the
non-equilibrium nature of the condensate two different sce-
narios are expected for a high density (case B). Scenario I
(quasi-equilibrium condensate): disorder induces density fluc-
tuations (Ln ∼ Lc, Lc - condensate size), whereas the conden-
sate phase remains unperturbed (Lφ  Lc). For sufficiently
high densities the interaction potential screens the disorder,
which results in a weakly perturbed condensate. Scenario II
(driven dissipative condensate): the presence of disorder in
combination with gain and loss leads to phase fluctuations
(Lφ ∼ Lc). These are density independent, and thus disorder
effects persist with increasing density.
For scenario I with Lc  Lφ (called quasi-equilibrium
in the following) the phase is correlated over the entire
condensate region, and disorder induces mainly density
fluctuations. As discussed above, the impact of disorder
will decrease with increasing density, which should be
directly observable by increasing the excitation power.
Such kind of percolation transition from a disordered to
an ordered regime was predicted (for a polariton BEC in
equilibrium) in Ref. 39.
In the presence of gain and loss disorder induces phase
fluctuations as explained above. For scenario II we as-
sume that the phase correlation length Lφ is compara-
ble to the condensate size Lc, i.e. Lφ ∼ Lc, such that
spatial correlations and superfluidity are destroyed. The
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Figure 2. (color online) Expectation value µP (upper row)
and variance σ2P (lower row) of the (normalized) intensity dis-
tribution IP (k). In order to compare the fluctuations for in-
creasing excitation powers we present the ratio σ2P (k)/σ2P0(k)
with P0 = 4Pth. The left and right column depict a quasi-
equilibrium (scenario I) and a driven dissipative (scenario II)
condensate, respectively. For wavevectors |kξ| . 1, scenario
I shows a linear reduction of fluctuations with inverse exci-
tation power, σ2P (k) ∝ 1/P , while scenario II exhibits a sup-
pressed stabilization with increasing excitation power. We av-
eraged 1560 disorder realizations and used: Ln/Lc = 1 (4.5),
Lφ/Lc = 10 (2.5), Ls/Lc = 20 (0.3) for scenario I (II).
ratio Lc/Lφ ∝ (V0 ξPξVm/~2) (Γ/U) does not depend
on the condensate density and, thus, is independent of
the excitation power. A similar conclusion holds for the
ratio Lc/Ls. As a consequence, a condensate stabiliza-
tion with increasing density, as present in an equilibrium
system, is strongly suppressed.
In order to make our analysis more quantitative, we
have studied theoretically the excitation power depen-
dence of the two-dimensional k-space intensity IP (~k) ∝
γc|Ψ~k|2 which can be directly compared to experimental
data. To this end, Eq. (1) was simulated for many dis-
order realizations (see Appendix D for details). We have
extracted the expectation value, denoted by µP (k), and
the variance, denoted by σ2P (k), of the normalized inten-
sity IP (~k) by averaging over disorder configurations. We
note that for a sufficiently large number of realizations,
the disorder average restores radial symmetry, such that
the expectation values µP (k) and σ2P (k) depend on the
magnitude k = |~k| of wavevector only.
In Fig. 2, the results for µP and σ2P are shown for sce-
nario I (left panels) and II (right panels). We find that
the intensity IP vanishes for all wavevectors outside of
the lower-polariton dispersion ( k & ξ−1) and that its
average value does not change qualitatively as compared
to a disorder-free system (cf. Ref. 50). However, for a
single snap-shot (see Fig. 5) disorder breaks the radial
symmetry and induces intensity fluctuations proportional
to σP . For scenario I and for wavevectors |k| . ξ−1, these
fluctuations decay linearly with inverse excitation power,
in agreement with the expectation σ2P ∼ κ2 ∝ 1/P for
κ  1. We note that regions with k ≈ ξ−1 show a high
ratio σP /σP0 (peaks in Fig. 2 lower left panel). In this
k-region, the emission intensity is increasing very rapidly
with excitation power (see Fig. 2 upper left panel), be-
cause of the repulsive potential hill created by the fi-
nite excitation spot.50 Thus, the increase of fluctuation
strengths with excitation power for k ≈ ξ−1 is really due
to the increase of emission power and does not yield in-
formation about the screening of the disorder potential
for high condensate densities.
For scenario II, the stabilization with increasing excita-
tion power is suppressed (see lower right panel of Fig. 2).
As compared to scenario I, the decrease of σ2P with in-
creasing condensate density is weaker than σ2P ∝ 1/P .
These findings agree well with our argument provided
above.
The reservoir of non-condensed polaritons interacts
with the condensate and thus leads to an increase of the
blueshift.47,51,52 Usually, this is accounted for by adding
a potential term proportional to the reservoir density in
Eq. (1).47 Such a term will modify the emission frequency
of the condensate (real part of Eq. (1)), however, does not
change the non-equilibrium continuity equation (imagi-
nary part of Eq. (1)). Hence, the mechanism of gener-
ating random condensate currents is not altered qualita-
tively by reservoir-condensate interaction and, thus, we
believe that they can be safely neglected for our analysis.
III. EXPERIMENT
In this section we discuss the experimentally observed
behavior of the far-field PL emission pattern of a po-
lariton condensate in a ZnO-based MC with pronounced
structural disorder as a function of excitation power. For
this experiment, the sample was excited using a pulsed
Nd:YAG laser with a pulse duration of 500 ps. This is
three orders of magnitude larger than the polariton relax-
ation time (0.4 ps) which is determined from the spectral
linewidth of the condensate emission. Thus, we can as-
sume a quasi–continuous-wave excitation, which justifies
the comparison with numerical simulations based on a
steady state theory as will be discussed in Sec. IV. Fur-
ther details about the experimental setup can be found
in Appendix A. The MC consists of a half wavelength
ZnO cavity, which simultaneously acts as active medium,
showing a quality factor of about 1000 and a maximum
coupling strength of about 45 meV (ΩRabi ≈ 90 meV)
at T = 10 K. By using a wedge-shaped cavity, the de-
tuning between the cavity mode energy and the exci-
tonic transition energy strongly varies with the lateral
sample position. Structural investigations (atomic force
microscopy, X-ray diffraction, cross-sectional transmis-
sion electron microscopy) yield a smooth but polycrys-
talline cavity layer, exhibiting a low interface roughness
of Rrms = 1.9 nm. Furthermore, the cavity layer is prefer-
entially c-plane oriented and laterally textured, contain-
ing large grains aligned in the growth direction reaching
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Figure 3. (color online) (a)-(d): Excitation power series of the
far-field PL emission in a linear false color scale for T = 10 K
and a detuning of ∆ = −30 meV. The excitation power
is normalized to the condensation threshold Pth. (e) IP (k)
profiles of the condensate are extracted. These are integrated
over the energy range ∆E marked by the white lines in the
far-field emission pattern. The PL intensity for each power is
normalized to the mean value of each IP (k) profile.
from the bottom to the top (grain sizes ranging from
20 nm up to 120 nm). Further information about the
sample properties can be found in Ref. 24. Due to the
textured structure we suppose that an electronic disor-
der potential is primarily caused by depletion of carriers,
e.g. aluminum donor bound excitons53, due to interface
band bending at grain boundaries54. (see Appendix B
for details).
Figures 3(a)-(d) show the excitation power dependence
of the PL k-space emission pattern for T = 10 K and de-
tuning ∆ = −30 meV. We deduce a polariton effective
mass of m = 4.4×10−5 me (me: free electron mass) from
the dispersion of the lower polariton branch (LPB) (not
shown here). The excitation power density at condensa-
tion threshold is Pth = 79 Wcm−2. Note that the de-
termination of the excitation power density at threshold
is quite complex, e.g. due to the coexistence of intense
emission from uncondensed polaritons for P & Pth, but
significant for the comparison with theoretical calcula-
tions discussed in Sec. IV. Details for the experimental
determination of Pth can be found in the Supplemental
Material, Sec. SM 1.
In all cases investigated here, the condensate emission
is distributed dispersion-less at horizontal lines in k-space
with maximum intensity between the LPB dispersion,
which is visible in the far-field PL images (cf. Fig. 3) for
low excitation power P & Pth. This indicates a weak
expansion of the condensed polaritons due to the back-
ground potential induced by the excitation spot, whose
size is similar or even larger than the polariton propaga-
tion length.24,50 For the lowest excitation power shown
here, P = Pth, the emission intensity from the uncon-
densed polaritons and the condensate are of same order
which prevents a clear distinction. With increasing exci-
tation power the BEC states undergo a blueshift due to
the increasing interaction potential, and we observe sev-
eral states with different energy. Previous studies in the
literature on this multimode behavior show that the emis-
sion from coexisting individual modes originates from dif-
ferent regions of the same condensate.43,44,55 However,
other studies on polariton condensates in a disordered
environment found that long-range spatial coherence is
still present for their energy-averaged emission1,42 indi-
cating persistent correlations between different, possibly
spatially separated condensate states.
For a wide range of excitation powers, condensate emis-
sion out of two energy ranges is observed, which are sta-
ble and energetically well separated. For a further anal-
ysis we select only one of these energy channels, in order
to compare with numeric simulations of a single-mode
condensate, cf. Sec. IV. In Fig. 3(b)-(d) we marked the
selected energy channel by two white dashed lines. This
delimitation is defined by an energy range ∆E which cor-
responds to the excitation power dependent full width
at half maximum of the condensate emission. Fig. 3(e)
shows the far field emission profiles IP (k) for the se-
lected energy channel and increasing excitation power,
integrated over ∆E.
The IP (k) profiles show several randomly distributed
inhomogeneities and differ strongly from the smooth
and ideally radial symmetric distribution expected for
a disorder-free sample.50 Remarkably, the intensity fluc-
tuations persist even for high excitation power, i.e. high
condensate densities. We note that the constant sharp
stripes in the IP (k) profile at a specified k for all exci-
tation powers are caused by imperfections of the setup,
probably due to the microscope objective.
A similar finding with increasing excitation
power was also observed for other detunings
∆ = −50 meV, . . . ,−10 meV, and we conclude
that our observation does not depend significantly on
the particular choice of detuning within the mentioned
range.
To investigate the temporal coherence properties of the
condensate we used a Michelson interferometer in the
plane mirror (PM) - retroreflector (RR) configuration to
superimpose the PL emission of polaritons with oppo-
site emission angles or rather wavevectors. For this ex-
periment, the sample was excited by a frequency-tripled
Ti:sapphire laser at 266 nm with a pulse duration of
about 2 ps. Further details of the setup are provided
in Appendix A. The RR is mounted on a motorized lin-
ear stage, that allows us to vary the path difference ∆s
between the emission collected from both interferome-
ter arms. Fig. 4(a)-(b) show two selected interferograms
of the I(E, k) emission pattern for large (Fig. 4(a)) and
short (Fig. 4(b)) path differences ∆s, respectively. To
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Figure 4. (color online) (a)-(b): Energy-resolved far-field PL
interference pattern in a linear false color scale for T = 10 K
and ∆ = −47 meV: (a) large path difference ∆s: uncorrelated
far-field PL emission (basically the sum of the emission from
the individual interferometer arms), (b) path difference close
to zero: distinct interference fringes indicating mutual tempo-
ral coherence of the polariton emission. The red dashed line
indicates the energy of the investigated condensate state. (c)
Normalized visibility of the interference fringes as a function
of the path difference.
investigate the temporal coherence properties of the po-
lariton condensate we analyzed the normalized visibility
of the interference fringes,
Vnorm =
Iinterf − IRR − IPM
2
√
IRRIPM
= g1(∆t) cos(φ12), (5)
as a function of the temporal delay ∆t = ∆sc , where c
is the speed of light (cf. Fig. 4(c)). Here, Iinterf is the
intensity of the interference pattern, and IRR, IPM are
the intensities of the RR and PM arm, respectively, g1
is the first-order coherence function and φ12 is the phase
difference between the emission from the individual in-
terferometer arms. By assuming a Gaussian decay of
g1(∆t) = g1(0) exp[−(pi/2)(∆t2/τ2coh)]56 we determined
a coherence time of about τcoh = 8.7 ps. This is more
than 50 times larger than the lifetime of the uncondensed
polaritons of about 160 fs, which is deduced from the
spectral linewidth of the polariton emission for P ≤ Pth
and for an energy range similar to the condensate energy
at P = Pth. Consequently, the coherence of the investi-
gated quantum system is conserved during the multiple
reabsorption and reemission processes, which can thus
be identified as a condensate. We note that the exper-
imentally estimated coherence time is a lower limit for
the real value. We identify two experimental artifacts
that restrict the determination of the real condensate’s
coherence time, namely a spectrally and path difference
dependent phase shift φ12(λ,∆s) (artifact A) as well as
a fast decay of the condensate emission intensity due
to the short excitation pulses of about 2 ps that are
used for the coherence time measurement (artifact B).
By analyzing the impact of these artifacts quantitatively
(cf. Supplemental Material, Sec. SM 2), we roughly es-
timated the expected real values for the coherence time
of τAcorr = 10.3 ps and τBcorr = 14 ps. By applying both
corrections simultaneously, a maximum coherence time
of τcorr = 24 ps was estimated.
For an ideal (homogeneous, disorder-free) condensate
a linewidth of ∆E ≈ 0.66h/τcoh = 0.66h/8.7 ps =
0.31 meV would be expected for the condensate emis-
sion according to the Wiener-Khinchin theorem56 (and
even less assuming the corrected values for τcoh), where
h is the Planck constant. This is about a factor of 6.5
smaller than the observed minimum linewidth of 2 meV
for the condensate emission in this experiment. Since
the investigated condensate is a complex quantum sys-
tem including spatial density and phase fluctuations we
assume that the Wiener-Khinchin theorem cannot be ap-
plied here. We rather suppose that the mechanism which
causes a broadening of the emission linewidth (e.g. repul-
sive particle interaction57) does not affect the coherence
time to the same extent. This is supported by the quan-
titative discrepancy between the emission linewidth and
the coherence time, which is observed also in a CdTe1
as well as in a ZnO MC.22 We note that despite of the
fast decay of polaritons, condensate emission can be ob-
served up to 90 ps after the arrival of the exciting laser
pulse, which thus allows for the experimental observation
of coherence in the mentioned time range.
Summarizing, the experimental observations indicate
a strong impact of disorder on the polariton BEC even
at high excitation power well above the condensation
threshold. As discussed in Sec. II the suppression of
disorder effects with increasing condensate density is
strongly hindered for a polariton BEC. We assume that
the interplay of gain-loss and disorder prevents a stabi-
lization at high excitation power also in the experiment.
IV. COMPARISON BETWEEN THEORETICAL
MODEL AND EXPERIMENT
In the following, we will compare our experimental ob-
servations with numerical simulations.
At threshold P = Pth a cross-over from a non-
condensed state to a polariton BEC takes place, typi-
cally indicated by a super-linear increase of the emission
intensity. Such a transition is not very well described by
the used eGPE (1). For this reason, the data analysis
is done well above threshold, where both experimentally
observed and theoretically calculated blueshift (conden-
sate density) increase linearly with pump power. We note
that the evolution of the experimentally measured polari-
ton blueshift ∆E as a function of the excitation power
shows two kinks at P = 2 Pth and P = 4 Pth (cf. Fig. 7
7m τ ξP Pth P/Pth d∆E/d(P/Pth)
4.4 · 10−5 me 0.4 ps 2µm 79 W/cm2 2, . . . , 20 0.7 meV
α P/Pth ξVV0/lc ~γc ξP/lc Ln/Lc Lφ/Lc Ls/Lc
7 5, 11, 15, 20 0.125 3 5 3 0.4
Table I. Parameters extracted from experiment and corre-
sponding parameters used for simulations as well as relevant
length scales. For definitions see Appendix C.
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Figure 5. (color online) Snap shots of the normalized two-
dimensional intensity distribution IP (~k) of a polariton BEC
with Lφ ∼ Lc in a disordered environment for increasing exci-
tation power P . The used parameters are presented in Tab. I.
in Appendix B). We believe that the slope of ∆E for
P < 2 Pth is predominantly caused by an electronic dis-
order potential, which starts to saturate for P = 2 Pth,
and that for P ≥ 4 Pth the blueshift is governed by
condensate-condensate interactions. Further discussions
are presented in Appendix B and references therein.
For the comparison between the theoretical model and
the experimental data, the parameters of the eGPE (1)
are chosen according to the experiment, see Tab. I.58 We
note that a quantitative determination of the disorder pa-
rameter from experiment is very challenging, cf. discus-
sion in Appendix B, and we chose ξVV0 ≈ 0.15 µm meV
for simulations.
For a typical disorder realization, a series of numeri-
cally obtained snap shots of the two-dimensional inten-
sity distribution IP (~k) for increasing excitation power is
shown in Fig. 5. These images correspond to a polari-
ton BEC described by scenario II. We clearly observe a
disorder-induced deviation from the ideally radial distri-
bution, which does not converge to a symmetric intensity
distribution while increasing the excitation power. Such
an asymmetry as well as its persistence is also observed
experimentally, see Fig. 3, and thus agrees qualitatively
with our simulations. We note that the experimental
data represent the intensity distribution of one disordered
sample, and correspond to a one-dimensional cut along
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Figure 6. (color online) Experimental IP (k) distribution (blue
diamonds) compared to numerical simulations of scenario II
for increasing excitation power P . The black solid lines de-
pict the expectation value whereas the gray band indicates
the standard deviation. For high momenta we have excluded
systematically biased data (gray crosses). For each plot the
mean squared error (MSE) and the goodness-of-fit value Q
(see text) are computed. For used parameters see Tab. I.
a given line crossing the origin of the two-dimensional
k-space distribution, for example the x-axis.
For a quantitative analysis we compare directly the ex-
perimental measurements with the numerically computed
expectation value µP and variance σ2P of the intensity dis-
tribution. To this end we symmetrize the experimental
data IP (k) → (IP (k) + IP (−k))/2 with k ≥ 0, and su-
perimpose them with the results of the numerical simu-
lations. Since the condensate density and healing length
are hard to determine experimentally, we fix the scaling
of x- and y-axis by a least-square fit. Fig. 6 shows the re-
sult. We have excluded experimental data with wavevec-
tors k ≥ 3µm−1, because a systematic artifact is present
for all k = 3, . . . , 4 µm−1 and for all excitation powers.59
In order to quantify the agreement between theory and
experiment we introduce the mean squared error (MSE)
and the goodness-of-fit value Q (see Appendix D for def-
initions). Q is a probability: if Q ∼ 1, the simulations
describe the experimental data. On the other hand, if
Q  1 the theoretical model does not reproduce the ex-
periment. The experimental data are well described by
simulations (of scenario II), cf. Fig. 6: the MSE is close to
zero, and the goodness-of-fit value Q remains comparable
to one for all pump powers studied. In contrast, trying
to reproduce the experimental observations by simula-
tions of a polariton BEC described by scenario I (quasi-
equilibrium) fails, cf. Fig. 8 of the Appendix D. Thereto,
we had chosen a non-equilibrium parameter α = 0.5 and
slightly increased the disorder strength. Then, the Q-
value drops from Q ≈ 10−8 at P ≈ 5 Pth to Q ≈ 10−21
at P = 20 Pth.
8V. SUMMARY AND CONCLUSION
In this work we have characterized a polariton con-
densate in a disordered environment. Our theoretical
analysis shows that spatial fluctuations of the condensate
phase, which are induced by the interplay of disorder and
gain-loss of particles, do not depend on the mean conden-
sate density. This leads to a reduced stabilization against
disorder fluctuations with increasing density in contrast
to an equilibrium condensate. To verify our prediction
we have analyzed experimentally the photoluminescence
emission of a ZnO based microcavity. Indeed, we find
a lack of stabilization with increasing density in terms
of pronounced intensity fluctuations within the k-space
emission pattern even at high excitation power. This ex-
perimental finding can be reproduced by numerical simu-
lations. From this we conclude that the polariton conden-
sate in the microcavity is exposed to significant structural
disorder, and that the persistence of disorder effects even
at high excitation power, well above the condensation
threshold, relies on the intrinsic non-equilibrium nature
of polaritons. We note that these findings may also ex-
plain the observation of similar phenomena for polariton
condensates in microcavities based on other materials,
e.g. CdTe or GaN.17,43,44
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Appendix A: Experimental setup
In order to investigate the optical properties of the
polariton condensate, we applied two different photo-
luminescence configurations, which have in common a
non-resonant and pulsed excitation as well as a detection
of the far-field emission. The setup to investigate the
disorder effects on the polariton distribution and their
dynamics as a function of the excitation power is de-
scribed in Ref. 24. Here, the excitation was carried out
by a pulsed Nd:YAG laser with pulse duration of 500 ps,
whose Gaussian excitation spot covers a sample area of
about 10 µm2.
For the coherence measurements, the sample was ex-
cited via a frequency-tripled Ti:sapphire laser at 266 nm
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Figure 7. (color online) Polariton blueshift ∆E as a func-
tion of the excitation power normalized to the condensation
threshold for the observed ZnO MC. The red line corresponds
to the polariton-polariton interaction whereas the blue line
represents the blueshift due to an additional electronic back-
ground potential, which starts to saturated at about 2 Pth
and is presumably totally saturated for P > 4Pth .
(repetition rate: 76 MHz, pulse length ≈ 2 ps). The PL
signal of the Fourier plane was sent to a Michelson inter-
ferometer in the mirror-retroreflector configuration. The
retroreflector image is a centrosymmetric counterpart of
the mirror arm image. In the resulting interferogram we
superimposed the signal with wavevector ~k|| with that
of − ~k||. Interference maxima occur when the path differ-
ence between the individual beams, ∆L = c∆t, is an inte-
ger multiple of the PL emission wavelength, being ∆t the
delay between the beams and c the speed of light. With
the help of a streak camera the relative delay between
the two arms was set to zero for k|| = 0.
Real space measurements with a sufficient spatial reso-
lution could not be performed due a to a spherical aberra-
tion induced by the cryostat window. For the conditions
used in our experiments, namely the UV spectral range,
a window thickness of 1.5 mm and the large range of
collected emission angles of ±23◦, the resulting spatial
distortion of the image is larger than structural fluctu-
ations that we would like to resolve. Consequently, the
distortion of the measured real space image prevents a
precise investigation of the spatial distribution of the lu-
minescence as well as spatially resolved correlation mea-
surements. We note that far-field images are not affected
by the cryostat window, which causes a parallel beam
shift but does not change the angle of the transmitted
rays.
Appendix B: Origin of disorder potential
Due to the dual light-matter nature of the polaritons,
the effective disorder potential can be of photonic as well
as electronic origin.
Photonic disorder can be caused by surface and inter-
face roughness as well as thickness fluctuations within
the MC structure. This leads to a spatial fluctuating
cavity length and therefore to a variation of the cavity
9photon energy. Due to results of other ZnO-based MCs,
a minimum potential strength of VC ≥ 2 meV can be ex-
pected.21,60 The corresponding correlation length ξV is of
the order of the photonic wavelength, of about 370 nm.
In the literature, usually electronic disorder is ne-
glected.25,40,43,61,62 In contrast to this, we assume a
strong influence of an electronic background potential
caused by randomly distributed excitonic states which
are accumulated within the bulk of grains54 or bound
to impurities. This is supported by two facts: firstly,
cross-sectional TEM analysis of a MC that is fabricated
under the same conditions, provides a granular structure
of the investigated ZnO MC with grain sizes ranging from
20 nm up to 120 nm.24 Secondly, the slope of the polari-
ton blueshift ∆E(P ) is by a factor of about 6.3 larger for
P < 2 Pth than above and even by a factor of 12.6 larger
compared to the blueshift for P > 4 Pth (cf. Fig. 7). This
can be explained by assuming an additional electronic
background potential ∆Eb, which may include localized
states within a disorder potential or bound to impuri-
ties, as shown in Ref. 24 and 63. Since the concentration
of these electronic defects is finite, their contribution to
the condensate blueshift saturates for a certain excita-
tion power or rather condensate density. Thus, the fur-
ther blueshift for P > 4 Pth is restricted to condensate-
condensate interaction.
We assume that the condensate blueshift for small ex-
citation power ∆E(P < 2 Pth) is primarily caused by its
interaction with aluminum donor bound excitons (D0, X)
and that ∆E scales linearly with its concentration. As
mentioned in Sec. III, we suppose a depletion of bound
excitons at grain boundaries and thus an accumulation of
them within the grain bulk.54 According to the model de-
scribed in Ref. 54 the grain boundaries act like two back-
to-back Schottky barriers and the carrier flow between
grains is driven by thermionic emission over the Schot-
tky barrier. In general, the average height and width of
these barriers can be determined from the temperature-
dependent evolution of the hall mobility. Unfortunately,
this was not possible for our MC due to low current
values, below the resolution limit of 1 nA, for temper-
atures below 200 K, caused by the small cavity thickness
of about 100 nm as well as due to strong inhomogeneities
of the current density, which may be caused by the cavity
thickness gradient.
Assuming the mechanism of carrier depletion at grain
boundaries to be the dominant one for the effective elec-
tronic disorder potential, its correlation length ξV is sim-
ilar to the grain size with values between 20 nm and
120 nm. This is about two orders of magnitude below the
condensate size Lc, limited by the size of the pump spot
and thus even lower than the assumed correlation length
for photonic disorder of about 370 nm. Consequently, a
trapping of the entire condensate within a minimum of
the disorder potential can be excluded. We rather sup-
pose that the disorder potential causes condensate den-
sity fluctuations and thus phase fluctuations due to the
interplay of disorder and the non-equilibrium nature of
the polariton condensate.
Appendix C: Details of the Model
A phenomenological description of the dynamics of the
macroscopic polariton condensate wave function Ψ(~x, t)
is given by an extended Gross-Pitaevskii Equation
(eGPE),47,48
i~∂tΨ =
(
− ~
2
2m
~∇2 + V (~x) + U |Ψ|2
)
Ψ
+ i
(
R(~x)− Γ |Ψ|2
)
Ψ . (C1)
The first part of the right hand side is the ordinary equi-
librium GPE with m as effective polariton mass of the
lower polariton branch, V (~x) as external potential, and
U as repulsive onsite interaction potential. The second
part models phenomenologically the gain and loss of con-
densed polaritons. Here, R(~x) describes the linear part
of gain and loss, and the non-linearity implements a den-
sity dependent gain saturation with Γ as gain depletion
parameter. This provides a simplified description of the
gain process from a reservoir, for example relaxation of
high-momentum polaritons generated by incoherent ex-
citation with an external laser beam, and the condensate
decay due to its finite lifetime. Since the non-condensed
polaritons have a short lifetime as compared to the life-
time of the condensate, we can safely neglect diffusion
processes of these and relate the spatial extension of the
reservoir to the Gaussian excitation profile of the laser
beam. Then,
R(~x) = ~γc
(
P
Pth
e−~x
2/ξ2P − 1
)
, (C2)
with decay rate γc = 1/τ , where τ is the condensate
lifetime, and waist size ξP of the laser beam. The pa-
rameter P/Pth is the excitation power normalized by
its value at the threshold at which condensation is ob-
served first. The disorder landscape is incorporated by
the external potential V (~x). We use a δ-correlated Gaus-
sian distributed quenched disorder with vanishing mean
value and variance,
〈〈V (~x)〉〉 = 0 , 〈〈V (~x)V (~y)〉〉 = V 20 ξ2V δ(~x− ~y) , (C3)
respectively. The average disorder strength is given by
V0 and its characteristic length is denoted by ξV .
In the case of a spatially homogeneous excitation, i.e.
ξP → ∞, our model (C1) was first suggested in Ref. 48.
As compared to Ref. 47 we do not consider the dynamics
of the reservoir polaritons explicitly. However, the latter
can be eliminated3 for the typical case that the char-
acteristic relaxation rate of the reservoir is much faster
than the condensate decay rate3,50. Then, an expansion
to leading order in condensate density over reservoir den-
sity results in the eGPE (C1). We note that a different
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theoretical approach may be suitable in order to describe
propagation of a polariton BEC in a disorder-free envi-
ronment64,65, which is not the aim of our work.
In the following we will discuss the model (C1). The
mean condensate density n0 ≡ 1Ωc
∫
Ωc
|Ψ(~x)|2 is found
by averaging the second term of the right hand side of
Eq. (C1) over the condensate area Ωc ≈ piξ2P, and then
demanding a balance of gain and loss,
n0 ≈ ~γc
Γ
(
P
Pth
− 1
)
. (C4)
Since the interaction term in Eq. (C1) is proportional to
the density, we find an energy blueshift n0U . The healing
length is extracted by comparing the kinetic energy term
versus the interaction term in Eq. (C1),
ξ ≡
√
~2/2m
n0U
. (C5)
Let us understand its physical relevance: For example, we
assume a region in which the condensate has to vanish,
Ψ = 0, however remains unperturbed everywhere else.
Then, the healing length is the distance over which the
condensate density changes from zero to n0.
A dimensionless eGPE (C1) takes the form
i∂tψ = (−∇2 + ϑ(~x) + |ψ|2)ψ + iα(gR(~x)− |ψ|2)ψ ,
(C6)
where density, length, energy and time are measured in
units of n0, ξ, n0U and ~/n0U , respectively. The ’non-
equilibrium’ parameter α and the dimensionless reser-
voir function gR are defined in Eq. (C8) and Eq. (C9),
respectively. With ψ(~x, t) ≡ Ψ(~r, t)/√n0 we denote the
dimensionless wave function and ϑ(~x) = V (~x)/n0U is the
disorder potential relative to the blueshift with
〈〈ϑ(~x)〉〉 = 0 , 〈〈ϑ(~x)ϑ(~y)〉〉 = κ2δ(~x− ~y) . (C7)
We have introduced two important dimensionless param-
eters, namely an effective disorder strength and a ’non-
equilibrium’ parameter
κ ≡ ξV V0
ξ n0U
, and α ≡ Γ
U
. (C8)
The first parameter κ is also obtained by coarse grain-
ing the random disorder potential up to the healing
length (assuming ξV  ξ). This process renormalizes
the disorder strength by a factor 1/
√
(ξ/ξV )2. Then, the
value ξV V0/ξ is compared to the blueshift n0U . The sec-
ond parameter α implements the non-equilibrium nature
of polaritons. In the limit α → 0 (keeping n0 constant)
Eq. (C6) reduces to the equilibrium GPE, whereas, for
α→∞ the condensate is totally dominated by gain and
loss. The rescaled reservoir function yields
gR(~x) =
(P/Pth) e
−x2/x2P − 1
P/Pth − 1 , (C9)
with xP ≡ ξP /ξ. For a steady state solution (single-mode
condensate) we make the ansatz
ψ(~x, t) = ψ(~x)e−iωt =
√
n(~x)eiφ(~x)−iωt , (C10)
where ~ω is the condensate energy.
We emphasize that both blueshift and healing length
depend on the excitation power P via n0. Thus, κ and xP
depend on P , too. For our analysis it is useful to identify
energy and length scale which are excitation power inde-
pendent, namely the line width energy ~γc and the quan-
tum correlation length lγ ≡
√
~/2mγc (a non-equilibrium
analogon of the thermal de Broglie wavelength)25, so that
κ and xP become functions of α, P/Pth and sample pa-
rameters (see Table I).
Appendix D: Numerical Simulations and
Comparison with the Experiment
Numerical simulations – Computing the condensate
wave function by solving the eGPE (C1) allows us to
extract the real and k-space intensity distribution. We
define the k-space intensity distribution according to
IP (~k) ≡ γcn0 |ψ(~k)|2 , (D1)
where the momentum space wave function is defined via
a two-dimensional discrete Fourier transform ψ(~kj) =
(1/N2)
∑
~xi
ψ(~xi)e
−i~kj~xi , with ~xi,~kj being elements of a
discrete lattice with N lattice points in each spatial di-
rection, such that i, j = 1, . . . , N2. We choose an ap-
propriate set of simulation parameters extracted from
the experiment (see Table I) and solve Eq. (C6) numer-
ically. To this end we look for a steady state solution,
see Eq. (C10), by solving the time evolution of the dis-
cretized wave function ψ(~xi, t). The latter is defined on
a real-space square lattice with spacing a = ξ. We em-
ploy a variable order Adams-Bashforth-Moulton PECE
algorithm66 to obtain the time evolution. First, we com-
pute the steady state solution of the disorder-free sys-
tem, ϑ = 0. Then, we choose independent Gaussian
distributed variables of vanishing mean and variance κ2
for each lattice site and calculate the steady state so-
lution of the disordered system. The time evolution of
the disordered system is started from the disorder-free
solution as initial condition. For each disorder realiza-
tion the discretized two-dimensional wave function ψ(~xi)
of the steady state is extracted, and then Fourier trans-
formed in order to compute the two-dimensional k-space
intensity IP (~kj). Finally, we average over all disorder
realizations and compute the expectation value and vari-
ance,
µP (k) ≡ 〈〈IP (~k)〉〉/〈〈IP (0)〉〉 , (D2)
σ2P (k) ≡ 〈〈
(
IP (~k)− 〈〈IP (~k)〉〉
)2
〉〉/〈〈IP (0)〉〉2 , (D3)
respectively. Above, the bracket 〈〈. . .〉〉 denotes an av-
erage with respect to disorder, and we have normalized
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Figure 8. (color online) Experimental IP (k) distribution
(blue diamonds) compared to numerical simulations of sce-
nario I for increasing excitation power P . The black solid
lines depict the expectation value whereas the gray band
indicates the standard deviation. For high momenta we
have excluded systematically biased data (gray crosses). For
each plot the mean squared error (MSE) and the goodness-
of-fit value Q are computed. Used simulation parameters:
α = 0.5, ξVV0/lc~γc = 0.4, ξP /lc = 3. These correspond to
Ln/Lc ≈ 1.5, Lφ/Lc ≈ 13, Ls/Lc ≈ 26.
the mean and variance by the expectation value of the
intensity at k = 0. Since the excitation profile Eq. (C9)
is radial symmetric, Eqs. (D2, D3) are radial symmet-
ric, too, assuming a sufficiently large number of disorder
realizations.
Comparison with the experiment – The numerically ob-
tained mean and variance of the k-space intensity can be
compared with the experimental data denoted by Iex(kx)
here, cf. Sec. III. We note that these measurements rep-
resent a line-cut along an axis (e.g. the x-axis) of the
two-dimensional intensity distribution and are measured
for one disorder configuration determined by the disor-
der of the sample. We perform a spatial averaging step
by symmetrizing the experimentally obtained intensity:
Iex(kx)→ (Iex(kx)+Iex(−kx))/2 and kx ≥ 0. In order to
quantify the agreement between experiment and theory
we introduce the chi-square value66
χ2P =
∑
kj≥0
(
Iex(kj)/a− µP (bkj)
σP (bkj)
)2
. (D4)
Since the condensate density n0 and the healing length ξ
are hard to extract experimentally, we use two scaling pa-
rameters (a, b) instead. Both are determined by a least-
squares fitting procedure.66
In order to estimate the goodness-of-fit66 we extract
the complement of the χ2-probability distribution func-
tion Fχ2 , denoted by Q = 1 − Fχ2(χ2P ), which is the
probability that the simulations agree with the experi-
mental data. If Q  1, the apparent discrepancies of
model and data are unlikely to be random fluctuations,
and we conclude that the model is not specified correctly,
or that the fluctuation strength σP is under-estimated.
On the other hand, if Q ∼ 1, we conclude that the model
describes the data correctly. Finally, we define the mean
squared error: MSE ≡ (1/N2)∑kj (Iex(kj)/a−µP (kj))2,
which is a measure of how well the data match the sim-
ulated intensity distribution. The comparison of the ex-
perimental data and the numeric simulations of scenario I
is shown in Fig. 8, and the comparison with simulations
of scenario II was shown and discussed in Sec. IV, Fig. 6.
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SUPPLEMENTAL MATERIAL
SM 1. EXPERIMENTAL DETERMINATION OF
CONDENSATION THRESHOLD DENSITY
For the comparison between the theoretical model and
the experiment as discussed in Sec. IV of the main text
the determination of the condensation threshold Pth is
crucial, since experimental as well as numerically sim-
ulated spectra shall be compared for similar ratios of
P/Pth.
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Figure S.1. (a)Far-field emission pattern I(E, k) for P =
79 W/cm2. The black dotted line represents the energy
barycenter for the LPB emission EBCLPB(k) for each k value.
The white dashed lines highlight all relevant spectral positions
which are plotted for increasing excitation power density in
(b). Here, for the LPB the minimum of the parabolic disper-
sion as well as the energy barycenter for k ≈ 0 was analyzed.
The empty red circles represent BEC emission that appears
as shoulder within the PL intensity spectra leading to larger
uncertainties for the determination of the peak energy. (cf.
Fig S.S.3(a))
In general, we identify three spectral contributions
within our far-field PL emission pattern, as shown in
Fig. SS.1, namely the lower polariton branch (LPB) emis-
sion, and two Bose-Einstein condensate (BEC) emission
channels. Whereas the minimum of the LPB disper-
sion is almost excitation power independent (EminLPB =
3.3207 eV), the LPB emission gets significantly broad-
ened towards higher energies for increasing excitation
power. This is due to the fact that polaritons are
located at different regions and are subject to differ-
ent blueshifts due to the spatially inhomogeneous, e.g.
Gaussian pump spot as well as the pronounced disor-
der potential. To consider this effect quantitatively, we
calculated the energy barycenter of the LPB emission
EBCLPB(k) = (
∫
E
I(E) · E dE)/(∫
E
I(E)dE) for k ≈ 0.
To investigate the excitation power dependent evolution
of the BEC emission, we performed a lineshape anal-
ysis of the PL spectra which are integrated over all
observed k values by assuming a Lorentzian lineshape.
Both BEC emission channels show a large energy shift
of about EBEC1 = EBEC2 = 16 ± 2 meV with respect
to EminLPB for increasing excitation power density up to
P = 155 W/cm2. We assume that the initial large energy
shift of EBCLPB as well as of EBEC1,2 is mainly caused by an
electronic background potential that is discussed in detail
in Appendix B in the main text. For P > 155 W/cm2 the
slope of EBEC1,2 is reduced, following the expectations
for common BEC. In this regime, the electronic back-
ground potential starts to saturate and the condensate-
condensate interaction becomes dominant.
Unfortunately, the experimental determination of
the condensation threshold is accompanied by large
uncertainties due to the interaction between both
condensate modes as well as the superposition of intense
LPB emission for a large range of excitation powers.
Therefore, we discuss here the impact of the disorder on
the determination of the threshold power. By doing so,
we analyze at first the evolution of the total PL intensity
with increasing excitation power, as usually done for a
disorder free condensate. As will be discussed below,
this method gives only an upper limit and therefore
we apply two further methods: firstly, we examine the
excitation power dependent evolution of the PL intensity
for each spectral contribution separately. Secondly,
we study the PL spectra Ik(E) for each k value and
excitation power separately and deduce the FWHM for
the individual emission channels as a function of k and
excitation power density.
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Figure S.2. (color online) Excitation power dependence of
the total PL intensity. For small excitation power densi-
ties P ≤ 235 W/cm2 the behavior can be described by two
power functions with different exponents below (red solid line)
and above (blue solid line) the condensation threshold. The
threshold can be deduced from the intersection between both
functions: Pth = 130W/cm−2.
a. Evolution of the total Photoluminescence (PL)
Intensity As a first guess, we analyzed the excitation
power dependence of the total PL intensity, integrated
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over all observed k values and energies, as shown in
Fig. SS.2. The slope of the PL intensity increases
abruptly for P ≥ 130 W/cm2. By assuming a power
law behavior,67 the exponent increases from 1.4 for
P < 130 W/cm2 to 4.3 for P > 130 W/cm2. Note that
the estimated value of Pth = 130 W/cm2 is only an
upper limit for the condensation threshold. This can
be explained by the inhomogeneous shape of the (e.g.
Gaussian) excitation spot profile. For excitation powers
P & Pth the critical density for polariton condensation
is achieved within a small area only. In contrast to this,
emission from uncondensed polaritons occurs for a much
larger area, which superimposes the BEC emission.
Thus, the BEC emission becomes dominant leading to
the observed kink in the evolution of the PL intensity
with increasing powers only for powers significantly
larger than the real condensation threshold.
b. Evolution of PL Emission for each BEC State To
analyze the impact of the superposition of the LPB and
BEC emission on the determination of Pth, we analyzed
the excitation power dependent evolution of the PL emis-
sion for both contributions separately. For this purpose,
we investigated the intensity spectra I(E), integrated
over all observed k values, for different excitation power
densities as shown in Fig. SS.3(a). For the lowest den-
sity (P = 16 W/cm2) only the LPB emission can be
observed, with maximum intensity at the minimum of
the LPB dispersion of ELPB = 3.3207 eV. For increas-
ing excitation power, the high energy edge of the LPB
emission dominates due to the previously mentioned sig-
nificant broadening towards higher energies. Already for
P = 79 W/cm2 an additional emission channel appears
at EBEC2 = 3.335 eV. This peak becomes pronounced
and shows a strong narrowing for P ≥ 109 W/cm2.
For further increasing excitation power a second pro-
nounced BEC emission channel appears within the I(k)
spectra at smaller energies indicating the multimode
BEC behavior, as discussed in Sec. III in the main text.
Note that this emission channel is already observable for
P = 79 W/cm2 in the energy resolved k-space images
as shown in Fig. SS.1(a). However, it appears only as a
small shoulder within the k-integrated intensity spectra
for this excitation density range (cf. Fig. SS.3(a,b)). The
energy position of the spectral contributions considered
here (cf. Fig. SS.1(b)) is indicated by the dashed lines in
Fig. SS.3(a).
An exemplary lineshape analysis of the BEC 1 and
BEC 2 contributions to the PL spectra is shown in
Fig. SS.3(c) for an excitation power of P = 155 W/cm2.
The dependence on excitation power density of the PL
peak area, integrated over the FWHM of the correspond-
ing Lorentzian peaks, for both BEC emission channels
separately as well as for the sum of both is compiled
in Fig. SS.3(d) in a double-logarithmic scale. The PL
intensity of BEC 2 starts to saturate for P ≈ 300 W/cm2
and even decreases for P > 550 W/cm2, whereas the PL
intensity of BEC 1 further increases for the excitation
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Figure S.3. (color online) (a) Normalized PL spectra I(E) in-
tegrated over all k values for different excitation powers. The
blue (dark yellow) arrow points at the PL spectra for which
firstly a pronounced peak relating to the emission of BEC 2
(BEC 1) is observed. (b) Selected spectra that are significant
for the determination of Pth. (c) Exemplary PL spectrum for
P = 155 W/cm2 showing the FWHM of both BEC emission
channels as well as the peak area. (d) Excitation power de-
pendence of the PL intensity, integrated over the FWHM of
the corresponding peak.
power density range shown here. This indicates an
effective relaxation of polaritons from the high-energy
BEC state 2 into the low-energy BEC state 1. Thus,
both BEC emission channels are not independent but
represent a system of coupled condensate states for
which we estimate a single condensation threshold
density. Similar to the previous method, we expect a
kink in the evolution of the PL intensity at Pth, however,
only a discontinuity is barely visible at P ≈ 84 W/cm2
for the data set presented here (cf. Fig. SS.3(d)). We
note that the PL spectra for P < 109 W/cm2 do not
show a clear peak for the energy range of the expected
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Figure S.4. (color online) Far-field emission pattern I(E, k)
for an exemplary excitation power of P = 141 W/cm2. The
parabolic shaped LPB emission as well as the dispersionless
BEC emission channels are highlighted by white dashed lines.
BEC emission due to the spectral overlap with the
intense and spectrally broad LPB emission. Thus, the
extracted peak area is subjected to large uncertainties
in the mentioned range of excitation densities, which is
highlighted by the gray dashed lines in Fig. SS.3(d). Due
to this fact, the observed discontinuity in the evolution
of the PL intensity is not fully reliable and only a range
of possible values can be determined for Pth. On the
one hand, a peak at 3.335 eV is slightly visible for an
excitation density of P = 79 W/cm2, which leads to
the observed discontinuity in the PL intensity evolution
at P ≈ 84 W/cm2 and may indicate the onset of BEC
emission. However, this peak may also be caused by
effective polariton scattering into an already blueshifted
state in the uncondensed regime. On the other hand,
the peak gets pronounced and spectrally narrowed for
P = 109 W/cm2. This is a clear signature for polariton
condensation. Conclusively, the range of values for Pth
can be restricted to Pth = (84 − 109) W/cm2 by using
this method. A way to additionally reduce the impact
of spectral overlapping between LPB and BEC emission
and further specify Pth is discussed in the following
section.
c. k-dependent Evolution of FWHM For a more
sophisticated investigation we analyzed the PL intensity
spectra Ik(E) for each k value and excitation power
separately. Thereby, we deduced the FWHM for both
BEC emission channels as well as for the LPB emission.
Fig. SS.4 shows exemplarily a far-field PL emission
pattern for P = 141 W/cm2 with logarithmic intensity
scale. Here, all three emission channels, marked by
white dotted lines, are energetically well separated for a
large range of k values. The k-dependent evolution of
the FWHM with increasing excitation power density is
shown in Fig. SS.5 for each emission channel separately.
Note, that the missing data points correspond to PL
spectra which show a strong spectral overlap of the
emission channels and thus prevent a proper lineshape
analysis. The broadening of the LPB emission increases
with increasing absolute k values due to an increasing
excitonic fraction. For P > 79 W/cm2 the FWHM of
the BEC peak 2 is lower than the minimum FWHM
0
4
8
12
16
20
BEC #2
16 W/cm
2 47 W/cm
2
79 W/cm
2
86 W/cm
2
94 W/cm
2
109 W/cm
2
125 W/cm
2
141 W/cm
2
155 W/cm
2
F
W
H
M
 (
m
e
V
)
-4 -2 0 2 4
k||(µm )
-1
-4 -2 0 2 4
k||(µm )
-1
-4 -2 0 2 4
k||(µm )
-1
BEC #1LPB
Figure S.5. (color online) k-dependent FWHM of LPB and
BEC emission for a large range of excitation power densities.
Empty circles represent excitation power densities P < Pth,
whereas excitation power densities P ≥ Pth are highlighted
by full ones.
of the LPB emission indicating the onset of polariton
condensation. For the BEC peak 1 this situation is
present for P > 109 W/cm2. For both BEC emission
channels, the narrowing saturates for P = 141 W/cm2,
indicating a maximum temporal coherence. Following
the arguments about the interaction between both
investigated BEC emission channels as discussed in
the previous section, this coupled BEC system is char-
acterized by a single threshold power of Pth = 79 W/cm2.
d. Summary The results for the determination of
Pth are summarized for all three methods in Table II.
Using the typically used method by analyzing the total
PL intensity as a function of excitation power, an upper
value of Pth < 130 W/cm2 was estimated. By studying
the PL intensity for each spectral contribution separately
it was possible to reduce the impact of the disorder on
the determined threshold value and further restrict the
range of Pth to Pth = (84− 109) W/cm2. The best min-
imization of the disorder influence on the determination
of the threshold power for condensation was achieved by
investigating the PL spectra for each k value separately
and deducing the FWHM for each spectral contribution.
This method also differs from the other ones regarding its
physical principle. The analysis of the PL intensity evo-
lution for the total emission as well as for the individual
BEC emission are based on an increasing rate of the para-
metric scattering process into the condensate state for
P ≥ Pth due to its bosonic nature. Thereby, the coexis-
tence of a small area of condensed polaritons for P ' Pth
and a large area of uncondensed ones can cause a rather
soft transition of the PL intensity evolution leading to
large uncertainties for the determination of Pth. Investi-
gating the FWHM of the BEC emission channels rather
gives insight into another property. As the FWHM of the
BEC emission channels are inversely proportional to the
temporal coherence of the corresponding system of par-
ticles the spontaneous build-up of coherence is observed,
which is a basic property of a polariton condensate. Nev-
ertheless, the convolution of a certain BEC emission peak
with other emission channels leads to uncertainties for
the determination of Pth using this method, too. In sum-
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method Pth in
W/cm2
comments
total PL intensity 130 upper limit, BEC emission su-
perimposed by intense LPB
emission
PL intensity for
each BEC emis-
sion channel
84 - 109 superposition with LPB emis-
sion prevents reliable lineshape
analysis for small excitation
power densities
k-dependent
FWHM
79 provides best separation be-
tween LPB and BEC emission
Table II. Used methods for experimental determination of the
condensation threshold density Pth.
mary, we estimate Pth = 79 W/cm2 as the threshold
value for polariton condensation in our MC for the inves-
tigated parameter set of T = 10 K,∆ = −30 meV.
SM 2. EXPERIMENTAL LIMITATIONS FOR
DETERMINATION OF THE COHERENCE TIME
In this section, we discuss two experimental artifacts
that lead to limitations in the determination of the con-
densate’s coherence time.
A. Spectrally dependent Phase Shift
The phase difference φ12 between the emission from
both interferometer arms depends on the emission wave-
length λ in the following way:
φ12(λ,∆s, ~r) =
2pi∆s
λ
+ ( ~k1 − ~k2)~r
=
2pi∆s
λ
+
2pi
λ
|~r|(sin(α1)− sin(α2)).
(S.1)
Here, ∆s is the path length difference between both inter-
ferometer arms, ~k1, ~k2 are the wavevectors of the waves
propagating along the individual interferometer arms,
α1, α2 are the angle between the optical axis and the cor-
responding wavevectors ~k1, ~k2 and ~r is the distance vec-
tor from the intersection point between both wavevectors
(in the detector plane) and the point of interest of the re-
sulting interference pattern. The geometry is sketched in
Fig. S.6 for the special case of α2 = 0. The second term
of Eq. (S.1) defines the appearance of the observed in-
terference pattern (fringe distance and orientation) for a
specified ∆s and λ, whereas the first term causes an ad-
ditional, spectrally dependent phase offset that increases
linearly with increasing path length difference. The spec-
tral resolution is ∆λ = λmax − λmin = 0.08 nm for our
experiment. Therefore, accumulation of the intensity of
the interference pattern over the spectral range ∆λ is
α1
α1
r sin( )α
r
k1
k2
λ
λ
detection
plane
z
x
y
Figure S.6. (color online) Scheme of two superim-
posed, monochromatic plane waves with wavevectors ~k1 =
(2pi/λ)(− sin(α1)~ex + cos(α1)~ez),~k2 = (2pi/λ)~ez and equal
wavelength λ to illustrate the spatial phase distribution φ12(~r)
(cf. second term in Eq. (S.1)) for the special case of α2 =
0. The solid (dashed) lines represent electric field max-
ima (minima) of the corresponding waves. Interference max-
ima (minima) within the detection plane occur at position
~r for which the electric field maximum of wave 2 is super-
imposed with a field maximum (minimum) of wave 1. The
spatial phase distribution in the detection plane φ12(x, y) =
φ12(x) = (2pi|~r| sin(α1))/λ is in accordance with the second
term in Eq. (S.1) for α2 = 0. φ12(x) can be found by relat-
ing the projection |~r| sin(α1) with the emission wavelength λ.
This leads to a fringe period of ∆|~r| = ∆x = λ/ sin(α1).
accompanied by an integration over a range of phase dif-
ferences
∆φ12(λ,∆s) =2pi
(
1
λmin
− 1
λmax
)
(∆s+ |~r|(sin(α1)− sin(α2)). (S.2)
The second term in the second bracket in Eq. (S.2) can
be neglected due to |~r|(sin(α1) − sin(α2))  ∆s for al-
most the total range of path differences used here. The
angle between the propagation directions of the two su-
perimposed waves is about 0.14◦ deduced from the fringe
distance of the observed interference pattern, which rep-
resents an upper limit for sin(α1) − sin(α2) ≈ α1 − α2
(in case of opposite signs for both angles). The radius
of the observed interference pattern is in the range of
|~r|max ≈ 1 mm leading to |~r|max∆αmax ≈ 2.4 µm. This
is about three orders of magnitude below the maximum
path length difference of ∆smax = 2.7 mm.
The first term in Eq. (S.2) can be re-expressed
in terms of ∆φ12(λ,∆s) = 2pi
(
1
λmin
− 1λmax
)
∆s =
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Figure S.7. (color online) (a) Decrease of the normalized vis-
ibility with increasing temporal delay of a theoretically as-
sumed, totally coherent signal due to the spectrally depen-
dent phase shift. The small fluctuations of the numerically
determined data are caused by the finite number of points for
the spatial interference pattern Iinterf(~r). (b) Corrected nor-
malized visibility V ′norm as a function of the temporal delay
between both intensity signals.
2pi
(
λmax−λmin
λmaxλmin
)
∆s ≈ 2pi∆λλ2 ∆s. Therefore, a significant
phase shift of the order of 2pi is induced, if the path dif-
ference ∆s is of the order of λ2/∆λ. This is the case for
the measurement presented here, since λ2/∆λ ≈ 1.7 mm.
Thus, the experimentally observed decrease of the nor-
malized visibility with increasing path difference (or tem-
poral delay) is stronger than the pure reduction due to
the decreasing temporal coherence g1(∆t), which is there-
fore under-estimated.
In order to quantify the impact of the spectrally depen-
dent phase shift on the determined visibility we integrate
the interference pattern Iinterf over the range of phase
differences ∆φ12 = φ12,max − φ12,min that corresponds to
a single CCD row
Iinterf(φ12,min, φ12,max,∆s, ~r)
=
∫ φ12,max
φ12,min
Iinterf(φ12,∆s, ~r) dφ12
φ12,max − φ12,min (S.3)
where φ12 is given by Eq. S.1. Thereby, we assume a
constant intensity distribution of the emission from the
individual arms within the width of the single CCD row
as well as total coherence between both intensity signals.
Afterwards, we determined the normalized visibility ac-
cording to Eq. 5 in the main text. Following this proce-
dure, we found empirically a sinusoidal decrease of Vnorm
with increasing path length difference or rather temporal
delay, as shown in Fig. SS.7(a). By taking into account
this systematic experimental error, a corrected coherence
time of 10.3 ps could be deduced (cf. Fig. SS.7(b)).
B. Limited Excitation Pulse Width
For the coherence measurements we used pulsed exci-
tation with a pulse length of about 2 ps. Note that for
the PL experiments which are compared to theoretical
simulations based on a steady-state theory, a different
excitation laser with pulse length of about 500 ps was
used. By means of previous time-resolved measurements
of the investigated microcavity (MC) under similar exci-
tation conditions, a condensate lifetime of about 4-8 ps
was observed (not shown in this work). However, the
PL intensity decreases exponentially after the excitation
pulse vanishes, which strongly limits the determination
of longer coherence times.
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Figure S.8. (color online) (a) Monoexponential decay of two
intensity signals i1(t) and i2(t) as well as of the superimposed
interference signal iinterf(t). For the latter one, total coher-
ence g1(∆t) and vanishing phase shift ∆φ12 between both
individual signals are assumed. (b) Comparison between the
experimentally obtained normalized visibility and the adapted
model Vmeas = V BECnorm V ′norm (cf. Eq. S.10.) Here, we consid-
ered the decrease of the calculated normalized visibility V ′norm
or rather normalized temporal coherence with increasing tem-
poral delay between both signals due to the finite pulse length
of the condensate emission. We assumed a condensate lifetime
of τLT = 6 ps. (c) Similar procedure as in (b), but an addi-
tional correction due to the spectrally dependent phase shift
was applied.
To quantify the impact of the finite pulse duration on
the calculated coherence time, we consider two pulses
i1(t) and i2(t) originating from both interferometer arms
with equal amplitude i0 and with a temporal delay of
∆t. For simplicity, we describe the temporal evolution of
both pulses by a mono-exponential decay
i1(t) = i0 exp(−t/τLT) (S.4)
i2(t) =
{
0 for t < ∆t
i0 exp(−(t+ ∆t)/τLT) for t ≥ ∆t
(S.5)
while neglecting the onset time as shown in Fig. S.8(a).
For t ≥ ∆t the intensity of the delayed signal i2(t) is by a
factor of A ≡ exp(∆t/τLT) larger than i1(t). The detec-
tion occurs time-integrated over millions of laser pulses,
whereas each pulse acts as an individual statistical event.
Thus, we have to consider the PL intensity integrated
over the time interval between two consecutive pulses T :
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I1 =
∫ T
0
i1(t) dt
TτLT= i0τLT (S.6)
I2 =
∫ T
∆t
i2(t) dt
TτLT= i0τLT. (S.7)
The condition T  τLT is fulfilled in our exper-
iment, since the time interval T is 13 ns, which is
about three orders of magnitude larger than the life-
time of the condensate of about τLT = 6 ps. To deter-
mine the coherence time, we calculate the normalized
visibility Vnorm of the interference pattern (cf.Eq. 5 in
the main text), whose amplitude represents the tempo-
ral first order correlation function g1(∆t). This condi-
tion is only valid, if we calculate Vnorm(t) for each point
in time during the temporal decay of the PL intensity
separately. But in our experiment, we firstly measure
the temporally integrated intensity of the interference
pattern Iinterf =
∫ T
0
iinterf(t) dt =
∫ T
0
(i1(t) + i2(t) +
2
√
i1(t)i2(t)g
1(∆t) cos(∆φ12)) dt and calculate the nor-
malized visibility V ′norm afterwards. To quantify the im-
pact of the pulsed excitation we calculate V ′norm for an as-
sumed superposition of two totally coherent signals with-
out any phase shift (g1(∆t) = 1, cos(∆φ12 = 0)). This
leads to the following equation:
Iinterf =
∫ ∆t
0
i1(t) dt +
∫ T
∆t
(i1(t) + i2(t) +
√
i1(t)i2(t) dt
=
∫ ∆t
0
i1(t) dt +
∫ T
∆t
i2(t)[
1
A
+ 1 +
2√
A
] dt
= i0τLT (1− 1
A
) + i0τLT[
1
A
+ 1 +
2√
A
]
= i0τLT (2 +
2√
A
) (S.8)
with A being the intensity factor between both signals as
defined previously in this paragraph. This value of Iinterf
is smaller than the expected maximum intensity for the
superposition of two totally coherent signals with equal
intensity of Imaxinterf = 4i0τLT, except for the trivial case of
A = 1 that is fulfilled for ∆t = 0 only. Consequently, this
leads also to a reduction of the normalized visibility
V ′norm =
Iinterf − I1 − I2
2
√
I1I2
=
1√
A
= exp(− ∆t
2τLT
) ≤ 1. (S.9)
Fig. S.8(b) shows the evolution of the calculated nor-
malized visibility V ′norm as a function of the temporal
delay for τLT = 6 ps. Since we assumed total coherence
and a vanishing phase shift between both signals i1(t)
and i2(t), the reduction of V ′norm is exclusively caused
by the temporal decay of the condensate emission due
to the pulsed excitation. Therefore, V ′norm represents a
correction function for the real value Vnorm. For the ex-
perimentally determined, uncorrected coherence time of
τ ′coh = 8.7 ps we find a reduction of the normalized in-
tensity by a factor of V ′norm = 0.49. For comparison, the
maximum value extracted from the experiment is about
Vnorm ≈ 0.6 (cf. Fig. 4 in the main text), whereas for
uncorrelated emission a residual normalized visibility of
Vnorm ≈ 0.04 could be estimated (not shown here). For
our MC condensation can only be achieved with pulsed
excitation, thus we cannot determine the real coherence
time directly from the measurement. However, with the
help of the simplified model presented here, a corrected
value of the coherence time can be estimated.
The normalized visibility obtained from the experi-
ment Vmeas, is a convolution of the normalized visibility
of the investigated condensate V BECnorm , for which a Gaus-
sian decay is assumed for increasing temporal delay ∆t,
and of the correction function V ′norm, leading to the fol-
lowing equation:
Vmeas = V
BEC
norm V
′
norm
= g1(∆t = 0) exp(−pi
2
∆t2
τ2coh
) exp(− ∆t
2τLT
)
= g1(∆t = 0) exp(−pi
2
∆t2
τ2coh
− ∆t
2τLT
). (S.10)
By comparing the experimental data with the cor-
rected model obtained in Eq. S.10 we can estimate a cor-
rected coherence time of τcoh = 14 ps. If we further apply
corrections from the spectrally dependent phase shift, as
discussed in the previous section, a maximum coherence
time of τcoh = 24 ps was estimated.
