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Abstract
We describe an expert system, Maies, un-
der development for analysing forensic iden-
tification problems involving DNA mixture
traces using quantitative peak area infor-
mation. Peak area information is repre-
sented by conditional Gaussian distributions,
and inference based on exact junction tree
propagation ascertains whether individuals,
whose profiles have been measured, have con-
tributed to the mixture. The system can also
be used to predict DNA profiles of unknown
contributors by separating the mixture into
its individual components. The use of the
system is illustrated with an application to a
real world example. The system implements
a novel MAP (maximum a posteriori) search
algorithm that is briefly described.
1 Introduction
Probabilistic expert systems (PES) for evaluating
DNA evidence were introduced in [1]. This paper is
concerned with describing the current status of a com-
puter software system calledMaies (Mixture Analysis
in Expert Systems) that analyses mixed traces where
several individuals may have contributed to a DNA
sample left at a scene of crime. In [2] it was shown how
to construct a PES using information about which al-
leles were present in the mixture, and we refer to this
article for a general description of the problem and for
genetic background information. (A brief summary to
genetic terminology is given in Appendix A.)
The results of a DNA analysis are usually represented
as an electropherogram (EPG) measuring responses in
relative fluorescence units (RFU) and the alleles in the
mixture correspond to peaks with a given height and
area around each allele, see Figure 1. The band in-
tensity around each allele in the relative fluorescence
units represented, for example, through their peak ar-
eas, contains important information about the compo-
sition of the mixture.
Figure 1: An electropherogram (EPG) of marker VWA
from a mixture. Peaks represent alleles at 15, 17 and
18 and the areas and height of the peaks express the
quantities of each. Since the peak around allelic posi-
tion 17 is the highest this indicates that the 17 allele
is likely to be a homozygote or a shared allele between
two heterozygotes. This image is supplied courtesy of
LGC Limited, 2004.
The main focus of the present paper is to describe the
current status of a computer package called Maies,
which automatically builds Bayesian network models
for mixture traces based on conditional Gaussian dis-
tributions [3] for the peak areas, given the composition
of the true DNA mixtures. Currently the program only
considers a DNA mixture from exactly two contribu-
tors, which seems to be the most common scenario in
forensic casework [4], and the program ignores other
important complications such as stutter, dropout alle-
les, etc.
We distinguish two types of calculations that Maies
can perform. One type is evidential calculation, in
which a suspect with known genotype is held and we
want to determine the likelihood ratio for the hypoth-
esis that the suspect has contributed to the mixture
vs. the hypothesis that the contributor is a randomly
chosen individual. We distinguish two cases: the other
contributor could be a victim with a known genotype
or a contaminator with an unknown genotype, possi-
bly without a direct relation to the crime. This could
be a laboratory contamination or any other source
of contamination from an unknown contributor. The
other type calculation that Maies can perform is the
separation of profiles, i.e. identifying the genotype of
each of the possibly unknown contributors to the mix-
ture, the evidential calculation playing a secondary
role. Both types of calculation are illustrated in § 5.
Previous related work includes that of [5] and [6] who
respectively developed numerical methods known as
Linear Mixture Analysis (LMA) and Least Square De-
convolution (LSD) for separating mixture profiles us-
ing peak area information. Both methods are based
on least squares heuristics that assume the mixture
proportion of the contributors’ DNA in the sample is
constant across markers. A computer program has
been written [7] for estimating the proportion of the
individual contributions in two-person mixtures and to
rank the genotype combinations based on minimizing
a residual sum of squares. More recently, [8] describes
PENDULUM, a computer package to automate guide-
lines in [9] and [7]. None of the methods described
above utilizing peak area information are probabilis-
tic in nature, nor do they use information about allele
frequency. In contrast, the methodology proposed in
[10] combines a model using the gene frequencies with
a model describing variability in scaled peak areas to
calculate likelihood ratios and study their sensitivity
to assumptions about the mixture proportions.
The plan of the rest of the paper is as follows. In
the following section we describe the mathematical
assumptions underlying the Bayesian networks that
Maies generates for analysing two-person DNA mix-
tures. We then describe the components that Maies
uses to build up the networks. This is followed by a
description of a simple MAP search algorithm, imple-
mented in Maies for separation of profiles. We then
illustrate the use of Maies on a real life example, and
then summarize future work required to make Maies
into a tool for routine casework.
2 The mathematical model
Our PES is a probabilistic model for relating the pre-
amplification and post-amplification relative amounts
of DNA in a mixture sample. The model is idealized in
that it ignores complicating artefacts such as stutter,
drop-out alleles and so on, and assumes that the mix-
ture is made up of DNA from two people, who we refer
to as p1 and p2. Typically, prior to amplification in a
laboratory, a DNA mixture sample will contain an un-
known number of cells from p1 and a further unknown
number of cells from p2. Hence there is an unknown
common fraction, or proportion, across the markers
of the amount of DNA from p1, that we denote by
θ. In an ideal amplification apparatus, during each
amplification cycle the proportion of alleles of each al-
lelic type would be preserved without error. We model
departures from this ideal as random variation using
the Gaussian distributions, and we introduce an addi-
tional variance term to represent other measurement
error, represented by ω2.
The post-amplification proportions of alleles for each
marker are represented in the peak area information,
which we include in the analysis through the relative
peak weight. The (absolute) peak weight wa of an allele
with repeat number a is defined by scaling the peak
area with the repeat number as wa = aαa, where αa
is the peak area around allele a. Multiplying the area
with the repeat number is a crude way of correcting for
the fact that alleles with a high repeat number tend to
be less amplified than alleles with a low repeat number.
For issues concerning heterozygous imbalance see [11].
We further assume that
• The peak weight for an allele is approximately
proportional to the amount of DNA of that allelic
type;
• The peak weight for an allele possessed by both
contributors is the sum of the corresponding
weights for the two contributors.
To avoid the arbitrariness in scaling used to measure
the areas, we consider the observed relative peak weight
ra, obtained by scaling with the total peak weight as
ra = wa/w+, w+ =
∑
a
wa,
so that then
∑
a ra = 1.
For the relative peak weight, denoted by the random
variable Ra, we assume a Gaussian error distribution
Ra ∼ N (µa, τ
2
a ), µa = {θn
(1)
a + (1− θ)n
(2)
a }/2, (1)
where θ is the proportion, or fraction, of DNA in the
mixture originating from the first contributor, n
(i)
a is
the number of alleles with repeat number a possessed
by person i. Note that n
(i)
a ∈ {0, 1, 2} and hence µa ∈
[0, 1].
We assume an error variance for τ2a of the form
τ2a = σ
2µa(1− µa) + ω
2 (2)
where σ2 and ω2 are variance factors for the contribu-
tions to the variation from the amplification and mea-
surement processes.1 Note that if µa = 0 then τ
2
a = ω
2
and Ra ∼ N (0, ω2). The interpretation of this is that
if there are no alleles of type a in the mixture prior
to amplification, then any detected post-amplification
can be ascribed to measurement error. Similarly if
µa = 1 , which means that for the given marker all
alleles are of type a in the mixture before amplifica-
tion, then Ra ∼ N (1, ω2), that is post amplification
all alleles for the given marker are of type a, up to
measurement error.
However the Bayesian networks thatMaies constructs
uses the variance structure
τ2a = σ
2µa + ω
2. (3)
The reason is that we need to consider the correlation
between weights due to the fact that they must add
up to unity. It turns out, perhaps surprisingly, that
the likelihood obtained using (3) when conditioned on∑
a ra = 1 has precisely the form as would be obtained
using the likelihood based on (2) used in our model if
we ignore measurement error by setting ω2 = 0, and
the likelihoods are very close numerically for small ω2.
This constraint
∑
a ra = 1 is imposed when we enter
the complete set of observed peak weights as evidence
in our networks. The proof, too long for this paper,
may be found in [12].
In our example in § 5 we used σ2 = 0.01 and ω2 =
0.001, corresponding approximately to a standard
deviation for the observed relative weight of about√
0.01/4 + 0.001 = 0.06 for µa = 0.5 substituted into
(2). These parameter values imply that when amplify-
ing DNA from one heterozygous individual (for which
µa = 0.5), an ra value at two standard deviations from
the mean would give a value of 0.38/0.62 = 0.61 for
the ratio of the minor to the major peak area; this is
about the limit of variability in peak imbalance that
has been reported in the literature [13], and suggests
that our chosen parameter values are perhaps conser-
vative.
In general the variance factors may depend on the
marker and on the amount of DNA analysed, but for
simplicity we use the values above. (Our PES model is
robust to small changes in these parameter estimates.)
Finally, we assume known gene frequencies of single
STR alleles; in particular we use those reported in [14]
1The first term in the variance structure in (2) can be
seen as a second order approximation to a more sophisti-
cated model based on gamma distributions for the absolute
scaled peak weights to be discussed elsewhere.
for U.S. Caucasians for the analysis in § 5 of data taken
from [9]2
3 Maies
The basic form of our Bayesian network models is
fairly straightforward, but the networks can grow large
when modelling the ten or so markers typical in a
mixture problem. (In the example in § 5 the network
has 237 nodes.) One way to manage this complex-
ity is to use object-oriented Bayesian network soft-
ware, as we describe in detail in [12]. Here we de-
scribe Maies, a purpose built program that, after en-
tering peak area information and available genetic in-
formation (if available) about the potential contrib-
utors, automatically constructs a single conditional-
Gaussian Bayesian network on which the probability
calculations are performed. Maies implements the lo-
cal propagation scheme of [15]. Peak areas are auto-
matically converted to normalized weights and entered
as evidence in the relevant nodes by the program.
An example of a network generated for a single marker
with two alleles observed in the mixture is shown in
Figure 2. The figure illustrates the repetitive modular
structure that makes it possible for Maies to create
the much larger Bayesian networks required to analyse
mixtures on several markers. We now describe these
various structures and how they interrelate, working
from top to bottom in Figure 2.
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Figure 2: The structure of a Bayesian network gener-
ated by MAIES for a single marker, in which two allele
peaks (8 and 9) were observed.
2This dataset has an observed allele 36 of the marker
D21. As none of the 302 subjects in [14] had this allele, we
chose to use 1/604=0.00166 as its frequency.
3.1 Top level people
Maies currently models mixtures only for DNA from
two individuals. Thus it sets up nodes for four indi-
viduals who are paired up, prefixed by s (for suspect),
v (for victim), and u1 and u2 representing two un-
specified persons from the population. Corresponding
to each of these individuals is a triple of nodes rep-
resenting their genotype (gt) on the marker, and the
individuals’ paternal (pg) and maternal (mg) genes.
The probability tables associated with the maternal
and paternal genes contain the allele frequencies of the
observed alleles, whilst the conditional probability ta-
ble associated with the genotype node is the logical
combination of the maternal and paternal gene.
3.2 Actual contributors to the mixture
The genotypes on the marker of the two individuals
p1 and p2 whose DNA is in the mixture are the nodes
labelled p1gt and p2gt. Node p1gt has incoming ar-
rows from nodes u1gt, sgt and a (yes,no) valued
binary node labelled p1 = s?. The function of this
latter node is to set the genotype of node p1gt to be
that of sgt if p1 = s? takes the value yes, otherwise
to set the genotype of node p1gt to be that of u1gt.
An equivalent relationship holds between the genotype
nodes p2gt, vgt, u2gt and p2 = v?. Uniform priors
are placed on the nodes p1 = s? and p2 = v?.
The node labelled target represents the four possi-
ble combinations of values of the two nodes p1 = s?
and p2 = v?, with a conditional probability table of
zeros and ones representing the logical identities. The
marginal posterior distribution of this node is used to
calculate likelihood ratios in evidential calculations.
The network also has a node representing the joint
genotypes of individuals p1 and p2, which is labelled
jointgt, with incoming arrows from p1gt and p2gt;
the (quite big) conditional probability table associated
with this node has entries that are either of zero or one.
The most likely configuration of the marginal distribu-
tion in all joint genotype nodes across all markers is
required for separating the mixture, and is found using
the MAP search algorithm described in § 4.
3.3 Allele counting nodes
On the level below the genotype nodes for p1 and p2
is a set of nodes representing the number of alleles
(taking the value of 0, 1 or 2) of a certain type in
each individual. Thus, for example, the node p1 8
counts the number of alleles of repeat number 8 in the
genotype of individual p1 for the given marker: this
value only depends upon the genotype of the individual
p1 and hence there is an arrow from p1gt to p1 8.
These nodes model the n
(i)
a variables introduced in (1).
3.4 Repeat number nodes
On the level below the allele counting nodes are the re-
peat number nodes, labelled 8 inmix?, 9 inmix? and
x inmix?. These are (yes,no) binary valued nodes
representing whether or not the particular alleles are
present in the mixture: thus for example allele 8 is
present in the mixture if either of the allele count-
ing nodes p1 8 or p2 8 takes a non-zero value. For
the node x inmix? the x refers to all of the alleles
in the marker that are not observed. When using re-
peat number information as evidence the repeat num-
ber nodes present in the mixture will be given the value
yes and x inmix? will be given the value no.
3.5 True and observed weight nodes
These nodes are represented by the elliptical shapes.
The nodes 8 weight, 9 weight and x weight repre-
sent the true relative peak weights r8, r9 and rx respec-
tively of the alleles 8, 9 and x in the amplified DNA
sample. Each true-weight node is given a conditional-
Gaussian distribution as in (1), where the fraction θ
of DNA from p1 in the mixture is modelled in the
network by a discrete distribution in the node labelled
p1 frac. The variance is taken to be σ2µa. The nodes
8 weightobs, 9 weightobs and x weightobs repre-
sent the measured weights. The observed weight is
given a conditional-Gaussian distribution with mean
the true weight, and measurement variance ω2, hence
leading to the variance (3).
When using peak area information as evidence the
nodes representing the observed weights will have their
values set to the relative peak weights. The sym node
is only used for separating a mixture of two unknown
contributors, to break the symmetry between p1 and
p2 (see § 5.2).
3.6 Networks with more than one marker
The network displayed in Figure 2 generated by
Maies is for a single marker; for mixture problems
involving several markers the structure is similar but
more complex because the number of nodes grows with
the number of markers. In such a network the nodes
shaded in Figure 2 occur only once. The unshaded
nodes are replicated once for each marker, with each
node having text in their labels to identify the marker
that the allele or genotype nodes refer to. There will
also be extra repeat number, allele counting and allele
weight nodes in each marker having more than two
observed alleles in the mixture, extending the pattern
for the one-marker network in the obvious manner.
4 A simple MAP search algorithm
It is well known that the most likely configuration of a
set of discrete variables is not necessarily the same as
found by picking the most likely states in the individ-
ual marginals of the variables (see for example [16]).
The basis of the MAP search algorithm inMaies is to
assume that this is close.
Specifically, after entering and propagating evidence,
one finds the individual marginals of the set of MAP
variables M of interest. There are then two variants
of the MAP algorithm, batch and sequential.
In the batch variant, one finds for some reasonable
number n (say n = 5000) the top n most likely config-
urations of the joint probability given by the prod-
uct of the individual marginals of MAP variables.
This is done by constructing a disconnected graph
in the MAP variables, and using the efficient algo-
rithm of [17]. These configurations are stored in an
list (c1, c2, . . . , cn) ordered by decreasing probability
according to the independence graph. Now return-
ing to the original Bayesian network, one propagates
the available evidence E and finds the normalization
constant P (E) and stores this in rp, say (short for
“remainder probability”). One then processes the
(c1, c2, . . . , cn) configurations as additional evidence in
the original Bayesian network and finds from the nor-
malization constant each of their probabilities P (ci, E).
After processing each configuration, one keeps track
of the highest probability configuration found and its
probability, bp. One also subtracts p(ci, E) from rp,
so that if it ever happens bp > rp then the MAP
has been found. If one stores all of the probabilities
p(ci, E), i = 1, . . . , k for all of the configurations that
have been processed, then perhaps the second, third
etc. most likely configurations may be identified if
their probabilities exceed P (E) −
∑k
i=1 P (ci, E). The
sequential variant proceeds similarly, the difference is
that the candidates c1, c2, . . ., are generated one at a
time as required. The following is pseudo-code for the
sequential variant for finding the MAP.
• Initialize: i = j = 1, bp = 0, and rp = P (E).
• While bp < rp do:
– Find ci and P (ci, E);
– If p(ci, E) > bp set bp = P (ci, E) and j = i;
– Set rp := rp− P (ci, E) and i := i+ 1;
• cj is the MAP configuration.
For purely discrete networks, this algorithm does not
appear to be as efficient as that described in [16]. How-
ever it is neither clear that the latter can be applied to
finding the MAP of a set of discrete variables in a con-
ditional Gaussian network, nor that it could identify
the second, third, fourth etc., most likely configura-
tions.
5 A criminal case example
Our example is taken from Appendix B of [9] and illus-
trates the use of the amelogenin marker in the analysis
of DNA mixtures when the individual contributors are
of opposite sex.
Peak area analysis of the amelogenin marker in DNA
recovered from a condom used in a rape attack indi-
cated an approximate 2:1 ratio for the amount of fe-
male to male DNA contributing to the mixture. Peak
area information was available on six other markers,
the information is shown in Table 1; we shall refer to
this as the Clayton data. (Further examples are illus-
trated in [12] and [18].)
Table 1: Clayton data of [9] showing mixture compo-
sition, peak areas and relative weights together with
the DNA profiles of both victim (v) and suspect (s).
For the marker D21 the allele designation in brackets
is as given in [9] using the labelling convention of [19]
Marker Alleles Peak Relative s v
area weight
Amelogenin X 1277 0.8298 X X
Y 262 0.1702 Y
D8 13 3234 0.6372 13
14 752 0.1596 14
15 894 0.2032 15
D18 14 1339 0.1462 14
15 1465 0.1714 15
16 2895 0.3612 16
18 2288 0.3212 18
D21 28 (61) 373 0.1719 28
30 (65) 590 0.2913 30
32.2 (70) 615 0.3259 32.2
36 (77) 356 0.2109 36
FGA 22 534 0.1547 22
23 2792 0.8453 23 23
THO 5 5735 0.2756 5
7 10769 0.7244 7 7
VWA 15 1247 0.1633 15
16 1193 0.1667 16
17 2279 0.3383 17
19 2000 0.3318 19
5.1 Evidential calculation
One possible use of the system to the Clayton data
would be to compare the two hypotheses:
• H0: the suspect and victim both contributed to
the mixture
• H1: the victim and an unknown contributor con-
tributed to the mixture
In a courtroom setting, the null hypothesis, H0, would
be a prosecution’s case, whilst H1 would represent the
defence’s case. (It is standard procedure in court for
likelihood ratios of these hypotheses to be reported.)
To do this calculation in Maies, evidence is entered
in the observed relative peak area nodes, the repeat
number nodes, and information on the suspect and
victim genotypes. After propagating the evidence the
marginal on the target is examined. This has the
following values (taken from Maies):
u1 & u2 4.2701211814389×10−21,
v and u 4.1040333719867×10−11,
s and u 3.660791624072×10−11,
s and v 0.99999999992235.
From this the likelihood ratio ofH0 to H1 is calculated
to be P (s and v | E)/P (s and u | E) = 2.73 × 1010,
where E denotes the complete set of evi-
dence. (Note that because we have placed
uniform priors on the nodes p1 = s? and
p2 = v?, then P (E | s and v)/P (E | s and u) =
P (s and v | E)/P (s and u | E).)
It may be that only DNA from a suspect is available,
but not from a victim. In such a situation we could
use Maies to compare the following two hypotheses:
• H0: the suspect and an unknown contributor con-
tributed to the mixture
• H1: two unknown contributors contributed to the
mixture
Again in a courtroom setting these could represent
prosecution and defence cases respectively. The calcu-
lation proceeds as before, but with the victim profile
omitted from the evidence. This time the marginal on
the target node is given by
u1 & u2 5.8322374221768×10−11,
v and u 5.8322374221768×10−11,
s and u 0.49999999994168,
s and v 0.49999999994168,
and the likelihood ratio of H0 vs. H1 is given by
P (s and u | E)/P (u1 and u2 | E) = 8.57× 109.
5.2 Mixture separation calculations
The other type of calculation that may be performed
withMaies is that of separating a two-person mixture
into genotypes of the contributors. The output from
such a decomposition could be used to find a match
in a DNA database search. For such a search it is
useful to have not just the most likely combination
of genotypes of the two contributors to the mixture,
but other less likely but also plausible combinations.
Maies achieves this with the MAP search algorithm
described in § 4.
For separating a mixture, we may or may not have ge-
netic information about one of the contributors. For
our rape example, suppose that we have the genotype
of the victim. Then using Maies we may enter as ev-
idence the victim’s genotype, the relative peak areas
and the repeat number information. We also select the
value yes in the p2 = v? node. We then select the set
of joint genotype nodes, and perform the MAP search.
Maies returns two configuration, the most likely hav-
ing posterior probability 0.997594, with the genotype
p1 matching our suspect profile in Table 1. The second
most likely combination has a posterior probability of
0.00239796, and differs from the true profile in the
marker FGA where a homozygous (22, 22) genotype
is predicted. All remaining possible genotype com-
binations have a total probability mass of less than
8× 10−6.
The second possibility is that no genotypic informa-
tion is available on either contributor to the mixture.
To do this calculation, evidence on the observed rel-
ative peak areas and the repeat number information
is entered. To overcome the symmetry in the network
between p1 and p2, we enter evidence on the sym node
that p1 frac is ≥ 0.5. Then, selecting the joint geno-
type nodes as before, we perform a MAP search. The
result is shown in Table 2. All markers are correctly
identified. Note in particular that the genotypes for
the marker THO are identified correctly. In [9] this
was only possible to do so after the victim’s profile
was taken into account.
Table 2: Most likely genotype combination of both
contributors for Clayton data. The victim (here p1)
and male suspect (p2) is correctly identified on every
marker. The final column indicates the marginal prob-
abilities for the genotype pairs on individual mark-
ers, with the figure in parenthesis the product of these
marginals.
Marker Genotype Genotype Posterior
p1 p2 probability
Amelogenin X X X Y 0.983115
D8 13 13 14 15 0.903013
D18 16 18 14 15 0.993166
D21 30 32.2 28 36 0.945235
FGA 23 23 22 23 0.989090
THO 5 7 7 7 0.845031
VWA 17 19 15 16 0.992738
joint 0.701988 (0.691517)
For this example, the Maies MAP search algorithm
identifies the next three most likely combinations
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Figure 3: Posterior distribution of mixture proportion
from Clayton data using no genotypic information.
of genotypes, these have probabilities of 0.120049,
0.0583912 and 0.0227133 respectively. (The network
has 183 discrete nodes and 54 continuous nodes. The
total state space of the 7 joint genotype nodes is ap-
proximately 5.9× 1012. Identifying the 15 most likely
combinations of these nodes took approximately 38
seconds on a 1.6GHz laptop with 256Kb memory.)
Finally for this example, Figure 3 shows the posterior
distribution of the mixture proportion; the peak at
around 0.65 corresponds to a mixture ratio of 1.86:1,
in line with the approximate 2:1 estimated in [9].
6 Discussion
We have described a software system, Maies, for
analysing DNA mixtures using peak area information,
yielding a coherent way of predicting genotypes of un-
known contributors and assessing evidence for particu-
lar individuals having contributed to the mixture, and
applied it to a real life example. A simple MAP search
algorithm allows a set of most plausible genotypes
to be generated, perhaps for use in a DNA database
search for a suspect.
There are a number of issues that would need address-
ing before the system could be used in routine analysis
of casework, for example, complications such as more
than two potential contributors, multiple traces, in-
direct genotypic evidence, stutter, etc. In addition,
preliminary investigations seem to indicate that the
variance factor depends critically on the total amount
of DNA available for analysis. As this necessarily is
varying from case to case, a calibration study should
be performed to take this properly into account. Meth-
ods for diagnostic checking and validation of the model
should be developed based upon comparing observed
weights to those predicted when genotypes are as-
sumed correct. Such methods could also be useful for
calibrating the variance parameters σ2 and ω2. We
are pursuing ways that this could be accomplished us-
ing an EM estimation algorithm. (Bayesian methods
for estimating the variance parameters could also be
developed.) Nevertheless, despite these many issues,
we feel that the present framework provides a sound
foundation in which these and other matters can be
be addressed and incorporated into Maies.
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A Some genetic background
Every cell nucleus of a person contains 46 chromo-
somes, which can be grouped into 22 distinguishable
pairs of so called autosomal chromosomes, and one
pair of sex-linked chromosomes (in men the latter is
denoted by XY , in women by XX).
Each chromosome consists of a sequence of large
molecules called nucleotides, there being four nu-
cleotides in all (these are adenine, cytosine, guanine
and thymine). Genes are particular subsequences in
the paired chromosomes; any specific gene is associ-
ated with a specific chromosome at a particular posi-
tion called a locus (hence there are two genes at a locus
of a chromosome pair). A gene used in forensic identi-
fication at a particular locus is called a marker. Short
tandem repeat (STR) markers are a particular type
of marker favoured by forensic scientists in identifying
people using nuclear DNA. They consist of repeated
sequences of molecules called base-pairs, a single se-
quence consists of a small number of base-pairs. A
marker may have one of a (finite) number of alterna-
tive molecular compositions, called alleles. The allele
number or repeat number of an allele counts how many
copies of a repeated sequence it consists of. Thus for
example, allele 8 of the VWA marker system is an al-
lele with eight repeats of a base-pair sequence. Allele
numbers that are not integers indicate that one of the
repeated sequences is not complete. For example, al-
lele 9.3 of the VWA system contains nine repeats of
a base-pair sequence plus a subsequence of three base
pairs. The number of possible alleles will vary accord-
ing to the particular marker. An unordered pair of
alleles is associated with each marker. One of these
is inherited from the father, and is called the paternal
gene, the other is inherited from the mother and is
called the maternal gene. This pair is called the geno-
type. If the pair of alleles has the same repeat number,
then the genotype is called homozygous, otherwise it
is called heterozygous.
The various alleles of a particular marker do not occur
with equal frequency among the members of a popula-
tion. By making DNA measurements of many individ-
uals in a population the relative frequencies of alleles
in a population may be estimated.
