Polar stratospheric clouds (PSC) play a key role in polar ozone depletion in the stratosphere. Improved observations and continuous monitoring of PSCs can help to validate and enhance chemistry-climate models that are used to predict the evolution of the polar ozone hole. In this paper, we explore the potential of applying machine learning (ML) methods to classify PSC observations of infrared limb sounders. Two datasets have been considered in this study. The first dataset is a collection of infrared spectra captured in Northern Hemisphere winter 2006/2007 and Southern Hemisphere winter 2009 by 5 the Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) instrument onboard ESA's Envisat satellite. The second dataset is the cloud scenario database (CSDB) of simulated MIPAS spectra. We first performed an initial analysis to assess the basic characteristics of these datasets and to decide which features to extract from them. Here, we focused on an approach using brightness temperature differences (BTDs). From the both, the measured and the simulated infrared spectra, more than 10,000 BTD features have been generated. Next, we assessed the use of ML methods for the reduction of the 10 dimensionality of this large feature space using principal component analysis (PCA) and kernel principal component analysis (KPCA) as well as the classification with the random forest (RF) and support vector machine (SVM) techniques. All methods were found to be suitable to retrieve information on the composition of PSCs. Of these, RF seems to be the most promising method, being less prone to overfitting and producing results that agree well with established results based on conventional classification methods. 15
Data

MIPAS
The MIPAS instrument (Fischer et al., 2008) was an infrared limb emission spectrometer onboard ESA's Envisat satellite to study the thermal emission of the Earth's atmosphere constituents. Envisat operated from July 2002 to April 2012 in a polar low Earth orbit with a repeat cycle of 35 days. MIPAS measured up to 87°S and 89°N latitude and therefore provided nearly 5 global coverage at day-and nighttime. The number of orbits of the satellite per day was equal to 14.3, resulting in a total of about 1000 limb scans per day.
The wavelength range covered by the MIPAS interferometer was about 4 to 15 µm. From the beginning of the mission to spring 2004, the instrument operated in the full resolution (FR) mode (0.025 cm -1 spectral sampling). Lateron, this has to be changed to the optimized resolution (OR) mode (0.0625 cm -1 ) due to a technical problem of the interferometer (Raspollini 10 et al., 2006, 2013) . The FR measurements were taken with a constant 3 km vertical and 550 km horizontal spacing, while for the OR measurements the vertical sampling depended on altitude, varying from 1.5 to 4.5 km, and a horizontal spacing of 420 km was achieved. The altitude range of the FR and OR measurements varied from 5-70 km at the poles and to 12-77 km at the equator.
For our analyses, we used MIPAS Level-1B data (version 7.11) acquired at 15 -30 km of altitude between May and Septem-15 ber 2009 at 60 -90°S and between November 2006 and February 2007 at 60 -90°N. The high-resolution MIPAS spectra were downsampled to spectral windows of 1 cm -1 width, because PSC particles are expected to typically cause only broader scale features. The 1 cm −1 window data used in this study comprise the 8 spectral regions reported in Table 1 . In addition to these, five larger windows have been considered, as used in the study of Spang et al. (2016) .
From the 1 cm −1 windows and the five additional larger windows, more than 10,000 brightness temperature differences 20 (BTDs) have extracted using a two-step pre-processing. At first, the infrared spectra have been converted from radiance intensities to BTs. This approach is considered helpful, as variations in the signals are more linear in BT compared to radiances.
Then, the BTDs have been computed by subtracting the BT of each window with respect to the remaining ones. The main motivation for using BTDs rather than BTs for classification is to try to remove interfering background signals.
Other wavelength ranges covered by MIPAS have been excluded here as they are mainly sensitive to the presence of trace 25 gases. The interference of cloud and trace gas emissions makes it more difficult to analyze the effects of the PSC particles (Spang et al., 2016) . As an example, Fig. 1 shows MIPAS spectra of PSC observations acquired in late August 2009 in Southern Hemisphere polar winter conditions, with the spectral regions used for PSC detection and classification being highlighted.
Cloud Scenario Database
A synthetic data set consisting of simulated radiances for the MIPAS instrument provides the training and testing data for this 30 study. The CSDB was generated by considering more than 70,000 different cloud scenarios (Spang et al., 2012) . The CSDB spectra have been generated using the Karlsruhe Optimized and Precise Radiative Transfer Algorithm (KOPRA) model (Stiller et al., 1998) . Limb spectra have been simulated from 12 to 30 km tangent height, with 1 km vertical spacing. Cloud top heights have been varied between 12.5 and 28.5 km, with 0.5 km vertical spacing. The cloud vertical extent varies between 0.5, 1, 2, 4, and 8 km. The spectral features selected from the CSDB are the same as those for MIPAS (Sect. 2.1, Fig. 1 ).
The CSDB was calculated with typical particle radii and volume densities of PSCs (Table 2) this study, we decided to split the set of NAT spectra into two classes, large NAT (radius >2 µm) and small NAT (radius <2 µm). This decision was taken to assess the capability of the classifiers to correctly separate between the two classes. It is well known that small NAT particles (radius <2 µm) produce a specific spectral signature at 820 cm -1 (Spang and Remedios, 2003; Höpfner et al., 2006) . Spectra for large NAT particles are more prone to overlap with those of ice and STS (Spang et al., 2016) .
To prepare both, the real MIPAS and the CSDB data for PSC classification, we applied the cloud index (CI) method of 10 Spang et al. (2004) with a threshold of 4.5 to filter out clear air spectra and optically very thin clouds. This filtering ensures that both data sets contain comparable cloud information. Removing thin clouds from the CSDB and MIPAS data sets is important, because signals caused by the thinnest clouds are of the same order of magnitude as the atmospheric variability (Sembhi et al., 2012) and the CSDB does not contain the atmospheric variability as the real MIPAS measurements do. These optically very thin clouds are also not expected to be well detectable by the MIPAS instrument as their impact on the spectra is too small 15 (Spang et al., 2016) . et al. (2016) provide an overview on various conventional methods used to classify Envisat MIPAS PSC observations. Furthermore, a Bayesian approach has been introduced in their study to combine the results of individual classification methods.
Methods
Conventional classification methods
Spang
20
The Bayesian classifier of Spang et al. (2016) considers a total of 13 features, including correlations between the cloud index (CI) (Spang et al., 2004) , the NAT index (NI) (Spang and Remedios, 2003; Höpfner et al., 2006) , and another five additional BTDs. Each feature has been assigned individual probabilities p i, j in order to discriminate between the different PSC types.
The output of the Bayesian classifier is calculated according to P j = ∏ i p i, j / ∑ j ∏ i p i, j , where the indices i = 1, . . . , 13 and j = 1, 2, 3 refer to the individual feature and the PSC type, respectively. The normalized probabilities P j per PSC type are 25 used for final classification applying the maximum a posteriori principle. The Bayesian classifier requires a priori information and detailed expert knowledge on the selection of the features to be used as discriminators and in assigning the individual probabilities p i, j for classification. In this work, we aim at investigating automatic ML approaches instead of the manual or empirical methods applied for the Bayesian classifier. Nevertheless, being carefully designed and evaluated (Spang et al., 2016 (Spang et al., , 2018 , the results of the Bayesian classifier are used for further reference and comparison in this study. 
Classification using Support Vector Machines and Random Forests
Supervised classification is a ML task in which the classes or "labels" of unknown samples are predicted by making use of a large data set of samples with already known labels. In order to do that, the classification algorithm has first to be trained, i. e., it has to learn a map from the input data to its target values. After a classifier is trained, one can give it as input an unlabeled set of data points with the aim of predicting the labels. The training of a classifier is usually a computationally demanding task. 5 However, the classification of unknown samples using an already trained classifier is computationally cheap.
A large number of classifiers exists, based on rather different concepts. Bayesian classifiers follow a statistical approach. Support vector machines (SVMs) are based on geometrical properties. Random forests (RF) are based on the construction of multiple decision trees. Neural networks try to emulate the behaviour of the human brain by stacking a number of layers composed of artificial neurons (Zeiler and Fergus, 2014) . According to the "no free lunch theorem", it is not possible to state 10 safely which algorithm is expected to perform best for any problem (Wolpert, 1996) . In this study, we selected two well established methods, RFs and SVMs, to test their performance.
Random Forest is an algorithm that learns a classification model by building a set of decision trees. A decision tree is composed of decision nodes, which lead to further branches and leaf nodes, which finally represent classification results. RFs are non-parametric models that do not assume any underlying distribution in the data (Breiman, 2001) . RF builds a number 15 of decision trees selecting a random subset of the original features for each tree. In this way the model becomes more robust against overfitting. The classification result of the RF model will be the label of the class that has been voted for by the majority of decision trees (Liu et al., 2012) . An interesting characteristic of the RF classifier is that it can give as output also a measure of the feature importance, by calculating the Gini index (Ceriani and Verme, 2012) . In this way, the RF classifier can also be exploited for performing feature selection.
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The performance of a RF classification model depends on a number of hyperparameters, which must be defined before training: (i) The "number of estimators" or decision trees of the forest needs to be defined. (ii) A random subset of the features is selected by each decision tree to split a node. The dimension of the subset is controlled by the hyperparameter "maximum number of features". (iii) The "maximum depth", i. e., the maximum number of levels in each decision tree controls the complexity of the decision trees. In fact, the deeper a decision tree is, the more splits can take place in it. (iv) The "minimum 25 number of samples before split" that has to be present in a node before it can be split also needs to be defined. (v) A node without further split, has to contain a "minimum number of samples per leaf" to exist. (vi) Finally, we have to decide whether to use "bootstrapping" or not. Bootstrapping is a method used to select a subset of the available data points, introducing further randomness to increase robustness (Probst et al., 2019) .
SVMs became popular around the 90's (Cortes and Vapnik, 1995) . The method is based on the idea of identifying hyper-30 planes, which best separate sets of data points into two classes. In particular, SVM aims at maximizing the margin, which is the distance between few points of the data, referred to as "support vectors", and the hyperplane that separates the two classes.
The "soft margin" optimization technique takes into account the fact that misclassification can occur due to outliers. For that reason a tuning parameter C is included in order to allow for the presence of misclassified samples during the optimization of 6 https://doi.org/10.5194/amt-2019-481 Preprint. Discussion started: 30 January 2020 c Author(s) 2020. CC BY 4.0 License. the margin to a given extent. The choice of the parameter C is a trade-off between minimizing the error on the training data and finding a hyperplane that may generalize better (Brereton and Lloyd, 2010) .
SVM had been originally developed to find linear decision boundaries. However, the introduction of the kernel trick (cf., Sect.
3.2) enables the possibility for non-linear decision boundaries. Kernel functions, e. g., radial basis functions or polynomials, are mapping from the original space to a non-linearly transformed space, where the linear SVM is applied (Patle and Chouhan, 5 2013). In the case of a non-linear kernel, the parameter γ is used to define how much a support vector has influence on deciding the class of a sample. A small value of γ implies that this support vector also has impact on samples far in the feature space, a large value of γ has an influence only on samples that are close in the feature space.
Results
Feature extraction 10
In this study, we applied PCA and KPCA for feature extraction from a large set of BTDs. Both, PCA and KPCA are reprojecting the original BTD features to a new space, where the eigenvectors are ordered in such a way that they maximize variance contributions of the data. Figure 2a shows a matrix of the normalized variances of the individual BTDs considered here. A closer inspection shows that the largest variances originate from BTDs in the range from 820 to 840 cm -1 (indicated as spectral region R1 in in Table 1 ) and 956 to 964 cm -1 (R2). Another region with high variances originates from BTDs between 820 15 to 840 cm -1 (part of R1) and 1404 to 1412cm -1 (R4) as well as 1930 to 1935 cm -1 (R5). Around 820, 1408, and 1930 cm −1 the imaginary part of the complex refractive index of NAT has pronounced features (Höpfner et al., 2006) , whereas around 960 cm −1 the real part of the complex refractive index of ice has a pronounced minimum (e.g. Griessbach et al., 2016).
The first and second principal components, which capture most of the variance in the data, are shown in Fig. 3 . Comparing PCA and KPCA, we note that they mostly differ in terms of order and amplitude. This means that the eigenvalues change, 20 but the eigenvectors are rather similar in the linear and non-linear case. For this dataset, the non-linear KPCA method (using a polynomial kernel) does not seem to be very sensitive to non-linear patterns that are hidden to the linear PCA method. However, it should be noted that the SVM classifier is sensitive to differences in scaling of the input features as they result from the use of PCA and KPCA for feature selection. Therefore, classification results of PCA+SVM and KPCA+SVM can still be expected to differ and are tested separately.
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As discussed in Sect. 3.3, RF itself is considered to be an effective tool not only for classification but also for feature selection. It is capable of finding non-linear decision boundaries to separate between the classes. However, the method does not group the features together in components like PCA or KPCA. It is rather delivering a measure of importance of all of the individual features. Figure 2b shows the feature importance matrix provided by the RF. Note that the values are normalized, i. e., the feature importance values of the upper triangular matrix sum up to 1. We can observe that this approach highlights 30 similar clusters as Fig. 2a .
Similarly to PCA and KPCA, BTDs between windows in the range from 820 to 840 cm -1 (R1) and from 956 to 964 cm -1 (R2) are considered to be most important by the RF algorithm. BTDs between 1224 to 1250 cm -1 (R3) and 1404 to 1412 cm -1 (R4) are also regarded as important. Furthermore, we can see that the BTDs between 782 to 800 cm -1 and 810 to 820 cm -1 (both belonging to R1), and BTDs between 960 cm -1 (R2) and 1404 to 1412 cm -1 (R4) are quite important. Table 3 specifically provides the most important BTDs between the different regions. Actually, Fig. 4 shows that all the windows or BTDs found here by the RF are associated with physical features of the PSC spectra, namely a peak in the imaginary part of the complex refractive index of NAT or a minimum in the real part of the complex refractive index of ice. STS can be identified based on 5 the absence of these features.
A closer inspection reveals an interesting difference between PCA and KPCA on the one hand and RF on the other hand. Two additionally identified windows around ∼790 and ∼1235 cm −1 are located at features in the imaginary part of the refractive index of ice and NAT, respectively (Höpfner et al., 2006) . This latter set of BTDs are considered to have a large feature importance by the RF method but do not show a particularly large variance. This suggests that a supervised method like RF 10 can capture important features where unsupervised methods like PCA and KPCA may fail.
Hyperparameter tuning and cross-validation accuracy
Concerning classification, we compared two SVM-based classifiers that take as input the features from PCA and KPCA and the RF that uses the BTD features without prior feature selection. The first step in applying the classifiers is training and tuning of the hyperparameters. Cross-validation is a standard method to find optimal hyperparameters and to validate a ML model 15 (Kohavi, 1995) . For cross-validation the dataset is split in a number of subsets, called folds. The model is trained on all the folds, except for one, which is used for testing. This procedure is repeated until the model has been tested on all the folds.
The cross-validation accuracy refers to the mean error of the classification results for the testing data sets. Cross-validation is considered essential to avoid overfitting while training a ML model. Selecting the best hyperparameters that maximize the cross-validation accuracy of a ML model is of great importance to exploit the models capabilities at a maximum.
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In this study, we applied 5-fold cross-validation on the CSDB dataset. For the SVM models we decided to utilize a gridsearch approach to find the hyperparameters. As the parameter space of the RF model is much larger, a random-search approach was adopted (Bergstra and Bengio, 2012) . The test values and optimum values of the hyperparameters for the SVM and RF classifiers are reported in Tables 4 and 5 , respectively. For the optimum hyperparameter values, all classification methods provided an overall prediction accuracy close to 99%. Also, our tests showed that the ML methods considered here for the PSC 25 classification problem are rather robust against changes of the hyperparameters.
During the training of the classifiers, we conducted two experiments. In the first experiment, we checked how large the amount of synthetic samples from the CSDB needs to be in order to obtain good cross-validation accuracy. For this experiment, we performed the training with subsets of the original CSDB data, using randomly sampled fractions of 50%, 20%, 10%, 5%, 2%, 1%, 0.05%, 0.02%, 0.01%, 0.005%, 0.002%, and 0.001% of the full dataset. This experiment has been run for all three 30 ML models (PCA+SVM, KPCA+SVM, and RF) using the optimal hyperparameters found during the cross-validation step.
The results in Fig. 5 show that using even substantially smaller datasets (> 0.02% of the original data or about 1200 samples) would still result in acceptable prediction accuracy (> 80%). This result is surprising and points to a potential limitation of the CSDB for the purpose of training ML models that will be discussed in more detail in Sect. 5.
In the second experiment, we intentionally performed and analyzed the training and testing of the RF method with a rather small subset of data. Although the results from this procedure are less robust, they can help pinpoint potential issues that cannot be detected using the full data set. We computed different scores to assess the quality of the prediction for the RF classifier in the case of 600 randomly selected samples used for training and around 200 samples used for testing. As shown in Table   6 , also using a limited number of samples for training leads to very high classification accuracy. The metrics used in Table 6 5 are precision P = T P/(T P + FP), recall R = T P/(T P + FN), and f1-score F1 = 2(R × P)/(R + P), where T P is the number of true positives, FP the number of false positives, FN the number of false negatives, and support is the number of samples (Tharwat, 2018) . It is found that ice and small NAT accuracies are higher than the ones of STS. This is a hint to the fact that distinguishing small NAT and ice from the other classes is an easier task than separating spectra of PSC containing larger NAT particles from those populated with STS, which is consistent with previous studies (Höpfner et al., 2009 ). Later in the Southern Hemisphere PSC season, on 26 August 2009 ( Fig. 7) , it is again found that the separation between ice and non-ice PSCs is largely consistent for all the classifiers. The NAT predictions by the RF classifier tend to agree better with the Bayesian classifier than the NAT classifications by the SVM method. Overall, the Southern Hemisphere case studies seem to suggest that the SVM classifiers (using PCA or KPCA) underestimate the presence of NAT PSCs compared to the BC and 25 the RF classifiers. We note that separating the NAT and STS classes from limb infrared spectra presents some difficulties.
As a third case study, we analyzed classification results for 25 January 2007 for the Northern Hemisphere (Fig. 8 ). This 
Seasonal analyses
For a seasonal analysis, we first considered MIPAS observations during the months from May to September 2009. Figures 9 to   11 show the area coverage for each type of PSC along time and altitude. Comparing the times series of the classification results, 5 we can assess the agreement quantitatively. Taking a look at STS (Fig. 9 ), all the classifiers predict an early season appearance.
While the RF predicts a time series that resembles quite closely the one predicted by the Bayesian classifier, the other two ML methods (PCA+SVM and KPCA+SVM) predict a significantly larger coverage of STS clouds over the winter. Regarding the ice PSCs (Fig. 10 ), the patterns in the time series are similar between all classifiers. However, we can observe that even if the spatiotemporal characteristics are similar, both SVM methods predict a notably larger area covered by ice clouds. Moreover, 10 the KPCA+SVM classifier predicts an earlier emergence of ice with respect to the other classifiers. Considering the NAT time series (Fig. 11 ), all the classifiers predict a late appearance during the season. The classification schemes based on SVM predict a much lower presence of NAT with respect to the RF and the Bayesian classifier. Furthermore, most of the bins with a high value of NAT coverage in the Bayesian classification scheme are predicted as small NAT particles. This result confirms that the spectral features of small NAT are strong enough to find a good decision boundary, as explained in Sect. 2.2. It is found that the approaches based on SVM slightly overestimate the presence of ice with respect to the RF (35 %) and the Bayesian classifier. However, the main differences that were encountered are in the separation between STS and NAT. The two classification schemes using SVM predict a much smaller amount of NAT PSCs (17 and 26 % taking small and large NAT 20 together) compared to the RF (37 %) and the Bayesian classifier (38 % taking NAT and NAT_STS together). The RF and the Bayesian classifier are more coherent between themselves. Other interesting findings are related to the classification between small and large NAT. Indeed, the vast majority of the NAT predictions in the KPCA+SVM and RF methods belong to the small NAT class. This suggests once more that the discrimination between small NAT and STS PSCs is more easily possible using mid-infrared spectra for classification, while larger NAT PSCs are harder to separate.
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In addition to the results presented above, we conducted the seasonal analyses also for MIPAS observations acquired in the months from November 2006 to February 2007 in the Northern Hemisphere (Fig. 13) . As expected, a much smaller fraction of ice PSCs (4 -6 %) has been found compared to the Southern Hemisphere. As in the Southern Hemisphere winter, the SVM classifiers taking as input the PCA and KPCA features found significantly less NAT (both 6 %) than the Bayesian classifier (15 %), whereas the RF classifier identified a significantly larger fraction of large NAT spectra (30 %) that resulted 30 in a significantly higher NAT detection rate (37 %). This finding may point to a potential improvement of the RF classifier compared to the Bayesian classifier. In fact, it had been already reported by Spang et al. (2016) that the Bayesian classifier for MIPAS underestimated the fraction of NAT clouds compared to Cloud-Aerosol LIDAR with Orthogonal Polarization (CALIOP) observations. Further, the STS partitioning between the three STS mixes is different between the Southern and Northern Hemisphere winters. While in the Southern Hemisphere STS mix 1 is dominating, in the Northern Hemisphere STS mix 2 is dominating and the fraction of STS mix 3 is significantly increased. This result is plausible, because the Northern Hemisphere winters are warmer than the Southern Hemisphere winters, and STS mix 1 (∼189 K) forms at colder temperatures than STS mix 2 (∼192 K) and STS mix 3 (∼195 K). Figure 14 shows cross tabulations between the classification results of the Bayesian classifier and the three ML methods. It 5 allows us to directly assess how much the different classification schemes agree in terms of their predictions for the different classes. For instance, considering the ice class of the ML classifiers, it can be seen that almost all of the samples were classified consistently with the Bayesian method. Concerning NAT, the RF classifier predicts as small NAT more than 80% of what had been classified as NAT by the Bayesian classifier. The PCA+SVM and KPCA+SVM methods predict a smaller fraction of small NAT for the NAT class of the Bayesian classifier, around 50% and 60%, respectively. The STS mixed classes of the ML 10 classifiers also seems to agree with the predictions of the Bayesian classifier. However, there is a non-negligible percentage of spectra predicted as NAT by the Bayesian classifier that are instead classified as STS mixes by the ML methods, especially in the results of RF scheme.
Summary and conclusions
In this study, we investigated whether ML methods can be applied for the PSC classification of infrared limb spectra. We 15 compared the classification results obtained by three different ML methods -PCA+SVM, KPCA+SVM, and RF -with those of the Bayesian classifier introduced by Spang et al. (2016) . First, we discussed PCA, KPCA, and RF as methods for feature extraction from mid-infrared spectral regions and showed that the selected features correspond with distinct features in the complex refractive indices of NAT and ice PSCs. Then we compared classification results obtained by the ML methods with respect to previous work using conventional classification methods combined with a Bayesian approach. 20 We presented three case studies as well as seasonal analyses for the validation and comparison of the classification results.
Based on the case studies, we showed that there is spatial agreement of the ML method predictions between ice and non-ice PSCs. However, there is some disagreement between NAT and STS. We evaluated time series and pie charts of cloud coverage for the Southern Hemisphere polar winter 2009 and the Northern Hemisphere polar winter 2006/2007, showing that all methods are highly consistent with respect to the classification of ice. For the NAT and STS predictions, RF and the Bayesian classifier 25 tend to agree best, whereas the SVM methods yielded larger differences. The agreement between the different classification schemes was further quantified by means of cross tabulation. While the SVM methods found significantly less NAT than the Bayesian classifier, the RF classifier found slightly more NAT than the Bayesian classifier. The RF results might be more realistic, because the Bayesian classifier is known to find less NAT for MIPAS compared to CALIOP satellite observations, especially for Northern Hemisphere winter conditions (Spang et al., 2016) .
30
The Bayesian method developed by Spang et al. (2016) requires a priori knowledge of a domain expert to select the decision boundaries and to tune the probabilities used for classification for different areas in the feature space. The ML schemes proposed in this work are more objective and rely only on the available training data. This point is in our opinion of great importance, as we demonstrated that ML methods are capable of predicting PSC types without the need of substantial prior knowledge, providing a mean for consistency checking of subjective assessments. We found that the classification results of the ML methods are consistent with spectral features of the PSC particles, in particular, the features found in the real and imaginary part of their refractive indices.
However, there are still some limitations to the proposed ML approach. First, the feature selection methods found the highest 5 variance and feature importance at spectral windows where ice and NAT have pronounced features in the complex refractive indices, whereas the main features of STS are located at wavenumbers not covered by the CSDB. Since the classification of STS is therefore based on the absence of features in the optical properties and for the large NAT particles the features in the optical properties vanish as well, the discrimination between STS and large NAT is more complicated than the identification of ice. Hence, we suppose that the inclusion of more spectral windows, especially regions where the optical properties of STS 10 have features, may bear the potential to improve the separation between STS and NAT. Second, we showed that using a much smaller subset of the original CSDB for training of the ML methods would have been sufficient to achieve similar classification results. This suggests that the information provided by the CSDB is largely redundant, at least in terms of training of the ML methods. Despite the fact that the CSDB contains many training spectra, it was calculated only for a limited number of PSC volume densities, particle sizes, and cloud layer heights and depths as well as fixed atmospheric background conditions. It 15 could be helpful to test the ML methods using a training data set providing better coverage of the micro-and macrophysical parameter space and more variability in the atmospheric background conditions. Third, in the CSDB and the ML classification schemes we assumed only pure type PSCs, whereas in the atmosphere mixed types are frequently observed (e.g. Deshler et al., 2003; Pitts et al., 2018) . In future work, mixed type PSCs should be included, as an investigation of mixed type PSCs could be beneficial to assess how far the ML methods applied to limb infrared spectra agree with predictions from CALIOP 20 measurements that already comprise mixed type scenarios.
In general, the presented classification methods are straightforward to adopt on spectrally resolved measurements of other infrared limb sensors like the CRyogenic Infrared Spectrometers and Telescopes for the Atmosphere (CRISTA) (Offermann et al., 1999; Spang et al., 2001 Spang et al., , 2008 or the GLObal limb Radiance Imager for the Atmosphere (GLORIA) (Riese et al., 2005; Ungermann et al., 2010; Riese et al., 2014) space-or airborne instruments. It could be of interest to extend the methods 25 to combine different observational datasets, even with different types of sensors providing different spectral and geometrical properties of their acquisitions. This study has assessed the potential of ML methods in predicting PSC types, which may be a starting point for new classification schemes for different aerosol types in the upper troposphere and lower stratosphere region (Sembhi et al., 2012; Griessbach et al., 2014 Griessbach et al., , 2016 , helping to answer open questions about the role of these particles in the atmospheric radiation budget. 13 https://doi.org/10.5194/amt-2019-481 Preprint. Discussion started: 30 January 2020 c Author(s) 2020. CC BY 4.0 License. Riese, M., Oelhaf, H., Preusse, P., Blank, J., Ern, M., Friedl-Vallon, F., Fischer, H., Guggenmoser, T., Hoepfner, M., Hoor, P., Kaufmann, M., Orphal, J., Ploeger, F., Spang, R., Suminska-Ebersoldt, O., Ungermann, J., Vogel, B., and Woiwode, W. : Gimballed Limb Observer for Radiance Imaging of the Atmosphere (GLORIA) scientific objectives, Atmos. Meas. Tech., 7, 1915 -1928 , https://doi.org/10.5194/amt-7-1915 -2014 , 2014 
