We develop a general method to evaluate the Kondo temperature in a multilevel quantum dot that is weakly coupled to conducting leads. Our theory reveals that the Kondo temperature is strongly enhanced when the intradot energy-level spacing is comparable or smaller than the charging energy. We propose an experiment to test our result, which consists of measuring the size-dependence of the Kondo temperature.
A precise way to quantify T K is to work with a "firstprinciples" microscopic model that reduces to H K at energy scales below Λ. Quite generally this first-principles Hamiltonian can be written as H = H 0 + H T , where H T captures the hybridization between the localized and itinerant degrees of freedom. A perturbation theory calculation of physical observables in H T then yields hallmark Kondo-like divergences, with Λ and J unequivocally determined in terms of the microscopic parameters of H.
Perhaps the first author to successfully implement the aforementioned scheme was Haldane [2] , who evaluated the magnetic susceptibility for the single-level Anderson Hamiltonian to fourth order in the hybridization amplitude t. In the local-moment regime and for an infinite bandwidth in the continuum he obtained J ∼ 4t
2 /E c ≡ J 0 and Λ ≃ E c , where E c is the Coulomb charging energy. Over time, Haldane's formula T K,single ≃ E c (νJ 0 ) 1/2 exp(−1/νJ 0 ) has remained as the norm for the interpretation of experimental studies of the Kondo effect in quantum dots [3] , even though its applicability in these devices is a priori unclear. A primary concern regarding Haldane's formula is that it makes no reference to the multiple energy levels present in real dots. This concern was first addressed by Inoshita et al. [4] , who suggested that the dense energy spectrum of quantum dots should enhance T K by several orders of magnitude. Nevertheless, no such giant enhancement has been observed [5] . More recently, Aleiner et al. [6] argued that, in real quantum dots with an average single-particle spacing δ, the main modification from Haldane's formula should consist of replacing Λ ∼ E c by Λ ∼ min{E c , δ}. The conclusions of Refs. [4, 6] rely on effective Kondo Hamiltonians, and are thus less rigorous than the "first-principles" approach described above.
In this paper we follow the spirit of Ref. [2] and construct a precise theory for T K in real quantum dots that are weakly coupled to conducting leads. We adopt the Universal Hamiltonian [6] as an appropriate "firstprinciples" model for real quantum dots, and reach results that differ qualitatively from those of Refs. [2, 4, 6 ]. In the infinite bandwidth limit we conclude that T K ≃ T K,single exp(f ) for f νJ 0 << 1, where f is a function of E c /δ (Fig. 1) . This result predicts an unconventional dependence of T K on the size of the quantum dot. Method.-Our calculation centers on spin-flip matrix elements of an effective Hamiltonian,
where |i 0 and |f 0 are degenerate eigenstates of H 0 , and H eff is the effective Hamiltonian derived from degenerate perturbation theory in H T . |i 0 and |f 0 are tensor products of a target (i.e. the localized degrees of freedom) and a projectile (i.e. an itinerant particle that scatters off the target). Both the spin of the projectile and the spin of the target are flipped in the course of spin-flip processes. The calculation of Eq. (1) is considerably simpler than that of the magnetic susceptibility in Ref. [2] because it requires neither partition functions nor external magnetic fields. In spite of its relative simplicity, Eq. (1) is closely connected to the scattering T-matrix and thus to a physical observable, namely the scattering rate.
In view of the above connection, our approach exploits the long-known fact [7] that in the Kondo model the spinflip matrix elements of the T-matrix produce the "running" Kondo coupling
where T is the temperature. The computation of Eq. (1) from a "first-principles" model and its subsequent identification with Eq. (2) produces the desired explicit expression for J and Λ in terms of microscopic parameters. Effective Hamiltonian.-Given a Hamiltonian H = H 0 + H T , where H 0 has a degenerate energy spectrum, there exists a perturbative Green's function technique [8] to construct its exact eigen energies. According to this approach, the key eigenvalue equation to be solved is
where P 0 is the projection operator onto the degenerate subspace spanned by the eigenvectors of the unperturbed energy E 0 , E α are the eigenvalues of H and |E 0 ; α are the projections of the corresponding eigenvectors onto the projected subspace. Hence P 0 H U, which is hermitian on the projected subspace, may be identified with an effective Hamiltonian. Also, U = ∞ n=0 U (n) and
for non-negative integers k 1 , ...k n . In Eq. (4),
is extended over all sets of nonnegative integers k 1 , k 2 , ..., k n satisfying the conditions
Single-Level Anderson Model.-In order to verify that Eq. (1) produces the correct Λ and J, we employ the simplest first-principles model for which rigorous results have been long established [2] . Using the standard notation, the Anderson Hamiltonian is H = H 0 + H T , where
We evaluate A i→f to fourth order in the hybridization amplitude t. We choose
as the initial and final scattering states. |ø is the Fermi sea in the continuum and |0 denotes the empty state of the localized level. The momentum of the projectile is assumed to be close to the Fermi surface (i.e. ξ k = ξ k ′ ≃ 0). |i 0 and |f 0 can be connected only via spin-flip processes; this choice is convenient in that it filters out spin-independent scattering.
The effective Hamiltonian may be evaluated using Eq. (5) and noting that P 0 projects onto a twodimensional subspace spanned by |i 0 and |f 0 ; the outcome reads
where we have exploited
Our H eff connects states with equal energy and thus contains less information than the effective Hamiltonian derived from a fourthorder Schrieffer-Wolff[1] transformation, with which it agrees when ξ k = ξ k ′ . At any rate, this limitation has no practical consequences because all observable properties are determined by k and k ′ located at the Fermi surface. From Eq. (7) the lowest order contribution to A i→f reads
where |n denotes virtual intermediate states that satisfy H 0 |n = E n |n . Also, H 0 |i 0 = E i |i 0 and H 0 |f 0 = E f |f 0 (E i = E f as we focus on elastic scattering). Each time H T acts on a state it changes the number of particles by one both in the continuum and in the localized level, yet it conserves the total number of particles and the total spin. Accordingly |n ∈ {|ø |2 , c †
, we compute the 4th order contribution to the scattering amplitude using H (4) eff in Eq. (7):
where
The second and third terms in Eq. (9) were derived by inserting |i 0 i 0 | + |f 0 f 0 | = 1 between two subsequent P 0 operators in Eq. (7). In particular, the second term in Eq. (9) is UV divergent and plays a crucial role in ensuring that A i→f remains UV finite even when the bandwidth of the continuum states is taken to infinity. {n 1 ,n 2 ,n 3 } label intermediate states, which are collected in Table I of the Supplementary Material. Summing over all contributions and assuming an infinite bandwidth in the continuum we obtain
where ν is the Fermi surface density of states in the continuum and ω is the infrared energy cutoff. For the present zero-temperature calculation ω ≃ ξ k . A (2) i→f + A (4) i→f can be identified (modulo a factor 1/2) with Eq. (2), which yields Λ =
These expressions agree with those of Ref. [2] .
Connection with Scattering Theory.-Here we show that Eq. (1) is closely linked to a physical observable. According to standard scattering theory [7, 9] , the spindependent scattering amplitude in the Anderson model is given by
where σ and σ ′ label the spin of the projectile, |S and |S ′ are eigenstates of the full Hamiltonian H in absence of projectiles and E is the exact ground state energy, i.e. H|S = E|S and H|S ′ = E|S ′ . In the local moment regime and for a large system containing an odd number of electrons |S and |S ′ are spin 1/2 ground states. At t = 0 the spin resides on the localized level but for t = 0 the magnetization is spatially delocalized [10] . Below we use S and S ′ to denote the spin direction (⇑ or ⇓) of |S and |S ′ , respectively. We evaluate spin-flip matrix elements perturbatively for the real part of Eq. (11) with ξ k = ξ k ′ ≃ 0. It is immediate to see that the leading order contribution agrees with A (2) i→f . The fourth order term involves expanding |S , |S ′ , H and E to second order in H T ; the result agrees with Eq. (10). In particular, the O(t 2 ) (re)normalization of |S and |S ′ [11] coincides with the last term in Eq. (9). This easily-overlooked term is essential for the correct evaluation of the T-matrix. In sum,
The SU(2) symmetry of the Anderson Hamiltonian dictates Re(T Sσ;S ′ σ ′ ) = A i→f σ SS ′ ·σ σσ ′ , where σ is a vector of Pauli matrices and we ignore spin-independent scattering. The imaginary part of the T-matrix, which quantifies the electronic scattering rate off the localized level, can then be extracted by virtue of the optical theorem:
3 log(Λ/ω) + ... Multilevel Quantum Dots.-We are now ready to evaluate Λ and J for real quantum dots via Eq. (1). The Universal Hamiltonian of a quantum dot that is weakly connected to a conducting lead can be written as H = H 0 + H T , where
m labels the discrete single-particle energy levels in the dot,N is the number operator for dot electrons, N g is the gate charge, E c is the charging energy, and we have neglected intradot exchange interactions. For simplicity we take ǫ m = mδ + const and t km = t for ∀(k, m). These simplifications are partly justified because our theory is UV-finite (see below and the Suppl. Material). The unperturbed initial and final scattering states are
, where |ø is the Fermi sea in the lead, c † k creates a projectile in the lead just above the Fermi surface, |2M is an eigenstate of the dot containing 2M electrons and d † 0σ creates an electron in the dot at level "0" located immediately above the highest (M -th) doubly-occupied level (m = −M, ..., M ). The unperturbed energy is E i = E f = E F S +ξ k +ǫ 0 +U 1 , where E F S is the kinetic energy of the filled Fermi seas (herein E FS ≡ 0) and ǫ 0 is the kinetic energy for the singly-occupied level "0" (tunable by a gate voltage).
2 is the Coulomb energy cost for adding n − 1 electrons to the dot; we have chosen N g = 2M + 1 without loss of generality by shifting all ǫ m by a constant. We begin by recognizing that H
eff = 0 and that Eq. (7) remains valid. Therefore A (2) i→f and A (4) i→f are given by Eqs. (8) and (9), respectively. For the former we find
where we used |n ∈ {|ø
Next, we focus on A (4) i→f . Its computation requires considering numerous sets of intermediate states; these are listed in Tables II, III and IV of the Supplementary Material. For simplicity we start by separating out the contribution from the m = 0 (singly occupied) level in the dot. Assuming an infinite bandwidth in the lead we arrive at
where Λ 0 = |ǫ 0 + U 1,0 |(ǫ 0 + U 2,1 )/e. Eqs. (13) and (14) are independent of δ and essentially identical to those of the single-level Anderson model.
Finally, we sum the contributions from m = 0 levels. These depend on δ and encode the influence of the multilevel energy spectrum in the Kondo physics. Tables II  and III show that individual virtual processes involving m = 0 levels are plagued with IR and UV divergences. Remarkably, different divergences end up cancelling one another, partly assisted by the last two terms in Eq. (9). On one hand, the cancellation of m = 0 infrared divergences corroborates that Kondo correlations arise only from processes involving the singly occupied level in the dot. On the other hand, the cancellation of m = 0 ultraviolet divergences confirms that high-energy excited states in the dot and lead do not alter the physics of the Kondo effect. In spite of being divergence free, the influence of m = 0 levels is important and makes the Kondo coupling δ-dependent. In the infinite bandwidth limit and in proximity to the particle-hole symmetric point (ǫ 0 ≃ 0) we obtain
where f is a dimensionless function of E c /δ evaluated numerically ( Fig. 1 and Suppl. Material). When E c << δ, f (E c /δ) → 0 and multilevel effects are negligible; in the opposite limit f (E c /δ) → 5.5E c /δ >> 1 and multilevel effects are important. The sum of Eqs. (13), (14) and (15) can be arranged
where J 0 = (4/π)Γ/νE c is the Kondo coupling corresponding to a single-level dot and Γ = πνt 2 is the width of the energy levels in the dot. Eq. (16) is valid for (f νJ 0 , νJ 0 ) << 1, i.e. Γ << min(E c , δ), and constitutes the main result of this paper. We selected Λ on physical grounds so that it sets the energy scale below which (i) the Universal Hamiltonian maps onto the Kondo Hamiltonian, (ii) the renormalization group flow for J is that of the simple Kondo model. Experimental Implications.-From Eq. (16), the Kondo temperature for a multilevel quantum dot is
1/2 exp(−1/νJ 0 ) exp(f ), for any E c /δ insofar as Γ << min(E c , δ) (this condition implies that the broadening of the many-body energy eigenvalues of the isolated dot is much smaller than the energy spacing between them). Fig. 1 displays T K as a function of the linear dot dimension r. Introducing a lengthscale r 0 such that E c (r 0 ) ≡ E c,0 and δ(r 0 ) ≡ δ 0 , it follows that E c (r) ≃ E c0 r 0 /r and δ(r) ≃ δ 0 r 2 0 /r 2 . Γ = 0.1meV is kept fixed (independent of r) and we take E c0 = 1meV and δ 0 = 2meV; these are reasonable extrapolations based on available experimental data. Clearly Haldane's single-level formula is accurate for smallest dots with E c << δ; in contrast, the multilevel enhancement of the Kondo temperature becomes important for larger dots with E c δ. For E c /δ >> 1, f is so large that f νJ 0 << 1 is possible only for a very small value of νJ 0 , which in turn results in an unmeasurably low T K . Therefore Eq. (16) is experimentally relevant for dots with E c ≃ δ, wherein the multilevel enhancement is more modest yet still noticeable (f ∼ O (1)) .
In conclusion, we have developed a method to evaluate the Kondo temperature of real quantum dots with unprecedented precission. Our theory predicts an unconventional and potentially measurable size-dependence of T K in dots with E c ≃ δ. Our formalism is valid and our results readily generalizable for models that incorporate energy-dependence in the dot-lead tunneling amplitude as well as non-uniform distribution of energy levels in the dot.
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Supplementary Material
In this supplementary section we present a list of virtual processes that contribute to the first term of Eq. (9) in the main text. Table I corresponds to the single-level Anderson model, whereas Tables II-IV dwell on the Universal Hamiltonian. In addition, we present the dimensionless integral that gives rise to f (defined by Eq. 15 in the main text):
where x m ≡ ǫ m /δ = mδ/E c and y ≡ ξ/E c . Eq. (17) can be derived by adding the 80 transition amplitudes of Tables II-IV along with the second and third term of Eq. (9) in the main text, with m = 0. The derivation is simplified by exploiting time-reversal as well as particle-hole symmetry, although similar integrals may be derived in absence of particle-hole symmetry. Note that the sum and integral in Eq. (17) are UV-finite, even though numerous individual amplitudes in Tables II-IV are UV-divergent; the delicate cancellation between different UV divergences adds considerable confidence on the veracity of our results. Moreover, we find that the main contribution to f originates from states with |ǫ m | E c and |ξ| E c . These observations together justify our assumption of energyindependent tunneling amplitudes and uniform energy-level spacings. In other words, our assumptions hold provided that the tunneling-amplitudes and the energy-level spacings vary slowly on energy scales of order E c , which is typically much smaller than the Fermi energy. 
