Abstract. We consider semidefinite optimization problems that include constraints of the form 4 G(x) 0 and H(x) 0, where the components of the symmetric matrices G(·) and H(·) are 5 affine functions of x ∈ R n . In such a case we obtain a new constraint K(x, X) 0, where the 6 components of K(·, ·) are affine functions of x and X, and X is an n × n matrix that is a relaxation 7 of xx T . The constraint K(x, X) 0 is based on the fact that G(x) ⊗ H(x) 0, where ⊗ denotes the 8
1. Introduction. Let A and B be m × n and p × q matrices. The Kronecker 
28
We are interested in the situation where a semidefinite optimization problem in 29 the variables x ∈ R n and X ∈ R n×n also includes constraints of the form G(x) 0
30
and H(x) 0, where the components of G(·) and H(·) are affine functions of x. The 31 matrix X is a relaxation of the rank-one matrix xx T , and is typically constrained via
K(x, X) = ac T • X − (bc + da) T x + bd.
41
In this case K(x, X) ≥ 0 is exacty the constraint obtained using the well-known 
48
In this case
sentation of the constraint formed by replacing xx T with X in the valid constraint were subsequently termed "SOC-RLT" constraints in [7] .
55
Example 3. Consider two strictly convex quadratic constraints expressed in SOC
56
form as x ≤ 1 and A(x − h) ≤ 1, where A is an n × n nonsingular matrix. These 57 constraints can be alternatively expressed in PSD form as G(x) 0, H(x) 0, where
59
Since G(x) 0 and H(x) 0, it follows that the Kronecker product
To generate a valid constraint on (x, X) we replace any products
. Such products occur in terms of the form
where x j x → X j , the jth column of X. Defining
we can write a valid PSD constraint K(x, X) 0, where
In this case we refer to the Kronecker product constraint K(x, X) 0 as a "KSOC"
69
constraint. We will consider constraints of this form in more detail in the next section.
70
2. KSOC constraints. In this section we further study the Kronecker product 71 constraint K(x, X) 0, with K(·, ·) as in (1) , that is generated from two SOC 72 constraints x ≤ 1, A(x − h) ≤ 1. We assume throughout that A is nonsingular.
73
To begin, we note that the problem of generating additional valid constraints on 74 (x, X) that are implied by these two SOC constraints was previously considered in
75
[7]. The approach taken in [7] was based on using a linear constraint a T while the problem of finding two supporting hyperplanes so that the resulting ordinary
85
RLT constraint is violated is bilinear.
86
We will next show that the KSOC constraint K(x, X) 0 implies all possible 87 SOC-RLT constraints that arise from using an a with a = 1 together with the SOC 88 constraint A(x − h) ≤ 1. As described in Example 2 of the previous section, such 89 an SOC-RLT constraint has the form (a
90
Lemma 2. Suppose that a = 1 and
Proof. Since K(x, X) 0 it must also be that we will demonstrate that in at least some cases the constraint K(x, X) 0 is in fact 111 stronger than all possible SOC-RLT constraints used in [7] .
112
From a computational standpoint, one difficulty with the constraint K(x, X) 0
113
is that the size of the matrix K(·, ·) is (n + 1) 2 × (n + 1) 2 , and therefore even a modest 
Proof. That K(x, X) 0 implies H(x) 0 is obvious since H(x) occurs as a prin-
corresponding to the rows and colums indexed by the (n + 1, n + 1) components of
the remainder of the lemma, consider a nonsingular symmetric transformation of the
Substituting in the definition of K(x, X) from (1), we obtain
Collecting terms, we obtain
where
implies that each row and column

141
corresponding to the diagonal entries of K (x, X) equal to t(x) must be zero, and
since A is nonsingular. Similarly if s(x) = 0 then Z(x, X) = 0 and W j (x, X) = 0 for 144 each j, again implying that A(X − xx T ) = 0 and therefore X = xx T .
145
The first result in Lemma 3 is reminiscent of the well-known fact X xx T , and also the constraints tr(X) ≤ 1 and
obtained from the original SOC constraints x ≤ 1 and A(x − h) ≤ 1. We omit 157 the easy proof of the following result.
158
Lemma 4. Assume that X xx T , tr(X) ≤ 1 and
. . .
167
Using the definition of W j (x, X), and letting X = X − xx T , it is straightforward to
and therefore
Substituting (4) and (2) into (3) we obtain a complete expression for Z (x, X).
173
With t(x) > 0, we have by construction
. If the latter does not hold for values (x, X) = (x, X), there is a vector
175 a ∈ R n+1 with a T Z (x, X)a < 0. It then follows that b T K(x, X)b < 0, where
is a valid, linear constraint on (x, X) that is violated at (x, X).
179
Using the definition of K(x, X) from (1), we have
187
Substituting these expressions into (5) and collecting terms, we obtain a valid linear 
where Q is an n × n symmetric matrix that is not assumed to be PSD. TTRS is a [11] and [13] . In some cases these conditions can provide a constructive proof that 
204
The basic SDP (Shor) relaxation for TTRS is
208
The PSD constraint X xx T can be enforced by requiring that Y (x, X) 0, where termination, an instance is considered to be solved if the relative gap satisfies 5  38  8  8  12  10  10  70  34  7  14  15  20  104  35  14  24  31  212  77  29  50  56 where (x * , X * ) is the optimal solution of TTRS SDP with the added SOC-RLT con-
230
straints. This approach is applied to instances of TTRS that are generated based on algorithm for n = 2 that can also be extended heuristically to higher dimensions 1 .
238
When applied to test problems from [7] , the algorithm of [17] also solves some of the 239 instances that are unsolved using SOC-RLT cuts. Due to differences in the solver and 
242
The approach we consider here is to again start with the Shor relaxation TTRS SDP 243 but to add cuts based on the Kronecker product constraint K(x, X) 0 as described problems with n = 10 (respectively n = 20) reported as unsolved in [7] . Note that by
251
Lemma 3 the condition K(x, X) 0 implies all of the SOC-RLT cuts that could be 252 added, so the problems that were successfully solved using SOC-RLT cuts would also 253 be solved using the approach based on adding the KSOC constraint K(x, X) 0. We 254 verified that all of these problems are also solved by the procedure that adds up to 255 25 KSOC cuts.
256
In solver. Solution times for the problem sizes considered here were quite modest; for of Y (x * , X * ), this measure is the eigenvalue ratio λ n+1 /λ n . In [7] it is shown that 270 empirically the eigenvalue ratio is closely related to the relative gap γ(x * , X * ), and
271
there is a gap in the observed eigenvalue ratios around 10 4 that naturally separates
272
"solved" and "unsolved" problems. In Figure 1 solved using a small number of cuts, or alternatively will continue to generate cuts but 284 not substantially improve measures such as the eigenvalue ratio λ n+1 /λ n and relative 285 gap γ(x * , X * ). In the instances considered in Table 1 , all but one of the 85 problems 286 that were unsolved using KSOC cuts reached the limit of 25 cuts; one problem of size 287 n = 20 terminated with K(x * , X * ) 0 after 23 cuts were added. On the other hand,
288
of the 127 instances that were solved using KSOC cuts, the average number of cuts 
