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Ax b   ВЕЛИКИХ ПОРЯДКІВ 
Досліджено умови, які спричиняють сповільнення швидкості 
збіжності ітераційних методів розв’язування систем Ax b   та 
умови, що дозволяють прискорити збіжність процесу. 
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Не розв’язані проблеми. Основною проблемою розв’язування 
систем Ax b   з дійсними квадратними невиродженими матрицями 
великих порядків 610 — 910  з довільним розташуванням ненульових 
елементів є побудова ефективних ітераційних методів, що збігаються 
для всіх  nA M R , rank A n . 
Другою не розв’язаною проблемою є побудова алгоритмів, що 
коректують процес збіжності і забезпечують стійкість обчислюваль-
ного процесу в умовах похибок заокруглення. 
Сучасні ітераційні методи будуються на основі узагальнення 
класичних методів, що широко застосовуються при розв’язуванні 
різницевих і сіткових рівнянь [5—8; 10—16]. 
Серед класичних ітераційних методів виділимо метод мінімаль-
них похибок, найшвидшого зменшення нев’язки, мінімальних нев’я-
зок і найшвидшого спуску [5]. Дослідимо прискорення швидкості збі-
жності цих методів, а також методу Гауса-Зейделя при розв’язуванні 
сіткових рівнянь. Не дивлячись на всебічне вивчення і узагальнення 
цих методів, недостатньо досліджені умови, що прискорюють їх 
швидкість збіжності.  
Нехай лінійний однокроковий ітераційний метод 
  ( ) ( 1) ( 1) ( 1)kk k k kku u H Au f G u b           , 1, 2,...k  , (1) 
є узгодженим для системи 
 Au f   (2) 
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з дійсною невиродженою матрицею ( )nA M  , де k kG I HA    — 
матриця переходу методу (1), kb H f
 
, ( )nH M   — невиродже-
на матриця, k  . Для вектора похибок ( ) ( ) *k ku u     , * 1u A f
 , 
ітераційний метод (1) набуває вигляду 
 ( ) ( 1) , 1, 2,...
k
k kG k      (3) 
Для випадків 
 TH A , 
k
T
kG I A A   , 
2 2( 1) ( 1)
2 2
k T k
k r A r     ; (4) 
 TH A , 
k
T
kG I A A   , 2 2( 1) ( 1)2 2
T k T k
k A r AA r     ; (5) 
 H E , 0TA A  , 
k kG I A   , 
 ( 1) ( 1)
2( 1)
2
,k k
k
k
Ar r
Ar

 


 
 ; (6) 
 H E , 0TA A  , 
k kG I A   ,  
2( 1)
2
( 1) ( 1),
k
k k k
r
Ar r


 

  ; (7) 
ітераційний процес (1) відповідно називають методом мінімальних по-
хибок, найшвидшого зменшення нев’язки, мінімальних нев’язок і найш-
видшого спуску (SDM) [5]. Розв’язок * 1u A f   сумісної системи (2) 
будемо розглядати як елемент евклідового простору nE  з скалярним 
добутком   1, n j jju v u v   ,  1,..., nnu u u   ,  1,..., nnv v v   . 
За матричну норму на  nM   виберемо спектральну норму, за число 
обумовленості матриці A  по відношенню до спектральної норми вибе-
ремо число max min( ) ( ) ( )T TA A A A A   . 
Мета статті: знайти умови, що прискорюють ітераційний про-
цес (1)—(3) за умов (4)—(7). 
Постановка задачі. 1. Встановити умови, які забезпечують опти-
мальну (найкращу) швидкість збіжності процесу (1), для методів (4)—
(7). Описати області max , min  найшвидшої та найповільнішої збіж-
ності методів. 2. Обґрунтувати перспективність узагальнення методу 
Гауса-Зейделя для розв’язування сіткових рівнянь. 3. Визначити оптима-
льні параметри, що прискорюють швидкість збіжності методів. 4. Дослі-
дити, як впливає число обумовленості матриці cond A  та розподіл влас-
них значень на швидкість збіжності ітераційних процесів (4)—(7). 
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Дослідження швидкості збіжності методу мінімальних похи-
бок. Проаналізуємо процес (1) для випадку оптимізації методу міні-
мальних похибок за рахунок вибору послідовності оптимальних па-
раметрів k  . Ітераційний процес (4) для знаходження вектора 
похибки  k  реалізується процедурою  ( ) ( 1)k T kkI A A      , 1,2,...k  . 
Позначимо через  ( )Ti A A  множину власних значень матриці 
TA A , а через { }iv  — повну ортогональну систему власних векторів мат-
риці TA A . Нехай вибраний довільний початковий вектор (0) *u u  . 
Позначимо через    1 ,...,span mTm i iH A A v v    — підпростір власних 
векторів матриці TA A  мінімальної розмірності, якому належить вектор 
(0) (0) *u u     . Тоді вектор  0  буде однозначно розкладений у підп-
росторі mH : (0) i ii I c v    ,    0ii I c   ,  1,..., mI i i . 
Лема 1. Для довільних значень параметрів k   вектори по-
хибок  k , 1, 2,...k  , методу (1) належать підпростору mH , якому 
належить  0 . 
Доведення. Застосуємо метод математичної індукції. Для 1k   
маємо 
       11 (0)1 11T i i i i i mi I i II A A c v c v H               , 
де  0i ic c ,      1 0 11i i ic c    , i I . Допустимо, що  k mH  , 
1k  , тоді для вектора      1 1k kTkI A A       матимемо 
    11 kk i i mi I c v H     ,      1 11k ki i k ic c     , (8)  Ti i A A  , i I . Доведення леми 1 завершено. 
З формули (4) і леми 1 слідує оптимальний алгоритм збіжності 
процесу (3), з нестаціонарною матрицею tk TkG I A A  , який забез-
печується вибором параметрів k : 
  1 1m Ti A A  ,  12
1
m
T
i A A
 

 ,…,  1
1
m T
i A A
  . (9) 
де 
1 2
...
mi i i     , ji I , 1,...,j m . 
Математичне та комп’ютерне моделювання 
8 
Підставивши ці значення у формулу розкладу (8) для 1k m  , 
дістанемо      * *0m m mu u u u          . 
Висновки. 1. Метод мінімальних похибок збігається при оптималь-
ному виборі параметрів i  за формулою (9) для довільної невиродженої 
матриці A  за скінчене число кроків в умовах абсолютно точних обчис-
лень. Число кроків m  залежить від вибору початкового вектора  0u . 
2. Для практичного забезпечення максимально швидкого проце-
су збіжності, необхідно щоб елементи послідовності  1k   наближа-
ли власні значення матриці TA A  на відрізку 
1
,
mi i    . 
3. Множиною max  є об’єднання усіх сингулярних прямих 
(площин для кратних власних значень), що визначаються власними 
парами   ,Ti iA A   матриці TA A :  *:i iS u u u H     , 
 
1
,...,span
si i iH v v
  , 
j j
T
i i iA Av v  , [1, ]ij s , i I , ii I s n  . 
4. Оптимізація процесу збіжності методу мінімальних похибок 
здійснюється в околі будь-якої сингулярної прямої (площини), що 
визначається власною парою   ,TA A   матриці TA A . 
Порівняємо швидкість збіжності стаціонарного процесу (3) з мат-
рицею переходу TG I A A    з оптимальною швидкістю збіжності 
методу з параметрами послідовності (9). Для збіжності до нуля евклі-
дової норми вектора похибки  k , який задовольняє (1), (3) при 
k  , необхідно і досить, щоб виконувалась нерівність [14] 
    max 1 1iiM G      . 
Оптимальне значення параметра   знаходиться з умови мінімі-
зації спектрального радіуса     за формулою [14] 
 * 2
m M
   ,   1 1
M m m m
M MM m
                 , (10) 
де  0 min Tim A A  ,  max TiM A A . Взагалі, межі m , M  
будуть залежати від початкового вектора  m : 
1im  , miM   
1 1
*1 2 1
m mi i i i
      . Порівнюючи оптимальні параметри k  з 
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послідовності (9) з *  за формулою (10), встановлюємо причину 
більш повільної збіжності стаціонарного процесу (3), побудованого 
на основі мінімізації спектрального радіуса матриці TG I A A  . 
Перейдемо до аналізу методу мінімальних похибок з параметра-
ми, визначеними за формулою (4). 
Лема 2. Для довільних векторів  kx  швидкість збіжності мето-
ду мінімальних похибок визначається коефіцієнтом 
 
       
      
1 1 12
1
2 21 1
1
2 2
, 1 cos , ,
, .
k k kT
k k k
K A A A
K A
  
  
  
 
 
 
  
    (11) 
Доведення леми 2. Виконаємо перетворення: 
   
 
 
    
21
2 21 1 12
22 2 1
2
2 ,
k
k k k kT
kT
r
A r
A r
  

  

  

   

 
 
   
 
 
22 22 11
2 2 21 12
2 22 21 1
2 2
kk
k kT
k kT T
rr
A r
A r A r


 
 
             


  . 
Оскільки        21 1 1
2
,k k kTA r r      , то 
          22 2 21 1 1 1 12
2 2 2
cos ,k k k k kT TA A r A r                
    , 
тоді 
         22 2 2 2 21 1 1 1
2 2 2 2 2
1k k k k kTr A r                    
    , 
отже       2 21 11
2 2
,k k kK A       . Доведення леми завершене. 
З формули (11) випливає, що метод мінімальних похибок збі-
гається найповільніше для тих векторів  1k  , для яких досягає міні-
муму функціонал     1 12cos ,k kTA A     [1—4]. 
Дослідимо, за яких умов швидкість збіжності методу мінімаль-
них похибок сповільнюється. Розкладемо вектор нев’язки *u x      
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в базисі за власними векторами матриці TA A : 1
n
i ii c v    , 
1
nT
i i iiA A c v    , 2 22 1n ii c   , 2 2 212 nT i iiA A c   , 2 1iv  , 
[1: ]i n   (власні значення  Ti A A  взяті з їх кратностями). 
Максимальне відхилення за напрямком вектора TA A  від оп-
тимального *u x      на розв’язок системи A x b   з точки u  вимі-
рюється величиною 
     
* * *
2
2 2
2 2
22
,
min cos , min cos , min
n n n
T
T T
u c c T
u x c x c x
A A
A A A A
A A
    
     
           
 
   
 
2*
2 2
2
1 1
12 2 2 2
1 1 1
min min
n
n n
i i i i
i i
n n nc t
c x i i i i i
i i i
c t
c c t
 
 
 
 

  
             
 
  
  
, 1[ ,..., ]
T
nt t t

, 2 0i it c  , 
де [1: ]i n ,   2
1
,
n
T
i i
i
A A c  

   . 
Складемо функцію Лагранжа [9] 
2
2
1 1
( , ) ( )
n n
i i i i
i i
L t t t g t    
 
       

, 
1
( ) 1 0
n
i
i
g t t

   , [1: ]i n  : 0it  . 
Дослідимо ( , )L t   на умовний екстремум: 
2 2
2 2
1 1 1 1
2 0
n n n n
j i i i i j i i i i
j i i i i
L t t t t
t
      
   
                      
     
і або 0
j
L
t
  , або 0jt   [9]. 
Виконавши перетворення, дістанемо систему лінійних алгебрич-
них рівнянь відносно параметрів jt , j I , де I  множина індексів 
[1: ]j n  для яких 0 1jt  : 
 12 0, , 1,
1,
i j i
i I
i
i I
t j I j
t
  


       

  
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де      1 2 ...T T TnA A A A A A     . 
Для  1 max TA A  ,  min Tn A A  , 2 3 1... 0nt t t     , ма-
тимемо систему рівнянь 
1 1
1
0,
1;
n n
n
t t
t t
    
   1 11 1
,
.
n n
n n
t
t
  
  
     
   2 1 2 214 4min cos , ( ) ( ) 1 ( )T nnA A A A          . 
Звідси можна зробити висновки про вплив обумовленості та роз-
поділу власних значень матриці TA A  (матриці TAA ) на прискорення 
та сповільнення швидкості збіжності методу мінімальних похибок. 
Висновок. 5. Якщо існує кратне найменше значення  min TA A  
або група малих власних значень, то за умови погано обумовленої 
матриці A  ітераційний процес в області min , що визначається умо-
вою     2 2: min cos , cos ,n T Tw A A A A w w      , стає повільним. 
Ефективність будь-якого ітераційного методу повинна визначатися 
стратегією виходу з області min  і наближенням до області max . 
Якщо матриця A  погано обумовлена ( ) 1cond A A  , то в 
області min  метод мінімальних похибок збігається повільно з кое-
фіцієнтом: 
    2
22
2
21
1 1
1 min cos ,
1 1
T AC A A
A
  
       

  ,     
max
min
T
T
A A
A
A A
 
. 
Висновок 6. Метод мінімальних похибок можна прискорити, 
об’єднавши алгоритм максимізації  2cos ,TA A r r   з процесом (4). 
Збіжність методу мінімальних нев’язок у випадку симетрич-
ної додатно визначеної матриці.  
Поряд з ітераційним процесом (6) 
     1 1k k k
ku u r      
розглянемо процес для нев’язок      k k kTr A A   : 
      1 1k k kTkr r A r      (12) 
з матрицею 
k
T
kZ I A   . Виберемо початковий вектор  0 *u u  . 
Позначимо через   i A  множину власних значень матриці A , а 
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через  iw  — повну ортонормовану систему відповідних власних 
векторів матриці A , через  
1
( ) ,...,span
mm i iH A w w
   — підпростір, 
якому належить початковий вектор    0 0 *u u     . Тоді аналогічно 
до дослідження методу мінімальних похибок одержимо результати. 
Лема 3. Для довільних значень параметрів k   вектори по-
хибок  k , 1, 2,...k  , методу мінімальних нев’язок для випадку 
0TA A   належать підпростору  mH A , якому належить початко-
вий вектор (0)

. 
Процес оптимізації в методі мінімальних нев’язок може бути за-
вершений за m  кроків, якщо параметри k  вибирати з умови: 
 
1 1
1 2
1 1 1, ,...,
( ) ( ) ( )
m m
m
i i iA A A
    

   . (13) 
Якщо розглянути стаціонарний ітераційний процес (12) з матри-
цею TZ I A I A      , то оптимізація процесу збіжності буде 
забезпечуватися параметром 
 * 2 m M   , 
де  0 min iim A  ,  max iiM A . Взагалі, межі m  і M  будуть за-
лежати від вибору початкового вектора    
1
0 : im A  ,  miM A . 
Щоб дослідити швидкість збіжності методу мінімальних 
нев’язок, необхідно дослідити евклідову норму похибки. 
Лема 4. Для симетричної додатно визначеної матриці TA B B  
швидкість збіжності методу мінімальних нев’язок у довільній точці 
 k nx   є лінійною в евклідовій метриці і визначається коефіцієнтом 
          1 1 1 122 2, , 1 cos ,k k k kTK A K B B AA A              
         1 1 1 12 2cos , cos ,k k k kBA B A             
          1 1 1 12 22 cos , cos ,k k k kAA A BA B             
       2 21 12
2 2
,k k kK A      . (14) 
Доведення леми 4. На основі формули (6) маємо  
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   
    
 
 
1 1
1 1* *
21
2
,k k
k k k
k
Ar r
x x x x r
Ar
 
 

    
 
    
  
   
    
 
    
 
1 1 1 1
2 21
2 22 2 1 1
2 2
, ,
1
k k k k
k k
k k
A r r r
A r

 

   

 
    
  
 
  
    
 
 
    
211 1
2
2 1 11
2
,
2
,
kk k
k kk
rA r r
rA r 
 
 
             
 
 . 
Використавши симетрію матриці TA A , виконаємо перетворення 
           21 1 1 1 1
2
, ,k k k k kT Tr B B B B BA B             
         1 1 1 1, ,k k k kT T TAr r B BB B B B         
       21 1 1
2
,k k kT TBB B BB B BA        , 
             21 1 1 1 1
2
, ,k k k k kTr B B B            , (15) 
Підставимо (15) у   12 , kK A   , дістанемо формулу (14). Доведення 
леми 4 завершене. 
Висновок 7. Оптимальна швидкість збіжності (збіжність за один 
крок) методу мінімальних нев’язок досягається на власних прямих  *:i iS x x x t      , t , T i i iB B    , оскільки кожна власна 
пара матриці TA B B  визначає власну пару матриць 2A , BA . 
Якщо не оптимізувати процес збіжності методу мінімальних 
нев’язок, то він може збігатись повільніше від методу мінімальних 
похибок, оскільки коефіцієнт збіжності 2K  може бути значно біль-
шим 1K : 1 20 1K K   . 
Метод найшвидшого зменшення нев’язки. Якщо параметри 
k  визначити за формулою (5) 
      2 21 1 1
2 2
1 ,k k kT T T Tk A r AA r A A A r       , 
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то процедура мінімізації норми нев’язок ітераційного процесу  ku   
   1 1k kT
ku A r     збігається для довільних невироджених матриць 
A . Результати досліджень швидкості збіжності методу (5) сформу-
люємо як висновки леми. 
Лема 5. Для довільної невиродженої матриці ( )nA M   швид-
кість збіжності методу найшвидшого зменшення нев’язок у довільній 
точці ( )k nx   є лінійною в евклідовій метриці і визначається коефі-
цієнтом 
       1 1 123 , 1 cos ,k k kTK A AA A A          
          1 1 1 12 2cos , 2 cos ,k k k kT TA A AA A A             
       2 213
2 2
,k k kK A      . (16) 
Доведення проводиться на основі дослідження квадрату евклі-
дової норми вектора похибок.  
Метод найшвидшого спуску (SDM). Дослідимо швидкість збіж-
ності методу (7) для симетричної додатно визначеної матриці TA B B : 
   
 
      
21
1 12
1 1,
k
k k k
k k
r
r
A r r
 

 
  

  
  . 
Лема 6. Для симетричної додатно визначеної матриці TA B B , 
швидкість збіжності методу найшвидшого спуску у довільній точці 
( )k nx   є лінійною в евклідовій метриці і визначається коефіцієнтом  
          1 1 1 124 4, , 1 cos ,k k k kTK A K B B BA B              
          1 1 1 12 2cos , 2 cos ,k k k kA BA B            , 
       2 21 14
2 2
,k k kK A      . (17) 
Доведення леми ґрунтується на співвідношеннях (15). 
Висновок 8. Методи мінімальних похибок (4), найшвидшого 
спуску (7), мінімальних нев’язок (6), найшвидшого зменшення 
нев’язок (5), мають лінійну швидкість збіжності. Для погано обумов-
лених матриць, існують області повільної швидкості збіжності min , 
які визначаються умовами  2
1
min cos ,BA B  
 
,  2
1
min cos ,TA A  
  .  
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Управління швидкістю збіжності методів (4)—(7) на основі мак-
симізації функціоналу  2cos ,TA A r r   дозволяє прискорити їх швид-
кість збіжності. 
Покажемо, що коефіцієнти збіжності методів (4)—(7) є деякими 
многочленними виразами. Нехай A  — симетрична додатно визначе-
на матриця, TA B B  (або TBB ). 
Доведемо, що    
2 2
2 2
1 1
min cos , min cos ,T TB B BB B B      
     (ана-
логічно    
2 2
2 2
1 1
min cos , min cos ,T T T TBB B BB B      
    ). Розкладемо 
вектор   по системі власних векторів матриці TB B , 
1
n
i i
i
c 

   , 
T
i i iB B     (власні значення ( )Ti B B  взяті з їх кратностями): 
1
n
T
i i i
i
B B c  

   . Вираз  2cos ,TBB B B    перетворимо так: 
   
2
2 22
12
2 2 2 2 3
22
1 1
,
cos ,
n
T i i
iT
n nT
i i i i
i i
cBB B B
BB B B
BB B B c c
  
   

 
     


 
 
 
  . 
Позначимо 2 0i i it c   , [1: ]i n , тоді  
 
2
12
1 1 2
1
min cos , min
n
i i
iT
nt
i i
i
t
BB B B
t


 


 

    



  , 1[ ,..., ]Tnt t t

. 
Заміною змінних вираз  2cos ,TBB B B    приведений до екві-
валентного виразу для  2cos ,TBB    , що означає рівність їх екстре-
мальних значень. Таким чином, коефіцієнти збіжності методів (4)—
(7) в області min  можна подати як многочленні вирази: 
 
   
   
   
   
2
1
3 2 2
2
2 2
3
2 2
4
min , 1 , min cos , ;
min , 1 (2 ), min cos , ;
min , 1 (2 ), min cos , ;
min , 1 (2 ), min cos , ,
T T
T T
T T
T T
K A A A A
K BB BB
K A A A A
K BB BB
    
     
     
     
  
   
   
   
  
  
  
  
 (18) 
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де TB B A . 
З формули (18) випливає теоретичне обґрунтування практичних вис-
новків, які отримані на основі тестових досліджень в роботах [6; 10]: 
сповільнення швидкості збіжності ітераційних методів розв’язання сис-
теми рівнянь A x b   залежить, як від обумовленості матриці A , так і 
від групування власних значень. Якщо наближатись до області max , де 
 2max cos , 1C     , то швидкість збіжності методів (4)—(7) буде 
прискорюватись, оскільки коефіцієнти збіжності 0iK  , 1,2,3, 4i  . 
Одержані результати дають змогу побудувати алгоритм мінімаль-
них похибок (аналогічно мінімальних нев’язок, найшвидшого зменшен-
ня нев’язки, найшвидшого спуску) з керуванням процесу збіжності. 
Алгоритм. 1. Вибрати довільний вектор  0x  і виконати декіль-
ка ітерацій [4] для наближення до області max  в кулі 
 0* *
2 2
x x x x      . Знайдений вектор позначити через  0u . 
2. Для 1,2,...k   виконати (алгоритм мінімальних похибок (1), (4)) 
         2 21 1 1 1
2 2
,k k k k kT Tk ku u A r r A r            
з аналізом значення функціоналу       2cos ,k k kTAA r r c  . 
Якщо   0kc   ( 0.5)   то, поклавши    0 1kx u   , перейти на п.1. 
У протилежному випадку. 
3. Виконати один із тестів на збіжність [4; 15] і перейти на п.2. 
Аналогічно записується алгоритм для методу мінімальних нев’я-
зок, найшвидшого зменшення нев’язки, найшвидшого спуску. 
Умови прискорення швидкості збіжності ітераційного мето-
ду Гауса-Зейделя. Ітераційний процес Гауса-Зейделя наближеного 
розв’язування системи Ax b  ,  nA M  ,  intb A , rank A n , з 
використанням базису   1ni iE e    одиничних векторів, має за мету 
обнуління компонент вектора нев’язки. 
Нехай вектор  0 *x x   — довільний вектор простору n . Вибе-
ремо таку пару одиничних векторів  0ie ,  0je , щоб проекція вектора 
 0x  на гіперплощину   0 , 0T jA e   , у напрямку вектора  0ie  міні-
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мізувала норму вектора похибки *x x     . Якщо цей процес повто-
рити для всіх 0,1,...k  , то дістанемо алгоритм Гауса-Зейделя 
    
    
      1
,
,
kk
i kk k
ik kT
j i
r e
x x e
A e e
  
 
  
   (19) 
і послідовність норм векторів похибок: 
      
2 21
2 2
k k kK    ,     ( ) cos , kkki it e    (20) 
( ) ( ) ( ) ( ) 2
, ,1 2 ( )
k k k k
i j i i jK t    , 
    
    ( ),
cos ,
cos ,
kk T
ik
i j k kT
j i
A e
A e e

 
 
  , 
де    ,k ki je e   — одиничні вектори, що обираються на  1k  -му кроці, 
    *k kx x     ,  kK  — коефіцієнт збіжності. 
Дослідимо на мінімум коефіцієнт збіжності   ( ) 21 2k kiK t     
по параметру   , матимемо 
( ) 2
min0 min 1 1
kK      за умови  min kit  ; 
 ( )0 1kK   за умови ( )0 2 kit   або ( )2 0kit   . (21) 
Нерівності (21) визначають, як умови збіжності методу Гауса-
Зейделя на k -му кроці, так і умови прискорення збіжності. 
Умови збіжності (21) практично складно використовувати, оскі-
льки вектор похибки  k  невідомий, тому проаналізуємо норму век-
тора нев’язки: 
   2 21 ( )
2 2
k kkr C r   , 
    
         
    
    
2
( )
2
cos , cos ,
1 2 cos ,
cos , cos ,
k kk k
i ikkk T
ik k k k
j i j i
r e r e
C r A e
e Ae e Ae
  
   
 
    , (22) 
    ( ) cos ,k kk Ti iq r A e   ,          ( ), cos , cos ,k k k kki j i i jp r e e Ae     . 
Умова прискорення збіжності послідовності норм нев’язок, сформова-
них методом Гауса-Зейделя на k -му кроці, визначається нерівністю 
 ( ) ( ),0 2
k k
i j ip q  . (23) 
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Метод мінімізації нев’язок і похибок у просторах AE  і TA E . 
Процес Гауса-Зейделя, з однієї сторони, має просту реалізацію, оскі-
льки використовує базис E  одиничних векторів, з другої сторони, 
слабко збігається (або взагалі розбігається) для систем з довільними 
матрицями і, по-третє, умови вибору оптимальної пари векторів 
   ,k ki je e   вимагають додаткових обчислень. 
Розкладемо вектор похибки  0 *x x x         по базису E : 
      0 0 0* *
1 1 1
n n n
i i i i i i
i i i
x x e A x x A e r Ae  
  
                , (24) 
дістанемо розклад вектора нев’зки. Якщо у розкладі (24) залишити 
окремі компоненти, то дістанемо сукупність векторів нев’язок 
 0
i i ir r Ae    . Виберемо параметри i  з умови найшвидшого змен-
шення норми вектора нев’язки, що еквівалентно розв’язуванню міні-
максної задачі: [1: ],i n   
     22 20 0 22 22min max min 2 ,1: i i i i ir r r Ae Aei ni i                  (25) 
Алгоритм методу мінімальних нев’язок у просторі AE . До по-
чатку ітераційного процесу обчислити норми вектор-стовпців матриці 
A :  22 1|| || ni iAe  . Вибрати довільний вектор  0x . Для всіх 0,1,...k   
 обчислити нев’язку    k kr A x b     та  kTA r ; 
 знайти індекс; 
     2 20 0
0 2 2[1: ] [1: ]2 2
, ,
: max max
|| || || ||
T
i i
Ti n i ni i
r A e A r e
i i
A e A e 
 
   
  ; 
 сформувати вектор  
    
  0
0
0
1
2
2
,k ik k
i
i
r A e
x x e
Ae
  
 
  
 . (26) 
Продовжити процес до виконання умови   0
2
kr  . 
Лема 7. Послідовність норм нев’язок  
2
kr для k   строго 
монотонно збігається до нуля для довільної матриці  nA M  , 
rank A n , і для довільного вектора  0x . 
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Доведення. Для всіх 1, 2,3,...k   з формули (26) випливає, що 
якщо існують індекси    0 1:ki n , для яких   0, 0k ir Ae   , то послі-
довність  
2
kr  монотонно спадає. Якщо     1: , 0k ii n r Ae    , 
то   0kr   , оскільки система векторів   1ni iAe   лінійно незалежна. 
Доведення леми 7 завершене. 
Якщо у розкладі (24) залишити p  компонент  1,..., p pi i I , 
  , 0kT iA r e   , pi I , то дістанемо задачу:  
      222 2minmax minmax 2 , ,p p
p p p
k k
p i i i j i ji I i I i I i I j I
r r r Ae Ae Ae        
      
        . 
Для фіксованої множини індексів pI  задача зведеться до розв’язан-
ня системи рівнянь відносно вектора  1 ,..., p Ti i    з симетричною до-
датно визначеною матрицею B  і вектором правих частин f : B f   , 
  
,
,
p
i j i j I
B Ae Ae 
   
  ,   ,
p
T
k
i
i I
f r Ae

    
   . (27) 
Знову розкладемо вектор похибки    0 0 *x x     , але по базису 
 
1
nT
i i
A e 
 , матимемо 
    0 0 *
1
n
T
i i
i
x x A e 

       . (28) 
Якщо у розкладі (28) залишити окремі доданки, то дістанемо век-
тори похибок  0 Ti i iA e      . Знайдемо параметри i  з умови 
найшвидшого зменшення норми вектора похибки: 
    
    2 22 0 0 22 21: 1: 2min max min max 2 ,i i Ti i i i ii n i n r e A e                . (29) 
Алгоритм методу мінімальних похибок у просторі TA E . До 
початку ітераційного процесу обчислити 2
2 1
n
T
i
i
A e

   
 . Вибрати дові-
льний вектор  0x . Для всіх 0,1,...k    
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 обчислити нев’язку    k kr A x b    ; 
 знайти індекс  
  2 20 21:: max ,k Ti ii ni i r e A e       ; 
 сформувати вектор  
    
  0
0
0
1
2
2
,k ik k T
i
T
i
r e
x x A e
A e
  
 
  
 . (30) 
Продовжити процес до виконання умови   0
2
kr  . 
Лема 8. Послідовність норм похибок  
2
k для k   строго 
монотонно збігається до нуля для довільної матриці  nA M R , 
rank A n , і для довільного вектора  0x . 
Доведення леми 8 проводиться аналогічно доведенню леми 7. 
Якщо у розкладі (28) залишити p  компонент  1,..., p pi i J , для 
яких   , 0k ir e   , pi J , то, аналогічно (27), задача зведеться до зна-
ходження вектора  1 , ..., p Ti i   , шляхом розв’язання системи рівнянь 
 C d   ,  
,
,
p
T T
i j
i j J
C A e A e

   
  ,   ,
p
T
k
i
i J
d r e

    
   , (31) 
з симетричною додатно визначеною матрицею C . 
Якщо для систем індексів pi I , або pi J  відповідно вектори 
 i i I pAe   або  T i i J pA e   взаємно ортогональні, то матриці B  або 
C  стануть діагональними. Якщо, крім того, матриця A  симетрична, 
то B C , але f d  . 
Теорема. Послідовність норм векторів нев’язок, обчислених ме-
тодом мінімальних нев’язок (26) у просторі AE  збігається швидше, 
ніж послідовність норм векторів нев’язок, обчислених методом Гау-
са-Зейделя (22) у просторі E . 
Якщо на k -му кроці існує одиничний вектор  kie  такий, що 
         cos , cos ,k k k kTi i ie e e A e    , [1: ]j n  , то доцільно для міні-
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мізації норми вектора похибок використовувати метод Гаусса-
Зейделя (20), у протилежному випадку, – метод мінімальних похибок 
(30). Такий процес прискорить швидкість збіжності методу Гаусса-
Зейделя для розв’язання системи A x b   з довільними невиродже-
ними матрицями ( )nA M R , rank A n . 
Доведення теореми засновано на дослідженні коефіцієнта збіжності. 
Результати 
1. Досліджено умови, що прискорюють швидкість збіжності методів 
мінімальних похибок, мінімальних нев’язок, найшвидшого змен-
шення нев’язки, найшвидшого спуску Гауса-Зейделя. 
2. Досліджено, як впливає розподіл власних значень та обумовле-
ність матриці переходу на швидкість збіжності ітераційних мето-
дів. Описані області min max,  . 
3. Запропонована модифікація алгоритму мінімальних похибок (мі-
німальних нев’язок) з керуванням швидкістю процесу збіжності. 
4. Показана залежність процесу збіжності ітераційних методів від 
вибору вектора початкового наближення. 
5. Для сіткових рівнянь запропоновані методи мінімальних похибок 
та нев’язок у просторах TA E , AE , які прискорюють швидкість 
збіжності ітерацій Гауса-Зейделя. 
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