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Abstract
We analyze two classic variants of the Traveling Salesman Problem using the toolkit of
fine-grained complexity.
Our first set of results is motivated by the Bitonic tsp problem: given a set of n points in
the plane, compute a shortest tour consisting of two monotone chains. It is a classic dynamic-
programming exercise to solve this problem in O(n2) time. While the near-quadratic dependency
of similar dynamic programs for Longest Common Subsequence and Discrete Fréchet
Distance has recently been proven to be essentially optimal under the Strong Exponential Time
Hypothesis, we show that bitonic tours can be found in subquadratic time. More precisely, we
present an algorithm that solves bitonic tsp in O(n log2 n) time and its bottleneck version in
O(n log3 n) time. In the more general pyramidal tsp problem, the points to be visited are labeled
1, . . . , n and the sequence of labels in the solution is required to have at most one local maximum.
Our algorithms for the bitonic (bottleneck) tsp problem also work for the pyramidal tsp problem
in the plane.
Our second set of results concerns the popular k-opt heuristic for tsp in the graph setting.
More precisely, we study the k-opt decision problem, which asks whether a given tour can be
improved by a k-opt move that replaces k edges in the tour by k new edges. A simple algorithm
solves k-opt in O(nk) time for fixed k. For 2-opt, this is easily seen to be optimal. For k = 3
we prove that an algorithm with a runtime of the form O˜(n3−ε) exists if and only if All-Pairs
Shortest Paths in weighted digraphs has such an algorithm. For general k-opt, it is known
that a runtime of f(k)·no(k/ log k) would contradict the Exponential Time Hypothesis. The results
for k = 2, 3 may suggest that the actual time complexity of k-opt is Θ(nk). We show that this is
not the case, by presenting an algorithm that finds the best k-move in O(nb2k/3c+1) time for fixed
k ≥ 3. This implies that 4-opt can be solved in O(n3) time, matching the best-known algorithm
for 3-opt. Finally, we show how to beat the quadratic barrier for k = 2 in two important settings,
namely for points in the plane and when we want to solve 2-opt repeatedly.
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1 Introduction
1.1 Motivation
We analyze two classic variants of the Traveling Salesman Problem (tsp) by applying
the modern toolkit of fine-grained complexity analysis. The first tsp variant can for instance
be found in Chapter 15 of the well-known textbook “Introduction to Algorithms” by Cormen,
Leiserson, Rivest, and Stein [15]. The chapter discusses dynamic programming, and its
problem section poses the following classic exercise:
15-3 Bitonic euclidean traveling-salesman problem
In the euclidean traveling-salesman problem, we are given a set of n points in the plane,
and we wish to find the shortest closed tour that connects all n points. The general problem
is NP-complete, and its solution is therefore believed to require more than polynomial time.
J. L. Bentley has suggested that we simplify the problem by restricting our attention to
bitonic tours, that is, tours that start at the leftmost point, go strictly rightward to the
rightmost point, and then go strictly leftward back to the starting point. In this case, a
polynomial-time algorithm is possible. Describe an O(n2)-time algorithm for determining an
optimal bitonic tour.
This exercise already showed up in the very first edition of the book in 1991. Since
then, thousands of students pondered about it and (hopefully) found the solution. One
might wonder whether O(n2) runtime is best possible for this problem. As one of our main
contributions, we will show that in fact it is not.
The second tsp variant concerns k-opt, a popular local search heuristic that attempts to
improve a suboptimal solution by a k-opt move (or: k-move for short), which is an operation
that removes k edges from the current tour and reconnects the resulting pieces into a new
tour by inserting k new edges. The cases k = 2 [16] and k = 3 have been studied extensively
with respect to various aspects such as experimental performance [7, 24, 27], (smoothed)
approximation ratio [13, 26], rate of convergence [13, 17], and algorithm engineering [19, 21,
29, 30]. The decision problem associated with k-opt asks, given a tour in an edge-weighted
graph, whether it is possible to obtain a tour of smaller weight by replacing k edges. There
are Θ(nk) possibilities to choose k edges that leave the current tour, and for each choice the
number of ways to reconnect the resulting pieces back into a tour is constant (for fixed k). As
the weight change for each reconnection pattern can be evaluated in O(k) time, this simple
algorithm finds the best k-opt improvement in time O(nk) for each fixed k. The survey
chapter [25] by Johnson and McGeoch extensively discusses k-opt. On page 233 they write:
To complete our discussion of running times, we need to consider the time per move as well
as the number of moves. This includes the time needed to find an improving move (or verify
that none exists), together with the time needed to perform the move. In the worst case,
2-opt and 3-opt require Ω(n2) and Ω(n3) time respectively to verify local optimality, assuming
all possible moves must be considered.
The two lower bounds in the last sentence are stated without further justification. It
is clear that finding an improving k-move takes Ω(nk) time, if we require that all possible
moves must be enumerated explicitly. However, one might wonder whether there are other,
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faster algorithmic approaches that proceed without enumerating all moves. As one of our
main contributions, we will show that such faster approaches do not exist for k = 3 (under
the All-Pairs Shortest Paths conjecture), but do exist for all k ≥ 4.
1.2 Our contributions
We investigate whether the long-standing runtimes of O(n2) for bitonic tours and O(nk)
for finding k-opt improvements are optimal. Such optimality investigations usually involve
two ingredients: fast algorithms and runtime lower bounds. While proving unconditional
lower bounds is far out of reach, in recent years there has been an influx of techniques for
establishing lower bounds on the running time of a given problem, based on a hypothesis
about the best-possible running time for another problem. Recent results in this direction
consider the problems of computing the Longest Common Subsequence [1, 10] of two
length-n strings, the Edit Distance [5, 10] from one length-n string to another, or the
Discrete Fréchet Distance [9] between two polygonal n-vertex curves in the plane. If
one of these problems allows an algorithm with running time O(n2−ε), then this would yield
an algorithm to test the satisfiability of an n-variable CNF formula φ in time (2−ε)n · |φ|O(1).
As decades of research have not led to algorithms with such a running time for cnf-sat,
this gives evidence that the classic O(n2)-time algorithms for these problems are optimal up
to no(1) factors.
Pyramidal tours in the plane. Consider a symmetric tsp instance that is defined by an
edge-weighted complete graph. For a linear ordering 1, . . . , n of the vertices in the graph,
a pyramidal tour has the form (1, i1, . . . , ir, n, j1, . . . , jn−r−2), where i1 < i2 < . . . < ir and
j1 > j2 > . . . > jn−r−2. A bitonic tour for a Euclidean tsp instance is pyramidal with
respect to the left-to-right order on the points in the plane. Bitonic and pyramidal tours play
an important role in the combinatorial optimization literature on the tsp; see [6, 11, 20].
They form an exponentially large set of tours over which we can optimize efficiently, and
they lead to well-solvable special cases of the tsp. Combined with a procedure for generating
suitable permutations of the vertices, heuristic solutions to tsp can be obtained by computing
optimal pyramidal tours with respect to the generated orders [12].
We will show that the classic O(n2) dynamic program for finding bitonic tours in the
Euclidean plane is far from optimal: by an appropriate use of dynamic geometric data
structures, the running time can be reduced to O(n log2 n). To the best of our knowledge,
this presents the first improvement in finding bitonic tours since the problem was popularized
in Introduction to Algorithms [15] in 1991. In fact, we prove the stronger result that an
optimal pyramidal tour among n points in the plane can be computed in O(n log2 n) time
with respect to any given linear order on the points. Our techniques extend to the related
Bottleneck Pyramidal tsp problem in the plane, where the goal is to find a pyramidal
tour among the cities that minimizes the length of the longest edge. We prove that the
underlying decision problem (given a linearly ordered set of points and a bottleneck value B,
is there a pyramidal tour of the points whose longest edge has length at most B?) can
be solved in O(n logn) time, while the underlying optimization version (given a linearly
ordered set of points, compute a bitonic tour that minimizes the length of the longest edge)
can be solved in O(n log3 n) time. For the decision version of the bottleneck problem, we
prove a matching Ω(n logn) time lower bound in the algebraic computation tree model by a
reduction from Set Disjointness with integer inputs [34]; this reduction even applies to
the bitonic setting where the points are ordered from left to right.
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k-OPT in the graph setting. The complexity of k-opt has been analyzed using the
framework of parameterized complexity theory. Marx [28] proved that deciding whether there
is a k-move that improves a given tour is W[1]-hard parameterized by k, giving evidence
that there is no algorithm with runtime f(k) · nO(1). Guo et al. [22] refined this result
and proved that, under the Exponential Time Hypothesis [23], there is no algorithm that
determines whether a tour in a weighted complete graph can be improved by a k-move in
time f(k) · no(k/ log k) for any function f . This lower bound shows that the exponent of n in
the runtime of any k-opt algorithm must grow almost linearly with k. The next question that
we settle in this paper is: can one do better than O(nk) for finding a k-opt improvement?
The answer turns out to depend on the value of k. For 2-opt, an easy adversarial argument
shows that any deterministic algorithm must inspect all the edge weights. This gives a
trivial lower bound of Ω(n2), matching the upper bound. For larger values of k, the question
becomes more interesting.
The 3-opt Detection problem asks whether the weight of a given tour can be reduced
by some 3-move. We show that it is unlikely that 3-opt Detection with weights in the
range [−M, . . . ,M ] allows an algorithm with a truly subcubic runtime of O(n3−ε polylog(M))
for ε > 0. We prove that the Negative Edge-Weighted Triangle problem (given an
edge-weighted graph, is there a triangle of negative weight?) reduces to 3-opt Detection
by a reduction that takes O(n2) time and increases the size of the graph by only a constant
factor. As Negative Edge-Weighted Triangle is equivalent to All-Pairs Shortest
Paths in weighted digraphs (apsp) with respect to having truly subcubic algorithms [33], a
truly subcubic algorithm for 3-opt Detection would contradict the apsp conjecture [2, 3]
which states that apsp cannot be solved in truly subcubic time. We also give a reduction in
the other direction: finding a 3-opt improvement reduces to finding a negative edge-weighted
triangle. Consequently, 3-opt Detection is equivalent to Negative Edge-Weighted
Triangle and apsp with respect to truly subcubic runtimes. This adds yet another classic
problem to the growing list of such equivalent problems [2, 33].
As a final result in this direction, we design an algorithm that finds the best k-opt
improvement in weighted n-vertex complete graphs in O(nb2k/3c+1) time for each fixed value
of k. For k = 2 and k = 3, this expression simply boils down to the straightforward time
complexities of O(n2) and O(n3) for 2-opt and 3-opt respectively. For k ≥ 4, however, our
result yields a substantial improvement over the trivial O(nk) time bound. For example,
4-opt can be solved in Θ(n3) time, matching the best-known algorithm for 3-opt. The
algorithm mixes enumeration of partial solutions with a simple dynamic program.
Faster 2-OPT in the repeated setting and in the planar setting. For the 2-opt problem
in graphs, the runtime for finding a single tour improvement cannot be improved below the
trivial Θ(n2). However, in the context of local search we are often interested in repeatedly
finding tour improvements. It is therefore natural to consider whether speedups can be
obtained when repeatedly finding improving tours on the same tsp instance. We prove that
this is indeed the case: after O(n2) preprocessing time, one can repeatedly find the best
2-opt improvement in O(n logn) time per iteration.
The quadratic lower bound for 2-opt applies only in the graph setting. This raises the
question: can we solve 2-opt faster for points in the plane? We show the answer is yes, by
giving an algorithm for 2-opt Detection with runtime O(n8/5+ε) for all ε > 0. Similarly,
3-opt Detection can be solved in expected time O(n80/31+ε).
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2 Faster pyramidal TSP
In this section we show that the pyramidal tsp and the bottleneck pyramidal tsp problem in
the plane can be solved in subquadratic time. For simplicity we only show how to compute
the value of an optimal solution; the actual tour can be computed in the standard manner.
Let P be the ordered input set of n points with distinct x-coordinates in the plane. Our
algorithm will consider the points in P in order, and maintain a collection of partial solutions
that are locally optimal. To make this precise, define Pi := {p1, . . . , pi} to be the first i
points in P . A partial solution for Pi, for some 1 ≤ i ≤ n, is a pair P ′, P ′′ of monotone paths
(w.r.t. the order on P ) that together visit all the points in Pi and that only share p1. We call
a partial solution for Pi an (i, j)-partial tour, for some 1 ≤ j < i, if one of the paths ends
at pi – this is necessarily the case in a partial solution for Pi – and the other path ends at pj .
Our starting point is the standard dynamic-programming solution. It uses a 2-dimensional
table1 A[1..n, 1..n], where A[i, j], for 1 ≤ j < i ≤ n, is defined as the minimum length of an
(i, j)-partial tour; for i ≤ j ≤ n the entries A[i, j] are undefined. We can compute the entries
in the table row by row, using the recursive formula
A[i+ 1, j] =
{
A[i, j] + |pipi+1| if 1 ≤ j < i
min1≤k<i (A[i, k] + |pkpi+1|) if j = i
(1)
where A[2, 1] = |p1p2|. Let us briefly verify this recurrence. For (i + 1, j)-partial tours
with j < i, the path P ′ that visits pi+1 must also visit pi: the other path P ′′ ends at
index j < i and the monotonicity requirement ensures P ′′ cannot visit i and go back to j.
So for j < i any (i + 1, j)-partial tour consists of an (i, j)-partial tour together with the
segment pipi+1. For (i+ 1, i)-partial tours, the predecessor of pi+1 cannot be pi, since a path
ends at pi. Hence an (i+ 1, i)-partial tour consists of an (i, k)-partial tour for some 1 ≤ k < i
together with the segment pkpi+1. The cheapest combination yields the best partial tour.
After computing the last row of A, the minimum length of a pyramidal tour can be found
by computing min1≤k<n (A[n, k] + |pkpn|). There are O(n2) entries in A of the first type
that each take constant time to evaluate. There are O(n) entries of the second type that
need time Θ(n). Hence the dynamic program can be evaluated in O(n2) time.
Our subquadratic algorithm is based on the following two observations. First, any two
subsequent rows A[i, 1..n] and A[i+ 1, 1..n] are quite similar: the entries A[i+ 1, j], for j < i,
can all be obtained from A[i, j] by adding the same value, namely |pipi+1|. Second, the
computation of A[i+ 1, i] can be sped up using appropriate geometric data structures. Thus
our algorithm will maintain a data structure that implicitly represents the current row and
allows for fast queries and so-called bulk updates (see below).
Recall that Pi := {p1, . . . , pi}. The point that defines min1≤k<i (A[i, k] + |pkpi+1|) is the
point pk ∈ Pi−1 closest to the query point q := pi+1 if we use the additively weighted distance
function
dist(pk, q) := wk + |pkq|, (2)
where wk := A[i, k] is the weight of pk. Thus we need a data structure for storing a weighted
point set that supports the following operations:
1 Some of our results can also be obtained from an alternative DP with n states. As we need the
2-dimensional approach for Theorem 4, we present all our results in this setting.
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perform a nearest-neighbor query with a query point q, which reports the point pk closest
to q according to the additively weighted distance function,
perform a bulk update of the weights, which adds a given value ∆ to the weights of all
the points currently stored in the data structure;
insert a new point with a given weight into the data structure.
Answering nearest-neighbor queries for the weighted point set P can be done by performing
point location in the additively weighted Voronoi diagram [18] of P augmented by a point
location data structure [32]. This (static) data structure has size O(n), can be computed
in O(n logn) time, and allows for O(logn)-time queries. To allow for insertions we use the
logarithmic method [8]. The logarithmic method makes a data structure semi-dynamic by
storing O(logn) static data structures of increasing size (resulting in an additional log-factor
in the query time). The main observation is that we can handle bulk updates by storing a
correction term for the weights with each of the static additively weighted Voronoi diagrams.
The additively-weighted nearest neighbor structure does not change when adding the same
constant to each point weight, which means we do not have to update the Voronoi diagrams
when performing bulk updates. This leads to an implementation that supports each operation
in O(log2 n) amortized time. The details are deferred to the full version. Using the data
structure we obtain the following theorem.
I Theorem 1. Let P be an ordered set of n points in the plane. Then we can compute a
minimum-length pyramidal tour for P in O(n log2 n) time and using O(n) storage.
Proof. We aim to speed up the classic dynamic-programming algorithm using the data
structure described above. Instead of computing the entire dynamic programming table A
explicitly, we maintain an implicit representation of one row of the table and compute the
rows one by one. The i-th row of A has i − 1 well-defined entries. We define an implicit
representation of row i to be an instance of the data structure storing the weighted point
set Pi−1 = {p1, . . . , pi−1} such that w(pj) = A[i, j]. The first nontrivial row in A is the
second row, A[2, 1..n]. An implicit representation for that row consists of the point p1 of
weight A[2, 1] = |p1p2|.
If we have an implicit representation of row i, we can efficiently obtain an implicit
representation of row i+ 1, as we describe next. By our choice of implicit representation, the
value of A[i+ 1, i] according to (1) is exactly the distance from pi+1 to its closest neighbor
in the data structure under the additively weighted distance function. Hence, the value
of k that minimizes the lower expression in (1) can be found by a nearest neighbor query
with pi+1. We can therefore transform a representation of row i into a representation for
row i+ 1 as follows:
1. Query with point pi+1 to find the value A[i+ 1, i] and remember this value.
2. Perform a bulk update to increase the weight of the points p1, . . . , pi−1 that are already
in the structure by ∆ := |pipi+1|. Recall that for cells j with 1 ≤ j < i their value in
row i+ 1 is obtained from their value in row i by adding |pipi+1|.
3. Insert point pi of weight A[i+ 1, i] into the structure.2
It is easy to verify that this yields an implicit representation of row i+1. Since a representation
of the first nontrivial row can be found in constant time, and each successive row can
be computed from the previous using three data structure operations that take O(log2 n)
2 We could also insert pi with weight A[i+ 1, i]−∆. This way we would not have to subtract ∆ from the
weights of p1, . . . , pi−1 in Step 2, and the bulk updates are not needed. As they are trivial in our data
structure, we prefer the version that keeps the correspondence between weights and A[i, j] values.
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amortized time each, it follows that an implicit representation of the final row can be computed
in O(n log2 n) time. The minimum cost of a pyramidal tour is min1≤k<n (A[n, k] + |pkpn|),
which can be found by querying the representation of the final row with point pn. J
Bottleneck pyramidal TSP. Using a similar global approach but different supporting data
structures we can also solve the bottleneck version of the problem – here the goal is to
minimize the length of the longest edge in the tour – in subquadratic time. For the decision
version of the problem we need the following result.
I Theorem 2. We can maintain a collection D of n congruent disks in a data structure such
that we can decide in O(logn) time if a query point q lies in Union(D). The data structure
uses O(n) storage and a new disk can be inserted into D in O(logn) amortized time.
This result is obtained as follows. Assume the disks have radius
√
2 and consider the integer
grid. Let D(C) ⊆ D be the set of disks whose centers lie inside a grid cell C. To decide if
q ∈ Union(D) we need to test if q ∈ Union(D(C)) for O(1) grid cells C that are sufficiently
close to q. Now consider a cell C with D(C) 6= ∅. Obviously C itself is completely covered
by Union(D(C)). Let `top(C) be the line containing the top edge of C. Then the part
of Union(D(C)) above `top(C) – the other parts are handled similarly – is x-monotone.
Moreover, we can show that each disk Di ∈ D(C) contributes at most one arc to the
boundary of Union(D(C)) above `top(C), and the left-to-right order of the contributed arcs
is consistent with the left-to-right order of the corresponding disk centers. Using this fact,
we can do point locations and insertions in O(logn) time. Details can be found in the full
version.
Combining the global technique of the previous section with Theorem 2 we obtain the
following theorem.
I Theorem 3. Let P be an ordered set of n points in the plane, and let B > 0 be a given
parameter. Then we can decide in O(n logn) time and using O(n) storage if P admits a
pyramidal tour whose longest edge has length at most B. This problem requires Ω(n logn)
time in the algebraic computation tree model of computation.
The algorithm for the decision version does not easily extend to solve the minimization
version of the problem. We therefore design a specialized data structure – a tree storing
unions of disks and (regular) Voronoi diagrams – that allows us to obtain the following result.
I Theorem 4. Let P be an ordered set of n points in the plane. Then we can compute a
pyramidal tour whose bottleneck edge has minimum length in O(n log3 n) time and using
O(n logn) storage.
3 The k-OPT problem in general graphs
In this section we change the perspective from Euclidean problems to the tsp in general
graphs. A tour of an undirected graph G is a Hamiltonian cycle in the graph. Depending on
the context, we may treat a tour as a permutation of the vertex set or as a set of edges. We
consider undirected, weighted complete graphs to model symmetric TSP inputs. The weight
of a tour is simply the sum of the weights of its edges. Recall that a k-move of a tour T is
an operation that replaces a set of k edges in T by another set of k edges from G in such a
way that the result is a valid tour. In degenerate cases, such an operation may delete and
reinsert the same edge. The associated decision problem is defined as follows.
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k-opt Detection
Input: A complete undirected graph G along with a (symmetric) distance func-
tion d : E(G)→ N, an integer k, and a tour T ⊆ E(G).
Question: Is there a k-move that strictly improves the cost of T?
The optimization problem k-opt Optimization is to compute, given a tour in a graph,
a k-move that gives the largest cost improvement, or report that no improving k-move exists.
3.1 On truly subcubic algorithms for 3-OPT
We say that an algorithm for n-vertex graphs with integer edge weights in the range
[−M, . . . ,M ] runs in truly subcubic time if its runtime is bounded by O(n3−ε polylog(M))
for some constant ε > 0. Vassilevska-Williams and Williams [33] introduced a framework for
relating the truly subcubic solvability of several classic problems to each other. We use it to
show that the existence of a truly subcubic algorithm for 3-opt is unlikely. Their framework
uses a notion of subcubic reducibility based on Turing reducibility [33, §IV] that solves one
instance of problem A by repeatedly solving inputs of problem B. For our applications,
simple reductions suffice that transform one input of problem A into one input of problem B
of roughly the same size, in O(n2) time.3 Such reductions preserve the existence of truly
subcubic algorithms, so we take this simpler viewpoint. The following problem is the starting
point for our reductions.
Negative Edge-Weighted Triangle
Input: An undirected, complete graph G and a weight function w : E(G)→ Z.
Question: Does G contain a triangle whose total edge-weight is negative?
Vassilevska-Williams and Williams [33, Thm. 1.1] proved that Negative Edge-
Weighted Triangle has a truly subcubic algorithm if and only if the All-Pairs Shortest
Paths problem on digraphs with non-negative integral edge weights has a truly subcubic
algorithm.
I Lemma 5. Negative Edge-Weighted Triangle can be reduced to 3-opt Detection
in time O(n2), increasing the size of the graph and the largest weight by a constant factor.
Proof. Consider an instance (G,w) of Negative Edge-Weighted Triangle, and let
v1, . . . , vn be an enumeration of the vertices of G. Let M be the largest absolute value of an
edge weight. We introduce an instance of 3-opt Detection that consists of 2n vertices
a1, . . . , an and b1, . . . , bn, where the starting tour T uses the ordering a1, b1, a2, b2, . . . , an, bn.
The (symmetric) distances d(·, ·) between these vertices are defined as follows:
d(ai, bi) = 0 for 1 ≤ i ≤ n;
d(bn, a1) = −3M , and d(bi, ai+1) = −3M for 1 ≤ i ≤ n− 1;
d(ai, bj) = w({vi, vj}) for 1 ≤ i < j ≤ n;
d(bi, aj) = w({vi, vj}) for 1 ≤ i < j − 1 ≤ n− 1;
d(ai, aj) = d(bi, bj) = 3M for 1 ≤ i 6= j ≤ n.
(For convenience, we allow distances to be negative in this construction. One easily moves to
non-negative distances by adding the constant 4M to all distances.)
I Claim 6. The constructed instance of 3-opt Detection allows an improving 3-opt
move, if and only if the graph G contains a triangle of negative edge-weight.
3 We assume that simple arithmetic on weights can be done in constant time. The polylog(M) factors
used in the framework originate from repeated executions to perform binary search on weight values.
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Proof. (⇐) Assume that the vertices vi, vj , vk span a triangle of negative edge-weight in G
for i < j < k. We remove the three edges {ai, bi}, {aj , bj}, and {ak, bk} from tour T , and we
reconnect the resulting pieces by the three edges {ai, bj}, {aj , bk}, and {ak, bi}. The three
removed edges have total length 0, while the three inserted edges have negative total length.
(⇒) Now assume that there exists an improving 3-move for tour T . This improving
move cannot remove any edge {bi, ai+1} or {bn, a1}, as these edges have length −3M while
all newly inserted edges have non-negative length. Consequently, the three removed edges
will be {ai, bi}, {aj , bj}, and {ak, bk} for some i < j < k. As these three edges have total
length 0, the total length of the three inserted edges must be strictly negative. The edges
{ax, ay} and {bx, by} all have length 3M , while the edges {ax, by} all have length between
−M and M . This implies that every inserted edge is either of the type {ax, by}, or coincides
with one of the removed edges. Suppose for the sake of contradiction that one of the inserted
edges coincides with a removed edge {ak, bk}, so that we are actually dealing with a 2-move.
Then the two inserted edges in the 2-move must be {ai, aj} and {bi, bj}, so that the new tour
is by 6M longer than the old tour T . This contradiction leaves only two possibilities for the
three inserted edges: either {ai, bj}, {aj , bk}, {ak, bi}, or {ai, bk}, {ak, bj}, {aj , bi} (of which
the latter is actually not a valid 3-move). Since the total length of the three inserted edges
is strictly negative, the three vertices vi, vj , vk form a triangle of strictly negative weight
in G. J
The claim shows the correctness of the reduction. It is easy to perform in O(n2) time. J
There is an analogous reduction in the other direction, which can be found in the full
version. Together, these lemmata show the equivalence of finding negative-weight triangles
and detecting improving 3-opt moves. From our reductions and the results of Vassilevska-
Williams and Williams [33, Thm. 1.1], we obtain the following theorem.
I Theorem 7. There is a truly subcubic algorithm for 3-opt Detection if and only if
there is such an algorithm for All-Pairs Shortest Paths on weighted digraphs.
3.2 A fast k-OPT algorithm
We will prove that the k-opt Optimization problem can be solved significantly faster
than Θ(nk) when k ≥ 4. To this end, we first analyze the structure of k-opt moves.
Consider a k-move for a given tour T ⊆ E(G), and let e1, . . . , ek be the removed edges with
ei = {v2i−1, v2i}. We assume throughout that these vertices (and edges) are indexed in such
a way that T traverses the vertices vi in order of increasing index. We assume furthermore
that the vertices v1, . . . , v2n are pairwise distinct; all our arguments also go through without
this assumption, but the notation becomes more complicated in the equality case. The k
edges that are then inserted into T are denoted f1, . . . , fk. The signature of this k-move is a
permutation pi of {1, . . . , 2k}, such that vj and vpi(j) form the endpoints of one of the edges
f1, . . . , fk; see Fig. 1.
Note that the removed edges e1, . . . , ek together with the signature pi fully determine the
k-move (and in particular determine the inserted edges f1, . . . , fk).
Note furthermore that not every permutation pi yields a feasible signature that corresponds
to some k-move: First, in a feasible signature pi(i) = j always implies pi(j) = i, and we
will always have pi(i) 6= i. Secondly, in a feasible signature the edge set that results from
T by removing e1, . . . , ek and by inserting f1, . . . , fk must form a single Hamiltonian cycle –
it must never form a collection of two or more cycles. It is easy to check whether a given
permutation pi constitutes a feasible signature, and to enumerate all feasible signatures.
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Figure 1 A 4-change with signature 4,5,7,1,2,8,3,6. Edges e1 and e4 are non-interfering. As we
work on symmetric TSP, the graph and distance function are undirected; the arc directions merely
indicate the traversal direction with respect to an arbitrary orientation of the tour.
We say that two of the removed edges ei and ej interfere with each other in a k-move, if
there exists an inserted edge f that connects one of the endpoints of ei to an endpoint of ej .
I Lemma 8. For any signature pi, we can find a subset Epi ⊆ {e1, . . . , ek} of at least dk/3e
removed edges that are pairwise non-interfering.
Proof. The 2k edges e1, . . . , ek and f1, . . . , fk induce a set of cycles on the vertices v1, . . . , v2k.
If such a cycle contains an even number of removed edges, say 2`, we put every other removed
edge along this cycle into Epi; this yields ` out of 2` edges for Epi. If the cycle contains only
a single removed edge, we put this single edge into Epi; this yields one out of one edge for Epi.
If the cycle contains an odd number of removed edges, say 2`+ 1 ≥ 3, we ignore the first
removed edge and then put every other removed edge along the cycle into Epi; this yields `
out of 2`+ 1 edges for Epi. The weakest contribution to Epi comes from cycles with three
removed edges, which yield only one out of three edges for Epi. The claimed bound dk/3e
follows. J
I Theorem 9. For every fixed k ≥ 3, the k-opt Optimization problem on an n-vertex
graph can be solved in O(nb2k/3c+1) time.
Proof. For computing the best k-move for tour T , it is sufficient to compute for every feasible
signature pi – for fixed k there are only O(1) such signatures – the best k-move for tour T
with that particular signature. This is done as follows. We first determine a set Epi of
pairwise non-interfering edges according to the above lemma. Then we enumerate and handle
all possible cases for the locations of the b2k/3c removed edges not in Epi along T . This
yields O(nb2k/3c) cases to handle, and every such case will be handled in O(n) time; note
that this yields the claimed complexity. In handling a case, the positions of the removed
edges not in Epi are frozen, while the edges in Epi have to be embedded into T . The cost of a
k-move with signature pi decomposes into two parts:
The first part consists of the total weight of all frozen edges (which is subtracted) and
the total weight of inserted edges between frozen edges (which is added).
The second part consists of the individual contributions of the edges in Epi. For an edge
e ∈ Epi and an edge e′ ∈ T , the cost of embedding e into e′ equals the weight of the two
inserted edges adjacent to e minus the weight of e′. As the edges in Epi are pairwise
non-interfering, their individual cost contributions do not interact with each other.
As the cost of the first part is fixed in every considered case, our goal is to minimize the
total cost of the second part. The frozen edges subdivide the tour T into a number of tour
pieces, and we have to find the cheapest way of embedding the corresponding edges from Epi
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into such a tour piece. The following paragraph sketches a straightforward dynamic program
for finding the optimal embedding for each tour piece in time proportional to the length of
the piece. As the length of all tour pieces combined is O(n), every case is indeed handled in
time O(n).
We are essentially dealing with the following optimization problem. There are r locations
L1, . . . , Lr (the edges along tour T between two consecutive frozen edges) and s objects
O1, . . . , Os (the edges in Epi that should be embedded between the two considered frozen
edges). The objects are to be embedded into the locations, so that the location of object Oi
always precedes the location of object Oi+1. The cost of embedding object Oi into location
Lj is denoted c(i, j). For 1 ≤ x ≤ s and 1 ≤ y ≤ r, let V (x, y) denote the smallest possible
cost incurred by embedding the first x objects O1, . . . , Ox into the first y locations L1, . . . , Ly.
As V (x, y) equals the minimum of V (x, y − 1) and V (x− 1, y − 1) + c(x, y), all these values
V (x, y) can easily be computed in O(rs) time. In our situation, r is the length of the
considered tour piece and s ≤ k is a constant that does not depend on the input; hence the
complexity is indeed proportional to the length of the considered tour piece. J
4 Faster 2-OPT
In this section we show that it is possible to beat the quadratic barrier for 2-opt in two
important settings, namely when we want to apply 2-moves repeatedly, and in the Euclidean
setting in the plane.
Repeated 2-OPT. In the repeated 2-opt problem, we apply 2-opt repeatedly (e.g. until no
further improvements are possible). One can considerably speed up the 2-opt computations
at each of the iterations, except the first one. The following theorem gives our improvement
for the 2-opt Optimization problem, where the goal is to find the best 2-move (rather
than any 2-move that improves the tour).
I Theorem 10. After O(n2) preprocessing and using O(n2) storage we can repeatedly solve
the 2-opt Optimization problem in O(n logn) time per iteration.
The speedup claimed in the theorem relies on a tour representation that supports efficient
2-moves. To apply a 2-move that removes two edges e and e′ and replaces them by the
appropriate diagonal connections, one effectively has to reverse the part of the tour between e
and e′, or the part between e′ and e. It can therefore take Ω(n) time to apply a 2-move to a
tour represented as a sequence of vertices in an array. Chrobak et al. [14] give a speedup by
storing the cities on the tour in an ordered balanced binary search tree. Each node in the
tree stores a bit indicating whether the tour order is given by an in-order traversal of the
subtree rooted there, or by the reverse of the in-order traversal. This allows a 2-move to be
applied in O(logn) time by manipulating reversal bits.
Our approach for repeated 2-opt Optimization is based on a similar data structure
that represents tours in balanced search trees. However, instead of having only one tree that
stores the current tour, we have n trees; one for each edge e1, . . . , en in the current tour. A
query in the tree T (ei) corresponding to edge ei can be used to determine which edge ej
yields the most profitable 2-move together with ei. After initializing these n trees, which
takes O(n2) time, an iteration of 2-opt Optimization can be performed as follows. For
each ei on the current tour, we query in tree T (ei) to find the best 2-move that removes ei
and some unknown edge ej in O(logn) time. In this way we find the best overall 2-move
which removes, say, edges ei and ej . We can update all trees T (e`) for ` 6= i, j by deleting ei
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and ej , and inserting the appropriate replacement edges. Using the reversal bits this can be
done in O(logn) time. Trees T (ei) and T (ej) are destroyed; we build two new trees from
scratch for the two new edges ei′ and ej′ that enter the tour. This gives O(n logn) time per
iteration.
It is likely that these techniques can be extended to speed up repeated 3-opt as well. As
the technical details become substantially more cumbersome, we do not pursue this direction.
The planar case. For points in the plane (and under the Euclidean metric) we can speed
up 2-opt computations by using suitable geometric data structures for semi-algebraic range
searching; the details had to be omitted from this extended abstract. (Note that we do
not consider the repeated version of the problem, but the single-shot version.) A similar
approach can be used to speed up 3-OPT in the Euclidean setting in the plane. This leads
to the following theorem.
I Theorem 11. For any fixed ε > 0, 2-opt Detection in the plane can be solved in
O(n8/5+ε) time, and 3-opt Detection in the plane can be solved in O(n80/31+ε) expected
time.
5 Conclusion
Revisiting the worst-case complexity of k-opt and pyramidal tsp led to a number of new
results on these classic problems. Some, such as the equivalence between 3-opt and apsp
with respect to having truly subcubic algorithms, rely on very recent work. Other results,
such as the near-linear time algorithm for finding bitonic tours, and the k-opt algorithm
that beats the trivial O(nk) upper bound, are obtained using classic techniques. In this
respect, it is surprising that these results were not found earlier. These examples show that
the availability of new lower bound machinery can inspire new algorithms.
Our findings suggest several directions for further research, both theoretical and applied.
An interesting open problem regarding k-opt Detection is whether the problem is fixed-
parameter tractable when improving a given tour in an edge-weighted planar graph. This
question was also asked by Marx [28] and Guo et al. [22]. Similarly, it is open whether
the problem is fixed-parameter tractable when improving a given tour among points in the
Euclidean plane. It would be interesting to settle the exact complexity of k-opt in general
weighted graphs. Is Θ(nb 2k3 c+1) the optimal running time for k-opt Detection? When all
weights lie in the range [−M, . . . ,M ], one can detect a negative triangle in an edge-weighted
graph in time O(M · nω) using fast matrix multiplication [4, 31, 35]. By our reduction, this
gives an algorithm for 3-opt Detection with weights [−M, . . . ,M ] in time O(M ·nω). Can
similar speedups be obtained for k-opt for larger k?
Given the great industrial interest in tsp, establishing the practical applicability of
these theoretical results is an important follow-up step. Several of our results rely on data
structures that are efficient in theory, but which are currently impractical. These include
the additively-weighted Voronoi diagram used for pyramidal tours on points in the plane,
and the semi-algebraic range searching data structures used to speed up 2-opt Detection.
In contrast, the O(nb2k/3c+1) algorithm for finding the best k-move improvement is self-
contained, easy to implement, and may have practical potential.
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