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04 Coincident root loci and Jack and Macdonald
polynomials for special values of the parameters
M. Kasatani ∗, T. Miwa †, A. N. Sergeev ‡, A.P. Veselov §
Abstract. We consider the coincident root loci consisting of the polynomials with
at least two double roots and present a linear basis of the corresponding ideal in the
algebra of symmetric polynomials in terms of the Jack polynomials with special value
of parameter α = −2. As a corollary we present an explicit formula for the Hilbert-
Poincare` series of this ideal and the generator of the minimal degree as a special Jack
polynomial.
A generalization to the case of the symmetric polynomials vanishing on the dou-
ble shifted diagonals and the Macdonald polynomials specialized at t2q = 1 is also
presented. We also give similar results for the interpolation Jack polynomials.
1 Introduction
In 1857 Arthur Cayley published a short paper [1] where he considered a problem
(which he prescribed to Sylvester) of how to determine when a polynomial
of degree n has a multiple root of multiplicity at least m. When m = 2 the
answer is of course well known: the corresponding algebraic variety is called the
discriminant and can be defined by equating the discriminant of a polynomial to
zero. The case of generalm corresponds to the natural strata in the discriminant
also known as coincident root loci.
Cayley considered also a more general question when a polynomial has sev-
eral multiple roots with prescribed multiplicities. One can label the correspond-
ing stratum in the discriminant by a partition µ = (µ1, . . . , µk), µ1+. . .+µk = n.
Cayley suggested an approach to this problem based on the classical invariant
theory of the binary forms and demonstrated it for quartics and quintics.
For general n and one multiple root (i.e. for the partition µ = (m, 1, 1, . . . , 1) =
(m, 1n−m)) some interesting results were found by J. Weyman [2, 3] (see also
recent paper [4]), but the problem is still largely open even in this case. In
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terms of the symmetric functions of the roots it can be formulated as follows:
describe the ideal In(m) in the algebra of symmetric polynomials of n variables
vanishing when m of the variables are equal. The ring of functions on the the
corresponding coincident root loci is isomorphic to C[x1, . . . , xn]
Sn/In(m).
Recently Feigin, Jimbo, Miwa and Mukhin [5] described explicitly a linear
basis in this ideal in terms of the Jack polynomials with special value of the pa-
rameter and special combinatorics of the corresponding Young diagrams. Some
explanation for the appearance of the Jack polynomials in this problem was
found by Sergeev and Veselov [6], who came to a similar problem in a different
way investigating the deformed Calogero-Moser operators. In particular, the
results of [6] suggest that one should be able to generate the ideals by certain
Jack polynomials also for the partitions µ = (pk, ql), i.e. in the case when we
have k roots of multiplicity p and l roots of multiplicity q, pk + ql = n.
In the present paper we show that this is true in the simplest case when
we have two double roots: µ = (22, 1n−4). More precisely, consider the ideal In
consisting of the symmetric polynomials of n variables P (x1, x2, . . . , xn) with the
property P (x1, x2, . . . , xn) = 0 if x1 = x2 and x3 = x4.We construct explicitly a
linear basis of this ideal in terms of the Jack polynomials with the special value
of the parameter α = −2 (in Macdonald’s notation [7]). An interesting novelty
in comparison with [5] is that for some diagrams the Jack polynomial itself is
not good enough and one should consider a certain linear combination of two
Jack polynomials with different Young diagrams (see Section 2,3 for details).
We consider also two related ideals Jn and I
∗
n consisting of symmetric poly-
nomials vanishing when x1 = tx2, x3 = tx4 and x2 = x1 + 1/2, x4 = x3 + 1/2
respectively and construct explicit linear bases in terms of the Macdonald poly-
nomials specialized at q = t−2 (for Jn) and in terms of the interpolation Jack
polynomials introduced and investigated in [11, 12].
The structure of the paper is following. First we introduce the admissible
partitions and construct a basis in the ideal Jn in terms of the corresponding
Macdonald polynomials. The proof is based on the results and ideas from [5,
8, 9, 10]. Then we show how to derive from this the description of the ideals
In and I
∗
n in terms of Jack polynomials and their generalizations introduced by
Knop, Sahi, Okounkov and Olshanski [11, 12].
In the last section as a corollary of our results we prove the following explicit
formula for the Hilbert-Poincare` series of the ideal In:
ch In :=
∞∑
d=0
(dim In,d)q
d =
q(n−1)(n−3)
(q)1(q)n−3
+
q(n−2)(n−1)
(q)1(q)n−2
+
qn(n−1)
(q)n
where (q)s =
∏s
j=1(1 − q
j). We present also a generator of the minimal degree
as a special Jack polynomial.
2
2 Symmetric polynomials and zero condition on
the double diagonals
Throughout this paper we assume that n ≥ 4. Let Λn = C[x1, · · · , xn]
Sn be
the ring of symmetric polynomials. We extend this space to Λn ⊗C C(t), and
consider the zero condition on the double ”t-diagonals”:
f(x, tx, y, ty, x5, · · · , xn) = 0. (1)
We denote by Jn the subspace of Λn ⊗C C(t) consisting of the polynomials
satisfying (1), and by Jn,d the degree d component of Jn.
We will construct a basis of Jn by using the Macdonald polynomials Pλ
specialized at q = t−2, where λ belongs to a certain set of partitions of n. In
[9], a similar result is established for the zero condition on a single t-diagonal of
higher codimensions:
zi/zi+1 = t (1 ≤ i ≤ k) (2)
by using the specialization of the Macdonald polynomials at q = t−k−1. In fact,
in [9], a more general result for the case of several distinct shifted-diagonals is
obtained. The condition (1) is related to the case k = 1 in (2), which is trivial
because the condition is equivalent to that f is divisible by the square of the
discriminant. In this paper, we study the new case of double shifted-diagonals.
Let us introduce the set of admissible partitions which is relevant to the
present case. We use the dual operator language (see [8]). Denote by R the
polynomial ring C[e0, e1, e2, . . .]. We count weight of ei as 1 and degree of ei as
i, and denote by Rn,d ⊂ R the subset consisting of the weight n and degree d
polynomials.
Definition 2.1. A monomial
m = ea00 e
a1
1 e
a2
2 · · · (3)
is called non-admissible if and only if m = m0m
′ (m0,m
′ ∈ R) and one of the
following is valid:
m0 = m1m2, where m1 and m2 are of the form e
2
i or ejej+1, (4)
m0 = e
3
i ei+2. (5)
In (4) i is not necessarily distinct from j, j+1. A monomial is called admissible
if and only if it is not non-admissible.
We denote by πn the set of partitions of length n, λ = (λ1, λ2, · · · , λn).
We define the degree d component πn,d = {λ ∈ πn; |λ| = d}, where |λ| =
λ1 + · · ·+ λn. We set eλ =
∏n
i=1 eλi .
There is a one-to-one correspondence between a monomial m ∈ Rn,d given
by (3) and a partition λ ∈ πn,d:
ai = ♯{j;λj = i}. (6)
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We say a partition λ is admissible if and only if the corresponding monomial m
is admissible. Admissible partitions are classified into three different cases:
Case A There exists i such that
λi = λi+1 = λi+2 = λi+3 + 2, (7)
λi−1 − λi > 2 if i ≥ 2, (8)
λj − λj+1 ≥ 2 if j ≤ i− 2 or j ≥ i+ 3. (9)
Case B There exists i such that
λi = λi+1 + 1 = λi+2 + 2, (10)
λj − λj+1 ≥ 2 if j ≤ i− 1 or j ≥ i+ 2. (11)
Case C λ is admissible and belongs to neither Case A nor B.
Now, we consider the ring of symmetric polynomials Λn ⊗C C(q, t) with
coefficients in C(q, t). Following [7], we define a homomorphism
uλ : Λn ⊗C C(q, t)→ C(q, t)
by
uλ(f(x1, · · · , xn)) = f(t
n−1qλ1 , tn−2qλ2 , · · · , qλn). (12)
The Macdonald polynomial Pλ corresponding to a partition λ is an eigenvec-
tor of a difference operator Dn(X ; q, t) (see [7]). The corresponding eigenvalue
is given by
n∏
i=1
(1 +Xtn−iqλi). (13)
We define an element E(λ) ∈ C(q, t)n/Sn by
E(λ) = {tn−iqλi}1≤i≤n. (14)
When we specialize at q = t−2, it may happen that E(λ) = E(ν) for λ 6= ν.
In fact, in Case A or B, we show in the below that there exists ν 6= λ such
that E(λ) = E(ν) for q = t−2. We will show that if a partition λ belongs to
Case C, the Macdonald polynomial Pλ is well-defined at q = t
−2 and satisfies
the condition (1). A similar statement is not true in Case A or B. We define a
modified polynomial P¯λ to overcome this difficulty.
In Case A, we set
P¯λ = u0(Pλ)
(
Pλ
u0(Pλ)
−
Pν
u0(Pν)
)
(15)
where the partition ν is given by
(νi, νi+1, νi+2, νi+3) = (λi + 1, λi+1 − 1, λi+2 − 1, λi+3 + 1), (16)
νj = λj (j ≤ i− 1 or j ≥ i+ 4). (17)
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In Case B, we define P¯λ by (15) where ν is given by
(νi, νi+1, νi+2) = (λi − 1, λi+1, λi+2 + 1), (18)
νj = λj (j ≤ i− 1 or j ≥ i+ 3). (19)
For convenience, we set P¯λ = Pλ in Case C. Note that in Case A or B, we have
E(λ) = E(ν).
The main result of this paper is
Theorem 2.2. The modified polynomial P¯λ has no pole at t
2q = 1 and the
specialization P¯λ|q=t−2 satisfies the zero condition (1). The set of polynomials
{P¯λ|q=t−2 ;λ ∈ πn is admissible} is a basis of Jn.
In the limit t→ 1 the condition (1) becomes
f(x, x, y, y, x5, · · · , xn) = 0 (20)
which defines the ideal In. As a corollary we have a similar claim for this ideal
and the corresponding modified Jack polynomials specialized at α = −2 (see
Section 5 for the details).
Remark 2.3. For the partition λ of Case A, there does not exist a partition
µ < λ such that E(λ) = E(µ). The same statement holds for ν. (The proof
is given in Lemma 2.4. Note that E(λ) = E(ν). However, neither ν < λ nor
λ < ν is valid.) Hence, from Lemma 4.2, we have the Macdonald polynomials
Pλ and Pν have no pole at t
2q = 1, and they belong to the same eigenspace
for the Macdonald operator Dn(X ; t
−2, t). However, these polynomials do not
safisfy the condition (1). This is why we consider P¯λ in this case.
In Case B, the Macdonald polynomial Pν has no pole. This is because ν
belongs to Case C. The coefficient u0(Pλ)u0(Pν) has a single pole at q = t
−2. (See
the formula (37) in Section 4.) Therefore, the Macdonald polynomial Pλ has a
single pole at q = t−2. Theorem 2.2 asserts that the modified polynomial P¯λ
has no pole, and moreover it satisfies the condition (1).
The above argument implies that the space Jn is invariant under the action
of the Macdonald operator (cf. [14], where a more general fact is proved). In
Case A and C, P¯λ is an eigenfunction of the operator. In Case B, P¯λ is not an
eigenfunction, but P¯λ and the eigenfunction P¯ν = Pν constitute a Jordan block.
Lemma 2.4. Let λ be any partition of Case A. Fix the integer i such that
λi = λi+1 = λi+2 = λi+3 + 2. Then there exist only two patitions µ (6= λ) such
that E(λ) = E(µ). Precisely, (µi, µi+1, µi+2, µi+3) = (λi+1, λi−1, λi−1, λi−1)
or (λi + 1, λi, λi − 1, λi − 2). (All other components of µ are equal to those of
λ.)
Proof. Suppose that there exists µ such that E(λ) = E(µ) and λ 6= µ. When
we specialize q = t−2, we can identify E(λ) with the set of integers I(λ) :=
{j+2λj ; j = 1, · · · , n}. We separate I(λ) to odd and even parts: Define I1(λ) :=
{j + 2λj ; j = i, i ± 2, i ± 4, · · ·} and I2(λ) := I(λ)\I1(λ). Then, I1(λ) = I1(µ)
and I2(λ) = I2(µ).
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We consider the part I1(λ). Note that for p, s ∈ i+ 2Z,
λp − λs ≥ s− p if s− p ≥ 4, (21)
λp − λs > s− p if p 6= i and s− p ≥ 2, (22)
λi − λs > s− i if s− i ≥ 6, (23)
Suppose that there exists j1 ∈ i+2Z such that λj1 6= µj1 and fix the minimum
one. Then there exists j2 > j1 such that j1 +2λj1 = j2 +2µj2 , and there exists
j3 ≥ j1 such that j3 6= j2 and j2 + 2λj2 = j3 + 2µj3 . Inductively, we define
jα ≥ j1 such that jα 6= jα−1 and jα−1 + 2λjα−1 = jα + 2µjα for α ≥ 4. For j2
and j3, there are two cases: j2 < j3 or j2 > j3. We will show by induction that
j2 < j3 ⇒ j1 < j2 < j3 < j4 < · · ·. Hence the condition j2 < j3 contradicts the
finiteness of indexes.
Let α ≥ 4 and suppose that j1 < j2 < · · · < jα−1. To show jα−1 < jα, we
prove step by step j2 < jα, j3 < jα, · · · , jα−1 < jα. Fix β ≤ α − 2. If β ≥ 3,
suppose further that jβ−1 < jα. Then jα−1 − jβ−1 ≥ 4. Thus from (21),
µjβ − µjα = λjβ−1 − λjα−1 + (jβ−1 + jα − jβ − jα−1)/2
> (jα−1 − jβ−1) + jβ−1 − jα−1
= 0.
Hence jβ < jα. Inductively with respect to β, we have jα−2 < jα. If jα−1 −
jα−2 = 2, then since jα−2 < jα and jα−1 6= jα, we see jα−1 < jα. If jα−1 −
jα−2 ≥ 4, then from (21), the inequality µjα−1−µjα > 0 holds. Hence jα−1 < jα.
Next, we show that j1 = i and j2 − j1 = 2.
Assume that j1 6= i, then from (22), the inequality µj2 − µj3 > 0 holds.
Hence j2 < j3. This leads to the contradiction.
Assume that j1 = i and j2−j1 ≥ 6, then from (23), the inequality µj2−µj3 >
0 holds. Hence j2 < j3. This leads to the contradiction.
Assume that j1 = i and j2 − j1 = 4. If j3 > j1, then from (21), we see the
inequality µj2−µj3 > 0 holds. This leads to the contradiction. If j3 = j1, repeat
the above argument for the index set {i + 2Z}\{i, i + 4}. Since this set does
not contain the element i, we have λj = µj if j ∈ {i+ 2Z}\{i, i+ 4}. However,
µi − µi+2 = (λi+4 + 2)− λi+2 < 0. Hence it leads to the contradiction.
We have shown that j1 = i and j2 − j1 = 2. Since j2 > j3, we see j3 = j1.
As stated above, λj = µj holds for j ∈ {i+ 2Z}\{i, i+ 2}.
Therefore, we have (µi, µi+2) = (λi + 1, λi − 1) or (λi, λi).
For the part I2(λ), note that for p, s ∈ {i+ 1 + 2Z},
λp − λs > s− p if s− p ≥ 4, (24)
λp − λs > s− p if p 6= i+ 1 and s− p ≥ 2. (25)
One can show that (µi+1, µi+3) = (λi+1 − 1, λi+1 − 1) or (λi+1, λi+1 − 2).
Therefore, the only possiblility of the partition µ(6= λ) is
(µi, µi+1, µi+2, µi+3) = (λi + 1, λi − 1, λi − 1, λi − 1)
or (λi + 1, λi, λi − 1, λi − 2).
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3 Dimension of the space of polynomials Jn,d
In this section we give an upper estimate for dimC(t) Jn,d. In Section 4, we will
show the estimate is exact.
We denote by In the subspace of Λn consisting of the polynomials satisfying
(20), and by In,d its degree d component. Note that dimC(t) Jn,d ≤ dimC In,d.
In the dual language, the above condition (20) is equivalent to a quartic
relation for the abelian current e(x) =
∑
i≥0 eix
i. The relation is
e(x)2e(y)2 = 0. (26)
Let ri,j be the coefficients in e(x)
2e(y)2:
e(x)2e(y)2 =
∑
i,j
ri,jx
iyj. (27)
We denote by J∗ the ideal of R generated by {ri,j}, and set J
∗
n = J
∗ ∩Rn. For
r ∈ R we denote by r¯ the image of r in R/J∗.
Proposition 3.1. The image of the admissible monomials eλ of weight n spans
the quotient space Rn/J
∗
n.
Proof. We introduce an ordering of monomials. For eλ = e
a0
0 e
a1
1 e
a2
2 · · · and
eµ = e
b0
0 e
b1
1 e
b2
2 · · ·, we write eλ ≻ eµ if and only if eλ and eµ have the same
weight and degree, and a0 < b0 or a0 = b0, a1 < b1 or a0 = b0, a1 = b1, a2 < b2
or · · ·. We also write λ ≻ µ. This is equivalent to λn > µn or λn = µn and
λn−1 > µn−1 or · · ·. This ordering is just opposite to L
′
n in page 6 of [7].
Let m0 be a non-admissible monomial of weight 4. Suppose that m0 is of
the form ei1ei2ei3ei4 where 0 ≤ i2 − i1 ≤ 1, 0 ≤ i4 − i3 ≤ 1, and not of the form
e2l e
2
l+1. The relation r¯i1+i2,i3+i4 = 0 is written as
m¯0 =
∑
mk≺m0
ckm¯k (ck ∈ Q). (28)
Similarly, by using r¯2l+2,2l = 0 and r¯2l+1,2l+1 = 0, we have
e¯3l e¯l+2 =
∑
mk≺e¯3l e¯l+2
ckm¯k (ck ∈ Q), (29)
e¯2l e¯
2
l+1 =
∑
mk≺e¯3l e¯l+2
c′km¯k (c
′
k ∈ Q). (30)
Let eλ ∈ πn,d be a non-admissible monomial. Then there exists a non-admissible
monomial m0 of weight 4 such that eλ = m0m
′. By using the relations r¯i,j = 0,
m¯0 can be rewritten as a linear combination of m¯k where mk ≺ m0. Hence e¯λ
is written as follows:
e¯λ =
∑
λ′≺λ
cλ′ e¯λ′ (cλ′ ∈ Q) (31)
If eλ′ is still non-admissible for some λ
′, we can further rewrite e¯λ′ in R/J .
Since πn,d is a finite set, this procedure stops in finite times.
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From this proposition, we obtain an upper estimate for the dimension of
In,d:
dimC In,d ≤ ♯{λ ∈ πn,d;λ is admissible}. (32)
From this follows
dimC(t) Jn,d ≤ ♯{λ ∈ πn,d;λ is admissible}. (33)
4 Construction of symmetric polynomials in Jn,d
For a partition λ ∈ πn and x = (i, j) ∈ λ, we define
a(x) = λi − j, l(x) = λ
′
j − i, (34)
a′(x) = j − 1, l′(x) = i− 1, (35)
n(λ) =
∑
(i− 1)λi. (36)
Proposition 4.1. ([7], Chapter VI, (6.11′) and (6.6)) The specialization u0(Pλ)
is given by
u0(Pλ) = t
n(λ)
∏
x∈λ
1− tn−l
′(x)qa
′(x)
1− tl(x)+1qa(x)
. (37)
We have the symmetry relation
uµ(Pλ)
u0(Pλ)
=
uλ(Pµ)
u0(Pµ)
. (38)
We use the dominance ordering λ > µ for partitions λ, µ. We have
Lemma 4.2. If Pλ has a pole at t
2q = 1, then there exists σ < λ such that
E(σ) = E(λ) at t2q = 1.
From [9], we have the following proposition.
Proposition 4.3. ([9], (3.1)) For λ ∈ πn satisfying λi−λi+1 ≥ 2 (1 ≤ i ≤ n−
1), the Macdonald polynomial Pλ has no pole at t
2q = 1, and the specialization
Pλ|q=t−2 is divisible by
∏
1≤i<j≤n(xi − txj)(txi − xj).
Let f, g ∈ C[x1, . . . , xn] ⊗C C(q, t). In order to prove that f has no pole
at t2q = 1, it is sufficient to show (1 − t2q)f = 0 at t2q = 1. We take an
integer N such that the degree of g in each variable xi is less than N . In
order to prove that g = 0 at t2q = 1, it is sufficient to show that there exist n
subsets C1, . . . , Cn ⊂ C(q, t), where ♯(Ci) = N , which satisfy the following two
conditions:
For each i the specialization Ci|q=t−2 consists of distinct N points in C(t);
For all choices of ci ∈ Ci (1 ≤ i ≤ n), we have g(c1, · · · , cn) = 0 at t
2q = 1.
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Definition 4.4. Let N be an integer. A partition η ∈ πn is called thick if
ηi ≫ ηi+1 for each 1 ≤ i ≤ n− 1. If η is thick, a set of N
n partitions is defined
by
πη,N = {µ ∈ πn;µi = ηi + di for 1 ≤ i ≤ n where 0 ≤ di ≤ N − 1}.
For a thick partition η ∈ πn−2, we define
π′η,N = {µ ∈ πn;µ1 = µ2 = η1 + d1, µ3 = µ4 = η2 + d2, µi = ηi−2 + di−2
for 5 ≤ i ≤ n where 0 ≤ di ≤ N − 1}.
We choose an sufficiently large integer N and any thick partition η when we
use these sets of partitions. We do not bother to specify N and η.
Definition 4.5. For a ∈ C(q, t), we denote by ζ(a) ∈ Z the multiplicity of
factor 1− t2q in a. Namely, we have
a = (1− t2q)ζ(a)a′, (39)
where the factor a′ has neither pole nor zero at t2q = 1.
If a = u0(Pλ), using (37), we obtain
ζ(a) = ♯{x ∈ λ; (l′(x), a′(x)) = (n− 2l, l)} − ♯{x ∈ λ; (l(x), a(x)) = (2l − 1, l)}.
(40)
Lemma 4.6. (i) Let η ∈ πn be a thick partition. The Macdonald polynomial
Pµ has no pole at t
2q = 1 if µ ∈ πη,N . Moreover, we have ζ(u0(Pµ)) = [
n
2 ].
(ii) Let η ∈ πn−2 be a thick partition. The Macdonald polynomial Pµ has no
pole at t2q = 1 if µ ∈ π′η,N . Moreover, we have ζ(u0(Pµ)) = [
n
2 ]− 2.
Proof. Suppose that there exists σ ∈ πn such that E(σ) = E(µ) at t
2q = 1.
At t2q = 1, E(µ) = {tn−i−2µi}1≤i≤n. Therefore, the condition E(µ) = E(σ) is
equivalent to the equality of the exponents
{n− i− 2µi}1≤i≤n = {n− i− 2σi}1≤i≤n ∈ Z
n/Sn.
In the case (i), the integers µi are well-separated so that we have µi = σi for
all i. In the case (ii), we can separate the indices by parity, and obtain the
equalities {n − 2i − 2µ2i}i = {n − 2j − 2σ2j}j and {n − 2i + 1 − 2µ2i−1}i =
{n−2j+1−2σ2j−1}j. From this we see that µi = σi for all i. By using Lemma
4.2, we conclude Pµ has no pole in both cases.
We use (40) for the calculation of ζ(u0(Pµ)). In the case (i), there does
not exist x ∈ µ such that (l(x), a(x)) = (2l− 1, l). On the other hand, we have
(n−2l+1, l+1) ∈ µ for 1 ≤ l ≤ [n2 ]. Therefore, we have ζ(u0(Pµ)) = [
n
2 ]. In the
case (ii), for x = (1, µ1−1), (3, µ3−1) ∈ µ, we have (l(x), a(x)) = (1, 1). Except
for these two x’s, there does not exist x ∈ µ such that (l(x), a(x)) = (2l − 1, l).
On the other hand, we have (n − 2l + 1, l + 1) ∈ µ for 1 ≤ l ≤ [n2 ]. Therefore,
we have ζ(u0(Pµ)) = [
n
2 ]− 2.
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Now we are ready to prove Theorem 2.2.
Proof of Theorem 2.2. Since we have (33), it is enough to show that the modi-
fied polynomials P¯λ satisfy the condition (1).
Case A. Though we have already shown that P¯λ has no pole at t
2q = 1 in
Remark 2.3, we give an another proof here, which is applicable to Case B and
Case C.
For x = (i+ 1, λi+1 − 1) ∈ λ we have (l(x), a(x)) = (1, 1), and if λi > 2, for
x = (i, λi − 2) ∈ λ we have (l(x), a(x)) = (3, 2). Except for these two x’s, there
does not exist x ∈ λ such that (l(x), a(x)) = (2l − 1, l). On the other hand, we
have (n− 2l + 1, l + 1) ∈ λ for l = 1, 3 ≤ l ≤ [n2 ], and if λi > 2, (n− 3, 3) ∈ λ.
Therefore, we have ζ(u0(Pλ)) = [
n
2 ]− 2.
Let µ ∈ πη,N . where N is an sufficiently large integer, and η ∈ πn is a thick
partition. By Lemma 4.6, Pµ has no pole at t
2q = 1 and ζ(u0(Pµ)) = [
n
2 ]. From
the symmetry relation (38), we have
uµ(P¯λ) = u0(Pλ)
(
uµ(Pλ)
u0(Pλ)
−
uµ(Pν)
u0(Pν)
)
= u0(Pλ)
uλ(Pµ)− uν(Pµ)
u0(Pµ)
. (41)
Since µi−µi+1 ≥ 2, by Proposition 4.3, Pµ|q=t−2 is divisible by
∏
1≤i<j≤n(xi−
txj)(txi−xj). Therefore there exists fµ, gµ ∈ Λn⊗CC(q, t), Pµ(x) is written as
Pµ(x) = P
(1)
µ (x) + P
(2)
µ (x), (42)
where, P (1)µ (x) =
∏
1≤i<j≤n
(xi − txj)(txi − xj)fµ(x) (43)
and P (2)µ (x) = (t
2q − 1)gµ(x). (44)
Since λi = λi+1 = λi+2, we have uλ(xi − txi+1)|t2q=1 = 0 and uλ(xi+1 −
txi+2)|t2q=1 = 0. Hence ζ(uλ(P
(1)
µ )) ≥ 2. Similarly, we have ζ(uν(P
(1)
µ )) ≥ 2.
On the other hand, because {uλ(xi)}1≤i≤n = {uν(xi)}1≤i≤n at t
2q = 1, we see
ζ(uλ(P
(2)
µ )− uν(P
(2)
µ )) ≥ 2. Therefore, the equality (41) implies ζ(uµ(P¯λ)) ≥ 0
for all µ ∈ πη,N . This implies that P¯λ has no pole at t
2q = 1.
Now, take a thick partition η ∈ πn−2 and consider the set π
′
η,N . Let µ ∈ π
′
η,N .
By Lemma 4.6, Pµ has no pole at t
2q = 1 and ζ(u0(Pµ)) = [
n
2 ] − 2. Since
{uλ(xi)}1≤i≤n = {uν(xi)}1≤i≤n at t
2q = 1, we have ζ(uλ(Pµ) − uν(Pµ)) ≥ 1.
Therefore, the equality (41) implies ζ(uµ(P¯λ)) ≥ 1 for all µ ∈ π
′
η,N . This implies
that P¯λ = 0 at t
2q = 1.
Case B. For x = (i, λi−1) ∈ λ, we have (l(x), a(x)) = (1, 1), and if λi+1 > 1,
for x = (i+ 1, λi+1 − 1) ∈ λ, we have (l(x), a(x)) = (1, 1). Except for these two
x’s, there does not exist x ∈ λ such that (l(x), a(x)) = (2l − 1, l). On the other
hand, (n − 2l + 1, l + 1) ∈ λ for 2 ≤ l ≤ [n2 ], and if λi+1 > 1, (n − 1, 2) ∈ λ.
Therefore, we have ζ(u0(Pλ)) = [
n
2 ]− 2. The rest of the proof is similar to Case
A.
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Case C. Take a thick partition η ∈ πn. Let µ ∈ πη,N . By Lemma 4.6, Pµ
has no pole at t2q = 1, and ζ(u0(Pµ)) = [
n
2 ]. Using (38), we have
uµ(Pλ) =
uλ(Pµ)
u0(Pµ)
u0(Pλ). (45)
There are two cases:
(i) For all i, λi − λi+1 ≥ 2;
(ii) Otherwise
For (i), we have ζ(u0(Pλ)) = [
n
2 ]. Therefore, ζ(uµ(Pλ)) ≥ 0, and Pλ has no
pole at t2q = 1.
For (ii), fix the maximum number i0 such that λi0 −λi0+1 ≤ 1. If i0 = n− 1
and λn−1 ≤ 1, then (i0, λi0−1) /∈ λ and (n−1, 2) /∈ λ. Otherwise, (i0, λi0−1) ∈ λ
and (n− 1, 2) ∈ λ. In both cases, we have ζ(u0(Pλ)) = [
n
2 ]− 1. At t
2q = 1, we
have uλ(xi0 − txi0+1) = 0 if λi0 = λi0+1. Therefore, from Proposition 4.3, we
obtain ζ(uλ(Pµ)) ≥ 1. Therefore, ζ(uµ(Pλ)) ≥ 0, and Pλ has no pole at t
2q = 1.
Now, let η ∈ πn−2 be a thick partition, and µ ∈ π
′
η,N . By Lemma 4.6, Pµ
has no pole at t2q = 1, and ζ(u0(Pµ)) = [
n
2 ] − 2. We have already shown that
ζ(u0(Pλ)) ≥ [
n
2 ]− 1. Therefore, ζ(uµ(Pλ)) ≥ 1, and Pλ|q=t−2 satisfies the zero
condition (1).
5 Ideal In and Jack polynomials with θ = −
1
2
In this section we derive as a corollary of the previous results a linear basis in
the ideal In consisting of symmetric polynomials satisfying the zero condition
f(x, x, y, y, x5, · · · , xn) = 0, (46)
in terms of the Jack polynomials. Recall that the Jack polynomials are the
limiting cases of the Macdonald polynomials:
Pλ(x1, . . . , xn, θ) = lim
q→1
Pλ(x1, . . . , xn, q, q
θ). (47)
(see [7]). We are using here the parameter θ = α−1 which is inverse to the
parameter α from the Macdonald’s book [7]. Note that the Jack polynomials
are well defined for all partitions λ only for generic θ (more precisely if θ is not
a negative rational or zero), so the specialization θ = − 12 needs some caution.
Lemma 5.1. Consider a rational function of the form
u(q, t) =
f(q, t)∏
(1 − qktl)
,
where f is a polynomial. Suppose that this function is well defined when qt2 = 1
and there exists a limit
lim
q→1
u(q, qθ) = v(θ)
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for generic θ. Then the function v(θ) is rational, well-defined at θ = − 12 and
lim
q→1
u(q, q−1/2) = v(−1/2)
Proof. According to our assumptions u(q, t) is well defined at qt2 = 1, so we
may suppose that k − 1/2l 6= 0. Let us expand f(q, qθ) into power series using
the expansion
qθ = 1 + θr +
θ(θ − 1)
2
r2 + . . .
where r = q − 1 :
f(q, qθ) =
∞∑
i=0
ai(θ)r
i
where ai(θ) are polynomials. Let p be the number of factors in the denominator
of u. From our assumptions we have
a0 = a1 = . . . = ap−1 = 0
and
lim
q→1
u(q, qθ) =
ap∏
(k + θl)
,
which implies the lemma.
Now we can define the modified Jack polynomials P¯λ(x, θ) for the admissible
partitions of type A and B (for type C it is just usual Jack polynomial) by the
formula (15) with Pλ replaced by Pλ(x, θ) and u0(Pλ) by
lim
q→1
u0(Pλ(x, q, q
θ)) = Pλ(1, . . . , 1, θ) =
∏
s∈λ
(n− l′(s))θ + a′(s)
(l(s) + 1)θ + a(s)
. (48)
The last relation follows from the formula (37). We denote this quantity by
u0(Pλ(x, θ)).
Theorem 5.2. For any admissible diagram λ the modified Jack polynomial
P¯λ(x, θ) is well defined at θ = −1/2 and the specialization P¯λ(x, θ)|θ=−1/2 sat-
isfies the zero condition (46). The set of polynomials {P¯λ(x, θ)|θ=−1/2;λ ∈
πn is admissible} is a linear basis of the ideal In.
Proof. From the Theorem 2.2 and Lemma 5.1 we see that P¯λ(x, θ) are well
defined at θ = −1/2 and satisfy the condition (46). It is easy to check that
they are linearly independent. Now the theorem follows from the inequality
(32) .
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6 Ideal I∗n and interpolation Jack polynomials
Consider now the ideal I∗n of symmetric polynomials which satisfy the following
zero condition
f(x, x+ 1/2, y, y + 1/2, x5, · · · , xn) = 0. (49)
We will construct a basis of I∗n by using interpolation Jack polynomials special-
ized at θ = −1/2.
Let us assume first that θ is not negative rational or zero and denote by ρ(θ)
the following ordered set ((n− 1)θ, (n− 2)θ, . . . , θ, 0).
Definition 6.1. ([11, 12]) Let λ be a partition with λn+1 = 0. There exists a
unique symmetric polynomial P ∗(x, θ) such that
1) degP ∗λ (x, θ) ≤ |λ|
2) P ∗λ (µ+ ρ(θ), θ) = 0 if |µ| ≤ |λ|, µ 6= λ, µn+1 = 0
3) P ∗λ (λ+ ρ(θ), θ) =
∏
s∈λ(l(s)θ + a(s) + 1)
These polynomials are called interpolation Jack polynomials (cf. [13]).
Let us define now for admissible partitions of type A and B the modified
interpolation Jack polynomial P¯ ∗λ (x, θ) by the formula (15), where by defini-
tion u0(P
∗
λ (x, θ)) = u0(Pλ(x, θ)). For partitions of type C we have just usual
interpolation Jack polynomials.
Theorem 6.2. For any admissible partition the modified polynomial P¯ ∗λ (x, θ)
is well-defined at θ = −1/2 and the specialization P¯λ(x, θ)
∗|θ=−1/2 satisfies the
zero condition (49). The set of polynomials {P¯ ∗λ(x, θ)|θ=−1/2;λ ∈ πn is admissible}
is a basis of I∗n.
Proof. The zero condition (49) is equivalent to the following relation
f(µ+ ρ(−
1
2
)) = f(µ1 −
n− 1
2
, µ2 −
n− 2
2
, . . . , µn−1 −
1
2
, µn) = 0 (50)
for any non-admissible partition µ.
To prove the relation (50) for the modified interpolation Jack polynomials
we need the following variant of the Pieri formula:(
n∑
i=1
xi − |λ|
)
P¯ ∗λ (x, θ)|θ=−1/2 =
∑
τ
cλ,τ P¯
∗
τ (x, θ)|θ=−1/2, (51)
where λ is an admissible partition and the sum is taken over admissible τ such
that |τ | = |λ|+ 1.
To prove (51) note that for generic θ the both sets Pλ(x, θ) and P
∗
λ (x, θ) are
the bases in the algebra Λn of symmetric polynomials in x1, . . . , xn, so there
exists a linear isomorphism Ψθ : Λn → Λn such that
Ψθ(Pλ(x, θ)) = P
∗
λ (x, θ)
We will call it the dehomogeneization operator. Knop and Sahi in [11] found the
following explicit formula for this operator.
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Let us define difference operators E1, . . . , En from the following equality
1 + E1t+ . . .+ Ent
n =
∏
i<j
(xi − xj)
−1det
[
(xi + θ)
n−j + txn−j+1i Ti
]
,
where Ti is the shift operator:
(Tif)(x1, . . . , xi, . . . , xn) = f(x1, . . . , xi − 1, . . . , xn).
One can show that the operators E1, . . . , En commute with each other.
Let ψθ : Λn −→ C[E1, . . . , En] be a linear isomorphism, sending the k-th
elementary symmetric function into Ek, then
Ψθ(f) = ψθ(f)(1). (52)
(see [11]). Now we are ready to prove (51). Since In is an ideal we have(
n∑
i=1
xi
)
P¯λ(x, θ)|θ=−1/2 =
∑
τ
cλ,τ P¯τ (x, θ)|θ=−1/2, (53)
where λ is an admissible partition and the sum is taken over the admissible τ
such that |τ | = |λ| + 1. Now if we apply to both sides of (53) the dehomo-
geneization operator Ψ−1/2 and take into account the relation [11]
Ψθ
(
n∑
i=1
xif
)
=
(
n∑
i=1
xi − deg f
)
Ψθ(f)
(assuming that f is homogeneous) we get (51).
To prove the vanishing property (50) for the modified interpolation Jack
polynomials we first show that
P¯ ∗λ (µ+ ρ(−1/2), θ)|θ=−1/2 = 0 (54)
for any non-admissible µ such that |µ| ≤ |λ| .
Consider first the case A. If µ 6= ν this follows from the definition. If µ = ν
then we have
P¯ ∗λ (ν + ρ(θ), θ) = P
∗
λ (ν + ρ(θ), θ) −
u0(P
∗
λ (x, θ))
u0(P ∗ν (x, θ))
P ∗ν (ν + ρ(θ), θ) =
−
u0(P
∗
λ (x, θ))
u0(P ∗ν (x, θ))
P ∗ν (ν + ρ(θ), θ).
For f ∈ C(θ) we denote by ζ(f) ∈ Z the multiplicity of factor θ + 1/2 in f . It
is not difficult to verify that
ζ(u0(P
∗
λ (x, θ))) = ζ(u0(P
∗
ν (x, θ))) = [
n
2
]− 2 (55)
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and
ζ(P ∗ν (ν + ρ(θ), θ)) > 0. (56)
The formula (55) can be proved in the same way as before (see section 4).
To prove (56) let us note that from the property 3 in the Definition 6.1 it follows
that P ∗ν (ν+ρ(θ), θ) is a polynomial in θ which has a zero at θ = −1/2 whenever
the diagram of ν has a box s with (l(s), a(s)) = (2l, l− 1). Since for a partition
λ with λi = λi+1 = λi+2 = λi+3 + 2 the corresponding diagram ν has a box
s = (i + 1, νi+1) with l(s) = 2, a(s) = 0 this implies (56). This proves (54) in
the case A.
In the cases B and C the relation (54) follows from the definition of the
interpolation Jack polynomials.
Now we use the formula (51) and the induction in |µ| to prove that the
relation (54) is valid for all non-admissible µ. The theorem now follows.
7 Some corollaries and discussion.
In this section, first, we discuss the character (or the Hilbert-Poincare´ series)
for the ideal In
ch In :=
∞∑
d=0
(dim In,d)q
d
We denote the product
∏i
j=1(1− q
j) by (q)i. We have already constructed the
basis of In which is labeled by admissible partitions (Theorem 5.2). Let us count
admissible partitions λ. There are four different cases:
Case 1 For any i,
λi − λi+1 ≥ 2
In this case, the character of such partitions is given by
qn(n−1)
(q)n
. (57)
Case 2 There exists i such that
λi = λi+1 = λi+2,
λi−1 − λi ≥ 3 if i ≥ 2,
λj − λj+1 ≥ 2 if j ≤ i− 2 or j ≥ i+ 2.
The character of this case is
q(n−1)(n−3)
(q)n
n−3∑
i=0
q3i(1 − qn−2−i)(1 − qn−1−i). (58)
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Case 3 There exists i such that
λi = λi+1,
λi−1 − λi ≥ 1 if i ≥ 2,
λj − λj+1 ≥ 2 if j ≤ i− 2 or j ≥ i+ 1.
The character of this case is
q(n−2)
2
(q)n
n−2∑
i=0
q3i(1− qn−1−i). (59)
Case 4 There exists i such that
λi = λi+1 + 1,
λi−1 − λi ≥ 0 if i ≥ 2,
λj − λj+1 ≥ 2 if j ≤ i− 2 or j ≥ i+ 1.
The character of this case is
q(n−2)
2+1
(q)n
n−2∑
i=0
q3i(1− qn−1−i). (60)
Summing up these characters, we obtain
Theorem 7.1. The character for the ideal In is given by
ch In =
q(n−1)(n−3)
(q)1(q)n−3
+
q(n−2)(n−1)
(q)1(q)n−2
+
qn(n−1)
(q)n
. (61)
We give an interpretation of the expression (61). Define
F2 := {f ∈ Λn; f(x, x, y, y, x5, · · · , xn) = 0},
F :=
{
f ∈ Λn;
f(x, x, y, y, x5, · · · , xn) = 0 and
f(x, x, x, x4, · · · , xn) = 0
}
,
F1 := {f ∈ Λn; f(x, x, x3, · · · , xn) = 0}.
Note that F2 ⊃ F ⊃ F1. Then, we have injective maps:
F2/F ∋ f¯ 7→
n∏
i=4
(z − xi)
3
∏
4≤i<j≤n
(xi − xj)
2g(z, x4, · · · , xn)
where g ∈ C[z]⊗ C[x4, · · · , xn]
Sn−3 ,
F/F1 ∋ f¯ 7→
n∏
i=3
(z − xi)
2
∏
3≤i<j≤n
(xi − xj)
2h(z, x3, · · · , xn)
where h ∈ C[z]⊗ C[x3, · · · , xn]
Sn−2),
F1 ∋ f 7→
∏
1≤i<j≤n
(xi − xj)
2k(x1, · · · , xn)
where k ∈ C[x1, · · · , xn]
Sn).
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From injectivity of these maps, thier characters are estimated from above:
chF2/F ≤
q(n−1)(n−3)
(q)1(q)n−3
, chF/F1 ≤
q(n−2)(n−1)
(q)1(q)n−2
, chF1 ≤
qn(n−1)
(q)n
.
Theorem 7.1 imples that the equalities hold in the above. Namely, the above
mappings are, in fact, isomorphisms.
From algebraic point of view a more natural question is what are the alge-
braic generators of an ideal rather than what is its linear basis. As a corollary
of our results we see that the minimal degree of the generators in the ideal In is
M(n) = (n− 1)(n− 3) = n2 − 4n+ 3.
The corresponding generator is given by the Jack polynomial Pλ(x, θ) with
θ = − 12 and the partition λ = ((2n − 5), (2n − 7), . . . , 5, 3, 0, 0, 0), which has
the minimal weight |λ| among all the admissible partitions with n parts (if n is
larger than 3). It is easy to see that the polynomial
Q(x) = Symm
n∏
j=4
(x1 − xj)(x2 − xj)(x3 − xj)
n∏
k,l=4, k<l
(xk − xl)
2,
where Symm means symmetrization, belongs to the ideal In and has the degree
M(n), and thus must coincide up to a multiple with this Jack polynomial. For
n = 4 and n = 5 we have respectively M = 3 and M = 8 in agreement with
Cayley’s results [1] and with Magma calculations kindly performed for us by
Miles Reid: the total set of the degrees of the generators are
n = 4 3, 4, 5, 6, 7, 8, 9
n = 5 8, 9, 10, 11, 12, 13, 14, 15, 16, 17
n = 6 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27.
The computer calculations for larger n need substantially more time to perform,
so it is not easy to check if this very suggestive pattern holds for higher degrees.
But at least we see that the Cohen-Macaulay property in general is not satisfied.
One can consider a general question about coincident root loci related to
any partition µ of the degree of the polynomial n when we have the roots
of the multiplicities µ1, µ2, . . . , µk. Our problem corresponds to the partitions
(2, 2, 1, 1, . . . , 1) = (22, 1(n−4)). The results of the paper [6] suggest that we
should expect similar results for the partitions (pk, ql), kp + lq = n. A very
interesting question is what happens for other partitions.
For the ideals In(p) corresponding to the partitions (p, 1
n−p) (describing the
polynomials of degree n with a root of multiplicity at least p) a formula for the
Hilbert-Poincare` series was given by Feigin and Stoyanovsky in [8] and a linear
basis in terms of Jack polynomials was constructed in the paper [5]. A simple
analysis of the admissible diagrams from [5] leads to the following formula for
the minimal degree of the generators in the ideal In(p) :
M(n, p) = s(s− 1)(p− 1) + 2sr,
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where s is the result of the division of n by p − 1 and r is the corresponding
remainder: n = s(p − 1) + r. The corresponding generator is given by the
Jack polynomial Pλ(x, θ) with θ = −
1
p−1 and the partition λ = ((2s)
r, (2s −
2)p−1, (2s− 4)p−1, . . . , 2p−1, 0p−1).
The first non-trivial case p = 3 corresponds to the polynomials with a triple
root. In that case the minimal degree of the generators depends on the parity
of n and equals to the integer part of 12 (n − 1)
2. This is in a good agreement
with Magma calculation of the degrees of the generators for n ≤ 8 (calculations
for n bigger than 9 seem to take unreasonable computer time to complete):
n = 4 4, 6
n = 5 8, 9, 10, 10, 12
n = 6 12, 14, 15, 16, 18
n = 7 18, 19, 20, 20, 21, 21, 22, 22, 23, 24
n = 8 24, 26, 27, 28, 28, 29, 30, 30, 31, 32, 32, 33, 34
The best results about the algebraic generators for the partitions (p, 1n−p)
we are aware of belong to J. Weyman [2, 3]. In particular he proved that if p is
larger than the half of n the corresponding ideal is generated by the polynomials
of degree 4 (in the coefficients) and made a conjecture about the degrees of the
generators in general case. We should note that since we are using different
grading the comparison with these results is not straightforward.
It is clear that the relations between Sylvester-Cayley problem and the the-
ory of Jack and Macdonald polynomials with special values of the parameters
should be investigated further. In particular it would be interesting to under-
stand how the classical invariant theory is related to the representation theory
behind these polynomials.
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