• We investigate individual differences in artificial grammar learning during fMRI.
Introduction
The knowledge of a second language (L2) in today's globalised world seems more and more indispensable. High levels of proficiency in an L2 play an important role in many people's economic, social and private lives. No matter its importance however, language acquisition can be characterised by a great deal of variability in the rate, efficiency and ultimate success. Understanding the factors contributing to such variability can aid the efforts to describe the theoretical foundations of second language acquisition (SLA) and -from an applied point of view -in improving the outcomes of learning and instruction.
Like other high-level cognitive functions, language is governed by synchronized activity of distributed areas (cf. e.g. [1] [2] [3] [4] [5] [6] ). How different brain areas interact with each other, and what networks arise from those interactions is a question posed in more and more investigations into the neural architecture behind language processing and acquisition. Insights into the connectivity of the brain, both in terms of its structural (e.g. [7] [8] [9] [10] [11] [12] [13] ) and functional networks (e.g. [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] ), keep advancing our understanding of the neural foundations of human communication.
One powerful tool for exploring the connectivity of the brain is functional magnetic resonance imaging (fMRI). It offers a view on temporal correlations between the hemodynamic activity of different brain areas and can be used for visualising and quantifying functional connectivity patterns at rest or during cognitive tasks (cf. [22, [24] [25] [26] [27] [28] [29] ).
With this paper, we wanted to explore the functional connectivity patterns during initial phases of L2 acquisition and networks' characteristics responsible for successful acquisition of a new language: a theme that has recently attracted interest in other studies in the context of language acquisition, which we briefly review below.
Functional networks of the brain and individual differences in L2 acquisition
Functional networks associated with vocabulary learning in a new language were investigated by Veroude et al. [22] . Functional connectivity of brain regions involved in phonological processing was measured during rest, before and after exposure to a new language. The authors showed that the recorded connectivity patterns differ between 'good' and 'bad' learners determined on the basis of their performance on a word recognition task after the scanning. Before the exposure to a new language, stronger connectivity between two sets of regions: the left supplementary motor area and the left precentral gyrus, and between the left insula and the left rolandic operculum was observed for 'good' compared to 'bad' learners. The authors interpreted this stronger connectivity as representing "a favourable disposition for the processing of the unknown language input" (p. 25) . Furthermore, at the end of the task, good learners exhibited stronger functional connectivity between the left and right supramarginal gyrus, which was interpreted as an effect of exposure to the language itself and not a pre-existing difference between learners.
In a study investigating brain connectivity patterns in a group of Persian speakers learning new vocabulary in French, Ghazi Saidi et al. [18] , showed that network integration levels decreased as proficiency for L2 increased, thus reflecting more automatic processing of the L2. Furthermore, Yang et al. [23] recently investigated the development of brain networks as a function of short-term tonal L2 learning experience and reported functional connectivity results relating to successful acquisition of novel words. The successful learners in their study were identified on the basis of behavioural performance after the training, but due to their high accuracy on the sound discrimination task prior to training, they were hypothesized to be "well suited to learning a vocabulary in which lexical tones make up the critical information" (p. 45) . At the level of brain connectivity, the successful learners demonstrated more integrated networks both before and after the training: in comparison to the non-learners, their frontal-temporal network was stronger at the first time-point, whereas at the second, they could be characterized by strong global, as well as local connectivity, and automatic lexical processing of acquired word knowledge driven by the inferior parietal lobule.
Learning novel words is undeniably one of the most important building blocks of acquisition of a new language. The brain's functional connectivity underlying another crucial subcomponent of language learning, namely the acquisition of grammatical rules, was investigated by Antonenko et al. [17] and Dodel et al. [21] . In their study, Antonenko et al. [17] used an artificial grammar learning (AGL) task to explore the ability to extract grammatical rules from new material in healthy older adults and found an opposite relationship between AGL task performance and resting-state functional connectivity of left and right BA 44/45: lower performance was tied to stronger inter-hemispheric functional coupling. Processing of syntax in L2 by bilinguals was explored by Dodel et al. [21] who showed that regions associated with syntax and language production -left inferior frontal gyrus (IFG), putamen, insula, precentral gyrus, and the supplementary motor area -were more functionally connected in L2 than in L1. The strength of this functional connectivity was modulated by participants' syntactic proficiency: the functional connectivity network was less present in less proficient bilinguals.
With the present experiment, we aimed at concentrating on novel grammar learning, and capturing whole-brain functional connectivity correlates of the process of new syntax acquisition in its initial phase. Similarly to Antonenko et al. [17] , we employed an AGL paradigm in order to ensure that our data represent the neurobiology of syntax acquisition and processing, without the interference of semantics, phonology or pragmatics, and are not influenced by prior exposure (cf. e.g. [30] [31] [32] ). In particular, we chose a paradigm enabling an investigation into rule learning in real time, in which learning is simultaneous to the recording of fMRI data. The chosen artificial language BROCANTO [33] [34] [35] [36] [37] [38] [39] is based on a set of pronounceable pseudo words, combined in ways following rules found in many natural languages. The paradigm can thus be seen as a model for language learning, though a highly controlled one (see section 2.2 for a further description of the paradigm).
Language aptitude and language analytical ability
Next to investigating the functional connectivity patterns present during the acquisition of novel grammar, we wanted to explore more fully, what in previous language acquisition connectivity studies was interpreted as a "favourable disposition" [22] of L2 learners or being "well suited" to learn a particular aspect of an L2 [23] . Within the field of second language acquisition, a bulk of research has been dedicated to investigating pre-existing differences between learners, and L2 learning success has repeatedly been linked to the notion of language aptitude (cf. e.g. [40] [41] [42] ).
Language aptitude is defined as an individual, relatively immutable cognitive ability particular to language learning, which is a combination of skills that are fairly independent from each other. The multi-componential nature of language aptitude can be found in tests measuring it. For example, the LLAMA Language Aptitude Test (LLAMA) [43] , consists of four parts: (1) a vocabulary learning task, (2) a test of phonetic memory, (3) a test of sound-symbol correspondence and (4) a test of grammatical inferencing, being a measure of language analytical ability (LAA). LAA is relevant for pattern identification during SLA, which involves analysing and processing new linguistic input [44] . Arguably, LAA is Representation of the artificial grammar of BROCANTO and its possible sentences. The graph in the top panel summarises the grammatical rules according to which the sentences were created: the nodes specify word classes (N = noun ("gum", "trul"), v = verb ("pel", "prez"), M = adjective ("böke"), m = adverb ("rüfi"), d ("aaf") and D ("aak") = determiner), and the arrows represent possible transitions between nodes. The green elements form noun phrases, the blue ones verb phrases. A grammatical sentence is formed by a transition from beginning ([) to end (]), cf. [33] [34] [35] [36] [37] [38] [39] . The bottom panel lists all types of the sentences built according to the rules together with examples. On the left, three types of violations are exemplified. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) the most important of the language aptitude components for grammar learning: learners with high degrees of LAA are sensitive to the grammatical structure of new languages and are able to make linguistic generalisations easily. According to SLA research, LAA plays an important role in L2 acquisition in a variety of settings, such as immersion [45] , classroom [46] and lab [47] .
With our study, instead of defining successful learners posthoc, on the basis of their behavioural performance in the task at hand, we wanted to concentrate on neural substrates of the preexisting differences between learners, diagnosed prior to the task, by means of a standardised test instrument, and in this way explore the neural underpinnings of a "favourable disposition" (cf. [22] ) for novel grammar learning. We manipulated the language analytical abilities of our participants by recruiting them on the basis of the LLAMA sub-test measuring LAA. Two groups participated in the experiment: with high and average LAA.
Whole-brain functional connectivity approach
Functional connectivity of the brain -temporal correlations between the hemodynamic activity of different areas -can be investigated in various ways by means of fMRI. For example, the studies cited in section 1.1 above, resorted to an approach employing a set of pre-defined regions of interest (ROIs). Though such a method is undoubtedly informative as to the insights concerning the cooperation between the given brain areas, it also limits the observations to the regions examined. The goal of the current study was therefore to approach the connectivity question in a datadriven manner and look for the intrinsic organisation of the brain as different networks without a priori spatial constraints.
A method allowing for such an approach is the independent component analysis (ICA) of fMRI data. This data-driven technique allows for detection of structured spatiotemporal processes in neuroimaging data [48] by decomposing the data into a set of spatially independent activation maps (components) and their time courses. The components can reflect meaningful neuronal signal sources (i.e., networks), as well as noise or artefacts. The meaningful components are seen as a representation of interconnected networks of brain regions that co-activate when certain types of tasks or cognitive processes are being performed. Several well-established and highly reproducible [25] functional networks are typically reported in the functional neuroimaging literature, both in resting-state (see e.g. [24, 25, 28, 49] ) and task-related investigations (see e.g. [28, 50] ). They represent e.g. the default mode network (DMN) of the brain, motor processing, visual processing, cognition, perception, attention, and emotional processing (cf. [24, 28, 51, 52] ).
After extraction, components of interest are subject to identification and interpretation by the researcher and inter-individual differences within each component can be assessed statistically. For a detailed description of the applied ICA methodology, see section 2.4.3 below and e.g. Beckmann and Smith [24] , Beckmann et al. [48, 53] , and Veer [54] .
Hypotheses
The aim of this study was to examine the characteristics of networks present during the grammar learning process and their features representing pre-existing differences between learners. It remains to be noted that previous studies investigating language learning concentrated predominantly on predefined regions of interest and their (mutual) connectivity, thus not fully profiting from the wealth of information present in such data. We approached the question in a data-driven way, adopting an exploratory approach by investigating whole-brain functional connectivity during the process of learning.
Based on current functional connectivity literature, we expect that the spatiotemporal characteristics of grammar learning on the neural level can be distinguished by several substrates, both typical to the type of the received input, as well as representing the highly reproducible intrinsic organisation of the brain found in restingstate and task-related investigations. In terms of the differences between groups of learners chosen on the basis on their language analytical abilities, on the whole stronger functional connectivity patterns are expected in case of the highly skilled learners. In particular, we expect the syntax-related regions such as left IFG, putamen, insula, precentral gyrus, and the supplementary motor area to contribute more to the networks driven by the type of input in case of the highly skilled learners. Following from Antonenko et al.'s [17] study, we further expect bilateral contribution from the Broca's area and its contra-lateral homologue in case of the moderately skilled learners.
Materials and methods
Data for this experiment were collected together with data reported in [55] . The present study concentrated on functional connectivity fMRI data, not described elsewhere. Participants' demographic details and task details remain the same for both studies. For reasons of clarity they are shortly presented hereunder.
Participants
Two groups of participants (with high and average LAA) were determined by administering a language aptitude test, the Llama Language Aptitude Test (LLAMA) [43] , to a large group of participants (N = 307). On the basis of the test, forty-two healthy adults with no contra-indications for an MRI scan were chosen to take part in the MRI experiment.
There were 20 participants in the Average LAA group (16 female), 1 age 19-39 years (M = 23.60 years) and 22 participants in the High LAA group (16 female), age 19-43 years (M = 23.18 years). All participants were native speakers of Dutch, right-handed and had normal or corrected-to-normal vision.
The Medical Ethical Committee of the Leiden University Medical Centre (LUMC) (Leiden, the Netherlands) approved the protocol of the MRI experiment; behavioural testing was also conducted according to the Ethics Code of the Faculty of Humanities at Leiden University. Participants gave written informed consent prior to the experiment and were remunerated for their time.
Stimuli and design
The stimulus material was created on the basis of the artificial grammar of BROCANTO [33] [34] [35] [36] [37] [38] [39] , the schematic representation of which can be found in Fig. 1 . The AGL task was administered in the scanner and consisted of three blocks of learn and test phases. Six days after the fMRI experiment, participants performed a delayed transfer test. The stimulus material consisted of both grammatical and ungrammatical sentences. The grammatical ones were used in the learning phases of the experiment, the test phases and the transfer test contained both grammatical and ungrammatical sentences. The learning phases, during which the neuroimaging data reported in this paper were collected, consisted of forty grammatically correct sentences. The sentences were presented in a random order, for 8 s each, preceded by a fixation cross (3 s). Participants were instructed to discover the grammatical rules of the language by analysing the correct sentences in the learning phases, and to give a grammaticality judgment in the test phases. Visual feedback was provided for the grammaticality judgements.
For a further description of the version of BROCANTO used in this experiment and technical presentation details see [55] .
Data acquisition
Imaging data were acquired using a Philips 3T MR-system (Best, The Netherlands) located at the Leiden University Medical Centre (LUMC) equipped with a SENSE-32 channel head coil. Three fMRI sequences were acquired for every participant, each during the consecutive learning phase of the AGL task. We obtained echoplanar images (EPI) using a T2*-weighted gradient echo sequence 
Data analysis 2.4.1. Behavioural data
Based on the individual hit-and false-alarm rates, the responses on the AGL task for each participant were transformed into d' scores. Within the framework of Signal Detection Theory [56] d' scores are used to represent a measure of sensitivity that accounts for response bias. The d' scores were calculated by subtracting the normalised false-alarm rates from normalised hit rates (see Macmillan & Creelman [56] for details).
Following previous studies employing similar experimental designs [33] [34] [35] [36] [37] [38] [39] , the d' scores were then analysed with a repeated measures ANOVA (alpha level = 0.05) with group as a betweensubject factor (High LAA vs. Average LAA) and learning phase (first phase, second phase, last phase and transfer test) as a withinsubject factor. As imaging data from two subject had to be discarded due to technical reasons (see section 2.4.2 below), the behavioural data report on the same sample of 40 participants. The analysis was performed in SPSS version 22 [57] . Mauchley's test showed violations of sphericity against the factor phase, 2 (5) = 19.957, p < 0.01, therefore Greenhouse-Geisser correction for non-sphericity was used ( = 0.772).
Pre-processing of imaging data
Imaging data from one subject from the High LAA group were discarded from further analyses due to an artefact in one of the scans; another was rejected due to excessive motion.
The remaining forty data sets (from twenty participants in each group) acquired during the learning phases of the AGL task were processed using FSL software Version 5.0.7 (FMRIB's Software Library, www.fmrib.ox.ac.uk/fsl [58] ). FEAT (FMRI Expert Analysis Tool) Version 6.00 (www.fmrib.ox.ac.uk/fsl), implemented in MELODIC (Multivariate Exploratory Linear Decomposition into Independent Components) Version 3.14, was used for preprocessing. The following pre-statistics processing was applied: motion correction using MCFLIRT [59] , non-brain removal using BET [60] , spatial smoothing using a Gaussian kernel of FWHM 5 mm, grand-mean intensity normalisation of the entire 4D dataset by a single multiplicative factor, high-pass temporal filtering (Gaussianweighted least-squares straight line fitting, with sigma = 50.0s).
The functional images were registered to MNI-152 standard space (T1-standard brain averaged over 152 subjects; Montreal Neurological Institute, Montreal, QC, Canada) using a three-step registration from functional to high-resolution structural T2-image (rigid body, 6 • of freedom) to T1-image (rigid body, 6 • of freedom) to MNI-template (affine registration, 12 • of freedom). Registration was carried out using FLIRT [59, 61] .
Extraction of functional connectivity networks
Group ICA was carried out using multi-session Tensor-ICA [24] as implemented in MELODIC Version 3.14. Tensor-ICA allowed for a model-free fMRI analysis of the three AGL phases by means of a three-way data decomposition into independent components (ICs), representing signal or artefacts in the data in terms of time courses, spatial maps and session/subject modes (see Beckmann & Smith [53] for a detailed description of Tensor-ICA).
The following default ICA processing steps were applied: masking of non-brain voxels, voxel-wise de-meaning of the data and normalisation of the voxel-wise variance. Subsequently, the data set was projected into a 10-dimensional subspace using principal component analysis (PCA): in order to approximate earlier stud-ies [24, 28] , the dataset was decomposed into 10 sets of vectors, which describe signal variation across the temporal domain (timecourses), the session/subject domain and across the spatial domain (maps) by optimising for non-Gaussian spatial source distributions using a fixed-point iteration technique [62] . Estimated component maps were divided by the standard deviation of the residual noise and thresholded by fitting a mixture model to the histogram of intensity values [63] . Finally, a grey matter mask was used to mask out non-grey matter regions in each of the 10 obtained IC maps. FSL Cluster tool was subsequently used to define significant clusters comprising the ICs, with the threshold of Z > 2.3. Prior to the higher-level statistical analysis the ten IC maps were inspected visually in order to distinguish anatomically and functionally task-relevant networks. Four out the ten components were identified as artefacts resulting from head motion, fluctuations in cerebrospinal fluid, and physiological or scanner noise. Visual maps of the noise components are presented in the supplementary data. The first three visual maps all show activity at the edges of the brain, which is typical for motion and scanner drift artefacts. The fourth one, in addition to showing activity on the edges of the brain, depicts activation that is dispersed and does not form a coherent network from an anatomical point of view. One task-relevant IC map represented a visual processing network (see component (d) in Table 2 and Fig. 2) , not relevant for our research questions. In order to maximise the statistical power of the group comparisons, only five components of interest were included in the between-group analysis. 2 
Statistical analysis
Subject-specific versions of the spatial maps, and associated timeseries were created on the basis of the spatial maps from the group-average analysis in order to test for differences between the High and Average LAA groups in the identified components. We adopted a dual regression procedure [64, 65] which uses the network time-course in a temporal and spatial regression against individual fMRI data. First, each component was spatially masked with a binary representation of the group main effects image. Then, for each subject, the group-average set of spatial maps was regressed (as spatial regressors in a multiple regression) into the subject's 4D space-time dataset. This resulted in a set of subjectspecific timeseries, one per group-level spatial map. Subsequently, those timeseries were regressed (as temporal regressors, again in a multiple regression) into the same 4D dataset, resulting in a set of subject-specific spatial maps, one per group-level spatial map.
The resulting spatial maps represented a measure of the degree to which blood-oxygenation-level-dependent (BOLD) signal fluctuations in each voxel co-varied with each IC time series for each subject separately. In other words, each participant's spatial map for a given IC was seen as a voxelwise map of the strength of functional connectivity with that IC. The spatial maps were then used in voxelwise analysis to assess differences between the Average and the High LAA groups in connectivity strength within the identified ICs. FSL's Randomise tool, Version 2.9, was used to perform non-parametric permutation testing with 5000 permutations. The resulting contrast maps for each task-relevant independent component were thresholded with a threshold-free cluster enhancement approach (TFCE) [66] , a standard and conservative approach for correcting for multiple comparisons with regard to the number of voxels in the brain (at p < 0.05). Subsequently we corrected for the number of investigated components (using a Bonferroni correction).
Results

Behavioural data
The d' scores on the test phases of the AGL task in both High LAA and Average LAA groups increased over the course of the experiment, see Table 1 . A repeated-measures ANOVA showed a main effect of learning phase, F(2.316, 88.018) = 38.224, p < 0.001, p 2 = 0.501, and a significant effect of group, F(1, 38) = 14.318, p = 0.001, p 2 = 0.274. The High LAA group performed better than the Average LAA group, and there was a significant interaction between group and phase, F(2.316, 88.018) = 4.896, p < 0.01, p 2 = 0.114.
Functional connectivity networks involved in learning language rules
Six functionally relevant functional connectivity networks were found using the group Independent Components Analysis. A summary of the cluster peaks in each of the networks can be found in Table 2 ; Fig. 2 presents the results of the analysis overlaid on the MNI-152 standard brain. The final thresholded maps can be classified as follows:
(a) Task-positive/language network: containing seven clusters (peaks described in Table 2 ). These clusters were extending into the set of areas consistent with the task-positive network (cf.
[49]), with the addition of task-specific, i.e. language network activations. Moreover, the regions constituting this IC largely overlap with the set of areas described by Dodel et al. [21] as syntax-related. The areas found in the task-positive network are the superior and middle prefrontal cortices, paracingulate gyrus and ventrolateral prefrontal cortex [24] . Also involved in the task-positive network are the activated parietal structures (supramarginal and angular gyrus). The bilateral activation of caudate nuclei can be attributed to their role in learning and memory (cf. [67, 68] ), and to their role as a centre for language control (cf. [69] [70] [71] ). Furthermore, there was activity in the insula, which, having direct connections to Broca's area and other speech and language centres, is implicated in coordinating higher-order cognitive aspects of speech and language production [72] . Note that the activations in this network were mostly bilateral (see Fig. 2 ), with asymmetry to the left hemisphere. (b) Default-mode network: activity was found in the anterior and posterior cingulate gyrus, in the frontal pole, frontal orbital cortex, superior parietal and temporal region and in the hippocampus -areas described as belonging to the DMN [24, 25, [73] [74] [75] [76] . In addition, there was activation in the cerebellum, which in a number of resting-state functional connectivity studies was shown to participate in higher-order networks such as the DMN [77] [78] [79] [80] [81] . Also observed was the contribution of the subcallosal cortex. (c) Working memory network: activations were consistent with the working memory network as described by Owen, McMillan, Laird, & Bullmore [82] . These included: bilateral frontal pole and prefrontal cortex, cingulate gyrus, premotor cortex and posterior parietal cortex, including precuneus. Moreover, there was activity in the superior parietal lobule, which has been shown to be critically important for the manipulation of information in working memory [83] ; the supramarginal gyrus (here activated bilaterally), has been reported to be involved in verbal working memory [84] . Similarly, the bilateral activation of the thalamus can be related to its enhanced activation in verbal working memory tasks [82] . Additionally, the network comprised of the left temporal occipital fusiform cortex, the activation of which corresponded to the localization visual word form area (VWFA), shown to be involved in the recognition of words and letters from simple shape images [85, 86] . (d) Visual areas: including activations in the lateral occipital cortex and occipital pole. (e) Cerebellar network: cerebellum was found to interact with the right IFG and the basal ganglia structures, pallidum and putamen. This assembly of structures has been described as part of the procedural learning system by Ullman [87] (see also [88, 89] ). Also observed was activation of the thalamus, the right temporal pole and the left temporal fusiform gyrus. (f) Emotional network: activity was found in the subcortical structures of brainstem (including the inferior olivary nucleus and the red nucleus), amygdala and the left hippocampus; cortically, the right temporal pole, bilateral parietal operculum, anterior cingulate gyrus, right precentral gyrus, the left posterior middle temporal gyrus and the subcallosal cortex were activated. This pattern of functional connectivity largely overlaps with the regions together forming "the emotional brain" circuitry, dedicated to processing and regulating emotions [90, 91] .
Group differences
Five IC networks were subject to a between-group analysis: since no differences between the groups were expected in visual processing, the component (d) (see Table 2 and Fig. 2) was excluded from the analysis in order to maximise the statistical power of the group comparisons. All investigated networks were significantly represented in both Average and High LAA groups (mean connectivity maps per group, showing a significant representation of each IC in the two groups are presented in the supplementary materials). Between-group differences in the voxel-wise spatial distribution of the functional connectivity maps were revealed in four out of five ICs, which were subject to two-sample unpaired t-tests, corrected for multiple comparisons (at p < 0.05, TFCE-corrected) and for the number of investigated components, thus resulting in p < 0.01 (see Table 3 ).
In the first IC (the task-positive or language network), the Average LAA group displayed stronger functional connectivity in comparison with the High LAA in two clusters: (1) the right precentral gyrus bordering on pars opercularis in the IFG and (2) right occipital fusiform gyrus. The High LAA group displayed stronger connectivity within this network bilaterally, in two clusters adjacent to Broca's area and its right-hemisphere homologue: (1) left middle frontal gyrus, precentral gyrus and IFG, pars opercularis and (2) right IFG, pars opercularis and middle frontal gyrus (see Fig. 3a ).
Three clusters of activity were found to have a stronger contribution to the default-mode network for the Average as compared to the High LAA group. They were localised in (1) the posterior cingulate gyrus, (2) paracingulate gyrus and anterior cingulate gyrus and in the (3) right frontal pole and middle frontal gyrus (Fig. 3b) .
Central opercular cortex in the right hemisphere was found to have and increased functional connectivity for the High as compared to the Average LAA group in the third component (working memory network) (Fig. 3c) . Similarly, the High LAA group displayed increased connectivity in the emotional network component in two clusters: (1) the right amygdala and (2) mammillary body in the right hemisphere (Fig. 3d) .
Discussion and conclusions
In an effort to advance the understanding of brain function and organisation coupled with second language learning, the present study set out to describe brain connectivity patterns in a group of adults learning novel grammar. Furthermore, we aimed at identifying neural mechanisms underlying individual variability in language acquisition by investigating network characteristics responsible for high abilities in grammar learning (operationalized by means of pre-testing participants' language analytical abilities). We collected functional connectivity data simultaneous to the learners acquiring new grammar rules and applied a data-driven analysis, looking for whole-brain connectivity patterns during the process of learning. It was expected that several distinct networks would be found: pertaining to the type of received input as well as representing intrinsic organisation of the brain found in resting-state and task related investigations alike (see e.g. [24, 25, 28, 49, 92] ). We further investigated differences between two groups of participants recruited on the basis of their language analytical abilities and expected that the highly skilled learners would be characterised by stronger functional connectivity patterns, especially of syntax-related regions. Bilateral contribution from Broca's area and its right-hemisphere homologue were predicted for the moderately skilled learners.
By extracting and identifying six independent components in the collected fMRI data, we showed multiple processes being present during acquisition of novel grammar, thus providing insight into the intricate and multi-layered nature of learning new language rules. Indeed, we found networks reproducing earlier resting-state investigations, such as the task-positive and the default mode network, as well as correlated activations, which we assume were driven by the type of input received by the participants. Those included a working memory network, a set of co-activated visual areas, a cerebellar and an emotional network. In the following sections, we will discuss the possible significance of each of the identified networks for the grammar learning process, and the established markers of inter-individual learners' differences.
Task-positive/language network
The first of the extracted ICs, the task-positive or language network, comprised of regions related to language processing and could -typical for language-related activations -be distinguished by asymmetry from the left hemisphere. The component's map was consistent with the task-positive network (cf. [24, 49] ) and showed overlap with the set of regions described by Dodel et al. [21] as syntax-related, but also extended it. We noted more frontal activations, in the frontal pole and middle frontal gyrus, with the addition of activity in language areas in the parietal and temporal lobes and in the occipital lobe and cerebellum.
One of our hypotheses, formulated on the basis of Antonenko et al.'s [17] findings (see Sections 1.1 and 1.4 above), assumed bilateral contributions from Broca's area and its right-hemisphere homologue in case of the moderately skilled learners. The observed group differences in this component indicated increased involvement in the network from areas extending from the traditionally defined Broca's area to the more posterior structures of the lateral prefrontal cortex. In terms of lateralisation of these prefrontal contributions to the network, the observed results were opposite to the findings of Antonenko et al.'s [17] : bilateral contributions were observed only among participants with high analytical abilities. The Average LAA group in our study demonstrated stronger functional connectivity within this network from the right precentral gyrus bordering on pars opercularis in the IFG and the right occipital fusiform gyrus (see Fig. 3a ). One possible explanation for this discrepancy in lateralisation effects might be the fact that Antonenko et al. [17] investigated the ability to acquire grammatical rules among older adults, who previously have been shown to process information differently from young people: bilateral activations of the prefrontal cortex have been found on a number of tasks where young adults display unilateral activations [93] . Antonenko et al. [17] suggested that the explanation for the increased functional correlation between bilateral prefrontal areas in their study, lay in the a lack of inhibition between those functionally connected brain regions. Our data suggest, that among young adults the engagement of areas surrounding Broca's region and its right-hemisphere homologue to the network do not reflect a lack of predisposition to acquire novel grammar (which could be expected on the basis of Antonenko's study). Rather, the learning skills of the High LAA group were reflected in stronger contributions of both the left and the right frontal regions.
In terms of the exact localisation of the clusters in the prefrontal cortex, in the context of syntax processing, the areas immediately posterior to IFG have been previously established to be activated during phonological processing [32] , to reflect increased perceptual demands [94] , or to underlie general structural/sequential processing of input [95] . Indeed, they have also been shown to be involved in artificial grammar learning experiments [96] . They seem then to have a supporting role for the core syntactic areas localised in BA 44 [97] . Friederici [98] suggested further that in comparison with BA 44/45, the ventral premotor cortex regions are phylogenetically older, hence they are more likely to be involved in syntactic processing on a lower level (i.e. based on local probabilities vs. hierarchical structures). Since our participants were in an initial phase of processing the presented input syntactically, it seems understandable that the regions exhibiting increased connectivity within the task-positive network were not yet localised within the core area underlying syntactic processing. Note that the highly skilled participant, in comparison with the average, exhibited increased contributions from areas closer to the traditionally defined Broca's region. It might thus be the case, that one's analytical abilities determine the involvement of the prefrontal cortex during language learning: the closer to the core, the easier it might be to learn the new syntactic rules. On the other hand, what seems to underlie lower analytical abilities, is the engagement of areas typical to lower level processing (word recognition), as was observed among the Average LAA participants.
Another possible explanation for such differences in network engagement between the High and the Average LAA participants might be their utilising different strategies for the learning task. Previous research has pointed to rule-based and memory-based learning as two possible mechanisms underlying acquisition of novel grammar rules [37, [99] [100] [101] , with memory-based strategies being most prevalent in initial stages of learning [101] . In particular, the finding of stronger functional connectivity of the right occipital fusiform gyrus to the task positive network of the Average LAA group might suggest that one's analytical abilities play a role in determining the strategies employed and thus brain structures involved in novel grammar learning.
Default mode network
The default mode network was first discovered as a set of cortical areas increasing their activation levels during rest as opposed to performance of cognitive tasks [102] , cf. [76] , thus reflecting a default state of neuronal activity of the human brain [51, 73, 76, 103, 104] . Further investigations suggested the DMN to underpin internally-directed processes, such as internal attention [49] , integration of cognitive and emotional stimuli [74] , mind wandering [105] and representation of the world around us [103] . A network reproducing the set of regions traditionally described as belonging to the DMN was also observed in our data, with the contribution of the subcallosal cortex. Since the subcallosal cortex has been described as a part of motivation/drive circuit of the brain [106] , its contribution to the DMN derived from data acquired during a learning task, is not entirely surprising (see also the discussion on the emotional network in Section 4.6 below). One possible explanation for this finding is that our acquisition paradigm (data were collected simultaneously to the task, and not during rest) might cause a shift in the balance between the task-positive and default mode network (cf. [107] ), resulting in additional areas contributing to the DMN. However, considering the fact that the subcallosal cortex has previously been reported to contribute to the DMN uniquely in clinically depressed individuals [108] , its role in task-related functional connectivity merits further investigation.
When it comes to differences in the DMN between the High and Average LAA participants, we observed stronger contributions to the network for the Average as compared to the High LAA group. The difference was localised in three regions: the posterior cingulate gyrus, the paracingulate gyrus bordering on anterior cingulate and in a cluster in the right frontal pole and middle frontal gyrus (see Fig. 3b ). This finding of increased connectivity within the DMN only among the Average LAA participants, and in regions marking on-going execution of cognitive processes (cf. e.g. [82, 109] ), might point to the conclusion that intrinsic characteristics of one's DMN determine the predispositions to efficiently acquire novel languages. During a language learning task, the Average LAA participants engaged more neural resources for internally-directed processes, such as mind wandering, instead of utilising them for the resolution of cognitive operations demanded by the task.
Working memory network
The set of areas identified as the next component was consistent with the working memory network as described by Owen et al. [82] with the addition of activations in the superior parietal lobule, the supramarginal gyrus and the thalamus. All those areas show increased activity in cognitively demanding tasks, in particular verbal ones [82] [83] [84] . Working memory capacity, defined as the ability to build, maintain and update information [110] , is undeniably critical for a learning task in which rules have to be continuously discovered and revised (see e.g. [111] [112] [113] for additional support for the links between working memory and rule learning). Interestingly, besides the working memory activations we noted activity in the left temporo-occipital fusiform cortex, the localization of which corresponds to the visual word form area (cf. [85, 86] ). This collaboration between the fronto-parietal working memory system and the VWFA can be traced back to the type of input employed in the task: building, maintaining and updating the grammar rules driven by the fronto-parietal working memory system most likely proceeds on the basis of the recognition of letters and words driven by the VWFA.
Within the working memory IC, the central opercular/secondary somatosensory cortex in the right hemisphere was found to exhibit increased functional connectivity for the High as compared to the Average LAA group (see Fig. 3a ). The fact that the engagement of a network consistent with working memory related processes, differed as a function of pre-tested analytical abilities, does not come as a surprise. Language analytical abilities can be seen as domainspecific proxy for fluid intelligence (since the latter is defined as variation in general reasoning and the ability to solve novel problems, cf. [114] ) and the links between fluid intelligence and working memory are well established in the literature (e.g. [114] [115] [116] [117] ). Increased connectivity within this IC in the right central opercular/secondary somatosensory cortex can be seen as advantageous when it comes to determining one's abilities to acquire new languages, in particular since the role of the secondary somatosensory cortex has been described to consist of perception, integration and categorisation of incoming input [118] .
Visual areas
A network responsible for lower-level processes present during grammar learning comprised of areas specialised for visual processing. Since the stimulus material in our study was presented visually, the presence of a network including activations in the lateral occipital cortex and occipital pole seems clear to interpret. Moreover, the network reproduces findings from resting-state studies employing analytical approaches similar to ours (e.g. [24, 25, 28] ), where visual areas were consistently forming separate components identified by the analyses. Contrary to some investigations though, the ICA in our study produced one visual component map, whereas Beckmann et al. [24] , Damoiseaux et al. [25] and Smith et al. [28] , report two visual maps separating more lateral and more medial visual areas. The explanation for this difference may lie in our analysis employing a smaller number of pre-set components: ICA decompositions with higher numbers of components produce higher separation of the functional sub-networks [28] .
Cerebellar network
Cerebellar involvement in language functions is one of coordination and automatisation. For example, by means of the "cerebellar deficit framework", Nicolson et al. [119] explain dyslexia: such a deficit might cause problems with automatisation of learned skills (such as articulation and spelling) and result in impairments of reading and writing (see [89] for a review). Moreover, the cerebellum has important function for -among others -working memory during processing [120] and meta-linguistic and higher-level language abilities [121, 122] , cf. De Smet et al. [88] .
In our data, the cerebellar activations were coupled with a set of regions (right IFG and the basal ganglia structures, pallidum and putamen) previously put forward to form the procedural learning system [87] . Additionally, we observed activity in the thalamus, which is the node connecting the cerebellum to the cortex (cf. [88] ), and in the right temporal pole. Note that the structural connectivity of the temporal pole, as shown by tractography, suggests its role as a convergence centre, with important implications in language and multimodal semantic processing [123] . The contribution of the left temporal fusiform gyrus (involved in the recognition of written words, cf. [124, 125] can be related to the type of received input during the task (strings of written words). Taken together, the connectivity between the temporal pole and temporal fusiform gyrus might point to the process of assignment of semantic features to letter strings, which are then taken up by the procedural learning system in order to be processed as a grammar in a more holistic way.
No group differences were found in a comparison between High and Average LAA participants in this network. In other words, when it comes to coordination and automatisation processes, both groups exhibited brain activity of similar profiles, making the cerebellar involvement not being driven by the participants' language analytical abilities.
Emotional network
The last of the identified components comprised of areas corresponding to the regions together forming "the emotional brain" circuitry, dedicated to processing and regulating emotions [90, 91] . This finding is in accordance with the view that emotion and cognition, by means of strong interaction and integration, together contribute to behaviour [90] . Furthermore, the activations found within this network extended to such structures as the inferior olivary nucleus and the red nucleus, which (through their connectivity with the cerebellum via the climbing fibres system) play an important role in procedural learning (cf. [126] ).
In the context of language learning, the emotional circuits seem in particular crucial for the control of motivation and (intrinsic) reward mechanisms (cf. [127] ). The presence of an emotional network in our data could mean that acquisition of new grammatical rules in part relies on subcortical, emotional circuits. The group differences in this network were found for the High as compared to Average LAA participants. The learners with higher language analytical abilities showed stronger contributions within this network from the right amygdala and mammillary body in the right hemisphere (see Fig. 3d ). The amygdalar involvement during the task can be explained by its role in encoding and retrieving of emotionally significant information (e.g. [128] ). Furthermore, the amygdala seems to enable memory consolidation of emotionally salient information through its interactions with the hippocampus [54, 129] , which also contributed to the network in question. Mammillary bodies, and their projections to the anterior thalamus, are important for episodic memory [130] . Taken together, these increased contributions to the emotional network from the High LAA participants suggest that highly skilled learners might have associated more emotional valence with the material being learned. It might also be the case that the subcortical emotional brain circuitry of individuals with higher language abilities exhibits a more integrated organisation in the presence of a language learning task.
The interconnected brain during novel language rule learning
By investigating functional connectivity during a novel grammar-learning task by means of a data-driven, unbiased wholebrain approach, we found a set of networks bearing significant importance for such a process of learning. The collected data were decomposed into maps, each representing a separate putative cognitive process present during the task. We found both internally oriented (default mode network) activations next to externally, taskoriented ones. The information with which the participants were confronted had to be continuously manipulated and updated, by means of working memory. At the same time the learning process was coordinated by the cerebellum; all this in the presence of emotional activity, driving the will to learn.
Apart from decomposing the learning process into several cognitive sub-processes, we investigated differences between participants with varying degrees of language analytical abilities. The obtained results did not corroborate our first hypothesis, predicting bilateral contribution from Broca's area and its right-hemisphere homologue for the moderately skilled learners. Instead, we found contributions from areas adjacent to Broca's right-hemisphere homologue for both groups, stronger involvement from the right occipital fusiform gyrus in case of Average LAA participants and stronger contribution of the areas adjacent to left Broca's area in case of the High.
We further hypothesised that the highly skilled learners would be distinguished by stronger functional connectivity patterns, especially of syntax-related regions. Examination of the results of the between-group analyses lets us conclude that this hypothesis is confirmed: the majority of the results pointed to stronger connectivity within networks for High LAA participants. Average LAA participants exhibited stronger functional connectivity in the default mode network, which makes us believe that since DMN is normally deactivated during a task, the stronger connectivity of this network during a task is not advantageous for the demands of the task at hand. In sum, we demonstrated that in terms of functional connectivity, the engagement of brain's networks during grammar acquisition is coupled with one's language learning abilities.
Although informative as to the nature of distinct processes being present during acquisition of language-like rules, there are still open questions deriving from this research. For example, the matter of interactions and collaborations between different networks present during learning awaits further investigation. Although extracted as independent components, the networks are indeed connected to each other and by means of other methodological approaches, the interactions between them can be brought to light (cf. e.g. [28] ). Furthermore, it merits to be explored how other building blocks of language learning (such as acquisition of new vocabulary items (cf. e.g. [131] ) and inter-individual differences in rote learning memory) are represented at the neural level, employing the same or similar methodologies. Also, research should try to elucidate whether the connectivity strength within various networks, as found in our study, bears consequence for structural connectivity measures and other indexes of anatomical variability.
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