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SYMPLECTIC STRUCTURES RELATED WITH HIGHER ORDER
VARIATIONAL PROBLEMS
JERZY KIJOWSKI AND GIOVANNI MORENO
Abstract. In this paper we derive the symplectic framework for field theo-
ries defined by higher–order Lagrangians. The construction is based on the
symplectic reduction of suitable spaces of iterated jets.
The possibility of reducing a higher–order system of PDEs to a constrained
first–order one, the symplectic structures naturally arising in the dynamics of
a first–order Lagrangian theory, and the importance of the Poincaré–Cartan
form for variational problems, are all well–established facts. However, their
adequate combination corresponding to higher–order theories is missing in the
literature. Here we obtain a consistent and truly finite–dimensional canonical
formalism, as well as a higher–order version of the Poincaré–Cartan form.
In our exposition, the rigorous global proofs of the main results are always
accompanied by their local coordinate descriptions, indispensable to work out
practical examples.
Higher derivative field theory; fibre bundles; jet bundles; Lagrangian formal-
ism; canonical field theory; multi–symplectic geometry; constraints; iterated jets;
Poincaré–Cartan form. 53B50; 53C80; 70S05; 58A20; 35A99; 53D20; 53D05.
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1. Introduction
Symplectic geometry was born in Classical Mechanics as a framework to describe
its canonical structure, i.e., Poisson brackets, canonical transformations, Hamilton–
Jacobi theory, etc. It provides also the basic notions of Quantum Mechanics, ac-
cording to W. Heisenberg. Its geometric version, known as Geometric Quantization
Theory (see, e.g., [27]) is an important tool in the theory of group representations.
But also fields (e.g., electromagnetic or gravitational) have to be quantized.
For this purpose people usually replace the finite–dimensional symplectic space
of Cauchy data in Mechanics by its infinite–dimensional counterpart. This way, a
hyperbolic field theory can be viewed as an infinite dimensional Hamiltonian sys-
tem, together with its Poisson brackets, canonical transformations and even some
analog of the Hamilton–Jacobi theory (see Dedecker [4, 5, 6]). To describe the
invariance of its structure upon the choice of the Cauchy surface (initial–value–
surface) in space–time, the notion of a multi–symplectic geometry was introduced
by one of us (JK) (see, e.g., [16, 19]), which proved to be an effective tool. It was
later used in different contexts by many authors [13, 14].
All the “symplectic” results within the multi–symplectic approach are obtained
via “integration by parts”, where the surface integrals are assumed to vanish a
priori due to “appropriate fall-off conditions at infinity”. This makes the multi–
symplectic approach conceptually inadequate in those contexts, like, e.g., General
Relativity, where all the volume integrals, being gauge–dependent, have no physical
significance, and the only meaningful information is carried by the boundary inte-
grals, like the A.D.M. energy (cf. [17]). But also in special–relativistic field theories
boundary integrals play an important role: the field energy (Hamiltonian) within a
finite volume V cannot be uniquely defined unless we specify boundary conditions
on its boundary ∂V . Different Hamiltonians differ by a surface integral.
It turns out that all these drawbacks can be eliminated if we observe that the
entire multi–symplectic structure constitutes merely a particular aspect of a much
richer structure which is: 1) truly symplectic and 2) finite–dimensional. Some
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aspects of this structure were already noticed in [16] and [19], but the complete for-
mulation of the theory was given in [20]. The multi–symplectic aspect is completely
covered by the so called “canonical Poincaré–Cartan form” of the theory.
This symplectic theory was based on the observation that the space PIx of jets
of sections of the Hamiltonian field theory carries a canonical symplectic structure
at each space–time point x ∈M separately, whereas the jets of the solutions of the
field equations fill up its Lagrangian submanifold Dx ⊂ PIx . More precisely, systems
of (nonlinear) partial differential equations (PDE) on a base manifold M can be
always considered as a collectionD ⊂ JkP of “admissible jets” of sections of a certain
bundle P →M . In such a perspective, a section s of P satisfies the given PDE at a
point x ∈M if and only if jks(x) ∈ D. Our theory applies to a special class of PDEs,
where every fibre J1xP carries a natural (canonical) symplectic (or pre–symplectic)
structure and the dynamics Dx constitutes a Lagrangian (i.e., maximal, isotropic)
submanifold of the fibre. It is well–known that this class contains the (systems
of) Euler–Lagrange equations associated with a first–order variational principle
[20], but it also goes beyond the mere calculus of variations, encompassing cases
admitting multiple variational principles, none of them being more fundamental
than the other ones. For instance, in the theory of General Relativity, at least four
different variational approaches have been proposed [17, 18, 21], based on:
(1) the Hilbert Lagrangian, which depends upon the metric and its derivatives
up to the second order,
(2) the Einstein Lagrangian, which depends upon the metric and its first–order
derivatives,
(3) the Palatini Lagrangian, which depends upon both the metric and the con-
nection, treated a priori as independent variables, together with their first–
order derivatives,
(4) the “affine” Lagrangian, which depends upon the connection and its first–
order derivatives contained in the corresponding curvature tensor.
It turns out that the phase bundle of the theory remains the same, namely, the
tensor product of the bundle of metrics by the bundle of connections over the
space–time M , no matter which variational formulation is chosen. Passing from
one formulation to another, the role of positions and momenta is interchanged,
but the symplectic structure of the theory remains unchanged. This appears to
be a general rule: except for some simple and academic examples, the particular
variational principle used to derive the field equations plays no role: what counts are
the field equations, together with the underlying symplectic structure. In particular,
“adding a complete divergence” (even of an arbitrary high order) to the Lagrangian
does not change this structure. Even if at the beginning additional (artificial)
momenta arise, the resulting symplectic space is degenerate. We show in Section
4.8 that the quotient space with respect to this degeneracy is equal to the original
symplectic structure.
In the present paper we give a complete description of the symplectic struc-
tures related with higher–order Lagrangians. However, by an appropriate choice
of variables, any PDE system can always be reformulated as a first order system,
possibly with constraints. So, one may insist that the description given in [20] is
sufficient, since it only remains to handle appropriately those constraints. It should
be stressed, however, that these constraints are very special and no adequate sym-
plectic treatment has been proposed in the literature (on this concern, see also [30]
4 JERZY KIJOWSKI AND GIOVANNI MORENO
and references therein). Consequently, canonical formulation of higher order La-
grangian theory was never formulated in a consistent way. To our best knowledge,
the correct notion of the field energy and the construction of the Poincaré–Cartan
form, which is obtained here as a simple corollary, was never done for higher–order
variational problems.
1.1. Structure of the paper. In the preliminary Section 2 we briefly summarize
the well–known construction of the infinitesimal phase bundle PI for a first–order
variational problem, showing that it carries a canonical symplectic structure with
respect to which the Euler–Lagrange equations become the generating formulae for
a Lagrangian submanifold. Besides paving the way to the higher–order case, Section
2 will also serve the purpose of introducing and explaining the main notations and
conventions used throughout the whole paper. In Section 3 we briefly sketch the
role of constraints, both the momentum constraints and the Lagrangian constraints,
and show how to remove the irrelevant degrees of freedom of the theory via its
symplectic reduction. This “philosophy” is employed in Section 4, where a theory
with higher–order Lagrangian is treated as a first–order theory with Lagrangian
constraints. Such an approach simplifies considerably the theory and allows us to
go over the same steps presented in Section 2. At the end, however, an additional
symplectic reduction with respect to the degeneracy implied by the constraints is
necessary. Section 5 is entirely dedicated to the proof of the equivalence between
the infinitesimal phase bundle and, so to speak, the “space of vertical differentials
of Lagrangian densities”, which is the key result used in the preceding Sections
2 and 4. In Section 6 we go over the classical notion of Poincaré–Cartan form
for first–order Lagrangian field theories. In particular, we give a simple example
illustrating a misunderstanding concerning the invariance of the Poincaré–Cartan
form with respect to Galileian transformations in Mechanics, which has frequently
led to serious errors in papers dealing with canonical field theory. The ultimate
goal of Section 6 is the higher–order version of the Poincaré–Cartan theory. The
proof of the identification V J1 = J1V is carried out in the language of nonlinear
differential operators between fibre bundles (see Section 7.1). Being very technical,
it was moved to the Appendix. Finally, we add a handy list of symbols (see Section
7.5) to help the reader to keep track of the many objects involved.
We stress that, in order to perform important steps like, e.g., defining gravi-
tational energy or preparing general relativity theory for quantization, physicists
must rely on coordinate calculations. This is the reason why all the formal def-
initions and theorems presented here are complemented by a detailed coordinate
descriptions of the structures involved.
2. First–order variational problems: a remainder
Here, as everywhere else in the paper, M denotes the n–dimensional manifold
of independent variables (i.e., the space–time underlying the theory) and xµ are its
coordinates.
To deal with a first–order variational problem we need a configuration bundle,
i.e., a bundle pi : Q → M , whose fibre Qx at x ∈ M represents all possible values
of the fields at x. Fibre coordinates of Q are denoted by ϕK , K = 1, . . . , N , where
N denotes the number of dependent variables of the theory. In the next Sections
2.2, 2.3 and 2.4 we carry out a parallel construction to the one which leads to
TT ∗Q in Mechanics, proving, in Theorem 1, that the result is the same as “going
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the other way”, i.e., leading to T ∗TQ instead. Much as in Mechanics, the Euler–
Lagrange equations, together with the definition of the canonical momenta, will
take the shape of the generating formulae for a Lagrangian submanifold. It should
be stressed that, in spite of the evident parallelism with Mechanics, here all the
canonical forms are, by their nature, vector–density–valued.
2.1. Vector densities on M . Differential (n− 1)–forms on M are (smooth) sec-
tions of the bundle of (n− 1)–covectors on M , henceforth denoted by
(1) Λn−1M :=
n−1∧
(T ∗M) = T ∗M ∧ · · · ∧ T ∗M︸ ︷︷ ︸
n−1 times
.
Similarly, the bundle of volume forms (n–forms) on M is denoted by ΛnM . To
write down sections of Λn−1M and ΛnM in local coordinates, we use the following
symbols:
∂µ :=
∂
∂xµ
,
dnx := dx1 ∧ · · · ∧ dxn ,
∂µydnx = (−1)µdx1 ∧ · · · ∧ dxµ−1 ∧ dxµ+1 ∧ · · · ∧ dxn .(2)
So, modulo obvious considerations concerning orientation (internal versus external,
see, e.g., [3]), sections of (1) can be safely identified with vector densities on M ,
whereas sections of ΛnM will be refered to as scalar densities.
2.2. Phase bundle and canonical forms. The next step is to introduce the field
momenta at x ∈M . They are described by vector–density–valued covectors on Qx,
i.e., elements of the space
(3) Px := T ∗Qx ⊗R
n−1∧
T ∗xM .
The collection of all these spaces forms the bundle
(4) P := V ∗Q⊗Q
n−1∧
M ,
where VQ is the vertical bundle of Q: (VQ)q := TqQpi(q), for all q ∈ Q, and V ∗Q
is its dual. Indeed, in view of (1), the bundle P defined by (4) can be restricted to
the fibre Qx of Q over x, yielding Px := P|Qx .
Hence, P can be considered both as a bundle over Q (according to (4)) and as
a bundle over M (according to (3)). However, in the first case, it is linear, and
rankP = dimQ + dimM , whereas in the second case, it is, in general, nonlinear,
and rankP = 2 dimQ+ dimM .
Definition 1. The bundle P defined by (4) is called the phase bundle.
The basic tool of our construction is the notion of the vertical differential, which
is denoted by δ and corresponds to what is called the “variation” in the classical
calculus of variations (see, e.g., [12, 28]).
Definition 2. Given a bundle B overM , the vertical differential δ is the restriction
of the external derivative operator d, defined on the bundle manifold B, to each fibre
Bx separately, for all x ∈M .
6 JERZY KIJOWSKI AND GIOVANNI MORENO
When applied to a function f on B, the value of δf is, therefore, an element of the
space V ∗B. The notion of vertical derivative will be used for both the configuration
bundle pi : Q →M and the phase bundle P, and not only for the functions but also
for the differential forms living on these spaces.
In particular, the “vertical forms” δϕK provide a base of V ∗Q. Hence, using the
base elements (2) and the fibre coordinates ϕK of Q, the generic section p of P can
be written in coordinates as
p = pµKδϕ
K ⊗ ∂µydnx .
When it does not lead to any misunderstanding, we may skip the indexK, which la-
bels the unknown fields ϕK and the corresponding components pµK of the momenta,
so that the last expression reads
(5) p = pµδϕ⊗ ∂µydnx .
Recall that, by its definition (4), the phase bundle P is a bundle over the configura-
tion bundle, i.e., there is a projection Π : P → Q. So, any (vector–density–valued)
covector p on Q can be pulled back to P. This way we obtain a canonical (vector–
density–valued) one–form on P, defined by
θp := Π
∗p, p ∈ P .
In coordinates, θ can be written (with an obvious abuse of language) by the same
formula (5):
(6) θ = pµδϕ⊗ ∂µydnx .
(The obvious difference between these formulae is that δϕ denotes in (5) a covector
on Q, whereas in (6) it denotes its pull–back to P.) Its vertical differential
(7) ω := δθ = (δpµ ∧ δϕ)⊗ ∂µydnx
is the progenitor of the symplectic form we are trying to construct.
Remark 1. The form (7) is symplectic only when n − 1 = 0, i.e., when the basis
manifold is one–dimensional. This is the case of Mechanics, when M stands for the
time axis. In generic case there are n times more momenta pµK than configurations
ϕK and no symplectic structure arises at this stage.
Remark 2. Observe that the vector–density component “∂µydnx” of (6) behaves
as a constant under the action of the vertical differential δ. It is constant, indeed,
along every fibre Px.
2.3. Jet–extensions of the above structure. For the sections of the bundles
over M (like Q or P), as well as for the objects living on these sections, also
the so–called space–time differential “d” can be defined, which is nothing but the
first jet–extension of the exterior derivative in the space–time M . To define this
operator, we concentrate on the last factors of the forms (6) and (7) and treat them
as differential (n − 1)–forms on the space–time M , with the first factors playing
the role of coefficients. The space–time exterior derivative of these forms produces
n–forms. For this purpose the derivatives of the coefficients are necessary, and
this is why these n–forms do not live on the bundles Q and P, but on their first
jet–extensions. Hence, we introduce the infinitesimal configuration space
(8) QI := J1Q ,
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(first jet–extension of Q) and the first jet–extension
P˜I := J1P
of the bundle P over M . The latter has, at the moment, no specific name (for
reasons which will be obvious later). Of course, P˜I can also be treated as a bundle
over QI , where the projection is given by the first jet–extension j1(Π) of Π, i.e.,
j1(Π) : J1P → J1Q .
Remark 3. Any system (xµ, ϕK) of coordinates in Q gives rise to a system of
coordinates (xµ, ϕK , ϕK,µ) on QI , where we use the jet–adapted notation ϕK,µ :=
∂µϕ
K . Again, the index K labeling the field degrees of freedom can be safely
skipped in most formulae, which simplifies considerably our notation. Similarly,
the coordinates (xµ, ϕ, pµ) in P give rise to the coordinates (xµ, ϕ, pµ, ϕ,µ, pµ,ν) on
its first jet–extension P˜I , where pµ,ν := ∂νpµ. (Remember that every ϕ, together
with its jets, has an additional index K upstairs, whereas every p, together with
its jets, has an additional index K downstairs!) These coordinates are compatible
with the bundle projection, i.e., the projection j1(Π) form P˜I to QI consists in
simply forgetting the coordinates pµ and pµ,ν .
By acting on the (vector–density–valued) one–form (6), the space–time differen-
tial “d” produces a (scalar–density–valued) one–form on P˜I , which will be denoted
by
(9) θ˜I := dθ = ∂µ (pµδϕ)⊗ (dxµ ∧ ∂µydnx) = ∂µ (pµδϕ)⊗ dnx .
The same procedure, applied to the (vector–density–valued) two–form (7), yields a
(scalar–density–valued) two–form on P˜I , denoted by
(10)
ω˜I := dω = ∂µ (δpµ ∧ δϕ)⊗ (dxµ ∧ ∂µydnx) = (δpµ,µ ∧ δϕ+ δpµ ∧ δϕ,µ)⊗ dnx ,
where we use the jet–adapted notation ϕ,µ := ∂µϕ and pµ,ν := ∂νpµ, discussed in
Remark 3. Observe that ω˜I is a scalar–density–valued two–form on P˜I . Of course,
the vertical exterior derivative “δ” and the jet–extension “d” of the space–time
exterior derivative do commute, because they differentiate with respect to different
variables. For this reason, we have
(11) ω˜I = dω = dδθ = δdθ = δθ˜I .
2.4. The infinitesimal phase bundle. The pre–symplectic form ω˜I defined by
(10) is obviously degenerate: it does not depend upon all the jet coordinates pµ,ν ,
but only on their trace pµ,µ. The degeneracy distribution of ω˜I corresponds precisely
to the foliation of P˜I with respect to the following equivalence relation: two ele-
ments of P˜I are equivalent if and only if they have the same value of the coordinates
(xµ, ϕ, pµ, ϕ,µ, p
µ
,µ) (for an obvious coordinate–independent definition of this folia-
tion see [20]). Hence, the form ω˜I defines a non–degenerate (volume–form–valued)
two–form ωI on the quotient space
(12) PI := P˜
I
degeneracy of ω˜I
.
A convenient choice of local coordinates for PI requires the current
(13) j := pµ,µ .
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Indeed, we obtain a coordinate system on PI :
(14) PI ≡ {(xµ, ϕ, pµ, ϕ,µ, j)} .
In the coordinates (14), the non–degeneracy of the reduced two–form
(15) ωI = (δj ∧ δϕ+ δpµ ∧ δϕ,µ)⊗ dnx ,
becomes evident and, consequently, also the fact that the form ωI is symplectic.
More precisely, we obtain a family of symplectic structures, each one corresponding
to a specific choice of the volume element in M , which must be paired with the
last ingredient “dnx” of the form (15) in order to produce a number. Since all
these symplectic forms are proportional to each other, the notion of a Lagrangian
(i.e., maximal, isotropic) submanifold is common to all of them. Notice that the
degeneracy distribution of (10) can be projected on QI , so that PI inherits the
structure of a bundle over QI from P˜I . Obviously, PI is also a bundle over Q
and M (see diagram (16) below). We stress again that (15) is just a convenient
coordinate definition: the form ωI has the same intrinsic character as its precursor
ω.
Definition 3. The space PI defined by (12) is called the infinitesimal phase bun-
dle. The (scalar–density–valued) two–form ωI defined by (15) is its infinitesimal
symplectic structure.
(16) P˜I = J1P // //
$$
PI
~~
P
Π
$$
QI

Q
pi

M
Observe that also the one–form θ˜I defined by (9) is compatible with the degeneracy
distribution of ω˜I , so that it also descends to a one–form
(17) θI = (jδϕ+ pµδϕ,µ)⊗ dnx
on PI . Moreover,
(18) ωI = δθI .
The canonical approach to field theory is based on the following, fundamental
theorem:
Theorem 1. There is a canonical identification
(19) PI ∼= V ∗QI ⊗QI ΛnM
of linear bundles over QI .
Proof. Carried out in Section 5. 
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By the same reasons behind the equivalence of (4) and (3), the unique identifi-
cation (19) of linear bundles over QI can be seen as a family of identifications of
(usually nonlinear) bundles over QIx, namely
(20) PIx ∼= T ∗QIx ⊗R
n∧
T ∗xM , ∀x ∈M .
2.5. Euler–Lagrange equations as a Lagrangian submanifold. In the present
framework, a Lagrangian density
(21) L = L dnx
is treated as a (scalar–density–valued) zero–form on the infinitesimal configuration
bundle QI . Its vertical differential becomes a (scalar–density–valued) covector on
QI :
(22) δL ∈ V ∗QI ⊗QI ΛnM .
For every space–time point x ∈ M , the collection of all these covectors (i.e., the
graph of δLx) is a sumbanifold Dx of the infinitesimal phase bundle (20).
In accordance with our point of view on PDEs, the submanifold D can be treated
as “the equation” generated by L, i.e., the space of “admissible jets” of sections of
the phase bundle P. More precisely, we say that a section s of the phase bundle
satisfies our PDE if and only if the equivalence class [j1(s)] of its first jet j1(s)
belongs to D. With an obvious abuse of language, we shall write j1(s) ∈ D.
Corollary 1. For any x ∈M , the submanifold
(23) Dx := graph(δLx) ⊂ PIx
is Lagrangian with respect to ωIx and, as a PDE, it is equivalent to the Euler–
Lagrange equations associated with L, together with a definition of the corresponding
canonical momenta.
Proof. By the very definition (23) of D, the equality
(24) δL = θI ∣∣D ,
which is referred to as the generating formula for D, is satisfied on the submanifold
D, so that (18) implies ωI ∣∣D = δ θI ∣∣ = δδL ≡ 0, i.e., D is Lagrangian.
When writing equation (24) in local coordinates, we can skip the volume form
dnx, which is present in both (21) and (17). This way we obtain
(25) δL(ϕ,ϕ,µ) = jδϕ+ pµδϕ,µ .
This is equivalent to the first–order PDE
pµ =
∂L
∂ϕ,µ
,(26)
j = ∂µp
µ =
∂L
∂ϕ
,(27)
which, in turn, is equivalent to the (second–order) Euler–Lagrange equations. In-
deed, treating (26) as the definition of the “auxiliary variables”, namely the canonical
momenta pµ, and plugging them into (27), we obtain the Euler–Lagrange system.

10 JERZY KIJOWSKI AND GIOVANNI MORENO
Remark 4. The following terminology, taken from the control theory, simplifies
considerably the description of various physical phenomena in terms of symplec-
tic geometry. Namely, let P be the symplectic space describing a physical sys-
tem. Whenever P is represented as the co–tangent bundle of a certain manifold
Q, i.e., P = T ∗Q, we call this representation a “control mode”. In this perspec-
tive, coordinates qi on Q become the “control parameters” and the corresponding
momenta pi the “response parameters”. The condition imposed on the admissible
states of the system, i.e., (qi, pi) ∈ D ⊂ P , where D is a Lagrangian submanifold
D ⊂ P , captures the physical laws governing the system. It is often interpreted as
a condition imposed on the momenta when the positions are given. We call it “a
control–response relation”. Hence, we may say that the Euler–Lagrande equations
(24) provide a control–response relation in the “Lagrangian” control mode (20).
3. Expansion and reduction
It may happen that, when constructing a mathematical model of a given physical
phenomenon, we take into account an additional field variable, say ψ, which later
may prove itself to be irrelevant. At the beginning, we just add the new degree
of freedom ϕN+1 := ψ to the previous N fields ϕK ’s. Consequently, the new
momentum pµN+1 =: r
µ, canonically conjugate to ϕN+1, and the new current i := rµµ
arise. Doing so, the phase bundle gets new dimensions, the canonical symplectic
form (15) acquires new terms and the field equations (25) (or, equivalently, (26)–
(27)) are supplemented by new ones:
rµ =
∂L
∂ϕ,µ
,(28)
i = ∂µr
µ =
∂L
∂ϕ
.(29)
Suppose now that the Lagrangian of the theory does not depend upon the values of
the new variables. This means that they are irrelevant for the phenomenon we are
modelling. In such a case the right–hand sides of (28)–(29) vanish identically. This
fact can be treated as the manifestation of the additional constraints rµ ≡ 0 and
i ≡ 0. But, when restricted to the subspace of points satisfying the constraints, the
symplectic form is no longer non–degenerate. So, removing the irrelevant variables
requires a symplectic reduction with respect to the degeneracy of the symplectic
form. This means that we identify the states which differ by the values of the
irrelevant variables only. The quotient space is isomorphic with the previous phase
space PI .
Such a scheme is quite general. Constraints imposed on the phase space can
introduce a degeneracy of the symplectic form ωI . The leaves of this degeneracy
describe the “irrelevant degrees of freedom”, which are often called “gauge degrees
of freedom”. We can remove the degeneracy if we pass to the quotient space with
respect to this gauge. The resulting quotient space is parametrized by the “gauge
invariants”, i.e., by the quantities which do not depend upon the gauges. The
resulting symplectic form is non–degenerate. These techniques have already been
used in (12) to remove the degeneracy of the form (11).
If the constraints apply to the momenta pµ and j (“momentum constraints”),
the corresponding gauge applies to the configurations ϕ and ϕ,µ, like in the trivial
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example above. Of course, the gauge can be highly non–trivial if the constraints
are non–linear.
But the opposite situation, namely when the constraints imposed on the con-
figurations imply gauge in momenta, often happens. We call such constraints the
“Lagrangian constraints”. Suppose, therefore, that the admissible configurations of
the theory are subject to the constraint equations
(30) Ca(ϕ,ϕ,µ) = 0 , a = 1, . . . , k .
We assume that these constraints are regular, i.e., that the k equations (30) define a
submanifold of codimension k, and denote by C ⊂ QI this “constraint submanifold”,
i.e., the collection of points satisfying these equations. If the Lagrangian density
L is defined on the constraint sumbanifold C only, then equation (25) is, a priori,
meaningless, because the differential δL is not defined. More precisely, it is not
uniquely defined, because we can use any extension L˜ to a neighborhood of C,
of the function L, and take its differential δL˜ as a representative of δL. This
representation is, of course, not unique.
There is a strategy to simplify the generating formula (25) as much as possible,
in such a way that all the formulae look the same in both in the constrained case
and in the constraint–free case. It consists in defining the differential δL as the
collection of all possible covectors δL˜ obtained in this way. In other words, δL is
not a single (scalar–density–valued) covector on QIx, but rather the collection of
all the covectors on QI which agree with the differential of L on the constraints
submanifold C. Choosing a particular extension L˜ of L, this collection can be
described as
(31) δL := {δL˜+ λaδCa} ,
where the “Lagrange multipliers” λa assume all possible values. Formula (31) shows
that δLx is not just a single covector on QI , but rather a k–parametric family of
them. This means that the graph of δL has again the dimensionality of QI : it is a
sub–bundle of P, whose basis C has co–dimension k and whose fibres have dimension
k. It is easy to see that, like in Corollary 1, the submanifold Dx := graph(δLx) is
again a Lagrangian submanifold of Px and, as a PDE, it is equivalent to the Euler–
Lagrange equations associated with L and the constraints (30), together with a
“definition of the corresponding canonical momenta”. Actually, the momenta are
not uniquely defined in this case, but only up to a “gauge” described by (31).
Such a definition of δL highly simplifies the notation. Indeed, field equations for
a theory with Lagrangian constraints can again be written as (24) or, in coordinates,
as (25). The response parameters on the right–hand side of (26) and (27) are not
given uniquely, but constitute a family given by
pµ =
∂L˜
∂ϕ,µ
+ λa
∂Ca
∂ϕ,µ
,(32)
j = ∂µp
µ =
∂L˜
∂ϕ
+ λa
∂Ca
∂ϕ
,(33)
where L˜ is any restriction of L to a neighbourhood of the constraint submanifold
C. Our definition of δL allows us to replace the last two formulae by (25).
Being perfectly legal, the above formulation of a theory with Lagrangian con-
straints can be further simplified by removing the “irrelevant degrees of freedom”.
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This redundancy is described not only by the entire class of jets possessing the
same value of the trace j = ∂µpµ, like in the unconstrained case, but also by the
Lagrange multipliers λa. This alternative formulation of the theory consists in re-
stricting the infinitesimal phase space bundle PI to the submanifold PIC composed
of those fibres which satisfy the constraints. The symplectic form ωI , restricted to
C, gives the form ωIC , which is degenerate. The degeneracy foliation of ωIC contains
not only the complete degeneracy leaves of (12), but also the “gauge leaves” given
by (31). The symplectic reduction consists in passing to the quotient space, where
two states of the field are declared to be equivalent if they belong to the same leaf
of the foliation. This means that two covectors on QI are equivalent if and only if
they define the same (scalar–density–valued) covector on C ⊂ QI . As a result we
obtain the reduced infinitesimal phase space
(34) PIreduced :=
PIC
degeneracy of ωIC
.
The above symplectic reduction plays role of the ultimate Ockham’s Razor in our
construction. Even if we begin our construction with too many parameters, the
razor finally reduces it to the optimal shape.
Theorem 2. There is a canonical identification
(35) PIreduced ∼= (V ∗C)⊗C ΛnM
of linear bundles over C.
Proof. Follows from Corollary 4 (see Section 5.2 later on). 
4. Higher order variational problems
Our construction of the symplectic framework for the calculus of variations,
presented in Section 2, was based on the following four steps.
(1) We first define the phase bundle P of “vector–density–valued” covectors on
the fibres of the configuration bundle Q. There are canonical forms ω and
θ living on it (see Section 2.2).
(2) We take the first jet–extension P˜I of P, together with the jet–extension
(“space–time derivatives”) ω˜I and θ˜I of the canonical forms (see Section
2.3).
(3) We observe that the canonical two–form ω˜I is degenerate and we define
PI as the symplectic reduction of P˜I with respect to this degeneracy (see
Section 2.4).
(4) We notice that the collection of all the jets satisfying the Euler–Lagrange
equations for a given Lagrangian L corresponds to a Lagrangian submani-
fold D of the infinitesimal phase bundle PI . This correspondence is accom-
plished via the generating equation δL = θ|D (see Corollary 1).
Its extension to higher–order Lagrangians can be constructed in many equivalent
ways. The “royal road” which we use here consists in treating a kth order variational
problem as a first–order problem with Lagrangian constraints:
(36) JkΦ ⊂ J1(Jk−1Φ) .
This means that we first treat the space Jk−1Φ of k − 1st jets of a given bundle Φ
as the configuration bundle. The construction goes along the lines sketched above,
but the final symplectic reduction with respect to the constraints (36) is necessary.
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4.1. The configuration space. The space–time M and its coordinates are the
same as before. On the other hand, the role of Q is played now by the k − 1st
jet–extension
(37) Q := Jk−1Φ
of a fibre bundle pi : Φ −→ M . The sections of Φ are the fields of the theory,
and Φx is the space of all possible values of the fields at the point x ∈ M . As
before, we can skip the index K labelling the fields and write (xµ, ϕ) as coordinates
on Φ, instead of (xµ, ϕK). Such an abuse of notation will simplify our job. The
procedure to recover the correct version of the formulae which follow is simple:
every ϕ acquires an extra index K upstairs, whereas every dual object (momenta
and currents) acquires an extra index K downstairs.
Accordingly, coordinates on Q are denoted by
(38) (xµ, ϕ, ϕµ, ϕµ1µ2 , . . . , ϕµ1...µk−1) ,
where every coordinate ϕµ1...µi is symmetric a priori. Equivalently, we can use the
multi–index notation
(39) (xµ, ϕµ) ,
where µ = (µ1, µ2, . . . , µn) is a multi–index. Its component µi ∈ N, 1 ≤ i ≤ n, tells
us “how many derivatives of ϕ has been taken in the direction of the variable xi on
M”. If |µ| denotes the length of the multi–index, we have 0 ≤ |µ| ≤ (k − 1).
Now we can use the space Q as the starting point for the construction described
in Section 2. Beware that, doing so, all the fibre coordinates (39) will play the
role of independent field variables, so that, at the appropriate moment (Section 4.4
below), the additional relation (called holonomy constraint) must be imposed, to
force the ϕµ’s to be the true derivatives of ϕ.
4.2. Phase bundle and canonical forms on it. The phase bundle P of the
higher order theory is constructed in analogy with (3):
(40) Px := T ∗Qx ⊗R
n−1∧
T ∗xM, ∀x ∈M .
A typical element of P reads
(41) p =
(
pλδϕ+ pµλδϕµ + · · ·+ pµ1...µk−1λδϕµ1...µk−1
)⊗ ∂λydnx ,
where, for every 0 ≤ l ≤ (k − 1), the coefficients pµ1...µlλ are a priori symmetric
with respect to the indices (µ1 . . . µl), viz.
(42) pµ1...µlλ = p(µ1...µl)λ ,
but no symmetry of the momenta pµ1...µlλ with respect to the last index λ is
assumed.
We shall also need the sub–bundle S ⊂ P consisting of totally symmetric mo-
menta, i.e.,
(43) pµ1...µlλ = p(µ1...µlλ) ,
whose intrinsic definition is put off in the Appendix 7.2. At this point we only men-
tion that the momenta will always be applied to holonomic jets and, consequently,
the non–symmetric part of the momentum will play role of a gauge parameter. For
reason which will be clear in the sequel, it is useful to develop in parallel both
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versions of the theory: the non–symmetric one, based on the bundle P and the
symmetric one, based on its sub–bundle S.
In the multi–index notation, the element (41) can be written as
(44) p =
∑
|µ|≤(k−1)
pµλδϕµ ⊗ ∂λydnx ,
where the summation runs over all multi–indices and over all λ’s. Observe that the
correspondence between the multi–index µ = (µ1, µ2, . . . , µn) and the correspond-
ing index (µ1, . . . , µl) implies:
pµλ = l! · pµ1...µlλ ,
because, due to the symmetry, every term of the sum (44) represents l! identical
terms of the sum (41). So far, besides an inevitable proliferation of indices, no
critical differences with respect to the first–order case have yet been met. Also the
definition of the canonical forms
θ =
(
pλδϕ+ pµλδϕµ + · · ·+ pµ1...µk−1λδϕµ1...µk−1
)⊗ ∂λydnx,
ω = δθ =
(
δpλ ∧ δϕ+ δpµλ ∧ δϕµ + · · ·+ δpµ1...µk−1λ ∧ δϕµ1...µk−1
)⊗ ∂λydnx ,
is formally analogous to (6) and (7), reading, in multi–index notation, respectively,
θ =
∑
|µ|≤(k−1)
pµλδϕµ ⊗ ∂λydnx ,
ω = δθ =
∑
|µ|≤(k−1)
δpµλ ∧ δϕµ ⊗ ∂λydnx .
4.3. Jet–extension of the phase bundle. Much as in Section 2.3, we produce
now an “oversized” infinitesimal phase bundle, which later will be shrunk to appro-
priate proportions. The key difference with the first–order case is that the shrinking
will be performed in two, conceptually separated, steps. This is the reason why the
first–jet extension ˜˜PI := J1P
of the bundle P −→M is decorated with a double tilde. In the symmetric version
of the theory we put: ˜˜SI := J1S .
According, we shall have the “double tilde” versions of the forms (9) and (10):˜˜
θ
I
:= dθ = ∂λ
(
pλδϕ+ pµλδϕµ + · · ·+ pµ1...µk−1λδϕµ1...µk−1
)⊗ dnx
=
(
pλ,λδϕ+ p
λδϕ,λ + p
µλ
,λδϕµ + p
µλδϕµ,λ
+ p
µ1...µk−1λ
,λδϕµ1...µk−1 + p
µ1...µk−1λδϕµ1...µk−1,λ
)
⊗ dnx ,
and ˜˜ωI := dω = dδθ = δdθ = δθ˜I
=
(
δpλ,λ ∧ δϕ+ δpλ ∧ δϕ,λ + δpµλ,λ ∧ δϕµ + δpµλ ∧ δϕµ,λ
+ δp
µ1...µk−1λ
,λ ∧ δϕµ1...µk−1 + δpµ1...µk−1λ ∧ δϕµ1...µk−1,λ
)
⊗ dnx .
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In multi–index notation, above forms become, respectively,
˜˜
θ
I
= ∂λ
 ∑
|µ|≤(k−1)
pµλδϕµ
⊗ dnx(45)
=
∑
|µ|≤(k−1)
(
pµλδϕµ,λ + p
µλ
,λδϕµ
)
⊗ dnx ,(46)
and ˜˜ωI = ∑
|µ|≤(k−1)
(
δpµλ ∧ δϕµ,λ + δpµλ,λ ∧ δϕµ
)
⊗ dnx .
Much as P˜I was a bundle over the “infinitesimal configuration bundle” QI in the
first–order case (see Remark 3 above), the space ˜˜PI is now a bundle over
(47) Q˜I = J1Q = J1(Jk−1Φ) .
However, Q˜I is a “false infinitesimal configuration bundle”: the “correct infinitesimal
configuration bundle”
(48) QI := JkΦ
is its proper submanifold.
4.4. Constraining to the “infinitesimal configuration bundle”. The inclu-
sion
(49) QI ⊂ Q˜I
of (48) into (47) corresponds to the following “holonomic constraints” imposed on
configurations:
ϕ,λ = ϕλ ,(50)
ϕµ,λ = ϕµλ ,
. . . = . . . ,
ϕµ1...µk−1,λ = ϕµ1...µk−1λ .(51)
Submanifolds (49) belong to a large class of canonical submanifolds in iterated
jet spaces, investigated by one of us (GM) in a recent paper [25], were the above
formulae are obtained in the multi–index notation, viz.
(52) ϕµ,λ = ϕµλ .
It should be stressed that the set of identities (52) contains not only relations
between the coordinates of Q˜I but also, for |µ| = k, the definition of the new
variable ϕµλ, which did not exist before.
Now the correct analogues of the forms (9) and (10) can be obtained by restricting
the bundles ˜˜PI and ˜˜SI over the submanifold QI of its base manifold Q˜I . The so–
obtained bundle over QI is denoted by P˜I and it is equipped with the two canonical
forms
θ˜I =
{
pλ,λδϕ+
(
pµ + pµλ,λ
)
δϕµ +
(
pµ1µ2 + pµ1µ2λ,λ
)
δϕµ1µ2 + · · ·
+ pµ1...µkδϕµ1...µk} ⊗ dnx ,(53)
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and
ω˜I =
{
δpλ,λ ∧ δϕ+ δ
(
pµ + pµλ,λ
)
∧ δϕµ + δ
(
pµ1µ2 + pµ1µ2λ,λ
)
∧ δϕµ1µ2 + · · ·
+ δpµ1...µk ∧ δϕµ1...µk} ⊗ dnx ,(54)
obtained by restriction from (45) and (46), respectively.
4.5. The infinitesimal phase bundle. After this preliminary constraining of the
base manifold Q˜I , we proceed with the symplectic reduction of the bundle P˜I , along
the same lines sketched in Section 2.4. Namely, the same formula (12), rewritten
below, defines now the leaf space
(55) PI := P˜
I
degeneracy of ω˜I
of the space P˜I constructed in the above Section 4.4, with respect to the degeneracy
distribution of the 2–form ω˜I defined by (54).
Definition 4. The bundle PI defined by (55) is called the infinitesimal phase
bundle. It is equipped with the (volume–form–valued) infinitesimal symplectic form
ωI , defined as the reduction of ω˜I .
Because jet coefficients ϕµ1...µk are totally symmetric, formula (54) proves that
a leaf of the degeneracy distribution, i.e., a point of PI , is uniquely determined by
the following parameters:
j = pλ,λ ,(56)
jµ = pµ + pµλ,λ ,
jµ1µ2 = p(µ1µ2) + pµ1µ2λ,λ ,
. . . = . . . ,
jµ1...µk = p(µ1...µk) ,(57)
where the bracket denotes the complete symmetrisation.1 Being defined by (56)–
(57) as momenta canonically conjugate to the jet coefficients ϕµ1...µl , the currents
jµ1...µl , l = 1, 2, . . . , k, are totally symmetric a priori. Consequently, as a result
of this symplectic reduction, only the completely symmetric part p(µ1...µl) of the
momenta pµ1...µl come into play. We stress that at the beginning of our construction
no symmetry was imposed on the last index: see (42). Splitting the momenta into
their totally symmetric part s and the remaining part r, namely
(58) pµ1...µl = sµ1...µl + rµ1...µl ,
where sµ1...µl := p(µ1...µl) and r(µ1...µl) = 0, we see that the non–symmetric part
rµ1...µl corresponds to the irrelevant or “gauge” degrees of freedom and disappear
when we pass to the quotient PI .
Theorem 3. The infinitesimal phase bundle can be obtained equivalently via the
symmetric version of the theory:
(59) PI ' SI := S˜
I
degeneracy of ω˜I
.
1Since (42)–(43), we began adopting the physicists’ notations for the complete symmetrisation.
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In the symmetric version of the theory the non–symmetric part rµ1...µl of the
momentum drops out from the very beginning and the symmetrisation operator in
the definition (56)–(57) of the currents j may be skipped.
The forms (53) and (54) can be restricted to the quotient space PI . This way,
we obtain the higher–order version of (17) and (18), respectively. In particular,
using the multi–index notation, we obtain the following coordinate expression for
the infinitesimal symplectic form:
ωI =
∑
|µ|≤k
δjµ ∧ δϕµ ⊗ dnx ,(60)
where, for 1 ≤ |µ| ≤ (k − 1),
j = pλ,λ for |µ| = 0 ,
jµ = pµ + pµλ,λ for 1 ≤ |µ| ≤ (k − 1) ,
jµ = pµ for |µ| = k .
Also the 1–form θ˜I is compatible with this reduction and defines on PI a primitive
form
θI = (jδϕ+ jµδϕµ + j
µ1µ2δϕµ1µ2 + · · ·+ jµ1...µkδϕµ1...µk)⊗ dnx(61)
=
∑
|µ|≤k
jµδϕµ ⊗ dnx
for ωI , in the sense that δθI = ωI .
Theorem 4. There is a canonical identification
(62) PI ∼= V ∗QI ⊗QI ΛnM
of linear bundles over QI .
Proof. Carried out in Section 5. 
Observe that the identification (62) looks exactly the same as the similar iden-
tification (19) from Theorem 1: the difference is hidden in the definition of the
“infinitesimal configuration bundle” (compare (8) and (48)). As before, the canon-
ical identification (62) corresponds to a family of identifications of bundles over
QIx:
PIx ∼= T ∗QIx ⊗
n∧
T ∗xM , ∀x ∈M .
4.6. The higher–order Euler–Lagrange equations as a Lagrangian sub-
manifold. Now we can carry out the last step and, in analogy with Section 2.5,
write down the Euler–Lagrange equations for a higher–order Lagrangian as the
generating formula for a Lagrangian submanifold in PI . The same symbol L, used
in Section 2.5 for a first–order Lagrangian density, corresponds now to L = Ldnx,
where
(63) L = L(ϕ,ϕµ, ϕµ1µ2 , . . . , ϕµ1...µk) .
Corollary 1 is repeated verbatim here, except for the increased lengths of the system
of first–order PDEs.
18 JERZY KIJOWSKI AND GIOVANNI MORENO
Corollary 2. The Euler–Lagrange equations determined by L are equivalent to the
generating formula for the Lagrangian submanifold D ⊂ PI , according to equation
(cf. also (24)):
(64) δL = θI ∣∣D .
Proof. Comparing with (61) and taking into account the definition of the currents
j, we see that the equation (64) captures the following list of first–order PDEs
pλ,λ =
∂L
∂ϕ
,
pµ + pµλ,λ =
∂L
∂ϕµ
,
p(µ1µ2) + pµ1µ2λ,λ =
∂L
∂ϕµ1µ2
,
. . . = . . . ,
p(µ1...µk) =
∂L
∂ϕµ1...µk
,
which, in an equivalent form, read
p(µ1...µk) =
∂L
∂ϕµ1...µk
− 0 ,(65)
p(µ1...µk−1) =
∂L
∂ϕµ1...µk−1
− ∂λpµ1...µk−1λ ,
. . . = . . . ,
p(µ1µ2) =
∂L
∂ϕµ1µ2
− ∂λpµ1µ2λ ,
pµ =
∂L
∂ϕµ
− ∂λpµλ ,(66)
0 =
∂L
∂ϕ
− ∂λpλ .(67)
Finally, observe that the Euler–Lagrange equations determined by L appear in (67),
whereas the remaining equations (65)–(66) contain the definition of the canonical
momenta, in both the symmetric SI and the non-symmetric PI versions of the
higher–order theory. 
4.7. Momentum gauge and how to remove it. This is the appropriate moment
to clarify how, in the non–symmetric version of the theory, the definition (65)–(66)
of the momenta depend upon the gauge degrees of freedom. The main difficulty
with respect to the 1st order case is that any gauge adjustment in one of equations
(65)–(66) propagates through the whole sequence.
First, observe that the derivatives of the Lagrangian function L, with respect
to the jet variables ϕµ1...µl , are unambiguously defined as totally symmetric tensor
densities. Hence, equations (65)–(66) determine only the symmetric part sµ1...µl
in the decomposition (58) of the momenta pµ1...µl . So, at a first glance, the re-
maining part rµ1...µl of the momenta is totally free. This is not entirely true.
Indeed, derivatives ∂λrµ1...µl−1λ enter the right hand side of (65)–(66) and force us
to modify the lower–order symmetric part, namely p(µ1...µl−1), in such a way that
a modification of rµ1...µl by a term χµ1...µl , where χ(µ1...µl) = 0, implies the next
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modification, i.e., p(µ1...µl−2) has to be modified (modulo a possible change of sign)
by ∂λ1∂λ2χµ1...µl−2λ1λ2 .
It is easy to convince oneself that a modification of a single non–symmetric object
rµ1...µl triggers a chain of modifications in the lower–order symmetric objects by
means of the iterated derivatives
∂λ1 · · · ∂λmχµ1...µl−mλm...λ1 ,
which eventually affect also equation (67), by means of the lth order derivative
∂λ1 · · · ∂λlχλl...λ1 = ∂λ1 · · · ∂λlχ(λl...λ1) = 0 .
In other words, given a solution of the field equation (67), the above modifications
produce another solution, but these are physically equivalent as they define the
same section of the configuration bundle Q. Moreover, among all the equivalent
solutions there is one with totally symmetric momenta pµ1...µl = sµ1...µl , since the
above modification procedure can be used to annihilate the non–symmetric part
rµ1...µl .
If we want to keep the one–to–one correspondence between the sections of the
bundle Φ which satisfy the 2kth order system of Euler–Lagrange equations, and
their canonical representation, i.e., the sections of the momentum bundle P which
satisfy the system of first–order equations (50)–(51) and (65)–(67), we must restrict
from the very beginning the phase bundle P to its sub–bundle S ⊂ P, composed of
totally symmetric momenta, avoiding the redundancy carried by the non–symmetric
momenta rµ1...µl . This restriction of the phase bundle corresponds to the obser-
vation that later on, the momentum is always applied to holonomic jets only and,
consequently, its non–symmetric part can be skipped form the very beginning. We
conclude that the symmetric version of the theory, based on the symmetric phase
bundle S, is gauge–free, which is very appealing from the conceptual point of view.
More details about the construction of S are put off in the Appendix 7.2.
On the other hand, keeping the gauge degrees of freedom represented by the non–
symmetric part of the momenta is sometimes useful from the computational point of
view, as illustrated by Section 4.8 below. We stress, however, that both approaches
are perfectly equivalent because the non–symmetric part of the momenta never
comes into play: every solution of the field equations on P has a unique, equivalent
representation as a section of S, fulfilling the corresponding symmetric version of
the field equations. Indeed, the infinitesimal phase space PI , obtained either from
J1P or from J1S via the symplectic reduction is the same, so that both versions of
the theory are equivalent.
It is worth noticing that the formula (67) extends immediately to infinite jets
(see, e.g., [31]).
4.8. Modifying the Lagrangian by a total divergence. Supplementing a La-
grangian by a total divergence does not influence the Euler–Lagrange equations,
since the new terms arising in the corresponding action functional are only bound-
ary ones. A decent “canonical version” of the theory must follow this “mathematical
folklore”. However, adding, e.g., 100 new derivatives to the Lagrangian, produces
a priori 100 new momenta. How do we understand the equivalence? In this sec-
tion we show that, indeed, the original theory and the theory based on the new,
artificially obtained “higher–order Lagrangian”, are equivalent in the sense of the
symplectic reduction.
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To begin with, take a vector–density–valued function
(68) F := Fλ∂λydnx
defined on the bundle J l−1Φ, i.e.,
(69) Fλ = Fλ(x, ϕ, ϕµ, ϕµ1µ2 , . . . , ϕµ1...µl−1) , λ = 1, 2, . . . , n ,
and consider the lth order Lagrangian L0 defined as the divergence of (68):
(70) L0 = dF = (∂λFλ)dnx = L0dnx .
Below, we prove that the dynamics corresponding to L0, trivial from the variational
point of view, is also symplectically trivial.
Theorem 5. To any section M 3 x f→ ϕ(x) ∈ Φx of the bundle Φ corresponds
biuniquely a section
(71) σf :=
(
jl−1(f), pµ
)
of P which is a solution of the Euler–Lagrange equations (65)–(67). The momenta
pµλ, 0 ≤ |µ| ≤ l− 1, appearing in (71) are unambiguously determined by the l− 1st
jet of F via
(72) pµλ :=
∂Fλ
∂ϕµ
.
Proof. As a consequence of (70), we have
(73) L0 =
∂Fλ
∂xλ
+
∑
0≤|ν|≤l−1
∂Fλ
∂ϕν
ϕνλ
and, consequently,
(74)
∂L0
∂ϕµ
=
∂2Fλ
∂ϕµ∂xλ
+
∑
0≤|ν|≤l−1
∂2Fλ
∂ϕµ∂ϕν
ϕνλ + p
(µ) ,
the last term coming from the linear, explicit dependence of (73) upon ϕµ = ϕνλ
for |ν| = l, and definition (72) (of course, pµ = 0 for |µ| = 0). But, according to
(72), we have
(75) ∂λpµλ =
∂2Fλ
∂xλ∂ϕµ
+
∑
0≤|ν|≤l−1
∂2Fλ
∂ϕν∂ϕµ
ϕνλ
and, therefore, the Euler–Lagrange equations (65)–(67) are automatically satisfied:
(76)
∂L0
∂ϕµ
− ∂λpµλ = p(µ) .

Theorem 5 can be made “totally symmetric” according to the philosophy dis-
cussed in Section 4.7, by assigning to the section f of Φ a section sf of the sub–
bundle S ⊂ P, instead of a section σf of the whole bundle P. In this version,
however, formula (72) becomes much more complicated and reduces to sµ = p(µ)
only for the highest–order momenta, i.e., when |µ| = l, whereas lower–order mo-
menta need further modifications, according to the analysis carried out in Section
4.7. This is a typical circumstance when the “totally symmetric version” of the
theory turns out to be computationally unfriendly. The authors guess that this is
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the very reason why a consistent “canonical” theory for higher order Lagrangians
was never written before, even if all the ingredients were ready more than 35 years
ago. . . .
Remark 5. Theorem 5 can be reformulated as follows. Treat formulae (71)–(72) as
a definition of the momentum constraints in the infinitesimal configuration bundle
PI . Such constraints define a Lagrangian submanifold, restricted to which the
infinitesimal symplectic form becomes totally degenerate. In other words, there is
a unique degeneracy leaf, so that the corresponding symplectic reduction leads to
a trivial space, i.e., trivial dynamics.
Consider now a non–trivial Lagrangian L of order k and supplement it by the
complete divergence (70):
(77) L˜ := L+ dF .
Suppose first that l ≤ k. The following theorem is a simple corollary of our previous
considerations:
Theorem 6. Consider the symplectomorphism F : PI 7→ PI of PI generated by
the shift of momenta:
(78) pµλ → pµλ + ∂F
λ
∂ϕµ
.
If σ is a section of P satisfying the Euler–Lagrange equations (65)–(67) generated by
L, then F ◦σ satisfies the Euler–Lagrange equations generated by L˜ and vice–versa.
If l ≥ k then, a priori, (77) increases the order of the variational problem in
question. Nevertheless, due to Theorem 6, the theory is equivalent to the kth order
theory and the equivalence is given by the inverse of the shift (78). In the infini-
tesimal phase space PI of this theory we have, after such a shift, the momentum
constraints p(µ) = 0 for |µ| > k, implied by the higher–order Euler–Lagrange equa-
tions. The symplectic reduction with respect to these constraints reproduces the
phase bundle and the dynamics corresponding to L. The “symmetric” version of the
formula (78) follows immediately via the chain of gauge transformations discussed
in Section 4.7 and is much more complicated. This is why we decided to give the
parallel construction of both the symmetric and the non–symmetric versions of the
theory.
5. Representation of the infinitesimal phase bundle as the bundle of
vertical covectors on the infinitesimal configuration bundle
In the key Theorems 1 and 4 above we made use of the fact that the infinitesimal
phase bundle PI can be thought of as the bundle of (volume–form–valued) vertical
covectors on the infinitesimal configuration bundle QI , in order to be able to claim,
in the subsequent Corollaries 1 and 2, that the vertical differential of a Lagrangian
density is, in fact, a Lagrangian submanifold of PI . In this section we clarify this
crucial property, namely, we show that there is a canonical bundle identification
(79) PI
!!
V ∗QI ⊗QI ΛnM
ww
M .
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Recall that, by its very definition (12), PI is the leaf space of the degeneracy
distribution of ω˜I , so that working directly on it may be a little uncomfortable.
So, we shall adopt an indirect strategy, and obtain the desired result (79) as an
immediate consequence of Theorem 7 below.
5.1. The unconstrained case.
Theorem 7. There is a canonical mapping Ψ respecting the fibrations over QI ,
i.e., making the following diagram commutative
(80) J1P Ψ // //
!!
V ∗QI ⊗QI ΛnM
xxQI ,
and such that, for every point η of the target space, the inverse image Ψ−1(η) is a
degeneracy leaf of ω˜I . In particular, Ψ is surjective.
Before commencing the proof, a key preliminary result must be given. Indeed,
by its definition (4), P is made of (vector–density–valued) vertical covectors on Q,
so that, informally speaking,
(81) J1P = J1(V ∗Q⊗ Λn−1M) .
On the other hand, in view of the definition (8) of the infinitesimal configuration
bundle QI , the right–hand side of (80) is made of (volume–form–valued) vertical
covectors on QI , viz.
(82) V ∗QI ⊗ ΛnM = V ∗(J1Q)⊗ ΛnM .
Forgetting about the base spaces involved, which were deliberately skipped in the
tensor products, a quick comparison of the right–hand sides of (81) and (82) reveals
that they are made of the same symbols J1, V , Q, Λ and M , with only two, yet
remarkable, differences:
• the order of “J1” and “V ” is interchanged;
• “Λ” stands for (n− 1)–forms in (81) and for n–forms in (82).
So, we should expect that the desired mapping (80) stems from a natural isomor-
phism
(83) J1VQ ∼= V J1Q ,
followed by a differentiation of (n− 1)–forms.
Proposition 1. The identification (83) is valid and reads
(84) (ϕ, v, ϕµ, vµ)←→ (ϕ,ϕµ, v, vµ)
in local coordinates.
Proof. Local identity (84) should be enough to convince oneself of the validity of
(83). A general rigorous proof takes much more space and it is put off (see Section
7.1 later on). 
We are now in position to prove the main result of this section. The idea of the
proof is rather simple, and it comes down to using Proposition 1 to make an element
of J1P act on vertical covectors on QI , and then differentiating the result in order
to get an n–form. The only difficulty consists in keeping track of the correct bundle
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structure one must work with. In particular, we shall make use of the projection
Π : P → Q (cf. diagram (16)).
Proof of Theorem 7. It will be carried out in three steps. First, we define the map
Ψ, second we prove that the definition is well–behaved and, last, we show that the
fibres of Ψ are precisely the degeneracy leaves of ω˜I .
In order to define the image Ψ(ζ) ∈ V ∗QI ⊗QI ΛnM of the generic element
ζ ∈ J1P, observe initially that, since ζ is attached to a point, let us call it x0, of
M , i.e., ζ ∈ J1x0P, then its image Ψ(ζ) has to be sought for in the fibre V ∗QIx0⊗QIx0
Λnx0M . To this end, ζ must act on a generic vector w, which is tangent to the bundle
QI , and is also vertical with respect to the projection down to M . Moreover, since
Ψ has to be a morphism of bundles over QI , the vector w must, in particular,
belong to TqIQIx0 , where qI ∈ QI is the left–hand side projection of ζ in diagram
(80).
In other words, we have to look for a natural (Λnx0M)–valued pairing
(85) < w,Ψ(ζ) > ∈ Λnx0M .
In order to define correctly (85), it is indispensable use Proposition 1. Indeed, in
view of
(86) w ∈ VQI = V J1Q = J1(VQ) ,
both w and ζ in (85) can be regarded as the first jets of dual quantities, i.e., apt
to be paired each other. More precisely, we can “extend” both w and ζ to the first–
order jet of a section v and p of the bundles P and VQ overM , respectively. On the
top of that, v and p can be chosen lying over the same section s of Q. In practice,
we have chosen a section p which represents ζ, i.e., such that ζ = j1x0(p) ∈ J1x0P,
we defined s as its projection, s := Π(p), and, in view of (86), we represented the
vector w as the first jet of a section v of the bundle VQ, i.e.,
(87) w = j1x0v ,
where v has been chosen in such a way2 that its projection on Q is equal to s.
Diagram (88) below gives some perspective on the sections introduced so far: the
departing point is the element ζ and, while its projections qI and x0 are uniquely
defined, the sections p and s representing ζ and qI , respectively, on the point x0,
are arbitrary. Similarly for w and its representing section v.
(88) ζ ∈ J1P Ψ // //
%%
V ∗QI ⊗QI ΛnM
ww
qI ∈ QI

J1VQ 3 woo
Q
pi

VQoo
x0 ∈M
j1(s)
::
s
BBj1(p)
HH
v
AA
j1(v)
TT
2This means that v is a vertical vector field “along” the graph of s.
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What really matter now is that, for every x ∈M we have
p(x) ∈ V ∗s(x)Qx ⊗Qx Λn−1x M ,(89)
v(x) ∈ Vs(x)Qx ,(90)
i.e., (89) can be naturally paired with (90). Consequently,
(91) < v, p >|x :=< v(x), p(x) > ∈ Λn−1x M , x ∈M ,
defines a vector density on M . Now we are in position to define the pairing (85),
i.e., the value of Ψ(ζ) on w, by taking the divergence (exterior derivative) of (91)
at the point x0, viz.
(92) < w,Ψ(ζ) >:= (d < v, p >)|x0 ∈ Λnx0M ,
and the first part of the proof is complete.
In order to check that (92) is well–defined, it is worth recalling that p (resp., v)
denotes a Λn−1M–valued vertical form (resp., a vertical vector field) on Q along
the graph of s. As such, they can be written as
(93) p = pµδϕ⊗ ∂µydnx , v = v ∂
∂ϕ
,
respectively,3 bearing in mind that, by evaluating at x ∈M , one gets
(94) p(x) = pµ(x) δϕ|s(x) ⊗ ∂µydnx|x , v(x) = v(x) ∂∂ϕ
∣∣∣∣
s(x)
.
Observe that in (93) there is no evidence of the section s, which appears only in
the evaluation (94) of (93) at x. Nevertheless, since δϕ and ∂∂ϕ are dual each other,
once they are paired, there will be no trace left of the section s. So, by pairing p
with v, one gets a genuine (n− 1)–form on M , i.e., independent on s and, as such,
it can be differentiated:
(95) d〈p, v〉 = (v∂µpµ + pµ∂µv)dnx .
Last formula (95) provides us with a description of the right–hand side of (92) in
terms of the coordinates of v and p given in (93). Recall now that the first jet
j1(v) of v (resp., j1(p) of p) is uniquely determined by the functions (v, vµ), where
vµ = ∂µv (resp., (pµ, pµν ), where pµν = ∂νpµ), so that the paring (92) reads
(96) (v(x0), vµ(x0)), (pµ(x0), pµν (x0)) 7−→ (v(x0)pµµ(x0) + pµ(x0)vµ(x0))dnx0x .
Above coordinate expression (96) shows that the coordinate–free formula (92) is
well–defined, since its right–hand side depends only on the coordinates of ζ and
w, and not on their respective extensions j1(p) and j1(v). However, (92) defines Ψ
only over the point x0, so that the next step is to let the point x0 vary in (96), thus
obtaining the expression
(97) Ψs : (pµ, pµν ) 7−→
(
pµµδϕ+ p
µδϕµ
)⊗ dnx
of the restriction Ψs of Ψ to the graph j1s. Nevertheless, it is evident from (97)
that
(98) Ψs(ζ) = Ψs′(ζ)
3Recall that we dropped the upper index K from ϕK ; had we not, the coefficient v in (93)
above would keep a lower index K, thus distinguishing it from the vector v.
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whenever s and s′ have the same first–jet qI in x0. So, the same formula (97) can
be taken as the defining formula for the global Ψ, thus concluding the second part
of the proof.
The last part is almost self–evident. Take an element η ∈ V ∗QI ⊗QI ΛnM
attached to the point qI . Then, Ψ−1(η) is the submanifold of (J1P)qI described by
the equations
pµ = const. ∀µ ,(99)
pµµ = const. ,(100)
which, complemented with the equations of (J1P)qI , are precisely the same equa-
tions which define a degeneracy leaf of ω˜I (see Section 2.4). 
Observe that the coordinate formula (97) of the canonical identification Ψ is
formally identical to the formula (17) defining θI .
5.2. The constrained case. Theorem 7 can be easily adapted to the case when a
constraint C is given in the infinitesimal configuration bundle QI . More precisely,
let C ⊆ QI be a sub–bundle, consider its vertical bundle V C 7−→ C, and observe
that
• the base C of V C is contained into the base Q of VQ;
• the generic fibre TqICx0 of V C is a linear subspace of the fibre TqIQIx0 of
VQ.
These two facts are summarised by the commutative diagram (101), where the lower
inclusion corresponds to the restriction of the base and the upper one formalises
the corresponding reduction of the fibres:
(101) V C   //

VQI

C   // QI .
It is convenient to introduce the annihilator of V C in V ∗QI ∣∣C , i.e., the subspace of
the latter composed of vertical covectors vanishing on the former, which we shall
denote by (V C)◦. For instance, if C is defined as in (30), then
(102) (V C)◦ = 〈δCa | a = 1, . . . , k〉 ,
i.e., as a module of sections, (V C)◦ is generated by the δCa’s, and we shall always
assume that rank (V C)◦ = k or, in other words, that the constraints are indepen-
dent.
Let
(103) ω˜IC := ω˜
I
∣∣
J1P|C .
Corollary 3. The restriction Ψ|C respects the fibrations over C, i.e., it makes
(104) J1P|C
Ψ|C // //
""
V ∗QI |C ⊗C ΛnM
xxC,
commutative, and the fibres of Ψ|C are the degeneracy leaves of ω˜IC.
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Proof. A straightforward consequence of Theorem (7). 
Observe that diagram (104) alone is not sufficient to define the infinitesimal
phase bundle PIC of a constrained theory, i.e., the analogous of Theorem 4 for the
constrained case does not follow immediately from Corollary 3. The reason is that
the leftmost space in diagram (104) is still too big, since it contains the gauge
degrees of freedom, which need to be factored out. For this purpose we consider
the following diagram
(105) (V C)◦   //
$$
V ∗QI ∣∣C // //

V ∗C
zz
C ,
dual to (101) and superpose it with diagram (104) above. As a result we obtain
the following sequence of two projections,
(106) J1P|C → V ∗QI |C ⊗C ΛnM → V ∗C ⊗C ΛnM
which we may call ΨC , since it descended from Ψ. Now we are ready to generalise
Theorem (7) to the constrained case.
Corollary 4. The fibres of ΨC defined by (106) are precisely the degeneracy leaves
of the form ω˜IC defined by (103), so that the reduced infinitesimal space PIreduced
defined by (34) is isomorphic to
(107) V ∗C ⊗C ΛnM
and the induced form ωIC is symplectic.
Proof. Straightforward. 
6. The Poincaré–Cartan form for higher–order Lagrangian theories
The symplectic two–form (7) on the infinitesimal phase bundle PI which we
employed in Section 2 to write down the dynamics of a first–order Lagrangian
theory is, strictly speaking, an (n+ 1)–form, being, in fact, vector–density–valued.
A very important structure, related to this one, is an (n + 1)–form defined on the
phase bundle P, firstly introduced by the founders of the Calculus of Variations
(Caratheodory, Hermann Weyl, DeDonder, Dedecker) and later exploited in 1974
by one of us (JK) to define the so–called multi–symplectic approach to canonical
field theory [16, 19]. Independently, Pedro Luis Garcia considered similar structures
(see e.g. [10, 11, 9, 8]). Later on, our multi–symplectic approach was used by many
authors (see e.g. [13, 14, 2, 7, 29]). This structure can be regarded as an analog of
the last term of the so–called “Tulczyjew triple”, namely T ∗T ∗Q (see also [15] on
this concern). It is entirely covered by the symplectic structure discussed in this
paper. To begin with, we first clarify the basic properties of the multi–symplectic
structure, whose negligence has led many authors to critical errors.
6.1. First–order Lagrangians: a reminder. In classical, non–relativistic Me-
chanics, the Poicaré–Cartan form is a convenient tool to formulate the Hamiltonian
description of the dynamics in a way which is Galilei–invariant. In fact, the infini-
tesimal symplectic form (15), in the case of a 1–dimensional base M , reads
(108) ωI = (δp˙ ∧ δq + δp ∧ δq˙)⊗ dt ,
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where the space–time coordinates have been replaced by the unique time parameter
t, the “dot” denoting the (unique) time derivative, and the field variables ϕK by
the configuration variables qK . Because dimM = 1, the momentum has only one
component: pK = p 1K . (As usual, we skip the index K labelling the degrees of free-
dom of the system when it does not lead to any contradiction.) The corresponding
canonical form (17) reads
(109) θI = (p˙δq + pδq˙)⊗ dt .
The Lagrangian density L = Ldt generates the dynamics D ⊂ P according to the
equation δL = θI ∣∣D (see Corollary 2) which, written down in terms of coordinates,
reads
(110) δL(q, q˙) = p˙δq + pδq˙ ,
or, equivalently,
(111)
{
p = ∂L∂q˙ ,
p˙ = ∂L∂q .
In terms of control–response relations, this means that in the 4N–dimensional sym-
plectic space PIx , which is parametrized by the coordinates (q, q˙, p, p˙), we have cho-
sen (q, q˙) as control parameters. With this choice, the 2N–dimensional Lagrangian
submanifold D is described by (110). The naïve Hamiltonian approach consists in
replacing the velocities q˙ by the momenta p in the role of control parameters. Then
the velocities become the response parameters and the corresponding description
of dynamics follows via the Legendre transformation
(112) pδq˙ = δ(pq˙)− q˙δp
which, plugged into (110), yields
(113) − δ (pq˙ − L(q, q˙)) = p˙δq − q˙δp .
Observe that, in order to perform the Legendre transformation, everything needs
to be calculated on D, i.e., the velocity has to be expressed in terms of the new
control parameters (p, q), and this can be accomplished by using the dynamics
(111). Substituting q˙ = q˙(q, p) into the left hand side of (113) we finally obtain
(114) − δH(p, q) = p˙δq − q˙δp ,
or, equivalently,
(115)
{
q˙ = ∂H∂p ,
p˙ = −∂H∂q .
Such an approach, which is very convenient from a computational point of view,
does not possess an intrinsic counterpart, since it highly depends upon the choice
of the reference frame. Indeed, the “velocity” is not a geometric object in the
bundle Q. When we pass to another reference frame all the quantities used above
transform in an odd way. To illustrate this phenomenon consider, for instance, the
transformation of the above structure under the Galilei transformation.
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Example 1. Suppose that in one reference frame we have:
L = L(t, q, q˙) =
m
2
q˙2 − U(t, q) ,
p =
∂L
∂q˙
= mq˙ ,
H = pq˙ − L = m
2
q˙2 + U(t, q) =
1
2m
p2 + U(t, q) ,
where U = U(t, q) is a potential. Now, let us perform the same construction
in another reference frame, moving with velocity V with respect to the previous
frame. The new position variable equals
Q(t) = q(t)− V · t ,
and we have
L˜ = L˜(t, q, q˙) =
m
2
Q˙2 − U(t, Q+ tV ) = m
2
Q˙2 − U˜(t, Q) ,
P =
∂L˜
∂Q˙
= mQ˙ = mq˙ −mV = p−mV ,
H˜ = PQ˙− L˜ = 1
2m
P 2 + U˜(t, q) =
1
2m
(p−mV )2 + U˜(t, q) = H − pV + m
2
V 2 .
A cheap trick to collect both cases into a single, invariant structure consists in
considering the following (degenerate) 2–form defined on the whole phase bundle:
(116) Ω := dp ∧ dq − dH ∧ dt .
For some purposes one considers also its primitive, contact 1–form Θ defined by
(117) Θ := pdq −Hdt .
Observe now that, in the new reference frame, we have
Θ˜ = PdQ− H˜dt = (p−mV )d(q − tV )−
(
1
2m
(p−mV )2 + U˜
)
dt
= pdq −Hdt−mV dq + m
2
V 2dt = Θ−mV dq + m
2
V 2dt 6= Θ ,
Ω˜ = dΘ˜ = dΘ = Ω .
This means that, indeed, the form Ω is Galilei–invariant. Moreover, it carries the
complete description of the dynamics. Namely, a section σ of the bundle P is
declared to be compatible with the dynamics if it satisfies the condition
(118) σ∗(XyΩ) = 0 , ∀X ∈ X(P) ,
which is imposed on all the sections σ of P. It is easy to check that (118) is
equivalent to the Hamilton equations (115). To this end, we use the coordinate
description of the section σ, i.e., M 3 t 7−→ (q(t), p(t)) ∈ Pt. It is easy to see
that for X = ∂∂p equation (118) is, indeed, equivalent to the first equation of (115),
whereas the remaining equation is obtained for X = ∂∂q .
Now, we pass to a first–order field theory, i.e., we replace t ↔ xµ, q ↔ ϕ, and
p ↔ pµ, and we take L = Ldnx, with L = L(xµ, ϕ, ϕµ). The Lagrange equations
(111) are now replaced by (26)–(27) or, equivalently, by the unique equation (25):
(119) δL(ϕ,ϕµ) = jδϕ+ pµδϕ,µ .
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In terms of control–response relations, this means that in the symplectic space
PIx , which is parametrized by the coordinates (ϕ,ϕµ, pµ, j), we have chosen (ϕ,ϕµ)
as control parameters, whereas (pµ, j) are the response parameters. With this
choice, the Lagrangian submanifold D is described by (119). The naïve Hamiltonian
approach consists in replacing the role of “velocities” ϕ,µ and the momenta pµ as
control and response parameters. For this purpose we use the following formula:
(120) pµδϕ,µ = δ(pµϕ,µ)− ϕ,µδpµ ,
in analogy with (112). When plugged into (119), it yields
(121) − δ (pµϕ,µ − L(ϕ,ϕ,µ)) = jδϕ− ϕ,µδpµ .
To complete the Legendre transformation, everything needs to be calculated “on
shell”, i.e., on the dynamics submanifold D ⊂ PI . This means that the velocities
ϕ,µ have to be expressed in terms of the new control parameters (ϕ, pµ), with the
help of equations (26)–(27). Substituting ϕ,µ = ϕ,µ(ϕ, pµ) into the left–hand side
of (121) and denoting
(122) H = H(ϕ, pµ) := pµϕ,µ − L(ϕ,ϕ,µ) ,
we finally obtain
(123) − δH(ϕ, pµ) = jδϕ− ϕ,µδpµ ,
which is equivalent to the following system of PDEs:
ϕ,µ =
∂H
∂pµ
,(124)
j = ∂µp
µ = −∂H
∂ϕ
.(125)
Many authors consider (124)–(125) the field–theoretic analogues of the Hamil-
ton equations (115) and call the generating function H the “field Hamiltonian”.
We stress, however, that it has nothing to do with what the physicists call the
Hamiltonian—a quantity which measures the amount of energy carried by the field
configuration and which is the generating function of the dynamics with respect to
a completely different control mode!
Even if computationally appealing, the above construction depends heavily upon
its non–geometric ingredients. In particular, splitting the jet (ϕ,ϕ,µ) into the field
ϕ and the derivatives ϕ,µ is completely artificial because the latter do not con-
stitute any geometric object. The field derivatives are defined with respect to a
trivialization of the bundle Q (i.e., with respect to a choice of coordinates ϕK on
it) and there is no simple transformation law which would describe how the formu-
lae (124)–(125) transform under a change of the trivialization (parametrization).
This corresponds to the non–invariance of the Hamiltonian particle dynamics with
respect to the Galileian transformations.
There is, nevertheless, a way to construct an invariant, geometric object which
corresponds to the above construction: the Poincaré–Cartan form or the “multi–
symplectic” (n+ 1)–form, analogous with (116):
(126) Ω := dpµ ∧ dx1 ∧ · · · ∧ dϕ︸︷︷︸∧
µth place
· · · ∧ dxn − dH ∧ dx1 ∧ · · · ∧ dxn .
30 JERZY KIJOWSKI AND GIOVANNI MORENO
Theorem 8. The form (126) is defined unambiguously on the phase bundle P, i.e.,
it does not depend upon the choice of its trivialization and the choice of coordinates.
Moreover, field equations (124)–(125) are equivalent to the condition (118) imposed
on sections σ of P.
Proof. We stress that the particular ingredients of formula (126), i.e., pµ, dϕ and
H, do depend upon trivialisation, like in Mechanics. Nevertheless, Ω does not—it
can be easily checked by a direct inspection (it was proved in [20]). This is an
analog of the fact that in Mechanics both the Hamiltonian H = H(t, p) and the
form dq depend upon the choice of the reference frame (trivialization of the space–
time, treated as a bundle over the time axis) but, miraculously, the 2–form (116)
is unambiguously defined.
Concerning field equations, it is sufficient to take a verticalX ∈ X(P), since (118)
is identically satisfied by all sections σ, if the X’s appearing in it are assumed to
be tangent to the graphs of such sections. Choosing
X =
∂
∂pµ
,
we see that (118) implies (124), whereas for
X =
∂
∂ϕ
,
we see that (118) implies (125), which ends the proof. 
Naïvely, one could think that the first part of (126), namely the (n+ 1)–form
(127) ℘ := dpµ ∧ dx1 ∧ · · · ∧ dϕ︸︷︷︸∧
µth place
· · · ∧ dxn ,
is nothing but a better version of the canonical two–form (7), i.e., ω = (δpµ ∧ δϕ)⊗
∂µydnx, where the covectors δpµ and δϕ, which are defined on V P only, have been
upgraded to the status of regular covectors on P and, finally, the tensor product
“⊗” was replaced by the exterior product “∧”. This analogy is the departing point
of the so called “poli–symplectic” approach, where objects like (127) are used as
the basic building blocks of the theory. We stress, however, that the very notion of
such a “2–vertical” form (terminology of DeDonder and Weyl) has no sense because
2–vertical forms get mixed with 1–vertical ones if we change the trivialisation of Q.
Only the specific combination (126) is invariant (see [4] for the detailed discussion).
Remark 6. The field energy E (or the corresponding density E := E · dnx) is a
generator of the dynamics of the time evolution of Cauchy data and has nothing
to do with the function H above. To define the field energy, one needs to choose a
foliation of the space–time by (n−1)–dimensional leaves, parametrised by the time
variable t = xn. The corresponding Legendre transformation consists in replacing
not all the derivatives, but only the time derivative ϕ,n, by the corresponding
momentum as a control parameter pn and retaining the remaining space derivatives
as control.
6.2. The Poincaré–Cartan form for theories with higher order Lagrangians.
For higher–order field theories we take Q as in (37), and use the coordinates (38).
Recall that, in this case, the infinitesimal configuration bundle QI is not J1Q, but
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rather its submanifold (see (49)). So, given a kth order Lagrangian L = L · dnx,
with
(128) L = L(xµ, ϕ, . . . , ϕµ, . . .︸ ︷︷ ︸
1≤|µ|≤k
) ,
we regard L as a function on J1Q, i.e.,
(129) L = L(xµ, ϕ, . . . , ϕν , . . . , ϕµ,λ︸ ︷︷ ︸
1≤|ν|≤k−1,|µ|=k−1
) .
Consider the function
(130) h =
∑
|µ|=k
pµϕµ − L ,
which is the Legendre transformation of L with respect to the highest order mo-
menta:
(131) h = h(xµ, ϕ, . . . , ϕν , . . . , pµ︸ ︷︷ ︸
1≤|ν|≤k−1,|µ|=k
) .
This means that the field equation (65) has been solved with respect to the highest
order derivatives ϕµ, |µ| = k, and their value in definition (130) has been expressed
in terms of the remaining variables:
ϕµ = ϕµ(x
µ, ϕ, . . . , ϕν , . . . , p
µ︸ ︷︷ ︸
1≤|ν|≤k−1,|µ|=k
) .
Observe that, by replacing the highest–order derivatives by the highest–order mo-
menta in the formula (61), we get a new one–form
θH = (jδϕ+ jµδϕµ + j
µ1µ2δϕµ1µ2 + · · · − ϕµ1...µkδjµ1...µk)⊗ dnx(132)
such that
(133) θI = θH + δ
∑
|µ|=k
pµϕµ ⊗ dnx .
Hence, field equations (64) can be rewritten in the following way:
(134) θH
∣∣
D = θ
I
∣∣
D − δ
∑
|µ|=k
pµϕµ ⊗ dnx = δL− δ
∑
|µ|=k
pµϕµ ⊗ dnx = −δh⊗ dnx
or, equivalently,
ϕµ1...µk =
∂h
∂p(µ1...µk)
− 0 ,(135)
p(µ1...µk−1) = − ∂h
∂ϕµ1...µk−1
− ∂λpµ1...µk−1λ ,(136)
. . . = . . . ,
p(µ1µ2) = − ∂h
∂ϕµ1µ2
− ∂λpµ1µ2λ ,
pµ = − ∂h
∂ϕµ
− ∂λpµλ ,(137)
0 = −∂h
∂ϕ
− ∂λpλ .(138)
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Now, in analogy with (122), define the “Hamiltonian”:
(139) H :=
∑
0≤|µ|≤k−1
pµλϕµ,λ − L ,
or, equivalently,
(140) H :=
∑
0≤|ν|≤k−1
pνϕν +
∑
|µ|=k
pµϕµ − L
 = ∑
0≤|ν|≤k−1
pνϕν + h .
The function H depends on Jk−1Φ and all the momenta, i.e., is defined on the
phase bundle in both versions of the theory, i.e., P and S.
(141) H = H(xµ, ϕ, . . . , ϕν , . . . , pµ︸ ︷︷ ︸
1≤|ν|≤k−1,0≤|µ|≤k
) .
In analogy with (126), we define the “multi–symplectic” (n+ 1)–form
(142) Ω˜ :=
∑
0≤|µ|≤k−1
dpµλ ∧ dx1 ∧ · · · ∧ dϕµ︸︷︷︸∧
λth place
· · · ∧ dxn − dH˜ ∧ dx1 ∧ · · · ∧ dxn .
Theorem 9. The form (142) is defined unambiguously on the phase bundle P,
i.e., it does not depend upon the choice of trivialisation and coordinates. Moreover,
a section σ of P satisfies the “multi–symplectic equation” (118) if and only if it is:
(1) holonomic,
(2) satisfies the above field equations (135)–(138).
Proof. We stress again that the particular ingredients of the formula (142) do de-
pendent upon trivialization, like in Mechanics or in the first–order theory, but Ω
does not.
To prove equivalence of the “multi–symplectic equation” (118) with the field
equations, we are allowed again to consider only vertical vectors. Begin with X =
∂
∂ϕ . Then, the quantity σ
∗(XyΩ) becomes
(143) 0 = −∂λpλ − ∂H
∂ϕ
= −∂λpλ − ∂h
∂ϕ
,
i.e., equation (138) is reproduced. For X = ∂∂ϕµ , where 1 ≤ |µ| ≤ k − 1, we obtain
(144) 0 = −∂λpµλ − ∂H
∂ϕµ
= −∂λpµλ − ∂h
∂ϕµ
− pµ ,
i.e., equations (136) – (137) are recovered.
Pass now to the derivatives with respect to momenta. For X = ∂
∂pµλ
, with
|µλ| ≤ k − 1, we obtain
(145) 0 = ∂λϕµ − ϕµλ ,
i.e., the holonomy constraints (50)–(51) are reconstructed. Finally, for the highest
order momenta: X = ∂∂pµ , with |µ| = k, we obtain
(146) 0 = ϕµ − ∂H
∂pµ
= ϕµ − ∂h
∂pµ
,
i.e., equation (135) is recovered. 
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7. Appendices
The claim of Proposition 1, which was fundamental in our analysis, was left
without proof, since in local coordinates it reduces to a trivial shuffling of variables
(see formula (84)). Nevertheless, even if coordinates were thoroughly exploited to
provide workable formulae, the framework we presented here has an invariant char-
acter, and it cannot be concluded without an global proof of the key identification
(83).
7.1. A proof of the identification V J1 = J1V . Such an equivalence can be
framed in the general context of (nonlinear) differential operator between fibreed
manifolds, nonlinear PDEs, and their (infinitesimal) symmetries (see [23] and ref-
erences therein).
7.1.1. Geometry of (nonlinear) differential operators. Let pi : Q →M and η : P →
M be two smooth bundles over the same base manifold M . Denote by J1Q the
first jet prolongation of pi. A smooth fibreed mapping
(147) J1Q κ //
pi1 !!
P
η
~~
M
is called a (nonlinear) 1st order differential operator between pi and η.
The reason of this definition is obvious. A (local) section s ∈ Γ(pi) determines a
(local) section j1(s) of J1Q; since κ maps (local) sections into (local) sections, the
composition κ◦j1(s) is a (local) section of η. In other words, κ determines the map
Γ(pi)
∆κ−→ Γ(η),
s 7−→ κ ◦ j1(s).
Let now ϕ be a fibre coordinate on Q (which for simplicity is supposed of rank
one); then a section s corresponds to a function ϕ = ϕ(x1, . . . , xn), and its 1st jet
j1(s) to an (n+ 1)–tuple of functions ϕ,ϕµ, where ϕµ := ∂ϕ∂xµ .
On the other hand (assuming η to be of rank one as well), ∆κ(s) is determined
by the unique function
(148) κ
(
x1, . . . , xn, ϕ(x1, . . . , xn),
∂ϕ
∂x1
(x1, . . . , xn), . . . ,
∂ϕ
∂xn
(x1, . . . , xn)
)
,
which resembles the familiar expression of a (nonlinear) 1st order differential oper-
ator. The “inverse” holds as well, in the following sense.
Proposition 2. Let U˜ ⊆ Q be an open sub–bundle over an open subset U ⊆ M ,
with abstract fibre Rm, where m = rankQ, and V˜ ⊆ P an open sub–bundle over the
same U , with abstract fibre Rl, where l = rankP . Regard elements of C∞(U,Rm) as
local sections of pi. Let s ∈ C∞(U,Rm) such that its image ∆(s) sits in C∞(U,Rl);
hence, ∆(s) identifies with an l–tuple of functions (κ1 . . . , κl) on U , and s identifies
with an m–tuple of functions (ϕ1, . . . , ϕm) on U . Suppose that, for all U˜ , V˜ , and s,
it holds
(149) κj = κj
(
x1, . . . , xn, ϕk(x1, . . . , xn), . . . ,
∂ϕk
∂xi
(x1, . . . , xn), . . .
)
.
Then a unique smooth fibreed mapping κ : J1Q → P exists, such that ∆ = ∆κ.
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Proposition 2 suggests that, in order to construct a smooth fibreed mapping from
J1Q to P, one may equivalently look for a 1st order differential operator from Γ(pi)
to Γ(η).
7.1.2. Lifting of vertical symmetries. Let now v : VQ → Q be the vertical tangent
bundle, and X an its section. In coordinates, X = ψ ∂∂ϕ . Look for a vertical vector
field X˜ on J1Q, i.e., a section of v1 : V J1Q → J1Q, such that
• X˜ is a lifting of X,
• X˜ is an infinitesimal contact transformation of J1Q.
Then, it can be easily proved that
(150) X˜ = ψ
∂
∂ϕ
+Dµ(ψ)
∂
∂ϕµ
,
where Dµ = ∂∂xµ + ϕµ
∂
∂ϕ is the (truncated) total derivative operator: the first
condition dictates the coefficient of ∂∂ϕ , while the second that of
∂
∂ϕµ
. Let us give
a geometric interpretation to the lifting procedure
(151) X 7−→ X˜
To this end, consider the 1–parameter group of transformations ψt determined
by X. Being X vertical, each ψt is a fibreed morphism over the identity idM , i.e.,
st := ψt ◦s is a family of sections of pi, such that s0 = s (somebody calls it a vertical
homotopy [24]). All these sections can be, so to speak, “jettified”, thus obtaining
a family of sections j1(st) of J1Q → M . Fix a point x = (x1, . . . , xn) ∈ M , and
compute the velocity of the curve t 7−→ j1(st)(x) at zero:
vx :=
dj1(st)(x)
dt
∣∣∣∣
t=0
.
By construction, vx is a vertical tangent vector on J1Q, at the point j1(s)(x), and
direct computations show that
X˜j1(s)(x) = vx.
7.1.3. Proof of the equivalence. We use now (151) to define a 1st order differential
operator between VQ −→M and V J1Q −→M .
(152) VQ v //

Q
pi}}
Xˇ
zz
M
sX
KK
X
AA
Observe that the bundle VQ −→M is the composition pi ◦ v: according, a section
of VQ −→ M is, in a sense, the composition X = Xˇ ◦ sX of two sections, where
sX := v ◦X is a uniquely defined section of pi and Xˇ is a section of v which is not
unambiguously defined: just its restriction Xˇ|Im sX is uniquely determined by X
(see diagram (152)). So, one may work with the pair (sX , Xˇ), instead of X, bearing
in mind the ambiguity of Xˇ.
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For instance, in local coordinates, Xˇ = ψ ∂∂ϕ , where only the restriction ψ|Im sX
is uniquely determined by X. Now, bearing in mind formula (150), Xˇ can be lifted
to
(153) ˜ˇX := ψ ∂
∂ϕ
+Dµ(ψ)
∂
∂ϕµ
,
and sX can be prolonged to a section j1(sX) of V J1Q −→ J1Q. Hence, we can
produce a section X˜ of V J1Q −→M by putting X˜ := ˜ˇX ◦ j1(sX):
(154) V J1Q //

J1Q
zz
˜ˇX
ww
M j1(sX)
HH
X˜
BB
Diagram (154) illustrates the relationship between sections ˜ˇX, j1(sX) and X˜. The
latter can be computed directly,
X˜x =
˜ˇXj1(sX)(x) = ψ(j1(sX)(x)) ∂∂ϕ
∣∣∣∣
j1(sX)(x)
+
∂(ψ ◦ j1(sX))
∂xµ
(x)
∂
∂ϕµ
∣∣∣∣
j1(sX)(x)
thus showing that X˜ depends only on sX and Xˇ|im sX , i.e., that the map X 7−→ X˜
is well–defined.
Observe that the fibre VxQ is the tangent manifold TQx of the fibre Qx: hence,
if ϕ is a coordinate on the abstract fibre of pi, and p its conjugate momentum, the
section X is given, in local coordinates, by
M 3 x X7−→ (ϕ(x), p(x)) ∈ VQ.
According,
M 3 x sX7−→ (x, ϕ(x)) ∈ Q
and ψ◦j1(sX) = p. Similarly, the fibre coordinates of V J1Q −→M are (ϕ,ϕµ, p, pµ).
The section X˜, in such coordinates, is given by
ϕµ :=
∂ϕ
∂xµ
,(155)
pµ :=
∂p
∂xµ
.(156)
Corollary 5 (Proof of the identification). The lifting procedure (151) is a 1st order
differential operator, and the corresponding smooth fibreed mapping κ : J1VQ −→
V J1Q is one–to–one.
Proof. Formulae (155)–(156) shows that (151) is a 1st order differential operator.
Then Proposition 2 allows to associate with it the smooth fibreed mapping κ, and
it remains to prove that κ is one–to–one.
This can be accomplished locally, by observing that the fibre coordinates on
J1VQ are (ϕ, p, ϕµ, pµ), so that the map κ simply “flips” ϕµ and p. In particular,
κ is (locally) one–to–one. 
This “flipping”, which occurs due to the interchanging of the “jettification” and
the “verticalization” procedures, namely,
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V J1Q ϕ
fibre variable
⇒ ϕµ
jettified fibre variable
⇒ (p, pµ)
vertical momenta
J1VQ ϕ
fibre variable
⇒ p
vertical momentum
⇒ (ϕµ, pµ)
jettified fibre variable & its momentum
can be regarded as a jet–theoretic analog of the last term of the “Tulczyjew triple”.
7.2. The space of symmetric momenta. Here we show that the sub–bundle S
mentioned in 4.7 can be characterized intrinsically.
Roughly speaking the symmetrisation of the momenta pµ1···µk−1λ with respect
to the last index λ is a manifestation of the so–called polarization of homogeneous
polynomials. Classically, it is used, among many other things, to compute the
tangent space to a quadric surface, but it keeps finding unexpected applications,
especially in the framework of jet spaces (see, e.g., [1]). The reason is that the
spaces of homogeneous polynomials are the linear models of the jet bundles (which
are affine) and their polarization correspond to the immersion into nonholonomic
jets, i.e., precisely those used in our approach to higher–order theories (see, e.g.,
[22, 26]).
7.3. Polarization and Spencer operator. The simplest example of a polariza-
tion is that of a quadratic form Q(x), i.e., its corresponding bilinear form B defined
by
(157) B(x, y) :=
Q(x+ y)−Q(x)−Q(y)
2
.
Intrinsically, formula (157) reads
(158) B =
1
2
dQ.
Indeed, ifQ = αx2+βxy+γy2 then its differential dQ = (2αx+βy)dx+(βx+2γy)dy
correspond to (twice) the symmetric 2× 2 matrix of the form B, i.e., to(
2α β
β 2γ
)
.
The advantage of (158) against (157) is that the former admits a straightforward
generalization to cubic forms, quartic forms, etc. Indeed, for any homogeneous
polynomial p of degree k in the n independent variables x1, . . . , xn, the differential
dp is a linear combination of the xi’s with values in the space of polynomials of
degree (k − 1).4 If V denotes the linear space generated by the xi’s, then the
operation p 7−→ 1kdp is nothing but the canonical inclusion
(159) SkV ⊆ Sk−1V ⊗R V ,
where “S” stand for “symmetric power”. Written down in coordinates, (159) is the
passage from a space where all indices are symmetric to one where so are only the
first k − 1.
In the jet–theoretic context, (159) is the “linearization” (i.e., the tangent map-
ping) of the embedding of the holonomic kth jets into the nonholonomic ones (i.e.,
the 1st jets of k − 1st jets), i.e., formula (36).
4Yet another way to understand this is through the so–called meta–symplectic form (see the
above cited [1] on this concern).
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7.4. Intrinsic definition of S. As a preliminary observation, recall that the cotan-
gent manifold TW of a linear space W is the trivial bundle T ∗W = W × W ∗.
The key property of Qx we shall need here is that Qx is an affine bundle over
Q′x := (J
k−2Φ)x, whose linear model is
(160) Wx := Sk−1T ∗xM ⊗R Φ∗x .
The cotangential mapping of the canonical projection Qx −→ Q′x, allows to project
T ∗Qx over T ∗Q′x as well. The generic fibre is now
(161) T ∗(Sk−1T ∗xM ⊗ Φ∗x) = Wx × Sk−1TxM ⊗R Φx.
On the other hand, by Poincaré duality,
(162)
n−1∧
T ∗xM ≡ TxM⊗R
n∧
T ∗xM.
Together, (161) and (162) imply that T ∗Qx⊗R
n−1∧ T ∗xM projects onto T ∗Q′x⊗R
n−1∧
T ∗xM , with generic fibre
(163) Wx × (Sk−1TxM ⊗ Φx)⊗R TxM ⊗ ΛnT ∗xM
which, in view of the polarization/Spencer operator (159) contains a canonical
subspace Sx obtained by replacing Sk−1TxM ⊗ TxM with SkTxM in (163). By
arbitrariness of x ∈M , this defines a whole bundle S.
It is worth stressing the unambiguity of such a definition: even if Wx is not
canonically identified with the fibre of Qx −→ Q′x (an origin is needed), it was
shown above that for any choice of Wx, the corresponding fibre (163) contains a
unique distinguished subspace.
7.5. List of main symbols.
M the space–time
x, x0 a generic (resp., fixed) point of M
xµ coordinates on M
Q,Φ pi−→M the configuration bundle for first (resp., higher) order theories
C ⊆ QI the constrained sub–bundle
Ca the constraint functions
λa Lagrange multipliers
ϕK fibre coordinates on Q
VQ the vertical tangent bundle
ΛiM the bundle of differential i–forms on M
P the phase bundle.
PI the infinitesimal phase bundle
PIC the constrained infinitesimal phase bundle
PIreduced the reduced infinitesimal phase bundle
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D the dynamics
S ⊆ P the symmetric phase bundle
pµ the momenta
rµ extra momenta
sµ1...µl symmetric momenta
dnx the volume element on M
∂µydnx basis of vector–densities on M
B →M a bundle over M
Bx fibre of B at x ∈M
X(B) vector fields on B
d exterior derivative
d space–time differential
δ vertical differential
∂µ total derivative
θ Liouville form
ωI pre–symplectic form
ωIC constrained pre–symplectic form
ω symplectic form
J1P first jet–extension of P
QI the infinitesimal configuration bundle
Π : P → Q canonical projection
L a Lagrangian density
L a Lagrangian function
H Hamiltonian function
h Legendre transform
j current
µ a multi–index
ϕµ coordinates on Jk−1Q
jµ higher–order current
Ω Poincaré–Cartan form
Θ primitive contact form
J1P Ψ−→ V ∗QI ⊗QI ΛnM canonical surjective mapping
ζ a point of J1P
qI a point of QI
p a section of P
s a section of Q
w a vertical vector on Q
v a section of VQ
< · , · > volume–forms–valued pairing of vectors and covectors
η a point of V ∗QI ⊗QI ΛnM .
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