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In dieser Arbeit werden rationale Splinefunktionen mit quadratischem Z&ler 
und linearem Nenner durch Differenzierbarkeitseigenschaften u d Interpolations- 
bedingungen detiiert und untersucht. Fiir die Liisbarkeit der Interpolations- 
aufgabe im Bereich dieser Splinefunktionen bei Vorgabe von Werten in den 
Knotenpunkten und je einer Randbedingung la& sich eine notwendige und 
hinreichende Bedingung angeben. Die Losung ist eindeutig bestimmt und durch 
global konvergente Gradientenverfahren berechenbar. AuSerdem zeigen die 
hier betrachteten rationalen Splinefunktionen bei Interpolation der Werte glatter 
Funktionen in zusammenriickenden Knotenpunkten ein ahnliches asympto- 
tisches Verhalten wie kubische Splinefunktionen. 
1. DEFINITION DES INTERPOLATIONSPROBLEMS 
DEFINITION 1. Gegeben sei eine Zerlegung 
a = x0 < x1 -=c -*- < x,+~ = b, Iz E iv u (0) (1-l) 
eines abgeschlossenen I tervalls [a, b] der reellen Zahlen. Eine Funktion 
f E Cz[a, b], deren Restriktionen fj := f 1 [xj , x~+~] auf die Teilintervalle 
[xi , xj+,] von (1.1) rationale Funktionen 
h:(x) = 
aj + bjx + cix2 
dj + ejx 
mit einem Zahlergrad < 2 und einem Nennergrad < 1 sind, wird im 
folgenden als rationale Splinefunktion bezeichnet. 
DEFINITION 2. Gegeben seien reelle Zahlen yO ,..., yn+l , U, v und eine 
Zerlegung (1.1) von [a, b]. Als rationale Spline-Interpolierende zu den Werten 
Yo ,**-, Y ?a+1 9 U, v auf der Zerlegung (1.1) wird eine rationale Splinefunktion 
f E C2[a, b] bezeichnet, die Interpolationsbedingungen 
f (Xi) = Y, @<j<n+l) (1.2) 
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sowie im Punkt x0 = a eine fest gewahlte der Bedingungen 
f’(a) = u oder f”(a) = u 
und im Punkt x,+~ = b entsprechend 
erfiillt. 
f’(b) = v oder f”(b) = v 
(1.3) 
(1.4) 
2. NOTWENDIGE BEDINGUNGEN FGR DIE EXISTENZ 
EINER RATIONALEN SPLINE-INTERPOLIERENDEN 
Aus Definition 1 folgt, da8 eine rationale Splinefunktion eine in [a, b] 
identisch oder nirgends verschwindende zweite Ableitung hat, denn die zweite 
Ableitung einer rationalen Funktion mit quadratischem Zahler und linearem 
Nenner ist von der Form a/(bx + c)“. Daraus ergibt sich 
SATZ 1. Zu den Werten y,, ,..., Y,+~ , 24, v auf einer Zerlegung (1.1) existiert 
hiichstens dann eine rationale Spline-Interpolierende, wenn es in C?[a, b] eine 
lineare oder streng konvexe oder streng konkave Funktion gibt, die den 
Bedingungen (1.2), (1.3), und (1.4) gentigt. 
Fiir die praktische Anwendung benutzt man Satz 1 besser in einer anderen 
Form. Dazu werden bei gegebener Zerlegung (1.1) und gegebenen Werten 
yo ,..., Y n+l , U, v in der iiblichen Weise [3] Differenzenquotienten durch 
(2.1) 
definiert und die GriiBen 
Dj := DYyj , yj+J - D’h1 , vj> (1 < j < 4, (2.2) 
D .= 
0 * I 
WYO 3 ~1) - u bei Vorgabe von f’(a) = u, 
24 bei Vorgabe von f”(a) = u, (2.3) 
D 
._ v - D1( y, , Y~+~) bei Vorgabe von f’(b) = v, 
+a+1 *- 
I V bei Vorgabe von f”(b) = v, (2.4) 
eingefiihrt. 
SATZ 2. Das obige Interpolationsproblem ist nur alznn l&bar, wenn mit 
s = 0, 1 oder - 1 gilt 
sgn Dj = s (0 < j < n + 1). (2.5) 
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Beweis. Fiir jede lineare oder strikt konvexe oder strikt konkave Funktion 
f~ C2[a, b] gilt offenbar fur alle x E [a, b] die Beziehung 
sgnf”(x) = s 
mits = 0, 1 bzw. -1. 
Da jede der GraDen Dj bis auf einen positiven Faktor als Wert vonf” an 
einer Stelle des Intervalls [a, b] darstellbar ist, haben im Falle der Losbarkeit 
des Interpolationsproblems alle diese GraBen das Vorzeichen s. 
3. GRUNDGLEICHUNGEN 
Analog zur Berechnung von kubischen Spline-Interpolierenden (vgl. 
[l, Seite g-121) erhalt man aus (1.2), (1.3) und (1.4) und der zweimaligen 
stetigen Differenzierbarkeit einer rationalen Spline-Interpolierenden f(x) 
durch einfache Rechnungen ein nichtlineares Gleichungssystem fur die 
GraBen f”(q). Mit den Bezeichnungen 
hj := x~+~ - xj (0 <j < n) (3.1) 
he, := h,+I := 0, M-, := M,,, := 0 (3.2) 
sowie (2.2), (2.3), und (2.4) besagt der folgende Satz, da13 das betreffende 
Gleichungssystem such hinreichend ist. 
SATZ 3. Es seien reelle Zahlen y0 ,..., Y*+~ , u, v sowie eine Zerlegung (1,l) 
gegeben. Der Vektor (M,, ,..., M,,,) E Rn+2 mit 
sgn Mj = s (0 <j < n + 11, SE{O, 1, -l} (3.3) 
sei Liisung des Gleichungssystems 
mit 
hi-lMj-lMF + hjMj+lMj’ = 2Dj (3.4) 
j = 0, l,... bei Vorgabe von f’(a) = u, 
j = 1, 2,... und MO3 = u bei Vorgube von f”(u) = u, 
J = . . . . n, n + 1 bei Vorgabe von f’(b) = v, 
J = . . . . n - 1, n; Mz,, = v bei Vorgabe volt f “(b) = v. 
Dann existiert eine interpolierende rationale Splinefunktion f(x) E C”[a, b] zu 
den Werten y,, ,..., yn+l , u, v und es gilt 
f”(q) = M? (0 < j < n + 1). (3.5) 
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Beweis. Es sei (MO ,..., Mn+I) E iRntz eine LGsung von (3.4) mit der 
Eigenschaft (3.3). Gilt s = 0 in (3.3), so folgt aus (3.4) das Verschwinden 
aller Dj und daher ist die lineare Funktion 
f(x) = yo + yyy-$ (x - a) (3.6) 
eine rationale interpolierende Splinefunktion zu den Werten y. ,..., Y,,+~ , u, v. 
Fur den Rest des Beweises werde deshalb s # 0 vorausgesetzt. Man verifiziert 
leicht mit Hilfe von (3.1) und (3.3), da13 die Abschatzung 
%+1 - x Mj - Mj+l 
hj Mj <’ 
fiir jedes j E {O,..., n} und alle x E [xi , xj+r] gilt. Die durch 
fj(X) := yj+l + (X - Xj+J ( y’“hT ‘j + i h,MjMf+,) 
+; M?+l(xj+l - ~1” 
1 - (Xj+l - X) Mi - Mm hjMj 
(3.7) 
definierte rationale Funktion mit quadratischem ZBhler und linearem Nenner 
ist also in [xj , xj+J zweimal stetig differenzierbar. Durch einfache 
Rechnungen erhalt man 
hfxj> = Yj htxj+3 = Yj+l 
fjyx.) = yj+1 - yj 
3 
hj 
- k hjMj2Mj+, h’(Xj+l) = “‘lhT ” + i hjMjMi+l 
3 
f;(xj) = Mj” fT(xj+d = MT+1 . (3.8) 
Wegen der Gtiltigkeit von (3.4) folgt daraus sofort 
J;:‘(Xj+l> = fi+lCxi+l) (O<j<n-1) 
und die Annahme der “Randwerte” u und v durch die Funktionen f. und fn . 
Zusammen mit den Gleichungen (3.8) ergibt sich insgesamt, da0 die Funktion 
f(x) : = h(x) 
fiir alle x E [xj , xj+J und alle j E {O,..., n} eine rationale interpolierende 
Splinefunktion zu den Werten y0 , y1 ,..., yn+l , U, u ist. 
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4. EXISTENZ 
SATZ 4. Die Bedingung (2.5) fiir die Existenz einer rationalen Spline- 
Interpolierenden zu den Werten y,, ,..., yn+l , u, v ist such hinreichend. Fiir 
den Fall sgn Dj = s # 0 fiir alle j E (O,..., n f l} ergibt sich eine Liisung 
(MO ,a*., M,,+J E Rn+2 der Gleichungen (3.4) mit der Eigenschaft (3.3) ais 
Minimum der Funktion 
EtMo ,..., Mn+l) := ni1 (hi-&t& + ?$) 
i=O t 
(4.1) 
im Bereich 
I sgn Mj = s (O<j<n+l) K := (MO ,...) M,+J E [Wn+2 MO3 = u, falls, f”(a) = u vorgegeben . M3,+, = 0, faIls j”(b) = v vorgegeben ! 
(4.2) 
Beweis. Im Falle s = 0 ist die lineare Funktion (3.6) wegen (2.5) eine 
interpolierende rationale Splinefunktion zu den Werten y. ,..., yn+r , u, v. Es 
werde also fur den Rest des Beweises angenommen, da13 s = + 1 gilt (der Fall 
s = - 1 kann durch Umkehrung der Vorzeichen von y. ,..., Y,+~ , u, v auf 
den Fall s = + 1 zuriickgefiihrt werden). 
Im Bereich K nimmt die Funktion E nur positive Werte an; einer dieser 
Werte werde mit E, bezeichnet. Dann definiere man die GroBen 
sowie den Wiirfel 
I? := ((MO ,...) M,+,)~IW~+2~O<m~~M~~m,(O~j~n+1)). 
(4.3) 
AuBerhalb des Inneren von Z? gilt E(M, ,..., M,,,) > Eo, denn aus 
0 -=z Mj < m, fur einjE(O,..., n + l} folgt 
E(A4, ,..., M,,,) > $ b $ 3 E, 
* 
und aus 
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folgt zusammen mit Mjpl 3 m, oder Mj+l > m, 
Wfo >..., M,+J > max(h,-lMj-lMj , hjMj+lMj) 
3 mlm2 ,2jzn hj = 4,. 
Die Funktion E nimmt also im Inneren des Kompaktums R n K ihr globales 
Minimum beztiglich K an. Wegen der Differenzierbarkeit von E in K gelten 
die Gleichungen (3.4) im Minimum von E in K; nach Definition von Kist (3.3) 
erftillt. Aus Satz 3 folgt schliel3lich die Behauptung dieses Satzes. 
5. EINDEUTIGKEIT 
SATZ 5. 2% gegebenen Werten y, ,..., ynfl , u, v auf einer Zerlegung (1.1) 
existiert hiichstens eine rationale Spline-Interpolierende. 
Beweis. Die zweite Ableitung der Differenz g E C2[a, b] zweier rationaler 
Spline-Interpolierenden fi und f2 zu gleichen Vorgaben y0 ,..., yn+l , u, v auf 
einer Zerlegung (1.1) hat in jedem Teilintervall [xj , xj+l] von [a, b] die Form 
(bx ; c)” - (b’x “; c’)~ ’ 
Daraus folgt, dal3 g”(x) in jedem Teilintervall [xi , xi+,] entweder identisch 
verschwindet oder hiichstens eine Nullstelle hat. Wegen der Interpolations- 
bedingung (1.2) verschwindet g in den Punkten x,, ,..., x,+~ von (1.1) und 
daher gent&t es zu zeigen, dal3 g” in [a, b] identisch verschwindet. Nach dem 
Satz von Rolfe hat g’ mindestens II + 1 Nullstellen xj’ in (x,, , x,+~) und g” 
verschwindet in mindestens n verschiedenen Punkten xy E (x,,‘, xn’). Bei 
Vorgabe vonf”(a) hat g” in x,, = a eine weitere Nullstelle; bei Vorgabe von 
f’(a) verschwindet g’ in x0 = a und g” in einem Punkt f E (a, x0’). Ent- 
sprechendes gilt fur die Vorgaben im Punkt x,+~ = b. In jedem Fall besitzt 
also g” in [a, b] mindestens n + 2 Nullstellen. Deshalb verschwindet g” 
identisch in einem Teilintervall [xj, , xj,+l] von [a, b]. 
Jetzt folgt die Behauptung induktiv: Im Fall n = 0 ist nichts mehr zu 
beweisen. Angenommen, das Interpolationsproblem mit hiichstens iz Teil- 
intervallen sei eindeutig l&bar. Dann folgt aus dem Verschwinden von 
g = fi - f2 in einem Teilintervall [xi, , x~,+~] der Zerlegung (l.l), dal3 die 
Funktionen fi und f2 in [x0 , xi,1 und [xjo+l , x,+~] das gleiche Interpolations- 
problem mit Vorgabe von f”(xj,) und f”(~~,+~) I&en. Nach Induktions- 
voraussetzung stimmen fi und f2 such in diesen Intervallen, also in [a, b] 
iiberein. 
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6. NUMERISCHE BEHANDLUNG DES PROBLEMS 
Nach dem Beweis von Satz 4 liefert jeder Punkt (1M,, ,..., M,+l) E K, in dem 
alle partiellen Ableitungen der oben definierten Funktion E verschwinden, 
eine rationale Spline-Interpolierende zu vorgegebenen Werten. Auf Grund 
des Eindeutigkeitssatzes hat die Funktion E daher auger dem Minimum 
keinen stationaren Punkt in K. 
Es ist also leicht mbglich, die Gleichungen (3.4) durch iterative Mini- 
mierungsverfahren fur reelle Funktionen zu l&en. Auf einfache Weise wird 
dies durch sukzessive Minimierung langs der Koordinatenachsen (Einzel- 
schrittverfuhren) geleistet. 
Beginn. Man wahle einen Startwert MO := (Moo,..., Mz,,) E K und setze 
E(MO) =: E,, k := 1. 
Iterationsschritt. Durch den vorherigen Schbt sei der Vektor M”-r := 
(Mi-I,..., M$:) festgelegt. Dann setze man fur j = O,..., n + 1 nacheinander 
Mt-l falls j = 0 und f”(u) = u vorgegeben, 
MF := ( Mi;: falls j = n + 1 und f”(b) = v vorgegeben, (6.1) 
( sgn Mj” = sgn Di sonst. 
SATZ 6. Das Ve/erfahren konvergiert fiir jeden Startwert MO E K, falls (2.5) 
mit s # 0 gilt. 
Beweis. Nach (6.1) liegt die Folge {M”} in K. Beim ubergang von 
(MO” ,..., M,k_, , Mjk-I,..., Mi;:) zu (MO” ,..., Mjk, Mj”,;’ ,..., Mi$ =: Mjk ver- 
kleinert sich die Funktion E urn den Betrag 
AE = g lM,k (Mj” - M;-‘) + ; (Mi” - M:-1)2 g 1 
3 3 * 
-7 = 
= ; (Mjk - M;-1)2 $ 3 0 (6.2) 
mit einem z zwischen Mik und MF-‘; der Term (W/aMj)IMIx verschwindet 
wegen (6.1). 
Nach dem Beweis des Existenzsatzes liegen die Punkte M E K mit 
E(M) < E, in einem Kompaktum (4.3). Aus (6.2) folgt fur alle j E {O,..., n + l} 
und alle k E N die Abschatzung 
AE 2 L(M,” - MI-I)” 3 0, L = 2Eo% - . 
m22 
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Da E nach unten beschrtinkt ist, erhiilt man fur jedesj E {O,..., IZ + I} 
( Iv,” - My 1 + 0 fur k-+ 00. 
Nach (6.1) gilt 
h&l4j’“_, + hjM,‘“,, - & = hj(M;+l - Mj”;I> -+ 0, (6.3) 
und die Gleichungen (3.4) werden fur k -+ co beliebig gut erftillt. 
Die durch (6.1) definierte Folge {Mk) liegt wegen der Monotonie von 
E(Mk) in Z? (vgl. (4.3)). Auf Grund der Kompaktheit von k hat {Mk} 
mindestens einen Haufungspunkt. Nach (6.3) ist jeder Haufungspunkt Liisung 
von (3.4). Aus der Eindeutigkeit der Liisung ergibt sich die Konvergenz der 
Folge, und zwar fur jeden beliebigen Startwert aus K. 
7. KONVERGENZAUSSAGEN 
Problemstellung. Es sei f E @[a, b], p = 0, 1 und es sei eine Folge 
(Zk}k,wl von Zerlegungen von [a, b] der Form 
Z” : a = xok < xlk < a*. < x:,+~ = b, n, E N U (0) (7.1) 
mit 
hi” := xi”,, - xik, (0 < j < nk) (7.2) 
und 
h,:= max h,“-+O fur k+ co O<i<n, (7.3) 
gegeben. Zu jeder Zerlegung Zk existiere eine rationale Splinefunktion 
fk E Cz[a, b] mit 
fkb’> = fcxjk> (0 <j < nk + 1). (7.4) 
Was la& sich dann tiber das Konvergenzverhalten der Folge {f&&J mit dem 
Limes f fur k --+ co aussagen ?
Wegen der notwendigen Bedingung (2.5) kann man unter den obigen 
Voraussetzungen annehmen, da13 die gegebene Funktion f E C”[a, b], p = 0, 1 
entweder linear oder strikt konvex oder strikt konkav ist und sich auf den 
Fall der Konvexitat beschranken. Eine Losung des obigen Problems ergibt 
sich dann aus dem folgenden allgemeinen Satz tiber konvexe Interpolation. 
SAT2 7. Es sei f E C”[a, b] eine konvexe Funktion. Ferner sei (Zk}keN eine 
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Folge von Zerlegungen von [a, b] der Form (7.1) mit der Eigenschaft (7.3). Zu 
jeder Zerlegung Zk existiere eine konvexe Funktion fk E C”[a, b] mit (7.4). Sei 
[a’, b’] ein festes, aber beliebiges Teilintervall von (a, b). Dann gilt gleichm+‘ig 
in [a’, b’] 
(4 I fkW - f(x)1 = W,); (7.5) 
@> I fi% - f’“‘(x)l = 4d1-% q = 0,l (7.6) 
im Falle f E Cl[u’, b’]; 
(4 I f!?(x) - f’*‘Wl = WhJ2-*), q = 0,l (7.7) 
im Falle f E C2[a’, b’]. 
Beweis. Fur alle j~{l,..., nA} und alle x E [xik, xi”,,] gilt wegen der 
Konvexitat von f die Ungleichung 
f(xj”) -f%) < f(x> -f(xj”) < f(G+3 -f(xj”) 
h;-, x - Xjk hjk (7.8) 
und dieselbe EinschlieBung gilt wegen (7.4) und der Konvexitat von fk such 
fi.ir fk anstelle von f. Also hat man fur alle x E [xjk, xj”,,] die Abschatzung 
I fkcx> _ f(x>l < h, (f(x:+‘)h; fcxj”) _ ftxj”> ; f”:-1)). 
(7.9) 
3 3-l 
Wegen [a’, b’] C (a, b) und der Konvexitat von f liegen alle Differenzen- 
quotienten von f in [a’, b’] zwischen 
f(4 - f@? 
a - a’ 
und f(b’) -f(b) 
b’-b . 
Damit ergibt sich (7.5) aus (7.9). 
Im Falle (b) folgt unter Verwendung des Stetigkeitsmoduls W( f ‘, 6) von f’ 
aus (7.9) die Abschatzung 
1 fkb) - f(x)\ < hk(f ‘b) - f’tzi-I)) 
mit zi E [xjk, x:+,1, z~-~ E [xi”_, xjk] und man erhalt wegen der Monotonie 
von f’ die Aussage 
1 fk(x) - f(x) I < hkW(f ‘, 2hk,) = Q@k). (7.10) 
Fiir die Ableitungen ergibt sich aus (7.4) und der Konvexitat vonfund fk 
Ifk’(x) - f’(x)l G 
f(xi”,2) - f(xF+d _ f&7 - f(xL) h! 
?+I A;-, 
G f’(Zi+J - f’k-1) (7.11) 
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ftir alle x E [xjki, xj”,,] mit z~+~ E [$+, , xi”,.J, zi+ E [x,“-~ , xi”] und es folgt 
wegen der Monotonie von f’ schlieljlich 
I.&‘(x) - f’WI ,< f’h+z> - f’(Xj-1) G 4f ‘2 3hlc) = 4) 
fur alle x E [@, xF+,]. Damit ist (7.6) bewiesen. Im Falle (c) erhtilt man (7.7) 
aus (7.10) und (7.11) wegen ~(f’, hk) = 0&J. 
KOROLLAR. Existieren die Ableitungen f ‘(a) undfk’(a) fiir jedes k E N und 
gilt 
Ifi@) -f’@>i = ~~~Zl,) imF& [fZ/, 
so gilt Satz 7 such im Falle [a’, b’] C [a.b). 
Beweis. Ftir jedes x E [a, x1”] gilt 
f’(a) $4 - f(xclk) < f(x2k) - f(xl”) 
x - x0” h,” 
und 
fkya) < fdx) - fk(xOk) < h&62”) - fkbk) 
x - Xgk h,” 
Daraus folgt mit (7.4) 
If(x) - h(X)\ < hk ( f(xzk) h;kfixlr) - f’(a) + ifk’ca) - f’@,l) 
und wegen der Beschrdnktheit der ersten Differenzenquotienten von f(x) in 
der N%he von x = a bleibt der Beweis von Satz 7 von (7.9) an such im Falle 
a’ = a richtig. 
Bemerkung. Setzt man lediglich f E Cz[a, b] und fk E C”[a, b] fur alle 
k E fV voraus, so kann nicht einmal auf die punktweise Konvergenz 
f; +-f” fiir k-+ co (7.12) 
geschlossen werden, was sich an folgendem Beispiel erkennen lal3t: Zu einer 
beliebigen Funktion f E C2[a, b] mit f” > 0 und einer Zerlegungsfolge 
{ZkjkEN von [a, b] wahle man einen festen Punkt x E (a, b), der in keiner der Zk 
als Teilpunkt vorkommt. Etwa durch abwechselndes Aneinandersetzen von 
Geraden- und Kreisbogenstiicken konstruiere man konvexe Funktionen 
fk E C2[a, b], die f auf Zk interpolieren und in demjenigen Teilintervall 
von Zk, welches x enthalt, linear sind. Dann tritt keine Konvergenz 
f ;C(x) + f “(x) ein. 
Mit anderen Methoden kann dagegen im Falle f”(x) 3 E > 0 fiir alle 
x E [a, b] die Konvergenz (7.12) ftir die in dieser Arbeit behandelten rationalen 
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Splinefunktionen bewiesen werden ([2, Seite 64-681). In einer weiteren Arbeit 
wird sich diese Aussage als Spezialfall eines allgemeinen Satzes ergeben. 
Numerisches Beispiel. Interpolation der Funktion y = tan x im Interval1 
[0, 7~/4] in it aquidistanten Sttitzstellen. Bei Randvorgabe von y’(O) und 
y’(~-/4) erhalt man die folgende Tabelle fur den maximalen Fehler. 
TABELLE 1 
Knotenzahl Rationaler Spline Kubischer Spline 
4 0.323 * 1O-3 
5 0.135. 10-Z 
6 0.687 . 1O-4 
7 0.397 . 10-a 
8 0.249 . lo+ 
9 0.167. 1O-4 
10 0.117. 10-4 
11 0.854. lo+’ 
12 0.641 . 1O-5 
0.603 . 1O-3 
0.220 * 10-a 
0.975 . 10-a 
0.496 . lo+ 
0.277 * 1O-4 
0.167. 1O-4 
0.106 * 1O-4 
0.708 * 1O-5 
0.490 * 10-b 
Aus der Tabelle 1 ist zu ersehen, dal3 der Interpolationsfehler bei rationalen 
Splines bis n = 8 kleiner ist als bei kubischen Splines. Durch das 
Verschwinden von tan”(O) wird im ersten Teilintervall der rationale Spline 
annahernd linear und bringt gegentiber den weiteren Teilintervallen einen 
relativ groljen Fehler. Dieser Effekt ist im wesentlichen fur die GrSBe des 
Interpolationsfehlers der rationalen Splines bei grol3em nverantwortlich. Zur 
weiteren Illustration dienen die beiden beigefiigten Skizzen (Abb. 1 und 2). 
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