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Georeferenced data is one of the most important parts of a GIS application. There are
many sources of georeferenced data including surge and wave coastal models and there are
diﬀerent tools that can access and display such data in an interface with many capabilities
including zooming, panning and display of metadata. The data generated from coastal
models for the US coast are useful in hurricane analysis and modelling. In such situations,
there is a need for a tool that can read the output from coastal model runs and generate
georeferenced images. It is also useful for these georeferenced images to be available
through queriable web interface. It is also possible to overlay other georeferenced images
with political, geographical and topological information like US states map and road maps
with the images generated by the tool.
This report describes the requirements, design and implementation of such a tool, un-
dertaken as part of my masters graduation requirements. The AD-Map tool allows the
users to render geo-referenced images from output ﬁles of coastal model (ADCIRC) runs.
This tool acts as a link between coastal simulation models and open-source development
environment (like MapServer) for building spatially-enabled internet applications. The
AD-Map tool is also integrated in the MapServer codebase as one of its module. This
adds additional capability in MapServer to directly read and render ADCIRC output ﬁles.
The integration of the AD-Map tool in the MapServer makes the whole architecture more
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eﬃcient for the potentially very large ADCIRC output ﬁles.Acknowledgements
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Introduction
Google Earth (1) is perhaps one of the most impressive applications in the geographic in-
formation systems (GIS) domain and has certainly led to an explosion in the number of
popular internet tools using geographical information. Google Earth shows regions on the
Earth’s surface by overlaying satellite images chosen through a user interface. This inter-
face, shown in ﬁgure 1.1, allows users to perform operations such zooming and panning. In
addition, Google provided their Google API for anyone to use to generate GIS like appli-
cations that use Google’s maps (17). This API also allows assignment of new metadata to
speciﬁc points on the map. The ability to display metadata on geographic maps has created
great interest among those who are interested in developing GIS applications. The Sunlight
Foundation Earmark map (24) is an excellent example where the Google API is used to
display metadata on the maps. If user points to these icons on the map, the corresponding
information is displayed in the interface.
The applications that generate geo-referenced spatial data are useful in displaying maps
in weather reports or to display the direction between two locations. MapQuest (23) is
an excellent example of such an application that displays directions between two points.
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Figure 1.1: The Google Earth interface showing the LSU campus
MapQuest also allows the users to ﬁnd nearby hotels, market stores and other such loca-
tions using the interface shown in ﬁgure 1.2. The Coastal Louisiana Ecosystem Assessment
and Restoration (CLEAR) Program (5) is another such example that uses geographically
referenced images to evaluate environmental beneﬁts associated with restoration alterna-
tives. The model can forecast physical processes, geographic features, water quality condi-
tions and ecological succession. The georeferenced information is important to accurately
display and analyze the wetland and dryland boundary along the coastline in the future.
The CLEAR program helps in better understanding of eﬀects of natural phenomenon like
hurricanes and erosion and diﬀerent ways to prevent it.
Hurricane Katrina Visualization at Center for Computation & Technology (CCT) (2;3
Figure 1.2: MapQuest interface showing the Tiger Stadium at LSU
21) which is a visualization of results from hurricane simulations is an example of 3 di-
mensional application of geographical information. This project uses simulation data from
a storm surge model, called the ADvanced CIRCulation model or ADCIRC. ADCIRC, de-
scribed in section 1.4 can predict storm surges, based on projected hurricane paths. One
data repository that contain important scientiﬁc data is the SCOOP archive. The SURA
Coastal Ocean Observing and Prediction (SCOOP) program (4) is developing an inte-
gratedcoastaloceanobservingandpredictionsystemtosupportcoastalresearch. SCOOP’s
kitchen sink (20) portal is another example of web-based implementation that supports user
queries.
The project discussed here is concerned with developing a visualization tool that will
access the SCOOP archive to render a model mesh and save it along with georeferenced
information. The tool won’t be as complex as the visualization done at CCT, but it would4
act as a link between ADCIRC simulation runs and MapServer. It would give ADCIRC
researchers an additional tool to view the data generated by model runs and get visual
representation of the state of the run for any particular timestep. Also, integrating the
tool with MapServer interface would provide MapServer the capability to automatically
generate RGB values from the mesh rendered. This would be be similar to the interface
used in CLEAR program and it would read and display ADCIRC ﬁles just like any other
image ﬁle.
Figure 1.3 shows all the nodes of the mesh connected to their neighbours based on
connectivity information to form triangles. All the information regarding the nodes in the
mesh is taken from a SCOOP storm surge (ADCIRC) model run. In the next module,
these triangles are colored based on some parameter which can be elevation data or X or Y
velocity. The coloring of the triangles is based on the color maps which could be conﬁgured
by editing a conﬁguration ﬁle.
Since the tool acts as a link between ADCIRC and MapServer, it seemed appropriate
to name it “AD-Map”. One of the most important feature present in the AD-Map tool is
its ability to generate georeferenced images from ADCIRC output ﬁles. The ability to gen-
erate georeferenced images is especially important in applications where geo-referenced
data is to be analysed. It allows researchers to integrate the output generated by AD-Map
with other georeferenced data like maps of the location and other model runs output. Such
capability was not present in tools that are currently being used by ADCIRC researchers.
In a client-server architecture, using the MapServer web interface, arguments can be passed
to the command line tool and its output can be displayed in the form. The interface submits
arguments to the command line tool and displays the output from tool in the interface. The
interface supports operations like zooming and panning on the displayed image alongwith
other overlayed images that show states and railroads. AD-Map can be used to track hur-5
Figure 1.3: Mesh generated using an ADCIRC grid ﬁle
ricane path in real time based on data generated by diﬀerent coastal models like ADCIRC,
Wave Watch 3 (WW3), Wave Model (WAM) and Simulating Waves Near Shore (SWAN).
Thereportdescribesindividualaspectsoftheproject. Chapter1givesanintroductionto
basic concepts such as GIS and other tools used in the implementation, Chapter 2 describes
relatedworkinthearea, currenttoolsandtheirlimitations, Chapter3describestwousecase
scenarios which should be supported by AD-Map. Chapter 4 discusses actual design and
implementation of AD-Map and ﬁnally Chapters 5 and 6 describe results and conclusions1.1. Geographic Information Systems (GIS) 6
along with future work to improve AD-Map.
1.1 Geographic Information Systems (GIS)
Geographical Information System (GIS) applications are systems that have the ability to
create, store, analyze and manage spatial data and their associated attributes. A GIS appli-
cation displays geographical information like a particular region of a country. Some GIS
applications also provide an interface to users using which they can query interactively,
analyze the information and if necessary modify the data. GIS technology can be applied
to scientiﬁc investigations based on geography, resource management, urban planning, car-
tography and route planning. Cartography or map making is one of the most prevalent
forms of GIS, which allows users to build maps and represent information using diﬀerent
icons or markers. Using GIS applications, information like population density based on the
area, housing, economic data and geographic data can be displayed on a world map.
Brieﬂy, a GIS is computer software that links geographic information with descriptive
information and can show the data in multi-layered form. There can be many layers, each
containing diﬀerent information according to the topology of the location. All these in-
formation layers are displayed overlaid one on top of another depending on user’s choice
creating a stack of information for one particular geographic location. Many open source
applications have diﬀerent capabilities that can be used to develop GIS applications. Some
of the famous ones include GRASS GIS, Quantum GIS, MapServer, GDAL/OGR, Post-
GIS, uDig and OpenJUMP (7). The main focus in this implementation is on MapServer
and its application.1.2. Introduction to MapServer 7
1.2 Introduction to MapServer
Researchers need to use geographically referenced, spatial data in many applications. Hur-
ricanesimulations, climatepredictions, etc. arefewofsuchareasthatdealwithspatialdata.
MapServer is one such development environment that makes it possible to implement a GIS
like application and deploy it over the internet (8). MapServer takes diﬀerent ﬁle formats
as input and displays them in the web interface. It is alsopossibletodisplay icons or images
ontopofthebasicimagedatatomark“interesting”areasintheapplication. Developerscan
also provide links to datasets from the spatial images. It is possible to query the MapServer
using HTML forms and applets. Figure 4.4 show the interface generated using MapServer.
MapServer provides three ways to do this: HTML forms, ﬂash and Java applet. MapServer
loads the data and then based on user query, it does operations like zooming in, zooming
out, translation and also it is possible to assign datasets to separate image parts. MapServer
is highly customizable and provides great support for web technologies. MapServer has
many such features like scripting interface, web interface that make it easier to create web
based GIS application and the whole process is modular. Almost all the popular platforms
like Linux, Windows, Mac OS X and Solaris are supported by MapServer. MapServer also
supports wide variety of data formats with the use of Geospatial Data Abstraction Library
(GDAL) (11). MapServer can also make projections of the data on the ﬂy i.e. during
runtime.
1.3 MapServer Architecture
An overview of architecture of a typical MapServer implementation is shown in ﬁgure 1.4.
MapServer is installed at the web server and provides service to clients. The MapServer1.3. MapServer Architecture 8
accesses conﬁguration ﬁles that generally control data and metadata. These conﬁguration
ﬁles store information like GIS spatial data, GIS vector data and relational databases that
contain metadata.
The web server provides service to many clients that can connect it through internet.
Client usually access the MapServer through two html pages (10): initialization ﬁle which
contains a form that has initialization information for the MapServer and web server and
template ﬁle which contains information on how the image and legends will be displayed in
the browser. The templates determine how users will interact with MapServer and allows
addition of features like zoom, pan, browse and query.
Figure 1.4: MapServer Architecture Diagram
A MapServer application consists of a map ﬁle (.map extension) which deﬁnes the area1.3. MapServer Architecture 9
of the map. MapServer reads the URL of the data and where to put the output images from
a conﬁguration ﬁle. It also deﬁnes diﬀerent layers and related information like projections,
data source and information about symbols used.
MapServer supports diﬀerent geographic data source types (default is the ESRI shape-
ﬁle). When build with other source libraries like GDAL (11) and OGR (12), it supports
vector data, raster data and projections.
• Vector Data include all features made by points, lines and polygons.
• Raster data is grid or image data.
• Projections allow us to represent geographic data on a ﬂat surface.
MapServer supports ESRI shape ﬁles by default but if compiled with other libraries, it can
support other spatially enabled databases like PostgreSQL and delimited text ﬁles. By de-
fault, MapServer supports Tiﬀ/Geotiﬀ and EPPL7. Based on libraries installed, MapServer
can support other formats like GRASS (14), Jpeg2000 (15) and ArcInfo Grids (16). Usu-
ally distortion occurs when we try to represent geographic data in a 2D image. Diﬀerent
projections (13) help in accurately displaying diﬀerent properties of the geographic data.
One important feature of MapServer is its support for queries. There are two ways to
query spatial data, attribute queries or spatial queries.
• Attribute queries refer to the queries done based on the attributes in spatial data like
height and depth.
• Spatial queries deal with additional elements present on the user interface like icons,
selection box, etc.
When a user clicks on an item in MapServer interface like button or checkbox and clicks1.4. The ADCIRC Coastal Model 10
submit then such queries get executed and related information is fetched and displayed
accordingly. MapServer supports java, ﬂash and html interfaces.
The SCOOP archive at LSU stores more than 100,000 ﬁles at any time and the size of
the ﬁles range from a few kilobytes to 250Mb (4). It is obvious that the data size involved
is huge so generally many optimization techniques like buﬀering and indexing is done on
the data to make the application faster.
One of the main features of MapServer and an important reason for its success is
its support for web based applications and user interaction through MapScript. Map-
Script provides the scripting interfaces that make development of web based user inter-
face possible. MapScript exists in Php, Perl, Python, Ruby, Tcl, Java and C#. Map-
Script makes it possible to load icons and other images making the interface and im-
ages displayed, more interactive. It supports querying of MapServer through the browser.
Some simple demos like hello world in text and loading a simple image maps are present
here. http://www.mobilegeographics.com/mapserver/ These demos show diﬀerent features
of MapServer. It also shows how MapScript creates the interfaces displayed to the user.
1.4 The ADCIRC Coastal Model
ADCIRC (6) is a computer simulation that provides solutions to diﬀerent motion equations
for ﬂuid motion on a rotating earth. ADCIRC is used in diﬀerent applications including
analysisofﬂoodingandstormsurgecausedbyhurricanes, tidesandwindbasedcirculation.
The simulation can generate diﬀerent data regarding ﬂuid motion like elevation and 2D
velocity. ADCIRC supports 2D Depth Integrated model as well as 3D Depth integrated
model. ADCIRC can be run using either a Cartesian coordinate system or a spherical
coordinate system. ADCIRC can be forced with various boundary conditions like elevation1.4. The ADCIRC Coastal Model 11
boundary conditions, normal ﬂow boundary conditions, surface stress boundary conditions,
tidal potential and earth loadself attraction tide.
Figure 1.5: Data Structure for grid ﬁle (ADCIRC fort.14)
A typical run of ADCIRC generates diﬀerent data like elevation and 2D velocity which
arestoredinﬁles(fort.63, fort.64, etc.). ADCIRCsupportsASCIIaswellasnetcdfﬁle
formats. The grid ﬁle contains the geometry information about the mesh. Figure1.3 shows
a grid generated using grid ﬁle. The grid ﬁle (fort.14) contains mesh information
like number of nodes in the mesh, the x, y and z coordinate values for each node, the
total number of elements in the mesh, node connectivity information for each element
and elevation data for each node. The Depth Averaged Velocity ﬁle (fort.63) contains
velocity information regarding the model runs. This ﬁle contains x and y values of the1.5. Graphics and Visualization Libraries 12
Figure 1.6: Data Structure for output ﬁle (ADCIRC fort.63 and fort.64)
velocity. Figures 1.5 & 1.6 show the data structures used for the grid ﬁle and output ﬁle
generated from ADCIRC runs.
The size of data generated by a run is directly proportional to the number of nodes in
the grid on which the model is running. The grid ﬁle (fort.14) contains the mesh data.
This grid data contains node information and their connectivity, which represent the whole
mesh. A few examples of meshes generated by the grid data are shown in ﬁgure 1.7. The
AD-Map tool uses the grid data to generate the mesh and then uses diﬀerent output ﬁles
generated by ADCIRC to generate appropriate color maps. When no option is chosen, the
AD-Map tool uses the depth value in the grid ﬁle to generate color maps. The parameter
used for color maps can be any output generated from the ADCIRC runs, which are of
interest to the user like elevations, 2D velocity, etc.
1.5 Graphics and Visualization Libraries
Many 3D PC games and graphics eﬀects that have loads of complex and advanced graphics
features use OpenGL to render everything. The OpenGL library is already been tested as
one of the most eﬃcient API for 2D and 3D graphics. The AD-Map tool needs some graph-1.5. Graphics and Visualization Libraries 13
Figure 1.7: A few examples of the mesh generated by AD-Map.
ics library to render the mesh and the colored triangles in the mesh. To render and color the
mesh and perform diﬀerent operations like zooming and panning on the rendered mesh, we
are using the OpenGL library (18). The OpenGL library is chosen because of its capability
to render 3D graphics very eﬃciently and also because it is platform independent. OpenGL
provides an API interface, which can be used to render colored triangles if node connectiv-
ity information and their x, y and z values are given. The coordinate information for each
node in the grid and their connectivity is present in the grid ﬁle. Using this information
from the grid ﬁle, the mesh is rendered. The mesh gets color values based on one of the
parameters in output ﬁles or by default, the elevation data from the input grid ﬁle.
In order to save the rendered scene in a TIFF image, the libtiﬀ library (19) is used. The
libtiﬀlibraryisalsofreelyavailableandplatformindependent. TheOpenGLlibraryrenders
the scene and stores the data in the frame buﬀer in RGB format. The library provides a set1.5. Graphics and Visualization Libraries 14
of routines which are used to save the render data from the frame buﬀer in a TIFF image.
The function that saves the RGB data stored in the buﬀer in a TIFF image is shown in ﬁgure
1.8.
Figure 1.8: Routine to save rendered scene from frame buﬀer to TIFF imageChapter 2
Related Work
There have been similar eﬀorts to make GIS like applications, which will take output gen-
erated from coastal model runs and render them in a web interface. Such interfaces allow
queries from web browser. One such eﬀort is SCOOP‘s “kitchen sink” activity (20) where
output from diﬀerent model runs are generated and displayed in a web interface. A limi-
tation of this implementation is that the entire grid is rendered in memory irrespective of
the view port requested by the user. Therefore, the image is ﬁrst generated from the grid
data and then based on the request from the user, a portion is selected and displayed in the
interface. A more eﬃcient implementation would be to only render the selected region and
save that in the image.
There has been another eﬀort at the Center for Computation & Technology, to make an
application that involves the generation of 3D and 2D images out of output from ADCIRC
runs using the proprietary Amira scientiﬁc visualization software (21). This approach is
not automated and there is no mechanism for a user to query the data or attach metadata to
the displayed image. Also, overlaying other geo-referenced image on top of the currently
rendered scene can be a problem. In order to use a tool like Amira a user has to pay some
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license fees as it is not freely available, which can be restrictive particularly in academic
research and educational environments. Therefore, there is a need for a tool that can be
used in such GIS like implementations that support queries and that is eﬃcient enough
with desirable features already implemented.
The implementation discussed in this paper is a step towards providing these features in
a GIS like tool and then integrate it in some state-of-art tool like MapServer that will make
it easy for developers to implement a GIS application without worrying about too many
things. All they need to bother about is the availability of the data and few conﬁgurations
that they need to make in the MapServer client side scripts called MapScript. The main
aim is to provide a simple way to implement such GIS like application that has desirable
features implemented. This implementation will be free to use and comparatively more
eﬃcient. The integration of AD-Map tool in the MapServer architecture allows MapServer
applications to read in ADCIRC ﬁles. All operations like rendering and coloring of the
mesh is handled by the ADCIRC driver in the GDAL code. So for upper layers, the whole
process is like reading from any other ﬁle formats like BMP, JPEG or TIFF images. This
is possible due to modular structure of the MapServer architecture. Also, in case of some
natural calamity like hurricanes such tool can be very helpful in providing a web inter-
face to show its path and also related metadata can be attached to the displayed image that
will show additional information to the users, like its speed or wind velocity at seperate
locations in its path. The implementation uses tools provided by MapServer that makes
it easier to display images in a web interface and allows developer to add querying fea-
ture using MapScript. These tools can be independently developed but MapServer already
provides these tools that are very eﬃcient.
The AD-Map tool developed in this project will be useful in many such projects where
there is need for spatial display of geo-referenced data in a web interface. Analysis of data17
is done using a web interface by submitting queries that will allow operations like zoom-
ing and panning. Few examples of such projects are urban planning, hurricane simulation,
interactive geographical maps and underground mining. In all these applications, geo refer-
enced data is used to generate images and/or maps that can be used for diﬀerent purposes.
Like in urban planning, changes could be done in the data for that geographical location
and then it is run to see the output before actually implementing the changes in real life. In
addition, geographical maps (e.g. MapQuest) are generated out of data that help in ﬁnding
directions, ﬁnding distance between two locations, etc. Metadata, if used will display other
information on the map displayed like all the hotels at diﬀerent locations, tourist spots, etc.
In case of hurricanes prone region, web-mapping applications can predict the path of the
hurricane, provide some images showing its path and to check the status of the hurricane
based on the output models. The whole architecture is one example of one stop solution
for web mapping tool that is modular enough to ﬁt in diﬀerent implementations according
to their needs and it is very easy to modify the application if needed.Chapter 3
Use Case Scenarios and Requirements
Therearetwoscenarios, whichgiveagoodideaontheimplementationanduseofAD-Map.
Both scenarios require conﬁguring AD-Map to access data generated from ADCIRC runs.
The two scenarios should utilize the AD-Map tool developed in a practical environment
highlighting its capabilites and use in coastal research.
3.1 Scenario1: Georeferencedimagegenerationusingdata
from Coastal model run
The most important reason for implementing AD-Map is the need for a tool that has the
capability to generate georeferenced image output from coastal model runs. There are not
many tools available that generated image with georeference information. The AD-Map
tool should support this scenario and should be able to generate the images alongwith geo-
referenced information so that it can be used in GIS like application. The output generated
could be used with other georeferenced data like US states map, roads and railroads infor-
mation. It is also possible to use the output generated by AD-Map with output from other
183.2. Scenario 2: 2D Visualization of data from coastal model run 19
model runs if they provide georeferenced images. The image generated by AD-Map should
be integrated in a web interface and overlayed with US states map to match the boundaries
of the coast from the map with the one from the AD-Map tool. This web interface also
support querying and it should also be possible to integrate the AD-Map model with other
georeferenced data to show its capabilities.
3.2 Scenario2: 2DVisualizationofdatafromcoastalmodel
run
Many researchers dealing with coastal models do not have any tool that will give them vi-
sual information regarding the model run. There are some tools like gnuplot used by coastal
researchers that give them information regarding the model runs but AD-Map should give
them 2 D visualization of the whole mesh. The AD-Map tool should give the researchers
more visual information regarding the runs. They should be able to control the color maps
by passing diﬀerent parameters (fort.63 or fort .64) to the AD-Map tool.
3.3 Requirements
The AD-Map system should be modular and generic and should be easy to maintain and
upgrade. It should be easy to remove one module, add some additional capability to the
module and integrate it back reusing other modules in the tool. The tool should add more
functionality to the existing MapServer implementation making it easier to develop web
based GIS like applications that will be able to handle coastal model runs. AD-Map should
make eﬃcient processing of output data from model runs.Chapter 4
Design & Implementation
The implementation process was divided in two phases. The ﬁrst phase dealt with the
development of a tool that will render and save the output in the form of TIFF images from
the output results of a model run (ADCIRC). The tool generates a mesh from a particular
time step selected from the grid ﬁle and then based on the parameters applies coloring on
the triangles in the mesh. The OpenGL API is used for the whole rendering process. The
ﬁnal rendered image is then stored as a TIFF image which is then passed to the MapServer
applicationthathasbeenconﬁguredtoreceivetheimageandthendisplayitinwebinterface
to the user accessing the interface. MapServer itself provides features for users to submit
queries to perform operations like zooming, panning, overlaying of other geo referenced
images, for example it can overlay images from other model runs in the current display.
The ﬁnal output generated from such an implementation is shown in the ﬁgures 4.3 and 4.4
which is similar to the SCOOP’s Kitchen sink program (20).
In the second phase of the implementation, the MapServer code was modiﬁed to in-
tegrate the tool in it so that all the features in the tool will be a part of MapServer. This
will make it easier to conﬁgure the environment that will use the tool developed in the ﬁrst
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phase and remove the need for conﬁguration of additional tool (AD-Map) in the MapServer
architecture.
The steps involved in the implementation are listed below.
Phase I:
• Read the ASCII ﬁle (output from ADCIRC) and store the information in some struc-
ture.
• Render these meshes in form of colored triangles (using OpenGL). Color values de-
pend on the parameters of the ADCIRC ﬁles like altitude or velocity.
• Save the rendered scene in form of TIFF images.
• Feed the image to MapServer which will render based on user interaction in the web
applet.
Phase II:
• Edit the MapServer code to incorporate the tool developed in phase I as a module in
its architecture.
4.1 Phase I: Development of AD-Map
The whole system can be used as a GIS system that is able to render images based on
ADCIRC output ﬁles. The AD-Map tool supports geo-referenced data generated by AD-
CIRC simulation runs. AD-Map takes those data and renders a mesh with coloring based
on diﬀerent parameters like elevation, velocity, etc. Developer can also superimpose other
images like road maps, levee images, etc. as requested by user through web interface.4.1. Phase I: Development of AD-Map 22
There is a web interface that can be accessed by anyone who is connected to internet using
a browser. Using the interface the user can submit queries to the MapServer which takes
the appropriate action like zooming, panning, display of a metadata after clicking on the
tag, etc. The modiﬁed image is then again displayed in the browser window.
Figure 4.1: Block diagram (Phase I) showing ﬂow of data and control among blocks
The block diagram of the AD-Map tool is shown in ﬁgure 4.1. The diagram shows
all the important blocks and how they will interact with the tool. The output ﬁles from
a model (ADCIRC) runs are saved in some archive (SCOOP archive). The tool accesses
this archive to get the particular data at a particular time step and generates images out of
the data at runtime. The data read from rendered image is returned to the upper layers in
the MapServer architecture that displays the data in the web interface. The user requests
that are generated in the web interface are serviced by MapServer which calls the tool pro-4.1. Phase I: Development of AD-Map 23
Figure 4.2: Sequence diagram of AD-Map
viding it parameters as requested by user. The tool then performs the requested operation,
regenerates the image and passes it to MapServer for display in the browser again. Figure
4.2 shows the interaction within the AD-Map tool. The diagram shows ﬂow of messages
between user interface (web based), AD-Map tool, MapServer and archive.
The heart of implementation is the AD-Map tool that accesses the archive and gets
the co-ordinate details from the grid ﬁle. The tool then generates mesh according to the
geometry information present in the grid ﬁle regarding individual nodes in the mesh. The
coloringofthemeshisdoneusingthecolormapwhichisgeneratedbydepthorelevationor
X or Y velocity. Once the mesh is rendered with colored triangles, it is then saved as TIFF4.1. Phase I: Development of AD-Map 24
images and passed to the MapServer application. The main function of this application is
to be able to parse the data and generate the colored mesh out of it. Figure 4.3 shows the
output from the AD-Map tool rendering Lake Pontchartrain. This image is the same as
ﬁgure 1.3 with all the triangles rendered using color maps. The parameters which generate
the color maps can be changed and AD-Map will then color accordingly.
Figure 4.3: Output generated by AD-Map from Lake Pontchartrain grid ﬁle4.1. Phase I: Development of AD-Map 25
4.1.1 Modules
Input Module: The input module accesses the output ﬁles generated by model runs (AD-
CIRC, WW3, etc. runs) and extracts the relevant data like coordinate information,
geometry information, elevation and velocity information. The input module also
loads many attributes (coordinate information, depth, velocity, connectivity informa-
tion, etc.) of interest into a data structure for a particular time step.
Render Module: The render module generates a mesh out of the data read by the input
module. Individual nodes in the mesh will have their corresponding color values as-
signed to them according to the parameter values they hold. OpenGL’s built in algo-
rithms for smooth shading is used to render these polygons and color them smoothly.
The range of values that a parameter can take is divided into sub levels and colors are
assigned to each level. After rendering all the triangles, coloring is performed based
on which level the parameter value belongs to at that point in the mesh. The output
of this module should be a colored mesh generated based on data passed from the
input module.
Output Module: The output module takes a snapshot of the rendered scene generated
from the render module and saves it as TIFF images. Other operations such as zoom-
ing can be applied to the rendered mesh before saving it in the image. The ﬁnal
output of this module will be a TIFF image. The freely available libtiﬀ library will
be used for this purpose. The images thus generated will be sent by MapServer to all
the clients accessing the web interface.4.1. Phase I: Development of AD-Map 26
4.1.2 Implementation of AD-Map using MapServer
The next step in phase I was to develop a whole system consisting of a web interface de-
veloped using MapServer that queries our tool. Our tool handles the rendering and then
the TIFF images are given back to MapServer and displayed in the web interface. User can
query using the web interface and acordingly the command line that calls our tool will also
change so that the necessary output is generated and saved in TIFF image to be displayed
in browser. This will allow users to access our tool from anywhere and generate images out
of ADCIRC output ﬁles stored in archive. The web interface showing the output generated
from AD-Map is shown in ﬁgure 4.4. The interface uses the geo-referenced information in
tfw ﬁle that is stored by AD-Map to properly ﬁt the image along the southeastern US coast.
The overlay image of US states alongwith image generated by AD-Map ﬁt together prop-
erly proving that the mesh is getting rendered properly with all the correct geo-reference
information.
One other implementation of the tool is to just visualize the output ﬁles generated from
ADCIRC and user can do operations like zooming, panning, rotating, etc on the rendered
scene. There is a need for a tool that will allow some way to visualize the output ﬁles
generated from the ADCIRC simulation runs. This tool developed will allow ADCIRC
users and developers to see what is getting generate and if they want, they can save the
rendered image as TIFF image. The users can pass parameters to the tool that will allow
it to select a particular column from the output ﬁles for coloring. The column data can be
anything like elevation data in grid ﬁle, X or Y velocity values for each nodes, etc. Our
tool uses that column to color the mesh being rendered. The tool can come very handy for
ADCIRC community.4.2. Phase II: Integration of AD-Map & MapServer 27
Figure 4.4: Web Interface showing output generated by AD-Map from Lake Pontchartrain
grid ﬁle
4.2 Phase II: Integration of AD-Map & MapServer
The next phase was to integrate AD-Map in MapServer as a module. This will add more
functionality to existing MapServer implementation and also removes the overhead in-
volved in conﬁguring the tool along with MapServer. The whole bundle can be installed
(or conﬁgured) at once as a single application and it reads in ADCIRC ﬁles and returns the
pixel data hiding all the process of reading the ADCIRC ﬁles and rendering the mesh. The
block diagram of the AD-Map tool in this case is shown in ﬁgure 4.5.
As discussed in chapter 1, the MapServer Achitecture is highly modular and it uses
many other freely available tools that can be plugged in the whole architecture as required.
All these tools provide a particular functionality to the MapServer architecture. In this4.2. Phase II: Integration of AD-Map & MapServer 28
Figure 4.5: Block diagram (Phase II) showing the ﬂow of data and control after integration
of AD-Map with MapServer
phase, wearemakingchangesinonesuchlibrarythatMapServerusestorendertheimages.
The library is called Geospatial Data Abstraction Library (GDAL) (11) which is freely
available and modular. This tool deals with the translation operations needed for raster
geospatial data formats. GDAL reads in diﬀerent ﬁle formats and then provides MapServer
this data through an abstraction layer and it gets dsiplayed in the web interface. GDAL
supports large number of ﬁle formats like TIFF, BMP, JPEG, netcdf, hdf5, png, etc. All
these data formats can thus be used to display in web interface using MapServer as it uses
GDAL.
In this phase, another such module will be implemented that will read in ADCIRC
output data through our tool and then present it to MapServer for further processing. Thus,
there will be change in the output module of tool so that it will provide upper layers of4.2. Phase II: Integration of AD-Map & MapServer 29
GDAL with whatever data that it needs after rendering the mesh from ADCIRC output
ﬁles. After this new module is added in GDAL, then the whole architecture should be able
to read in ADCIRC output ﬁles generating the images needed to be rendered by MapServer.
4.2.1 GDAL Modular Structure
The whole architecture of GDAL is such that it supports concepts of plugins and adapters.
There are many modules for reading in diﬀerent ﬁle formats and present them through
an abstraction layer to the layer using GDAL. Whenever a particular type is to be read
in GDAL, there is a list of variables that contain all the formats supported and also the
corresponding module that will handle that format. The ﬁrst module that matches in the
list is used for reading in that format. So new modules that can read in other new formats
can be added and then an addition is to be made in the list of variables that will make sure
that the module is called whenever the supported format is being refered to.
Phase II of implementation deals with this process. A new format variable for ADCIRC
is declared and added to that list and corresponding module to handle the input is used. The
module that will handle the ADCIRC output ﬁles would be the tool developed in phase I
with output module changed so as to support the GDAL architecture and provide data to
MapServer in the format that it needs and understands. GDAL is one of the many tools
that are in the MapServer architecture. The GDAL tool deals with reading in diﬀerent ﬁles
and providing upper layers in MapServer architecture the image data in the format needed.
Even the GDAL tool has many modules, each supporting one data format. The new module
developed in this phase and then added in the GDAL modular structure supports ADCIRC
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Figure 4.6: Output generated by GDAL (with AD-Map integrated as a driver module) from
the Lake Pontchartrain grid ﬁle
4.2.2 New Module in the Hierarchy
The new module along with other modules in GDAL lies in the directory hierarchy and
gets called for ADCIRC ﬁles when an input ﬁle is provided with the extension “adcirc”.
This config.adcirc ﬁle contains information regarding the input grid ﬁle name together
with optional parameters that include the output grid ﬁle name with the step number and
index. Figure 4.7 shows the hierarchy and where the module ﬁts in the whole architecture4.2. Phase II: Integration of AD-Map & MapServer 31
Figure 4.7: The new ADCIRC module in the MapServer architecture
of MapServer. The module is the link between ADCIRC (output ﬁles) and MapServer that
accesses GDAL for the image data to be displayed. The module reads in ADCIRC ﬁles
and provides the abstraction layer that hides the diﬀerence between diﬀerent ﬁle formats.
MapServer will access the module through this abstraction layer that decides what ﬁle for-
mat to read. After that the ADCIRC module is called for rendering the mesh and provides
data to be displayed. The module takes the parameters, renders the selected region and
returns the image data in the form of RGB values corresponding to each pixels. The image
generated after GDAL reads in all the image data and then renders it as a separate image is4.2. Phase II: Integration of AD-Map & MapServer 32
shown in ﬁgure 4.6. We can see that there is no diﬀerence between the images in ﬁgure 4.3
& ﬁgure 4.6. Both the images are of the same resolution with the exactly the same color
data, thus validating the implementation of the GDAL driver for ADCIRC ﬁles in phase II
of this implementation.
4.2.3 Editing GDAL Code
Since GDAL is a freely available open source tool, it’s source code can easily be compiled
and edited based on particular implementation needs. The ﬁrst step was to get a complete
architecture running some examples using MapServer and GDAL. After that the GDAL
source is edited and compiled seperately, the executable is placed in the GDAL directory
in the working architecture so as to use newly compiled GDAL executables whenever nec-
essary.
A new module in GDAL architecture is added to handle ADCIRC ﬁles. This new mod-
ule will read in ADCIRC output ﬁles, render them using OpenGL libraries (same as phase
I) and then capture the rendered scene in a buﬀer and provide it to MapServer. MapServer
uses the result returned by GDAL and displays it in the web interface with additional tools
and wizards as per the conﬁgurations. The new module will ﬁt in the GDAL architecture
alongwith other modules and adds additional capabilities in GDAL tool to handle ADCIRC
output ﬁles.Chapter 5
Results & Future work
The work for this project has provided two new tools to support coastal research at LSU.
The AD-Map stand alone tool that allows ADCIRC researchers to render the scene as a
TIFF image with the georeference information stored in the TFW ﬁle or within an interac-
tive window. The other tool is the new module in the MapServer that supports ADCIRC
ﬁlesandprovidesupperlayerinMapServerarchitecturewiththegeoreferencedimagedata.
As illustrated in ﬁgures 4.3 & 4.4, the AD-Map tool generates georeferenced image output
from the ADCIRC ﬁles which is shown using the web interface. The size of the AD-Map
tool is around 1300 lines of code. Also, integration with MapServer provided additional
capability to MapServer to support ADCIRC ﬁles through the module developed in this
project. The driver code size is around 300 lines of code. The tool is highly modular so
it is possible that it can also be integrated with other coastal models. The AD-Map tool
provides more analysis capabilities to the researchers of coastal models. The output of the
tool gives researchers visual information regarding various ADCIRC runs at a particular
timestep. All the source code for the AD-Map tool as well as for the MapServer new driver
module are available from the CCT CVS. The instructions to get the code are as follows:
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username : cvs anon
password : NULL {no password}
cvs -d :pserver:cvs anon@cvs.cct.lsu.edu co /public/rakesh The code is
also available at http://cct.lsu.edu/˜rakesh/MS project
The main challenges with the implementation were:
• To make the tool eﬃcient and fast enough so that it can render huge ADCIRC meshes
containing as many as 598,240 nodes with 1,165,122 elements (Pontchartrain lake).
• To get control over the resolution of the output image. This allows researchers to
specify the X resolution of the output image and the AD-Map tool renders the image
of that
• Choice of proper tools was one of the major concerns. The project involved the
integration of diﬀerent tools and libraries. The tools selected in the implementation
are eﬃcient and in the end work together pretty well in the whole AD-Map system.
• Deciding about diﬀerent modules in the AD-Map tool and their cohesion and cou-
pling.
The AD-Map tool is planned on being used for applications in the CLEAR, SCOOP
and LPFS projects and by researchers dealing with ADCIRC data. The tool will be demon-
strated at the Supercomputing 2006 conference. The AD-Map tool will help in displaying
GIS-like images based on diﬀerent model (e.g. ADCIRC, WW3, etc.) runs. It is also pos-
sible to impose other images that provide more data (levee, road maps, etc.) to the existing
image displayed in the web interface. The driver module developed for MapServer is also
working ﬁne and can be used with future MapServer installations.35
In future, implementation of a feedback loop that gives the input data some feedback
basedonuserqueriesgenerated, willallowcontroloverthenextrun. Thefeedbackreceived
from previous run can control the input data for the next run. This can be useful in oﬄine
analysis of the data. This system should be very useful in varied domains where system
needs geo- referenced geospatial data, like urban planning, interactive geographical maps,
underground mining, climate prediction, hurricane simulations, etc. With tools like these,
it will become easier to implement such environments in relatively shorter time if we have
some data to feed in the application.
Also, in situ rendering and generation of visualization at various timesteps can be im-
plemented to give researchers idea about intermediate stages in the visualization process.
They will be able to run the tool at intermediate stage in the model run and see the diﬀerent
changes as the model run continues.BIBLIOGRAPHY 36
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Appendix — Initial Project Planning
Implementation of the project starts from July, 2006 and it is scheduled to complete in De-
cember, 2006. Implementation is divided into two phases. First Phase includes developing
of a tool which when integrated with MapServer provides a architecture using which we
can develop web mapping applications and deploy them over internet. The second phase
involves editing the MapServer code and making it compile with our tool integrated in the
MapServer Architecture.
There are various task lists that we have to complete in a particular order to ﬁnish the
project. The various task list and their hierarchy is shown using Work Breakdown Structure
(WBS) in ﬁgure A.1.
The whole project plan is shown in ﬁgure A.2,A.3 & A.4. There is a Gantt Chart
displaying the schedule of activities. It shows the which module will be over by what time
and also when is a particular module scheduled to start. Also, various modules and the
expected time taken to ﬁnish them is indicated. The whole project duration is from 10
July, 2006 to 22 December, 2006 as shown in the ﬁgures. The network diagram shows
the precedence between activities and also the critical path that has to be on time in order
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Figure A.1: Work Breakdown Structure (WBS)
for the project to ﬁnish in the expected duration. A network diagram showing precedence
among activities is shown in ﬁgure A.5.
In the initial planning and analysis phase, various tasks and their schedule and mile-
stones are decided. The general design of the project is made and a plan is made that shows
various tasks and their breakdown with their start and ﬁnish dates. This phase is the most
important one as it decides what is to be developed and by what time. The ﬁrst phase in-
volves development of a web mapping tool which has 3 modules, input, render and output
module. After that is done then its testing is done and whole architecture with MapServer
is implemented that uses the tool developed. This phase goes on till mid September. This
marks the end of phase I of implementation and start of phase II, where we try to compile
MapServer from its source code. After that is done, its source code is edited to incorporate41
Figure A.2: Gantt chart (1 of 3)
our tool so that our tool is a module in the whole MapServer architecture.
After these two phases, a demo of the project is done at project defense which is shown
as a milestone in the WBS structure. After the defense milestone, the whole project is then
documented and then later on handed over to the organisation. The whole plan developed
in this phase is to be adhered to for the rest of project lifecycle. Project plan helps to keep
things on track and provide matrices that indicate when we are on schedule and when we
are lagging behind.42
Figure A.3: Gantt chart (2 of 3)43
Figure A.4: Gantt chart (3 of 3)44
Figure A.5: Network diagram