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21 Introduction
Differential Geometry has applications in many fields of Science, e.g. in Physics,
Economics, Computer Science, Engineering... The central investigated objects are dif-
ferential manifolds – roughly, higher dimensional analogs of curves and surfaces. The
goal of this lecture course is to extend crucial mathematical concepts, such as deriva-
tives, integrals... to these more general spaces and to introduce further basic notions of
modern geometry.
Chapter 1
Topological spaces
(Revision)
1 Sets
In the following, we need some set theoretical concepts.
The basic operations on sets, the union and the intersection, can be extended in an
obvious way to families (Si)i of subsets of a given set S. These generalizations have
similar properties than the underlying usual operations. For instance, the union (resp.
the intersection) is distributive with respect to the intersection (resp. the union), and
the complement of a union (resp. an intersection) coincides with the intersection (resp.
the union) of the complements. Nevertheless, the empty family of subsets of S deserves
some attention, as the union (resp. the intersection) of the empty family (Si)i∈∅ is the
empty subset (resp. the total set S).
Further, the properties of images and preimages hold true for these extensions. Let
us recall that if f denotes a map f : S → S ′ from a set S to a set S ′, and if X,X ′ ⊂ S
and Y, Y ′ ⊂ S ′, we have
f−1(Y ∪Y ′) = f−1(Y )∪f−1(Y ′), f−1(Y ∩Y ′) = f−1(Y )∩f−1(Y ′), f−1(S ′\Y ) = S\f−1(Y )
(1)
and
f(X∪X ′) = f(X)∪f(X ′), f(X∩X ′) ⊂ f(X)∩f(X ′), f(S\X) ⊃ f(S)\f(X). (2)
Moreover,
f−1(f(X)) ⊃ X and f(f−1(Y )) ⊂ Y. (3)
Of course, if f is a bijection, we have f(X∩X ′) = f(X)∩f(X ′) and f(S\X) = S ′\f(X),
since (f−1)−1 = f, as well as f−1(f(X)) = X and f(f−1(Y )) = Y.
3
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2 Exercise
Prove the preceding upshots.
3 Topological Spaces
In Science, problems often do not depend on the exact shape of the objects involved,
but rather on the way they are put together, on their topological structure. For exam-
ple, the square and the circle have the same topological structure, whereas a circle and
a line have not. Similarly, a strip the ends of which have been glued and the Mo¨bius
strip, for which these end have been glued after a half turn are not topologically equiv-
alent. Intuitively, two “spaces” have the same topological structure or are topologically
equivalent, if one can be deformed into the other without cutting or gluing. Hence,
even a coffee mug and a doughnut are equivalent from the viewpoint of topology, since
a sufficiently pliable doughnut could be reshaped to the form of a coffee cup by creating
a handle from one half and a cylinder from the other, and then, in the cylinder, a dimple.
The mathematical concept that best abstracts the intuitive idea of a transformation
that involves no cutting or gluing, is—as easily understood—a continuous bijective
map the inverse of which is also continuous. Such a map is termed a homeomorphism.
However, as a natural mathematical translation of the ordinary idea of a continuous
function consists in the requirement that the preimage of an open subset is again open,
we first must define open subsets. In Euclidean space Rn, the standard definition claims
that a subset Ω ⊂ Rn is open if each point x ∈ Ω is the center of a ball that is contained
in Ω. These open subsets of Rn have basic properties. For instance, any union of open
subsets is again an open subset. The extension of such minimal requirements leads to
the definition of open subset or—better—of a topology in more abstract spaces than
Rn.
Definition 1. A topological space is a set X together with a collection T of subsets of
X that satisfies the following axioms:
• (O1) The total set X is a member of T .
• (O2) The union of any collection of sets in T is also in T .
• (O3) The intersection of two sets in T is also in T .
The collection T is called a topology on X, and the elements of X are called points. The
sets in T are termed open sets, and their complements in X are the closed sets. Let us
mention that the union of the empty collection is the empty set, and the intersection of
the empty collection is X.
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Remarks.
• Axioms (O1) and (O3) can be replaced by a unique axiom, say (O′1), which asks
that any finite intersection of elements of T be again an element of T .
• There is a dual definition of a topological space based upon the fundamental
properties of closed subsets.
• In the following a topological space will be denoted by (X,T ) or simply by X, if
no confusion regarding the considered topology is possible.
Examples.
• The discrete topology of a set X is the topology in which every subset of T is
open.
• The trivial topology of X is the topology in which only the empty set and the
whole space X are open.
• The standard topology of R is made up by the unions of the bounded open
intervals. If the unions of the subsets of a collection satisfy the defining axioms
O1−O3 of a topology, we call these subsets, a basis of the topology.
• Every metric space can be given the metric topology, in which the basic open sets
are the open balls defined by the metric.
• The Zariski topology of R2 is defined by means of its closed subsets, which are
just the plane R2 itself, every algebraic curve p(x, y) = 0, where p denotes a
polynomial, every point, as well as all finite unions of such subsets. This topology
can be extended to Rn and to more general spaces, and is of special importance
in Algebraic Geometry.
Definition 2. A map f : X → Y from a topological space X to another topological
space Y is continuous if, for every open subset V of Y , the preimage f−1(V ) := {x ∈
X : f(x) ∈ V } is an open subset of X. The set of continuous maps between the
topological spaces X and Y is denoted by C0(X, Y ). A continuous map φ : X → Y is a
homeomorphism if it is bijective and its inverse is continuous as well. Two topological
spaces related by a homeomorphism are topologically equivalent.
Often axioms O1−O3 are too weak to allow efficient investigation of a given problem.
We then add additional requirements, such as e.g. the condition that the topology must
admit a countable basis of open subsets, see above (let us recall that a set E is countable
if there is a bijection φ : E → P , where P ⊂ N). A topological space with a countable
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basis of open subsets is said to be second countable. Another type of very frequently
used restrictions are separation axioms. They allow distinguishing e.g. distinct points
by topological means, in particular separating points by neighborhoods.
Definition 3. In a topological space X, a neighborhood of a subset P is a subset N ,
such that N ⊃ U ⊃ P , where U is an open subset of X.
In particular, any open subset that contains P is a neighborhood of P .
In the following, we essentially use Hausdorff’s separation axiom (Felix Hausdorff,
1868 – 1942, German mathematician) and work in Hausdorff spaces, in which points
can actually be separated by neighborhoods. This implies for instance uniqueness of
limits of sequences ...
Definition 4. A topological space is a Hausdorff space if any two distinct points admit
disjoint neighborhoods.
Examples.
• Almost all spaces encountered in analysis are Hausdorff. Of course, all metric
spaces, in particular Rn, are Hausdorff spaces.
• But then we also understand that pseudometric spaces are typically not Hausdorff.
Also the Zariski topology of R2, see above, does not satisfy Hausdorff’s axiom.
Indeed, two non empty open subsets are never disjoint, as the complement of their
intersection, i.e. the union of their complements is, by definition of the topology,
a finite union of algebraic curves and points.
4 Exercises
1. Let S be a subset of a topological space X. The collection of traces S ∩ U on S
of the open subsets U of X is a topology on S. We refer to this topology as the
induced or relative topology and to a subset endowed with the relative topology
as a topological subspace. Prove that the topology axioms actually hold true.
2. Prove that any subspace of a Hausdorff (resp. second countable) space is itself
Hausdorff (resp. second countable). We say that the Hausdorff property (resp.
the possession of a countable basis) is hereditary.
3. Let B be a collection of subsets of a set X. Prove that X has a unique topology
with basis B if and only if any finite intersection of elements of B is a union of
elements of B, i.e. if and only if X is a union of elements of B and any intersection
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of two elements of B is a union of elements of B. Hint: Use the fact that the
axioms (O1)− (O3) are equivalent to (O′1), (O2).
4. Let (Xi, Ti), i ∈ I := {1, . . . , n}, n ∈ N∗, be a finite number of topological spaces.
We denote by X := Πi∈IXi the Cartesian product of the Xi. Prove that the
subsets O := Πi∈IOi, Oi ∈ Ti, form a basis of a topology T of X. In the following,
we refer to (X,T ) as the product space and to T as the product topology. Hint:
It suffices to observe that (piiOi) ∩ (pijΩj) = pik(Ok ∩ Ωk).
5. Prove that if f ∈ C0(X, Y ) and g ∈ C0(Y, Z), then g ◦ f ∈ C0(X,Z), where
X, Y, Z denote of course topological spaces.
6. Let X and Y be topological spaces, let f : X → Y , and let S (resp. S ′) be
a topological subspace of X (resp. of X ′, such that f(X) ⊂ S ′). Prove that,
if f ∈ C0(X, Y ), then the restriction of f to S is f |S ∈ C0(S, Y ) (resp. f ∈
C0(X, Y )⇔ f ∈ C0(X,S ′)).

Chapter 2
Manifolds
(Revision)
1 Smooth Manifolds
Manifolds are higher dimensional (dimension n ≥ 0) analogs of curves (n = 1) and
surfaces (n = 2). They are basic in most fields of Mathematics and numerous areas in
Theoretical Physics, e.g. in Mechanics, General Relativity, String Theory, ...
We often tend to think of manifolds as “surfaces” that are embedded in Euclidean
space, as embedded submanifolds of Rn. However, manifolds are in fact more abstract
objects. For instance, space-time is a 4-dimensional (pseudo-Riemannian) manifold
that exists without living in some bigger space.
In order to understand the definition of a manifold, let us consider the 2-dimensional
sphere S2 ⊂ R3, say the surface of the Earth. A part Uα ⊂ S2 can be represented by
a chart, mathematically a bijection ϕα : Uα → ϕα(Uα) ⊂ R2. Hence, a sphere or—
more generally—a manifold looks locally like (a part of) Euclidean space, but its global
structure is more complicated.
In order to picture it completely, we need a family of charts, i.e. an atlas (Uα, ϕα)α.
Obviously, the region Uα ∩ Uβ ⊂ S2 can be mapped to R2 by both charts,
ϕα : Uα → ϕα(Uα) ⊂ R2 and ϕβ : Uβ → ϕβ(Uβ) ⊂ R2.
The map
ϕβ ◦ ϕ−1α : ϕα(Uα ∩ Uβ)→ ϕβ(Uβ ∩ Uα)
is the transition map between the from chart (Uα, ϕα) to chart (Uβ, ϕβ). Transition
maps encode the information how the manifold can be reconstructed from its pieces by
gluing.
Further, it is natural to think that in the case of the sphere or even of a more gen-
eral “smooth manifold” the chart maps ϕα : Uα → ϕ(Uα) ⊂ R2 should be “smooth”
bijections with “smooth” inverse, i.e. diffeomorphisms, so that the transition maps
9
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ϕβ ◦ ϕ−1α : ϕα(Uα ∩ Uβ) → ϕβ(Uβ ∩ Uα) are diffeomorphisms as well. However, as
Uα ⊂ S2 is not an open subset of Euclidean space, smoothness of ϕα : Uα → ϕα(Uα)
has no meaning so far, even if we assume that ϕα(Uα) ⊂ R2 is open. On the other
hand, smoothness of ϕβ ◦ ϕ−1α : ϕα(Uα ∩ Uβ) → ϕβ(Uβ ∩ Uα), which is a map between
two subsets of R2, is a well-known concept, at least if we assume that ϕα(Uα∩Uβ) ⊂ R2
and ϕβ(Uβ ∩ Uα) ⊂ R2 are open subsets.
Hence, the following definitions.
Definition 1. A chart of a set M is a pair (U,ϕ), where ϕ : U → ϕ(U) ⊂ Rn is a
bijection from a subset U ⊂ M onto an open subset ϕ(U) ⊂ Rn. The components of
the image ϕ(m) = (ϕ1(m), . . . , ϕn(m)) =: x = (x1, . . . , xn) of a point m ∈ U are the
coordinates of m in the considered chart or coordinate system.
Definition 2. A smooth n-dimensional atlas (n ∈ N) of a set M is a collection of
charts (Uα, ϕα)α of M , such that
• the Uα cover M ,
• the images ϕα(Uα ∩ Uβ) and ϕβ(Uβ ∩ Uα) are open in Rn, and
• the transition or coordinate change maps
ϕβ ◦ ϕ−1α : ϕα(Uα ∩ Uβ)→ ϕβ(Uβ ∩ Uα)
are smooth.
Examples.
1. Any n-dimensional real vector space V admits a smooth n-dimensional atlas. It
suffices to choose a basis (ei)i and to consider the isomorphism ϕ : V 3 v =∑
i x
iei → x := (x1, . . . , xn) ∈ Rn. Observe that this atlas is made up by a unique
chart. In particular, for V = Rn, we may take the global chart (Rn, id). Also any
open subset Ω ⊂ Rn admits such an atlas (Ω, id).
2. The sphere Sn−1 = {x ∈ Rn : ∑i(xi)2 = 1} ⊂ Rn has a smooth (n − 1)-
dimensional atlas. In order to simplify notations, consider the case n = 3. We
use the notations x1 = x, x2 = y, x3 = z. The atlas is made up for instance by
the six charts induced by the two projections ϕ1± : (x, y, z) → (y, z) onto the
hyperplane x = 0, of the two hemispheres without boundary H1± defined by this
hyperplane, and the similar projections ϕ2± and ϕ3± . Indeed, the (Hi± , ϕi±) are
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charts the domains of which cover S2. Moreover, ϕ2+(H2+ ∩H1−) for instance, is
the set Ω2+1− = {(x, z) : x2 + z2 < 1, x < 0}, which is open in R2, and
ϕ1−(ϕ
−1
2+ (x, z)) = (
√
1− x2 − z2, z)
is a smooth bijection between the open subsets Ω2+1− and Ω1−2+ , the inverse of
which is smooth as well.
3. The extended complex plane M = C ∪ {∞} admits an atlas with two charts,
U1 = C, ϕ1(z) = (x, y) ∈ R2 and U2 = (C \ {0}) ∪ {∞}, ϕ2(z) = 1/z, where it is
understood that 1/z is viewed as an element of R2 and that 1/∞ = 0. Further,
the image ϕ1(U1 ∩ U2) for instance, is R2 \ {0} and the transition map
ϕ2(ϕ
−1
1 (x, y)) = (
x
x2 + y2
,
−y
x2 + y2
)
is a smooth permutation of R2 \ {0}, the inverse of which is smooth.
4. The n-dimensional real projective space RP n has an n-dimensional smooth atlas
that contains n+ 1 charts. This case will be detailed in the lectures.
If we add a geographic chart to a geographic atlas, we get of course another, maybe
even better, atlas. The union of a mathematical chart (U,ϕ) of a set M and a math-
ematical atlas (Uα, ϕα)α of M is again an atlas if and only if the ϕ(U ∩ Uα) and the
ϕα(Uα ∩ U) are open subsets of Rn and the transition maps ϕ ◦ ϕ−1α and ϕα ◦ ϕ−1 are
smooth on their domains.
Definition 3. A chart and an atlas of a set M (resp. two atlases of M) are compatible
if their union is an atlas of M .
On the one hand, compatibility of atlases is obviously an equivalence relation. On
the other, we implicitly think of an “n-dimensional smooth manifold” as a set endowed
with an n-dimensional smooth atlas. However, the “manifold” is completely and equiv-
alently represented by each atlas of a same equivalence class. Hence, the following
definition.
Definition 4. An n-dimensional smooth manifold is a set together with an equivalence
class of n-dimensional smooth atlases.
Consequently, in order to define a smooth manifold structure on a set M , we only
need specify one atlas of M , which then defines on his part an equivalence class. The
preceding definition just means that the same smooth structure on M can be defined by
many atlases. For instance, the global charts (V, ϕ) and (V, ϕ′) on a finite-dimensional
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real vector space V induced by two bases (ei)i and (e
′
i)i form two equivalent atlases,
which then define the same smooth manifold structure on V . Indeed, the transition
map ϕ′ ◦ϕ−1 maps the coordinates x of a vector v in the basis (ei)i onto the coordinates
x′ = A−1x of v in (e′i)i, where A is the transition matrix from the first to the second base.
Let us explicitly mention that all manifolds considered below are smooth and finite-
dimensional. Further, instead of manifold structure, we also use the terminology smooth
structure and differentiable structure.
We already mentioned that the coordinate maps
ϕα : Uα 3 m→ (ϕ1α(m), . . . , ϕnα(m)) = (x1, . . . , xn) ∈ ϕα(Uα)
should be diffeomorphisms between the manifolds Uα and ϕα(Uα), but that the concept
of smooth function between manifolds is not yet defined. Actually, ϕα can even not yet
be a homeomorphism, as so far we have no topology on Uα or M . We now show that
an atlas of M defines a topology on M that only depends on the smooth structure of
M , i.e. on the considered equivalence class of atlases.
Definition 5. Let M be a manifold and let (Uα, ϕα)α be an atlas of M . A subset
W ⊂ M is an open subset of M , if all its representations ϕα(W ∩ Uα) ⊂ Rn are open
in the metric topology of Euclidean space Rn.
Theorem 1. The collection of open subsets of a manifold M , defined in Definition 5
by means of an atlas of M , is a topology on M that is independent of the considered
atlas.
Proof. Let (Wi)i be a family of open subsets of M . Due to the properties of images,
we have
ϕα(∪iWi ∩ Uα) = ∪i ϕα(Wi ∩ Uα)
and
ϕα(∩iWi ∩ Uα) = ∩i ϕα(Wi ∩ Uα).
The conclusion regarding the topological structure follows, if we view the considered
family as finite in the second case.
As for independence of the atlas chosen in the equivalence class of the manifold, it
suffices to show that any open subsets of the topology T2, defined by another compatible
atlas (Va, ψa)a of M , is an open subset in the topology T1 defined by (Uα, ϕα)α and vice
versa. Let us for instance prove that W ∈ T1 is open in T2, i.e. that ψa(W ∩Va) is open
in Rn.
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Any y ∈ ψa(W ∩ Va) is the image ψa(x) of some x ∈ W ∩ Va. As we have for sure
to use compatibility of both atlases, observe that there is Uβ that contains x, so that
y ∈ ψa(W ∩Uβ ∩ Va) ⊂ ψa(W ∩ Va). If we prove now that (U,ϕ) := (W ∩Uβ, ϕβ|W∩Uβ)
is a chart that is compatible with the “corresponding” atlas (Uα, ϕα)α, then, since
compatibility is an equivalence, it is also compatible with atlas (Va, ψa)a, and therefore
ψa(U ∩ Va) = ψa(W ∩ Uβ ∩ Va) is open in Rn, which completes the proof.
Note first that (U,ϕ) := (W ∩ Uβ, ϕβ|W∩Uβ) is a chart since W ∈ T1. As for
compatibility, we have to show that ϕα(Uα∩U) and ϕ(U ∩Uα) are open in Rn and that
ϕ◦ϕ−1α and ϕα ◦ϕ−1 are smooth on their domains. We prove the last pair of assertions.
As
ϕ(U ∩ Uα) = ϕβ(W ∩ Uβ ∩ Uα) = ϕβ(W ∩ Uβ) ∩ ϕβ(Uα ∩ Uβ),
where the first (resp. second) image is open due to the fact that W ∈ T1 (resp. the
definition of an atlas), the first statement follows. The second is also clear, because
ϕα ◦ ϕ−1 is the restriction of ϕα ◦ ϕ−1β to the preceding open subset.
We are now prepared to prove the expected
Theorem 2. Let M be a manifold and let (Uα, ϕα)α be an atlas of M . Any coordi-
nate map ϕα : Uα → ϕα(Uα) is a homeomorphism (it is of course understood that Uα
and ϕα(Uα) are endowed with the topologies that are induced by those of M and Rn
respectively).
Proof. Consider first an open subset of a topological space and endow it with the
induced topology. Then the open subsets of this topological subspace are exactly the
open subsets of the whole topological space that are included in the subspace.
Let W be an open subset of Uα. As (ϕ
−1
α )
−1(W ) = ϕα(W ) = ϕα(W ∩Uα) ⊂ ϕα(Uα)
is open, the map ϕ−1α is continuous.
Take now an open subset Ω of ϕα(Uα). In order to see that ϕ
−1
α (Ω) ⊂ Uα is open,
we have to show that ϕβ(ϕ
−1
α (Ω) ∩ Uβ) is open in Rn. Since we must of course use the
transition diffeomorphism, let us observe that
ϕβ(ϕ
−1
α (Ω) ∩ Uβ) = ϕβ(ϕ−1α (Ω) ∩ Uα ∩ Uβ)
= ϕβ(ϕ
−1
α (Ω) ∩ ϕ−1α ϕα(Uα ∩ Uβ)) = ϕβϕ−1α (Ω ∩ ϕα(Uα ∩ Uβ)).
The conclusion that ϕα is continuous then follows from the fact that the transition
diffeomorphism is also a homeomorphism.
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2 Exercises
1. Prove that any open subset U of any manifold M is a manifold, and more precisely
that, if (Uα, ϕα)α is an atlas of M , the restrictions (U ∩ Uα, ϕα|U∩Uα)α form an
atlas of U .
2. Show that if M (resp. M ′) is a manifold of dimension n (resp. n′) with atlas
(Uα, ϕα)α (resp. (U
′
β, ϕ
′
β)β), then M × M ′ is an (n + n′)-dimensional manifold
for the atlas (Uα × U ′β, ϕα × ϕ′β)(α,β). We refer to M × M ′ endowed with this
differential structure as the product manifold M ×M ′.
3. The torus T 2 := S1× S1, where S1 ⊂ R2 denotes the circle with center (0, 0) and
radius 1, is a manifold of dimension 2, and, more generally, the “n-dimensional”
torus T n := (S1)n is an n-dimensional smooth manifold.
4. The manifold topology can be defined just as well as the topology for which the
chart domains are a basis. Prove that the unions of the chart domains actually
form a topology and that this topology coincides with the above-defined manifold
topology.
3 Submanifolds of Rn
Submanifolds of Rn form an important class of manifolds, since any abstract mani-
fold can be viewed as submanifold of a Euclidean space with sufficiently high dimension.
In order to investigate submanifolds, we must first study basic concepts such as immer-
sions and submersions.
3.1 Subimmersions, immersions, submersions, diffeomorphisms
Definition 6. A map f : Ω ⊂ Rp → Rq from an open subset Ω of Euclidean space
Rp to Euclidean space Rq is smooth if and only if its canonical coordinate functions
f i : Ω ⊂ Rp → R, i ∈ {1, . . . , q}, are all smooth in Ω. The derivative of f at x0 ∈ Ω is
the linear map
f ′(x0) =
((
∂xjf
i
)
(x0)
)
ij
: Rp → Rq. (1)
Definition 7. Let f : Ω ⊂ Rp → Rq be a smooth map. For any x0 ∈ Ω, the rank ρx0f
of f at x0 is the rank ρ(f
′(x0)) of the linear map or matrix f ′(x0).
A well-known result of Linear Algebra states that, for any linear map ` ∈ HomF(V, V ′)
between two vector spaces V and V ′ over a field F, we have
ρ ` := dim im ` = dimV − dim ker `, (2)
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where notations are self-explaining.
Exercise. Prove that if ` ∈ HomF(V, V ′) and `′ ∈ HomF(V ′, V ′′), then ρ(`′ ◦ `) ≤
inf(ρ`, ρ `′). Apply this result and show that the rank is invariant under diffeomor-
phisms, i.e. if Ω1, Ω2 (resp. Ω3, Ω4) are open in Rp (resp. Rq), if ϕ : Ω1 → Ω2 and
ϕ′ : Ω3 → Ω4 are diffeomorphisms, and if f : Ω2 → Ω3 is smooth, then for any x ∈ Ω1,
ρx(ϕ
′ ◦ f ◦ ϕ) = ρϕ(x)f. (3)
Definition 8. Let f : Ω ⊂ Rp → Rq be smooth. Map f is an immersion (resp. a
submersion) at a point x0 ∈ Ω if its derivative f ′(x0) at x0 is injective (resp. surjective),
i.e. if ρx0f coincides with the dimension of the source space (so that p ≤ q) (resp. the
dimension of the target space (so that q ≤ p)). Mapping f is an immersion (resp. a
submersion), if it is an immersion (resp. a submersion) at any point x0 ∈ Ω.
Remark that, the rank is lower semi-continuous, i.e. that, in a neighborhood of any
point, it cannot decrease. It follows that the rank of an immersion or a submersion is
locally constant, i.e. constant in a neighborhood of any point.
Definition 9. A smooth map f : Ω ⊂ Rp → Rq is a subimmersion at a point x0 ∈ Ω
(resp. subimmersion) if its rank is locally constant at x0 (resp. locally constant).
Thus, immersions and submersions are special subimmersions. We are now prepared
to recall the Constant Rank Theorem, see lectures in Analysis. It states that any
subimmersion has locally, up to diffeomorphisms of the source and the target, a very
simple canonical form.
Theorem 3. Let f : Ω ⊂ Rp → Rq be a subimmersion at x0 ∈ Ω. Then, there are open
subsets U 3 x0, U ′ ⊃ f(U) 3 f(x0), ω ⊂ Rp, ω′ ⊂ Rq, and diffeomorphisms ϕ : U → ω
and ϕ′ : U ′ → ω′, such that, for all x := (x1, . . . , xp) ∈ ω,(
ϕ′ ◦ f ◦ ϕ−1) (x1, . . . , xp) = (x1, . . . , xρ, 0, . . . , 0), (4)
where ρ = ρx0f . Further,(
ϕ′ ◦ f ◦ ϕ−1) (ω) = {y ∈ ω′ : yρ+1 = . . . = yq = 0}. (5)
Observe that the requirement that f must be a subimmersion at x0 is necessary in
view of diffeomorphism invariance of the rank.
Remember that if subimmersion f is an immersion (resp. a submersion) at x0,
the rank ρx0f coincides with the dimension of the source space, what entails that
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p ≤ q (resp. target space, what entails that q ≤ p), and the source (resp. target)
diffeomorphism can be suppressed. Hence, the local canonical form of an immersion is
(ϕ′ ◦ f) (x1, . . . , xp) = (x1, . . . , xp, 0, . . . , 0) ∈ Rq, (6)
and the local canonical form of a submersion is(
f ◦ ϕ−1) (x1, . . . , xp) = (x1, . . . , xq) ∈ Rq. (7)
Observe that in Equation (6) (resp. Equation (7)), map “f” is linear and injective (resp.
linear and surjective). As f ′(x0) is also a linear injection (resp. a linear surjection),
these results show that, up to a diffeomorphism, the behavior of f in the neighborhood
of x0 is the same as that of its derivative f
′(x0) at x0.
The preceding upshots concern functions f the derivative f ′(x0) of which is a linear
injection or a linear surjection. The next theorem, called Inverse Function Theorem,
asserts that functions f such that f ′(x0) is a linear bijection, i.e. a vector space iso-
morphism, are locally at x0 diffeomorphisms. More precisely, we have the
Theorem 4. If f : Ω ⊂ Rp → Rq is smooth and if f ′(x0), x0 ∈ Ω, is a vector space
isomorphism, then p = q and there is an open subset U 3 x0, such that f(U) is open
and f : U → f(U) is a diffeomorphism.
The Inverse Function Theorem is actually a consequence of the Constant Rank
Theorem.
Proof. As f is as well an immersion as a submersion at x0, it follows from the above
remarks that p = q. Moreover, Equation (5) implies that f(U) = U ′, which is open,
and Equation (4) entails that ϕ′ ◦ f ◦ ϕ−1 = idω, so that f = ϕ′−1 ◦ ϕ, which is a
diffeomorphism between U and f(U).
The converse of this upshot also holds true.
Proposition 1. If f : Ω1 ⊂ Rp → Ω2 ⊂ Rq, where Ω1 and Ω2 are open in Rp and Rq
respectively, is a diffeomorphism, then, for any x0 ∈ Ω1, the derivative f ′(x0) : Rp → Rq
is a vector space isomorphism, p = q, and
(f−1)′(f(x0)) = (f ′(x0))−1.
Proof. Indeed, as f ◦ f−1 = idΩ2 and f−1 ◦ f = idΩ1 , we have
f ′(x0) ◦ (f−1)′(f(x0)) = idRq and (f−1)′(f(x0)) ◦ f ′(x0) = idRp .
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3.2 Embedded submanifolds of Rn
There exist several more or less restrictive concepts of submanifolds. So far, we are
not yet able to understand the general definition of a submanifold of a manifold. Em-
bedded submanifolds of Rn provide examples of (sub)manifolds that live in Euclidean
space Rn and carry the relative topology. Let us mention that a general submanifold
of a manifold M may be endowed with a richer topology than the one inherited from
M and that it is even not always a subset of M .
Take two positive integers p ≤ n. The definition of an embedded p-dimensional
submanifold N of Rn requires that, locally, N ⊂ Rn looks like Rp × {0} ⊂ Rn.
Definition 10. A subset N ⊂ Rn is an embedded p-dimensional submanifold of Rn, if,
for any x ∈ N , there is an open subset U 3 x of Rn and a diffeomorphism f : U ⊂
Rn → f(U) ⊂ Rn, f(U) open, such that f(U ∩N) = f(U) ∩ Rp.
There are two natural approaches to “surfaces” in Rn. For instance, in R2, the circle
with center (0, 0) and radius 1 can as well be described by the equation x2 + y2 = 1, as
via the parametric representation (x, y) = (cos t, sin t), t ∈ [0, 2pi[.
Let us briefly examine further examples. If we write m = (x, y, z), the system
of equations f 1(m) = ax + by + cz + d = 0 and f 2(m) = a′x + b′y + c′z + d′ = 0,
where a, b, c, d, a′, b′, c′, d′ ∈ R, defines a line L in R3, if the derivatives (f 1)′(m) ∈ R3∗
and (f 2)′(m) ∈ R3∗ are linearly independent. Note that L = ∩2i=1(f i)−1{0} and
that the number of equations coincides with the codimension of L. On the other
hand, (x, y, z) = (a cos t, a sin t, bt), a, b ∈ R+0 , t ∈ R, is the parametric representa-
tion of a helix H with radius a that rises by 2pib units per turn. Observe that map
ψ : R 3 t → (a cos t, a sin t, bt) ∈ H is a bijection and an immersion, and that the
number of parameters gives the dimension of H.
In view of these remarks the next theorem seems quite natural.
Theorem 5. Let N ⊂ Rn be a subset of Rn. The next four statements are equivalent:
• N is an embedded p-dimensional submanifold of Rn
• For any x ∈ N , there is an open subset U 3 x of Rn and n− p smooth functions
f i : U ⊂ Rn → R, i ∈ {1, . . . , n − p}, such that the derivatives (f i)′(x) ∈ Rn∗,
i ∈ {1, . . . , n− p}, are linearly independent and U ∩N = ∩n−pi=1 (f i)−1{0}
• For any x ∈ N , there is an open subset U 3 x of Rn and a submersion f : U ⊂
Rn → Rn−p, such that U ∩N = f−1{0}
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• For any x ∈ N , there are open subsets U 3 x of Rn and Ω 3 0 of Rp, as well as
a homeomorphism ψ : Ω ⊂ Rp → U ∩N ⊂ Rn, which is smooth, is an immersion
at 0, and maps 0 to x
Observe that all assertions of this theorem are local. The second and third state-
ments, which are equivalent (it suffices to set f = (f 1, . . . , fn−p)), correspond to the
aforementioned description by equations. The fourth item fits in with the viewpoint
of parametric representations. Further, it is understood that in the requirement that
ψ : Ω ⊂ Rp → U ∩ N ⊂ Rn be a homeomorphism, subset U ∩ N ⊂ Rn is endowed
with the relative topology. The immersion-condition in the last item is essential. This
will follow from the proof of the theorem, but can also be seen from the example
ψ : R 3 t → (t2, t3) ∈ R2 (subset N := ψ(R) ⊂ R2 does not satisfy the conditions of
Definition 10 at (0, 0) ∈ N and ψ is not an immersion at 0).
As for the proof, we already noticed that Item (2) is equivalent with Item (3).
In view of the Constant Rank Theorem, Item (3) leads to a diffeomorphism f :
U ⊂ Rn → ω ⊂ Rn, so it should entail Item (1). As diffeomorphism f of Item
(1) maps U ∩ N to the open subset Ω := f(U) ∩ Rp of Rp, the restriction of its in-
verse is the homeomorphism ψ needed in Item (4). Remark that ψ = f−1 ◦ i, where
i : (x1, . . . , xp) ∈ Ω ⊂ Rp → (x1, . . . , xp, 0, . . . , 0) ∈ f(U) ⊂ Rn is the canonical in-
clusion, so an immersion. Eventually, we will prove, using as above-mentioned (in
particular) the immersion-property, that Item (4) entails Item (2). Hence, we get
(2) ⇔ (3) ⇒ (1) ⇒ (4) ⇒ (2), where we still have to explain further the implications
(3)⇒ (1) and mainly (4)⇒ (2).
Proof. Implication (3)⇒ (1). As already said, for any x ∈ N , there are open subsets
U 3 x and ω in Rn, and a diffeomorphism ϕ : U → ω, such that in ω = ϕ(U), we have
(f ◦ ϕ−1)(x1, . . . , xn) = (x1, . . . , xn−p). As U ∩N = {(y1, . . . , yn) ∈ U : f(y1, . . . , yn) =
0}, it follows that ϕ(U ∩N) = ϕ(U) ∩ ({0} × Rp).
Implication (4)⇒ (2). Let m ∈ N and let ψ : Ω ⊂ Rp → U ∩ N ⊂ Rn be the
corresponding homeomorphism. As
ψ′(0) : Rp 3 x′ →
(
A
B
)
x′ =
(
Ax′
Bx′
)
∈ Rn,
where A (resp. B) is a real p × p (resp. (n − p) × p ) matrix, has rank p, we can
assume—modulo a renumeration of the coordinates—that A is nonsingular, so that
pi1 ◦ ψ′(0) = (pi1 ◦ ψ)′(0) : Rp 3 x′ → Ax′ ∈ Rp,
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where pi1 : Rn = Rp × Rn−p 3 (x′, x′′) → x′ ∈ Rp is the canonical projection (we will
denote the projection onto Rn−p by pi2), is a vector space isomorphism. It therefore
follows from the Inverse Function Theorem that pi1 ◦ ψ : Ω ⊂ Rp → Rp is locally
a diffeomorphism or coordinate change, i.e. that there are open subsets ω 3 0 and
ω′ 3 m′ = pi1(m) of Rp, such that
ψ1 := pi1 ◦ ψ : ω 3 x′ → ψ1(x′) =: y′ ∈ ω′
is a change of coordinates or, better, of parameters. When combining homeomorphism
ψ : Ω 3 x′ → ψ(x′) ∈ U∩N with this change of parameters, we get a simpler parametric
representation
ψ ◦ ψ−11 : ω′ 3 y′ = ψ1(x′)→ ψ(x′) = (ψ1(x′), ψ2(x′)) = (y′, ψ2(ψ−11 (y′)) ∈ U ′ ∩N,
where U ′ 3 m is open in Rn and where U ′ ∩ N = ψ ◦ ψ−11 (ω′) is the image of ω′ by
bijection ψ ◦ ψ−11 . It is interesting to observe that U ′ ∩ N appears as the graph of
ψ2 ◦ ψ−11 . In order to get the equations f i, i ∈ {1, . . . , n− p}, it suffices to set, for any
y = (y′, y′′) ∈ U ′′ := U ′ ∩ (ω′ × Rn−p),
f i(y) = ψp+i(ψ−11 (y
′))− yd+i.
Indeed, the derivatives at m of these smooth functions f i are obviously independent,
and U ′′ ∩N = ∩n−pi=1 (f i)−1(0).
3.3 Embedded submanifolds versus abstract manifolds
It is possible to construct manifolds the topology of which is not even Hausdorff or
second countable. In order to make further progress, we exclude such exotic cases.
Remark. In the following, all manifolds are implicitly assumed to be Hausdorff, as
well as second countable.
We now prove the result mentioned at the beginning of the preceding subsection.
Proposition 2. Any embedded p-dimensional submanifold of Rn is a smooth p-
dimensional manifold, the manifold topology of which is induced by the topology of Rn.
In view of the above remark, in order to prove this proposition, we have not only
to construct a smooth p-dimensional atlas, but we must also show that the manifold
topology is Hausdorff and second countable. However, as these properties are heredi-
tary, the conclusion immediately follows from the fact that Rn is Hausdorff and second
countable. A countable basis of open subsets of Rn is made up by the open balls b(x, r)
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of Rn with center x ∈ Qn and radius r ∈ Q.
Actually, there are not more abstract manifolds than embedded submanifolds of Rn.
Indeed, due to Whitney’s embedding theorem (Hassler Whitney, 1907 - 1989, American
mathematician), any smooth manifold of dimension p (that is Hausdorff and second
countable) can be “embedded” in R2p+1, and even in R2p, if p > 2. Hence, any man-
ifold may be treated—if we wish—as an object that lives in a bigger Euclidean space
(although this viewpoint is not always preferable). The proof of Whitney’s embedding
theorem is a little bit tricky and will not be given in these notes.
Hereafter, we detail the proof of Proposition 2.
Proof. Let N be an embedded p-dimensional submanifold of Rn. The construction of
an atlas follows from the observation that the parametrizations provided by Item (4)
of Theorem 5 clearly correspond to local coordinate maps.
Let x ∈ N . There are open subsets U ′x 3 x of Rn and Ωx of Rp, as well as a smooth
map ψx that is a homeomorphism ψx : Ωx ⊂ Rp → U ′x ∩ N ⊂ Rn and an immersion
(it suffices to restrict the subsets Ωx and U
′
x). Set now Ux := ψx(Ωx) = U
′
x ∩ N and
ϕx = ψ
−1
x : Ux ⊂ N → Ωx ⊂ Rp.
The charts (Ux, ϕx)x∈N form a smooth p-dimensional atlas of N . Indeed, (Ux)x∈N
is a cover of N and the images ϕx(Ux ∩ Uy) are open in Rp. The only problem is to
prove that the transition bijections ϕy ◦ ϕ−1x : ϕx(Ux ∩ Uy)→ ϕy(Uy ∩ Ux) are smooth.
Indeed, the source of bijection
ϕy = ψ
−1
y : U
′
y ∩N ⊂ N → Ωy ⊂ Rp
is not an open subset of a Euclidean space and smoothness of ϕy has no meaning so
far. The way out is to use the bijections
f : U ′ ∩N → f(U ′ ∩N) = f(U ′) ∩ Rp ⊂ Rp,
which are the restrictions of the diffeomorphisms f : U ′ ⊂ Rn → f(U ′) ⊂ Rn given by
Definition 10. Indeed, when writing
ϕy ◦ ϕ−1x = ϕy ◦ f−1 ◦ f ◦ ϕ−1x = (f ◦ ϕ−1y )−1 ◦ (f ◦ ϕ−1x ),
we deal with bijections f ◦ ϕ−1z between open subsets of Rp, so that smoothness of the
building blocks of ϕy ◦ϕ−1x makes sense. The difficulties concerning the matching of the
involved subsets can be solved via anew restrictions of these. The f ◦ ϕ−1z are smooth
in Ωz ⊂ Rp and valued in Rp. Moreover, for any X ∈ Ωy, we have
(f ◦ ϕ−1y )′(X) = f ′(ψy(X)) ◦ ψ′y(X) ∈ EndR(Rp).
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As the derivative of ψy is injective and that of f bijective, the map (f ◦ ϕ−1y )′(X) is
injective and thus bijective (as injectivity of a linear map entails its surjectivity if the
dimensions of the source and target spaces coincide). It now follows from the Inverse
Function Theorem, that f ◦ϕ−1y is a local diffeomorphism. This eventually implies that
ϕy ◦ ϕ−1x is smooth in the neighborhood of each point.
As for manifold topology, denote by T (N) (resp. I(N)) the manifold topology of
N (resp. the topology induced on N by Rn). In consequence of Exercise 4, we have
T (N) ⊂ I(N). Conversely, if U ∩ N ∈ I(N), i.e. if U is open in Rn, the images
ϕx(U ∩N ∩ Ux) = ψ−1x (U ∩ U ′x ∩N) is open in Rp, so that, in view of Definition 5, we
also get I(N) ⊂ T (N).
3.4 Exercises
1. The preceding upshot yields that embedded submanifolds of Rn are manifolds
that live in ambient space Rn and carry the induced topology. The next exercise
provides an example of a manifold that is included in the 2-dimensional Euclidean
space and the topology of which is richer than the relative topology.
Let l1 and l2 be two lines of R2 that intersect at a point x0. Denote by l−2 and
l+2 the two open half-lines defined by x0 and consider the set N = l1 ∪ l−2 ∪ l+2 .
Construct an (obvious) atlas for N ⊂ R2 and show that the resulting manifold
topology is richer than the induced one.
2. Prove that any manifold is locally compact and locally connected. A bit of topol-
ogy is needed to solve this quite easy problem.

Chapter 3
Tangent maps of smooth maps between manifolds
(Partial revision)
1 Smooth maps between manifolds
In order to do some Analysis on manifolds, we must define smoothness of a map
between manifolds.
Take for instance the rotation
f : S1 3 m→ f(m) ∈ S1
with center (0, 0) and angle pi
2
. In standard polar coordinates, or, more precisely, in
coordinate charts
ϕ : S1 \ {(1, 0)} 3 m→ θ ∈ ]0, 2pi[ and ϕ′ : S1 \ {(0, 1)} 3 m→ θ′ ∈ ]pi
2
,
5pi
2
[,
rotation f (locally) reads
ϕ′fϕ−1 : R ⊃ ]0, 2pi[3 θ → θ′ = θ + pi
2
∈ R.
Map ϕ′fϕ−1 (note that we omit the composition symbol) is the local form of f in the
considered charts.
We say that a mapping f : M → M ′ between two manifolds M and M ′ is smooth,
if, in the neighborhood of any point of M , it is smooth in coordinates, i.e. it has a
smooth local form ϕ′fϕ−1:
Definition 1. Let M (resp. M ′) be an n-dimensional (resp. n′-dimensional ) manifold.
A map f : M → M ′ is a smooth map from M to M ′, if for any m ∈ M , there exist
charts (U,ϕ) of M around m and (U ′, ϕ′) of M ′ around f(m), such that f(U) ⊂ U ′ and
ϕ′fϕ−1 : ϕ(U) ⊂ Rn → Rn′
is smooth in the sense of Analysis. The set of smooth maps between the manifolds M
and M ′ is denoted by C∞(M,M ′).
23
Tangent maps, Norbert Poncin, January 16, 2012 24
The next proposition claims that the existence of charts, in which the local form of
f is smooth, entails that this property holds true for all charts.
Proposition 1. If f : M → M ′ is a smooth map between two manifolds M and M ′,
then, for any charts (U,ϕ) of M and (U ′, ϕ′) of M ′, such that f(U) ⊂ U ′, the local
form ϕ′fϕ−1 of f is smooth.
Proof. In order to show that ϕ′fϕ−1 is smooth in ϕ(U), it suffices to prove that it is
smooth in a neighborhood of any point ϕ(m0), m0 ∈ U , of ϕ(U). Smoothness of f
implies that there are charts (V, ψ) of M around m0 and (V
′, ψ′) of M ′ around f(m0),
such that f(V ) ⊂ V ′ and ψ′fψ−1 is smooth in ψ(V ). In the neighborhood ϕ(U ∩ V ) of
ϕ(m0), we then have
ϕ′fϕ−1 = (ϕ′ψ′−1)(ψ′fψ−1)(ψϕ−1),
so that the LHS is smooth in this neighborhood.
As continuity of a map between manifolds is defined as for any map between topo-
logical spaces, we have to check that smoothness actually entails continuity.
Proposition 2. For any manifolds M and M ′, we have C∞(M,M ′) ⊂ C0(M,M ′),
where it is understood that M and M ′ are endowed with their canonical manifold topol-
ogy.
Proof. Let f ∈ C∞(M,M ′) and m ∈ M . There are charts (U,ϕ) of M around m
and (U ′, ϕ′) of M ′ around f(m), such that f(U) ⊂ U ′ and ϕ′fϕ−1 : ϕ(U) ⊂ Rn →
ϕ′(U ′) ⊂ Rn′ is smooth and thus continuous. As the coordinate maps ϕ : U → ϕ(U)
are homeomorphisms for the induced topologies, it follows that the restriction of f to
U ,
f |U = ϕ′−1(ϕ′fϕ−1)ϕ : U → U ′,
is continuous. Hence, for any m ∈ M , there is Um ∈ Tm(M), such that f |Um ∈
C0(Um,M
′), where Tm(M) denotes the set of those open subsets of the manifold topol-
ogy of M that contain m. But then, if V ∈ T(M ′), we have f−1(V ) = ∪m∈Mf |−1Um(V ) ∈
T(M), so that f ∈ C0(M,M ′).
Just as for other types of spaces (e.g. vector spaces, topological spaces, ...), there
is a concept of equivalence (isomorphism, homeomorphism, ...) for manifolds. Equiva-
lent or diffeomorphic manifolds are manifolds M and M ′ related by a diffeomorphism
φ : M → M ′, i.e. a smooth bijection with smooth inverse. We denote by Diff(M,M ′)
the set of diffeomorphisms from M to M ′. Intuitively, two manifolds are diffeomorphic
if each one can be smoothly deformed to the other.
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As recalled above, chart maps ϕ : U ⊂ M → ϕ(U) ⊂ Rn, usual notations, are
homeomorphisms, and, as mentioned in Chapter 2, they should be diffeomorphisms
ϕ ∈ Diff(U,ϕ(U)). Since U and ϕ(U) are manifolds (see Chapter 2, Section 2, Exercise
1), the set Diff(U,ϕ(U)) is now defined. We actually have the
Proposition 3. Let M be a manifold and let (Uα, ϕα)α be an atlas. Any coordinate
map ϕα ∈ Diff(Uα, ϕα(Uα)) is a diffeomorphism.
Proof. Obvious.
We now investigate smoothness of maps obtained from smooth building blocks. The
proofs of these upshots are easy but instructive. They are left to the reader.
Proposition 4. Let M , M ′, and M ′′ be manifolds. If f ∈ C∞(M,M ′) and g ∈
C∞(M ′,M ′′), then g ◦ f ∈ C∞(M,M ′′).
It is well-known that the restriction of a linear (resp. continuous) map to a vector
(resp. topological) subspace is still linear (resp. continuous), and that a linear (resp.
continuous) map viewed as valued in a vector (resp. topological) subspace that contains
all images, is also linear (resp. continuous) (see e.g. Chapter 1, Section 4, Exercise 6).
Similar upshots hold true in the smooth category.
Proposition 5. Let M (resp. M ′) be a manifold, let f ∈ C∞(Rr,M ′) (resp. f ∈
C∞(M,Rs)), and let N (resp. N ′) be an embedded submanifold of Rr (resp. of Rs, such
that f(M) ⊂ N ′). Then f |N ∈ C∞(N,M ′) (resp. f ∈ C∞(M,N ′)). Analogous results
are valid for f ∈ C∞(M,M ′) and restrictions of the source (resp. target) manifold to
an open subset of M (resp. an open subset of M ′ that contains f(M)).
The set of smooth functions of a manifold M , i.e. of smooth maps from M to target
manifold M ′ = R, is denoted by C∞(M). The addition and multiplication of R induce
an addition f + g and a multiplication f.g of functions, as well as a multiplication λf
of functions by reals.
Proposition 6. The set C∞(M) of smooth functions of a manifold M is an associative
commutative algebra for the canonical operations f + g, λf , and f.g.
The algebraic structure of C∞(M) characterizes the manifold structure of M . More
precisely:
Theorem 1. Two manifolds M and M ′ are diffeomorphic if and only if their associative
algebras of functions C∞(M) and C∞(M ′) are isomorphic.
If φ : M →M ′ is a diffeomorphism, then, obviously, the map
φ∗ : C∞(M) 3 f → f ◦ φ−1 ∈ C∞(M ′)
is an associative algebra isomorphism. The proof of the converse result will not be
given.
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2 Exercises
1. Prove Propositions 4, 5, and 6. Hint: To prove Proposition 4, choose first a chart
(U ′, ϕ′) around f(m), then a chart (U,ϕ) around m such that U ⊂ f−1(U ′). In
the proof of Proposition 6, choose the same chart for f and g.
2. Show that the set Diff(M) of diffeomorphisms of M (i.e. from manifold M onto
itself) is a group for composition.
3. Prove that the projections pi1 : M ×M ′ → M and pi2 : M ×M ′ → M ′ (M , M ′:
manifolds) are smooth maps (see Chapter 2, Section 2, Exercise 2).
4. Explain that, if f1 ∈ C∞(M1,M ′1) and f2 ∈ C∞(M2,M ′2), then f1×f2 : M1×M2 3
(m1,m2)→ (f1(m1), f2(m2)) ∈M ′1 ×M ′2 is also smooth.
3 Tangent space
In Lagrangian Mechanics, the configurations of a double pendulum, i.e. of a
pendulum with another pendulum attached to its end, are described by two angles
q = (q1, q2) ∈ [0, 2pi] × [0, 2pi]. Hence, configuration space M is [0, 2pi]× [0, 2pi] modulo
identification of the extremal values 0 and 2pi, in other words M = T 2 = S1×S1 ⊂ R3.
The representative point q of the considered dynamical system runs through a curve
α : I 3 t → q(t) ∈ M ⊂ R3 of M , where I ⊂ R is the (open) observation interval,
and the generalized velocity q˙(0) = dtα|t=0 at time 0 is a tangent vector of curve α at
point q(0) = α(0) =: m. Of course, a vector that is tangent to a curve of M at m is
also tangent to the manifold M at m, and the“tangent space” TmM of M at m can be
viewed as the set of the tangent vectors dtα|t=0 of all the curves α ∈ C∞(I,M) of M ,
such that α(0) = m.
If M is an abstract manifold that does not sit in an ambient space, our mental
picture of a tangent vector, as well as the definition of the derivative dtα|t=0 of a curve
α ∈ C∞(I,M), where I denotes an open interval of the real line, meet a problem. A
natural idea is to look at a curve α ∈ C∞(I,M) locally, in coordinates, and to end up,
roughly, with a usual curve ϕα ∈ C∞(I,Rn), which has a tangent vector dt(ϕα)|t=0.
However, obviously, different curves β 6= α, i.e. ϕβ 6= ϕα, may have the same tangent
vector dt(ϕβ)|t=0 = dt(ϕα)|t=0. Therefore, a tangent vector is characterized, not by a
single curve, but by a class of curves, and we can define a tangent vector of an abstract
manifold M at a point m ∈ M as the class [α] of all the curves α ∈ C∞(I,M) of
M , such that α(0) = m and the local forms of which have the same tangent vector
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dt(ϕα)|t=0.
We now make these ideas more precise.
Let m be a point of an n-dimensional manifold M . We denote by C the set of all
curves α ∈ C∞(I,M) of M (where I is an open interval of R that contains 0) that
pass through m at t = 0, i.e. verify α(0) = m. Due to continuity of α, there is, for
any charts (U,ϕ) and (V, ψ) of M around m, an open interval J 3 0 of R, such that
ϕα ∈ C∞(J, ϕ(U ∩ V )) and ψα ∈ C∞(J, ψ(V ∩ U)).
Definition 2. Let M , m, and C be the just defined objects. Two curves α, β ∈ C are
tangent at m, if there is a chart (U,ϕ) of M around m, such that
dt(ϕα)|t=0 = dt(ϕβ)|t=0. (1)
Observe that the same condition is then verified for any chart (V, ψ) of M around
m. Indeed, we have ψα = (ψϕ−1)(ϕα) on J , so that
dt(ψα)|t=0 = (ψϕ−1)′(ϕ(m)) dt(ϕα)|t=0, (2)
and as the same result holds true for β, the conclusion follows from Equation (1). It is
now clear that the relation “tangent at m” is an equivalence in C.
Definition 3. Notations are again those introduced above. A tangent vector of M at
m is an equivalence class [α], α ∈ C, of relation “tangent at m” in C. The set of all
tangent vectors of M at m is denoted by TmM .
The mental picture of the preceding construction suggests that any chart (U,ϕ)
at m defines a 1-to-1 correspondence Tmϕ : TmM → Rn (Tmϕ is merely a notation)
between the tangent vectors of M at m and the vectors of Rn. Of course, the set TmM of
tangent vectors at m should be a vector space. We will use the just depicted bijection
to transport the vector space structure of Rn to TmM , i.e. we set, for any vectors
[αi] ∈ TmM , i ∈ {1, . . . , N}, and any real numbers λi ∈ R,∑
i
λi[αi] := (Tmϕ)
−1
(∑
i
λi Tmϕ[αi]
)
. (3)
Theorem 2. Let (U,ϕ) be a chart of M around m. The map
Tmϕ : TmM 3 [α]→ dt(ϕα)|t=0 ∈ Rn (4)
is a well-defined bijection. Moreover, set TmM admits a unique vector space struc-
ture, such that, for any chart (U,ϕ) of M around m, bijection Tmϕ is a vector space
isomorphism.
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Proof. It is evident that Tmϕ is well-defined and injective. Let v ∈ Rn and set α(t) :=
ϕ−1(ϕ(m) + tv), for t nearby 0. We have α ∈ C and Tmϕ[α] = dt(ϕα)|t=0 = v, so that
Tmϕ is also surjective.
We now choose a chart (U,ϕ) of M around m and define a vector space structure
on TmM via Definition 3, which, of course, turns Tmϕ into a vector space isomorphism.
If (V, ψ) is another chart of M around m, the combination of Equations (2) and (4)
shows that Tmψ = (ψϕ
−1)′(ϕ(m))Tmϕ, so that Tmψ is built from two vector space
isomorphisms and is thus itself such an isomorphism. Uniqueness of the vector space
structure having the required property is obvious.
Remark. In view of the preceding theorem, the tangent space TmM of a manifold M
at a point m ∈ M is a real vector space with the same dimension as the underlying
manifold. For M = Rn, the isomorphism
TmRn 3 [α] ' dtα|t=0 ∈ Rn (5)
is natural and we often identify both spaces. If it is necessary to remember the point
at which the vectors are tangent to Rn, we view TmRn as the space
TmM ' {m} × Rn
of vectors of Rn with initial point m. A similar identification is used for real finite-
dimensional vector spaces M = V : TmV ' V . Furthermore, it is clear from the above
definitions that for any open subset U of a manifold M , we have TmU ' TmM , for all
m ∈ U , a fact that is also corroborated by our intuition.
4 Tangent map of a smooth map
We are now prepared to define the derivative at a point m ∈ M of a smooth map
f ∈ C∞(M,M ′) between two manifolds M (dimM = n) and M ′ (dimM ′ = n′). Take
a chart (U,ϕ) of M at m and a chart (V, ψ) of M ′ at f(m), such that f(U) ⊂ V . Just
as the diffeomorphisms ϕ ∈ Diff(U,ϕ(U)) and ψ ∈ Diff(V, ψ(V )) allow constructing
f = ψ−1(ψfϕ−1)ϕ
locally from its coordinate form ψfϕ−1 ∈ C∞(ϕ(U), ψ(V )), the isomorphisms Tmϕ ∈
Isom(TmM,Rn) and Tf(m)ψ ∈ Isom(Tf(m)M ′,Rn′) allow defining the derivative Tmf of
f at m,
Tmf := (Tf(m)ψ)
−1 (ψfϕ−1)′(ϕ(m)) Tmϕ,
by means of the derivative (ψfϕ−1)′(ϕ(m)) ∈ HomR(Rn,Rn′) of the coordinate form.
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Definition 4. Let f ∈ C∞(M,M ′) and m ∈ M . If (U,ϕ) is a chart of M at m and
(V, ψ) a chart of M ′ at f(m), such that f(U) ⊂ V , the derivative or tangent map of f
at m is defined by
Tmf := (Tf(m)ψ)
−1 (ψfϕ−1)′(ϕ(m)) Tmϕ. (6)
This definition implies that for f = ϕ ∈ C∞(U,ϕ(U)), the derivative Tmϕ, m ∈ U ,
given by Equation (6), coincides with the isomorphism Tmϕ, denoted by the same
symbol, defined by Equation (4), and used in Definition (6). Further, it is easily checked
that if f ∈ C∞(Ω,Rn′), Ω open in Rn, the “Geometry”-derivative Tmf , m ∈ Ω, coincides
with the “Analysis”-derivative f ′(m) ∈ HomR(Rn,Rn′). As Tmf ,
f ∈ C∞(M,M ′),
m ∈ M , thus extends the usual derivative, it should be a linear map between vector
spaces attached to M and M ′. In effect, Equation (6) entails that
Tmf ∈ HomR(TmM,T f(m)M ′). (7)
This last result exhibits the functorial character of T (we encourage the reader to inform
himself of the concepts of category and functor).
Of course, the derivative Tmf of f ∈ C∞(M,M ′) at a point m ∈ M should only
depend on f and m, and not upon the considered charts. In order to persuade oneself
of this independence, it suffices to apply the definition to the computation of Tmf [α],
[α] ∈ TmM . We obtain
Tf(m)ψ Tmf [α] = (ψfϕ
−1)′(ϕ(m)) Tmϕ [α]
= (ψfϕ−1)′(ϕ(m)) dt(ϕα)|t=0 = dt(ψfα)|t=0 = Tf(m)ψ [fα],
as fα is a curve of M ′ that passes at t = 0 through f(m). Since Tf(m)ψ is an isomor-
phism, we get the
Proposition 7. Let f ∈ C∞(M,M ′) and m ∈M . The tangent map Tmf is intrinsically
given by
Tmf : TmM 3 [α]→ [fα] ∈ Tf(m)M ′.
The next proposition extends the well-known result on derivation of composite maps.
Proposition 8. Let f ∈ C∞(M,M ′), g ∈ C∞(M ′,M ′′), and m ∈ M . The derivative
at m of g ◦ f ∈ C∞(M,M ′′), see Proposition 4, is given by
Tm(g ◦ f) = Tf(m)g ◦ Tmf. (8)
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Proof. Let [α] ∈ TmM . On the one hand, Tm(gf) [α] = [(gf)α], on the other
Tf(m)g Tmf [α] = Tf(m)g [fα] = [g(fα)].
We also generalize the links between diffeomorphisms f and isomorphisms f ′(x), see
Chapter 2, Section 3.1, Theorem 4, and Proposition 1.
Proposition 9. If f ∈ Diff(M,M ′), then, for any m ∈ M, we have Tmf ∈
Isom(TmM,Tf(m)M
′) and Tf(m)f−1 = (Tmf)−1.
Proof. We only need check that the two composite maps, built from Tmf ∈ HomR(TmM,
Tf(m)M
′) and Tf(m)f−1 ∈ HomR(Tf(m)M ′, TmM), equal identity. For instance, Tmf ◦
Tf(m)f
−1 = Tf(m)(f ◦ f−1) = Tf(m) idM′ = idTf(m)M ′ . The second verification is similar.
Proposition 10. If f ∈ C∞(M,M ′), m ∈ M , and Tmf ∈ Isom(TmM,Tf(m)M ′),
there is an open subset W of M around m, such that f(W ) is open in M ′ and f ∈
Diff(W, f(W )).
Proof. As Equation (6) yields that (ψfϕ−1)′(ϕ(m)) ∈ Isom(Rn,Rn′), the aforemen-
tioned Theorem 4 asserts that there is an open subset Ω 3 ϕ(m) of ϕ(U), such that
Ω′ := (ψfϕ−1)(Ω) is an open subset of ψ(V ) and ψfϕ−1 ∈ Diff(Ω,Ω′). Since the co-
ordinate maps are also diffeomorphisms, ϕ ∈ Diff(U,ϕ(U)) and ψ ∈ Diff(V, ψ(V )), it
follows that f = ψ−1(ψfϕ−1)ϕ ∈ Diff(ϕ−1(Ω), ψ−1(Ω′)).
The concept of velocity, see first paragraph, leads to a practical technique for com-
putation of tangent maps. Note that the velocity dtα of a curve α at time t ∈ I is so far
only defined for curves α ∈ C∞(I,Rn) of Rn. Actually, we did not make any difference
between this tangent vector dtα ∈ Rn and the derivative α′(t) ∈ HomR(R,Rn), due
to the canonical isomorphism HomR(R,Rn) ' Rn. In order to define the velocity dtα
of a curve α ∈ C∞(I,M) at t ∈ I, for any manifold M , note that we should have
dtα ∈ Tα(t)M and that Ttα ∈ HomR(R, Tα(t)M).
Definition 5. For any curve α ∈ C∞(I,M) of M and any point t ∈ I, the velocity or
tangent vector dtα of α at t is
dtα := Ttα (1) ∈ Tα(t)M.
Remarks.
1. Let, as usually, f ∈ C∞(M,M ′) andm ∈M , so that Tmf ∈ HomR(TmM,Tf(m)M ′).
In order to compute Tmf (Xm), Xm ∈ TmM , by means of a velocity, we need a
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curve α ∈ C∞(I,M) of M that passes through m at t = 0 and whose velocity or
tangent vector at t = 0 equals Xm. Indeed, in this case,
Tmf (Xm) = Tα(0)f (dtα|t=0) = Tα(0)f T0α (1) = T0(fα) (1) = dt(fα)|t=0.
The point is that, if M ′ is a vector space or even Rn′ , mapping fα ∈ C∞(I,Rn′)
is a map between (subsets of) Euclidean spaces, and the RHS of the last equation
is a derivative in the sense of Analysis.
2. In view of Identification (5), we have Tα(0)Rn 3 [α] = dtα|t=0 ∈ Rn. This upshot is
also valid for a curve β of an arbitrary manifold M , which is defined on an interval
I 3 0. In fact, as just mentioned, if id denotes the curve id : I 3 t → t ∈ R, we
have T0R 3 [id] = dt id |t=0 = 1 ∈ R. Hence,
Tβ(0)M 3 [β] = [β id] = T0β [id] = T0β (1) = dtβ|t=0 ∈ Tβ(0)M.
5 Exercises
1. Prove that for any open subset U of a manifold M , the tangent space TmU , m ∈ U ,
is isomorphic to TmM .
Suggestion: If i : U ↪→M denotes the canonical injection, it follows from Equation
(6) that Tmi is a canonical isomorphism.
2. We know that if N denotes an embedded submanifold of Rn of dimension p, there
is, for any x ∈ N , an open subset U 3 x of Rn and a submersion f : U ⊂ Rn →
Rn−p, such that U ∩ N = f−1(0) (resp. there are open subsets U 3 x of Rn and
Ω 3 0 of Rp, and an homeomorphism ψ : Ω ⊂ Rp → U ∩ N ⊂ Rn, which is
smooth, is an immersion at 0, and maps 0 to x). Show that, if f (resp. ψ) is such
a submersion (resp. immersion), the tangent space of N at x is given by
TxN = ker f
′(x) (resp. TxN = imψ′(0)). (9)
Suggestion: Observe that the LHS and RHS of Equation (9) are vector spaces of
dimension p. Hence, it suffices to prove that TxN ⊂ ker f ′(x) (resp. imψ′(0) ⊂
TxN). In order to compute f
′(x)(Xx), Xx ∈ TxN , note that Xx = [α] = dtα|t=0,
where α is a curve α ∈ C∞(I, U ∩ N), such that α(0) = x (resp. in order to
compute ψ′(0)(Rp), remark that Rp = T0Rp = T0Ω 3 X = [α] = dtα|t=0, where α
is a curve α ∈ C∞(I,Ω), such that α(0) = 0).
3. Prove that the orthogonal group O(n) = {A ∈ gl(n,R) : A˜A − id = 0} is an
n(n− 1)/2-dimensional, smooth, Hausdorff, and second countable manifold.
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Suggestion: As O(n) = f−1(0), where f : Rn2 3 A → A˜A − id ∈ Rn(n+1)/2
(as a matter of fact, matrix A˜A − id is symmetric), it suffices to ensure that
f is a submersion at any point A ∈ O(n). Indeed, then O(n) is an embedded
submanifold of Rn2 that has the announced dimension, hence, a Hausdorff and
second countable manifold. Compute f ′(A)(H), H ∈ Rn2 , by the help of the
velocity of a curve. Remark that, due to the obtained result, we get f ′(A)(AK) =
2K, for any symmetric matrix K.
6 Tangent and cotangent bundles
6.1 Model of the cotangent space
We already mentioned that the algebra of smooth functions of manifold M deserves
special attention. In the following, we refer to the tangent map at m ∈M or derivative
at m of a function f ∈ C∞(M) as the differential of f at m and we write Tmf =: (d f)m.
Remark that
(d f)m ∈ HomR(TmM,R) = T ∗mM.
The dual space T ∗mM of TmM is called the cotangent space of M at m.
Local coordinates of M around m, (U,ϕ = (x1, . . . , xn)), induce a basis of TmM and
of T ∗mM , by simple transport of the bases in the isomorphic vector spaces Rn and Rn∗.
Indeed, if ei = (0, . . . , 0, 1, 0, . . . , 0)˜ denotes the ith vector of the canonical basis of Rn
and if εi = (0, . . . , 0, 1, 0, . . . , 0) is the ith vector of the dual basis in Rn∗, since
Tmϕ ∈ Isom(TmM,Rn) and Tm˜ϕ ∈ Isom(Rn∗, T ∗mM),
the vectors
ti := (Tmϕ)
−1ei and ci := Tm˜ϕ εi
are bases of the tangent and cotangent spaces respectively. These bases are dual, as
ci(tj) = Tm˜ϕ ε
i((Tmϕ)
−1ej) = εi(Tmϕ (Tmϕ)−1ej) = δij,
where δij is Kronecker’s symbol.
As xi = ϕi = εi ◦ ϕ : U → R is a smooth function xi ∈ C∞(U), we have
(d xi)m = Tϕ(m)ε
i ◦ Tmϕ = εi ◦ Tmϕ = Tm˜ϕ εi = ci.
Hence, the
Proposition 11. If (U,ϕ = (x1, . . . , xn)) is a coordinate chart of M , and if we write
d xi instead of (d xi)m = Tm˜ϕ ε
i, the differentials (d x1, . . . , d xn) form a basis of the
cotangent space T ∗mM of M at any point m ∈ U .
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Remember that in the preceding proposition, dependence of the d xi on m is under-
stood. This simplifying convention is prevailing in textbooks.
In Differential Geometry we prefer global viewpoints to computations in local coor-
dinates. Nevertheless, local computations are essential.
In order to find the local coordinate form of the differential of a function f ∈ C∞(M),
remember first that if V is a real finite-dimensional vector space with basis ei and if `
is a linear form in vector space V ∗ with dual basis εi, we have ` =
∑
i `(ei)ε
i. When
working in a chart (U,ϕ = (x1, . . . , xn)) of M and applying the preceding remark to
(d f)m ∈ T ∗mM , with m ∈ U , so that (t1, . . . , tn) is a basis of TmM and (d x1, . . . , d xn)
a basis of T ∗mM , we get
(d f)m =
∑
i(d f)m(ti)d x
i =
∑
i(fϕ
−1)′(ϕ(m)) Tmϕ (ti)d xi
=
∑
i(fϕ
−1)′(ϕ(m))(ei)d xi =
∑
i ∂xi(fϕ
−1)|ϕ(m)d xi.
In a chart, we may identify points m with their coordinates (x1, . . . , xn) = (x1(m), . . . ,
xn(m)) = ϕ(m). We then recover the concept of differential known from Mechanics.
Proposition 12. Let f ∈ C∞(M) and let (U, (x1, . . . , xn)) be a coordinate chart of M .
For any m ∈ U , the differential of f at m is given by
(d f)m =
∑
i
∂xif |md xi. (10)
Corollary 1. The differential at m ∈M ,
dm : C
∞(M) 3 f → (d f)m ∈ T ∗mM,
is a linear operator that verifies the Leibniz rule, i.e., for any f, g ∈ C∞(M), we have
d(f.g)m = (d f)m.g(m) + f(m).(d g)m .
Moreover dm vanishes on functions that are constant in an open neighborhood of m.
Note that the last property entails that dm is a local operator, i.e. that the value of
dm only depends on the values of f around m, or, more precisely, that, if f = 0 (resp.
f = g) in an open neighborhood of m, then (d f)m = 0 (resp. (d f)m = (d g)m).
The differential dm at m leads to a model of cotangent space T
∗
mM , m ∈M. Indeed,
as dm is a linear operator, it induces a vector space isomorphism d˜m : C
∞(M)/ ker dm →
im dm ⊂ T ∗mM. If dm is surjective, the LHS quotient is a model of T ∗mM .
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Theorem 3. Let M be a smooth manifold of dimension n and let m ∈ M . The
differential dm at m induces an isomorphism between the real n-dimensional cotangent
vector space T ∗mM and the quotient space of the vector space of smooth functions of M
by the vector subspace ker dm of those functions whose differential at m vanishes:
T ∗mM ' C∞(M)/ ker dm . (11)
Remark. Bump functions and partitions of unity (we encourage the reader to inform
himself of these concepts) are crucial technical tools that allow proceeding from local
considerations to global ones. For any smooth manifold M (let us also stress that the
Hausdorff property is of importance here), any point m ∈ M , and any open neighbor-
hood U of m, there is a smooth function γ ∈ C∞(M), valued in [0, 1], with support
supp γ = {m ∈ M : f(m) 6= 0}¯ ⊂ U , and which equals 1 in a neighborhood of m.
Such functions are termed bump functions or plateau functions. Existence of plateau
functions will not be proven in these notes. It implies existence of a multitude of non-
constant global smooth functions (of course any constant function is globally smooth).
Hereinafter, we provide the proof of Theorem 3.
Proof. Let (U,ϕ = (x1, . . . , xn)) be a chart of M around m. For any αm =
∑
i αi,md x
i ∈
T ∗mM , αi,m ∈ R, the function l ∈ C∞(U), l(x) =
∑
i αi,mx
i, has differential (d l)m = αm.
If γ is a plateau function with support in U and value 1 around m, we have f := γl ∈
C∞(M) and (d f)m = (d l)m = αm.
6.2 Model of the tangent space
In Mechanics, we associate with any vector a directional derivative:
~v →(
f → ~v · ~∇f = ∑i vi∂xif) .
The extension of this construction to tangent vectors in TmM , m ∈M , leads to an
algebraic characterization of the tangent space.
Let Xm ∈ TmM and f ∈ C∞(M). As (d f)m ∈ T ∗mM , we have Xm(d f)m ∈ R. In
order to see that this corresponds to the just mentioned directional derivative, it suffices
to write the last value in local coordinates (U,ϕ = (x1, . . . , xn)) of M around m. As
Xm =
∑
iX
i
mti and (d f)m =
∑
j ∂xjf |md xj, we get
Xm =
∑
iX
i
mti →(
f → Xm(d f)m = (d f)m(Xm) =
∑
j ∂xjf |md xj (
∑
iX
i
mti) =
∑
iX
i
m∂xif |m
)
.
(12)
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Remember that the result Xm(d f)m = (d f)m(Xm) is the direct consequence of the
identification (T ∗mM)
∗ ' TmM, which is valid for finite-dimensional vector spaces.
Note that the mapping
LXm : C
∞(M) 3 f → Xm(d f)m ∈ R
is linear and verifies Leibniz’ rule. We call such a map a derivation of C∞(M) at m
and we denote the set of all these derivations by Derm(C
∞(M)). Set Derm(C∞(M)) is
clearly a vector space. Hence, we get a map
Lm : TmM 3 Xm → LXm = Xm ◦ dm ∈ Derm(C∞(M)), (13)
which will turn out to be a vector space isomorphism.
Theorem 4. Let M be a smooth manifold of dimension n and let m ∈ M . The
directional derivative Lm at m is an isomorphism between the real n-dimensional tangent
vector space TmM and the vector space Derm(C
∞(M)) of derivations of C∞(M) at m:
TmM ' Derm(C∞(M)) . (14)
In view of Equation (12), the identification of Xm and LXm entails in particular the
identification of the basis vectors ti with the derivations ∂xi |m at m.
Proposition 13. If (U,ϕ = (x1, . . . , xn)) is a coordinate chart of M , and if we write ∂xi
instead of ∂xi |m = (Tmϕ)−1ei, the derivations (∂x1 , . . . , ∂xn) form a basis of the tangent
space TmM of M at any point m ∈ U and any tangent vector Xm ∈ TmM reads
Xm =
∑
i
X im∂xi , (15)
with X im ∈ R.
Observe that Theorem 4 provides an algebraic characterization of the tangent space
at a point of a manifold. In order to prove this upshot, we need the following lemma.
Lemma 1. Any derivation of C∞(M) at m is a local operator that vanishes on constant
functions.
Proof. Let δm ∈ Derm(C∞(M)) and let f ∈ C∞(M) vanish in an open neighborhood U
ofm. The proof uses a bump function γ with support in U and value 1 in a neighborhood
of m. Since f = (1 − γ)f , we get δm(f) = δm((1 − γ)f) = δm(1 − γ).f(m) + (1 −
γ(m)).δm(f) = 0. As for the last statement, note that δm(c) = c δm(1), for any constant
function c ∈ C∞(M), and that δm(1) = δm(1.1) = δm(1).1 + 1.δm(1) = 2δm(1) = 0.
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We are now able to understand the proof of Theorem 4.
Proof. It is obvious that map Lm is linear. As concerns injectivity, note that LmXm = 0
entails that Xm(d f)m = 0, for all f ∈ C∞(M). Since dm is surjective, this upshot
means that Xm vanishes on T
∗
mM . Hence, Xm = 0. Surjectivity is more intricate. Let
δm ∈ Derm(C∞(M)). In view of Theorem 3, we have
TmM ' (T ∗mM)∗ ' HomR(C∞(M)/ ker dm,R).
We will prove that δm descends to the quotient C
∞(M)/ ker dm. After that, δm is
well-defined on T ∗mM and δm(d f)m = δm(f), for all f ∈ C∞(M). Eventually, δm ∈ TmM
and Lmδm = Lδm = δm ◦ dm = δm. This then completes the proof.
It remains to show that, for any f ∈ C∞(M), δmf = 0, if (d f)m = 0. Take a
coordinate chart (U,ϕ = (x1, . . . , xn)) at m and set ϕ(m) = x0. When using a Taylor
expansion in the neighborhood of x0, say in ϕ(U) (if we agree to restrict U if necessary),
we get
f(x)− f(x0) =
∑
i
(xi − xi0) ((∂xif)(x0) + εi(x− x0)) =∑
i
(xi − xi0)εi(x− x0) =:
∑
i
pi(x)gi(x).
It follows that f |U = f(m) +
∑
i p
igi. If γ denotes again a bump function, we obtain
δm(f) = δm(γ
2f |U) = δm(f(m)) +
∑
i δm(γp
iγgi)
=
∑
i (δm(γp
i).γ(m)gi(m) + γ(m)p
i(m).δm(γgi)) = 0,
as pi(m) = gi(m) = 0.
6.3 Tangent and cotangent bundles
In Mechanics, a vector field is a vector ~v = ~v(m) that depends on the point m where
it is “measured”, i.e. is a smooth map ~v : R3 3 m → ~v(m) ∈ {m} × R3 ' TmR3 (of
course, the field, e.g. a constant [with respect to time] fluid velocity, could be defined
only in an open subset of R3). In Differential Geometry, we investigate vector fields on
manifolds. A contravariant vector field (resp. covariant vector field) on a manifold M
is a mapping X : M 3 m → Xm ∈ TmM (resp. α : M 3 m → αm ∈ T ∗mM). As the
target space of a map is independent of the variable m, we define
TM :=
∐
m∈M
TmM (resp. T
∗M :=
∐
m∈M
T ∗mM),
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where
∐
denotes the disjoint union. Set TM (resp. T ∗M) is the tangent bundle (resp.
cotangent bundle) of manifold M .
The tangent and cotangent bundles are prototypes of vector bundles. Roughly, if to
any point m of a manifold M (imagine a “horizontal” line [resp. a “horizontal” surface]),
we attach a vector space, e.g. TmM or T
∗
mM, (pictured as a “vertical” line [resp. a
“reversed vertical” triangle] over m), the amalgamation of all these vector spaces is a
vector bundle (hence, an often used mental picture of a vector bundle is a rectangle
over a line). More precisely, a vector bundle is made up of three ingredients, the
amalgamation or total space, the underlying manifold or base space, and the projection
that associates to any vector in the total space the corresponding base point.
In order to be authorized to consider smooth contravariant (resp. covariant) vector
fields X : M 3 m→ Xm ∈ TM (resp. α : M 3 m→ αm ∈ T ∗M), we must endow their
target space TM (resp. T ∗M) with a manifold structure.
Several preliminary remarks are necessary.
Let V (resp. V ∗) be a finite-dimensional real vector space (resp. the dual vector
space of V ), and let ti and t
′
i (resp. c
i and c′i) denote two bases of V (resp. the dual
bases of ti and t
′
i in V
∗). Let us recall that the transition matrix A ∈ GL(n,R) from ti
to t′i is defined by
t′j = A
i
jti, (16)
where we have used the Einstein summation convention, and that the contravariant
law, for X = X iti = X
′it′i ∈ V , is
X i = AijX
′j. (17)
Similarly, tj = A
′i
jt
′
i, which is the covariant law, and X
′i = A′ijX
j, where A′ is the
inverse transition matrix A−1. The contra- and covariant laws allow remembering that
ci = Aijc
′j and that, for any vector α = αici = α′ic
′i ∈ V ∗, we have
αi = A
′j
iα
′
j . (18)
In the sequel, we use simplifying notations from Theoretical Mechanics. Let
(Uα, ϕα = (x
1, . . . , xn)) and (Uβ, ϕβ = (y
1, . . . , yn)) be two overlapping coordinate
charts of a manifold M (imagine a line). We denote the coordinate diffeomorphism
ϕα : m → ϕα(m) (resp. ϕβ : m → ϕβ(m)) by m = m(x)  x = x(m)
(resp. m = m(y)  y = y(m)). Consequently, the transition diffeomorphism
ϕβϕ
−1
α : ϕα(m)→ ϕβ(m) reads x = x(y) y = y(x).
Take now the tangent bundle TM of M (a rectangle over the line). Let TUα (resp.
TUβ) be the amalgamation of the tangent spaces TmM , m ∈ Uα (resp. m ∈ Uβ), over
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Uα (resp. Uβ). The derivations ti = ∂xi|m (resp. t′i = ∂yi |m) at m form a basis of each
tangent space TmM ⊂ TUα (resp. TmM ⊂ TUβ). Hence, any vector X ∈ TmM , m
fixed in ∈ Uα ∩ Uβ, can be decomposed in both bases ∂xi |m and ∂yi |m,
X =
∑
i
X i∂xi |m =
∑
i
Y i∂yi|m,
where X i, Y i ∈ R. In order to find the transition matrix from ∂xi |m to ∂yi |m and the
link between the coordinates X i and Y i of X ∈ TmM , observe that, on Uα ∩ Uβ, any
function f ∈ C∞(M) reads f(m) = f(m(x)) = f(x) = f(x(y)), with slightly abusive
notations. It follows that ∂yjf(x(y)) = (∂xif)(x(y))∂yjx
i. Hence, we have also
t′j = ∂yj |m = ∂yjxi|m∂xi |m = Aijti. (19)
Hence, we get the
Proposition 14. Let M be a manifold and let m ∈ M . If (Uα, ϕα = (x1, . . . , xn))
and (Uβ, ϕβ = (y
1, . . . , yn)) are two coordinate charts of M at m, the transition matrix
between the induced bases ∂xi |m and ∂yi |m of tangent space TmM is the Jacobian matrix
(∂yjx
i)ij|m at point m.
Remarks.
1. As a corollary of Proposition 14 and special case of Equation (17), we obtain
the transformation law of the coordinates of a tangent vector X ∈ TmM in the
bases ∂xi |m and ∂yj |m induced by the manifold coordinates xi and yi respectively:
X i = ∂yjx
i|mY j.
2. On the conditions of Proposition 14, the differentials ci = d xi|m and c′i = d yi|m
are the dual bases in T ∗mM of the bases ∂xi |m and ∂yi |m. As aforementioned,
such dual base vectors transform according to contravariant law. Hence, d xi|m =
∂yjx
i|m d yj|m. Of course, this result also immediately follows from the coordinate
form of a differential at m.
3. Any covariant vector α ∈ T ∗mM can be decomposed in the preceding dual bases,
α =
∑
i αid x
i|m =
∑
i βid y
i|m, αi, βi ∈ R. It seems therefore natural to call the
covariant vectors at m, differential forms or, more precisely, differential 1-forms
at m. Since the inverse transition matrix of A = (∂yjx
i)ij|m is A′ = A−1 =
(∂xjy
i)ij|m, covariant law implies that αi = ∂xiyj|mβj.
4. Observe that Equation (19) is of course the formula that allows changing coordi-
nates in a differential operator. In practical applications the change of coordinates
is mostly given as x = x(y). Thus, we have to provide original derivatives ∂xi
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in term of new derivatives ∂yi and of function x(y). As Equation (19) reads in
matrix form ∂y = ∂˜yx ∂x, we actually get the well-known formula
∂x =
(
∂˜yx
)−1
∂y.
We are now prepared to construct a differential structure on TM and afterwards on
T ∗M , where M denotes a smooth n-dimensional manifold.
Let (Uα, ϕα)α be an atlas of M and look for an atlas of TM . Any chart (Uα, ϕα =
(x1, . . . , xn)) of M induces a chart (TUα,Φα) of TM , i.e. a bijection between TUα and
an open subset of some Euclidean space RN . Indeed, since, for any TmM ⊂ TUα, the
map Tmϕα : TmM 3 X =
∑
iX
i∂xi |m → (X1, . . . , Xn) ∈ Rn is a 1-to-1 correspondence,
the mapping
Φα : TUα ⊃ TmM 3 X → (ϕα(m), X1, . . . , Xn) =
(x1, . . . , xn, X1, . . . , Xn) ∈ ϕα(Uα)× Rn (20)
is bijective and its target space ϕα(Uα) × Rn is an open subset of R2n. Therefore
(TUα,Φα) is a chart of TM (which thus has dimension 2n). Observe that the x =
(x1, . . . , xn) ∈ ϕα(Uα) parametrize the base points m of the family TmM of vector spaces
that compose the amalgamation TUα, whereas the (X
1, . . . , Xn) ∈ Rn parametrize, for
each fixed x, the corresponding vector space TmM . If pi denotes the abovementioned
projection that assigns to each vector X of total space TM its base point pi(X) = m, if
X ∈ TmM , the image Φα(X) is made up by the coordinates of base point pi(X) in the
considered chart (Uα, ϕα = (x
1, . . . , xn)) and the components of X in the induced basis
∂xi |pi(X).
It is easily seen that the (TUα,Φα)α form an atlas of TM . First, as the Uα cover
M , the TUα cover TM . Then, Φα(TUα ∩ TUβ) = ϕα(Uα ∩ Uβ)× Rn is clearly open in
R2n. Eventually, the transition map
ΦβΦ
−1
α : ϕα(Uα ∩ Uβ)× Rn → ϕβ(Uβ ∩ Uα)× Rn
assigns to the coordinates (x,X1, . . . , Xn) of m = pi(X) and X, first the vector X,
then the coordinates (y, Y 1, . . . , Y n) of m = pi(X) and X in the second chart (Uβ, ϕβ =
(y1, . . . , yn)) and in the corresponding basis ∂yi |pi(X) respectively. Hence, when using
the notations and results of the above preliminary remarks, we see that ΦβΦ
−1
α is given
by
ΦβΦ
−1
α : (x,X
1, . . . , Xn)→ (y(x), ∂xjy1Xj, . . . , ∂xjynXj).
Since the transition diffeomorphism y = y(x) is smooth with respect to x, the preceding
transition map ΦβΦ
−1
α is smooth with respect to x and X
1, . . . , Xn.
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We still have to prove that the manifold structure of TM , which is defined by the
just constructed atlas, is Hausdorff and second countable.
Remark first that projection pi : TM ⊃ TmM 3 X → m ∈M has local form
pi(x1, . . . , xn, X1, . . . , Xn) = (x1, . . . , xn),
which entails that pi is smooth (and is a submersion). Take now two vectors X,X ′
in TM and try to separate them. If their projections m := pi(X) and m′ := pi(X ′)
are different, we can separate m and m′ by open subsets U and U ′ of M . But then
TU = pi−1(U) and TU ′ = pi−1(U ′) are open in TM and separate X and X ′. If m = m′,
the vectors X and X ′ are in a chart domain TU , which is homeomorphic to an open
subset of R2n, so the vectors can be separated there.
As for second countability, note that a manifold, say M ′, which is (a priori not
second countable and is) a countable union of chart domains, say Uα, α ∈ N, is second
countable. Indeed, as, any chart domain is homeomorphic to an open subset of Rn, it
is also second countable. Let now W be an open subset of M ′. Since W = ∪α∈NW ∩Uα
and W ∩Uα is a union of elements of the countable basis of Uα, the union over α ∈ N of
these countable bases is a countable basis of M ′. But then, as the base manifold M of
the tangent bundle TM is second countable, it is a countable union of chart domains,
so that TM is also a countable union of chart domains.
Hence, the following result:
Theorem 5. If M is a smooth n-dimensional (Hausdorff and second countable) mani-
fold, its tangent bundle TM is a smooth (Hausdorff and second countable) manifold of
dimension 2n.
In view of this theorem, we may consider smooth vector fields, i.e. smooth maps
X : M 3 m → Xm ∈ TmM ⊂ TM . These basic objects will be investigated in the
next chapter. Moreover, the elementary idea that the derivative of a smooth function
is again a smooth function, can now be extended to maps between manifolds. In fact:
Proposition 15. If f ∈ C∞(M,M ′), its tangent map
Tf : TM ⊃ TmM 3 X → Tmf(X) ∈ Tf(m)M ′ ⊂ TM ′
is smooth.
The proof of this proposition is easy and will not be given.
Of course, the cotangent bundle T ∗M can also be endowed with a manifold structure.
Theorem 6. If M is a smooth n-dimensional (Hausdorff and second countable) mani-
fold, its cotangent bundle T ∗M is a smooth (Hausdorff and second countable) manifold
of dimension 2n.
Tangent maps, Norbert Poncin, January 16, 2012 41
Proof. The proof is analogous to that pertaining to the tangent bundle. Any chart
(U,ϕ = (x1, . . . , xn)) of M induces a chart (T ∗U,Φ), defined by
Φ : T ∗U ⊃ T ∗mM 3 α→ (x1, . . . , xn, α1, . . . , αn) ∈ ϕ(U)× Rn, (21)
where x = (x1, . . . , xn) are the coordinates of the projection m = pi(α) in the considered
chart of M and where (α1, . . . , αn) are the components of α in the induced basis d x
i|m
of T ∗mM . The transition maps are here
ψΦ−1 : (x, α1, . . . , αn)→ (y(x), ∂y1xjαj, . . . , ∂ynxjαj).
They are obviously smooth with respect to x and (α1, . . . , αn).
Remarks.
• Although these lecture notes will not deal with general vector bundles or even
fiber bundles—these geometric objects are similar to vector bundles, except that
the “space” that is attached to a point, we call it the fiber over the point, is not
a vector space but an arbitrary manifold—some additional comments on bundles
are necessary. Equations (20) and (21) point out that a fiber bundle is locally dif-
feomorphic to a product manifold, although, globally, it might be a more complex
object. As a matter of fact, the Mo¨bius strip (August Ferdinand Mo¨bius, 1790 -
1868, German mathematician and theoretical astronomer) is a fiber bundle over
base manifold S1. Its fiber ] − 1, 1[, the 0 point of which is attached to m ∈ S1,
experiences a half-turn rotation as m runs through S1. It is quite obvious that
Mo¨bius’ band admits a smooth 2-dimensional atlas made up of two charts,
ϕ1 : U1 →]0, 2pi[×]− 1, 1[ and ϕ2 : U2 →]− pi, pi[×]− 1, 1[ .
The transition diffeomorphism is
ϕ2ϕ
−1
1 :
]0, pi[×]− 1, 1[
]pi, 2pi[×]− 1, 1[
}
3 (x,X)→
{
(x,X) ∈]0, pi[×]− 1, 1[
(x,−X) ∈]pi, 2pi[×]− 1, 1[ .
In consequence, the Mo¨bius bundle is also locally diffeomorphic to a product
manifold, although globally it is evidently topologically more complicated. Albeit
the aim of this remark is to emphasize that as a rule fiber bundles are only locally
trivial, i.e. only locally diffeomorphic to a product manifold, we should mention
that there are of course exceptions. For instance, since Rn is a manifold with one
single global chart (Rn, id), Equation (20) shows that TRn is diffeomorphic with
Rn × Rn ' R2n.
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• Let us recall that, in order to study complex dynamical systems, we define the
(q)-space or configuration space, the (q, q˙)-space (in the Lagrangian formalism),
and the (q, p)-space or phase space (in the Hamiltonian formalism). We already
understood that configuration space is actually a manifold M and that the q
are local coordinates of M . Further, in view of the introduction to Section
3, the (q, q˙) parametrize a piece of the tangent bundle TM . Since pi = ∂q˙iL,
where L denotes the Lagrangian of the considered mechanical system, is covari-
ant, the (q, p) parametrize a piece of the cotangent bundle, whereby the phase
space coincides with the cotangent bundle T ∗M . Therefore the local coordi-
nates of the cotangent bundle are often denoted, not by (x, α) as above, but by
(q, p) = (q1, . . . , qn, p1, . . . , pn).
Chapter 4
Vector fields
1 Definition
In Chapter 3, we defined a smooth vector field on a manifold M as a smooth map
X : M 3 m→ Xm ∈ TM, such that Xm ∈ TmM, for all m ∈M . The last requirement
admits the equivalent formulation used in
Definition 1. Let TM be the tangent bundle of a manifold M and let pi : TM → M
be the corresponding projection onto the base. A smooth vector field on M is a smooth
map X : M → TM, such that pi ◦X = idM . The set of all smooth vector fields of M is
denoted by Vect(M).
Of course this general definition allows recovering the original concept of smooth
vector field in Euclidean space. As a smooth vector field of Rn is a smooth map
X : Rn 3 m→ Xm ∈ TmRn ⊂ TRn, and since TmRn ' Rn and TRn ' R2n, we get
Vect(Rn) ' C∞(Rn,Rn).
Let us mention that if we view the tangent bundle TM as a rectangle over a line
M , a smooth vector field of M appears as a smooth section of TM . In the following,
all vector fields of M or, equivalently, sections of TM will implicitly be assumed to be
smooth.
2 Remarks on local forms
The next remarks allow acquiring valuable insight into the practical handling of
coordinate forms.
Remember that if f ∈ C∞(M,M ′) and if (U ′, ϕ′ = (y1, . . . , yn′)) is a chart of M ′
and (U,ϕ = (x1, . . . , xn)) a chart of M , such that f(U) ⊂ U ′, the local form of f
43
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in these charts is ϕ′fϕ−1. If we agree to identify a point with its coordinates in the
corresponding chart, this local form reads
ϕ′fϕ−1(x) = (y1(f(x)), . . . , yn
′
(f(x))) = (f 1(x), . . . , fn
′
(x)) = f(x),
where x denotes the coordinates in the source chart of the variable m of f , and where
f(x) is the point of Rn′ made up by the coordinates in the target chart of image f(x).
If, for instance, f ∈ C∞(M), its local form is
fϕ−1(x) = f(x)
and smoothness of f just means that these coordinate forms are smooth.
If we use the notations of Chapter 3, Subsection 6.3, the coordinate form of a vector
field X ∈ Vect(M) ⊂ C∞(M,TM) is
φXϕ−1(x) = (x,X1(x), . . . , Xn(x)) ' (X1(x), . . . , Xn(x)) = X(x),
where the X i(x) are the components of Xm in the basis of TmM induced by the coordi-
nates xi. Smoothness of X means that these components X i are smooth with respect to
x ∈ ϕ(U) or, equivalently, smooth with respect to m ∈ U . In other words, smoothness
of a vector field of M means that, in any coordinate chart (U,ϕ = (x1, . . . , xn)) of M ,
this field reads
X|U =
∑
i
X i∂xi , with X
i ∈ C∞(U),∀i. (1)
Often we also refer to this formula as the local form of a vector field.
These examples exhibit that a diffeomorphism ϕ ∈ Diff(U,ϕ(U)) transforms a func-
tion f ∈ C∞(U) into a function in C∞(ϕ(U)),
(ϕ∗f)(x) := f(x) = (f ◦ ϕ−1)(x), (2)
and changes a vector field X ∈ Vect(U) into a vector field Vect(ϕ(U)) ' C∞(ϕ(U),Rn),
(ϕ∗X)x := X(x) = Tϕ−1(x)ϕXϕ−1(x). (3)
Indeed, for any m = ϕ−1(x) ∈ U , we have
Xm =
∑
i
X i(m)∂xi |m =
∑
i
X i(m)(Tmϕ)
−1(ei)
= (Tmϕ)
−1∑
i
X i(m)ei = (Tmϕ)
−1X(m).
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These observations are only the trace of the general fact that diffeomorphisms act
naturally on most objects and transform them into objects of the same type. For
instance, if φ ∈ Diff(M,M ′) and X ∈ Vect(M), we can define the action φ∗X ∈
Vect(M ′) of φ on X or pushforward of X by φ, by using exactly the above definition
(φ∗X)m′ := Tφ−1(m′)φXφ−1(m′) ∈ Tm′M ′, (4)
m′ ∈ M ′. In fact, since φ∗X = (Tφ)Xφ−1, vector field φ∗X is actually smooth. It is
instructive to check this fact by looking at the local form of φ∗X. Of course, the local
form of a derivative
Tmf = (Tf(m)ϕ
′)−1 (ϕ′fϕ−1)′(ϕ(m)) Tmϕ,
with self-explaining notations, is the linear map or matrix
(ϕ′fϕ−1)′(ϕ(m)) = ∂xf(x) = (∂xjf
i(x))ij,
where the RHS is evaluated at x = ϕ(m). More precisely, we have the
Proposition 1. If f ∈ C∞(M,M ′) and m ∈ M , and if (U,ϕ = (x1, . . . , xn)) is a
chart of M at m and (U ′, ϕ′ = (y1, . . . , yn
′
)) a chart of M ′, such that f(U) ⊂ U ′, the
derivative
Tmf ∈ HomR(TmM,Tf(m)M ′)
at m of f is characterized, in the induced bases ∂xi |m of TmM and ∂yi|f(m) of Tf(m)M ′,
by the derivative
(∂xjf
i(x))ij
at x = ϕ(m) of the coordinate form of f in the considered charts.
Proof. Remember that the matrix of a linear map ` ∈ HomR(V, V ′), where V and V ′
are finite-dimensional real vector spaces, in two bases ti of V and t
′
i of V
′, is given by
c′i(`(tj)), where c′i is the dual basis of t′i. It then suffices to note that in the present case
tj = ∂xj |m = (Tmϕ)−1 ej and c′i = (d yi)f(m) = Tf˜(m)ϕ′ εi, and to use the above-recalled
definition of Tmf.
The local form of (φ∗X)m′ := TmφXm ∈ Tm′M ′, m = φ−1(m′), see above, can now
readily be found. We get
∂xφ(x)X(x)|x=φ−1(y) .
Observe that the coordinate form of the “composite object”
Tφ−1(m′)φXφ−1(m′)
is the “object” made up in the same way of the local forms of the components. As a
by-product we find of course that φ∗X is smooth.
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3 Algebraic structures on Vect(M)
Just as addition and multiplication in R induce similar operations on functions
f : M 3 m→ f(m) ∈ R, the vector space structures of the tangent spaces TmM induce
a vector space structure on vector fields X : M 3 m → Xm ∈ TmM ⊂ TM . If r ∈ R
and X, Y ∈ Vect(M), the vector fields X+Y ∈ Vect(M) and rX ∈ Vect(M) are defined
pointwise, i.e. defined by (X + Y )m = Xm + Ym and (rX)m = r Xm. Smoothness of
X + Y and rX is obvious from the above remarks on smoothness of a vector field. Of
course, all the vector space properties hold true, so that Vect(M) is a real vector space
for the preceding operations.
It is even possible to substitute functions f ∈ C∞(M) for reals r ∈ R, i.e. to
set (fX)m = f(m)Xm, but the “scalars” f then live in a ring C
∞(M) (even in an
associative unital algebra) and not in a field R. Except for the just mentioned difference,
this leads to a similar structure on Vect(M) as before, called the module structure of
Vect(M) over C∞(M).
Proposition 2. The set Vect(M) of vector fields of a manifold M is a vector space
over the field R of real numbers and a module over the ring C∞(M) of smooth functions
of M .
The algebraic interpretation of the tangent space, TmM ' Derm(C∞(M)), m ∈M ,
leads to an algebraic characterization of vector fields.
Theorem 1. Vector space Vect(M) is isomorphic with the vector space Der(C∞(M))
of derivations of the algebra C∞(M):
Vect(M) ' Der(C∞(M)) .
Let us first clarify that
Definition 2. A derivation of algebra C∞(M) is an endomorphism δ ∈ End(C∞(M))
that verifies the Leibniz rule, i.e. that satisfies the equation δ(f.g) = δ(f).g + f.δ(g),
for all f, g ∈ C∞(M). The vector space of all derivations of C∞(M) is denoted by
Der(C∞(M)).
Proof. For X ∈ Vect(M), f ∈ C∞(M), and m ∈M , we set
(LXf)m = Xmf = LXmf = Xm(d f)m ∈ R, (5)
see Chapter 3, Subsection 6.2. Since, we have, in local coordinates (U,ϕ = (x1, . . . , xn))
around m,
(LXf)m =
∑
i
X i(m)∂xif |m,
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function LXf is smooth and LX ∈ Der(C∞(M)). The linear map
L : Vect(M) 3 X → LX ∈ Der(C∞(M)) (6)
is obviously injective and even surjective. In fact, if δ is a derivation and m a point,
the map δm, defined by δm(f) := (δ(f))(m) for all f ∈ C∞(M), is a derivation at
m, i.e. a tangent vector δm ∈ TmM . Hence, δ is a vector field, and reads, in local
coordinates (x1, . . . , xn), δm =
∑
i δ
i
m∂xi |m. In order to check that the δi are smooth,
we apply δm to x
j—extended by a plateau function γ in the chart domain—and get
δjm = δm(γx
j) = (δ(γxj))m, for all m in the open subset where γ equals 1. Hence, the
conclusion.
The next statement is a direct consequence of the preceding proof.
Corollary 1.
Let X ∈ Vect(M), f ∈ C∞(M), and let (U, x1, . . . , xn) be a local coordinate system of
M . If X is viewed as a derivation and has local form X|U =
∑
iX
i∂xi, function Xf
locally reads
Xf |U =
∑
i
X i∂xif = X|Uf |U . (7)
Remark. The Poisson bracket (Sime´on-Denis Poisson, 1781 – 1840, French math-
ematician, geometer, and physicist), known from Hamiltonian Mechanics, is related
with three algebraic structures. Let us recall that the Poisson bracket of two functions
f, g ∈ C∞(R2n) ' C∞(T ∗Rn) has been defined by
{f, g} = ∂qif.∂pig − ∂pif.∂qig ∈ C∞(T ∗Rn),
where summation over i is understood. This bracket is a bilinear operation. However, it
is not an associative algebra structure on vector space C∞(T ∗Rn), as e.g. the pointwise
product f.g, but a Lie algebra structure.
A Lie algebra structure on a vector space V is a bilinear operation
{., .} : V × V → V
on V , which verifies
• {g, f} = −{f, g} (skew-symmetry),
• {f,{g, h}} = {{f,g}, h}+ {g, {f,h}} (Jacobi identity),
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for all f, g, h ∈ V .
Let us mention—for the sake of completeness—that the Poisson bracket together
with the pointwise multiplication define a Poisson algebra structure on vector space
C∞(T ∗Rn).
A Poisson algebra is a vector space V endowed with an associative algebra structure
. and a Lie algebra structure {., .}, such that
• {f,g.h} = {f,g}.h+ g.{f,h} (derivation),
for all f, g, h ∈ V .
Exercise. Prove that the commutator bracket
[X, Y ] = X ◦ Y − Y ◦X,
where X, Y ∈ Der(C∞(M)) ' Vect(M), defines a Lie algebra structure on Der(C∞(M))
' Vect(M).
If we do not identify vector fields with derivations, we have to write [LX , LY ] =
LX ◦ LY − LY ◦ LX and use vector space isomorphism L : Vect(M) → Der(C∞(M))
to pull this Lie bracket on derivations back to vector fields. This means that we set
[X, Y ] := L−1[LX ,LY ], i.e.
L[X,Y ] = [LX , LY ],∀X, Y ∈ Vect(M), (8)
so that L is a Lie algebra isomorphism between Vect(M) and Der(C∞(M)).
4 Integration of a vector field
Consider a particle p on a manifold M . Let m ∈M be an arbitrary initial position
and let φt(m) ∈M be the corresponding position of p at time t. It is natural that
φ0(m) = m and φt(φs(m)) = φt+s(m). (9)
If
φ ∈ C∞(R×M,M) and, for any fixed t, φt ∈ Diff(M), (10)
it follows from the preceding properties that the mappings φt form a subgroup of the
group Diff(M), or, better, a 1-parameter group of diffeomorphisms. A 1-parameter
group of diffeomorphisms defines a vector field. Indeed, for any fixed m ∈ M , the
mapping φ(m) = φt(m) ∈ C∞(R,M) is a curve of M that passes through point m at
time 0, so that
Xm := dtφt(m)|t=0 ∈ TmM
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provides a vector field of M .
In the following, we investigate the inverse problem. If X ∈ Vect(M), is it possible
to integrate X, i.e. to find curves α ∈ C∞(I,M) in M , I open interval of R, such that
dtα = Xα(t), for all t ∈ I? Further, do the solutions of this equation form a 1-parameter
group of diffeomorphisms?
Definition 3. An integral curve of a vector field X ∈ Vect(M) of a manifold M , is a
curve α ∈ C∞(I,M) of M , where I denotes an open interval of R, such that
dtα = Xα(t),∀t ∈ I. (11)
In view of the above remarks on local forms, it is clear that, in local coordinates
(U,ϕ) of M , Equation (11) reads
dtα = Xα(t), ∀t ∈ I, (12)
provided that α(I) ⊂ U . The last equation is of type R(t,α, dtα) = 0 and is thus
an ordinary differential equation (ODE). As in fact R does not explicitly depend on
variable t in the present case, Equation (12) is referred to as an autonomous ODE. In
Analysis, there exists a local existence and uniqueness theorem for such equations. Of
course, the statements of this theorem can be transferred to Equation (11). They then
read as follows:
Theorem 2. Let X ∈ Vect(M). For any data t0 ∈ R and m0 ∈ M , there are open
neighborhoods ]t0−ε, t0+ε[, ε > 0, of t0 in R and U of m0 in M , such that for any value
m ∈ U , there is an integral curve α(m) = α(t,m) of X, which is defined in interval
]t0 − ε, t0 + ε[—that is independent of m—and passes through point m at time t = t0.
Moreover, α ∈ C∞(]t0 − ε, t0 + ε[×U,M), and if β ∈ C∞(I,M) and γ ∈ C∞(J,M) are
two integral curves of X that coincide at one point t1 ∈ I ∩J , they coincide everywhere
they are both defined, i.e. on I ∩ J.
We could of course view the points m as the initial values of α at initial time t = t0.
However, we restrict usage of the term “initial value” to the case t = t0 = 0. Let now
m be any point in M and consider all the integral curves αι ∈ C∞(Iι,M) of X with
initial value m. As any two such curves αi and αj coincide at point 0 ∈ Ii ∩ Ij, they
coincide everywhere in Ii ∩ Ij. Hence, we can glue all the αι together—remark that,
due to the preceding local existence and uniqueness theorem, there is at least one such
curve—and construct a unique maximal integral curve of X with initial value m. This
maximal curve φ(m) = φt(m) is defined in Im = ∪ιIι by φt(m) = αι(t), if t ∈ Iι. It
is obvious that we obtain in this way a well-defined smooth integral curve of X with
initial value m, and that this curve is maximal and unique.
Vector fields, Norbert Poncin, January 16, 2012 50
Proposition 3. Let X ∈ Vect(M). For any point m ∈ M , there exists a unique
maximal integral curve φt(m) of X with initial value m.
Take now any integral curve φt(m) and any point φs(m) on it. Observe that we
assume here that s ∈ Im. As a consequence of the last proposition, there is a unique
integral curve φt(φs(m)) that admits the point φs(m) as initial value. Of course, we ask
if φt(φs(m)) = φt+s(m) and if Iφs(m) = Im − s. These upshots are reworded in the
Proposition 4. Let m ∈M . If s ∈ Im, then
t ∈ Iφs(m) ⇔ t+ s ∈ Im,
and in this case, we have
φt(φs(m)) = φt+s(m). (13)
Thus, Property (13) is verified if the LHS composite map is defined, and if the RHS
map as well as the inner map of the LHS are defined.
Lemma 1. Let X ∈ Vect(M). If α = α(t) is an integral curve of X with domain I,
then α(·+ s) = α(t+ s) is an integral curve of X with domain I − s, for any s ∈ R.
We first prove this lemma.
Proof. It is clear that α(·+ s) ∈ C∞(I − s,M). Further, for any t ∈ I − s, we have
dt(α(t+ s)) = (dτα)(t+ s).1 = Xα(t+s).
Now we establish the above proposition.
Proof. In view of the lemma, the RHS φt+s(m) of Equation (13) is an integral curve of
X with domain Im − s and initial value φs(m) (remark that we used here the fact that
s ∈ Im). It follows that
Im − s ⊂ Iφs(m) (14)
and that for any t ∈ Im − s, we have
φt+s(m) = φt(φs(m)). (15)
When applying the lemma, for a translation by −s, to the LHS φt(φs(m)) (we again
use information s ∈ Im), which is an integral curve of X with domain Iφs(m), we find
that φt−s(φs(m)) is an integral curve of X that is defined in Iφs(m) + s and has initial
value (the fact that 0 lies in the domain comes from Equation (14)) m (this results from
Equation (15)). Hence, Iφs(m) + s ⊂ Im.
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We understand that the image of several maximal integral curves of a vector field
X ∈ Vect(M) resembles a liquid flow. Hence, the collection of all maximal curves,
φ = φ(t,m) := φt(m), t ∈ Im,m ∈ M, is called the flow of vector field X. The domain
of flow φ is D = {(t,m) ∈ R ×M : t ∈ Im}. If we fix in φ = φ(t,m) variable m, we
recover of course the integral curve φt(m) (φm = φm(t) would be a better notation, but
we abide by traditional ones), which is defined in Im, i.e. in the section of D at level
m. If we fix t, we obtain a map φt = φt(m) that is defined in the section Wt ⊂M of D
at level t. Eventually, φ : D ⊂ R ×M → M and φt : Wt ⊂ M → M . As we thus get
close to the concept of 1-parameter group of diffeomorphisms, see above, three natural
questions arise: can we prove that D is open and φ smooth, is φt a diffeomorphism, and
under which condition do we have D = R×M and Wt = M?
Theorem 3. Let X ∈ Vect(M) and denote by Im the domain of the maximal integral
curve φt(m) of X with initial value m ∈M . The source set D = {(t,m) ∈ R×M : t ∈
Im} of the flow φ(t,m) of X is an open subset of R×M and φ ∈ C∞(D,M).
It suffices to prove that for any (t0,m0) ∈ D, there are open neighborhoods ]t0 −
ε, t0 + ε[ of t0 in R and U of m0 in M , such that ]t0 − ε, t0 + ε[×U ⊂ D and φ ∈
C∞(]t0 − ε, t0 + ε[×U,M).
At first sight this requirement seems to be a direct consequence of Theorem 2, which
guarantees the existence of a flow α = α(t,m) ∈ C∞(]t0 − ε, t0 + ε[×U,M). However,
for any m ∈ U , integral curve α(t,m) passes through m at time t = t0, and not at
time t = 0. Curve α(t+ t0,m) is an integral curve, which is defined in ]− ε, ε[ and has
initial value m, so that ] − ε, ε[⊂ Im, for all m ∈ U , and φ = φ(t,m) = α(t + t0,m) ∈
C∞(]−ε, ε[×U,M). Eventually, it follows from Theorem 2 that, for any m0 ∈M , there
is an “open box” ] − ε, ε[×U around (0,m0), which sits inside D and on which φ is
smooth. In other words, the above requirement is a priori only satisfied for the points
of the type (0,m0).
The following idea underlies the extension of this conclusion to any point (t0,m0) ∈
D. As
φ(t− t0,m) ∈ C∞(]t0 − ε, t0 + ε[×U,M),
if in addition φ(t0,m) ∈ C∞(U,U), then, on the one hand
φ(t− t0, φ(t0,m)) ∈ C∞(]t0 − ε, t0 + ε[×U,M),
and on the other, this last mapping coincides with φ = φ(t,m). Actually, the imple-
mentation of this conception is a little bit tricky.
Proof. Let (t0,m0) ∈ D. The proof consists of three stages.
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Stage 1: Construction of an “open box” ] − ε, ε[×V , such that φ(t,m) ∈ C∞(] −
ε, ε[×V,M) and V ⊃ φ([0, t0],m0)
For any tι ∈ [0, t0] ⊂ Im0 , we have φ(tι,m0) ∈ M , and there exists, see above,
a box ] − ει, ει[×Uι around (0, φ(tι,m0)), such that φ ∈ C∞(] − ει, ει[×Uι,M). As
Uι 3 φ(tι,m0), it suffices to set V := ∪ιUι and ] − ε, ε[:= ∩ι] − ει, ει[. Indeed, the
problem concerning the last intersection can be solved by using the fact that the open
covering Jι := φ(t,m0)
−1Uι, Jι 3 tι, of the compact subset [0, t0] contains a finite cover.
Stage 2: Construction of an open neighborhood U ⊂ V of m0, such that φ(t0,m) ∈
C∞(U, V )
Let p ∈ N∗ be an integer, such that t0
p
∈]− ε, ε[. Then,
φ( t0
p
,m) ∈ C∞(V,M),
and the i successive inverse images
Vi := φ(
t0
p
,m)−1 . . . φ( t0
p
,m)−1V
provide an open subset Vi ⊂ V , for any i ∈ {1, . . . , p}. It now follows from the conclusion
of Stage 1 that the open subset U := ∩iVi ⊂ V contains m0. Further,
φ( t0
p
, φ( t0
p
, . . . φ( t0
p
,m))) ∈ C∞(U, V ),
for (at most) p iterations. In view of Proposition 4, this entails that φ(t0,m) ∈
C∞(U, V ).
Stage 3: Application of the above-detailed basic idea
The conclusions of the stages 1 and 2 imply that φ(t−t0, φ(t0,m)) ∈ C∞(]t0−ε, t0+
ε[×U,M), so that finally φ(t,m) ∈ C∞(]t0−ε, t0+ε[×U,M), where U is a neighborhood
of m0.
For any fixed t ∈ R, map φt = φ(t,m) is defined in the section Wt = {m ∈ M :
Im 3 t} of D at level t and φt ∈ C∞(Wt,M). Let us turn to the question whether φt
is a diffeomorphism. Observe first that t ∈ Im ⇔ m ∈ Wt. Equation (13) then yields
φ−t(φt(m)) = m, for any m ∈ Wt, and φt(φ−t(m)) = m, for any m ∈ W−t. Therefore,
φt ∈ Diff(Wt,W−t) and φ−1t = φ−t.
Corollary 2. For any t ∈ R, the section Wt of D at level t is open in M , φt ∈
Diff(Wt,W−t), and φ−1t = φ−t.
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Remark. It is interesting to remember that, for any m0 ∈ M , Closure Equation (13)
holds true for t, s nearby 0 and m close to m0, i.e. in an “open box” around (0,m0).
As a matter of fact, the flow is defined (and even smooth) in an “open box” ]− ε, ε[×U
around (0,m0), so that it suffices to take t, s ∈] − ε2 , ε2 [ (since then s, t + s ∈] − ε, ε[)
and m ∈ U .
The obvious result φ0(m) = m, for all m ∈ M , Closure Equation (13), Theorem
3, and Corollary 2, mean that the φt, t ∈ R, form a local 1-parameter group of local
diffeomorphisms of M . Indeed, the maximal integral curves φt(m) ∈ C∞(Im,M) are
not necessarily defined on the whole real line R. However, if M is compact, we have
Im = R, for all m ∈M , i.e. Wt = M, for all t ∈ R, or, equivalently, D = R×M.
Proposition 5. For any vector field X ∈ Vect(M) of a compact manifold M , the
maximal integral curves φt(m), m ∈M, of X are all defined on the whole real line and
the φt, t ∈ R, form a 1-parameter group of diffeomorphisms of M .
Proof. It suffices to prove that R ⊂ Im, for all m ∈M. First, we explain that compact-
ness of M allows building a “stripe” ]−ε, ε[×M that sits inside D, so that ]−ε, ε[⊂ Im,
for all m ∈M. Then, we show that the last claim entails that the same statement holds
true for ]− 2ε, 2ε[, so that, by iteration, we get R ⊂ Im, for all m ∈M.
We already observed that, for any m ∈M , there is an open box ]−εm, εm[×Um ⊂ D.
As the open cover Um, m ∈ M , of compact manifold M contains a finite covering Ui,
i ∈ {1, . . . , p}, the flow is defined in ] − ε, ε[×M , where ] − ε, ε[= ∩i] − εi, εi[, so that
]− ε, ε[⊂ Im, for all m ∈M.
In order to extend this interval to ]− 2ε, 2ε[, note that, for any m ∈M , see Propo-
sition 4, if s ∈ Im, then
]− ε, ε[⊂ Im = s+ Iφs(m) ⊃]s− ε, s+ ε[.
Finally,
τ ∈ ]− 2ε, 2ε[⇒ τ
2
∈ ]− ε, ε[⇒ τ ∈ ] τ
2
− ε, τ
2
+ ε[⊂ Im,
due to the preceding upshot (take s = τ
2
). Hence, the conclusion.
Remarks.
1. If M is not compact, the flow of X ∈ Vect(M) is not necessarily defined in R×M .
2. For obvious reasons, the local diffeomorphisms φt, t ∈ R, which are induced by a
vector field X ∈ Vect(M) are often denoted by exp(tX). If we use the notation
φt and must specify the underlying vector field, we write φ
X
t .
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Exercise. Consider the vector field X ∈ Vect(R2) that is defined by X(x,y) = −y∂x +
x∂y. Show that the maximal integral curves φt(x, y) of X are φt(x, y) = (x cos t −
y sin t, x sin t + y cos t) and that the representation of the flow is a family of circles
with center at the origin. Prove that the φt, t ∈ R, form a 1-parameter group of
diffeomorphisms and that this group is isomorphic to SO(2,R).
5 Lie derivative of a vector field
We defined the Lie derivative of a function f ∈ C∞(M) in the direction of a vector
field X ∈ Vect(M) (Marius Sophus Lie, 1842 - 1899, Norwegian mathematician) by
(LXf)m = Xm(d f)m, (16)
for all m ∈ M . As vector fields X ∈ Vect(M) are isomorphic with derivations LX ∈
Der(C∞(M)), we most often identify X with LX and simply write Xf instead of LXf.
When trying to define the Lie derivative of a vector field Y ∈ Vect(M) in the
direction of a field X ∈ Vect(M) at a point m ∈ M, we have to compare the value
Ym ∈ TmM of Y at m with the value of Y at a point of M that lies close to m in the
direction specified by X, i.e. with the value
YφXt (m) ∈ TφXt (m)M,
t ' 0. In order to subtract these values, we transport the second into the space TmM
of the first, by means of
TφX−t : TφXt (m)M → TmM.
Hence, we get
(LXY )m = lim
t→0
TφXt (m)φ
X
−tYφXt (m) − Ym
t
= lim
t→0
(φX−t,∗Y )m − (φX−0,∗Y )m
t
= dt|t=0(φX−t,∗Y )m,
where φX−t,∗ denotes the pushforward by φ
X
−t, see Equation (4).
Of course, we are obliged to check that the above derivative of
(t,m)→ (φX−t,∗Y )m = TφXt (m)φX−tYφXt (m)
actually exists. Let m0 ∈ M and let (t,m) vary in an open box ] − ε, ε[×U around
(0,m0), in which the flow φ
X(t,m) is smooth and the closure property
φX−t(φ
X
t (m)) = φ
X
−t+t(m) = m
is valid. It follows in particular that φXt (m) ∈ W−t, where W−t is the domain of
φX−t ∈ Diff(W−t,Wt). Further,
TφXt (m)φ
X
−t ∈ Isom(TφXt (m)M,TmM).
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As YφXt (m) ∈ TφXt (m)M , we get a map
]− ε, ε[×U 3 (t,m)→ (φX−t,∗Y )m = TφXt (m)φX−tYφXt (m) ∈ TmM ⊂ TM.
In local coordinates (x1, . . . , xn) in U , this mapping reads
∂yφ(−t, y)|y=φ(t,x)Yφ(t,x), (17)
with self-explaining notations. The preceding coordinate form is clearly smooth with
respect to (t, x) and its derivative with respect to t at t = 0 is smooth with respect to
x. Hence,
U 3 m→ (LXY )m = dt|t=0 (φX−t,∗Y )m = dt|t=0 TφXt (m)φX−tYφXt (m) ∈ TmM ⊂ TM (18)
is smooth, and thus LXY is defined at any point m0 ∈M and smooth in the neighbor-
hood of any point m0 ∈M . Eventually, LXY ∈ Vect(M).
Definition 4. The Lie derivative of a vector field Y ∈ Vect(M) with respect to a field
X ∈ Vect(M) is the vector field LXY ∈ Vect(M), which is defined for any m ∈M by
(LXY )m = dt|t=0(φX−t,∗Y )m. (19)
Observe that the definition allows ascertaining that the Lie derivative is local with
respect to both arguments, see Equation (18)—a fact that is a priori intuitively clear.
Theorem 4. The Lie derivative L : Vect(M) × Vect(M) 3 X, Y → LXY ∈ Vect(M)
endows vector space Vect(M) with a Lie algebra structure.
On that account we denote LXY also by [X, Y ], so that the Lie bracket of two vector
fields coincides with the Lie derivative of the second field with respect to the first. For
the definition of Lie brackets or Lie algebras, we refer the reader to Section 3.
Proof. In view of Equations (17) and (18), the local coordinate form of LXY = [X, Y ]
is
[X,Y]x = dt|t=0 ∂yφ(−t, y)|y=φ(t,x)Yφ(t,x) = dt|t=0 (∂xφ(t, x))−1 Yφ(t,x) .
Let us recall that the definition A−1A = AA−1 = id of the inverse of a matrix entails
that the derivative of the inverse of an invertible matrix, which depends smoothly on a
variable t, is given by dtA
−1 = −A−1dtAA−1. We thus get
[X,Y]x = −dt|t=0 ∂xφ(t, x) Yx + dt|t=0Yφ(t,x) = −∂xX Yx + ∂xY dt|t=0φ(t, x)
= ∂xY Xx − ∂xX Yx =
∑
iX
i
x ∂xiY −
∑
i Y
i
x ∂xiX .
(20)
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In consequence of this upshot, the Lie bracket of vector fields is bilinear and skew-
symmetric. Further, Equation (20) provides the local form of [X, [Y, Z]], X, Y, Z ∈
Vect(M), which on its part allows checking the Jacobi identity
[X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0.
In view of Equation (20), we have the
Corollary 3. Let X, Y ∈ Vect(M). If (U, x1, . . . , xn) are local coordinates of M , such
that
X|U =
∑
i
X i∂xi and Y |U =
∑
i
Y i∂xi ,
the Lie bracket [X, Y ] locally reads
[X, Y ]|U =
∑
j
(∑
i
X i∂xiY
j −
∑
i
Y i∂xiX
j
)
∂xj . (21)
If [X, Y ], X, Y ∈ Vect(M), is viewed as a derivation and applied to a function
f ∈ C∞(M), we get in local coordinates (U, x1, . . . , xn) of M , see Equation (7),
[X, Y ]f |U =
∑
j (
∑
iX
i∂xiY
j −∑i Y i∂xiXj) ∂xjf =∑
iX
i∂xi(
∑
j Y
j∂xjf)−
∑
j Y
j∂xj(
∑
iX
i∂xif) = X(Y f)− Y (Xf) |U .
Proposition 6. For any X, Y ∈ Vect(M) and any f ∈ C∞(M), we have
[X, Y ]f = X(Y f)− Y (Xf). (22)
If we do not identify a vector field X with the corresponding derivation LX , Equa-
tion (22) reads L[X,Y ] = [LX , LY ], where the RHS bracket is the canonical Lie bracket
of Der(C∞(M)). As L : Vect(M) → Der(C∞(M)) is a (bijective) vector space ho-
momorphism, i.e. a map that respects the vector space operations, and since we just
observed that it also respects the Lie brackets, mapping L is actually a bijective Lie
algebra homomorphism, i.e. a Lie algebra isomorphism.
Proposition 7. Mapping L : Vect(M)→ Der(C∞(M)) is a Lie algebra isomorphism.
In particular, we have
L[X,Y ] = [LX , LY ] (23)
in C∞(M). The same result holds true in Vect(M).
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Let us mention that Equation (23) is in fact true for all tensor fields, and not only for
functions (tensor fields of type (0, 0)) and vector fields (tensor fields of type (1, 0)). Of
course, this claim cannot yet be understood, since tensor fields and their Lie derivatives
have not been defined so far. Concerning the validity of Equation (23) in Vect(M), i.e.
the result L[X,Y ]Z = LX(LYZ)− LY (LXZ), for all X, Y, Z ∈ Vect(M), it is easily seen
that this equation is just a rewriting of the Jacobi identity of the Lie bracket of vector
fields. Note also that Equation (8) is nothing but Equation (23) used as a definition of
the Lie bracket on vector fields.
Since the bracket [X, Y ] = LXY of vector fields is a Lie bracket on Vect(M), its
behavior with respect to the vector space structure of Vect(M) is plain. The next propo-
sition clarifies the behavior with respect to the C∞(M)-module structure of Vect(M).
Proposition 8. For any X, Y ∈ Vect(M) and any f, g ∈ C∞(M), we have
[fX, gY ] = fg[X, Y ] + f(Xg)Y − g(Y f)X. (24)
Proof. It suffices to show that the LHS and the RHS derivations coincide on any function.
6 Exercises
Exercise 1
Above, we defined the actions of diffeomorphisms (resp. vector fields) on functions
and vector fields, see Equations (2) and (3) (resp. Equations (16) and (19)). In the
following exercises, we further investigate these actions, as well as the link between
them.
• Let φ ∈ Diff(M,M ′) and ψ ∈ Diff(M ′,M ′′).
1. Prove that φ∗ : C∞(M) 3 f → f ◦ φ−1 ∈ C∞(M ′) is an associative algebra
isomorphism, and that
(ψ ◦ φ)∗ = ψ∗ ◦ φ∗. (25)
2. Show that φ∗ : Vect(M) 3 X → Tφ ◦ X ◦ φ−1 ∈ Vect(M ′) is a Lie algebra
isomorphism, and that the preceding formula pertaining to pushforwards and
compositions is again valid. In order to show that
φ∗[X, Y ] = [φ∗X,φ∗Y ], (26)
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X, Y ∈ Vect(M), prove first that φ∗(Xf) = (φ∗X)(φ∗f), X ∈ Vect(M), f ∈
C∞(M), then use this result to ascertain that the LHS and RHS derivations
of Equation (26) coincide on any function.
• In local coordinates, we have dt|t=0 φit(x) = X ix and this equation implies that, for
an infinitesimal t = ε,
φiε(x) = x
i + εX ix.
Because of this result, vector field X is called the infinitesimal generator of dif-
feomorphism φt.
Let us stress that the action of a vector field X on a field Y ,
LXY = dt|t=0 φX−t,∗Y, (27)
is defined as the derivative at time t = 0 of the action on Y of diffeomorphism
φX−t = exp(−tX). This observation is only the shadow of a more general link
between the action of certain types of objects and the action of the corresponding
infinitesimal objects.
Prove for instance that we also have
LXf = dt|t=0 φX−t,∗f. (28)
• Above, we remarked that the actions φ∗ of diffeomorphisms φ ∈ Diff(M) on
functions (resp. vector fields) are associative algebra (resp. Lie algebra) auto-
morphisms φ∗ ∈ Aut(C∞(M)) (resp. φ∗ ∈ Aut(Vect(M))) (an automorphism is
an isomorphism from an object onto itself). The induced actions LX of vector
fields X ∈ Vect(M) on functions (resp. vector fields) are associative algebra (resp.
Lie algebra) derivations LX ∈ Der(C∞(M)) (resp. LX ∈ Der(Vect(M))). Explain
this fact.
Exercise 2
Let X, Y ∈ Vect(M). Prove that, for all m ∈ M , if t is sufficiently close to 0, the
equation
(φX−t,∗LXY )m = dt (φ
X
−t,∗Y )m, (29)
which generalizes the definition (27) of the Lie derivative of vector fields, holds true.
Suggestion: Observe that
dt (φ
X
−t,∗Y )m = ds|s=0 (φX−t−s,∗Y )m.
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7 Geometric interpretation of the Lie bracket of
vector fields
This section exhibits that the Lie bracket [X, Y ] of vector fields measures non-
commutativity of the corresponding “flows” φXt and φ
Y
s .
We first need a new concept. The pushforward
X ′ := f∗X = Tf ◦X ◦ f−1
of a vector field X ∈ Vect(M) by a function f ∈ C∞(M,M ′) does of course not make
sense. However, there may exist vector fields X ∈ Vect(M) and X ′ ∈ Vect(M ′) that
verify the equation
X ′ ◦ f = Tf ◦X,
and that are thus related by function f . Hence, the following weak substitute for the
pushforward of vector fields by functions.
Definition 5. Let f ∈ C∞(M,M ′). Two vector fields X ∈ Vect(M) and X ′ ∈ Vect(M ′)
are f -related if
TmfXm = X
′
f(m), (30)
for all m ∈M .
Lemma 2. Let f ∈ C∞(M,M ′). If X ∈ Vect(M) and X ′ ∈ Vect(M ′) are f -related,
function f intertwines the flows of X and X ′, i.e., for any m ∈M and any t ∈ Im, we
have
f(φXt (m)) = φ
X′
t (f(m)). (31)
Proof. Let m ∈ M . It suffices to check that the LHS is an integral curve of X ′ with
initial value f(m).
Theorem 5. The Lie bracket of two vector fields X, Y ∈ Vect(M) vanishes, i.e.
[X, Y ] = 0,
if and only if, for any m ∈M ,
φXt (φ
Y
s (m)) = φ
Y
s (φ
X
t (m)),
if t and s are close to 0.
Theorem 5 is valid in whole generality, but for the sake of straightforwardness, we
assume in the proof that the flows are defined in R×M.
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Proof. If [X, Y ] = 0, Equation (29) entails that
dt (φ
X
−t,∗Y )m = (φ
X
−t,∗[X, Y ])m = 0,
so that
TφX−tYφXt (m) = (φ
X
−t,∗Y )m = (φ
X
−0,∗Y )m = Ym,
or, equivalently,
TφXt Ym = YφXt (m).
Since the last upshot means that Y is φXt -related to itself, it follows from Lemma 2 that
φXt (φ
Y
s (m)) = φ
Y
s (φ
X
t (m)).
Conversely, if the preceding commutation relation is valid, it suffices to compute,
for any fixed t, the derivative ds of the relation in question at point s = 0. This yields
TφXt (ds|s=0 φYs (m)) = ds|s=0 φYs (φXt (m)),
or better still
TφXt Ym = YφXt (m).
It follows that [X, Y ]m = 0.
Exercise. Let f ∈ C∞(M,M ′), X, Y ∈ Vect(M), and X ′, Y ′ ∈ Vect(M ′). Prove that,
if X and X ′, as well as Y and Y ′, are f -related, then their brackets [X, Y ] and [X ′, Y ′]
are f -related as well.
Suggestion: Suppose again, in order to avoid obscuration, that the flows are defined
in R ×M , and compute [X ′, Y ′]f(m), m ∈ M , by using the definitions, assumptions,
and known results.
Chapter 5
Tensor Calculus on Manifolds
1 Tensors calculus on vector spaces
This ﬁrst section is a revision of a topic that is explained in most Bachelor pro-
grammes.
In the following, we only consider ﬁnite-dimensional vector spaces. They will be
denoted by V,W, Vi, . . .
1.1 Vector law
It is well-known that the transition matrix from a basis (ei) (resp. (e
′
i)) of V to
another basis (e′i) (resp. (ei)) of V is deﬁned by
e′j = A
i
jei (resp. ej = A
′i
je
′
i) ,
where the Einstein summation convention has been used. Note that one passes from one
equation to the other by suppressing and adding dashes. Of course, we have A′ = A−1.
It is easily checked that the components in both bases of a vector v ∈ V verify the
so-called vector law
vi = Aijv
′j (resp. v′i = A′ijvj) .
1.2 Bidual of a vector space
Let us recall that the dual of V is the vector space V ∗ = L1(V,R) of linear forms
on V . The forms εj (j ∈ {1, . . . , n}, n = dimV ), deﬁned by
εj(ei) = δ
j
i ,
where δji is Kronecker's symbol, are a basis of V
∗, the dual basis of (ei). Hence dimV ∗ =
dimV = n.
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The bilinear map
b : V × V ∗ 3 (v, α)→ α(v) ∈ R
deﬁnes a vector space isomorphism, still denoted by b,
b : V 3 v → (b(v) : V ∗ 3 α→ α(v) ∈ R) ∈ (V ∗)∗ .
When identifying (for ﬁnite-dimensional vector spaces) V with its bidual (V ∗)∗, we get
v(α) = α(v) .
1.3 Tensor algebra over a vector space
We just explained that
V = L1(V ∗,R)
and that the component transformation law for v ∈ V is
vi = Aijv
′j and v′i = A′ijvj .
As this law is contrary to that valid for basis vectors, we say that the elements of V are
contravariant vectors.
Similarly
V ∗ = L1(V,R) ,
and since, for any α ∈ V ∗, its components in the dual basis are αi = α(ei) = α(A′jie′j),
the component transformation law for elements α ∈ V ∗ is
αi = A
′j
iα
′
j and α
′
i = A
j
iαj .
Hence, the components of α ∈ V ∗ change in conformity with the basis vectors and we
say that the elements of V ∗ are covariant vectors or covectors.
Exercise. Prove that if, in an Euclidean space, we conﬁne ourselves to orthonormal
bases, the distinction of contravariant and covariant vectors is redundant.
Let us extend the above observations and set
V ⊗ V ∗ := L2(V ∗ × V,R) .
To examine the transformation law for the components of T ∈ V ⊗ V ∗, we ﬁrst need
a basis of this vector space. Observe that any basis (ei) of V induces not only a basis
(εj) of V ∗, but also a basis
(ei ⊗ εj) (i, j ∈ {1, . . . , n})
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of V ⊗ V ∗. Just set
(ei ⊗ εj)(α, v) = ei(α) εj(v) = αivj , (1)
with self-explaining notation. It is easily checked that these bilinear forms are indepen-
dent. As dim(V ⊗ V ∗) = n2, the conclusion follows.
Since, for T ∈ V ⊗ V ∗, we have
T (α, v) = αiv
jT (εi, ej) = T (ε
i, ej)(ei ⊗ εj)(α, v) ,
the transformation law for the components tij = T (ε
i, ej) of T ∈ V ⊗V ∗ will follow from
the transformation law of the vectors εi of the dual basis (and the known law for the
vectors ej). The guess
εi = Aijε
′j and ε′i = A′ijεj
is readily veriﬁed. Hence,
tij = A
i
kA
′`
jt
′k
` and t
′i
j = A
′i
kA
`
jt
k
` ,
so that the components tij of the elements of V ⊗V ∗ are contravariant in i and covariant
in j. We therefore refer to the elements of V ⊗V ∗ as tensors on V of contravariant and
covariant degrees 1, as tensors on V of type (1, 1), or, still, as (1, 1)-tensors on V .
More generally, the set
⊗pqV :=
(p)
V ⊗ . . .⊗ V ⊗
(q)
V ∗ ⊗ . . .⊗ V ∗= Lp+q(
(p)
V ∗ × . . .× V ∗ ×
(q)
V × . . .× V ,R)
is an np+q-dimensional vector space. Its basis induced by (ei) is obtained as for ⊗11V =
V ⊗ V ∗, the transformation law for the components ti1...ipj1...jq of the elements T ∈ ⊗pqV is
obvious, and the latter elements are the p times contravariant and q times covariant
tensors on V . Observe that ⊗10V = V, ⊗01V = V ∗, and note that by convention
⊗00V = R.
It follows that any physical quantity characterized in any basis (ei) by an ordered
set of np+q real numbers t
i1...ip
j1...jq
that satisfy the just mentioned tensor law of type (p, q),
i.e.
t
i1...ip
j1...jq
= Ai1k1 . . . A
ip
kp
A′`1j1 . . . A
′`q
jq
t
′k1...kp
`1...`q
,
can be viewed as a tensor of type (p, q).
Exercise. Let n = dimV = 2 and let T ∈ ⊗12V . Denote by (a, b) (resp., (α, β)) the
basis of V (resp., the dual basis of V ∗). Decompose T in the induced basis of ⊗12V .
Tensor calculus, Norbert Poncin, January 16, 2012 64
We now endow the vector space
⊗V = ⊕p,q∈N ⊗pq V
with an associative multiplication. Let T ∈ ⊗pqV and S ∈ ⊗rsV . To deﬁne T ⊗ S ∈
⊗p+rq+sV , we set, see Equation (1),
(T ⊗ S)(α1, . . . , αp+r, v1, . . . , vq+s) =
T (α1, . . . , αp, v1, . . . , vq) S(α
p+1, . . . , αp+r, vq+1, . . . , vq+s) . (2)
This multiplication ⊗ endows the space ⊗V with an associative unital (noncommu-
tative) graded algebra structure. Indeed, observe that, if c ∈ R = ⊗00V , we have
c⊗ T = c T , so that, in particular, 1⊗ T = T ⊗ 1 = T.
Exercise. Let T ∈ ⊗21V and S ∈ ⊗13V . Show that, if tija (resp., siabc) are the components
of T (resp., S), the components of U := T ⊗ S are given by uijkabcd = tija skbcd. What is the
number of components of U if dimV = 3?
1.4 Tensor product of vector spaces
We deﬁne the tensor product of a ﬁnite number of vector spaces V1, . . . , Vp in a way
similar to the tensor powers ⊗p0V , i.e. we set
V1 ⊗ . . .⊗ Vp := Lp(V ∗1 × . . .× V ∗p ,R) .
Moreover, the tensor product v1 ⊗ . . .⊗ vp ∈ V1 ⊗ . . .⊗ Vp of vectors vi ∈ Vi is deﬁned
like the tensor product of tensors on V , see Equations (1) and (2):
(v1 ⊗ . . .⊗ vp)(α1, . . . , αp) = Πivi(αi) ,
where αi ∈ V ∗i .
The following vector space isomorphism is basic. For any vector space W , we have
Lp(V1 × . . .× Vp,W ) ' L1(V1 ⊗ . . .⊗ Vp,W ) , (3)
i.e. the space of multilinear maps on a Cartesian product can be identiﬁed with the
space of linear maps on the corresponding tensor product. Indeed, the map
L1(V1 ⊗ . . .⊗ Vp,W ) 3 ` 7→
(L : V1 × . . .× Vp 3 (v1, . . . , vp) 7→ `(v1 ⊗ . . .⊗ vp) ∈ W ) ∈ Lp(V1 × . . .× Vp,W )
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is obviously linear and injective and the source and target spaces have the same dimen-
sion. Hence, for any multilinear map L on the Cartesian product, there is a unique
linear map ` on the tensor product, such that
`(v1 ⊗ . . .⊗ vp) = L(v1, . . . , vp),∀vi ∈ Vi .
This fundamental property is often used to deﬁne maps the source space of which is
a tensor product space. Indeed, the decomposition T =
∑
v1 ⊗ . . . ⊗ vp of a tensor
T ∈ V1⊗ . . .⊗Vp as a ﬁnite sum of decomposable tensors is not unique. To understand
this claim, it suﬃces to consider a basis (eki ) of each Vk and to write
T =
∑
i1...ip
ti1...ip e1i1 ⊗ . . .⊗ epip =
∑
i1...ip
(ti1...ipe1i1)⊗ . . .⊗ epip =
∑
i1...ip
e1i1 ⊗ . . .⊗ (ti1...ipepip) .
Exercise. Prove the following important isomorphisms:
V ∗ ⊗W ' L1(V,W ) and
(⊗pqV )∗ ' ⊗pqV ∗.
Hint: The ﬁrst one is simply a consequence of the well-known isomorphism L2(V ×
W ∗,R) ' L1(V,L1(W ∗,R)) and the second one is just a particular case of isomorphism
(3).
1.5 Skew-symmetric covariant tensor algebra over a vector space
Let us recall that the space
⊗pV ∗ := ⊗p0V ∗ =
(p)
V ∗ ⊗ . . .⊗ V ∗= Lp(V × . . .× V,R)
of p times covariant tensors on V is just the space of p-linear forms on V . So the space
of skew-symmetric p times covariant tensors on V ,
∧pV ∗ =
(p)
V ∗ ∧ . . . ∧ V ∗:= Ap(V × . . .× V,R) ,
is nothing but the space of skew-symmetric p-linear forms on V . Again, by convention,
∧0V ∗ = R. Furthermore, due to antisymmetry, such a tensor necessarily vanishes if
p > n = dimV . We denote by
∧V ∗ = ⊕np=0 ∧p V ∗
the vector space of all skew-symmetric covariant tensors on V .
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Exercise. Let T ∈ ∧3V ∗ ⊂ ⊗3V ∗. Explain why the components tabc of T in the basis
of ⊗3V ∗ are skew-symmetric in a, b, c.
To deﬁne an associative algebra structure on ∧V ∗ and to get a basis of this space,
we introduce the skew-symmetrization operator A. First note that if T ∈ ⊗2V ∗ and if
we set
(AT )(v, w) := 1
2
(T (v, w)− T (w, v)) ,
then AT ∈ ∧2V ∗ and AT = T , if T is antisymmetric from the very beginning. More
generally, the skew-symmetrization operator is deﬁned by
A : T ∈ ⊗pV ∗ 7→AT : V × . . .× V 3 (v1, . . . , vp) 7→ 1
p!
∑
σ∈Sp
signσ T (vσ1 , . . . , vσp) ∈ R
 ∈ ∧pV ∗ ,
where Sp is the symmetric group of order p, i.e. the group of all the permutations of p
diﬀerent objects.
We are now ready to deﬁne the skew-symmetric tensor product ∧ (also called ex-
terior product or wedge product) of skew-symmetric covariant tensors on V . Let
T ∈ ∧pV ∗ ⊂ ⊗pV ∗ and S ∈ ∧qV ∗ ⊂ ⊗qV ∗ and set
T ∧ S = (p+ q)!
p!q!
A(T ⊗ S) ∈ ∧p+qV ∗ .
Hence, for any v1, . . . , vp+q ∈ V , we have
(T ∧ S)(v1, . . . , vp+q)
=
1
p!q!
∑
σ
signσ (T ⊗ S)(vσ1 , . . . , vσp+q)
=
1
p!q!
∑
σ
signσ T (vσ1 , . . . , vσp) S(vσp+1 , . . . , vσp+q) . (4)
When using the antisymmetry of T and of S, we can write this result also as follows:
(T ∧ S)(v1, . . . , vp+q) =
∑
µ1<...<µp
µp+1<...<µp+q
signµ T (vµ1 , . . . , vµp) S(vµp+1 , . . . , vµp+q) . (5)
The permutations µ such that µ1 < . . . < µp and µp+1 < . . . < µp+q are called the
(p, q)-shues. We often write µ ∈ Sh(p, q). To understand the last claim, consider a
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(p, q)-shue µ ∈ Sh(p, q) and a (p+ q)-permutation σ ∈ Sp+q that can be obtained via
permutation from this shue:
µ′(µ1, . . . , µp) = (σ1, . . . , σp) , µ′ ∈ Sp ,
µ′′(µp+1, . . . , µp+q) = (σp+1, . . . , σp+q) , µ′′ ∈ Sq .
The antisymmetry of T and S entails that
signµ T (vµ1 , . . . , vµp) S(vµp+1 , . . . , vµp+q) =
signµ signµ′ signµ′′ T (vσ1 , . . . , vσp) S(vσp+1 , . . . , vσp+q) =
signσ T (vσ1 , . . . , vσp) S(vσp+1 , . . . , vσp+q) .
Thus, in the last sum of Equation (4) the term corresponding to µ ∈ Sh(p, q) appears
p!q! times. Hence, the announced result (5).
Exercise.
• Consider the case (p, q) = (2, 1) and prove by direct computation that Equation
(4) reduces to Equation (5).
• Let T, S ∈ ∧2V ∗ and compute explicitly (T ∧ S)(v1, v2, v3, v4).
Remark that the wedge product is graded commutative, i.e. veriﬁes
T ∧ S = (−1)pqS ∧ T ,
where T ∈ ∧pV ∗ and S ∈ ∧qV ∗. In particular, for α, β ∈ ∧1V ∗ = V ∗, we get
α ∧ β = −β ∧ α .
This graded commutativity is easily understood from the explicit form (5) of T ∧S and
S ∧ T . Indeed, the term of T ∧ S characterized by the shue µ1 < . . . < µp, µp+1 <
. . . < µp+q has up to sign the same value as the term of S ∧ T characterized by the
shue µp+1 < . . . < µp+q, µ1 < . . . < µp. The signature of these shues are signµ and
(−1)pq signµ, respectively, which explains the result.
Exercise. Take (p, q) = (3, 1) and prove by direct computation that T ∧ S = −S ∧ T .
Finally, the wedge product ∧ endows the vector space ∧V ∗ with a graded commu-
tative associative unital algebra structure.
In the following we use the same notation as above.
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Exercise. This exercise will guide the reader through the next proof. Let n = dimV =
2 and let T ∈ ∧2V ∗ ⊂ ⊗2V ∗. Show that
T = AT = A (t11ε1 ⊗ ε1 + t12ε1 ⊗ ε2 + t21ε2 ⊗ ε1 + t22ε2 ⊗ ε2)
= 1
2
(t11ε
1 ∧ ε1 + t12ε1 ∧ ε2 + t21ε2 ∧ ε1 + t22ε2 ∧ ε2)
= 1
2
(t12ε
1 ∧ ε2 + t21ε2 ∧ ε1)
= t12ε
1 ∧ ε2 .
Let now n = 3 and prove that
(ε1 ∧ ε2)(e1, e2) = ε1(e1)ε2(e2)− ε1(e2)ε2(e1) = 1 and (ε1 ∧ ε2)(e1, e3) = 0 .
The p-covariant skew-symmetric tensors
εi1 ∧ . . . ∧ εip (1 ≤ i1 < . . . < ip ≤ n)
form a basis of ∧pV ∗. Indeed, for any T ∈ ∧pV ∗ ⊂ ⊗pV ∗, we have
T = AT = A
(∑
j1,...,jp
tj1...jpε
j1 ⊗ . . .⊗ εjp
)
=
∑
j1,...,jp
tj1...jp
1
p!
εj1 ∧ . . . ∧ εjp
=
∑
i1<...<ip
ti1...ipε
i1 ∧ . . . ∧ εip ,
so that the εi1 ∧ . . .∧ εip actually generate ∧pV ∗. To get the result in the last line, note
ﬁrst that  due to antisymmetry  any product εj1 ∧ . . .∧ εjp with at least two identical
factors vanishes. Then observe that in any of the remaining products the factors can be
written in the natural order. The signature generated in this way is annihilated by the
also skew-symmetric component ti1...ip = T (ei1 , . . . , eip). As any term of the last line is
obtained that way p! times, the result follows. Moreover, it is easily checked that the
vectors εi1 ∧ . . . ∧ εip are independent. Indeed, if∑
i1<...<ip
ti1...ipε
i1 ∧ . . . ∧ εip = 0 ,
we have, for any k1 < . . . < kp,∑
i1<...<ip
ti1...ip(ε
i1 ∧ . . . ∧ εip)(ek1 , . . . , ekp) = 0 .
Since (εi1 ∧ . . .∧ εip)(ek1 , . . . , ekp) vanishes, except that it takes value 1, if (i1, . . . , ip) =
(k1, . . . , kp), the last equation reduces to tk1...kp = 0. It follows that the tensors ε
i1 ∧
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. . . ∧ εip , 1 ≤ i1 < . . . < ip ≤ n, form a basis of the space ∧pV ∗ of skew-symmetric
p-covariant tensors on V , and that this space has dimension
dim∧pV ∗ =
(
n
p
)
= Cpn .
Exercise. Let n = dimV = 3. Decompose T ∈ ∧pV ∗, for p = 0, 1, 2, 3, in the basis
induced by the basis εi of V ∗.
Of course, instead of considering skew-symmetric covariant tensors, we could just as
well study skew-symmetric contravariant tensors. Moreover, symmetric contravariant
or covariant tensors play an important role too, even if they are not mentioned in this
text.
Eventually, the above basic property regarding maps on Cartesian and tensor prod-
ucts remains valid: for any vector space W and for any skew-symmetric multilinear
map L ∈ Ap(V × . . .×V,W ), there is a unique linear map ` ∈ L1(V ∧ . . .∧V,W ), such
that
`(v1 ∧ . . . ∧ vp) = L(v1, . . . , vp),∀vi ∈ V .
2 Tensor calculus on manifolds
2.1 Tensor bundles
Let M be a smooth n-dimensional manifold (that is Hausdorﬀ and second count-
able). For any m ∈M , set V := TmM , so that V ∗ = T ∗mM,
⊗pqV = ⊗pqTmM and ∧p V ∗ = ∧pT ∗mM .
Just as we considered the tangent and cotangent bundles TM =
∐
m∈M TmM and
T ∗M =
∐
m∈M T
∗
mM, we study the disjoint unions
⊗pqTM :=
∐
m∈M
⊗pqTmM and ∧pT ∗M :=
∐
m∈M
∧pT ∗mM .
Let us recall that any chart (U,ϕ = (x1, . . . , xn)) ofM induces a basis (∂xi) of TmM
and a basis (dxi) of T ∗mM , for m ∈ U (as usual, the dependence of these bases on m is
understood). Hence, any tangent or cotangent vector Xm ∈ TmM , αm ∈ T ∗mM , m ∈ U,
can be decomposed as
Xm =
∑
i
X i(m)∂xi and αm =
∑
i
αi(m) dx
i .
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Further, a chart ϕ of M over U allows to deﬁne charts Φ of TM and Φ∗ of T ∗M over
pi−1(U), where pi denotes the foot map. These charts are given by
Φ : TM |U :=
∐
m∈U
TmM 3 Xm 7→
(
ϕ(m); . . . , X i(m), . . .
)
∈ ϕ(U)× Rn ,
and
Φ∗ : T ∗M |U :=
∐
m∈U
T ∗mM 3 αm 7→
(
ϕ(m); . . . , αi(m), . . .
)
∈ ϕ(U)× Rn .
We proved that the charts Φ of TM and Φ∗ of T ∗M , induced by all the charts ϕ of
an atlas of M , form an atlas of TM and T ∗M , respectively, and thus endow TM and
T ∗M with a smooth manifold structure of dimension 2n (that is Hausdorﬀ and second
countable).
Similar constructions go through for ⊗pqTM and ∧pT ∗M . Note ﬁrst that, form ∈ U ,
any (p, q)-tensor Tm ∈ ⊗pqTmM reads
Tm =
∑
i1,...,ip
j1,...,jq
t
i1...ip
j1...jq
(m) ∂xi1 ⊗ . . .⊗ ∂xip ⊗ dxj1 ⊗ . . .⊗ dxjq , (6)
and that any skew-symmetric covariant p-tensor ωm ∈ ∧pT ∗mM can be written
ωm =
∑
i1<...<ip
ωi1...ip(m) dx
i1 ∧ . . .∧ dxip .
Just as in the case of TM and T ∗M , the maps
Φ⊗ : ⊗pqTM |U :=
∐
m∈U
⊗pqTmM 3 Tm 7→
(
ϕ(m); . . . , t
i1...ip
j1...jq
(m), . . .
)
∈ ϕ(U)× Rnp+q' ϕ(U)×⊗pqRn
and
Φ∧ : ∧pT ∗M |U :=
∐
m∈U
∧pT ∗mM 3 ωm 7→(
ϕ(m); . . . , ωi1...ip(m), . . .
)
∈ ϕ(U)× RCpn ' ϕ(U)× ∧p(Rn)∗ ,
obtained if ϕ runs through an atlas of M , form an atlas of ⊗pqTM and ∧pT ∗M , respec-
tively, and endow ⊗pqTM and ∧pT ∗M with a smooth manifold structure of dimension
n+ np+q and n+ Cpn, respectively (which is Hausdorﬀ and second countable).
It is straightforwardly veriﬁed that
Tensor calculus, Norbert Poncin, January 16, 2012 71
Proposition 1. If M denotes a smooth n-dimensional manifold, the manifolds TM,
T ∗M, ⊗pqTM (p, q ∈ N), and ∧pT ∗M (p ∈ {0, . . . , n}) are vector bundles of rank n, n,
np+q, and Cpn, respectively.
These vector bundles are called tensor bundles. Let us provide the precise deﬁnition
of a vector bundle. See also Chapter 3 and think about local (but not global) triviality
of the Möbius strip.
Deﬁnition 1. Let E and M be two manifolds and pi : E →M a smooth surjective map
from E onto M . The manifold E is a vector bundle of rank r over the base manifold
M  with typical ﬁber Rr and projection pi  if and only if the ﬁbers Em := pi−1(m),
m ∈ M , are r-dimensional real vector spaces, and, for any m ∈ M, there is an open
neighborhood U in M and a diﬀeomorphism
Φ : pi−1(U)→ U × Rr (7)
 called local trivialization , such that, for any p ∈ pi−1(U), we have
Φ(p) =: (pi(p), φ(p))
and, for any m ∈ U, the restriction
φm : Em → Rr
of φ is a vector space isomorphism.
Hence, roughly, a vector bundle is an amalgamation of vector spaces that is locally
trivial, i.e. that can locally be identiﬁed with a product manifold (but may globally
have a more complicated structure). To get the local trivializations in the preced-
ing examples, it suﬃces to compose the chart diﬀeomorphisms Φ,Φ∗,Φ⊗,Φ∧ with the
diﬀeomorphism ϕ−1 × id.
Deﬁnition 2. A smooth section of a vector bundle pi : E → M is a smooth map
σ : M 3 m 7→ σm ∈ Em ⊂ E. We denote by Γ(E) the R-vector space and C∞(M)-
module of smooth sections of E.
For instance, a section ω ∈ Γ(∧pT ∗M) is a smooth map ω : M 3 m 7→ ωm ∈
∧pT ∗mM ⊂ ∧pT ∗M , hence a map, whose local form over a chart (U,ϕ = (x1, . . . , xn)) is
given by
ω|U =
∑
i1<...<ip
ωi1...ip dx
i1 ∧ . . .∧ dxip , (8)
where ωi1...ip ∈ C∞(U). We study these tensor bundle sections in detail in the next
section of this text.
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The mentioned vector space and module structures on Γ(E) are, as in the case of
vector ﬁelds Vect(M) = Γ(TM), induced by the vector space operations in the ﬁbers
Em, m ∈M . More precisely, the sum of two sections σ, σ′ ∈ Γ(E) is deﬁned by
σ + σ′ : M 3 m 7→ σm + σ′m ∈ Em ⊂ E .
Analogously, the multiplication of a section σ ∈ Γ(E) by a scalar λ ∈ R is given by
λσ : M 3 m 7→ λσm ∈ Em ⊂ E
and the multiplication by a function f ∈ C∞(M) by
fσ : M 3 m 7→ f(m)σm ∈ Em ⊂ E .
2.2 Diﬀerential forms
Let us recall that the diﬀerential dm f at m ∈ M of f ∈ C∞(M) has been deﬁned
by
dm f := Tmf ∈ Hom(TmM,Tf(m)R) = T ∗mM .
Hence,
d f : M 3 m 7→ dm f ∈ T ∗mM ⊂ T ∗M
is a section of T ∗M . Since d f admits  see Chapter 3  in any chart (U,ϕ = (x1, . . . , xn))
the local form
d f |U =
∑
i
∂xif dx
i ,
with ∂xif ∈ C∞(U), the section d f is smooth, i.e. d f ∈ Γ(T ∗M) = Γ(∧1T ∗M). As
mentioned above, see Equation (8), any section α ∈ Γ(∧1T ∗M) locally reads
α|U =
∑
i
αi dx
i ,
αi ∈ C∞(U), and is therefore called a diﬀerential form, or, better, a diﬀerential 1-form.
More generally,
Deﬁnition 3. The sections ω ∈ Γ(∧pT ∗M), p ∈ {0, . . . , n}, n = dimM , are referred
to as diﬀerential p-forms. The R-vector space and C∞(M)-module Γ(∧pT ∗M) of dif-
ferential p-forms on a manifold M is denoted by Ωp(M). The direct sum
Ω(M) := ⊕np=0Ωp(M)
is the vector space and module of all diﬀerential forms on M .
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Diﬀerential forms are basic objects in Diﬀerential Geometry  which are for instance
tightly connected with integration over manifolds.
Remember that any diﬀerential p-form ω ∈ Ωp(M) locally reads as speciﬁed by
Equation (8). Note also that diﬀerential 0-forms are smooth maps
f : M 3 m 7→ f(m) ∈ ∧0T ∗mM = R ,
so that Ω0(M) = C∞(M).
Just as the vector space structures of the ﬁbers Em = ∧pT ∗mM induced a vector
space structure on Γ(E) = Γ(∧pT ∗M) = Ωp(M), the graded commutative associative
unital algebra structures `wedge' on the ∧T ∗mM , see above, induce a similar structure
on Ω(M). Indeed, for any ω ∈ Ωp(M) and ω′ ∈ Ωq(M), we set
ω ∧ ω′ : M 3 m 7→ ωm ∧ ω′m ∈ ∧p+qT ∗mM ⊂ ∧p+qT ∗M ,
so that ω ∧ ω′ ∈ Ωp+q(M) (for smoothness of ω ∧ ω′, see Example 1). This wedge
product is then extended by linearity to Ω(M).
Proposition 2. The wedge product turns the vector space Ω(M) of diﬀerential forms
of a manifold M into a graded commutative associative unital algebra.
Example 1. Let M be of dimension n = 3 and let (U,ϕ = (x1, x2, x3)) be a chart.
Consider two diﬀerential forms ω ∈ Ω1(M), ω′ ∈ Ω2(M), which locally read
ω|U =
∑
i
ωi dx
i and ω′|U =
∑
k<l ω
′
k l dx
k ∧ dxl, ωi, ωk l ∈ C∞(U) .
Their wedge product ω ∧ ω′ ∈ Ω3(M) is then given over U by
ω ∧ ω′ : U 3 m 7→
∑
i,k<l
ωi(m)ω
′
k l(m) dx
i ∧ dxk ∧ dxl .
We note that, due to antisymmetry of the wedge product on diﬀerential 1-forms, the only
terms of the above sum that do not vanish are those in dx1∧dx2∧dx3, dx2∧dx1∧dx3
and dx3 ∧ dx1 ∧ dx2. Hence,
ω ∧ ω′|U = (ω1ω′23 − ω2ω′13 + ω3ω′12) dx1 ∧ dx2 ∧ dx3 ,
with ω1ω
′
23 − ω2ω′13 + ω3ω′12 ∈ C∞(U), so that ω ∧ ω′ is actually smooth.
Exercise. Compute the explicit local form of ω ∧ ω′, ω ∈ Ω1(M), ω′ ∈ Ω2(M), for a
manifold M of dimension n = 4.
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2.3 Interior product
Let ω ∈ Ωp(M) and X ∈ Vect(M). For any m ∈ M , we have ωm ∈ ∧pT ∗mM =
Ap(TmM×p,R) and Xm ∈ TmM , so that
(iXω)m := ωm(Xm, . . .) ∈ Ap−1(TmM×(p−1),R) = ∧p−1T ∗mM (9)
deﬁnes a diﬀerential (p− 1)-form iXω on M . For smoothness, see Equation (13).
Deﬁnition 4. The diﬀerential form iXω ∈ Ωp−1(M), deﬁned pointwise by Equation
(9), is called the interior product of the diﬀerential form ω ∈ Ωp(M) by the vector ﬁeld
X ∈ Vect(M).
The interior product
i : Vect(M)× Ωp(M)→ Ωp−1(M)
is clearly R- and C∞(M)-bilinear. Moreover,
Proposition 3. The interior product is a graded derivation of degree −1 of the algebra
(Ω(M),∧), i.e.
iX(ω ∧ ω′) = (iXω) ∧ ω′ + (−1)pω ∧ (iXω′) , (10)
for any ω ∈ Ωp(M) and any ω′ ∈ Ω(M).
Exercise. Check the property for ω ∈ Ω1(M) and ω′ ∈ Ω2(M).
Proof. It suﬃces to consider a form ω′ ∈ Ωq(M). For any m ∈M , we have
iX(ω ∧ ω′)|m ∈ Ap+q−1(TmM×(p+q−1),R)
and, for any v2, . . . , vp+q ∈ TmM ,
iX(ω ∧ ω′) |m (v2, . . . , vp+q) = (ωm ∧ ω′m)(Xm, v2, . . . , vp+q)
=
∑
µ1<...<µp
µp+1<...<µp+q
signµ ωm(vµ1 , . . . , vµp) ω
′
m(vµp+1 , . . . , vµp+q)
where we set Xm =: v1. Since 1 = µ1 or 1 = µp+1, this sum reads∑
1<µ2<...<µp
µp+1<...<µp+q
signµ ωm(Xm, vµ2 , . . . , vµp) ω
′
m(vµp+1 , . . . , vµp+q) (11)
+
∑
µ1<...<µp
1<µp+2<...<µp+q
signµ ωm(vµ1 , . . . , vµp) ω
′
m(Xm, vµp+2 , . . . , vµp+q) . (12)
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In the sum (11), the factor ωm(Xm, vµ2 , . . . , vµp) equals (iXω)m(vµ2 , . . . , vµp) and the
sum over (p, q)-shues µ = (1, µ2, . . . , µp+q) can be replaced by the sum over (p− 1, q)-
shues µ′ := (µ2, . . . , µp+q). Since signµ = signµ′, we thus get
(iXω) ∧ ω′ |m (v2, . . . , vp+q) .
Analogously, in the sum (12), the factor ω′m(Xm, vµp+2 , . . . , vµp+q) is equal to (iXω
′)m(
vµp+2 , . . . , vµp+q). When replacing the (p, q)-shues µ = (µ1, . . . , µp, 1, µp+2, . . . , µp+q)
by the (p, q − 1)-shues µ′ := (µ1, . . . , µp, µp+2, . . . , µp+q), we have to remark that
signµ = (−1)p signµ′. Hence, we obtain
(−1)p ω ∧ (iXω′) |m (v2, . . . , vp+q) .
Exercise. Let X ∈ Vect(M) and ω ∈ Ωp(M), with local form X|U =
∑
j X
j∂xj and
ω|U =
∑
i1<...<ip
ωi1...ip dx
i1 ∧ . . . ∧ dxip ,
in a coordinate patch (U, (x1, . . . , xn)). Prove that the local form of iXω ∈ Ωp−1(M) is
given by
(iXω)|U =
∑
i1<...<ip
p∑
k=1
(−1)k−1ωi1...ipX ik dxi1 ∧ . . . ∧ d̂xik ∧ . . . ∧ dxip , (13)
where `hat' means that the corresponding diﬀerential is omitted.
2.4 Pullback and pushforward
2.4.1 Extensions of linear maps
Let us ﬁrst recall an important elementary fact that will be needed in the following.
Proposition 4. Any isomorphism ` ∈ Isom(V,W ) (resp., any linear map ` ∈
L1(V,W )) between two vector spaces V and W , can be extended as a homomorphism to
an isomorphism
`⊗ ∈ Isom(⊗pqV,⊗pqW )
(resp., to a linear map
`⊗ ∈ L1(⊗p0V,⊗p0W )
and a linear map
`⊗ ∈ L1(∧pV,∧pW )) ,
p, q ∈ N.
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Proof. In the case ` is an isomorphism, it suﬃces to set, for vi ∈ V, αj ∈ V ∗,
L(v1, . . . , vp, α
1, . . . , αq) := `(v1)⊗ . . .⊗ `(vp)⊗t`−1(α1)⊗ . . .⊗t`−1(αq) ∈ ⊗pqW ,
where t`−1 ∈ Isom(V ∗,W ∗). If ` is only a linear map, then q = 0, in view of the result
we have to prove in this case. Due to the abovementioned basic property of the tensor
product, there is a unique map `⊗ ∈ L1(⊗pqV,⊗pqW ), such that
`⊗(v1 ⊗ . . .⊗ vp ⊗ α1 ⊗ . . .⊗ αq) = `(v1)⊗ . . .⊗ `(vp)⊗t`−1(α1)⊗ . . .⊗t`−1(αq) .
Hence, `⊗ is actually the extension of ` by homomorphism. It is obvious that, in the
isomorphism-case, we have
(`−1)⊗ = (`⊗)−1 .
The extension of ` to a linear map on the exterior power is similar; it suﬃces to sub-
stitute the skew-symmetric tensor product ∧ to the ordinary tensor product ⊗. Let us
also stress that if q = p = 0, we take `⊗ = idR.
We now brieﬂy report on useful properties of the preceding extensions.
Lemma 1. For any isomorphisms ` ∈ Isom(V,W ), `′ ∈ Isom(W,Z) (resp., for any
linear maps ` ∈ L1(V,W ), `′ ∈ L1(W,Z)), we have
(`′ ◦ `)⊗ = `′⊗ ◦ `⊗ .
Proof. We ﬁrst conﬁne ourselves to the case p = q = 1. For v ∈ V and α ∈ V ∗, we get,
by deﬁnition,
(`′ ◦ `)⊗(v, α) = (`′ ◦ `)(v)⊗ t(`′ ◦ `)−1(α) .
Since
t(`′ ◦ `)−1 = t(`−1 ◦ `′−1) = t`′−1 ◦ t`−1 ,
we ﬁnd
(`′ ◦ `)⊗(v, α) = (`′ ◦ `)(v)⊗ ( t`′−1 ◦ t`−1)(α) = (`′⊗ ◦ `⊗)(v, α) .
The proof goes through for arbitrary p and q.
Lemma 2. For any isomorphism ` ∈ Isom(V,W ) (resp., any linear map ` ∈ L1(V,W )),
we have
t(`⊗) = ( t`)⊗ =: t`⊗ .
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Proof. We know that ` induces an isomorphism `⊗ : ⊗pqV → ⊗pqW and consequently an
isomorphism
t(`⊗) : (⊗pqW )∗ = ⊗pqW ∗ → (⊗pqV )∗ = ⊗pqV ∗ .
On the other hand, the isomorphism t` : W ∗ → V ∗ can be extended to an isomorphism
( t`)⊗ : ⊗pqW ∗ → ⊗pqV ∗ .
To prove the claim, we have to show that t(`⊗) and ( t`)⊗ coincide on any element of
their source space. Let us examine e.g. the case p = 2 and q = 1; the general case is
completely analogous. When applying both maps to β1 ⊗ β2 ⊗ w ∈ ⊗21W ∗, we obtain
two elements in ⊗21V ∗ = L3(V ×V ×V ∗,R) ' L1(V ⊗V ⊗V ∗,R), which we must apply
to an arbitrary element of the type v1 ⊗ v2 ⊗ α. Then,
t(`⊗)(β1 ⊗ β2 ⊗ w) (v1 ⊗ v2 ⊗ α) = (β1 ⊗ β2 ⊗ w)
(
`⊗(v1 ⊗ v2 ⊗ α)
)
= (β1 ⊗ β2 ⊗ w)(`(v1)⊗ `(v2)⊗ t`−1α)
= β1(`(v1)) β2(`(v2))α(`
−1(w)) ,
whereas
( t`)⊗(β1 ⊗ β2 ⊗ w) (v1 ⊗ v2 ⊗ α) =
(
t`(β1)⊗ t`(β2)⊗ `−1(w)
)
(v1 ⊗ v2 ⊗ α)
= β1(`(v1)) β2(`(v2))α(`
−1(w)) .
2.4.2 Pullback of covariant tensor ﬁelds by a function
Let M and N be two manifolds. Any
f ∈ C∞(M,N)
allows to pull any covariant tensor ﬁeld on N back to M , i.e. to deﬁne a linear map
f ∗ : Γ(⊗pT ∗M) 3 f ∗T ← T ∈ Γ(⊗pT ∗N) .
The pullback of diﬀerential forms,
f ∗ : Ωp(M) = Γ(∧pT ∗M) 3 f ∗ω ← ω ∈ Γ(∧pT ∗N) = Ωp(N) ,
will turn out to be of particular importance in the present context. We therefore detail
this case.
Remark. The derivative of f ∈ C∞(M,N) at m ∈M was denoted so far by Tmf . For
N = R, we mostly replaced Tmf by dm f . To avoid cumbersome notation, we substitute
in the following f∗m for Tmf .
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As we start with a ﬁeld ωn ∈ ∧pT ∗nN (n ∈ N) and aim to construct a ﬁeld (f ∗ω)m ∈
∧pT ∗mM (m ∈ M), we have to look for an appropriate means of transport. Since
f⊗∗m ∈ L1(∧pTmM,∧pTf(m)N) (m ∈M), it is clear that tf⊗∗m ∈ L1(∧pT ∗f(m)N,∧pT ∗mM).
Hence, the deﬁnition
(f ∗ω)m = tf⊗∗m ωf(m) (m ∈M) . (14)
Observe that for a 0-form h ∈ C∞(N), we have tf⊗∗m = id, so that
f ∗h = h ◦ f . (15)
Proposition 5. Let M
f→ N g→ P be smooth maps between manifolds. We have
(g ◦ f)∗ = f ∗ ◦ g∗ .
Moreover, f ∗ : Ω(N)→ Ω(M) is an associative unital R-algebra homomorphism.
Proof. Let ω ∈ Ωp(P ) and let m ∈ M . It follows from the deﬁnition of a pullback and
from Lemma 1 that
((g ◦ f)∗ ω )m = t(g ◦ f)⊗∗m ωg(f(m))
= t
(
g⊗∗f(m) ◦ f⊗∗m
)
ωg(f(m))
= tf⊗∗m
(
tg⊗∗f(m) ωg(f(m))
)
= tf⊗∗m
(
(g∗ω)f(m)
)
= ((f ∗ ◦ g∗) ω)m .
As for the homomorphism property, it is clear from Deﬁnition (14) that f ∗ is linear.
Moreover, the constant function 1N : N 3 n 7→ 1 ∈ R is the unit of Ω(N) and we get
from Equation (15) that f ∗1N = 1M . Eventually, since tf⊗∗m =
t(f⊗∗m) = (
tf∗m)⊗, the
latter being deﬁned as algebra homomorphism, we get
(f ∗ (ω ∧ ω′))m = tf⊗∗m (ω ∧ ω′)f(m) = tf⊗∗m (ωf(m) ∧ ω′f(m)) =
tf⊗∗m ωf(m) ∧ tf⊗∗m ω′f(m) = (f ∗ ω ∧ f ∗ ω′)m .
Exercise. Let ω ∈ Ωp(N), f ∈ C∞(M,N) and consider a chart (V, (y1, . . . , yn)) of N .
Prove that if
ω|V =
∑
j1<...<jp
ωj1...jp d y
j1 ∧ . . . ∧ d yjp ,
then
(f ∗ω)|f−1(V ) =
∑
j1<...<jp
ωj1...jp ◦ f d(yj1 ◦ f) ∧ . . . ∧ d(yjp ◦ f) .
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Consider now the case p = n and f = φ ∈ Diff(U, V ), where U ⊂ Rn. Show that, if
the coordinates of U are denoted by x = (x1, . . . , xn) and if we set yi(φ(x)) = yi(x), we
obtain
(φ∗ω)x = det(∂xy) h(y(x)) d x1 ∧ . . . ∧ dxn ,
where we wrote h instead of ω1...n .
2.4.3 Pushforward of contravariant tensor ﬁelds by a diﬀeomorphism
Let
f ∈ Diff(M,N)
and try to deﬁne a pushforward map
f∗ : Γ(⊗pTM) 3 T 7→ f∗T ∈ Γ(⊗pTN) .
Here the known object is a ﬁeld Tm ∈ ⊗pTmM (m ∈ M) and the object we look for
is (f∗T )n ∈ ⊗pTnN (n ∈ N). It is clear that f⊗∗m ∈ L1(⊗pTmM,⊗pTf(m)N) (m ∈ M),
so that it suﬃces to choose m = f−1(n) (here we use the assumption that f is a
diﬀeomorphism). Hence the deﬁnition
(f∗T )n =
(
f⊗∗mTm
)
m=f−1(n) (n ∈ N) .
Proposition 6. Consider M
f→ N g→ P two diﬀeomorphisms between manifolds. The
pushforward veriﬁes
(g ◦ f)∗ = g∗ ◦ f∗ .
Exercise. Prove the preceding proposition.
2.5 Lie derivative of tensor ﬁelds
2.5.1 Deﬁnition and properties
The Lie derivative of a (p, q)-tensor ﬁeld T ∈ Γ(⊗pqTM) is deﬁned along the same
lines as the Lie derivative of a vector ﬁeld Y ∈ Vect(M) = Γ(TM) = Γ(⊗10TM), i.e. of
a (1, 0)-tensor ﬁeld.
Take a tensor ﬁeld T ∈ Γ(⊗pqTM), a vector ﬁeld X ∈ Vect(M), and a point m ∈M.
To compute the value (LXT )m at m of the Lie derivative of T with respect to X, i.e.
the variation at m of T in the direction of X, we have to compare Tm and Tϕt(m),
where ϕt is the ﬂow of X and where t ' 0. The point is that Tm ∈ ⊗pqTmM and
Tϕt(m) ∈ ⊗pqTϕt(m)M . Hence, if we wish to subtract Tm from Tϕt(m), we have ﬁrst to
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transfer Tϕt(m) into the space that contains Tm. Assume, for convenience, that X is
complete. As ϕt ∈ Diff(M), we have
(ϕt∗m)−1 = ϕ−t∗ϕt(m) ∈ Isom(Tϕt(m)M,TmM)
and
ϕ⊗−t∗ ∈ Isom(⊗pqTϕt(m)M,⊗pqTmM) ,
where, to simplify notations, we omitted the point ϕt(m) at which the derivative ϕ−t∗
is computed. Hence, the deﬁnition
(LXT )m = limt→0
ϕ⊗−t∗Tϕt(m) − Tm
t
= dt|t=0 ϕ⊗−t∗Tϕt(m) ∈ ⊗pqTmM . (16)
As in the case of the Lie derivative of a vector ﬁeld, the local form of ϕ⊗−t∗Tϕt(m) shows
that this curve is smooth with respect to t and m, so that the derivative makes sense
and deﬁnes a smooth tensor ﬁeld LXT ∈ Γ(⊗pqTM).
The Lie derivative of a diﬀerential form ω ∈ Ωp(M) = Γ(∧pT ∗M), i.e. of a skew-
symmetric covariant tensor ﬁeld, is deﬁned analogously.
The Lie derivative has good properties.
Proposition 7. 1. The Lie derivative preserves the type of the tensor ﬁeld, i.e., for
any X ∈ Vect(M), if T ∈ Γ(⊗pqTM), then LXT ∈ Γ(⊗pqTM), if ω ∈ Ωp(M), then
LXω ∈ Ωp(M)...
2. The Lie derivative is local in each argument and bilinear.
3. For any X ∈ Vect(M), any T ∈ Γ(⊗pqTM), and any S ∈ Γ(⊗rsTM), we have
LX(T ⊗ S) = (LXT )⊗ S + T ⊗ (LXS) ,
if ω ∈ Ωp(M) and ω′ ∈ Ωq(M), we get
LX(ω ∧ ω′) = (LXω) ∧ ω′ + ω ∧ (LXω′) ,
and similar results hold true for other types of tensor ﬁelds and the corresponding
tensor product. In other words, LX , X ∈ Vect(M), is a (graded) derivation (of
degree 0) of the algebras (Γ(⊗TM),⊗), (Ω(M),∧), ...
4. If X ∈ Vect(M), T ∈ Γ(⊗pqTM), ω1, . . . , ωp ∈ Ω1(M), and X1, . . . , Xq ∈
Vect(M), we obtain
LX (T (ω
1, . . . , ωp, X1, . . . , Xq)) = (LXT )(ω
1, . . . , ωp, X1, . . . , Xq)
+
∑p
i=1 T (ω
1, . . . , LXω
i, . . . , ωp, X1, . . . , Xq)
+
∑q
j=1 T (ω
1, . . . , ωp, X1, . . . , LXXj, . . . , Xq) .
(17)
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5. For any T ∈ Γ(⊗TM) and any X, Y ∈ Vect(M),
L[X,Y ]T = LX(LY T )− LY (LXT ) ,
i.e.
L[X,Y ] = [LX , LY ] (18)
in Γ(⊗TM).
Proof. 1. By construction.
2. The expression LXT is linear with respect to T by construction. Linearity with
respect to X comes  as in the case of the Lie derivative of vector ﬁelds  from
the local form of LXT , whereas locality is almost obvious.
3. The proofs of these results are similar. For instance,
LX(T ⊗ S)m = dt|t=0 ϕ⊗−t∗(T ⊗ S)ϕt(m)
= dt
(
ϕ⊗−t∗ Tϕt(m) ⊗ ϕ⊗−t∗ Sϕt(m)
)∣∣
t=0
=
(
dt
(
ϕ⊗−t∗ Tϕt(m)
)⊗ ϕ⊗−t∗ Sϕt(m))∣∣t=0
+
(
ϕ⊗−t∗ Tϕt(m) ⊗ dt
(
ϕ⊗−t∗ Sϕt(m)
))∣∣
t=0
= (LXT )m ⊗ Sm + Tm ⊗ (LXS)m .
4. To avoid cumbersome notations, we prove the announced result for
ω := T ∈ Γ(⊗01TM) = Γ(T ∗M) = Ω1(M) .
In this case, it reads
LX(ω(Y )) = (LXω)(Y ) + ω(LXY ) ,
where we wrote Y instead of X1. Observe ﬁrst that
ϕ⊗−t∗ωϕt(m)(ϕ
⊗
−t∗Yϕt(m)) =
tϕt∗ωϕt(m)(ϕ−t∗Yϕt(m))
= ωϕt(m)(ϕt∗ϕ−t∗Yϕt(m))
= ϕ⊗−t∗(ωϕt(m)(Yϕt(m))) ,
since ϕt and ϕ−t are inverses and since the extension `⊗ of any linear map ` is
identity on real numbers. If follows that
(LX(ω(Y )))m = dt|t=0 ϕ⊗−t∗(ωϕt(m)(Yϕt(m)))
= dt|t=0 ϕ⊗−t∗ωϕt(m)(ϕ⊗−t∗Yϕt(m))
=
(
dt|t=0 ϕ⊗−t∗ωϕt(m)
)
(Ym) + ωm
(
dt|t=0 ϕ⊗−t∗Yϕt(m)
)
= ((LXω)(Y ) + ω(LXY ))m .
The extension to an arbitrary T ∈ Γ(⊗pqTM) is straightforward.
Tensor calculus, Norbert Poncin, January 16, 2012 82
5. We prove the announced result at the end of Section 2.6.
2.5.2 Local forms
Equation (17) in Proposition 7 intrinsically gives LXT in terms of the Lie derivatives
of a function (C∞(M) = Γ(⊗00TM)), diﬀerential 1-forms (Ω1(M) = Γ(⊗01TM)), and
vector ﬁelds (Vect(M) = Γ(⊗10TM)). In this subsection, we provide the local forms of
the Lie derivatives of a function, a vector ﬁeld, and a diﬀerential 1-form.
When applying Deﬁnition (16) of the Lie derivative of an arbitrary tensor ﬁeld
T ∈ Γ(⊗pqTM), in the direction of X ∈ Vect(M), to a function f ∈ C∞(M), we get, for
any m ∈M,
(Xf)(m) := (LXf)m = dt|t=0 f(ϕt(m)) =
f∗m dt|t=0 ϕt(m) = f∗mXm = (dm f)(Xm) = X(d f)|m . (19)
Is is now easily checked that the local expression of LXf in a chart (U, (x
1, . . . , xn)) of
M is
(LXf) |U=
∑
i
X i∂xif , (20)
if X |U=
∑
iX
i∂xi . It is worth to remember that
Xf = LXf = (d f)(X) = X(d f) .
The relationship
[fX, gY ] = fg[X, Y ] + f(Xg)Y − g(Y f)X
(f, g ∈ C∞(M), X, Y ∈ Vect(M)) between the Lie and the module structures of
Vect(M), allows to quickly recover the local expression of LXY . If X |U=
∑
iX
i∂xi
and Y |U=
∑
j Y
j∂xj , then
(LXY ) |U=
∑
i
(∑
j
Xj∂xjY
i −
∑
j
Y j∂xjX
i
)
∂xi . (21)
When applied to X, Y ∈ Vect(M), and ω ∈ Ω1(M), such that X|U =
∑
j X
j∂xj ,
Y |U = ∂xi , and ω |U =
∑
j ωj dx
j, the property LX (Y (ω)) = (LXY )(ω)+Y (LXω) leads
to the local form
(LXω) |U=
∑
i
(∑
k
Xk∂xk ωi +
∑
j
ωj∂xiX
j
)
dxi . (22)
Note that in the preceding computations we implicitly used the locality of the Lie
derivative, i.e. the fact that
(LXT ) |U = LX|U T |U .
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2.6 De Rham diﬀerential and Cartan calculus
We know that the diﬀerential of a function f ∈ C∞(M) = Ω0(M) is a diﬀerential
1-form d f ∈ Ω1(M). Moreover, the linear map
d : Ω0(M) 3 f 7→ d f ∈ Ω1(M)
is a derivation, i.e.
d(fg) = (d f)g + f(d g) ,
for any f, g ∈ C∞(M). This derivation d can be extended from functions, or diﬀerential
0-forms, to diﬀerential p-forms, p > 0.
Theorem 1. There exists a unique linear map
d : Ωp(M)→ Ωp+1(M) ,
p ≥ 0, called the de Rham diﬀerential or exterior diﬀerential, which satisﬁes the follow-
ing requirements:
1. The de Rham diﬀerential extends the diﬀerential of functions.
2. For any ω ∈ Ωp(M) and any ω′ ∈ Ω(M),
d(ω ∧ ω′) = (dω) ∧ ω′ + (−1)pω ∧ (dω′) ,
i.e. d is a graded derivation of degree 1 of the graded commutative algebra
(Ω(M),∧) of diﬀerential forms.
3. The map d is a diﬀerential on Ω(M) in the sense of Homological Algebra, i.e. an
endomorphism of Ω(M), such that d2 = d ◦ d = 0.
Proof. 1. We ﬁrst prove uniqueness of d.
If d exists, it is a local operator. This follows as usual from the derivation property.
Indeed, if ω ∈ Ω(M) and U is an open subset of M such that ω|U = 0, and if m ∈
U , consider a bump function γ around m, i.e. a function γ ∈ C∞(M) such that
supp γ ⊂ U and γ = 1 in some neighborhood V ⊂ U of m. Then, ω = (1 − γ)ω and
dω = d(1− γ) ∧ ω + (1− γ) dω, so that (dω)|V = 0. In view of this locality property,
if two diﬀerential forms ω, ω′ ∈ Ω(M) coincide in an open subset U ⊂ M , then their
diﬀerentials coincide as well, i.e. (dω)|U = (dω′)|U .
Let us also recall that local operators can be restricted to open subsets U ⊂ M .
In the case of d : Ωp(M) → Ωp+1(M), this means that there exists an operator d |U :
Ωp(U) → Ωp+1(U) such that, in particular, for any ω ∈ Ω(M), d |Uω|U = (dω)|U .
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Indeed, let ωU ∈ Ωp(U) (observe that we denote by ωU a form over U and by ω|U
the restriction to U of a form over M). To deﬁne d |UωU ∈ Ωp+1(U), we consider, for
every m ∈ U , a bump function γV ∈ C∞(M) around m that is equal to 1 in some
neighborhood V ⊂ U of m and equal to 0 in M \ U . Then γV ωU ∈ Ωp(M) and we can
set
(d|U ωU)|V := d(γV ωU)|V ∈ Ωp+1(V ) .
In any overlap V ∩ V ′, the two deﬁnitions coincide, i.e. d(γV ωU) = d(γV ′ωU), since
there γV ωU = γV ′ωU . Hence, we obtain a well-deﬁned form d|U ωU ∈ Ωp+1(U). It
follows that, for the restriction ω|U ∈ Ωp(U) of a form ω ∈ Ωp(M), we have
d|U ω|U = (dω)|U .
Take now a diﬀerential form ω ∈ Ωp(M), a chart (U, (x1, . . . , xn)), a point m ∈ U
and a bump function γV as above. If
ω|U=
∑
i1<...<ip
ωi1...ip dx
i1 ∧ . . . ∧ dxip , (23)
we necessarily have
(dω)|V = (d|U ω|U)|V = d
∑
i1<...<ip
γV ωi1...ip d(γV x
i1) ∧ . . . ∧ d(γV xip) |V
=
∑
i1<...<ip
d(γV ωi1...ip) ∧ d(γV xi1) ∧ . . . ∧ d(γV xip) |V
=
∑
i1<...<ip
dωi1...ip ∧ dxi1 ∧ . . . ∧ dxip |V ,
where we wrote, exactly as in Equation (23), d instead of d |U (indeed, we write dif-
ferentials of functions over U , e.g. dxi, in this a bit unprecise way as from the very
beginning). Hence,
(dω)|U =
∑
i1<...<ip
dωi1...ip ∧ dxi1 ∧ . . . ∧ dxip , (24)
so that d is actually unique.
2. We now prove existence of d. We ﬁrst construct d in a chart (U, (x1, . . . , xn)) and
verify that this dU : Ω
p(U)→ Ωp+1(U) has all the required properties. Then, we show
that the dU -s can be glued, thus providing a d : Ω
p(M) → Ωp+1(M) that inherits the
same properties.
2.a. For any chart (U, (x1, . . . , xn)) and any ωU ∈ Ωp(U),
ωU =
∑
i1<...<ip
ωi1...ip dx
i1 ∧ . . . ∧ dxip ,
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we deﬁne dU ωU , see Equation (24), by
dU ωU :=
∑
i1<...<ip
dωi1...ip ∧ dxi1 ∧ . . . ∧ dxip , (25)
so that dU ∈ L(Ωp(U),Ωp+1(U)) and coincides on Ω0(U) = C∞(U) with the diﬀerential
of functions. Further, for any ω = f dxi1 ∧ . . . ∧ dxip ∈ Ωp(U) and any ω′ = g dxj1 ∧
. . . ∧ dxjq ∈ Ωq(U) (to simplify notations we omit sums and indices), we ﬁnd
dU(ω ∧ ω′) = dU
(
(f dxi1 ∧ . . . ∧ dxip) ∧ (g dxj1 ∧ . . . ∧ dxjq))
= dU
(
(f g) dxi1 ∧ . . . ∧ dxip ∧ dxj1 ∧ . . . ∧ dxjq)
= ((d f) g + f (d g)) ∧ dxi1 ∧ . . . ∧ dxip ∧ dxj1 ∧ . . . ∧ dxjq
= (d f ∧ dxi1 ∧ . . . ∧ dxip) ∧ (g dxj1 ∧ . . . ∧ dxjq)
+ (−1)p(f dxi1 ∧ . . . ∧ dxip) ∧ (d g ∧ dxj1 ∧ . . . ∧ dxjq)
= (dU ω) ∧ ω′ + (−1)pω ∧ (dU ω′) .
As for the property d2U = 0, note that
d2U ω = dU
(
dU(f dx
i1 ∧ . . . ∧ dxip))
= dU
(∑
k
∂xkf dx
k ∧ dxi1 ∧ . . . ∧ dxip
)
=
∑
k,`
∂x`∂xkf dx
` ∧ dxk ∧ dxi1 ∧ . . . ∧ dxip
= 0 ,
in view of the symmetry ∂x`∂xkf = ∂xk∂x`f and the antisymmetry dx
`∧dxk = −dxk∧
dx`.
If ω ∈ Ωp(M), then, for any chart domains U, V ⊂ M , dU ω|U ∈ Ωp+1(U) and
dV ω|V ∈ Ωp+1(V ). We will prove that the latter forms coincide on U ∩ V , so that they
can be glued to deﬁne a (p+ 1)-form on U ∪ V . When considering all chart domains of
an atlas of M , we thus get a map d ∈ L(Ωp(M),Ωp+1(M)), which inherits the required
properties from the underlying dU -s.
Denote now by (x1, . . . , xn) (resp., (y1, . . . , yn)) the coordinates in U (resp., V ). Let
us examine the case ω ∈ Ω1(M): ω|U = ωi dxi and ω|V = ω′j d yj, where sums are
understood. Hence, we have
ωi dx
i = ω′j d y
j
in U ∩ V , and must show that, in this overlap,
∂xkωi dx
k ∧ dxi = dωi ∧ dxi = dω′j ∧ d yj = ∂y`ω′j d y` ∧ d yj . (26)
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Since dxi = Aik d y
k = ∂ykx
i d yk and ωi = A
′j
i ω
′
j = ∂xiy
j ω′j, the ﬁrst sum reads
∂xk∂xiy
j∂y`x
k∂ymx
iω′j d y
` ∧ d ym + ∂xiyj∂y`xk∂ymxi∂xkω′j d y` ∧ d ym.
As the Jacobian matrices ∂xy and ∂yx are inverses, the last term is equal to dω
′
j ∧
d yj. The ﬁrst term vanishes in view of the above-mentioned symmetry-antisymmetry
argument.
The next theorem provides the main properties of the de Rham diﬀerential.
Theorem 2. Let M and N be two manifolds.
1. For any f ∈ C∞(M,N),
d ◦f ∗ = f ∗ ◦ d .
2. For any X ∈ Vect(M), we have in Ω(M),
LX = [iX , d] = iX ◦ d + d ◦ iX . (27)
3. For any X ∈ Vect(M),
[LX , d] = LX ◦ d− d ◦LX = 0 . (28)
4. If ω ∈ Ωp(M), Xi ∈ Vect(M), i ∈ {0, . . . , p}, we have
(dω)(X0, . . . , Xp) =
p∑
i=0
(−1)iXi (ω(X0, . . . , ıˆ, . . . , Xp))
+
∑
i<j
(−1)i+jω([Xi, Xj], X0, . . . , ıˆ, . . . , ˆ, . . . , Xp) ,
(29)
where ıˆ means, as usual, that the corresponding argument, here Xi, is omitted.
Proof. 1. Let g ∈ C∞(N). Since f ∗g = g ◦ f , we get, for any m ∈M ,
(f ∗ d g)m = tf∗m(d g)f(m) = Tf(m)g ◦ Tmf = (d f ∗g)m ,
so that the property holds true on 0-forms. Let now ω ∈ Ωp(N), p > 0, let
(V, (y1, . . . , ys)) be a chart of N , and let U = f−1(V ). In U , we have
f ∗ dω = f ∗ d(g d yj1 ∧ . . . ∧ d yjp) = f ∗ d g ∧ f ∗ d yj1 ∧ . . . ∧ f ∗ d yjp
and
d f ∗ω = d (f ∗g ∧ f ∗ d yj1 ∧ . . . ∧ f ∗ d yjp) = (d f ∗g) ∧ f ∗ d yj1 ∧ . . . ∧ f ∗ d yjp .
Eventually, f ∗ dω = d f ∗ω in U and thus everywhere in M .
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2. Remember that iX (resp., d) is a graded derivation of degree −1 (resp., 1) of
(Ω(M),∧). It follows that the graded commutator
[iX ,d] = iX ◦ d−(−1)(−1)·1 d ◦ iX = iX ◦ d + d ◦ iX
is a (graded) derivation (of degree −1 + 1 = 0). The same is true for LX . In
view of their locality, these derivations coincide if they do on a coordinate patch.
Hence, it suﬃces to prove that they coincide on functions and exact forms. It is
clear that, for any function g,
LXg = (d g)(X) = iX(d g) = iX(d g) + d(iXg) = [iX ,d] g .
Moreover, if we prove that LX(d g) = d(LXg), we get
LX(d g) = d(iX(d g)) = (iX ◦ d + d ◦ iX)(d g) = [iX ,d](d g) .
Since, for any m ∈M ,
(LX(d g))m = dt|t=0 ϕ⊗−t∗(d g)ϕt(m)
= dt
tϕt∗(d g)ϕt(m)
∣∣
t=0
= dt (ϕ
∗
t d g)m |t=0
= ∂t dϕ
∗
tg |t=0,m
= d ∂t (g ◦ ϕt) |t=0,m
= (d(LXg))m ,
the proof is complete.
3. The result is an immediate consequence of the preceding one.
4. For p = 0 and ω = f ∈ Ω0(M), the announced result reads (d f)(X0) = X0(f),
which is nothing but Equation (19). We now proceed by induction. It then follows
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from (27) and (17) that
(dω)(X0, X1, . . . , Xp) = (iX0 dω)(X1, . . . , Xp)
= (LX0ω)(X1, . . . , Xp)− (d iX0ω)(X1, . . . , Xp)
=X0(ω(X1, . . . , Xp))−
p∑
i=1
ω(X1, . . . , [X0, Xi], . . . , Xp)
−
p∑
i=1
(−1)i−1Xi
(
(iX0ω)(X1, . . . , ıˆ, . . . , Xp)
)
−
∑
1≤i<j≤p
(−1)i+j(iX0ω)([Xi, Xj], . . . , ıˆ, . . . , ˆ, . . .)
=
p∑
i=0
(−1)iXi (ω(X0, . . . , ıˆ, . . . , Xp))
+
∑
0≤i<j≤p
(−1)i+jω([Xi, Xj], . . . , ıˆ, . . . , ˆ, . . .) .
Exercise. Write Equation (29) explicitly for p = 1 and p = 2.
Proposition 8. For any vector ﬁelds X, Y ∈ Vect(M), the results
[d, iX ] = LX , [d, LX ] = 0, [iX , iY ] = 0, [LX , iY ] = i[X,Y ], and [LX , LY ] = L[X,Y ]
(30)
concerning graded commutators of the degree −1 (resp., 0, 1) derivations iX (resp., LX ,
d) of the algebra (Ω(M),∧) hold true and are referred to as Cartan calculus on smooth
manifolds.
Proof. The ﬁrst and second results are henceforth well-known, see Equations (27) and
(28); the third is a direct consequence of the skew-symmetry of diﬀerential forms. As
for the fourth, note that both sides are graded derivations of the algebra (Ω(M),∧).
It follows that they are local and that it thus suﬃces to prove that they coincide
over a coordinate patch. Hence, it is enough to show that they coincide on functions
and 1-forms. Since they have degree −1, they both vanish on functions, whereas, for
ω ∈ Ω1(M), we get
i[X,Y ]ω = ω([X, Y ]) = ω(LXY ) = LX(ω(Y ))− (LXω)(Y ) = [LX , iY ]ω ,
in view of Equation (17). We already observed that the last of the equations (30) is
valid on functions and on vector ﬁelds, see Chapter `Vector Fields'. Since the graded
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commutator of graded derivations of Ω(M) is a graded Lie algebra bracket, it veriﬁes
the graded Jacobi identity,
L[X,Y ] = [d, i[X,Y ]] = [d, [LX , iY ]] = [[d, LX ], iY ] + [LX , [d, iY ]] = [LX , LY ] ,
so that this result holds true on diﬀerential forms as well. This completes the proof of
Proposition 8. However, we still have to prove Equation (18) of Proposition 7, i.e. we
must show that the result is valid for any tensor ﬁeld T ∈ Γ(⊗TM). Again, both sides
L[X,Y ] and [LX , LY ] being derivations of (Γ(⊗TM),⊗) and therefore local operators,
we just need to check that they coincide over a coordinate patch (U, x1, . . . , xn). Since
a tensor ﬁeld reads there
TU =
∑
i1,...,ip
j1,...,jq
t
i1...ip
j1...jq
∂xi1 ⊗ . . .⊗ ∂xip ⊗ dxj1 ⊗ . . .⊗ dxjq ,
see Equation (6), these derivations coincide at TU , as they do on functions, vector ﬁelds,
and diﬀerential forms.
3 Exercises
Additional exercises  relating to the whole course  will be suggested in separate
ﬁles that will be made available in the UL Learning Management System MOODLE.
4 Disclaimer
The present text was used as a reference for a Master course given by the author at
the University of Luxembourg. Since the notes grew gradually over a number of years,
some bibliographic data might have been lost or forgotten; in this case, the author
would like to apologize and would be glad to add those references.
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