We reconstruct evolution of the dark energy (DE) density using a nonparametric Bayesian approach from a combination of latest observational data. We caution against parameterizing DE in terms of its equation of state as it is not always well-defined in modified gravity models and can result in a bias preventing negative effective DE densities. Our results indicate a 3.7σ preference for an evolving effective DE density with interesting features. For example, it oscillates around the ΛCDM prediction at z 0.7, and could be negative at z 2.3; dark energy can be pressure-less at multiple redshifts during evolution, and a short period of cosmic deceleration is allowed by current data at 0.1 z 0.2. We perform the reconstruction for several choices of the prior, as well as a Bayesian-weighted reconstruction, and find that some of the dynamical features, such as the oscillatory behaviour of the DE density, are supported by the Bayesian evidence. Introduction. The Λ Cold Dark Matter (ΛCDM) model has been the working model of cosmology since the discovery of cosmic acceleration [1, 2] . Over the past two decades it withstood a multitude of tests as increasingly accurate and comprehensive cosmic microwave background (CMB) [3, 4] , supernovae (SNe) [5, 6] , galaxy clustering [7] and weak lensing [8, 9] data became available. While ΛCDM has been successful at fitting all of the available data, there are good reasons to keep an open mind regarding its possible extensions and alternatives. The two main ingredients of the model, Λ and CDM, are still not understood at the fundamental level. Direct searches of dark matter have so far failed, while the observed value of the vacuum energy implies a technically unnatural fine-tuning of Λ in the context of the effective field theory [10] , which is the framework for the present understanding of particle interactions.
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The extremely accurate measurement of the CMB temperature and polarization spectra by Planck [4] significantly reduced the error bars on the parameters of ΛCDM. With this dramatic improvement in precision, it is perhaps not surprising that several 2-3 σ level tensions have appeared between Planck and other datasets, as well as within the Planck data itself [11] , when interpreted within the ΛCDM model. For instance, the locally measured value of the Hubble constant H 0 is off by 3.5 σ from the Planck best fit [12] . The expansion rate at z = 2.34, implied by the Baryon Oscillation Spectroscopic Survey (BOSS) baryonic acoustic oscillations (BAO) measurement from the Lyman-α forest [13, 14] , disagrees at a ∼ 2.7 σ level with the prediction of the best fit ΛCDM model. These tensions are not at a significance level sufficient to rule out ΛCDM -they could simply be statistical fluctuations [15] . It is also possible that they are caused by unaccounted systematic effects in the measurements or the modelling of the data. However, it is worth noting that these tensions have persisted and got stronger over the past three years, fuelling significant interest in possible extensions of ΛCDM, such as dynamical dark energy (DE) [16] [17] [18] , interacting DE and dark matter [19] [20] [21] [22] , and other extensions of ΛCDM.
A reconstruction of the effective DE equation of state (EOS) w eff DE (a) from a combination of recent data was presented in [16] . It was shown that there is a clear preference for w eff DE < −1, along with a possible crossing of the w eff DE = −1 divide. Such behaviour would be impossible for a minimally coupled scalar field DE, such as quintessence [23] [24] [25] , as it would imply a "ghost" degree of freedom [26, 27] , i.e., one with the energy unbounded from below. However, such a ghostly behaviour can occur in non-minimally coupled DE models, i.e., where DE and matter interact through an additional scalar force [19, 28] . There, the w eff DE measured in [16] would not be the EOS of the scalar field, but it would be an effective quantity that depends on the coupling to matter. Not only the effective w eff DE is allowed to be phantom and to cross −1, but the effective dark energy density (defined below) is also allowed to change sign. In such cases, parametrizing DE through w eff DE is unnecessarily restrictive as it, by design, does not allow for a negative DE density. We address this issue in this work by directly reconstructing the effective DE density.
We define the effective DE in a purely phenomenological way, by letting it describe all the contributions to the standard Friedmann equation other than matter and radiation. Namely, the effective DE density ρ
where a is the scale factor, and X(a) ≡ ρ eff DE (a)/ρ eff DE (1). We assume a flat universe, so that Ω r + Ω M + Ω DE = 1 and H(a = 1) = H 0 . 
which can be readily solved to give
Working with the EOS has several benefits. For the cosmological constant, w Λ = −1 independent of the value of Λ, making it easy to separate tests of the DE dynamics from other cosmological parameters. In models such as quintessence [23] [24] [25] [29] [30] [31] [32] [33] [34] [35] [36] . Thus, parameterizing the expansion history via the effective DE EOS in Boltzmann codes used for model-independent tests of gravity, such as MGCAMB [37, 38] , EFTCAMB [39, 40] and hiCLASS [41] , could lead to a bias, as it assumes that ρ eff DE > 0 at all times. This is particularly relevant because the data indicate a preference for w DE < −1, which is prohibited for quintessence but can happen in modified gravity and brane-world models [19, 28, [42] [43] [44] [45] [46] . For these reasons, looking directly at the evolution of DE density is more appropriate. Avoiding the assumption of a positive ρ DE also allows one to constrain models such as "Everpresent Λ" [47] [48] [49] in which the observed cosmological "constant" fluctuates between positive and negative values.
Data and Method. In what follows, we use the correlated prior method of [50, 51] to reconstruct the evolution of DE density from the available datasets used to probe the background expansion. We start with a brief review of the datasets and the reconstruction method.
Our definition of the effective DE, given in Eq. (1), is purely phenomenological and quantifies the cumulative contribution to the standard Friedmann equation from any terms other than the usual matter and radiation densities. Such an effective DE could include modifications of gravity, non-minimal interactions with matter, etc. Without a specific underlying theory of DE, we are unable to calculate cosmological perturbations and, therefore, we only consider observables which the Friedmann equation can predict. In what follows, we consider the following datasets that probe the background expansion history:
• CMB distance priors consisting of the CMB shift parameters R ≡ Ω m H 2 0 r(z * )/c, the acoustic scale a ≡ πr(z * )/r s (z * ), where r(z * ) and r s (z * ) are the comoving distance and the comoving sound horizon at photo-decoupling epoch respectively, and the baryon density ω b ≡ Ω b h 2 in [52] , which are derived from the 2015 Planck (PLC15) temperature and polarization power spectra, and CMB lensing [53] ;
• The "Joint Light-curve Analysis" (JLA) supernovae sample [54] , which consists of 740 supernovae data points in the redshift range 0.01 < z < 1.3;
• BAO distance measurements from 6dF Galaxy Survey (6dFGS) [55] , SDSS DR7 Main Galaxy Sample (MGS) [56] , tomographic BOSS DR12 (TomoBAO) [57] and eBOSS DR14 quasar sample (DR14Q) [58] ;
• The BAO measurement from the Lyman-α forest (LyαFBAO) of BOSS DR11 quasars [13, 14] . This provides a measurement of the angular diameter distance D A (z) and H(z) at redshift z ≈ 2.34;
• The local value of the Hubble parameter determined from the near-infrared observations of Cepheid variables, H 0 = 73.24±1.74 km s
. This value is in tension with the prediction of the best fit ΛCDM model [16, 18] , it suggests that the current expansion rate is higher than predicted;
• The recently compiled 30 Observational Hubble parameter Data (OHD) H(z) points in the 0 < z < 2 range, found from the differential age evolution of the massive and passively evolving galaxies [59] .
The starting point of the reconstruction is to parameterise X(a), defined in Eq. (1), in terms of its values at N discrete values of a. Namely, we have X(a) in bins X i = X(a i ), i = 1, ..., N , with a i distributed uniformly in the interval a ∈ [0.001, 1]. We take N = 40, which is tested to be sufficiently large so that further increases do not affect the reconstruction results. If the values of X i were assumed to be independent in each bin, simply fitting them to data would yield extremely large uncertainties, rendering the reconstruction useless. Also, in any specific theory of DE, the values of the effective DE density in neighbouring bins would be correlated. Thus, assuming the bins to be completely independent is an unreasonably strong assumption from the theoretical perspective. Motivated by these considerations, we use the method of [50, 51] and introduce a prior that correlates the neighbouring bins. Specifically, we take X(a) to be a Gaussian random variable with a given correlation ξ between its values at a and a , i.e.,
is a reference fiducial model, and the correlation function ξ is chosen so that it is nonzero for |a − a | below a given "correlation length", while vanishing at larger separations. We adopt the CPZ form [50, 51] for the correlation, namely,
, where a c determines the correlation length and ξ(0) sets the strength of the prior. The latter can be related to the expected variance in the mean value of X, σ 2 m , through σ 2 m πξ(0)a c /(a max − a min ). Rather than setting the value of ξ(0) directly, we set σ m which, given a c , allows us to determine ξ(0).
In the reconstruction analysis, we adopt a c = 0.06 and σ m = 0.04 as our "standard" working prior. These values were used in [16] to reconstruct w DE (a). Their physical meaning is, of course, different, as w DE and X are related through an integral and, therefore, have different correlation properties. In the absence of theoretical guidance on the correlation of X, we use the same prior by default, but also perform reconstructions using a range of other values of a c and σ m to better understand the role of the prior. We find that our standard prior is rather weak in the sense that decreasing a c or increasing σ m increases the uncertainties but does not change the shape of the reconstruction. We show results with a few stronger priors in the Appendix. As expected, in the limit of a c → 1 or σ m → 0 the reconstructed X becomes a constant.
Our binning scheme for X includes eight bins in the redshift range 3 < z < 1000, between the redshift of the LyαFBAO measurement and the last scattering surface of the CMB. The reason for keeping these eight bins, even though there are no data points in that range, as opposed to replacing them with one wide bin, is to simplify the evaluation of the prior covariance which can be performed analytically for uniformly spaced bins. However, physically, there is no new information that can be gained from having these additional degrees of freedom at z > 3. To see what role they play in our reconstruction we performed reconstructions with a single wide bin for a ∈ [0.001, 0.206], or z ∈ [3.85, 1000]. In one case, the value of X in the wide bin was simply fixed to 1, while in the other it was allowed to vary freely, uncorrelated with the 32 bins at lower redshifts. As we show in the Appendix, the reconstruction of X at a ∈ [0.206, 1], which is the range actually probed by observations, is largely unaffected by what is assumed at higher redshifts.
We use PolyChord 1 [60, 61] , a nested sampling plugin for CosmoMC 2 [62] which enables computation of the Bayesian evidence, to sample the parameter space
where Ω b h 2 and Ω c h 2 are the physical densities of baryon and cold dark matter respectively, Θ s is the ratio of the sound horizon to the angular diameter distance at the decoupling epoch (multiplied by 100), X i (i = 1, ..., 40) are the binned DE density parameters, and N collectively denotes all the data nuisance parameters that need to be marginalised over. All parameters are sampled from sufficiently wide flat priors. In particular, the range for all the X bins is set to be [1 − ∆ X , 1 + ∆ X ] with ∆ X = 4 as a the default value. To test how the reconstruction and Bayesian evidence for dynamical DE changes with the strength of the prior, we additionally perform reconstructions for a set of ∆ X values logarithmically spaced in the interval ∆ X ∈ [0.01, 4]. We also run a special case with ∆ X = 0, which represents the ΛCDM model, for a comparison. A modified version of CAMB 3 [63] is used to calculate theoretical predictions. Results. To show how each particular dataset affects the reconstruction result, we reconstruct X(z) from various data combinations. We first combine a collection of datasets with no reported tensions among themselves into a "Base" dataset, which includes the 2015 Planck distance priors, JLA supernovae, and BAO measurements from 6dFGS, MGS and eBOSS DR14Q. We then add other datasets, one at a time, to "Base" to form other data combinations, finally combining all data together to form the most constraining dataset. The reconstructions of X(z), i.e. the best fit values and the 68% confidence level (CL) uncertainties for each bin, from these datasets are presented in panels (A-F) of Fig. 1 . One can see that X(z) reconstructed from either Base or Base+OHD is consistent with that predicted by ΛCDM, while the reconstruction derived from the other four data combinations show different levels of dynamics in X(z). For example, results derived either from Base+H 0 or Base+LyαFBAO prefer a lower X(z) at higher redshifts. Specifically, Base+LyαFBAO diminishes X at z ∼ 2.3 (it even makes X negative at z 2.3), which is due to the fact that the LyαFBAO measurement at z ∼ 2.3 is lower than the theoretical prediction of ΛCDM at around 2.5σ [13, 14] . On the other hand, Base+H 0 drags X downwards at z ∼ 1. This is because the local measurement of H 0 prefers a much greater value than that extrapolated from the best fit ΛCDM. The most effective way to fit a higher H 0 is to increase X(z = 0), but as X(z = 0) is fixed to unity by definition, X(z) has to be reduced at higher redshifts, namely, at z 1 4 . Note that, these redshift-dependent reductions of X caused by H 0 and LyαFBAO would be degenerate if one fit a constant X instead, as both datasets "pull" X in the same direction. When the tomographic BAO is added to Base, a statistically significant oscillatory feature shows up at z 0.6 (see panel B). Specially, X(z) tends to go below unity at z ∼ 0.1 and z ∼ 0.3 and above unity at z ∼ 0.2. Such details would not be revealed without the high redshift resolution BAO measurements [57, 64] . The same oscillatory feature at z 0.6 is present in the SNe data, and becomes more significant when all data are combined, as shown in panel (F). The decrease in X at z 1.5 also becomes more pronounced. In addition, a new bump appears at z ∼ 1.3 caused by the requirement to maintain a fixed distance to last scattering, set by CMB measurements, while compensating for the reduction in X at high redshifts. Panels (G,H) of Fig. 1 show a comparison of H(z) and D A (z) derived from the reconstructed X(z) using all data with observations. All quantities in these panels are rescaled by their best-fit ΛCDM values. The oscillatory features in the derived H(z) and D A (z) at z 0.7, which are directly related to those in X(z) shown in panel (F) of Fig. 1 (with the values given in Table I ), are driven by measurements of H 0 , SNe and TomoBAO. The bumpand-damp feature in H(z) at z 0.7, on the other hand, is due to the LyαFBAO measurement and the integral constraint of the CMB. This can be read from the improved χ 2 listed in Table II , namely, the XCDM model reduces the χ 2 of TomoBAO, LyαFBAO, H 0 and SNe by 4.9, 4.3, 4.1 and 4.1 respectively, meaning that it is these datasets that contribute the most to the features in X.
Our reconstruction of X(z) is consistent with w eff DE (z) reconstructed in [16] using a similar dataset 5 . In panel (A) of Fig. 2 , we compare our reconstructed X(z) to the X(z) derived from the w eff DE (z) reconstructed in [16] using the same correlated prior. One can see that the two results are consistent with each other, and also that X(z) derived from w eff DE (z) is strictly positive, which is due to the fact that working with the EOS implicitly assumes the positivity of the DE density (as apparent from Eq. (3)), which may bias the reconstruction.
In addition to X, we show two related derived quantities,
6 and q(z), which are the normalized effective dark energy pressure and the deceleration parameter, respectively. We divide the effective pressure by the energy density today, ρ Fig. 2 , we find that the rescaled pressure oscillates around the ΛCDM prediction Y = −1, and interestingly, dark energy is allowed to be pressure-less, i.e., Y = 0, at multiple redshifts, e.g., at z 0.1, 0.5, 0.9 and z 3, although only at ∼ 1σ significance. Panel (C) of Fig. 2 shows the reconstructed deceleration parameter q(z) which oscillates around the prediction of the best-fit ΛCDM model (wine dash-dotted line). Unlike in ΛCDM, where the cosmic acceleration starts at z ∼ 0.6, the best fit XCDM universe would not be accelerating until z ∼ 0.45, and then would experience a short period of deceleration during 0.1 z 0.2, although this is far from conclusive given the level of uncertainty in current observations. The best fit dynamical DE model reduces the total χ 2 by 13.9, compared to the best fit ΛCDM, which can be interpreted as it being preferred at a 3.7 σ level. However, the XCDM model has many more degrees of freedom and an appropriate way to assess the significance of DE dynamics is by evaluating the Bayesian evidence and comparing it to that of ΛCDM. For our "standard" prior, we find that the Bayes factor, which is the logarithm of the ratio of the evidences, is negative, indicating no evidence for DE dynamics in this case.
To see the extent to which these conclusions depend on the choice of the prior parameters, we perform reconstructions with different prior strength and show, in Fig. 3 , the significance, S/N = |∆χ 2 |, and the evidence as functions of ∆ X (the range of variation of X in each bin). We see that, as expected, both the S/N and the evidence approach zero when the prior is very strong. Interestingly, the evidence shows a trend of climbing towards positive values as ∆ X increases, with a peak showing up at ∆ X ∼ 0.1, and drops below zero for ∆ X 0.4. This motivates us to consider an evidence-weighted reconstruction, which linearly combines reconstructions with
different ∆ X , weighted by the Bayesian evidence, i.e.,
where Z = X, Y, q. The evidence-weighted reconstructions are shown in panels (D-F) of Fig. 2 (blue filled bands) . Compared with panels (A-C), these reconstructions retain the key features, but with a lesser significance. In particular, the overall significance of the deviation from ΛCDM reduces to (2.5 ± 0.06)σ. For comparison, shown with black curves in panels (D-F), are the results for ∆ X = 0.09, which corresponds to the maximal Bayesian evidence, ∆lnE = 0.77 ± 0.28. We find them to be very similar, as expected, since the linear combination in the evidenceweighted reconstruction is dominated by the component with maximal weight.
Conclusion and Discussions. Different levels of tension among various kinds of observations within the framework of ΛCDM necessitates the exploration of extended cosmological models beyond ΛCDM. As was shown in an earlier study [16] , dynamical DE parameterized in terms of its EOS is able to release the tension, but is not favoured over ΛCDM by the Bayesian evidence.
In this work, we take a another route to investigating the evolution of DE, namely, we reconstruct the effective DE density X from data. This is advantageous over reconstructing the EOS, as X is more directly related to data, since X(z) is essentially probing H(z), while the EOS is related to the derivative of H(z). Thus, we caution against parameterizing DE in terms of its EOS as it generally biases towards more positive values and smoother evolution of the DE density. This can also affect the Bayesian evidence -the same data can imply a positive Bayes factor for dynamical DE when using X(z) but a negative one when using w DE (z). Furthermore, X is more physically relevant than the EOS because it can be directly linked with modified gravity theories. Importantly, X can be negative in modified gravity scenarios, which is allowed in the reconstruction developed in this work, but would be forbidden if one reconstructed the EOS and derived X from it.
Using a combination of recent datasets, we find hints of dark energy dynamics in the X space at a significance of 3.7σ with interesting features. For example, X oscillates around the ΛCDM prediction at z 0.7, and can become negative at z 2.3; dark energy can be pressureless at multiple redshifts during evolution, and a short period of cosmic deceleration is allowed by current data at 0.1 z 0.2. We note that these features would have been missed if the DE density was parameterized using a simple polynomial [65] . Some of these features, but not the negativity of X at high redshift, are supported by Bayesian evidence and are present in the evidenceweighted reconstruction.
The new features of dark energy dynamics await observational scrutiny using forthcoming BAO measurements by Dark Energy Spectroscopic Instrument (DESI) 7 , Euclid 8 and Prime Focus Spectrograph (PFS) 9 . Also, gravitational wave sources accompanied by electromagnetic counterparts will eventually offer a very accurate independent estimate of H 0 at very low redshifts [66] [67] [68] . The methodology developed in this work will be useful in further studies of dark energy and modified gravity. The reconstructed evolution of X(z) from the combination of all data using our "standard" prior is shown in Fig. 4 . To help interpret the reconstruction, we also show the 1σ uncertainties around on the 40 bins from our Gaussian prior alone. The latter are obtained by running CosmoMC and letting it converge with using just the prior and no data. The fiducial model assumed by the prior is X(z) = 1, and the "best fit" to the prior alone is very close, although not identical to it, as expected. One can see that at lower redshifts the data significantly improves on the prior, while at high redshifts the reduction in uncertainties is relatively small.
There are no data points probing the expansion history between z = 2.34, where the Lyman-α forest provides a BAO measurement, and the epoch of last scattering at z ∼ 1000 probed by CMB. Thus, having several bins of X(z) in that redshift range is not justified, except for the purpose of keeping the spacing between the bins uniform.
To check that these "extra" bins do not affect the reconstruction of X(z), we try a couple of alternative choices of parametrizing X at z > 2.34. Specifically, we tried replacing the last 8 bins in the a ∈ [0.001, 0.206] range (3.85 < z < 1000) with a single wide bin and either fixed it to X = 1 or let it vary independently from other bins. As shown in Fig. 4 , the reconstructed dynamics and the size of uncertainties at z < 3 remains consistent in all three cases.
Finally, in Fig. 5 , we show the effect of using alternative prior parameters in our reconstructions. There are two types of prior parameters: (a c , σ m ) that set the prior covariance of the bins, and ∆ X which sets the range of allowed values of X in each bin. In each case, we also show the 1σ uncertainties on the bins from the prior alone.
