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CLASSIFICATION OF SIMPLE BOUNDED WEIGHT MODULES OF
THE LIE ALGEBRA OF VECTOR FIELDS ON Cn
YAOHUI XUE, RENCAI LU¨
Abstract. Let W+n be the Lie algebra of the Lie algebra of vector fields on C
n. In
this paper, we classify all simple bounded weight W+n modules. Any such module is
isomorphic to the simple quotient of a tensor module F (P,M) = P ⊗M for a simple
weight module P over the Weyl algebra K+n = C[t1, . . . , tn,
∂
∂t1
, . . . , ∂
∂tn
] and a finite
dimensional simple gln(C) module M .
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1. Introduction
We denote by Z, Z+, Z−, N and C the sets of all integers, nonnegative integers,
nonpositive integers, positive integers and complex numbers, respectively.
For any n ∈ N, let A+n and An be the polynomial algebra C[t1, . . . , tn] and the Laurent
polynomial algebra C[t±11 , . . . , t
±1
n ] respectively. The Witt algebras W
+
n and Wn are the
Lie algebras of derivations of A+n and An respectively. W
+
n (resp. Wn) is also the Lie
algebra of vector fields on Cn (resp. the torus Tn).
Representation theory of Witt algebra Wn has been well-developed. Simple weight
modules with finite-dimensional weight spaces (also called Harish-Chandra modules) for
the Virasoro algebra (which is the universal central extension of W1) were conjectured
by V. Kac in [11] and classified by O. Mathieu in [20]. Such modules for Wn were con-
jectured by E. Rao in [7] and classified by Y. Billig and V. Futorny in [2]. The An-cover
method developed in [2] turns out to be extremely useful. And the representation the-
ory for solenoidal Lie algebras (also called the centerless higher rank Virasoro algebras
) developed in [25, 17, 3] serves as a bridge between W1 and Wn in [2]. Very recently,
simple weight modules with finite-dimensional weight spaces for Witt superalgebra are
classified in [26, 14]. For more related results, we refer the readers to [3, 6, 7, 24] and
the references therein.
The first classification result on representations of W+n was obtained by A. Rudakov
in 1974-1975, see [21], [22]. A. Rudakov’s main result, roughly speaking, classified all
irreducible representations which satisfy a natural continuity condition. Simple weight
modules with finite-dimensional weight spaces forW+1 were classified also by O. Mathieu
in [20]. The classification of such modules for W+n (n ≥ 2) has been a long-standing
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open problem after that and turns out to be very hard. In 1999, a complete description
of the supports of all simple weight modules of W+n was given by I. Penkov and V.
Serganova in [23].
As we know, the classification of bounded weight modules is one of the most important
step in the classification of simple weight modules with finite weight spaces over various
Lie (super)algebras, such as simple finite-dimensional Lie algebras and Wn. In 2016, A.
Cavaness and D. Grantcharov classified all simple bounded weight modules of W+2 in
[5]. In [13], the tensor module (also called Shen-Larsson module) F (P,M) = P ⊗M for
a simple weight module P over the Weyl algebra K+n = C[t1, . . . , tn,
∂
∂t1
, . . . , ∂
∂tn
] and a
simple weight gln(C) moduleM were defined and studied. These kind of weight modules
provided a lot of simple weight W+n modules with various support sets. In this paper,
we classify all simple bounded weight W+n modules. Any such module is isomorphic to
the simple quotient of a tensor module F (P,M) = P ⊗M for a simple weight module
P over the Weyl algebra K+n = C[t1, . . . , tn,
∂
∂t1
, . . . , ∂
∂tn
] and a finite dimensional simple
gln(C) module M . Our method is different from that of [5] for n = 2. The method and
result in this paper will be used to study the representations of various Lie algebras, see
[15, 16].
Let Cn×1 be the natural n-dimensional representation of gln and let V (δk, k) be its k-
th exterior power, k = 0, . . . , n. For any simple weight K+n module P and k = 1, 2, . . . n,
the tensor module F (P, V (δk, k)) has a simple submodule Ln(P, k) = span{
∑n
i=1(∂iv)⊗
(eTi ∧ u)|v ∈ P, u ∈ V (δk−1, k − 1)}, where e1, . . . , en is the standard basis of C
n.
The main result in this paper is as follows.
Theorem 1.1. Any simple bounded weight W+n module V is isomorphic to one of the
following simple bounded W+n weight modules:
(a) the one-dimensional trivial module;
(b) the tensor module F (P,M), where P is a simple weight K+n module and M is
a simple finite dimensional gln module that is not isomorphic to V (δl, l), l =
0, 1, . . . , n;
(c) Ln(P, l), where l ∈ {1, 2, . . . , n} and P is a simple weight K
+
n module.
Note that the simple weight K+n modules and simple finite dimensional gln modules
are known. This theorem gives an explicit description of all simple bounded weight W+n
modules.
The paper is arranged as follows. In Section 2, we collect some basic notations and
results for later use. In Section 3, we show that all simple weight AW+n modules with a
finite dimensional weight space are the tensor modules, see Theorem 3.7. Then we have
the classification of all bounded weight AW+n modules, see Theorem 3.9. In section 4,
we give the proof of Theorem 1.1. This is achieved by developing the A+n -cover theory
for W+n modules and using the results in Section 3.
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2. Denotations and Preliminaries
In this section, we collect some basic notations and results for later use. Let ∂i =
∂
∂ti
and di = ti
∂
∂ti
for any i = 1, 2, · · · , n. Recall that the Witt algebra Wn =
∑n
i=1An∂i
has the following Lie bracket:
[
n∑
i=1
fi∂i,
n∑
j=1
gj∂j ] =
n∑
i,j=1
(fj∂j(gi)− gj∂j(fi))∂i,
where all fi, gj ∈ An, and the classical Witt algebra W
+
n =
∑n
i=1A
+
n ∂i is a Lie sub-
algebra of Wn. The Weyl algebras K
+
n and Kn are the unital associative algebras
C[t1, · · · , tn, ∂1, · · · , ∂n] and C[t
±1
1 , . . . , t
±1
n , ∂1, . . . , ∂n], respectively. For any α ∈ Z
n,
write α = (α1, α2, . . . αn), t
α = tα11 . . . t
αn
n and ∂
α = ∂α11 . . . ∂
αn
n for convenience.
It is well-known that both Wn and W
+
n are simple Lie algebras and D = ⊕
n
i=1Cdi is a
Cartan subalgebra of Wn and W
+
n (a maximal abelian subalgebra that is diagonalizable
on Wn with respect to the adjoint action).
Let W˜+n = W
+
n ⋉ A
+
n be the Lie algebra with
[tα∂i, t
β] = tα∂i(t
β), ∀α, β ∈ Zn+, i ∈ {1, . . . , n}.
A W˜+n module V is called an AW
+
n module if A
+
n acts on V associatively, i.e.,
tα(tβv) = tα+βv, t0v = v, ∀α, β ∈ Zn+, v ∈ V.
Let g be any Lie subalgebra of W˜n that contains D or the associative algebrasK
+
n , Kn.
A g module V is called a weight module if the action of D on V is diagonalizable, i.e.,
V = ⊕α∈CnVα, where Vα = {v ∈ V | div = αiv, ∀i = 1, 2, . . . , n} is called the weight
space with weight α. Denote by supp(V ) = {α ∈ Cn | Vα 6= 0} the support set of V .
A weight g module is called bounded if the dimensions of its weight spaces are uni-
formly bounded by a constant positive integer.
Let K+(i) = C[ti, ∂i] be the subalgebra of K
+
n . Then each K
+
(i) is isomorphic to K
+
1 and
K+n
∼= K+(1) ⊗ · · · ⊗K
+
(n).
Lemma 2.1. [8] 1. Any simple weight C[ti, ∂i] modules is isomorphic to one of the
following simple weight C[ti, ∂i] modules:
tλii C[ti, t
−1
i ],C[ti],C[ti, t
−1
i ]/C[ti],
where λi ∈ C \ Z.
2. Let P be any simple weight K+n module, then P
∼= V1 ⊗ · · · ⊗ Vn, where Vi is a
simple C[ti, ∂i] module. Therefore, the support set of any simple weight K
+
n module is
of the form X = X1 × · · · ×Xn, where Xi ∈ {λi + Z,Z+,−N}, λi ∈ C \ Z.
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We denote by Ei,j the n × n matrix with 1 as its (i, j)-entry and 0 as other entries.
We have the general linear Lie algebra
gln =
∑
16i,j6n
CEi,j .
Let H = span{Eii | 1 ≤ i ≤ n} and h = span{hi | 1 ≤ i ≤ n−1} where hi = Eii−Ei+1,i+1.
A gln module V is called a weight module if the action of H on V is diagonalizable,
i.e., V = ⊕α∈CnVα, where Vα = {v ∈ V | Eiiv = αiv, i = 1, 2, . . . , n} is called the weight
space of V with the weight α. Denote by supp(V ) = {α ∈ Cn | Vα 6= 0} the support set
of V . A sln module V is called a weight module if the action of h on V is diagonalizable,
i.e., V = ⊕λ∈h∗Vλ, where Vλ = {v ∈ V | hv = λ(h)v, ∀h ∈ h} is called the weight space
of V with the weight λ. Denote by supp(V ) = {λ ∈ h∗ | Vλ 6= 0} the support of V .
Let Λ+ = {λ ∈ h∗ | λ(hi) ∈ Z+ for i = 1, 2, ..., n− 1} be the set of dominant weights
with respect to h. For any ψ ∈ Λ+, let V (ψ) be the simple sln module with highest
weight ψ. We make V (ψ) into a gln module by defining the action of the identity matrix
I as some scalar b ∈ C. We denote the resulting gln module as V (ψ, b).
Define the fundamental weights δi ∈ h
∗ by δi(hj) = δi,j for all i, j = 1, 2, ..., n − 1.
For convinience, we define δ0 = δn = 0 ∈ h
∗. It is well-known that the gln module
V (δk, k), k = 0, 1, . . . , n can be realized as the exterior product
∧k(Cn×1) with the
action given by
X(v1 ∧ · · · ∧ vk) =
k∑
i=1
v1 ∧ · · · vi−1 ∧Xvi · · · ∧ vk, ∀ X ∈ gln.
We set
∧0(Cn×1) = C and v ∧ a = av for any v ∈ Cn×1, a ∈ C.
Let P be a module over the associative algebra K+n and M be a gln module. Then
from [13], we have the AW+n module F (P,M) = P ⊗CM with the actions
tα∂j · (g ⊗ v) = (t
α∂jg)⊗ v +
n∑
i=1
(∂i(t
α)g)⊗ (Eijv)
tα · (g ⊗ v) = (tαg)⊗ v
(2.1)
for all α ∈ Zn+, g ∈ P and v ∈ M.
If M is a weight gln module and P is a weight K
+
n module, we have
F (P,M)ν =
⊕
α∈Cn Pν−α ⊗Mα, ∀ν ∈ C
n,(2.2)
supp(F (P,M)) = supp(P ) + supp(M).(2.3)
Let P be aK+n module. For any l ∈ {1, . . . , n}, define aW
+
n -submodule of F (P, V (δl, l))
by
(2.4) Ln(P, l) = span{
n∑
i=1
(∂i · v)⊗ (ei ∧ u)|v ∈ P, u ∈ V (δl−1, l − 1)}.
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Lemma 2.2. [13]Let P be a simple weight K+n module and M be a simple weight gln
module. Then
(a) F (P,M) is simple as W+n module if M ≇ V (δl, l) for any l ∈ {0, 1, . . . , n};
(b) Any W+n simple sub-quotient of F (P, V (δ0, 0))(resp. F (P, V (δn, n))) is either
trivial or isormophic to L(P, 1) (resp. L(P, n)).
(c) if l = 1, . . . , n− 1, then any simple W+n sub-quotient of F (P, V (δl, l)) is isomor-
phic to Ln(P, l), Ln(P, l + 1) or the one-dimensional trivial module.
3. AW+n modules
In this section, we will classify the simple bounded weight AW+n modules.
For any Lie algebra g, let U(g) be the universal enveloping algebra of g. By the
PBW Theorem, U(W˜+n ) = U(A
+
n ) ·U(W
+
n ). Let I be the left ideal of U(W˜
+
n ) generated
by t0 − 1 and tα · tβ − tα+β , α, β ∈ Zn+. It is easy to see that I is in fact an ideal
of U(W˜+n ). Hence we have the quotient associative algebra U¯ = U(W˜
+
n )/I. From
PBW Theorem, we may identify An and W
+
n with their images in U¯ respectively. Then
U¯ = A+n · U(W
+
n ). Clearly, A
+
n ·W
+
n is a Lie subalgebra of U¯ with a standard basis
{tα · tβ∂j |α, β ∈ Z
n
+, j = 1, 2, . . . n}. In fact, we have
[a · x, b · y] = (a · x(b)) · y − (b · y(a)) · x+ ab · [x, y], ∀a, b ∈ A+n , x, y ∈ W
+
n .
For any α, β ∈ Zn, write α 6 β if αi 6 βi for all i ∈ {1, . . . , n}. For any α ∈ Z
n
+, i ∈
{1, . . . , n}, let
(3.1) Xα,i =
∑
06β6α
(−1)|β|
(
α
β
)
tβ · tα−β∂i ∈ A
+
n ·W
+
n ⊂ U¯ ,
where |β| = β1 + · · ·+ βn,
(
α
β
)
=
(
α1
β1
)
. . .
(
αn
βn
)
and
(
0
0
)
:= 1.
For any α ∈ Zn+, i ∈ {1, . . . , n}, we have∑
06β6α
(
α
β
)
tβ ·Xα−β,i
=
∑
06β6α
(
α
β
)
tβ ·
∑
06β′6α−β
(
α− β
β ′
)
(−1)|β
′|tβ
′
· tα−β−β
′
∂i
=
∑
06β6α
∑
06β′6α−β
(
α
β + β ′
)(
β + β ′
β
)
(−1)|β
′|tβ+β
′
· tα−β−β
′
∂i
=
∑
06γ6α
∑
06β6γ
(
γ
β
)(
α
γ
)
(−1)|γ−β|tγ · tα−γ∂i
= tα∂i +
∑
0<γ6α
(1− 1)|γ|
(
α
γ
)
tγ · tα−γ∂i
= tα∂i.
(3.2)
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Let
T := span{Xα,i|α ∈ Z
n
+ \ {0}, i = 1, . . . , n}
and
∆ := span{∂1, . . . , ∂n} = span{X0,i|i = 1, . . . , n}.
Lemma 3.1. (1). {Xα,i|α ∈ Z
n
+, i ∈ {1, . . . , n} forms an A
+
n basis of A
+
n ·W
+
n .
(2). T = {x ∈ A+n ·W
+
n |[x,∆] = [x,A
+
n ] = 0}. Hence T is a Lie subalgebra of U¯ .
Proof. Since {tα · tβ∂i|α, β ∈ Z
n
+, i = 1, . . . , n} is a basis of A
+
n ·W
+
n , it is easy to see
that {Xα,i|α ∈ Z
n
+, i = 1, . . . , n} is A
+
n linearly independent. And from (3.2), we have
(1). Let T1 = {x ∈ A
+
n ·W
+
n |[x,∆] = [x,A
+
n ] = 0}. We compute
[Xα,i, t
γ] = γi
∑
06β6α
(−1)|β|
(
α
β
)
tα+γ−ei = 0, ∀α ∈ Zn+ \ {0}, i ∈ {1, . . . , n}, γ ∈ Z
n
+.
For any i, j ∈ {1, . . . , n}, α ∈ Zn+ \ {0}, from∑
06β6α
(−1)|β|
(
α
β
)
(α− β)jt
β · tα−β−ej∂i
=
∑
ej6β6α+ej
(−1)|β|−1
(
α
β − ej
)
((α− β)j + 1)t
β−ej · tα−β∂i
=
∑
ej6β6α
(−1)|β|−1
(
α
β
)
βjt
β−ej · tα−β∂i
= −
∑
06β6α
(−1)|β|
(
α
β
)
βjt
β−ej · tα−β∂i,
we have [∂j , Xα,i] = [∂j ,
∑
06β6α(−1)
|β|
(
α
β
)
tβ·tα−β∂i] =
∑
06β6α(−1)
|β|
(
α
β
)
βjt
β−ej ·tα−β∂i+∑
06β6α(−1)
|β|
(
α
β
)
(αj − βj)t
β · tα−β−ej∂i = 0. Hence T ⊂ T1.
On the other hand, for any x ∈ T1, from (1) we may write x = x1 + x2 ∈ T1, where
x1 ∈ A
+
n ·T and x2 ∈ A
+
n ·∆. The fact that [x, a] = [x2, a] = 0 for all a ∈ A
+
n implies that
x2 = 0. Then [∂i, x] = [∂i, x1] = 0 implies that x1 ∈ T . So we have T1 ⊂ T . Therefore,
we have (2). 
Lemma 3.2. There is an associative algebra isomorphism pi1 : K
+
n ⊗ U(T )→ U¯ with
(3.3) pi1(t
α∂β ⊗ 1) = tα · ∂β , pi1(1⊗ y) = y, ∀α, β ∈ Z
n
+, y ∈ T.
Proof. Note that T is a Lie subalgebra of U¯ and K+n is isomorphic to the associative
subalgebra of U¯ generated by t1, . . . , tn, ∂1, . . . , ∂n. So the restrictions of pi1 on K
+
n
and U(T ) are well-defined. From Lemma 3.1, pi1(K
+
n ) and pi1(U(T )) are commutative
in U¯ . Hence pi1 is a well-defined homomorphism of associative algebras. Let g =
A+n ⊗ T + (A
+
n ·∆+ A
+
n )⊗ C.
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Then it’s easy to see that ι := pi1|g : g→ A
+
n ·W
+
n +A
+
n is a Lie algebra isomorphism.
Therefore, the restriction of ι−1 to W˜+n = W
+
n +A
+
n gives a Lie algebra homomorphism
η : W˜+n → K
+
n ⊗ U(T ) with
η(tα) = tα ⊗ 1, η(tα∂i) =
∑
06β6α
(αβ)t
β ⊗Xα−β,i.
Then we have the associative algebra homomorphism η˜ : U(W˜+n ) → K
+
n ⊗ U(T ).
Clearly,
t0 − 1, tα · tβ − tα+β ∈ Ker η˜, ∀α, β ∈ Zn+.
Consequently, we have the induced associative algebra homomorphism η¯ : U¯ → K+n ⊗
U(T ). Obviously, η¯ = pi−11 , which gives the lemma. 
Let m be the ideal of A+n generated by t1, . . . , tn. Then m = span{t
α|α ∈ Zn+ \ {0}}
and m∆ is a subalgebra of W+n .
Lemma 3.3. The linear map pi2 : m∆→ T defined by
pi2(t
α∂i) = Xα,i, α ∈ Z
n
+ \ {0}, i = 1, . . . , n,
is an isomorphism of Lie algebras.
Proof. pi2 is clearly an isomorphism of vector spaces. Consider the following combination
of natural Lie algebra homomorphisms:
m∆ ⊂ m ·∆+ A+n · T → (m ·∆+ A
+
n · T )/(m ·∆+ m · T )→ (A
+
n · T )/(m · T )→ T
This homomorphism, which maps tα∂i to Xα,i, is just the linear map pi2. 
For any k ∈ N, mk∆ is easily seen as an ideal of m∆.
Lemma 3.4. (1). m∆/m2∆ ∼= gln.
(2). Suppose V is a simple weight m∆ module. Then m2∆V = 0. Thus V can be
regarded as a simple weight gln module via the isomorphism in (1).
Proof. (1). It is straight forward to verify that the linear map
(3.4) pi3 : gln → m∆/m
2∆
mapping Ei,j to ti∂j +m
2∆, i, j = 1, . . . , n, is a Lie algebra isomorphism.
(2). It is clear that the adjoint action of d on W+n is diagonalizable. More precisely,
we have
(W+n )k−1 = span{t
α∂i
∣∣α ∈ Zn+, |α| = k, i = 1, . . . , n}, ∀k ∈ Z+.
It follows that
W+n = ⊕
∞
l=−1(W
+
n )l,m
k∆ = ⊕∞l=k−1(W
+
n )l, ∀k ∈ N.
As a simple weight m∆ module. Let 0 6= v ∈ Vλ for some λ ∈ supp(V ). Then V =
U(m∆)v. So the action of d = d1 + · · ·+ dn on V is diagonalizable and the eigenvalues
are contained in λ+Z+. Also, m
2∆V is a submodule of V with the eigenvalues of d on
m2∆V in λ+ N. So vλ 6∈ m
2∆ · V . From the simplicity of V , we have m2∆V = 0. 
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We therefore have the associative algebra homomorphism pi : U¯
pi−1
1−→ K+n ⊗U(T )
1⊗pi−1
2−→
K+n ⊗ U(m∆)→ K
+
n ⊗ U(m∆/m
2∆)
1⊗pi−1
3−→ K+n ⊗ U(gln) with
pi(tα) = tα ⊗ 1, pi(tα∂i) = (t
α∂i)⊗ 1 +
n∑
j=1
∂j(t
α)⊗Ej,i.(3.5)
Let σ : L → L′ be any homomorphism of Lie algebras or associative superalgebras,
and V be any L′ module. We make V into an L module by x ·v = σ(x)v, ∀x ∈ L, v ∈ V .
The resulting module will be denoted by V σ.
Then for any K+n module P and any gln module M , from definition of F (P,M) and
(3.5) we have
(3.6) F (P,M) = (P ⊗M)pi.
We need the following result on K+n modules.
Lemma 3.5. Any nonzero weight K+n module has a simple submodule.
Proof. Let V be a nonzero weight K+n module and v be a nonzero weight vector of
weight λ. Then K+n · v is a submodule of V with one-dimensional weight spaces. Let
I be the left ideal of K+n generated by t1 · ∂1 − λ1, . . . , tn · ∂n − λn. Then K
+
n · v is a
quotient of the K+n module K
+
n /I
∼= tλ11 C[t1, t
−1
1 ] ⊗ · · · ⊗ t
λn
n C[tn, t
−1
n ]. From Lemma
2.1 , each tλii C[ti, t
−1
i ] is a weight K
+
(i) = C[ti, ∂i] module of length ≤ 2. So K
+
n /I has
a composition series of length ≤ 2n. Therefore, K+n · v hence V must have a simple
submodule. 
The following result is well-known.
Lemma 3.6. Let A,B be two unital associative algebras with B having a countable
basis.
(1). If M is a simple module over A⊗B that contains a simple B = C⊗B submodule
V , then M ∼= W ⊗ V for a simple A module W .
(2). If W and V are simple modules over A and B respectively, then W ⊗ V is a
simple module over A⊗ B.
Theorem 3.7. Suppose that V is a simple weight AW+n module with dim Vλ <∞ for
some λ ∈ supp(V ). Then V is isomorphic to a tensor module F (P,M), where P is a
simple weight K+n module, M is a simple weight gln module.
Proof. Let H = span{Xei,i, ti · ∂i|i = 1, . . . , n} ⊂ U¯ . Then H is an abelian Lie algebra
and H ·Vλ ⊂ Vλ. So Vλ contains a common eigenvector v of H . Let ρ : K
+
n ⊗U(m∆)
1⊗pi2−→
K+n ⊗ U(T )
pi1−→ U¯ be the associative isomorphism. Then V ρ is a simple K+n ⊗ U(m∆)
module and v is a common eigenvector of ρ−1(H) = span{1⊗di, di⊗1|i = 1, 2, . . . , n} ⊂
K+n ⊗U(m∆). Note that the adjoint action of ρ
−1(H) on K+n ⊗U(m∆) is diagonalizable,
SIMPLE WITT MODULES 9
and V ρ = (K+n ⊗U(m∆))v. Therefore, ρ
−1(H) is diagonalizable on V ρ. By Lemma 3.5,
K+n v hence V
ρ has a simple K+n submodule P . From Lemma 3.6, we have V
ρ ∼= P ⊗M
for some simple m∆ module M . So ρ−1(H) is diagonalizable on P ⊗ M . Now we
have M is a simple weight m∆ module. By Lemma 3.4, m2∆M = 0, M is a simple
weight gln module and V
pi−1 ∼= P ⊗M as K+n ⊗ U(gln) modules. Now from (3.6), we
have V ∼= F (P,M), where P is a simple weight K+n module, M is a simple weight gln
module. 
Lemma 3.8. Let P be a simple weight K+n module andM be a simple weight gln module.
Then F (P,M) is bounded if and only if M is finite dimensional.
Proof. The sufficiency follows easily from (2.2) and Lemma 2.1 (2).
Now suppose to the contrary that dim M =∞ and there exists an N ∈ N such that
dimF (P,M)γ ≤ N for all γ ∈ supp(F (P,M)). By the simplicity of M , supp(M) ⊂
µ+Zn for any weight µ ofM . It is well known that the simple weight gln(C) moduleM
has infinitely many weights. Hence there areN+1 nonzero weight vectors w0, w1, . . . , wN
with pairwise different weights µ, µ+ α(1), . . . , µ+α(N) ∈ supp(M), respecitvely. Fixed
an l ∈ N such that −(l, l, . . . , l) ≤ α(i) ≤ (l, l. . . . , l) for all i = 1, 2, . . . , N .
By Lemma 2.1 (2), there is a λ ∈ supp(P ) such that λ+ β ∈ supp(P ) for all β ∈ Zn
with −(l, l, . . . , l) ≤ β ≤ (l, l. . . . , l). Let v0, v1, . . . , vN be nonzero weight vectors of P
with weight λ, λ − α(1), . . . , λ − α(N), respectively. Then {vi ⊗ wi|i = 0, 1, . . . , N} are
linearly independent in F (P,M). On the other hand, these vectors are all contained in
the same weight space Vλ+µ. So dim Vλ+µ > N + 1. which is a contradiction. 
From Theorem 3.7 and Lemma 3.8, we have
Theorem 3.9. Suppose that V is a simple bounded weight AW+n module. Then V is
isomorphic to a tensor module F (P,M), where P is a simple weight K+n module, M is
a simple finite-dimensional gln module.
Example 3.10. We are going to classify simple Harish-Chandra AW+2 modules in
this example. Let V be any simple Harish-Chandra AW+2 module. From Theorem 3.7
V ∼= F (P,M) for some simple K+2 module and some simple weight gl2 module. From
Theorem 3.9, we know that V is bounded if and only if M is finite dimensional. Now
suppose that V is not bounded. ThenM is infinite dimensional. By Lemma 2.1, there is
a weight λ ∈ C2 of P such that supp(P ) = λ+Q1×Q2, where Q1, Q2 ∈ {Z,Z+,−Z+}.
Interchange the subscript of t1, t2 if necessary, we can assume that
(3.7) Q1 ×Q2 = Z× Z,Z× Z+,Z× Z−,Z+ × Z+,Z+ × Z− or Z− × Z−.
It is well known that the simple weight gl2 module M is a simple weight module over
the subalgebra sl2 with one-dimensional weight spaces, and that E1,1 + E2,2 acts as a
scalar on M . It follows that there is a weight µ of M such that
{(µ′ − µ)(E1,1 −E2,2)|µ
′ ∈ supp(M)} = 2Q3,
where Q3 ∈ {Z,Z+,Z−}. So supp(M) = {µ+ (i,−i)|i ∈ Q3}.
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By (2.2), supp(V ) = {λ+µ+ (k+ i, l− i)|(k, l, i) ∈ Q1×Q2×Q3}. Since the weight
spaces of P and M are all finite dimensional, the dimensions of weight spaces of V are
uniquely determined by Q1, Q2, Q3. More explicitly, for any k
′, l′ ∈ Z, 0 < Vλ+µ+(k′,l′) <
∞ if and only if the equations
k + i = k′, l − i = l′
have finite solutions (k, l, i) in Q1×Q2×Q3. Computing case by case, we conclude that
under the condition (3.7)
(1)F (P,M) is a simple Harish-Chandra module if and only if it has a finite dimen-
sional weight space.
(2)F (P,M) is a simple Harish-Chandra module if and only if
Q1 ×Q2 = Z+ × Z+,Z− × Z−
or
Q1 ×Q2 ×Q3 = Z× Z+ × Z−,Z+ × Z− × Z+,Z× Z− × Z+.
4. simple bounded weight weight W+n modules
Now we aim to classify all simple bounded weight W+n modules. Firstly, we give some
results on weight modules over W1 or W
+
1 .
For any a, b ∈ C, let Va,b be the weight module of W1 with basis {va+s|s ∈ Z}, where
the action of W1 is given by
tk1d1 · va+s = (a+ s+ kb)vb+k+s, ∀k, s ∈ Z.
Set
(
0
0
)
= 1 and define a class of elements in U(W1):
Ω
(m)
k,s =
∑m
i=0(−1)
i
(
m
i
)
tk−i1 d1 · t
s+i
1 d1.
Clearly,
(4.1) Ω
(m+1)
k,s = Ω
m
k,s − Ω
m
k−1,s+1.
Let ω
(m)
k,s =
∑m
i=0(−1)
i
(
m
i
)
tm+k−i∂ · ts+i∂. Then ω
(m)
k,s = Ω
(m)
m+k−1,s−1. Clearly ω
(m)
k,s ∈
U(W+1 ) if k, s,m ∈ Z+, and
(4.2) ω
(m+1)
k,s = ω
(m)
k+1,s − ω
(m)
k,s+1.
Lemma 4.1. [2, Lemma 3.2]For any k, s ∈ Z+, ω
(3)
k,s annihilates every simple Harish-
Chandra W1 module.
Denote {X, Y } = XY + Y X .
Lemma 4.2. Let m, k, s ∈ Z+ with m > 2. Then
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m∑
i=0
m∑
j=0
(−1)i+j
(
m
i
)(
m
j
)
({ω
(m)
k+1+m−i,s+1+m−j, ω
(m)
i,j } − {ω
(m)
k+1+m−i,m−j, ω
(m)
s+1+i,j})
=(k + 1)(s+ 1)ω
(4m)
k,s .
(4.3)
Proof. The left hand side of (4.3) equals
(4.4)
m∑
i=0
m∑
j=0
(−1)i+j
(
m
i
)(
m
j
)
({Ω
(m)
k+2m−i,s+m−j,Ω
(m)
m−1+i,j−1}−{Ω
(m)
k+2m−i,m−1−j ,Ω
(m)
s+m+i,j−1}).
By [2](1.1), (4.4) equals
(s+ 1)(k + 1)Ω
(4m)
k+4m−1,s−1 = (k + 1)(s+ 1)ω
(4m)
k,s .

In [20], Mathieu gave a complete classification of simple Harish-Chandra modules
over W1 or W
+
1 . Suppose V is a simple Harish-Chandra W
+
1 module. By [20], V is a
subquotient of theW+1 module Va,b for some a, b ∈ C. Then ω
3
k,s ·V = 0 for all k, s ∈ Z+.
Also, we have
(4.5) supp(V ) = a+ Z, λ+ Z+, λ+ Z− or 0
for some λ ∈ a + Z.
Lemma 4.3. For every l ∈ N there is an m ∈ N such that for all integers m′ ≥ m and
k, s ∈ Z+, ω
m′
k,s annihilates every Harish-Chandra W
+
1 module with a composition series
of length no more than l.
Proof. In view of (4.2), we need only prove that for every l ∈ N there is an m ∈ N such
that for all integers k, s ∈ Z+, ω
(m)
k,s annihilates every Harish-Chandra W
+
1 module V
with a composition series of length l.
We will prove this by induction on l. From Lemma 4.1, we have the statement holds
for l = 1.
Now suppose that l > 1 and let
0 = V0 ⊂ V1 ⊂ · · · ⊂ Vl−1 ⊂ Vl = V
be a composition series of V . By the induction hypothesis, there is an integer m0 > 2
such that ω
(m0)
k,s Vl−1 = 0 for all k, s ∈ Z+. Then
ω
(m0)
k,s · ω
(m0)
p,q V ⊂ ω
(m0)
k,s Vl−1 = 0, ∀k, s, p, q ∈ Z+
By Lemma 4.3, we get ω
(m)
k,s V = 0 for m = 4m0 and all k, s ∈ Z+. 
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Corollary 4.4. For every r ∈ N there is an m ∈ N such that for all r, s ∈ Z+, ω
m
k,s
annihilates every bounded weight W+1 module V with dim Vλ ≤ r for all λ ∈ supp(V ).
Proof. For λ ∈ supp(V ), Vλ+Z = ⊕i∈ZVλ+i is a W
+
1 submodule. (4.5) implies that Vλ+Z
has at most 3r simple sub-quotients. From Lemma 4.3, there exists an m ∈ N such that
ωmk,s annihilates every Harish-Chandra W
+
1 module with a composition series of length
no more than 3r. Hence ωmk,sVλ+Z = 0. The corollary follows. 
Now we consider the bounded weight W+n modules.
For any j ∈ {1, . . . , n}, let W+(j) = span{t
k
j∂j |k ∈ Z+}. W
+
(j) is a subalgebra of W
+
n
isomorphic to W+1 . For any m ∈ Z+, j ∈ {1, . . . , n}, α, β ∈ Z
n
+, we define
ωm,j,l,pα,β =
m∑
i=0
(−1)i
(
m
i
)
tα+(m−i)ej∂l · t
β+iej∂p.
Then
(4.6) ωm,j,l,pα+ej ,β − ω
m,j,l,p
α,β+ej
= ωm+1,j,l,pα,β .
Lemma 4.5. Suppose that V is a bounded weight W+n module with dim Vλ 6 r for
all λ ∈ supp(V ). Then there is an m ∈ N such that ωm,j,l,pα,β · V = 0 for all j, l, p =
1, 2, . . . , n;α, β ∈ Zn+.
Proof. By Corollary 4.4, there is an m ∈ N such that
(4.7) Ωm,j,j,jkej ,sej ∈ ann(V ), ∀j ∈ {1, 2, . . . , n}, k, s ∈ Z+
where ann(V ) = {x ∈ U(W+n )|xV = 0}. For any α ∈ Z
n
+, k, s ∈ Z+, we have
fmj (α, k, s) := [t
α∂j ,Ω
m,j,j,j
kej ,sej
]
= [tα∂j ,
m∑
i=0
(−1)i
(
m
i
)
t(k+m−i)ej∂j · t
(s+i)ej∂j ]
=
m∑
i=0
(−1)i
(
m
i
)
((k +m− i− αj)t
α+(k+m−i−1)ej∂j · t
(s+i)ej∂j
+ (s+ i− αj)t
(k+m−i)ej · tα+(s+i−1)ej∂j) ∈ ann(V ).
(4.8)
Then
f
(m)
j (α, k, s+ 1)− f
m
j (α+ ej , k, s)
=
m∑
i=0
(−1)i
(
m
i
)
(k +m− i− αj)t
α+(m+k−1−i)ej∂j · t
(s+1+i)ej∂j
−
m∑
i=0
(−1)i
(
m
i
)
(k +m− i− αj − 1)t
α+(m+k−i)ej∂j · t
(s+i)ej∂j
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+2
m∑
i=0
(−1)i
(
m
i
)
t(k+m−i)ej∂j · t
α+(s+i)ej∂j ∈ ann(V ).
Now we have
g
(m)
j (α, k, s) := (f
(m)
j (α, k + 1, s+ 1)− f
(m)
j (α + ej , k + 1, s))
−(f
(m)
j (α+ ej , k, s+ 1)− f
(m)
j (α + 2ej , k, s))
= 2
m∑
i=0
(−1)i
(
m
i
)
tα+(m+k−i)ej∂j · t
(s+1+i)ej∂j
−2
m∑
i=0
(−1)i
(
m
i
)
tα+(m+k+1−i)ej∂j · t
(s+i)ej∂j
+2
m∑
i=0
(−1)i
(
m
i
)
t(m+k+1−i)ej∂j · t
α+(s+i)ej∂j
−2
m∑
i=0
(−1)i
(
m
i
)
t(m+k−i)ej∂j · t
α+(s+i+1)ej∂j
= 2ωm,j,j,j
α+kej ,(s+1)ej
− 2ωm,j,j,j
α+(k+1)ej ,sej
+ 2ωm,j,j,j(k+1)ej ,α+sej − 2ω
m,j,j,j
kej ,α+(s+1)ej
= 2ωm+1,j,j,jkej,α+sej − 2ω
m+1,j,j,j
α+kej ,sej
∈ ann(V ).
Therefore,
1
2
g
(m)
j (α, k, s+ 1)−
1
2
g
(m)
j (α + ej, k, s)
= ωm+1,j,j,j
α+(k+1)ej ,sej
− ωm+1,j,j,j
α+kej ,(s+1)ej
= ωm+2,j,j,jα+kej ,sej ∈ ann(V ).
For any α, β ∈ Zn+, s ∈ Z+, j ∈ {1, . . . , n}, we compute out
fmj (β, α, s) := [t
β∂j , ω
m+2,j,j,j
α,sej
]
=
m+2∑
i=0
(−1)i
(
m+ 2
i
)
[tβ∂j , t
α+(m+2−i)ej∂j · t
(s+i)ej∂j ]
=
m+2∑
i=0
(−1)i
(
m+ 2
i
)
((αj +m+ 2− βj − i)t
α+β+(m+1−i)ej∂j · t
(s+i)ej∂j
+(s− βj + i)t
α+(m+2−i)ej∂j · t
β+(s+i−1)ej∂j) ∈ ann(V ).
Thus
f
(m)
j (β, α, s+ 1)− f
(m)
j (β + ej, α, s)
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=
m+2∑
i=0
(−1)i
(
m+ 2
i
)
(αj − βj +m+ 2− i)t
α+β+(m+1−i)ej∂j · t
(s+i+1)ej∂j
−
m+2∑
i=0
(−1)i
(
m+ 2
i
)
(αj − βj +m+ 1− i)t
α+β+(m+2−i)ej∂j · t
(s+i)ej∂j
+2
m+2∑
i=0
(−1)i
(
m+ 2
i
)
tα+(m+2−i)ej∂j · t
β+(s+i)ej∂j ∈ ann(V ).
We have
(f
(m)
j (β, α+ ej , s+ 1)− f
(m)
j (β + ej , α+ ej , s))
−(f
(m)
j (β + ej , α, s+ 1)− f
(m)
j (β + 2ej, α, s))
= 2
m+2∑
i=0
(−1)i
(
m+ 2
i
)
tα+β+(m+2−i)ej∂j · t
(s+i+1)ej∂j
−2
m+2∑
i=0
(−1)i
(
m+ 2
i
)
tα+β+(m+3−i)ej∂j · t
(s+i)ej∂j
+2
m+2∑
i=0
(−1)i
(
m+ 2
i
)
tα+(m+3−i)ej∂j · t
β+(s+i)ej∂j
−2
m+2∑
i=0
(−1)i
(
m+ 2
i
)
tα+(m+2−i)ej∂j · t
β+(s+i+1)ej∂j
= 2ω
(m+2),j,j,j
α+β,(s+1)ej
− 2ω
(m+2),j,j,j
α+β+ej ,sej
+ 2ω
(m+2),j,j,j
α+ej ,β+sej
− 2ω
(m+2),j,j,j
α,β+(s+1)ej
= 2ωm+3,j,j,jα,β+sej − 2ω
m+3,j,j,j
α+β,sej
∈ ann(V ).
Thus
(4.9) ωm+3,j,j,jα,β ∈ ann(V ), ∀α, β ∈ Z
n
+.
Let γ ∈ Zn+ and l ∈ {1, 2, . . . , n} \ {j}. We have
[tγ∂l, ω
m+3,j,j,j
α,β ]
= [tγ∂l,
m+3∑
i=0
(−1)i
(
m+ 3
i
)
tα+(m+3−i)ej∂j · t
β+iej∂j ]
=
m+3∑
i=0
(−1)i
(
m+ 3
i
)(
αlt
α+γ−el+(m+3−i)ej )∂j · t
β+iej∂j − γjt
α+γ+(m+2−i)ej∂l · t
β+iej∂j
+βlt
α+(m+3−i)ej∂j · t
β+γ−el+iej∂j − γjt
α+(m+3−i)ej∂j · t
β+γ+(i−1)ej∂l
)
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= αlω
m+3,j,j,j
α+γ−el,β
+ βlω
m+3,j,j,j
α,β+γ−el
− γj(ω
m+3,j,l,j
α+γ−ej ,β
+ ωm+3,j,j,lα,β+γ−ej ) ∈ ann(V ).
We have
f (m)(α, β, γ, l, j) := γj(ω
m+3,j,l,j
α+γ−ej ,β
+ ωm+3,j,j,lα,β+γ−ej) ∈ ann(V ).
Therefore
(γj + 1)f
(m)(α, β + ej , γ, l, j)− γjf
(m)(α, β, γ + ej , l, j)
= γj(γj + 1)(ω
m+3,j,l,j
α+γ−ej ,β+ej
− ωm+3,j,l,jα+γ,β ) = −γj(γj + 1)ω
m+4,j,l,j
α+γ−ej ,β
∈ ann(V ).
Taking γ = ej , we get
(4.10) ωm+4,j,l,jα,β ∈ ann(V ).
Similarly we have
(4.11) ωm+4,j,j,lα,β ∈ ann(V ).
For any p ∈ {1, 2, . . . , n} \ {j}, α, β, γ ∈ Zn+, we have
[tγ∂p, ω
m+4,j,l,j
α,β ]
= [tγ∂p,
m+4∑
i=0
(−1)i
(
m+ 4
i
)
tα+(m+4−i)ej∂l · t
β+iej∂j ]
=
m+4∑
i=0
(−1)i
(
m+ 4
i
)(
αpt
α+γ−ep+(m+4−i)ej∂l · t
β+iej∂j − γlt
α+γ−el+(m+4−i)ej∂p · t
β+iej∂j
+βpt
α+(m+4−i)ej∂l · t
β+γ−ep+iej∂j − γjt
α+(m+4−i)ej∂l · t
β+γ+(i−1)ej∂p
)
= αpω
m+4,j,l,j
α+γ−ep,β
− γlω
m+4,j,p,j
α+γ−el,β
+ βpω
m+4,j,l,j
α,β+γ−ep
− γjω
m+4,j,l,p
α,β+γ−ej
∈ ann(V ).
Combining this with (4.10), we have γjω
m+4,j,l,p
α,β+γ−ej
∈ ann(V ). Taking γ = ej , we obtain
ωm+4,j,l,pα,β ∈ ann(V ). This together with (4.9),(4.10) and (4.11) gives
(4.12) ωm+4,j,l,pα,β ∈ ann(V ), ∀α, β ∈ Z
n
+; j, l, p ∈ {1, 2, . . . , n}.
The lemma follows after replacing m with m+ 4.

Let V be a weight W+n module. Since W
+
n is itself a weight W
+
n module, W
+
n ⊗ V is
a weight W+n module with
(W+n ⊗ V )λ = ⊕α∈Zn(W
+
n )α ⊗ Vλ−α, ∀λ ∈ C
n.
Define the action of A+n on W
+
n ⊗ V by
tα · (tβ∂i ⊗ v) = t
α+β∂i ⊗ v, ∀α, β ∈ Z
n
+, i ∈ {1, . . . , n}, v ∈ V.
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It’s easy to verify that W+n ⊗ V now has an AW
+
n module structure. Define a linear
map θ : W+n ⊗ V → V by
θ(tα∂i ⊗ v) = t
α∂i · v, ∀α ∈ Z
+
n , i ∈ {1, . . . , n}, v ∈ V.
This is a W+n module homomorphism with image W
+
n · V . Let
K(V ) = {x ∈ Kerθ|A+n · x ⊂ Kerθ}.
Then K(V ) is an AW+n -submodule of W
+
n ⊗ V . Let
Vˆ = (W+n ⊗ V )/K(V ).
The AW+n module Vˆ is called the A-cover of V if W
+
n V = V . Naturally, θ induces a
W+n module homomorphism θˆ : Vˆ → V .
Theorem 4.6. Suppose that V is a simple bounded weight W+n module. Then Vˆ is
bounded.
Proof. It is obvious if V is trivial. Now we assume that V is nontrivial. ThenW+n V = V
and supp(V ) ⊂ λ + Zn for some λ ∈ supp(V ). Let m be as in Lemma 4.5. Let S =
span{tα∂i
∣∣0 6 αj 6 m, i, j = 1, . . . , n} be a subspace of W+n . Then dimS = n2(m+ 1).
So S ⊗ V is a H-submodule of W+n ⊗ V with
dim (S ⊗ V )µ 6 n
2(m+ 1)r, ∀µ ∈ λ+ Zn.
We will prove that W+n ⊗V = S⊗V +K(V ), which implies that Vˆ = (W
+
n ⊗V )/K(M)
bounded. Recall that V = W+n V . All we need to do is to prove that t
α∂l ⊗ t
β∂pv ∈
S ⊗ V + K(M) for all α, β ∈ Zn+, l, p ∈ {1, . . . , n}, v ∈ V . For any α ∈ Z
n
+, define
|α| = α1 + · · · + αn. We will prove this by induction on |α|. The statement is clearly
true if |α| 6 m or αj 6 m for all j. Now suppose that αj > m for some j ∈ {1, . . . , n}.
From Lemma 4.5 and the definition of K(V ), we know that
m∑
i=0
(−1)i
(
m
i
)
tα−iej∂l ⊗ t
β+iej∂p · v ∈ K(V ).
Since |α−iej | < |α| for all i ∈ {1, . . . , m}, by the induction hypothesis we have t
α−iej∂l⊗
tβ+iej∂p ·v ∈ S⊗V +K(M). Therefore, t
α∂l⊗ t
β∂pv =
∑m
i=0(−1)
i
(
m
i
)
tα−iej∂l⊗ t
β+iej∂p ·
v −
∑m
i=1(−1)
i
(
m
i
)
tα−iej∂l ⊗ t
β+iej∂p · v ∈ S ⊗ V +K(V ) as desired. 
Lemma 4.7. Let V be a bounded weight AW+n module with supp(V ) ⊂ λ + Z
n and
dimVµ 6 N, ∀µ ∈ supp(V ). Then V must have a composition series of length ≤ N · 2
n.
Proof. Since V is bounded, any simple AW+n sub-quotient of V must be of the form
F (P,M) by Theorem 3.9, where P is a simple weight K+n module and M is a simple
weight gln module. By Lemma 2.1, P has a weight λ
′ such that λ′ + X ⊂ supp(P ),
where X = X1 × · · · × Xn, X1, . . . , Xn ∈ {Z+,−Z+}. Let λ
′′ be a weight of M . Then
λ′ + λ′′ +X ⊂ supp(F (P,M)). Also, since supp(V ) ⊂ λ + Zn, there is a β ∈ Zn such
that λ′ + λ′′ = λ+ β.
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Suppose that V does not have a composition series of length ≤ N · 2n. Then V has
AW+n submodules
0 ( V1 ( · · · ( VN ·2n+1.
From the discussed above, for any i = 1, 2, . . . , N · 2n + 1, there exists β(i) ∈ Zn
and X(i) = Xi1 × · · · × Xin with Xi1, . . . , Xin ∈ {Z+,−Z+}, such that λ + β
(i) +
X(i) ⊂ supp(Vi/Vi−1). Then there is an i0 ∈ {1, . . . , N · 2
n + 1} such that the set
I = {i ∈ {1, . . . , N · 2n + 1} | X(i) = X(i0)} has at least N + 1 elements. Without
loss of generality, we assume that X(i0) = Zj+ × (−Z+)
n−j for some j ∈ {0, . . . , n}.
Let β = (β1, . . . , βn) ∈ Z
n with βk = max{β
(i)
k |i ∈ I} for all k ∈ {1, . . . , j} and
βk = min{β
(i)
k |i ∈ I} for all k ∈ {j+1, . . . , n}. Then λ+β ∈ supp(Vi/Vi−1) for all i ∈ I.
It follows that dimVλ+β > N + 1, which is a contradiction. 
Lemma 4.8. Let V be a simple bounded weight W+n module, then V is a simple quotient
of F (P,M), where P is a simple weight K+n module andM is a finite dimensional simple
gln module.
Proof. It is obvious if V is trivial. Suppose that V is nontrivial. Then W+n · V = V by
the simplicity of V .
Let Vˆ be the A-cover of V and θ : Vˆ → V be the W+n module homomorphism defined
above. From Theorem 4.6, we know that Vˆ bounded. From Lemma 4.7, we know that
Vˆ has finite length as AW+n module. Let
0 = Vˆ0 ⊂ Vˆ1 ⊂ · · · ⊂ Vˆk = Vˆ
be a composition series of AW+n -submodules in Vˆ . Then each θ(Vˆi), i ∈ {0, . . . , k}, is a
W+n -submodule of V . So there is a s ∈ {1, . . . , k} such that θ(Vˆs) = V and θ(Vˆs−1) = 0.
Consequently, V must be isomorphic to a simple W+n -quotient of the simple bounded
weight AW+n module Vs/Vs−1. From Theorem 3.9, Vs/Vs−1 isomorphic to F (P,M) for
some simple weight K+n module P and some finite dimensional simple gln module M .
Hence the lemma follows. 
Theorem 1.1 follows from Lemma 4.8 and Lemma 2.2.
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