Abstract. Under the framework of G-expectation and G-Brownian motion, We have introduced a Itô's integral for stochastic processes without the condition of quasi-continuous. We then can obtain Itô's integral on stopping time interval. This formulation help us to obtain Itô's formula for a general C 1,2 -function, which generalizes the previous results of Peng [15, 16, 18 ] and it's improved version of Gao [7] .
Introduction
G-Brownian motion is a continuous process (B t ) t≥0 defined on a sublinear expectation space (Ω, H,Ê) (see Definition 2.1) with stable and independent increments. It was proved that each increment X = B t+s − B t of B is G-normal distributed, namely
whereX is an independent copy of X. A new type of stochastic integral and the related Itô's calculus has been introduced in [15, 16, 18] . For example, if ϕ is a C 2 -function such that ϕ xx (x) satisfies polynomial growth function, then we have ϕ(B t ) − ϕ(B t0 ) = 
A interesting problem is how to extend the above formulation to the situation where ϕ is simply a C 2 -function. The main obstacle to treat this situation is that the notion of stopping times and the related properties have not yet been well-understood and studied within the framework of G-expectation and G-Brownian motions. A difficulty hidden behind is that uttill now the theory is mainly based on the space of random variables X = X(ω) which are quasi-continuous with respect to the natural Choquet capacityĉ(A) :=Ê[I A ], A ∈ B(Ω). It is not yet clear that the martingale properties still hold for random variables without quasi-continuous condition. On the other hand, stopping times are closely related to random variables without quasi-continuous properties. Recently Gao [7] has improved the Itô's formula of Peng. But the problem of (1) for C 2 -function is still open. In this paper we will face this difficulty by introducing Itô's stochastic integrals t 0 η s dB s where, for each t, the integrand η t needs not to be a quasicontinuous random variable. Within this framework we can treat a fundamentally important Itô's integral t∧τ 0 η s dB s for a stopping time τ and then obtain some important properties for the related stochastic calculus. A very general form of Itô's formula with respect to G-Brownian motion has been obtained. In particular (1) is proved to be true for ϕ ∈ C 2 . Many important and interesting problems still open under this new framework, e.g., under what condition · 0 η s dB is a martingale or a local martingale?
This paper is organized as follows: In the next section we recall some basic notions an results of G-Brownian motion under a G-expectation and the related space of random variables. In Section 3 we introduce a new space M 2 * (0, T ) of stochastic processes which are not necessarily quasi-continuous and then define the related Itô's integral on this space. In Section 4 we discuss Itô's integral defined on [0, τ ] where τ is a stopping time. This allows us to have a Itô's integral for a space larger that M 2 * (0, T ). Finally in Section 5, we prove the mentioned general form of Itô's formula.
We believe that some notions and properties of this papper will become important and basic tools in the further development of G-Brownian motion and the corresponding nonlinear expectation analysis.
Basic settings
We present some preliminaries in the theory of sublinear expectations and the related G-Brownian motions. More details can be found in Peng [15] , [16] and [18] . Definition 2.1 Let Ω be a given set and let H be a linear space of real valued functions defined on Ω with c ∈ H for all constants c, and |X| ∈ H, if X ∈ H. H is considered as the space of our "random variables". A sublinear expectationÊ on H is a functionalÊ : H → R satisfying the following properties: for all X, Y ∈ H, we have
where
is the space of all bounded and Lipschitz continuous functions on
Let X 1 and X 2 be two n-dimensional random vectors defined respectively in sublinear expectation spaces
If X,X are two m-dimensional random vectors in (Ω, H,Ê) andX is identically distributed with X and independent from X, thenX is said to be an independent copy of X.
whereX is an independent copy of X. Here the letter G denotes the function
It is also proved in Peng [16, 18] that, for each a ∈ R d and p ∈ [1, ∞)
The most typical stochastic process in a sublinear expectation space is the so-called G-Brownian motion.
Definition 2.4 ([15]
and [18] ) Let G : S d → R be a given monotonic and sublinear function. A process {B t (ω)} t≥0 in a sublinear expectation space (Ω, H,Ê) is called a G-Brownian motion if for each n ∈ N and 0 ≤ t 1 , · · · , t n < ∞, B t1 , · · · , B tn ∈ H and the following properties are satisfied:
We denote:
B(Ω) denotes the σ-algebra generated by all open sets. Let Ω = C 0 (R + ) be the space of all R-valued continuous paths (ω t ) t∈R + with ω 0 = 0, equipped with the distance
We denote by B(Ω) the Borel σ-algebra of Ω and by M the collection of all probability measure on (Ω, B(Ω)). We also denote, for each t ∈ [0, ∞):
• Ω t := {ω ·∧t : ω ∈ Ω},
: the space of all B(Ω t )-measurable real functions,
In [16, 18] , a G-Brownian motion is constructed on a sublinear expectation 
, and there exists a weakly compact family P of probability measures defined on (Ω, B(Ω)) such thatÊ
[X] = sup
We introduce the natural choquet capacitŷ c(A) := sup
The space L 2 G (Ω) was also intruduced independently in [3] in a quite different framework. 
and X isĉ-quasi surely continuous}.
We also denote, for p > 0,
and N p are linear spaces and
As usual, we do not make the distinction between classes and their representatives. Now, we give the following two propositions which can be found in [4] .
The following Proposition is obvious.
Then there exists a subsequence (X n k ) which converges to X quasi-surely in the sense that it converges to X outside a polar set.
We also have
We introduce the following properties. They are important in this paper:
Proof. Let P ∈ P be given. If ξ ∈ C b (Ω t ), then we have
In the case when ξ ∈ L 2 (Ω t ), we have
The proof is complete.
, we have the following Itô's formula:
On the other hand, we have B T − B t ≤σ 2 (T − t), quasi surely. Thus (3) holds for ξ ∈ C b (Ω t ). It follows that, for each fixed P ∈ P, we have
In the case when ξ ∈ B b (Ω t ), we can find a sequence
, for some p > 2. Thus we have
and then, by letting n → ∞, obtain (4) for ξ ∈ B b (Ω t ). Thus (3) follows immediately for ξ ∈ B b (Ω t ).
A generalized Ito's Integral
For notational simplification, in the rest of the paper we only discuss 1-dimensional Brownian motion, i.e., d = 1. But all the results can be generalized to multidimensional situation. We refer to [16, 18] for the corresponding techniques.
For p ≥ 1 and T ∈ R + be fixed, we first consider the following simple type of processes:
We can introduce a natural norm ||η||
The following process
we define Itô's integral
is a linear continuous mapping and thus can be continuously extended to
Proof. We only need to prove (5) and (6) . From Proposition 2.11, for each j,
Thus we havê
We now prove (6), we first apply Proposition 2.11 to derivê
Then by Proposition 2.12, we havê
The following Proposition can be verified directly by the definition of Itô's integral with respect to G-Brownian motion.
Proof. Since for each α ∈ B b (Ω t ), we havê
thus, for each fixed P ∈ P, the process · 0 η s dB s is a P -martingale. it follows from the classical Doob's martingale inequality that
Thus (7) holds. Proof. The claim is true for η ∈ M b,0 (0, T ) since (B t ) t≥0 is quasi-surely continuous. In the case when η ∈ M 2 * (0, T ), there exists η n ∈ M b,0 (0, T ), such that
2 ds] → 0. By Proposition 3.6, we havê
This implies that, quasi-surely, the sequence of processes
We have also the following
Proof. It is clear that X ∈ M p * (0, T ). Moreover we havê 
(ω)| and
This also implies that for any sequence {α n } tending to ∞,
Now we have for all n ∈ N,
The first term of the right hand side tends to 0 sincê
For the second term, since
thus we have
Consequently (8) holds true for X ∈ M p * (0, T ).
Proof. For each ε > 0, by Proposition 3.9, there exists N > 0 such that
Proof. Let c > 0 be such that |η t (ω)| ≤ c, for ω ∈ Ω, t ∈ [0, T ]. Then we havê
It follows that the bounded {Y }
is a Cauchy sequence in M p * (0, T ).
Remark 3.13 It is easy to prove that if
η ∈ M 2 * (0, T ), then · 0 η s dB s ∈ M 2 * (0, T ).
Ito's integral with stopping times
In this section we study Itô's integral on a interval [0, τ ], where τ is a stopping time. Reader can see that, thanks to Propositions 3.9, 3.11 and Lemma 3.12, the techniques used in this section is very similar to the clasical situation. 
Lemma 4.2 For each stopping time τ , we have
Proof. For the given stopping time τ , let
Then we have 2 −n ≥ τ n − τ ≥ 0. It is clear that, for m ≥ n,
It follows from Proposition 3.11 that For each τ n , it is easy to check that 
Proof. For each n ∈ N, let
is a decreasing sequence of stopping times which converges q.s. to t ∧ τ . We first prove that
But by Proposition 3.5 we have
from which (10) follows. We thus have 
The proof is easy since (X t ) t≥0 is a quasi-surely continuous process.
Itô's Formula
Lemma 5.1 We assume that ϕ ∈ C 2 (R n ) and all first and second order derivatives of ϕ with respect to x are bounded. Let X = (X 1 , · · · , X n ) and
where α, β, η are bonded elements in M 2 * (0, T ). Then for each t ≥ 0, we have
Here and in the rest of this paper we use the Einstein convention, i.e., the above repeated indices of i and j within one term imply the summation from 1 to n.
The proof will be given in the appendix.
Lemma 5.2 Let ϕ ∈ C 2 (R n ) and its first and second derivatives are in C b,Lip (R n ).
Proof. For simplicity, we only state for the case where n = 1. Let
and η (k) bounded processes such that, as k → ∞,
Then we have lim
We see that
But we have sup 0≤t≤T |∂ x ϕ(X
Thus we can apply Proposition 3.11 to prove that
But from the above lemma we have
We then can pass to the limit on both sides of the above equality, as k → ∞, to obtain (11). 
Lemma 5.3 Let X be given as the above lemma and let
Proof. We can take {ϕ k } ∞ k=1 such that, for each k, ϕ k and all its first order and second order derivatives are in C 2,2 b,Lip ((−∞, ∞) × R n ) and such that, as n → ∞, ϕ n , ∂ t ϕ n , ∂ x ϕ n and ∂ 2 xx ϕ n converge respectively to ϕ, ∂ t ϕ, ∂ x ϕ and ∂ 2 xx ϕ uniformly on [0, ∞) × R. We then use the above Itô's formula to ϕ n (X 0 t , X t ), with Y t = (X 0 t , X t ), wiith X 0 t ≡ t:
It follows that, as k → ∞, we have uniformly
We then can apply the above Lemma to ϕ k (t, X t ) − ϕ k (0, X 0 ) and pass to the limit as k → ∞ to obtain the desired reslut.
Proof. We set, for k = 1, 2, · · · ,
and τ k := inf{t ≥ 0|γ t > k} ∧ σ k . Let ϕ k be a C 1,2 -function on [0, ∞) × R n such that ϕ, ∂ t ϕ, ∂ xi ϕ and ∂ and we have
We then can apply the above lemma to ϕ k (s, X s∧τ k ), s ∈ [0, t] to obtain
Passing to the limit as k → ∞ and applying Corollary 4.8, we then obtain the desired result.
Example 5.5 For a given ϕ ∈ C 2 (R) we have
6 Appendix: Proof of Lemma 5.1
The proof is of Lemma 5.1 is very similar to those of Lemma 46 and proposition 48 in Peng [16] (see also [18] ). We first consider the following simple case.
where, for j = 1, · · · , n, α j , η j and β j are bounded elements in L 2 * (Ω s ) and
Proof. For each positive integer N we set δ = (t − s)/N and take the partition
We have
where c is the Lipschitz constant of {∂
The rest terms in the summation of the right side of (13) 
We observe that, for each u
where c is the Lipschitz constant of {∂ x j Φ} n j=1 and C is a constant independent of k. Thus
Let N → ∞, from Lemma 4.6, Proposition 4.7 and Corollary 4.8 as well as the definitions of the integrations of dt, dB t and d B t the limit of ξ N t in L 2 * (Ω t ) is just the right hand side of (12) . By the next Remark we also have ζ N t → 0 in L 2 * (Ω t ). We then have proved (12).
Remark 6.2 In the proof of ζ
, we use the following estimates:
, and π 
as well aŝ
We now give the proof of Lemma 5.1: Proof of Lemma 5.1. Let Φ ∈ C 2 (R n ) with ∂ x j Φ, ∂ 2
x i x j Φ ∈ C b.Lip (R n ) for i, j = 1, · · · , n. Let α j , β j and η j , j = 1, · · · , n, be bounded processes in M 2 * (0, T ). We need to prove that Φ(X t ) − Φ(X s ) = We then can pass limit in both sides of (15) to get (14) .
