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There is an urgent need for a system that facilitates surveys by biomedical researchers and the subsequent formulation of hypotheses
based on the knowledge stored in literature. One approach is to cluster papers discussing a topic of interest and reveal its sub-topics that
allow researchers to acquire an overview of the topic. We developed such a system called McSyBi. It accepts a set of citation data
retrieved with PubMed and hierarchically and non-hierarchically clusters them based on the titles and the abstracts using statistical
and natural language processing methods. A novel point is that McSyBi allows its users to change the clustering by entering a MeSH
term or UMLS Semantic Type, and therefore they can see a set of citation data from multiple aspects. We evaluated McSyBi
quantitatively and qualitatively: clustering of 27 sets of citation data (40643 diﬀerent papers) and scrutiny of several resultant clusters.
While non-hierarchical clustering provides us with an overview of the target topic, hierarchical clustering allows us to see more details
and relationships among citation data. McSyBi is freely available at http://textlens.hgc.jp/McSyBi/.
 2006 Elsevier Inc. All rights reserved.
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While high-throughput biological research technologies
such as microarrays allow biomedical researchers to obtain
lots of data all at once [1–3], the researchers must conduct
time-consuming surveys of the obtained data and the relat-
ed information including genes, diseases, or molecular
functions [4]. The availability of full genomic sequence data
of many organisms such as Humans, Drosophila melanogas-
ter, Caenorhabditis elegans, Saccharomyces cerevisiae, etc.
allows us to compare a gene of one organism with that
of another in terms of functionality [5–9]. This requires
an expert in an organism to survey biomedical knowledge
of another organism. The development of the biomedical
research ﬁeld epitomized by them has been generating lots
of research papers where essential biomedical knowledge is1532-0464/$ - see front matter  2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2006.07.004
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E-mail address: yayamamo@hgc.jp (Y. Yamamoto).stored [10]. Eﬃciency and eﬀectiveness in literature-related
research activities in this domain have never been more
important since researchers need to acquire biomedical
knowledge from this vast amount of literature. Moreover,
not only is searching for papers relevant to a topic impor-
tant, but uncovering an unknown connection between the
topic and other topics among the papers is also signiﬁcant
[11]. Consequently, ﬁne retrieval of information is not
enough, and we need a system that allows researchers to
check biomedical research topics and clarify the relation-
ships among them eﬃciently and eﬀectively [4].
One approach is to show a user sub-topic-based clusters
of papers discussing a topic given by the user, and provide
a way to acquire an overview of them and ﬁnd relation-
ships among them. A research topic is often studied from
several points of view (we use the term sub-topics for this
meaning in this study) such as protein functions or genes’
relationships to diseases [12], so grouping a set of papers
according to these topics is useful for a researcher in learn-
ing a research topic. It is of particular signiﬁcance when a
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papers. In the biomedical domain, the PubMed search
engine1 is widely used for retrieving papers. It retrieves
mainly2 from the MEDLINE database (a literature data-
base) that stores about 15 million citation data (consisting
of all or some of the following elements: authors, titles,
abstracts, etc., and we use the term citations hereafter)
for free, and often returns a long list of them. Accordingly,
there have been many eﬀorts to organize retrieved results in
this domain [13–18, etc].
Pratt et al. [13] developed a tool of this kind called
DynaCat, which dynamically creates a hierarchical catego-
rization of a search result corresponding to a user’s query.
It uses the query type to generate a query-sensitive organi-
zation of the search results. They focused on eﬃcient orga-
nization of a search result to satisfy the user’s information
need. In other words, their purpose is to develop a ﬁne
question–answering system that requires the user to previ-
ously have a rather clearer information need such as ways
to prevent breast cancer.
MedMiner [14] and ClusterMed3 proposed methods to
organize a PubMed search result. MedMiner ﬁlters and
optimizes a gene-related-query for a PubMed search by
using GeneCards,4 a public gene database with a search
engine. Then, it displays relevant citations by clustering
them in several relevant terms speciﬁc to genetics such as
upregulate or mutate. Since MedMiner does not provide
hierarchical clusters, a cluster is big if there are many rele-
vant citations in it. Moreover, it only focuses on genes.
While the MedMiner is a free service, ClusterMed is a com-
mercial service for clustering a PubMed search result.5 It
clusters retrieved citations by using several attributes of
citations such as titles and abstracts, medical subject head-
ings (MeSH) [19] terms, authors, and publication dates.
The algorithm is not published but they say it does not
use any background knowledge.6 It does not allow us to
inﬂuence clustering except for selecting some of the attri-
butes mentioned above.
In addition, Renner and Aszo´di [15] studied hierarchical
clustering methods to obtain protein annotation, and Ilio-
poulos et al. [16] proposed a non-hierarchical clustering
approach to obtain sub-topics of the research of a protein.
Shatkay et al., took a diﬀerent approach for gene clustering
by using a probabilistic method [17,18]. They developed a
system that accepts a set of documents representing genes
and outputs relationships among the genes along with
descriptions of the relationships. They focused on ﬁnding
themes instead of focusing on gene names or speciﬁc1 http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=PubMed.
2 Some PubMed data are not stored in the MEDLINE database. (See
more details at http://www.ncbi.nlm.nih.gov/entrez/query/static/help/
pmhelp.html#JournalSubsets.)
3 http://clustermed.info/.
4 http://bioinfo.weizmann.ac.il/cards/index.shtml.
5 Unregistered users can test a limited version below with 100 results.
6 http://vivisimo.com/docs/howitworks.pdf.descriptions of gene functions to avoid suﬀering from syn-
onymy and polysemy problems. However, those approach-
es do not allow users to inﬂuence clustering to reﬂect their
interests once they issue a query. Moreover, (1) those sys-
tems focus on genes or proteins, and (2) users need to
understand generated clusters through relevant terms
appearing in documents in each cluster [14–18].
Our goal is to provide a researcher with a comprehen-
sive overview of a research topic and relationships among
sub-topics to facilitate biomedical knowledge acquisition
and hypotheses generation based on the biomedical
papers. In other words, we are aiming at developing a sys-
tem that automatically generates a review. The main
points of our approach are as follows, which partly share
basic motivations with Iliopoulos et al. [16] and Cutting
et al. [20].
1. The assumed user’s information need is a brief and com-
prehensive summary of a research topic. This means that
all the citations retrieved with a PubMed search could be
relevant. In other words, users do not have a speciﬁc
information need concerning the topic. What they want
is not a system to narrow down lots of citations, but a
system to structure them. For example, if a microarray
experiment indicates that FOXP2 gene expression is
related to a gene of interest, and the researcher does
not know very much about the gene well, he/she needs
to learn about it: already conducted studies, known or
unknown facts, etc. In this situation, all the papers dis-
cussing FOXP2 could be relevant.
2. Our approach allows users to inﬂuence clustering after
browsing the initial clusters for them to be able to see
one topic from multiple aspects. After brieﬂy learning
a topic, users can change the clusters by entering a
MeSH term or a Uniﬁed Medical Language System
(UMLS) [21] Semantic Type (ST) into the system. It
may provide another aspect of the research topic. The
advantage of re-clustering over iterating PubMed
searches using a more speciﬁc query is that it avoids
dropping potentially relevant citations retrieved in the
ﬁrst search. For example, after knowing that FOXP2
is related to autism, to see the retrieved citations from
another aspect such as disease or syndrome, he/she
might want to re-cluster it in terms of it. We chose
MeSH terms and UMLS STs or MTSTs as media for
conveying a user’s interest since they are controlled
vocabularies having a conceptually hierarchical struc-
ture in biomedicine, and therefore users can choose a
suitable term by traversing the hierarchy. Every MeSH
term is mapped to at least one UMLS ST, and therefore
if a MeSH term is assigned to a citation, we can say a
UMLS ST is also assigned to it.
3. Each cluster is automatically labeled by relevant MeSH
terms as well as relevant terms including collocations.
Since it was often diﬃcult for us to catch cruxes of a
cluster only by seeing relevant terms due to their granu-
larity and diversity, we developed this method. For the
7 http://www.ncbi.nlm.nih.gov/books/bookres.fcgi/helppubmed/
pubmedhelp.pdf.
8 McSyBi considers every term for sets having less than 50 citations.
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good indicators for representing the contents of a cluster
combined with related terms.
The second point is novel, and, to our knowledge, this
approach for biomedicine has never been implemented.
The third point has been implemented by ClusterMed,
but its method is unknown. We believe a system having
these features is signiﬁcantly required where research ﬁelds
are highly divergent and integration of them is needed [11].
Therefore, we have developed a system called McSyBi
(Multi-Document Clustering System for Biomedicine).
Our hypotheses are that clustering with MeSH term label-
ing makes browsing and overviewing of a vast amount of
biomedical data more eﬃcient, and term weight modiﬁca-
tion by using MTSTs enables us to see the data from multi-
ple aspects eﬀectively. It accepts a set of citations retrieved
with a PubMed search and clusters the data based on the
titles and the abstracts using statistical and natural lan-
guage processing (NLP) methods. McSyBi generates hier-
archical and non-hierarchical clusters. It allows its user to
change the clustering by entering an MTST into the system.
Inﬂuencing clustering by an MTST is done by using term
distributions in titles and abstracts for each MTST: term
frequencies of the citations to which an MTST is assigned
and those to which it is not assigned. Accordingly, McSyBi
can cluster no MeSH-term-assigned citations even if a user
issues an MTST to McSyBi to change clustering. To test
the hypotheses, we let McSyBi cluster 27 sets of citations
(40643 papers) on several biomedical topics. We quantita-
tively evaluated the eﬀectiveness of the clustering, the use
of MeSH terms for labeling of clusters, and the use of
MTSTs for inﬂuencing clustering. In addition, we conduct-
ed qualitative evaluations: comparison of clusters generat-
ed by McSyBi with those by Iliopoulos et al.
(TEXTQUEST) [16] and a case study of using McSyBi.
2. Approach
An overview of the system is shown in Fig. 1. A series of
processes of McSyBi begins when a user issues a query. We
describe each process brieﬂy in the following sections.
2.1. Citations retrieval
McSyBi forwards a query submitted by a user to Pub-
Med and retrieves the citations relevant to the query. This
means that if there are citations relevant to a query but not
retrieved by PubMed, McSyBi cannot process them. We
focused on clustering given data and providing an overview
of a topic, and therefore improving recall of retrieving que-
ry-related citations is not the scope of this study. Among
retrieved citations, the system uses their titles, abstracts,
publication dates, and MeSH terms for further processing.
Titles and abstracts are combined and processed equally,
so we collectively call them abstracts hereafter, and
retrieved abstracts are tokenized at ﬁrst.To retrieve only citations that have an abstract and
exclude review papers, McSyBi adds the option hasabstract
and NOT review[pt] to every query for the PubMed
searches. Review papers are not our focus at this time since
they have an overview of a research topic, and therefore
such a paper could cover many sub-topics. In addition,
to avoid retrieving retracted publications, McSyBi adds
the option NOT retracted publication[pt], too.
2.2. Using lexical and syntactic information
McSyBi uses a stopwords list to eliminate non-relevant
terms such as of and the. We adopted those words used
in PubMed7 and added some wh-words (whether, where,
who, why) and cardinal numbers from one to ten after sur-
veying several clustering results. We also crafted several
regular expressions to eliminate non-relevant terms. The
reason is that there are not only words indicating units
such as mol, Dalton, min, etc., but also their combined
ones such as Da/mol or mg/sec. We did not make a large
stopwords list because some terms that are apparently
non-relevant might be relevant to some users. In addition,
we devised a feature for users to be able to add a stopword.
Another way of eliminating non-relevant terms we took is
removing frequently and seldom appearing terms [22]. This
removal reduces the total number of terms to be processed
for clustering and therefore makes the process time faster.
At the same time, however, it may drop relevant but rela-
tively less appearing terms. After surveying several condi-
tions, we determined to remove terms appearing more
than 80 or less than 1% of given citations.8 As for colloca-
tions, those appearing more than 80 or less than a third
percent of given citations are removed.
Since there are lots of technical terms in biomedical
papers, we used UMLS to stem the text to absorb several
morphological variants. It has dictionaries that allow us
to map several morphological forms to the root forms such
as SNPs to SNP or phosphorylation to phosphorylate.
Moreover, we used abbreviation–expansion (AE) matching
to partially address synonymy and polysemy issues [4,23]
using a tool that extracts pairs of abbreviations and their
expansions [24]. McSyBi maps each abbreviation to its
expansion for each abstract. The assumption was that if
an author did not use polysemous abbreviations within a
single paper with multiple meanings, by expanding abbre-
viations beforehand our system could avoid taking same
abbreviations with diﬀerent meanings as identical. More-
over, this approach can be a solution to some synonymy
problems; some authors use a diﬀerent abbreviation from
others to represent the same concept. For example, some
authors use ACP for alcoholic chronic pancreatitis while
others use alcoholic CP; there is no common word between
the two abbreviations. We currently do not take another
Fig. 1. Overview of McSyBi.
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protein names, as our focus is not to extract and identify
all the synonyms in abstracts.
In addition, McSyBi identiﬁes a collocation as a single
term since appropriately managing a collocation helps to
capture concepts in abstracts [25]. A collocation denotes
a subset of noun phrases that consist of multiple words
and is deﬁned as follows: one or more consecutive adjec-
tive(s) or premodiﬁer(s) of a nominal followed by a noun
or a nominal head. Taking tumor suppressor protein as an
example, tumor and suppressor are the premodiﬁers and
protein is the nominal head. Part-of-speech and syntactic
annotation was carried out using FDG Lite [26].
2.3. Term weighting and re-weighting
After the syntactic and lexical processes, McSyBi weighs
each term based on its appearance distribution over the
given set of abstracts. We adopted the vector space model
[22] and used two sets of term vectors to obtain similarities
among abstracts: those of retrieved abstracts and of
MTSTs. The former is generated on the ﬂy and the latter
is prepared beforehand to be used for inﬂuencing
clustering.
2.3.1. TF*IDF
We chose the term frequency and inverse document fre-
quency (tf*idf) weighting scheme [27], which can be calcu-
lated as follows:
weightði; jÞ ¼ ð1þ logðtf i;jÞÞ log
N
df i
if tf i;j > 1
0 if tf i;j ¼ 1;

ð1Þ
where tfi,j denotes the number of term i occurring in ab-
stract j, and dfj denotes the number of abstracts that con-tain term i in the set of retrieved abstracts. N denotes the
total number of retrieved abstracts. As for the term weight-
ing scheme for the term vectors of MTSTs, tfi,j denotes the
number of abstract i occurring in the set of abstracts that
have MTST j, dfj denotes the number of MTSTs that con-
tain abstract i, and N denotes the total number of the
MTSTs. Depending on the type of a target term (i.e.,
MeSH term or UMLS ST), dfj and N are respectively ob-
tained based on either the MeSH term set or the UMLS
ST set. All the term vectors are normalized.
2.3.2. Composite term weighting
When a user gives an MTST to inﬂuence clustering, the
two sets of the term vectors are linearly combined. Let di
and m be the term vectors of citation i and given MTST
M, respectively. Then the former can be represented using
two term vectors di,m and di,p as follows: di = di,m + di,p,
where di,m is the portion in the subspace corresponding to
the vector space of m, and di,p is the remainder. In this sit-
uation, combined term vector d 0i is represented as follows:
d 0i ¼ d 0i;m þ ad i;p; ð2Þ
d 0i;m ¼ acd i;m þ bð1 cÞm: ð3Þ
The factors a, b, and c are real numbers and 0 6 c 6 1.
Fig. 2 illustrates how the term vector of a citation is com-
bined with that of a MeSH term. This combination is based
on the Ide-Regular term re-weighting method developed
for relevance-feedback in Information Retrieval (IR) [28].
We call this calculation scheme composite term weighting.
Since some terms of a retrieved abstract are not in the term
vector of an MTST, and to reﬂect those terms on the clus-
tering, this term weighting distinguishes them (di,p) from
the others (di,m). An advantage of using this weighting
Fig. 2. Composite term weighting. A very simple ﬁctive example where a
two dimensional term vector (i.e., citation di has only two terms, ti1 and ti2)
is combined with one dimensional term vector m of MTST M.
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for citations to which no MeSH terms are assigned since
the term vectors for each MTST are prepared beforehand.
2.4. Dimension reduction
Before McSyBi conducts any clustering, all the input
term vectors are transformed using Singular Value Decom-
position9 [30,31] (SVD) to reduce the dimensionality and
partially solve the synonymy problem [32]. This is called
latent semantic indexing model [31] in IR and its main idea
is to map each document and query vector into a lower
dimensional space that is associated with concepts. In this
model, a term-citation association matrix D (D = [d1,
d2, . . . ,dN], where N denotes citation frequency) can be
decomposed to:
D ¼ URV T ; ð4Þ
where U denotes m · m (m is the number of the dimensions
of term vectors) orthogonal matrix consisting of eigenvec-
tors derived from DDT, and V denotes N · N orthogonal
matrix consisting of eigenvectors derived from DTD. R is
an r · r diagonal matrix of singular values where
r = min(m,N) is the rank of D.
When only taking the k largest singular values of R with
their corresponding columns in U and VT, we can obtain
Dk whose rank is k, which is closest to the original matrix
D in the least square sense. Dk is deﬁned as follows:
Dk ¼ UkRkV Tk ; ð5Þ
where k is the number of the dimensions of a reduced con-
cept space. Note that V is equal to the eigenvectors obtain-
ing by Principal Component Analysis (PCA) and we used
them to plot a result of non-hierarchical clustering after9 We used SVDPACK C version [29] (http://www.netlib.org/svdpack/)
with some modiﬁcations to obtain principal components.normalization (
PN
i¼1vij ¼ 0 for jth eigenvector vj, V
= [v1, v2, . . . ,vm]).
2.5. Clustering
2.5.1. Hierarchical clustering
We used group-average agglomerative clustering with the
cosine measure as its similarity measure [27]. This algo-
rithm generates hierarchical clusters eﬃciently; its time
complexity is O (N2), where N denotes the number of cita-
tions to be clustered. The cosine measure is deﬁned as
follows:
cosð~x;~yÞ ¼
Pn
i¼1 xiyiﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
i¼1 x
2
i
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
i¼1 y
2
i
p ; ð6Þ
where ~x and ~y are n-dimensional vectors in a real-valued
space. In our study, ~x and ~y are term vectors of
abstracts.
The obtained clusters are displayed as a dendrogram
where each leaf (terminal node) corresponds to a citation.
At each terminal node, its serial number, PubMed ID,
relevant terms including collocations (i.e., terms with
the ﬁve highest weights), and the MeSH terms (major
heads only, if any) are displayed. The serial numbers
are in chronological order of the publication dates, and
each PubMed ID has a link to PubMed. At each non-ter-
minal node where its two children are merged (i.e., a clus-
ter is generated), the similarity between the children, the
relative similarity to the parent, and the relevant terms
and MeSH terms are displayed. We call those relevant
terms and MeSH terms cluster labels, and labels for
non-hierarchical clustering are also obtained in the same
manner.
Relevant MeSH terms are ordered in the relevant scores
that are calculated as:
scoreðmÞ ¼ jCmj  log MjCmj
 
ðCm ¼ fcijm 2 ci; 1 6 i 6 MgÞ;
ð7Þ
where M is the number of clusters at the merger, Cm is the
set of clusters that have MeSH term m, and ci is the ith clus-
ter of the set. |Cm| is the number of clusters in set Cm. This
score is based on the tf*idf score and that of a MeSH term
is higher if (1) the MeSH term is in fewer clusters and (2)
more sub-clusters in a cluster have it. It puts more empha-
sis on the latter factor than the former.
2.5.2. Non-hierarchical clustering
We developed a clustering method called parallel voting
or average buckshot (PVAB) method based on [20,33,34]
to obtain non-hierarchical clusters of a citation set. This
method basically uses majority voting to determine cluster
centroids for the k-means algorithm by conducting i pro-
cesses of buckshot algorithm [20] in parallel. We took this
approach based on our preliminary survey that, although
results of the buckshot algorithm were very susceptible to
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into a ﬁxed number of cluster patterns. Nevertheless, there
were some cases where the sets of resultant clusters were all
diﬀerent. Accordingly, to obtain the ﬁnal centroids,
McSyBi averages over resultant centroids by applying k-
means clustering to those centroids if such a case happens.
The buckshot algorithm is a framework of a clustering
procedure that makes clustering more eﬃcient by combin-
ing hierarchical and non-hierarchical (ﬂat partition)
clustering algorithms. First, the algorithm conducts hierar-
chical agglomerative clustering from randomly taken
ﬃﬃﬃﬃﬃﬃﬃ
KN
p
samples where K and N denote the number of clusters and
the total number of samples, respectively. Then, it conducts
non-hierarchical clustering by using the previous result as
its initial centers. It is assumed that hierarchical agglomer-
ative clustering takes quadratic time Oð ﬃﬃﬃﬃﬃﬃﬃKNp 2Þ, and non-hi-
erarchical clustering takes linear time O(KN). Therefore,
the total time order is O (2KN) = O (KN).
In our case, McSyBi randomly takes
ﬃﬃﬃﬃﬃﬃﬃ
KN
p
citations and
clusters them hierarchically with the group-average
agglomerative clustering. Then, it clusters all the citations
with k-means clustering in O (KN) time whose initial cluster
centroids are those obtained from the preceding clustering.
Cluster labels are also generated in the same manner as the
hierarchical clustering. McSyBi displays a clustering result
in two ways. One is to show the labels (i.e., relevant terms
including collocations and MeSH terms) and the relation-
ships to UMLS STs for each cluster. Each MeSH term
has a link to the corresponding NCBI’s MeSH database
entry. Moreover, users can choose one or multiple resultant
clusters to be clustered next. The other is to display a result
on an X–Y plane on which each citation is plotted and col-
ored according to the cluster it belongs to. This is to pro-
vide a visual clustering result to users. As mentioned
above, their coordinates are obtained with PCA from their
term vectors at the same time when McSyBi conducts SVD,
and the x and y axes are the ﬁrst and the second principal
components, respectively.
2.6. Evaluation
We evaluated McSyBi quantitatively and qualitatively;
statistical evaluations and comparisons with previously
published results as well as a case study. The quantitative
evaluations were done by letting McSyBi cluster 27 sets
of citations or 40,643 diﬀerent papers on human genes/pro-
teins, diseases, a species, and a related concept. To assess
the eﬀects of (1) the UMLS and AE and (2) the term
screening (i.e., removing frequently and seldom appearing
terms), we prepared four experimental conditions, that is,
the two by two combinations of those factors’ presence
or absence. As for the former condition, when using neither
UMLS nor AE, we used Porter stemmer [35], a well known
term stemming algorithm. We call each condition as fol-
lows, C1: using UMLS and AE, not term screening, C2:
using UMLS, AE, and term screening, C3: using Porter
stemmer, not term screening, and C4: using Porter stemmerand term screening. We evaluated the results in the follow-
ing aspects: browsing eﬃciency (we call this evaluation E1),
eﬀectiveness of using MeSH terms as cluster labels (E2),
eﬀectiveness of using MTSTs to inﬂuence clustering (E3),
and consistency between hierarchical and non-hierarchical
clustering (E4).
An evaluation method to test our hypotheses was to see
diﬀerences of intra-cluster variances between clusters gen-
erated by McSyBi (McSyBi clusters) and those generated
randomly (E1). Note that the sizes of clusters to be com-
pared were the same. Our assumption is that, if those val-
ues of McSyBi clusters are smaller than those of randomly
generated ones, each resultant McSyBi cluster represents a
sub-topic, and therefore eﬃciency of the browse is
improved. Intra-cluster variance Je is obtained for each
cluster set Di using a sum-of-squared-error criterion [36],
where the distances of every citation pair in a cluster are
averaged as follows:
Je ¼ 1
2
Xc
i¼1
nisi; ð8Þ
si ¼ 1n2i
X
x2Di
X
x02Di
sðx; x0Þ; ð9Þ
where c and ni are the number of clusters and the number
of term vectors in a cluster Di, respectively. The similarity
function s(x,x 0) is the cosine measure in this study.
In addition, we took the MTSTs genetics, metabolism,
Mutation, and Disease or Syndrome as examples to see
the inﬂuences of MTSTs given by users on clustering. They
have diﬀerent frequencies and distributions among the cita-
tions. The terms genetics, metabolism, and the children of
Disease or Syndrome were often assigned to the citations
we used but not equally distributed (the ratios of their fre-
quencies to the numbers of MeSH-term-assigned citations
were 0.36, 0.30, and 0.37, respectively), and Mutation was
assigned to relatively few of the citations (0.093). We used
these MTSTs for other evaluations as well.
Concerning the eﬀectiveness of using MeSH terms as
cluster labels, we evaluated the tf*idf scores of those MeSH
terms. In particular, we averaged the top r tf*idf scores for
each cluster (1 6 r 6 10), and calculated the ratio of an
averaged score obtained from the clusters generated by
McSyBi to that generated randomly (E2). Our assumption
is that, if MeSH terms are eﬀective for labeling each cluster,
the ratios are constantly higher than one. Let the j-th tf*idf
value of a MeSH term in a cluster i be tf*idf(mij). Then the
measure to be used for E2 Sl is deﬁned as:
Sl ¼ 1cr
Xc
i¼1
Xr
j¼1
tf  idfðmijÞ; ð10Þ
where c is the number of clusters.
As for conﬁrming the eﬀectiveness of MTSTs in chang-
ing clustering, we evaluated the diﬀerences of the averaged
term weights for each term vector between term vectors
generated using an MTST and those generated without
120 Y. Yamamoto, T. Takagi / Journal of Biomedical Informatics 40 (2007) 114–130any MTSTs in terms of the MTST (E3). We compared a
weight obtained by averaging ones at those coordinates
where the term vector of a given MTST exists with that
obtained by averaging the remainder. The former is to be
larger than the latter in the case where the MTST is used
for inﬂuencing the term vector. The reason is that we use
the cosine measure as the similarity measure, and therefore
those terms having higher weights make more contribu-
tions to the similarity. To be precise, let m and di be the
term vectors of MTST M and citation i, respectively. Then
they are represented as follows:
m ¼ ðm1;m2; . . . ;mkÞ;
d i ¼ ðdi1; di2; . . . ; dik; dikþ1; . . . ; dinÞ;
ð11Þ
where k (1 6 k) and n(k 6 n) are the numbers of dimensions
of m and di, respectively. In this situation, we compare
averaged weights wa ¼ 1=N
PN
i¼1wia with wib ¼
1=N
PN
i¼1wib under two conditions where an MTST is used
for changing clustering and nothing is used, respectively,
where N is the number of citations. Those weights are de-
ﬁned as follows:
wia ¼ 1k
Xk
j¼1
tf  idfðdijÞ;
wib ¼ 1n k
Xn
j¼kþ1
tf  idfðdijÞ:
ð12Þ
In addition, if there are a small number of terms inﬂuenced
by an MTST, its eﬀectiveness would be limited. According-
ly, we also obtained the averaged log ratio of the number of
the inﬂuenced terms to that of the remainders for each cita-
tion set under each MTST.
Concerning the diﬀerence between hierarchical and non-
hierarchical clustering, we evaluated the consistency
between them both generated under the same condition
(E4). If it is higher enough, using non-hierarchical one ﬁrst-
ly and hierarchical one later makes sense to see more
details of a cluster. Note that the number of clusters for
non-hierarchical clustering was determined by comparing
several results with diﬀerent numbers, and we took four
throughout the evaluation to enable formal comparisons
among the diﬀerent citation sets.
We conducted qualitative evaluations in the following
two ways: comparing results of McSyBi with previously
published results by Iliopoulos et al. (TEXTQUEST) [16]
and a case study in our laboratory. The former evaluation
was done by obtaining the data set referred to in their
paper.10 While the results of TEXTQUEST include those
citations that do not contain abstracts, those of McSyBi
do not. There were two data sets discussed in the paper,
and we were able to download them. We used K-sets11 to
obtain citations for clustering. The latter evaluation was10 We obtained the data from http://www.ebi.ac.uk/research/cgg/mining/
textquest/.
11 A K-set contains citations in the MEDLINE format.done by issuing queries in which we are interested to
McSyBi and let it cluster the related citations. Then, we
scrutinized the generated clusters.
3. Results
3.1. Quantitative evaluations
To test our hypotheses, we let McSyBi cluster 27 sets
of citations (Table 1). Eliminating frequently and seldom
appearing terms reduces the number of terms to be pro-
cessed about two ﬁfths (60.9%) and 70% (68.4%) for C2
and C4 on average, respectively. First, we obtained diﬀer-
ences of intra-cluster variances (Fig. 3). For all the resul-
tant cluster sets, the variances of McSyBi clusters on all
the four conditions were about a quarter on average
(0.23). Concerning the eﬀectiveness of using MeSH terms
as cluster labels, the averaged r highest tf*idf scores
(1 6 r 6 10) of the MeSH terms used as the labels of clus-
ters generated by McSyBi were about one and a third
(1.34, 1.37, 1.28, and 1.29 for each of the conditions C1
to C4, respectively) times higher than those in the ran-
domly generated clusters across the entire citation sets
(Fig. 4). As for the eﬀectiveness of using MTSTs in inﬂu-
encing clustering, the averaged term weights wa and wb of
each citation set for the four MTSTs were about from
0.044 (C3) to 0.070 (C2) and from 0.043 (C2) to 0.060
(C3) on average, respectively when no MTST was used.
When the four MTSTs were used for changing weights,
every wa became higher (from 0.076 (C3) to 0.10 (C2)
on average) and every wb became lower (from 0.0085
(C4) to 0.014 (C1) on average). Fig. 5 shows the result.
Regarding the log ratios, those of all the four MTSTs
were more than zero on average (from 0.202 to 0.536,
0.445 to 1.01, 0.696 to 1.61, and 0.475 to 1.54 for each
of the conditions C1 to C4, respectively). There are more
cases where the log ratios were below zero when we used
Porter stemmer. Concerning C2, everything was more
than zero. Lastly, concerning the consistency between
hierarchical and non-hierarchical clustering, for each of
the conditions C1 to C4, 88.3 (SD = 5.89), 87.3 (6.57),
87.7 (7.40), and 88.0 (5.86)% of the clusters shared the
same citations between them when we took the tree depth
of three for the hierarchical clusters.
3.2. Qualitative evaluations
Considering the quantitative evaluations and our preli-
minary survey of quality, the condition C2 showed the best
performance on the whole, and we determined to use it for
the qualitative evaluations. First, we compared resultant
clusters generated by McSyBi with those by TEXTQUEST.
Tables 2 and 3 show the clustering results of McSyBi using
the data sets of Examples 1 and 2 in their paper, respective-
ly. The numbers of the clusters were the same as those men-
tioned in the paper. Table 2 shows the two clusters whose
most relevant MeSH terms are Escherichia coli and Saccha-
Table 1
The queries to obtain the citations used in the evaluation
ID Query used for a search # of citations
1 CJD 1092
2 PRNP 328
3 Autistic disorder[tiab] OR Autism[tiab]
1900:2004[dp]
3472
4 Methyl-CpG-binding protein 2
OR MECP2
397
5 DRD4 290
6 COI 737
7 Ribosomal protein L11 149
8 Insulin receptor gene 1648
9 HMG/HMGB1 472
10 SPINK1 420
11 Toll 4040
12 (Type 2 diabetes mellitus or
NIDDM)/obesity
3810
13 Arteriosclerosis[tiab] 3525
14 AQP3 162
15 WT1 1084
16 Environmental sampling bacteria 666
17 Cell cycle checkpoint 3629
18 Tay-Sachs disease 595
19 Allergy/Th1/Th2 1088
20 TAK1 178
21 Xeroderma pigmentosum 2071
22 PPARgamma 2154
23 Bird ﬂu 879
24 Pax6 773
25 Schizophrenia[tiab] 2003:2004[dp] 4012
26 FOXP2 40
27 Calcineurin 3342
All the queries include the following options, hasabstract NOT retracted
publication[pt] NOT review[pt].
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obtained by combining two independent literature retri-
evals using the queries escherichia AND pili and cerevisiae
AND cdc*, and the result appropriately reﬂected the fea-0.00
0.05
0.10
0.15
0.20
0.25
0.30
oita
R
No MTST Disease or Syndrome
C1 C2
Normalization
Term screening
UMLS & AE UMLS & AE
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Condition
Fig. 3. Change of intra-cluster variances. The ratios were obtained by dividing
same citation set. The cluster sizes of the randomly generated ones were equal t
citation sets were considered and the results were averaged. Smaller is better.ture as TEXTQUEST did. Although some terms such as
vaccine or restrictive are apparently non-relevant to the
cluster, other relevant terms and the MeSH terms such as
Fimbriae, Bacterial or Cell Cycle Proteins are helpful to
catch the brief contents of the cluster.
Table 3 shows the three clusters that reﬂect developmen-
tal stages of Drosophila melanogaster. In this clustering, the
citations were also obtained by combining two indepen-
dently retrieved ones with the queries of anterior–posterior
AND drosophila and dorsal–ventral AND drosophila. Of the
three clusters generated by McSyBi, the second cluster cor-
responds to one discussed in the paper, whose most rele-
vant MeSH term is Oogenesis although citations
unrelated to the three main topics are in the ﬁrst cluster
in the case of our clustering (this is discussed later). This
cluster contains citations related to the early developmental
stage of the animal. The other two clusters are slightly dif-
ferent from those in the paper. We reviewed the result
based on Alberts et al. [37, chapters 15 and 21]. Our ﬁrst
cluster contains citations related to the basic segment pat-
terning, whose relevant terms include antennapedia, hunch-
back, and homeotic. In addition, the relevant collocations
are homeotic gene, segmentation gene, gap gene, etc., and
the relevant MeSH terms are DNA-Binding Proteins,
Transforming Growth Factor beta, etc. Our third cluster
contains citations related to the patterning of appendages,
which shows a contrasting diﬀerence from their cluster
composed of citations related to the embryonic dorsoven-
tral axis speciﬁcation. The relevant terms are wing, bound-
ary, and apterous as well as compartment boundary, wing
imaginal disc, dorsal ventral boundary, etc. The relevant
MeSH terms are Wing, Gene Expression Regulation, Devel-
opmental, etc.
Next, we introduce a case study of using McSyBi con-
cerning FOXP2 or forkhead box P2, a human gene that
encodes an evolutionarily conserved transcription factorgenetics metabolism Mutation
C3 C4
Porter Porter
No Yes
an averaged intra-cluster variance by randomly generated clusters using the
o those generated using McSyBi. For each of the conditions C1–C4, all the
1.2
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No MTST (random) Disease or Syndrome
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UMLS & AE UMLS & AE Porter Porter
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Fig. 4. Eﬀectiveness of using MeSH terms as cluster labels. The tf*idf scores of MeSH terms were obtained by averaging those scores at ranks from top
to the one speciﬁed in the ﬁgure over all the citation sets we used. Larger is better.
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Term vector Di’
= (d1, d2, …, dk,    dk+1, dk+2, …, dn)
= (d1’, d2’, …, dk’, dk+1, dk+2, …, dn)
Coordinates in space Sm where term vector m built on MTST M exists
The remainder
A B
C D
Di is obtained without using the composite term-weighting
Di’ is obtained using the composite term-weighting with term vector m built on MTST M
A: No MTST in Sm
B: No MTST remainder
C: with MTST in Sm
D: with MTST remainder
Labels used in the figure
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D
Fig. 5. Eﬀectiveness of using MTST in inﬂuencing clustering. The tf*idf scores (weights) were obtained by averaging those scores of all the terms at (1)
coordinates where the terms of a given MTST vector exist, and (2) the remainder, respectively. Both scores were obtained under two conditions where an
MTST is used for changing clustering and nothing is used, respectively. For each of the conditions C1–C4, all the citation sets were considered and the
results were averaged. Larger is better for (1), and smaller is better for (2).
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7q31 and contains a forkhead DNA binding domain, a leu-
cine zipper, a zinc ﬁnger, and a polyglutamine tract [39,40].
Although a point mutation in FOXP2 has been associated
with developmental verbal dyspraxia, no association with
another speech disorder, autism, has been found [38]. Some
researchers study the gene in terms of the protein evolution
by comparing humans with other species such as chimpan-zees or mice [41,42], or in terms of vocal learning capability
in comparison with songbirds [43].
McSyBi clustered the citations into four categories, and
Fig. 6 and Table 4 show the result. Fig. 7 shows a screen
shot of the result. Also, Fig. 8 shows a screen shot of the
generated dendrogram. After learning that the FOXP2
gene might be related to autism, we gave McSyBi the
MeSH term Autistic Disorder ({a,b,c} = {1,1,0}). Again,
Table 3
Comparison with TEXTQUEST [16] (Example 2)
Cluster-1 (267)
DNA-binding proteins. Proteins. Repressor proteins. Drosophila. Drosophila proteins. Transforming growth factor-b. Phosphoproteins. Transcription
factors. Membrane glycoproteins. Drosophila melanogaster
promoter. antennapedia. zygotic. hunchback. tolloid. ultrabithorax. sex. twist. homeotic. mesoderm. comb. visceral.
gastrulate. rel. phenotypic. maternally. bind. approximately. extract. murine
homeotic gene. segmentation gene. gap gene. regulatory region. dorsal ventral patterning gene. sequence similarity.
sex comb. DNA binding. visceral mesoderm. tgf beta family
Cluster-2 (74)
Oogenesis. Drosophila proteins. Drosophila. Drosophila melanogaster. RNA, messenger. RNA-binding proteins. Genes, insect. Receptors, invertebrate
peptide. Insect proteins. Receptor, epidermal growth factor
chamber. oocyte. oogenesis. follicle. egg. follicular. gurken. torpedo. germarium. RNA. cytoskeleton. chorion. pole.
corner. egfr. orb. vasa. chorionic. microtubule. ovary
egg chamber. follicle cell. follicular epithelium. dorsal follicle cell. posterior follicle cell. drosophila oocyte.
germ line. epidermal growth factor receptor. drosophila egg. gurken protein
Cluster-3 (117)
Wing. Proteins. Drosophila. Drosophila proteins. N-Acetylglucosaminyltransferases. Extremities. transcription factors. Gene expression regulation,
developmental. Repressor proteins. Homeodomain proteins
wing. boundary. serrate. wingless. apterous. pouch. vestigial. engrail. limb. adult. leg. compartmentalize. invected.
prospective. primordium. fringe. margin. compound. spalt. larval
compartment boundary. wing disc. wing imaginal disc. dorsal ventral boundary. anterior compartment. anterior posterior
compartment boundary. drosophila wing. wing margin. dorsal ventral compartment. developing wing
Relevant MeSH terms (upper) and extracted terms (lower).
The numbers of the citations in the clusters are parenthesized. Relevant terms are divided into single word terms and collocations for readability.
Table 2
Comparison with TEXTQUEST [16] (Example 1)
Cluster-1 (730)
Escherichia coli. Fimbriae, Bacterial. Bacterial proteins. Bacterial outer membrane proteins. Escherichia coli proteins. Fimbriae proteins. genes, bacterial.
Plasmids. Conjugation, genetic. Membrane proteins
colonize. enterotoxigenic. adhesin. fimbria. epithelial. intestinal. hemagglutinate. diarrhea. piliated. urinary.
intestine. agglutinate. uropathogenic. k99. adhesive. k88. pyelonephriti. vaccine. piliation. fimbrial
type pili. enterotoxigenic escherichia. enterotoxigenic escherichia coli. epithelial cell. e.coli strain. urinary
tract. coli strain. escherichia coli strain. k 12. urinary tract infection
Cluster-2 (833)
Saccharomyces cerevisiae. Cell cycle proteins. Transcription factors. DNA-binding proteins. DNA replication. Proteins. Repressor proteins. Carrier
proteins. Transcription, genetic. Signal transduction
kinase. bud. cyclin. arrest. mitosis. mitotic. cdc28. schizosaccharomyces. pombe. spindle. cdc2. checkpoint.
restrictive. ras. CDC25. g2. CDC28. nucleus. catalytic
cell cycle. protein kinase. budding yeast. yeast saccharomyces. yeast saccharomyces cerevisiae. cyclin dependent. dna
replication. kinase activity. cyclin dependent kinase. schizosaccharomyces pombe
Relevant MeSH terms (upper) and extracted terms (lower).
The numbers of the citations in the clusters are parenthesized. Relevant terms are divided into single word terms and collocations for readability.
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diﬀerence in the terms displayed at each leaf node of the
dendrogram (Table 5). Interestingly, there was no single
term that appears in both. For example, the term mutate
in the clusters with the MeSH term was not in the initial
clusters, and it is a relevant term in the studies of relation-
ships between the gene and the disease since segregation of
an aﬀected family from the others by mutation reveals an
evidence of the relationship. Table 6 shows the non-hierar-
chical clustering result, and it also shows the diﬀerencefrom the initial clusters in that there are relevant MeSH
terms related to mutations such as Mutation, Mutation,
Missense, and Polymorphism, Genetic that are not at ﬁrst.
In addition, after we learned that FOXP2 is one of the
genes that might be related to autism, we issued another
query about autism to the system (Table 1) to survey aut-
ism studies. The number of retrieved citations was 3472,
and one of the generated clusters grouped a set of abstracts
discussing the association of autism with the Measles
Mumps Rubella (MMR) vaccine (Table 7).
Fig. 6. The result of the parallel voting or averaging buckshot (PVAB) algorithm applied to the FOXP2-gene-related papers, which is shown to a user. The
labels were automatically selected from MeSH terms using their tf*idf values. Small numbers correspond to PMIDs, which are sorted in chronological
order of their publication. The ovals and the bold numbers (1 – 4) were added by the author, and the numbers correspond to those clusters in Table 4.
Table 4
MeSH terms (upper) and extracted terms (lower) relevant to each cluster obtained from FOXP2-related citations by using the PVAB algorithm in the cases
of using no MTST
No MTST is used
1 Speech. Language. Evolution, molecular. Speech disorders
specifically. structural. molecular. FOXP2. system. cause. broca
language development. human evolution. electrostatic charge
2 Lung. Membrane proteins. Gene expression regulation, developmental
lung. subfamily. epithelium. distal. epithelial. airway. foxp4
airway epithelium. distal epithelium. lung epithelium. winged helix
3 Birds. Nuclear proteins. Corpus striatum. Cytokines
foxp1. striatum. order. FOXP1. mature. fetal. hybridize
homologous gene. human fetal brain. in situ hybridization
4 Autistic disorder. Chromosomes, human, pair 7. Language disorders
autism. 7q31. locate. single. autistic. impair. putative
language impairment. genetic factor. specific language impairment
Relevant terms are divided into single word terms and collocations for readability.
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4.1. Focus
Our main focus is not to ﬁnd relationships among genes
obtained by microarray analyses based on related papers
[17,44,32, etc.] nor develop an IR system in biomedicine,but to provide researchers with an overview of a research
topic to facilitate their surveys of it and make hypotheses
based on millions of papers. The result of E1 shows its
eﬀectiveness in providing eﬃcient browsing of literature-
based biomedical data. There have been lots of studies of
literature-based hypothesis making or literature-based dis-
covery [45–48, etc], but they do not necessarily focus on
Fig. 7. Screen image of the non-hierarchical clustering of FOXP2. For each cluster, from the top, relevant terms (including relevant collocations and
sentences that can be shown when a user clicks the highlight), relevant MeSH terms, MeSH terms at the second depth of the hierarchy that are the
ancestors of the relevant MeSH terms, and the related UMLS Semantic Types are indicated. Each MeSH term has a link to the corresponding NCBI’s
MeSH database entry. The font size of a MeSH term reﬂects its relative relevance among those in the cluster. When a user moves the mouse cursor over a
MeSH term, all the same MeSH terms in the other clusters, its ancestors, and the related UMLS Semantic Types are highlighted. In addition, for each
cluster bar, there is a link to Cluster this cluster and a check box by which a user can cluster those citations in the speciﬁed cluster(s).
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obtain the similar result as McSyBi provided when we used
BITOLA [46] in the case of FOXP2—autism—MMR vac-
cine since it did not generate clusters, and there were lots of
candidates listed up.12 We believe that an eﬃcient and
eﬀective knowledge navigation tool provides a better way
of making a hypothesis and ﬁnding an unknown biological-
ly meaningful relationship.
4.2. MeSH term usage
McSyBi accepts an MTST as a user’s interest and chang-
es term weights according to the background knowledge of
term distributions in abstracts for each MTST. This way of
using MTSTs, especially MeSH terms, is based on the fol-
lowing discussion.
MeSH terms are useful for a computer to extract brief
contents of the paper without using complicated NLP tech-
niques. Struble and Dharmanolla [49] showed the useful-
ness by comparing clustering of MEDLINE citations
based on MeSH terms with full-text based clustering. How-12 Measles Mumps Rubella vaccine was at the 113th rank of the 4354
concept names listed by BITOLA.ever, regarding our approach, all or some of the following
problems arise when we use MeSH terms for clustering.
First, there are some MEDLINE citations to which no
MeSH term is assigned for several reasons [50]. One reason
is that some citations for which PubMed searches are not in
the MEDLINE database, and they do not have MeSH
terms. Furthermore, since MeSH terms are assigned man-
ually, some citations are waiting to be assigned.
Second, the MeSH vocabulary is updated annually, so
some citations did not have appropriate MeSH terms that
had not been included in the vocabulary at the time of their
publication. For example, a MeSH term MAP Kinase Sig-
naling System was introduced in 2000, so citations before
its introduction do not have it even if they discuss MAP
kinase signaling.
Third, the granularity of the MeSH vocabulary is too
coarse for some topics. For example, papers on FOX fam-
ily genes do not have those MeSH terms describing them
while the gene p53 does (Genes, p53). Consequently, two
kinds of papers discussing Foxp2 and Foxp4 genes respec-
tively that have the same MeSH terms cannot be distin-
guished from each other if we only use them for clustering.
Nevertheless, MeSH terms are useful in that term distri-
butions in abstracts for each MeSH term and UMLS ST
Fig. 8. Generated dendrogram for FOXP2 (trimmed and no MTST is used). At each terminal (leaf) node, the serial number in the order of publication
date and the article title with a link to the corresponding PubMed entry are at the top, then, the relevant terms delimited by vertical lines come next, and
the relevant MeSH terms, each of which has a link setting the term as the one to inﬂuence the term weights, are at the bottom. At each non-terminal node
where two children (i.e., either two leaves, two nodes, or a leaf and a node) are merged, the depth from the root that is clickable for a user to be able to
expand or collapse its descendants, the similarity between the children, the relative similarity to its parent (parenthesized), and the relevant terms come
ﬁrst, and then, the relevant MeSH terms come next.
Table 5
The ten most frequently appearing terms at the leaf nodes in the two sets
of hierarchical clusters showing diﬀerent aspects of the FOXP2 gene
studies
No MTST is used Autistic Disorder
Term Count Term Count
Forkhead domain 3 Mutate 22
Autism 3 Member 17
Language impairment 3 Sequence 11
Autistic 3 Domain 10
Patient 3 Locus 9
Foxp4 3 Cell 8
Nucleotide polymorphism 2 Neural 8
Japanese 2 Polymorphism 7
SNP 2 Human 7
Spatial 2 Chromosome 6
On the left no MTST was used, and on the right the MeSH term Autistic
Disorder was used as the user’s interest to inﬂuence the clustering.
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for conveying a user’s interest. The result of E3 shows its
eﬀectiveness. The importance is that using an MTST for
clustering enables us to see another aspect of citations to
which that MTST is not assigned as we show in the case
of FOXP2. The MeSH term Autistic Disorder strengthened
the weights of terms related to mutation, and therefore the
citations were clustered in terms of them. Although this
result might be not useful for users who want to retrievecitations related to autism only, as mentioned above, our
focus includes revealing meaningful relationships among
obtained citations and multiple aspects of them. In the
FOXP2 case, the re-clustering revealed that several studies
were related to each other in terms of mutation despite the
diversity of the sub-topics.
In addition to this eﬀectiveness, MeSH terms are also
eﬀective when used as labels for clusters along with extracted
terms, since extracted terms are often too narrow or speciﬁc
to acquire a brief content of a paper. Since MeSH is used to
index theMEDLINE database [50] and the result ofE2 indi-
cates, our application is reasonable. However, the variances
are large (Table 8), and we need more thorough analyses
whether we can improve stability of the eﬀectiveness.
4.3. Comparison
Concerning the comparison of McSyBi with TEXT-
QUEST, the generated clusters of the Example 1 data set
were very similar to those by TEXTQUEST. The advan-
tage of McSyBi is the appropriate relevant MeSH terms.
As for the Example 2 data set, while one of our clusters
represents the patterning of appendages, there is no such
cluster in the TEXTQUEST clusters. Instead, our ﬁrst clus-
ter contains many citations in their ﬁrst and second clusters
judging from the relevant terms such as hunchback, gastru-
late, and rel. It is due to the diﬀerence of the citations to be
Table 7
MeSH terms (upper) and extracted terms (lower) relevant to each cluster obtained from autism-related citations using the PVAB algorithm
MeSH and extracted terms relevant to the cluster
1 Brain mapping. Magnetic resonance imaging. Brain stem. Corpus callosum
vermi. magnetic. hemisphere. lobule. pon. nucleus
magnetic resonance. brain volume. cerebellar vermi
2 Carrier proteins. Chromosomes, human, Pair 7. Membrane transport proteins. Repressor proteins
allele. chromosome. nucleotide. chromosomal. exon. disequilibrium. duplicate
autism susceptibility. linkage disequilibrium. candidate gene
3 Preservatives, pharmaceutical. Seasons. Measles-Mumps-Rubella Vaccine. Autistic disorder
vaccinate. health. vaccine. chromosomal. pregnancy. immunize. utero
population based. medical disorder. cleft palate
4 Antipsychotic agents. Haloperidol. Psychotropic drugs. Questionnaires
placebo. crossover. safety. health. CGI. responder. risperidone
open label. clinical global impression. placebo controlled
5 Concept formation. Problem solving. Visual perception. Perceptual disorders
tom. mind. semantic. cohere. visual. frith. comprehension
false belief. belief task. false belief task. central coherence
6 Communication aids for disabled. Communication. Education, special. Mainstreaming (education)
teach. package. implement. therapist. train. classroom
multiple baseline. multiple baseline design. baseline design
Relevant terms are divided into single word terms and collocations for readability.
Table 6
MeSH terms (upper) and extracted terms (lower) relevant to each cluster obtained from FOXP2-related citations by using the PVAB algorithm in the cases
of using Autistic Disorder
Autistic Disorder
1 Lung. DNA-binding proteins. Nuclear proteins. Cytokines
finally. lung. subfamily. epithelial. epithelium. foxp. distal
gene expression. foxp1 protein. airway epithelium
2 Language development disorders. Language. Mutation
broca. system. image. primate. bilateral. magnetic. relative
unaffected family member. broca area. avian vocal learner
3 Brain. Mutation, missense. Corpus striatum. Codon, nonsense
critical. temporal. molecular. telencephalon. migrate. emerge
language development. electrostatic charge. disease causing
4 Autistic disorder. Polymorphism, genetic. Schizophrenia
autistic. autism. putative. locus. SPCH1. chromosomal. allele
language deficit. autistic disorder. putative transcription factor
Relevant terms are divided into single word terms and collocations for readability.
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Since there is not any standard reference set nor measure
such as recall and precision currently, it is diﬃcult to com-
pare more objectively, and we need such resources and
measures.
Regarding the relevant MeSH terms, they are relatively
vague in some clusters because (1) there are diverse cita-
tions in a cluster, or (2) there is no appropriate MeSH
terms. In the cluster of the segment patterning, the relevant
MeSH terms are coarse to describe the contents although
they are not erroneous. For example, products of homeotic
selector genes are DNA binding proteins. This is the case of
(1) since there are citations unrelated to any of the main
themes of the three clusters in addition to those related
to the segment patterning. When setting the number ofclusters to four, we obtained the fourth cluster composed
of those unrelated citations; the labels of the other three
clusters basically followed the case of the three clusters,
and those of the segment patterning cluster included a
more appropriate one Genes, Homeobox (Table 9). In the
cluster of the patterning of appendages, the relevant MeSH
terms such asWing and Gene Expression Regulation, Devel-
opmental are more appropriate than those of the segment
patterning, but they are still relatively vague; there is no
more speciﬁc MeSH term than Gene Expression Regulation,
Developmental. It would be helpful if there is a MeSH term
describing the appendage development, and this is the case
of (2). Alternatively, we can also think of providing sen-
tences that contain relevant terms. This can help a user
to catch contexts where the relevant terms are used. When
Table 8
Averaged MeSH term weights (tf*idf scores) used for cluster labels
No MTST (Random) Disease or syndrome Mutation Metabolism Genetics
C1 2.26 (0.60) 1.60 (0.35) 2.10 (0.53) 2.11 (0.50) 2.12 (0.56) 2.13 (0.55)
C2 2.34 (0.64) 1.65 (0.41) 2.21 (0.54) 2.22 (0.55) 2.25 (0.63) 2.26 (0.63)
C3 2.24 (0.60) 1.59 (0.36) 2.08 (0.47) 1.96 (0.45) 1.96 (0.44) 1.95 (0.44)
C4 2.32 (0.71) 1.64 (0.44) 2.17 (0.57) 2.04 (0.57) 2.00 (0.54) 2.01 (0.56)
Numbers in brackets are standard deviations.
Each of the averaged MeSH term weights was obtained by averaging over the ranks and the query IDs.
C1, using UMLS and abbreviation expansion, not term screening; C2, using UMLS, abbreviation expansion, and term screening; C3, using Porter
stemmer, not term screening; C4, using Porter stemmer, and term screening.
Table 9
MeSH terms (upper) and extracted terms (lower) relevant to each cluster obtained from Example 2 citations by using the PVAB algorithm
No MTST is used
1 Phosphoproteins. Membrane glycoproteins. RNA-binding proteins. Caenorhabditis elegans proteins
toll. nanos. easter. pelle. inject. snake. innate
nuclear localization. rel protein. toll gene
2 Proteins. Genes, homeobox. DNA-binding proteins. Central nervous system
hox. antennapedia. segment. tolloid. gastrulate. boundary. sex
hox gene. regulatory region. dorsal ventral patterning gene
3 Oogenesis. Oocytes. Cell polarity. Drosophila proteins
follicle. gurken. chamber. oocyte. oogenesis. follicular. egfr
follicle cell. egg chamber. dorsal follicle cell
4 Wing. Proteins. N-Acetylglucosaminyltransferases. Extremities
wing. boundary. disc. serrate. compartment. imaginal. engrail
compartment boundary. wing disc. wing imaginal disc
Relevant terms are divided into single word terms and collocations for readability.
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the appendage development includes the following
sentence:
Organization of wing formation and induction of a
wing-patterning gene at the dorsal/ventral compartment
boundary. (PMID: 8127364)
This would be informative to catch the characteristics of
the cluster. We will study sentence extraction and summa-
rization methods next.
4.4. Clustering
In our study, we developed a way for users to enter their
interests into the clustering system to acquire an overview
of the retrieved papers. Our solution is to provide both hier-
archical and non-hierarchical clustering methods. Compar-
ing them, the former provides more detailed relationships
among retrieved citations than the latter because of the nat-
ure of its algorithm. However, obtaining hierarchical clus-
ters needs more processing time (O (N2)) than obtaining
non-hierarchical ones (O (KN)). Therefore, an appropriate
way is to obtain non-hierarchical clusters ﬁrst and then select13 The relevance of a sentence is calculated based on the tf*idf scores of
the terms in it. The listing order of the extracted sentences follows their
location in the abstracts, that is, those of titles are at the ﬁrst.one of them and obtain hierarchical clusters of that cluster to
see more details of it. The result of E4 supports this
approach.
Although our study showed the feasibility of our
method that can be used for eﬃcient and eﬀective knowl-
edge navigation based on biomedical papers, it is far from
ideal. First, there are some clustering issues. Currently,
our system does not provide a cluster having more than
one parent. Since the structure of generated clusters
depends on the order of the data to be clustered when
group-average agglomerative hierarchical clustering is
used [51], we need to consider them. Similarly, McSyBi
clustering results are susceptible to randomly generated
initial conditions due to the nature of the k-means algo-
rithm although our method alleviates their eﬀects by aver-
aging or voting over multiple results of the buckshot
algorithm. A way of compensating this issue is to itera-
tively cluster a retrieved citation set and obtain multiple
clustering results. In addition, although the average incon-
sistency between hierarchical and non-hierarchical cluster-
ing was relatively small (12.7%), four of the citation sets
had more than 20% inconsistency. This partially depends
on MTSTs used for clustering; using an MTST makes the
consistency of a given data increase while that of another
data decrease. For example, the former case happened for
QID 11 and the latter did for QID 12 when we took Dis-
ease or Syndrome as the MTST. We believe this result
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ple aspects. Still, we need thorough investigations along
with preparing a reference set.
Second, nested terms are not handled well. For example,
one of the clusters of FOXP2-related citations has the fol-
lowing relevant terms: forkhead domain, forkhead tran-
scription, and forkhead. In this case, the one word term
forkhead is inappropriate as a relevant one. This issue also
causes a needless increase in term vector dimensionality.
C-value [52] could be a choice to improve. Note that this
issue does not have any relationship to MeSH term
handling.
Third, McSyBi needs time for its whole process to obtain
hierarchical clustering. This issue becomes especially signif-
icant when the number of retrieved data is huge (obtaining
hierarchical clustering of over 5000 citations takes very long
time currently). Since one of the purposes of developing
McSyBi is to unveil unpublished relationships between mul-
tiple independently retrieved sets of citations, it is imperative
to improve the eﬃciency of the whole process to make
McSyBimore scalable.Asmentioned above, this issue is alle-
viated by taking the approach of using non-hierarchical clus-
tering ﬁrst, since this clustering takes much less time even for
over 5000 citations (a few minutes). We are continuing to
work on developing a method that can cluster a larger set
of citations more eﬃciently.
Finally, this issue is not about the method itself, but
about evaluations. We need a user-centric test to gain more
credibility of McSyBi’s usefulness. As mentioned above,
there is not any standard reference set nor measure to eval-
uate systems like McSyBi currently. Relating to this issue,
it is also diﬃcult to develop a method of determining the
optimal numbers of clusters for a non-hierarchical cluster-
ing algorithm to generate for a citation set.
5. Conclusion
We introduce a novel citation clustering system called
McSyBi that generates hierarchical and non-hierarchical
clusters. Each generated cluster is automatically labeled by
both relevant MeSH terms and extracted terms including
collocations. Users can reﬂect their interests on clustering
by entering MTSTs and learn multiple aspects of a research
topic. Non-hierarchical clusters are useful in capturing an
overview of the retrieved citations while hierarchical clusters
are useful in obtaining more detailed relationships among
them. Our approach can be a great help where research ﬁelds
are highly divergent and integration of them is needed.
Employing soft clustering, appropriate handling of nested
collocations, reducing processing time, and conducting a
user-centric test are things for us to do in the next step.
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