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Given a power grid and a transmission (coupling) strength, basin stability is a measure of synchronization
stability for individual nodes. Earlier studies have focused on the basin stability’s dependence of the position
of the nodes in the network for single values of transmission strength. Basin stability grows from zero to one
as transmission strength increases, but often in a complex, nonmonotonous way. In this study, we investigate
the entire functional form of the basin stability’s dependence on transmission strength. To be able to perform a
systematic analysis, we restrict ourselves to small networks. We scan all isomorphically distinct networks with
an equal number of power producers and consumers of six nodes or less. We find that the shapes of the basin
stability fall into a few, rather well-defined classes, that could be characterized by the number of edges and the
betweenness of the nodes, whereas other network positional quantities matter less.
PACS numbers: 64.60.aq, 84.40.Az, 89.70.-a, 89.75.Fb
I. INTRODUCTION
A stable supply of electricity is crucial for our society.
Finding network topologies that enhance the stability of power
grids has been an active subfield of network theory. Previous
studies have typically focused on the structural vulnerability
of power grids against external attacks [1–7] and the cascad-
ing spreading of system failure over power grids [6, 8–10]. In
addition, researchers have studied the relation between topol-
ogy and dynamics via network synchronization models. Fila-
trella et al. [11] derived a synchronization model for power-
grid nodes as a form of the Kuramoto model. Other papers in-
vestigated the relationship between the network topology and
synchronization of power grids [12–15].
Recently, Menck et al. [16] introduced the concept of basin
stability (denoted by B in this paper) quantifying a type of
stability of synchronization in power-grid nodes. In a gen-
eral nonlinear system, the basin stability of a given stable
state measures the likelihood that the system recovers the state
against an external perturbation. For power grids, the basin
stability of a node can be defined as the fraction of initial
phase angle and frequency values of that node which result in
convergence to synchronization according to the system dy-
namics (with the initial values fixed for all other system vari-
ables). Since calculating basin stability requires the Monte
Carlo sampling of nonlinear systems, it is computationally
expensive. Accordingly, it is suggested to use the connection-
topology-based identification method—namely, the topologi-
cal characteristics such as dead-end, dead-tree, and detour—
to identify nodes with large or small basin stability values for
computational tractability [17–19]. They exploit the correla-
tion between basin stability and topological characteristics of
nodes.
A topic that has gotten relatively less attention is the effects
of transmission strength K on the basin stability. Transmission
strength greatly affects nodes’ basin stability, as shown in our
∗ holme@skku.edu
recent study that reveals that power-grid nodes exhibit various
patterns of basin stability transition as a function of the trans-
mission strength [20]. Since the transition pattern is a con-
sequence of the nontrivial combination of connection topol-
ogy and parameters for power-transmission dynamics, differ-
ent transition patterns of nodes can effectively represent each
node’s characteristics in terms of dynamical behaviors.
In this study, we systemically analyze the transition of basin
stability. We generate all of the possible configurations of
small networks of given sizes, and investigate the transition
patterns. We find specific subregions to which the basin sta-
bility of nodes are concentrated. Based on the trajectory of
the basin stability transition, we classify nodes into different
clusters, which cannot be explained by conventional cluster-
ing methods.
II. BASIN STABILITY TRANSITION
A. Various transition patterns
Quantities characterizing power-grid systems such as the
amount of power generation or consumption, phase difference
of nodes, connection structure of the power grid, and coupling
strength affect the basin stability of nodes. The governing dy-
namics for the synchronous interaction between power-grid
nodes is often described as the second-order Kuramoto-type
model [12, 15–19, 21]:
θ¨i = ω˙i = Pi − αiθ˙i −
∑
i, j
Ki j sin(θi − θ j), (1)
where Pi is the net power generation or consumption at power
grid node i, αi is the dissipation constant, Ki j is the coupling
strength between nodes i and j, θi is the phase angle of node i,
and ωi = θ˙i is the angular velocity of node i. The phase angle
and frequency are measured relative to the reference frame.
When ωi vanishes for all of the nodes, the power grid is con-
sidered to be synchronized and the system maintains the con-
stant frequency desired for stable power transmission.
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FIG. 1. (Color online) Basin stability transition of nodes as a function
of the coupling strength K in a network. Node i (∈ {A, B,C,D}) is
net producer (consumer) when Pi > 0 (Pi < 0), respectively. In
spite of the same functional role of nodes A and B in the linear chain
network, the stability transition patterns of them are very different.
Node C (D) shows the same pattern with node B (A), respectively.
The transition pattern of basin stability varies across differ-
ent nodes. It is known that the basin stability nonmonotoni-
cally changes as the coupling strength increases [20]. Accord-
ingly, the functional form of the transition pattern can also
be diverse for nodes. In a network depicted in Fig. 1, four
nodes are connected in a row. The parameter values such as
the amount of input or output |P| and the dissipation constant
α of the four nodes for the synchronization dynamics are set
to be the same with each other, except for the fact that the two
nodes on the left are producers and the other two nodes on the
right are consumers(see Sec. II B for the detailed parameter
setting.). Despite the fact that nodes A and B (C and D) play
the same role as producers (consumers), respectively, their sta-
bility transition patterns are different. Node A seems to main-
tain an intermediate level of basin stability before it suddenly
reaches the maximum (unity) for large coupling strength. On
the other hand, node B maintains a low level of basin stability
up to K ' 20 and then it rapidly increases. It is interesting to
note that producers and consumers show the same transition
pattern when their network-topological location is the same.
In other words, one can get the same transition pattern from
the parameter setting for the opposite sign of P, i.e., in Fig. 1,
node C (D) has the same transition pattern with node A (B),
respectively.
B. Numerical simulation
For numerical integration of Eq. (1), we use the same
method used in Ref. [20]. We assume the same strength value
K for all of the transmission lines, so that Ki j = K if there is
an edge between nodes i and j and Ki j = 0 otherwise. The
amount of input power of node i, or Pi = 1 if node i is the
net power producer and Pi = −1 if it is the net power con-
sumer. Following Refs. [16, 18, 19], we set the dissipation
constant α = 0.1 for all of the nodes. The initial random per-
turbation is assigned for given node i as −100 ≤ ωi ≤ 100 and
−pi ≤ θi < pi. Besides the node i, the other nodes j , i have
the initial phase θ j = 0 and angular velocity ω j = 0. We con-
sider the system is synchronized and stable when the system
converges with the numerical convergence criteria [18, 20],
namely, the time derivative of angular frequency ω˙ < 5×10−2
and the angular frequency ω < 5 × 10−2 for all of the nodes.
C. Flow betweenness
We introduce flow betweenness to calculate how much a
node functionally contributes particularly for the power-grid
interactions. Newman [22] suggested the current flow be-
tweenness centrality as a centrality measure inspired by the
current flow of an electric circuit. Schultz et al. [19] success-
fully applied the centrality measure to identify basin stability
of nodes in a power grid. The original current flow between-
ness considers all of the node pairs regardless of the node
identities: producers (P > 0) or consumers (P < 0).
In this study, however, to take the distinction between pro-
ducers and consumers into account, we modify the original
method to explicitly deal with the relevant source-target pairs.
In a real power grid, multiple numbers of producers and con-
sumers exist through which current is injected into the power
grid or extracted out of it. Therefore, taking that distinction
into account could result in the more realistic load distribution
originated by the actual current flow, than the all-to-all pairs.
In addition, the modified method requires a shorter computa-
tion time. Therefore, flow betweenness is particularly useful
for large size power grids, where the computational speed be-
comes an issue.
The current flowing through an edge between two nodes is
proportional to the voltage difference between them, which is
affected by their locations. We calculate the flow betweenness
of nodes in a network which has multiple sources and targets.
Let u denote the source vector whose ith element is +1 if i is
a source, and −1 if it is a target, and 0 otherwise. The roles of
nodes are identified by aforementioned Pi.
The voltage vector v can be calculated from the admittance
matrix Y and source vector u because Yv = u (matrix prod-
uct). In the network representation of a power grid, the Lapla-
cian matrix L of the network corresponds to the admittance
matrix Y of the power grid. Therefore, the voltage vector
v = Y−1u = L−1u = Tu, where T is the Moore-Penrose
pseudo-inverse [19, 22] of L. Accordingly, the voltage at node
i with given source nodes s and target nodes t is
vi =
∑
s
Tis −
∑
t
Tit. (2)
The current flowing through the edge between nodes i and
j is proportional to the sum of the voltage difference between
i and j:
Ii j = Ci j
[
vi − v j
]
, (3)
where Ci j corresponds to the conductance of the transmission
line between nodes i and j. Here we set Ci j = Ai j (the ad-
3jacency matrix elements) for all of the edges. Note that we
construct the electric power grid as an unweighted and undi-
rected network, assuming that the conductance of all of the
transmission lines is equal. Ii j > 0 represents that the current
flows from i to j and Ii j < 0 means the opposite direction.
The current flow load at node i is given by the sum of the
current load from the connected edges to node i. We consider
both throughput and input currents for calculation. Finally,
the flow betweenness of node i is
Fi =
1
2
(
|ui| +
∑
j
Ai j
∣∣∣Ii j∣∣∣ ) , (4)
where the source vector component ui is input and
∑
j Ai j
∣∣∣Ii j∣∣∣
corresponds to the throughput of i. We normalize Fi by 2
to avoid double counting. We use unit-based real numbers
for parameter values for the sake of simplicity as DC circuit
approximation.
III. RESULT
A. Two-node and four-node networks
The shape of the basin stability transition is the synchro-
nization stability landscape that has information about the col-
lective dynamics of power-grid synchronization. Therefore,
it is beneficial to design or operate the power grid with the
knowledge of the factors that decide the transition patterns.
In our previous work [20], we reveal that the mesoscale net-
work property given by community consistency is an impor-
tant factor. For a more systematic approach from even simpler
structures, we start from small networks by enumerating the
exhaustive list of possible network configurations. We gener-
ate all possible network configurations with two, four, and six
nodes (only even numbers to make the network balanced—the
equal numbers of producers and consumers and their amount
of production and consumption is the same). Since all of the
nodes in real power grids should be connected, we only con-
sider connected network configurations.
The number of network combinations with two different
attributes enormously increases as the number of nodes in-
creases. In order to effectively select only unique configu-
rations up to network isomorphism and producer-consumer
symmetry, isomorphic networks, which are identical to other
networks after switching node attributes or node identity, are
excluded from the configuration lists. As a result, among 2
and 228 cases for two- and four-node combinations, we iden-
tify 1 and 11 unique network configurations (Fig. 2), respec-
tively.
In the simplest two-node network, the transition patterns
of the two nodes are similar to each other. The basin stabil-
ity gradually increases as K increases and reaches the maxi-
mum (unity) at large K [Fig. 2(a)], which is the same as the
infinite-bus-bar model (for a node of interest, taking all of the
other nodes as the environment) transition of basin stability as
a function of coupling strength [18].
However, four-node networks show heterogeneous patterns
for transition curves [Figs. 2(b)– 2(l)]. Some features of the
transition shape from the four-node network are found. At
first, various shapes of transition patterns appear. We clas-
sify them as the suppressed form [e.g., the top left node of
Fig. 2(b)], enhanced form [e.g., the top left node of Fig. 2(g)],
infinite-bus form [e.g., the bottom left node of Fig. 2(i)], and
broad peak [e.g., the bottom left node of Fig. 2(j)].
The suppressed form and the enhanced form are identified
comparing to the infinite-bus form. The infinite-bus form is
characterized by the prolonged intermediate level of the basin
stability region before the basin stability suddenly reaches
unity. It is observed in the network with two nodes where one
is an oscillator and another is an infinite bus. The suppressed
form is identified by the lower rate of basin-stability increase
as a function of the K value than the one of infinite-bus form
mostly at small K < 20. On the other hand, the enhanced
form shows the higher rate of basin stability increase than the
infinite-bus form without the intermediate stable basin stabil-
ity region. The broad-peak form characterizes the unique fea-
ture of some nodes that the node shows the temporal maxi-
mum basin stability before it completely shows unity at large
K.
Second, both the network structure and the position of pro-
ducers and consumers collectively affect the basin stability
transition. The different network topology could accompany
the different transition pattern of basin stability, since the con-
nection pattern could be different. Yet, the different network
topology could also generate the similar transition pattern of
basin stability such as the networks in Figs. 2(k) and 2(l).
The influence of the nodal attribute position on the basin sta-
bility transition also varies. For instance, the networks with
the same topology seem to show similar transition patterns re-
gardless of the position of producers and consumers as seen
in Figs. 2(c) and 2(d), 2(h) and 2(i), and 2(j) and 2(k).
However, the different position of producers and consumers
also results in the different transition shape such as the net-
works in Figs. 2(f) and 2(g), particularly for the upper left
nodes. Considering the various consequences of the position
of producers and consumers and the network structure for the
transition pattern of basin stability, the collective influence of
the nodal position and the network structure on the transition
pattern needs further investigation, which we will extensively
address in Sec. III B.
Third, when a node belongs to a triangle loop, the tran-
sition peak—temporary increase of basin stability—appears
before the synchronous dynamics reaches unity [Figs. 2(f),
2(g), 2(j), 2(k), and 2(l)]. When the triangle participant
has another neighbor with only a single neighboring node, the
transition shape of the triangle participant becomes extremely
biased to be suppressed—the top left node of Fig. 2(f)—or
enhanced—the top left node of Fig. 2(g).
Last, when the number of edges is larger than four, all of the
nodes show the broad transition peak shape on their transition
form [Figs. 2(j)– 2(l)]. In other words, the peak shape appears
when the network is dense.
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FIG. 2. (Color online) Basin stability transition patterns of nodes from all of the unique network configurations for two and four nodes. Each
panel represents a node and its basin stability transition. Orange (bright) nodes play producers and red (dark) nodes are consumers. The edges
between nodes are transmission lines connecting two nodes. The upper right panel above panel (c) is an illustration for legends. (a) is the
network work motif with two nodes and (b)–(l) are that of four nodes. The number of effectively isomorphic configurations is (a) 1, (b) 23, (c)
23, (d) 23, (e) 23, (f) 23, (g) 47, (h) 11, (i) 5, (j) 23, (k) 11, and (l) 5. (a) shows 0 ≤ K ≤ 150 and (b)—(l) have 0 ≤ K ≤ 40 for K range at X
axis.
B. Six-node network motifs
1. Clustering in the three-dimensional parameter space
We now consider the networks with six nodes. With six
nodes, there are 584 unique configurations when we take
the isomorphism into account, from the 30827 combinations
(Fig. 4; see Supplemental Material [23] for the detailed topol-
ogy for all of the configurations.). As we observed in the four-
node configurations, the shape of the basin stability transition
varies for nodes. Since measuring the basin stability requires
numerical simulations which are too computationally inten-
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FIG. 3. (Color online) Basin stability transition of some nodes from
two-node and four-node networks in Fig. 2. Various shapes of tran-
sition patterns exist in the network motifs.
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FIG. 4. (Color online) The network motifs with six nodes. Orange
circle nodes (bright) are producers and purple square nodes (dark) are
consumers. With six nodes, the number of unique network motifs is
584. The exhaustive list of configurations is shown in Ref. [23].
sive, we choose to analyze the three-dimensional (3D) pro-
jection of the basin stability at three different K values in or-
der to effectively investigate the transition patterns without the
exhaustive enumeration. Since the basin stability of nodes in-
creases from zero at small K to unity at large K, the transition
pattern is effectively distinguished by comparing a couple of
basin stability values at different K. We choose three different
K in our study. Then, the position of a plot in the 3D pa-
rameter space (where each axis corresponds to each K value)
provides the information about to which pattern the transition
belongs. We use K = 7, 14, and 21 values to represent the
transition pattern of a node.
Using three K values can describe the shape of the transi-
tion curves much more accurately than using only a K value.
Here we show the deviation of basin stability in each group
(a clustering of nodes) becomes sufficiently small with three
K values. To compare the different dimensional classifica-
tions, we classify curves into ten groups based on the basin
stability of nodes at a given number of K values (1 to 5). We
then evaluate the goodness-of-classification of the clustering
at all 28 K values for all nodes in all six-node networks. The
goodness-of-classification metrics is the root mean square of
the deviation from the group mean, i.e.,
A =
√
1
nKm
∑
K
∑
i
[Bi(K) − Bg(i)(K)]2, (5)
where nK is the number of K values considered, m is the num-
ber of curves (i.e., the number of nodes in unique positions
in all the six-node networks), g(i) is the group i belongs to,
and Bg(K) is the average value of B at coupling strength K for
nodes in group g. The result in Fig. 5 implies that increasing
only a few more K values can make the classification much
more accurate and completes our argument.
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FIG. 5. (Color online) The average standard deviation of basin sta-
bility of nodes in each clustering for different numbers of K values.
It shows that the significant advantage of using three K values for
classification rather than only one K value.
In the 3D parameter space, the points are not randomly dis-
tributed (Fig. 6). The points (each point corresponds to each
node) are clustered into four groups (cluster CA, CB, CC , and
CD) as illustrated in Fig. 6(a). The nodes are clustered into
groups according to the node’s basin stability at K, which is
denoted by B(K). The cluster A (CA) is illustrated as the pur-
ple cuboid for the nodes at the corner of the 3D space, whose
basin stability values are 0 ≤ B(7) ≤ 0.2, 0 ≤ B(14) ≤ 0.2,
and 0 ≤ B(21) ≤ 1; the CB is the yellow cuboid for nodes with
0 ≤ B(7) ≤ 0.4, 0.2 < B(14) ≤ 1, and 0.8 < B(21) ≤ 1;
the green cuboid CC is the nodes with 0.4 < B(7) ≤ 1,
0.4 < B(14) ≤ 1, and 0.8 < B(21) ≤ 1; the CD shown as
a blue cuboid is located in the middle of the 3D space that
consists of nodes with 0.4 < B(7) ≤ 0.7, 0.4 < B(14) ≤ 1, and
0.4 < B(21) ≤ 0.8. The four clusters represent a handful of
transition patterns.
We compare the distribution of points with node character-
istics such as degree, edge density of the corresponding net-
work ensemble, betweenness, and flow betweenness as shown
6(b) (c)
(d) (e)
(a)
CA
CB
CC
CD
FIG. 6. (Color online) 3D basin stability profile of nodes from six-nodes motifs. Each axis represents a node’s basin stability values at K=7,
14, and 21 on x, y, and z axes, respectively. Nodes are clustered into four groups according to the node’s basin stability at K [B(K)]. The
cluster A (CA) is illustrated as the purple cuboid for the nodes that are at the corner of the 3D space, whose basin stabilities are 0 ≤ B(7) ≤ 0.2,
0 ≤ B(14) ≤ 0.2, and 0 ≤ B(21) ≤ 1; the CB is the yellow cuboid for nodes with 0 ≤ B(7) ≤ 0.4, 0.2 < B(14) ≤ 1, and 0.8 < B(21) ≤ 1;
the green cuboid CC is the nodes with 0.4 < B(7) ≤ 1, 0.4 < B(14) ≤ 1, and 0.8 < B(21) ≤ 1; the CD shown as a blue cuboid is located
in the middle of the 3D space that consists of nodes with 0.4 < B(7) ≤ 0.8, 0.4 < B(14) ≤ 0.8, and 0.4 < B(21) ≤ 0.8. The basic node or
network characteristics such as degree (b) and edge density (c) do not show clear patterns, whereas betweenness (d) and flow betweenness (e)
are roughly distributed from CA through CB and CC to CD as the values increase.
in Figs. 6(b)– 6(e). The position of nodes in the point cloud
does not seem to have a clear correlation with degree and edge
density. Some degree and edge density values are found at cer-
tain regions such as K7 = 0.5,K14 = 0.5,K21 = 1 for degree
= 5 or edge density = 1 in Figs. 6(b) and 6(c). However, it is
hard to see any clear correlation for the entire point cloud.
On the other hand, betweenness shows an interesting distri-
bution on the points as shown in Fig. 6(d). We notice that the
nodes in CA have higher betweenness (mean = 0.670) than
other nodes. The nodes can be easily distinguishable from
the other nodes particularly at low K values by their high be-
tweenness. The nodes with the intermediate level of between-
ness are clustered at CB. The mean betweenness of the nodes
in CB is 0.437 and the basin stability is very high at K = 21
for most of the nodes in cluster CB (B > 0.9 for about 95%
of nodes in CB at K = 21). The nodes in CB have small basin
stability at K = 7 similar to the high-betweenness nodes in
CA. However, the basin stability at K = 14 is larger than that
of the high-betweenness nodes in CA and widely distributed.
It is interesting to note that there are two dominant clus-
ters CC and CD where the low-betweenness nodes are located.
One is a planar plane with basin stability = 1 at K = 21 (CC).
Another dominant point is in the middle of the 3D space (CD).
The nodes in CD have the lowest betweenness (mean = 0.033),
whereas the nodes belonging to CC have 0.085 on average.
The transition pattern seems to develop from the CA through
CB and CC to CD area as the betweenness increases but it re-
quires further investigation.
We compare the point cloud with our version of flow be-
tweenness described in Sec. II C. Since the flow betweenness
specifically reflects the location of producer and consumer
nodes, it provides clearer identification for the point cloud
pattern than betweenness. For example, nodes in CA are dis-
tinguished from the other nodes with large flow betweenness
values (mean = 2.900). Cluster CC is also well distinguished
from CD. The power of classification of betweenness and flow
betweenness is visually noticeable in Fig. 6. The mean flow
betweenness values of CB, CC , and CD are 1.566, 1.088, and
1.005, respectively.
2. Abrupt stability increase and network characteristics
One of the characteristics of the transition curves is the rate
of basin stability increase as a function of K. Some nodes
reach an intermediate level of basin stability at small K ' 5,
but other nodes’ basin stability values increase gradually as
much as they have basin stability values < 0.1 at K ' 20
(see Fig. 3). The characteristics of the different rates for basin
stability increase can be quantified by the K value where the
basin stability exceeds 0.4 for the first time—B(0.4)—as we
increase K values.
We compare B(0.4) with the network characteristics such as
degree, edge density, betweenness, and flow betweenness for
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FIG. 7. (Color online) The correlation between the minimum cou-
pling strength, where B > 0.4, and (a) degree, (b) edge density, (c)
betweenness, and (d) current flow betweenness centralities.
the four-node network cases [Figs. 7(a), 7(b), 7(c), and 7(d),
respectively]. As we observe from the 3D point cloud, de-
gree seems to have little to do with the transition shape. Edge
density also does not show any clear correlation. However, it
is interesting to see that the maximum edge density at each
B(0.4) seems to be negatively correlated with B(0.4).
Betweenness and flow betweenness show stronger correla-
tions between B(0.4) than degree and edge density. The pat-
terns of the scatter plots are very similar as the Pearson cor-
relation coefficients are 0.749 for betweenness and 0.732 for
flow betweenness. According to the correlation, the nodes
with large betweenness or flow betweenness tend to have a
low basin stability, which is in good agreement with Ref. [19].
IV. DISCUSSIONS AND CONCLUSION
In this study, we have investigated all of the unique net-
work configurations for two-, four-, and six-node networks
with two different node attributes of producer and consumer.
We have revealed the basin stability transitions are classified
into four clusters. Based on our analysis, we have shown
that the transition patterns are not directly affected by either
micro- or macro scale network characteristics. For example,
the individual node degree is not correlated with the transi-
tion patterns and the number of edges in a network is weakly
correlated with the transition patterns. Instead, the transition
pattern is affected by the collective interactions between nodes
in a given network topology and node attributes.
As an explanatory variable, we apply the betweenness in
order to quantify the functional contribution of each node in
a network. We also specify nodes’ attributes and calculate
flow betweenness with given producer-consumer pairs. Both
betweenness and flow betweenness values are correlated with
the transition patterns. Although flow betweenness is opti-
mized for a power-grid system, betweenness shows the larger
Pearson correlation value with the transition pattern than that
of flow betweenness. Considering the statistical correlation
to the transition patterns, flow betweenness does not improve
betweenness in terms of summarizing the pattern of basin sta-
bility transition.
Our findings, in addition to our previous work [20], have
shown that the basin stability transition of nodes in networks
is the result of a nontrivial combination of network topology
and the position of the node in the network. We have provided
some guidelines for simple but exhaustive possibilities of net-
work configuration, which we hope helps one to investigate
larger or more complex network structures with those simple
structures as building blocks.
There are other aspects of basin stability transition patterns
worth investigating. For example, the temporary increase of
basin stability appears, especially in dense network motifs.
The detailed underlying mechanism can be addressed in the
following research.
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