INTRODUCTION
A common approach to understanding human perception is to compare people's perceptual behaviors to those of computational models known as "ideal observers" (Barlow, 1959; Geisler, 2004; Green & Swets, 1966; Knill & Richards, 1996; Marr, 1982) . When designing an ideal observer, a scientist makes assumptions about prior beliefs relevant to the task, about information sources providing data used during task performance, and about the costs of different types of errors. Ideal observers combine prior beliefs, data, and the costs of errors to choose actions optimally. Consequently, they perform as well as possible on a task given the assumptions built into the model.
Using the performance of an ideal observer as a "gold standard" or benchmark for human performance often leads to interesting insights. If a person performs a task at the same level as an ideal observer, then we have an explanation for the person's behavior: The person is behaving optimally because he or she is using and combining all relevant information in an optimal manner. If a person's performance is worse than that of an ideal observer, then this suggests that the person has perceptual or cognitive bottlenecks (e.g., limited working memory capacity or attentional resources) preventing better performance. Additional experimentation is often needed to identify these bottlenecks. Lastly, if a person's performance exceeds that of an ideal observer, then this suggests that the assumptions built into the model are too restrictive. It may be, for example, that the person is using information sources that are not available to the model. A scientist may consider designing a new, more complex ideal observer in this case.
As discussed in nearly all the chapters in this book, scientists are interested in using ideal observers to characterize how people combine sensory information based on multiple perceptual cues. These cues might arise from a common sensory modality or from different modalities. For example, an observer attempting to determine the curvature of a surface may have access to visual cues based on visual texture, binocular disparity, and shading, as well as to haptic cues obtained by manually exploring the surface.
Among the most important findings on this topic is that people tend to combine information based on different cues in a statistically optimal manner (see Chapter 1). Specifically, their perceptual judgments tend to match those of an ideal observer that estimates the value of a scene property as a weighted average of estimates based on individual cues. Moreover, the weight associated with a cue is related to the reliability of the cue, where the reliability of a cue is inversely proportional to the variance of the distribution of a scene property given a cue's value (e.g., Battaglia, Jacobs, & Aslin, 2003; Ernst & Banks, 2002 , Jacobs, 1999 Johnston, Cumming, & Landy, 1994; Knill & Saunders, 2003; Landy, Maloney, Johnston, & Young, 1995; Maloney & Landy, 1989; Young, Landy, & Maloney, 1993) . Because of the ubiquity of this ideal observer in the perceptualsciences literature, it is henceforth referred to as the "standard ideal observer."
Consider, for example, a standard ideal observer attempting to estimate the curvature of a surface that is both seen and touched. Information about the surface's curvature is provided by a visual stereo cue and by a haptic cue. Suppose that the visual stereo cue provides precise or highly diagnostic information in the sense that it indicates that the curvature lies within a narrow range, but the haptic cue provides imprecise information meaning that it indicates that the curvature lies within a broad range. In this case, the standard ideal observer will form its estimate of curvature as a weighted average of the estimate based on the visual cue and the estimate based on the haptic cue. The stereo cue will be regarded as more reliable and, thus, the curvature estimate based on this cue will be assigned a larger weight. In contrast, the haptic cue will be regarded as less reliable; the estimate based on the haptic cue will be assigned a smaller weight.
To date, most studies have considered simple tasks in which a person estimates a continuous quantity (e.g., surface slant or curvature) based on two sensory cues (e.g., visual stereo and haptic cues). Under these conditions, the standard ideal observer is adequate in the sense that its predictions typically match people's judgments. This chapter describes two research projects that evaluated whether people's judgments are predicted by those of the standard ideal observer in more complex situations. By considering more complex situations, these projects expanded the scope of the standard ideal observer in new directions that had not been previously explored.
The first project, conducted by Michel and Jacobs (2008) , examined how people learn to combine information from arbitrary visual features when performing a set of perceptual discrimination tasks. This project challenged the standard ideal observer in several ways. First, the standard ideal observer has nearly always been applied to tasks requiring judgments based on conventional perceptual cues such as those listed in undergraduate textbooks (e.g., visual cues such as shading, texture gradients, binocular disparity, motion parallax, familiar size, etc.), which are highly familiar to people. Does the standard ideal observer still predict people's judgments when information sources are arbitrary visual features that must be learned? Second, the standard ideal observer has typically been applied to tasks with very few sensory cues, perhaps two or three. Does this observer provide a good model of people's judgments on larger tasks such as ones with twenty information sources? Finally, the standard ideal observer as typically used in the scientific literature emphasizes the content of different information sources in the context of a single task. A limitation of this viewpoint is that it does not stress the possibility that people's sensory integrations are strongly shaped by the task they are currently performing. Do people modify the way they combine information from multiple sources when different sources are reliable on different tasks?
The second project, conducted by Knill (2007, 2009) , examined how people combine location information from vision and memory in a sensorimotor task. This project also challenged the standard ideal observer in interesting ways. A recurring question in the field of Cognitive Science is the extent to which mental or neural processes overlap. For example, do perception and memory share common principles of operation, or does each operate in its own way? To date, the perceptual sciences have considered cue combination only in situations where information sources are sensory signals. What would happen, however, if people were placed in a task in which they could combine sensory information with information from short-term memory? Would the standard ideal observer still provide a good model of people's judgments if its notion of an information source was suitably expanded to include memory? If so, does that mean that people evaluate the reliability of an information source in the same manner regardless of whether the source is perception or memory?
INTEGRATION OF ARBITRARY FEATURES WHEN PERFORMING A SET OF PERCEPTUAL DISCRIMINATION TASKS
As mentioned earlier, we examined how people learn to combine information from arbitrary visual features in a set of perceptual discrimination tasks (Michel & Jacobs, 2008) . Visual stimuli were linear combinations of an underlying set of visual "basis" features or primitives. These basis features are illustrated in Figure 15 .1. At first glance, these features should seem to be arbitrary texture blobs. In fact, they are not completely arbitrary. They were created using an optimization procedure that yielded features which are orthogonal to each other (if features are written as vectors of pixel values, then the vectors are orthogonal to each other), relatively smooth (the optimization procedure minimized the sum of the Laplacian across each image), and equally salient (feature luminance-contrast values were normalized based on a feature's spatial frequency content).
Subjects performed a set of binary classification tasks. The prototype for each class was a linear combination of the basis features. The linear coefficients for class A were randomly set to either 1.0 or −1.0. The coefficients for class B were the negative of the coefficients for class A. In addition, a matrix K was added to each prototype where K consisted of the background luminance plus an arbitrary image constructed in the null space of the basis feature set (the addition of this arbitrary matrix prevented the prototypes from appearing as contrast-reversed versions of the same image). In summary, a prototype was computed using the equation:
where F i is basis feature i and c i is its corresponding linear coefficient.
Exemplars from a class were created by randomly perturbing the linear coefficients c i defining the prototype for that class. This was done using the equation:
where ε i is a random sample from a normal distribution with mean zero and variance σ 2 i . This variance is referred to as a feature's noise variance. Importantly, each feature had its own noise variance, and the magnitude of this variance determined the reliability of a feature. Features with small noise variances tended to have coefficient values near one of the class prototypes. Therefore, these features were highly diagnostic of whether an exemplar belonged to class A or B. In contrast, features with large noise variances tended to have coefficient values far from the class prototypes. These features were less diagnostic of an exemplar's class membership.
This general idea is schematically illustrated in Figure 15 .2. Consider a binary classification task where each prototype and exemplar contains two features, denoted x1 and x2. The horizontal and vertical axes in the graphs in Figure 15 .2 correspond to these two features. The black and gray dots in each graph represent the prototypes for classes A and B, respectively, and the black solid and gray dashed circles represent the spread of exemplars around these prototypes. In the leftmost graph, features x1 and x2 have equal noise variances, meaning that the features are equally reliable predictors of class membership. The diagonal line is the optimal linear discriminant dividing the two classes. In the middle graph, feature x1 has a small noise variance, whereas feature x2 has a large noise variance. In this case, x1 is a reliable feature and x2 is an unreliable feature. The optimal discriminant estimates class membership by primarily using feature x1. This situation is reversed in the rightmost graph. Here, feature x1 has a large noise variance, meaning that it is an unreliable feature, and feature x2 has a small noise variance, meaning that it is a reliable feature. The optimal discriminant estimates class membership by primarily using feature x2.
Figure 15.2 A schematic illustration of two classes of stimuli in a two-dimensional feature space. In the leftmost graph, the two features have equal noise variances. In the middle graph, feature x1 has a smaller noise variance than feature x2. In the rightmost graph, feature x1 has a larger noise variance than feature x2. The optimal linear discriminant dividing the two classes is shown in each graph.
Each trial of the experiment began with the presentation of a fixation square, followed by an exemplar, referred to as a test stimulus, followed by the prototypes of classes A and B. Subjects were instructed to decide which of the two prototypes had appeared in the test stimulus, and they responded by pressing the key corresponding to the selected prototype. Subjects received immediate auditory feedback after every trial indicating the correctness of their response. In addition, after every 15 trials, a printed message appeared on the screen indicating their (percent correct) performance on the previous 15 trials.
Each subject performed two classification tasks, Task 1 on days 1-3 (trials 1-3600) and Task 2 on days 4-6 (trials 3601-7200). Importantly, the exemplars (but not the prototypes) were manipulated across the two tasks. This was accomplished by modifying the feature noise variances. In Task 1, half the features were randomly chosen to serve as reliable features for determining class membership. These features had a small noise variance (σ 2 = 1). The remaining features served as unreliable features and were assigned a large noise variance (σ 2 = 25). In Task 2, the roles of the two sets of features were swapped such that the reliable features were made unreliable, and the unreliable features were made reliable. Subjects were not explicitly informed about the switch from Task 1 to Task 2.
Our prediction was that subjects would learn to integrate information from the basis features based on the relative reliabilities of these features. Consequently, we expected subjects to successfully track the reliable versus unreliable features during the course of the experiment. When performing Task 1, we expected subjects would make their visual judgments on the basis of half the features-the reliable features-and ignore the remaining features. When performing Task 2, we expected subjects to flip their use of each feature. That is, we expected subjects' judgments to be based on the newly reliable features (the features that were previously ignored) and to ignore the newly unreliable features (the features that were previously the basis of subjects' judgments).
To evaluate this prediction, we needed a way of assessing the degree to which a subject used each feature throughout the course of training. In the vision sciences, classification images have become a popular method to estimate the stimulus components that an observer uses when classifying an exemplar as belong to one of two classes (e.g., Abbey & Eckstein, 2002; Ahumada, 1996; Gold, Sekuler, & Bennett, 2004; Lu & Liu, 2006; Neri & Heeger, 2002; Neri, Parker, & Blakemore, 1999) . Classification images are typically computed as follows (Ahumada, 1967 (Ahumada, , 2002 . On each trial, a test stimulus is created by corrupting a prototype with random pixel noise sampled from a mean-zero normal distribution. The observer classifies the test stimulus as belonging to either class A or B. At the end of the experiment, the researcher correlates the noise added on each trial with the observer's classification. This is achieved by computing the difference between the average noise added to a test stimulus classified as belonging to class A and the average noise added to a test stimulus classified as belonging to class B. This difference is the observer's classification image.
Although commonly used in the vision sciences, this method of calculating classification images has shortcomings that make it undesirable in many circumstances. These shortcomings arise from the enormous dimensionality of the stimulus space. Calculating a classification image when stimuli are represented within a 128×128 pixel space, for example, requires calculating 128 2 = 16,384 parameters. Consequently, thousands of experimental trials are required to obtain a reasonable classification image for a single observer. Previous work suggested that the correlation of the resulting images with mathematically optimal classification images is generally quite low (Gold et al., 2004) . One possibility is that this low correlation is due to poor estimates of observers' classification images as a result of a paucity of data items and, thus, poor sampling of the stimulus space. Several researchers have attempted to ameliorate this problem by restricting the final analysis to select portions of the classification image (e.g., Gold et al., 2004) , by averaging across regions of the image (e.g., Abbey & Eckstein, 2002; Abbey, Eckstein, & Bochud, 1999) , or by using a combination of these methods (e.g., Chauvin, Worsley, Schyns, Arguin, & Gosselin, 2005) . Such measures work by effectively reducing the dimensionality of the stimulus space so that instead of calculating regression coefficients for each pixel, researchers calculate a much smaller number of coefficients for various linear combinations of pixels. Essentially, these researchers consider the noise in pixel space but perform their analyses in terms of a lower dimensional basis space.
In our study, we simplified this process by specifying this lower dimensional basis space explicitly and a priori (see Li, Levi, & Klein, 2004, and Olman & Kersten, 2004 , for related approaches). In addition to its simplicity, this approach has several advantages over alternative methods for estimating classification images. First, by specifying the bases in advance, we can limit the added noise to the subspace spanned by these bases, ensuring that the noise is white and densely sampled in this subspace, and ensuring that only features within the spanned subspace contribute to the observer's decisions (because all stimulus variance is contained within this subspace). Second, because we specify the bases in advance, we can select these bases in an intelligent way, representing only those features that observers are likely to find useful in making discriminations, such as those features that contain information relevant to the task (i.e., features that vary across the stimulus classes). Finally, this approach makes it possible to manipulate the variance of the noise added to different features and, thus, to vary the reliabilities of these features. This allows us to investigate how observers combine information from different features using methods similar to those that have been used in studying perceptual cue combination.
We computed a subject's classification image at each session of the experiment as follows. On each trial, a subject viewed an exemplar defined by a set of 20 linear coefficients in the space of our visual basis features, and the subject judged whether the exemplar belonged to class A or B. The subject's responses were modeled using logistic regression (see Michel & Jacobs, 2008 , for details). The input to a regressor was a set of linear coefficients defining an exemplar. The regressor's output was an estimate of the probability that the subject judged the exemplar as belonging to class A. Maximumlikelihood estimates of a logistic regressor's parameter values were found using the iterative reweighted least-squares procedure and a Bernoulli response-likelihood function. These parameter estimates indicate the extent to which each feature in the set of basis features was used by a subject when making a classification judgment. Because they indicate the stimulus features a subject used for classification, these parameter estimates are a subject's classification image.
The mathematically optimal (in a maximumlikelihood sense) classification image was also found via logistic regression. In this case, the input to the regressor was the linear coefficients defining an exemplar, and the output was the true probability that the exemplar belonged to class A. Because the two classes were defined as normal distributions, it was possible to define the true probabilities, and it was also possible to find the optimal parameter values of the logistic regressor. These parameter values are the classification image of an optimal or "ideal" observer.
We evaluated each subject's performance at multiple points during the experiment by comparing a subject's classification image with the ideal classification image. Let w subj and w ideal be vectors denoting a subject's classification image and the ideal classification image, respectively. A subject's "template correlation" is the normalized dot-product of these two vectors:
This quantity is large if the subject's and ideal classification images are highly similar, meaning that the subject performed in a near-optimal manner. If this quantity is small, then the subject's performance was far from optimal.
The results are shown in Figure 15 four subjects. The horizontal axis of each graph plots the trial number. The vertical axis plots a subject's template correlation. The data points correspond to a subject's average correlation across pairs of experimental sessions. Recall that subjects were trained on two tasks: During the first half of the experiment, they performed Task 1 (one set of reliable and unreliable features), and they performed Task 2 during the second half of the experiment (the reliable and unreliable features were swapped). The solid line in each graph shows a subject's template correlation when the ideal classification image was based on Task 1 (denoted wfit 1 ), and the dotted line shows the correlation when the ideal classification image was based on Task 2 (wfit 2 ).
All four subjects had significantly larger template correlations based on the ideal classification image for Task 1 during the first half of training, and larger correlations based on the ideal classification image for Task 2 during the second half of training. Clearly, subjects successfully tracked the reliabilities of the visual basis features by tracking the noise variances of these features, and they preferentially used the reliable features when performing each task.
This result suggests that an expanded perspective on the standard ideal observer for cue combination is warranted. As discussed earlier, the standard ideal observer is nearly always applied to the combination of information based on conventional perceptual cues that are frequently studied in the perceptual sciences and are highly familiar to people. The experiment reported here suggests that the standard ideal observer is also applicable to the combination of information based on arbitrary visual features that must be learned. This is important because there is much uncertainty in the perceptual sciences about the cues or information sources underlying people's judgments, and because people seem to be able to learn to use new cues in an experience-dependent manner (Chapter 6; Haijiang, Saunders, Stone, & Backus, 2006; Michel & Jacobs, 2007) . In addition, the standard ideal observer is typically used to combine information based on two or three cues. The experiment reported here suggests that the observer is also applicable when there are 20 cues. If so, then the observer can scale to larger and more realistic perceptual settings. Lastly, the standard ideal observer is typically used to analyze the content of information sources in the context of a single task. The experiment reported here suggests that people can combine information from multiple sources differently on different tasks depending on the statistical structures of those tasks. That is, people's cue combinations are task dependent.
In summary, the experiment indicates that the standard ideal observer has significantly greater applicability than the current perceptual sciences literature would lead one to believe. For instance, it suggests that the notion of an "information source" needs to be expanded beyond conventional perceptual cues. But how far can this notion be pushed? Is it limited to perceptual features? Or can it include nonperceptual information sources such as memory? This topic is the focus of the second project described in this chapter.
INTEGRATION OF VISION AND MEMORY IN A SENSORIMOTOR TASK
The second research project examined how people combine position information from vision and memory while reaching for a target (Brouwer & Knill, 2007 , 2009 . A key question addressed by this project is: Do people integrate position information in visual short-term memory (VSTM) with online visual information to plan hand movements? On the one hand, there are reasons they should not. First, some experiments have suggested that the accuracy of VSTM is poor. For example, it has been found that the visual system cannot retain detailed visual information across saccades (Henderson & Hollingworth, 2003; Irwin, 1991) . Second, combining information from online perception with information from VSTM may require the use of coordinate transformations across viewpoints. Such transformations are known to be prone to noise (Schlicht & Schrater, 2007) . Third, the world is often nonstationary, meaning that the properties of an object (such as its position) can change without warning. In this case, information about the past stored in VSTM may be irrelevant to current performance on a task. Lastly, why store and use information in VSTM when it is easy to simply look at the world?
On the other hand, there are good reasons that one should integrate information in VSTM with online visual information. First, the accuracy of online visual information is poor in the visual periphery. It may be possible to compensate for the poor quality of peripheral information using information from VSTM. In addition, we know from the field of statistics that optimal integration of information from different sources may aid performance on a task, and it will never diminish performance.
The apparatus used in the experiment is illustrated on the left side of Figure 15 .4. Subjects viewed a display of a scene and were able to interact with the objects in the display. The scene was rendered from left-eye and righteye viewpoints, and subjects viewed the display stereoscopically through liquid crystal display (LCD) shutter glasses. In addition, the threedimensional position and pose of a subject's finger were recorded. A "virtual" finger was rendered in the display at the position and orientation of a subject's real finger.
As illustrated on the right side of Figure 15 .4, a scene initially consisted of a cross located at the bottom of the workspace; a square object and a circular object, referred to as Targets 1 and 2, respectively, located at random locations on the workspace's right side; and a Trash Bin located on the workspace's left side. A subject started a trial by touching the cross with the finger. The subject then touched Target 1. On touching the target, it "magnetically" stuck to the finger. The subject next started to move Target 1 toward the Trash Bin. During this movement, a masking flicker was presented, rendering the whole screen successively black for two frames and white for two frames. On two-thirds of trials, nothing changed during the flicker, but on onethird of trials, Target 2 shifted either 1 cm up or down. When the subject touched Target 1 to the Trash Bin, it disappeared. The subject then moved the finger from the Trash Bin to Target 2. During this movement, a flicker was again presented. Subjects picked up Target 2 and moved it to the Trash Bin.
Of all trials, perhaps the most important were those on which Target 2 was perturbed up or down. On these trials, there were two sources of information about Target 2's position that a subject could use when moving the finger from the Trash Bin to Target 2. One source of information was the online visual percept of Target 2's new location. The other source was the memory of Target 2's old location prior to the perturbation. The experiment was designed to evaluate how people integrate information from these two sources.
Ten subjects participated in the experiment, and each subject performed 12 blocks of trials. Each block consisted of 92 trials. For half the trials in a block, Targets 1 and 2 were displayed with a high contrast. They were displayed with a low contrast for the remaining trials. At each level of contrast, there were 30 trials in which Target 2 was unperturbed, 8 trials in which it was perturbed upward, and 8 trials in which it was perturbed downward.
The eye movements of 4 of 10 subjects were recorded. When moving the finger from the Trash Bin to Target 2, these subjects tended to first fixate at or near the Trash Bin, to then start moving their fingers from the Trash Bin to Target 2, and, lastly, to move their eyes from the Trash Bin to Target 2. Notably, during the first 206 ms of the movement of the finger, subjects were fixating the Trash Bin and, thus, the only online visual information about the position of Target 2 was information from the visual periphery. Because of the poor quality of information from the visual periphery, we predicted that subjects would make large use of position information from VSTM during this time period.
To evaluate this prediction, the relative weights that subjects' assigned to online visual information and to information from VSTM were estimated. Let Y (t ) denote the vertical position of a subject's finger at time t during the movement from the Trash Bin to Target 2. Let Y vis denote the vertical position of Target 2, and let Y mem denote Target 2's position prior to any perturbation of Target 2 that might have occurred during a trial. That is, Y mem = Y vis on trials in which Target 2 was unperturbed. But on trials in which Target 2 was perturbed, Y mem is the position before the perturbation and Y vis is the position after the perturbation. It was assumed that Y (t ) could be estimated by the following linear equation:
where W vis (t ) and W mem (t ) are time-dependent linear coefficients and K is a constant. The relative contribution of the memorized position of Target 2 at time t is W mem (t )/(W mem (t ) + W vis (t )). The relative contribution of position information from online visual information is one minus this quantity. Figure 15 .5 shows subjects' average relative contribution of the memorized position as a function of the movement time. Finger position is more correlated with remembered target location in the first half of subjects' movements. This is sensible because early portions of a movement presumably reflect motor planning based on remembered location and because online visual information of Target 2's position came from the periphery toward the start of a movement and, thus, was low quality during this time period. At the end of a movement, subjects fixated Target 2, meaning that online visual information was higher quality and, thus, subjects relied more on this online visual information. In addition, Figure 15 .5 reveals that subjects used the memorized position more when Target 2 was low contrast than when it was high contrast. Again, this is sensible because subjects used memorized position more when visual information was low quality, and they used memorized position less when visual information was high quality. Figure 15 .6 shows subjects' vertical errors at the end of a movement from the Trash Bin to Target 2 as a function of the value of the perturbation that took place on a trial. When there was no perturbation, subjects tended to moderately undershoot Target 2. When Target 2 was perturbed downward, the undershoot of Target 2 was smaller, and when Target 2 was perturbed upward, the undershoot of Target 2 was larger. Thus, relative to unperturbed targets, subjects hit perturbed targets in the direction of where they used to be, suggesting that memorized position played an important role in subjects' movements. As expected, this effect was stronger for lowcontrast targets than for high-contrast targets.
Taken as a whole, the results strongly suggest that people used information from memory more when visual information was poor, and they used information from memory less when visual information was good. That is, subjects evaluated the relative reliabilities of information from memory and online visual information at each moment in time and used each information source based on that source's relative reliability. If so, then this suggests that the scope of the standard ideal observer needs to be expanded.
The observer has always been applied to tasks in which people combine information based on multiple perceptual cues. But the experiment reported here indicates that the observer has broader applicability; it also provides a useful model of people's behaviors when combining information from perception with information from memory.
SUMMARY AND CONCLUSIONS
The perceptual-sciences literature contains many articles reporting experiments in which subjects made perceptual judgments based on information provided by two cues. It has often been found that subjects' judgments based on both cues matched those of the standard ideal observer. Consequently, the observer has provided an important conceptual framework explaining subjects' cue combinations.
To date, however, the scope of the standard ideal observer has been limited. This chapter has described two research projects suggesting that an expanded perspective on the standard ideal observer is warranted. The observer is applicable to tasks involving arbitrary perceptual signals that need to be learned, not just conventional perceptual cues that are highly familiar; to tasks involving many information sources, not just two sources; to multitask settings in which different cue combinations are optimal for different tasks, not just single-task settings; and to tasks involving information stored in memory, not just tasks in which information is based on perception.
In general, ideal-observer analysis is useful because it forces scientists to think deeply about the information available to a person during task performance. Information sources might be familiar perceptual cues, novel features, or a combination of the two. If novel features are important, then scientists are confronted with the question of how people might learn new perceptual features. Similarly, information sources might be perception, memory, or some combination. If memory is important, then scientists studying perception and action will need to think about how the properties of memory, such as limited short-term memory capacity, influence task performance. Lastly, information sources are likely to be task dependent; which sources are relevant and reliable will vary from task to task. Scientists will therefore need to study how people rapidly and accurately determine the useful information sources for the tasks that they are currently performing. By identifying and examining taskdependent information sources, ideal-observer analysis quickly leads scientists to a broad range of exciting and challenging questions about human cognition.
