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Recent studies using mutagenesis to alter ion channel 
function have shown that the selectivity filter in many ion 
channels is formed by pore loops, relatively short polypep- 
tide segments that extend into an aqueous pore from one 
side of the membrane. Why do ion channels use pore loops 
to form their selective ion-binding sites? The purpose of 
this perspective is to address this question in the context 
of other well-characterized proteins. 
To begin, Figure 1 summarizes the ion channels that 
are thought to contain pore loops. The voltage-gated K ÷, 
Na ÷, and Ca 2+ channels and cation channels gated by in- 
tracellular cyclic nucleotides contain pore loops formed 
by the linker connecting the fifth and sixth membrane- 
spanning regions of each subunit or domain (Figure 1A) 
(MacKinnon and Miller, 1989; Noda et al., 1989; Hartmann 
et al., 1991 ; Pusch et al., 1991 ; Terlau et al., 1991; Yellen 
et al., 1991; Yool and Schwarz, 1991; Backx et al., 1992; 
Satin et al., 1992; Goulding et al., 1993; Kim et al., 1993; 
Mikala et al., 1993; Root and MacKinnon, 1993; Yang et 
al., 1993; Eismann et al., 1994). In the case of homotetra- 
meric K ÷ channels, four identical loops, one from each 
subunit, extend into the pore. The same is probably true 
for the cyclic nucleotide-gated channels, but their subunit 
stoichiometry has not been established. In voltage-gated 
Na ÷ and Ca 2÷ channels, each of the four homologous do- 
mains contributes a loop to the ion conduction pore: loop 
residues determine whether the channel conducts Na ÷ or 
Ca 2÷ (Heinemann et al., 1992). 
Pore loops are not limited to those ion channels with 
membrane topologies described in Figure 1A. Inward recti- 
fier K ÷ channels (Ho et al., 1993; Kubo et al., 1993a, 1993b) 
and ATP-gated cation channels (Brake et al., 1994; Valera 
et al., 1994) have not been studied as extensively, but 
they probably also have a pore loop (homologous to that 
in voltage-gated K ÷ channels) in the setting of a much 
simpler overall transmembrane topology (Figure 1 B). Very 
recently, studies from several laboratories have com- 
pletely revised our view of the transmembrane topology 
of glutamate receptor ion channels, and in so doing have 
added to the growing list of ion channels thought o contain 
pore loops (Figure 1C) (Hollmann et al., 1994; Stern-Bach 
et al., 1994; Wo and Oswald, 1994, 1995a, 1995b; Bennet 
and Dingeldine, 1995). In the new model for glutamate 
receptor ion channels, a region known to be important for 
ion conduction (and previously thought o be a membrane- 
spanning segment) very nicely fits the description of a 
pore loop. 
In the absence of direct structural information, what do 
we know about the structure of any pore loop? Mutagene- 
sis studies on a Shaker voltage-gated K ÷ channel have 
shed light on some overall structural features of its pore 
(De Biasi et al., 1993; Hidalgo and MacKinnon, 1995; Lu 
and Miller, 1995). Rather than extending completely 
across the lipid bilayer, a large portion of the pore loop is 
near the extracellular face of the channel; only a short 
segment extends into the membrane to produce the selec- 
tivity filter (Heginbotham et al., 1994). Other regions of the 
channel protein line the ion conduction pore on the inside 
(Choi et al., 1993; Lopez et al., 1994). Therefore, our cur- 
rent picture of a voltage-gated K÷ ch annel is that of a trans- 
membrane barrel-like structure formed by four subunits 
acting as the barrel staves (Figure 1 D). The selectivity filter 
is produced by pore loops (extensions from the subunits) 
that reach into the central pore from the extracellular side 
of the membrane. 
To imagine how pore loops might be arranged in eukary- 
otic ion channels, it is useful to look at structures of bacte- 
rial porin molecules (Cowan et al., 1992; Weiss and 
Schulz, 1992; Kreusch et al., 1994; Schirmer et al., 1995). 
Porins are channels in the outer membrane of gram- 
negative bacteria that allow nutrient exchange while ex- 
cluding larger toxic molecules. A single porin contains 
within it three individual pores formed by identical 16- or 
18-stranded 13 barrels. An extended loop connecting 2 of 
the 13 barrel strands reaches into the pore from the extra- 
cellular side and produces a modest constriction about 
halfway through. Amino acids on the loop influence the 
permeability properties of porin (Nikaido, 1994). The more 
recently solved structure of maltoporin (Schirmer et al., 
1995), a more "selective" porin containing a sugar-binding 
site, shows that its pores contain a more impressive nar- 
rowing that results from four loops entering from the extra- 
cellular side of the 13 barrel (Figure 2). The loops facilitate 
the binding of maltodextrins in the pore. 
The channel-forming unit in porins is a 13 barrel (Figure 
2), and in eukaryotic ion channels it is a ring of subunits 
of unknown structure (Figure 1D). However, in both cases 
it appears that loops extending into a central pore govern 
the functional properties of the pore. Maltoporin must be 
able to recognize and bind a sugar molecule, and eukaryo- 
tic ion channels must bind specific inorganic ions. Why 
have channel pores chosen loops to carry out these im- 
portant selectivity functions? To try to answer this ques- 
tion, we can examine the roles of loop regions in other 
proteins, such as enzymes, where we know much about 
structure and function. Loop regions are defined as the 
polypeptide segments that connect the c~-helical and 
R-strand elements of secondary structure, or as segments 
not in the main structural framework of the protein. In en- 
zymes, loop regions often comprise the active site. For 
example, the active site in Cu, Zn superoxide dismutase 
is in a cleft formed by loop regions on the surface of a 13 
barrel structure (Tainer et al., 1983). In the enzyme tri- 
osephosphate isomerase, the active site is at one end of 
an a/13 barrel in a pocket formed by loops connecting the 
internally located 13 strands to the externally located ~ heli- 
ces (Banner et al., 1975). There are numerous other exam- 
ples in which the catalytic functional groups on an enzyme 
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Figure 1. Pore Loops Form Ion Channel Selectivity Filters 
Several different ion channels contain pore loops, short polypeptide 
segments that loop into the ion conduction pore from one side of the 
membrane. Pore loop regions are shown in bold on the membrane 
topology diagrams. The extracellular side of the membrane is on top 
in each panel. 
(A) Voltage-gated K ÷ and cyclic nucleotide-gated channel subunits 
probably contain six membrane-spanning segments, with a pore loop 
between the fifth and sixth. Four identical subunits combine to form 
functional K + channels. The stoichiometry is probably four for cyclic 
nucleotide-gated channels. Voltage-gated Na + and Ca 2+ channels are 
built on similar themes, but four domains (each corresponding to one 
subunit) are linked as a single polypeptide. 
(B) Inward rectifier K ÷ channels and ATP-gated cation channels are 
thought to contain two membrane-spanning segments per subunit 
straddling a pore loop. 
(C) Glutamate receptor ion channel subunits probably contain a pore 
loop between the first and second membrane-spanning segments. 
(D) Cartoon of a voltage-gated K ÷ channel with integral membrane 
subunits arranged like the staves of a barrel around a central ion 
conduction pore. One subunit has been removed in the tetramer 
shown. Pore loops enter into the pore to form an active site where 
Figure 2. Maltoporin Contains Loops in Its Pore 
Structure of a single ~, barrel from maltoporin (Schirmer et al., 1995) 
viewed from the side (A) and looking directly into the barrel from the 
outside of the membrane (B). Maltoporin is a trimer of 18-stranded ~, 
barrels. Each barrel contains four pore loops; three arise from the 
barrel (shown in red) and a fourth (not shown) comes from an adjacent 
barrel in the trimer. The pore loops form a narrowing, referred to as 
an eyelet, inside the pore. The coordinates were provided by T. 
Schirmer, and the pictures were drawn using the program MOL- 
SCRIPT (Kraulis, 1991). 
are  presented to its substrate  by loop reg ions (Branden 
and Tooze,  1991). 
The  f requent  occur rence  of  loops at enzyme act ive sites 
suggests  that they  provide a funct ional  advantage .  What  
specia l  propert ies  do loop reg ions  have? First, loops pro- 
v ide archi tectura l  versati l i ty; i.e., they a l low chemica l  
selective ion coordination occurs. The pore loops may contain second- 
ary structure over part of their length, but they expose loops inside 
the pore. 
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groups to be arranged optimally in space to catalyze a 
specific reaction. By contrast, a helices and 13 sheets are 
architecturally more restrictive. A beautiful example of the 
structural possibilities provided by loop regions is given by 
the different enzymes that contain a catalytic triad (serine- 
histidine-glutamate) in their active site (Ollis et al., 1992). 
These enzymes do not all have the same structure, and yet 
they mediate the same basic catalytic mechanism utilizing 
the triad. For example, chymotrypsin (made of 13 sheets) 
and acetylcholinesterase (an ~/13-fold protein) are different 
in their global structure, and yet a similar catalytic function 
is achieved in both cases with the catalytic triad residues 
presented on loops. 
The immunoglobulins provide another example in which 
loops have been used presumably for architectural rea- 
sons. In immunoglobulins, molecular ecognition is medi- 
ated by loop regions comprising the antigen contact sur- 
face of the variable domains. Although the problems of 
antigen recognition by immunoglobulins and of catalysis 
by enzyme active sites are different, architectural versatil- 
ity is required for both processes and loop structures un- 
derlie the versatility. 
A second explanation for the occurrence of loops at cata- 
lytic or molecular ecognition sites is that loop structures 
can allow main chain oxygen and nitrogen atoms to partici- 
pate in binding a substrate or ligand. Main chain atoms in 
helices and 13 sheets are involved in secondary structure 
hydrogen bonding and are unavailable for substrate bind- 
ing. Therefore, to bind phosphate in their active site, tyro- 
sine phosphatases use a loop region that exposes main 
chain nitrogen atoms to assist in coordination of the oxy- 
anion (Barford et al., 1994; Stuckey et al., 1994). To bind 
regulatory alkali metal cations, dialkylglycine decarboxyl- 
ase uses main chain oxygens provided by loops (or a turn 
at the end of a helix) to bind Na ÷ or K ÷ (Toney et al., 1993; 
Hohenester et al., 1994). In some ion channels, it is very 
likely that carbonyl oxygens provided by the main chain 
will be important for selectively binding cations in the pore. 
A third reason why functionally important sites on a pro- 
tein often occur in loop regions has to do with the evolution 
of function of a catalytic site. If stuctural stability and func- 
tion (catalysis or molecular recognition) are determined 
by separate parts of a protein, then the same framework 
or scaffolding can be used to catalyze different reactions 
(Branden and Tooze, 1991). For example, the many ~/13 
barrel enzymes have the same polypeptide fold, but their 
very different catalytic properties are determined by dif- 
ferences in loop regions (Branden, 1980; Branden and 
Tooze, 1991). Likewise, varied loops on a small set of 
immunoglobulin structures allow the immune system to 
recognize a vast array of antigens. 
Given that ion channels are simply enzymes that cata- 
lyze the selective diffusion of ions across a membrane, 
the above reasons for why loops are frequently found at 
active sites in soluble proteins should also pertain to ion 
channel pores. The lesson we learn from soluble proteins 
is that such a structural arrangement for ion channels 
makes a lot of sense. Loops reaching into a pore should 
allow an ion channel to place the proper functional groups 
at just the correct positions in space to achieve selective 
ion binding. For example, in Ca 2+ channels the proper func- 
tional groups are provided at least in part by a specific 
glutamate residue from each of the four pore loops (Kim 
et al., 1993; M ikala et al., 1993; Yang et al., 1993). Where 
main chain carbonyl oxygens would be required to form 
a selectivity filter, as is likely the case in K ÷ channels, pore 
loops would provide the solution. Finally, the observation 
that loop region variation often accounts for functional di- 
versity among structurally related proteins is particularly 
relevant o ion channels. The transmutation of Na + chan- 
nels to be like Ca 2+ channels (Heinemann et al., 1992) and 
of K ÷ channels to be like cyclic nucleotide-gated channels 
(through mutation of pore loops; Heginbotham et al., 1992) 
is a testament o the structural similarity of these ion chan- 
nels. The obvious implication is that different ion conduc- 
tion properties were generated through natural variation 
of loop regions built on similar structural frameworks. Fur- 
thermore, if ion channel gating arises from conformational 
changes in the transmembrane barrel staves of the sub- 
units, as is thought o be the case in voltage-gated cation 
channels (Sigworth, 1994) and cyclic nucleotide-gated 
channels (Goulding et al., 1994; Gordon and Zagotta, 
1995), then gating and ion permeation could evolve inde- 
pendently. 
The crude picture of what we think ion channels look 
like--integral membrane subunits arranged in a ring like 
the staves of a barrel about a central pore--is coming into 
slightly sharper focus. For many ion channels, pore loops 
reach into the barrel and confer the ion conduction proper- 
ties. By asking what roles loop regions fill in other proteins, 
we can easily understand the "logic" behind pore loops in 
ion channels. 
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