In this article we study reaction-diffusion systems containing self and crossdiffusion using a free energy approach. This framework naturally leads to the formulation of an energy law, and to a numerical method respecting a discrete version of the latter (a linear second order finite-element method with adaptive mesh refinement). Applying this numerical scheme to a Gray-Scott system augmented with self and cross-diffusion terms, we verify numerically the energy law, and unveil patterns distinct from those obtained with linear diffusion.
tions [5] , patterns formation in animal and plant biology [6] , and in neuroscience [7] .
Reaction-diffusion systems can be generalized by including nonlinear diffusion terms: self-diffusion, corresponding to a diffusion proportional to the density, and cross-diffusion, a tendency to diffuse along the gradient of another co-existing density. Such generalization is particularly relevant in biology, for instance in predator-prey systems (notably the so-called SKT system [8] ) or in epidemiology models. These systems have been widely studied [9] , [10] , [11] , [12] , and pattern formation has been reported [13] , [14] , [15] , [16] .
In this work we study reaction-diffusion systems including self and crossdiffusion from an energetic point of view, using an approach inspired by diffuseinterface theory. The most prominent example is the Cahn-Hilliard system [17] proposed in 1958: one equation describes density evolution, with a diffusion along the gradient of a so-called chemical potential, and one equation defines the chemical potential as a functional derivative of a free energy. This formulation gives a natural framework for writing a free energy law, and in designing a finite-element method based on a mixed formulation [18] . Using these tools, we perform numerical simulations on a generalization of a Gray Scott system [19] , known as a good example for generating a wide variety of patterns [20] .
We study how Turing patterns differ when they are generated with different combinations of self and cross-diffusion, compared to linear diffusion.
In the first section, we present the general reaction-diffusion model that we study under its free energy formulation (the name can be misleading, as the model does not necessarily derive from a free energy, but can still be written in a similar form). We establish the corresponding energy law verified by solutions of the system. The second section is devoted to the design of the numerical method approaching solutions to this model. We demonstrate a discrete version of a mass and energy law. The last section presents numerical simulations of pattern formation in presence of different combinations of linear, self and crossdiffusion.
Energy law
In this section we introduce the general reaction-diffusion model we will study throughout the article, under the form of a free energy-like system, and we derive an energy law from it. This system is classified as a nonlinear parabolic partial differential equation system. Interested readers may find an introduction to the topic of parabolic partial differential equations for biology, and in particular reaction-diffusion equations, in [21] .
Model
We consider the dynamics of M interacting species in a bounded domain Ω ⊂ R d with d the spatial dimension. Let us note φ i (X, t) the density of species i at position X and time t. The evolution of the system is described by:
with R i the reaction terms, and µ i may be called chemical potentials in the framework of thermodynamics, if they derive from a free energy. This system involves several levels of diffusion: a linear diffusion for each species, tuned by parameters d i ≥ 0, describing the tendency to fill up the space, a self-diffusion for each species, tuned by parameters d ii ≥ 0 and positive α i ≥ 0, describing the tendency of each species to avoid crowding, and cross-diffusion terms between species, tuned by parameters d ij ≥ 0 and powers β ij ≥ 0, describing the tendency of each species to avoid another. In order to close mathematically this problem, we also have to add initial conditions, and boundary conditions, under the form of confinement of populations in the domain Ω:
with n the outward unit normal vector.
Multiplying by test functions in H 1 (Ω), integrating over the physical domain Ω, and using integration by parts, we get the weak form of the system:
where (f, g) = Ω f g denotes the scalar product. The mass of each species i is defined as the integral of its density over the physical domain:
Proposition 1. The mass variation of the solutions of 3 verify the mass law:
Proof. Consider θ i = 1 in weak formulation 3. Let us remark that in the case R i = 0, the system is purely diffusive, and therefore is mass conservative.
Energy law
Decomposing potentials µ i as a sum of a gradient and a non gradient part we may define a function F from the equality:
and a function G from an integral:
Proposition 2. Solutions of system 3, if they exist, admit an energy law of the form:
with:
Proof. Let us consider θ i = µ i , ν i = ∂φi ∂t in weak formulation 3:
By summing all equations and cancelling cross terms we get:
We conclude using the decomposition of µ i :
Remark 1. In the purely diffusive case, the free energy of the system naturally decreases until reaching a state with null gradient of potential µ i .
Remark 2. In the symmetric case d ij = d ji and β ij = β ji = 2, the energy writes:
Remark 3. For two populations, in the triangular case d 12 > 0 and d 21 = 0, the energy writes:
Numerical Method
In this section we derive a numerical method in order to simulate the system introduced in the first section. The strategy follows the methodology developed in [18] and [22] . It relies on a finite-element method and an adaptive mesh refinement. After introducing the method, we show that numerical solutions respect a discrete version of the energy law. Interested readers may find an introduction to finite-elements and meshing strategy in [23] and [24] . Numerical simulations were done using the free open source software FreeFem++ [25] .
Scheme
Let us denote by ∆t the time step, and φ n i the density of species i at time t n = n∆t. We propose a numerical method based on a splitting strategy, solving sequentially the reaction part of the equation, then the diffusion part. Using a Strang splitting [26] ensures a second order accuracy in time, as long as the two components are second order in time.
For the reaction part, we use a classical second order method, namely the Heun method. Let us denote by A ∆t the operator defined by:
Let us denote by B ∆t the operator approximating the diffusive part, defined in a weak sense by:
withF i defined by:
Using operators A ∆t and B ∆t the Strang splitting writes:
and if the density is positive at time n, the numerical operator A ∆t defined by 10 admits a unique solution. Moreover, the solution remains positive for ∆t small enough.
Proof. Operator A ∆t is explicit, therefore the solution is unique. Let us re-write operator A ∆t as:
If S i is non-negative (creation term), then A ∆t (φ n i ) is also non-negative. If S i is negative, then choosing ∆t = min i∈{1,...,M } 1 Si ensures that φ n i (1 + ∆tS i ) is non-negative, and therefore A ∆t (φ n i ) is also non-negative. Proof. Let us consider two solutions to system 3, that we denote (φ 1 , ..., φ M , µ 1 , ..., µ M ) and (φ 1 , ...,φ M ,μ 1 , ...,μ M ). Let us also note ∆ i = φ i −φ i and δ i = µ i −μ i . In the numerical scheme 12 we consider θ i = δ i and ν i = 1 ∆t ∆ i , leading to:
Using the definition of µ i , and hypothesis of positivity of the solution at time n, we see that the second term of the sum is positive. Therefore, the two terms of the sum have to be null. In particular, the gradient of δ i is null. Plugging this result in the first equation of the scheme shows that ∆ i is also null. Finally, using this nullity in the second equation shows that δ i is also null. This shows that if a solution exists, it is necessary unique. Let us define the useful notations: ∀i ∈ {1, ..., M },
Proposition 5. The numerical scheme verifies a discrete mass law similar to 5 under the form:
In particular, in the purely diffusive case R i = 0, the mass is conserved.
Proof. Consider θ i = 1 to get:
Proposition 6. The numerical operator B ∆t , definde by 11, respects a discrete energy law of the form:
with i error terms defined by:
The error terms are second order accurate:
Proof. Let us consider
in the numerical scheme.
Using a Taylor expansion we get:
Dividing this expression by ∆t and using the definition of F i , we get:
This expression is controlled as:
. Proposition 7. The numerical scheme 12 respects a discrete energy law analogous to (6) of the form:
term ξ tends to 0 as ∆t tends to 0.
Proof. Let us write numerical scheme 12 in an alternative form:
Then, considering
and summing all the equations we get:
Using the definition of ξ, we obtain formula 13. Let us remark that, for all
Therefore we can conclude, using the definition of ξ, that: lim ∆t→0 ξ = 0.
Remark 5. In order to compute the free energy in non symmetric cases, when there are terms G i in formula 6, we evaluate them with the second order approximation:
In order to achieve space discretization, we define a mesh T h of the domain Ω composed by N t triangles:
From this space discretization, we define an approximation of the functional spaces. Let us note:
Replacing H 1 (Ω) by discrete functional space V h in weak form 3, the variational formulation is reduced to a linear system that we solve at each time step. Depending on the context, for the sake of computational speed, we might choose T = P 1 and adapt the mesh simultaneously according to both densities φ i and potentials µ i , or we might keep the mesh constant in time with T = P 2.
Numerical test
As a first test, we consider a purely diffusive situation, with no reactive term. It permits to check qualitatively the numerical operator B ∆t 11, and energy evolution 6. We consider a square domain Ω = [0, 1] 2 , and we start with two densities localized as disks:
Diffusion parameters are set to: d i = 1e −5 , d ii = 0, d ij = 0 for simple diffusion, Results are displayed in Figure 1 . The first vector field, representing linear diffusion, is used as a witness test. By comparison, we see the effect of selfdiffusion, with a clear difference of intensity visible in the inner density circle.
We also notice that asymmetric cross-diffusion creates an asymmetric density distribution, as opposed to symmetric cross-diffusion, preserving the axial symmetry of the initial condition. As expected, according to 6, the free energy is decreasing, in all cases, with a similar shape. It has been computed with formula 8 for cases 1, 2 and 3, and with formula 9 for case 3. Mass of densities φ 1 and φ 2 is conserved up to machine precision.
Pattern formation

Modified Gray-Scott
The Gray-Scott system [19] is a generic reaction-diffusion system known to contain rich dynamics, and able to generate a wide variety of patterns (see [20] ).
A famous example of application is the chemical reaction of three components in a stirred tank: a reactant U, a catalyst V, and an inert product P verifying U + V + P = 1. From the chemistry point of view, the dynamics writes:
Let us denote by φ 1 (resp. φ 2 ) the concentration of U (resp. V ). The classical system writes:
The term F (1 − φ 1 ) is the replenishment term for reactant U , the term φ 1 φ 2 2 is the reaction term, and the term −(F + k)φ 2 is a vanishing term.
In this paragraph, we consider a modification of this system, by adding self and cross-diffusion terms:
Note that this system has the form of 1.
Simulations
We consider a 2D case, in a square domain Ω = [0, 1] 2 . Following [20] , as initial conditions we consider a square, denoted by S, centered at (0.5, 0.5) with size 0.05, and we define: stripes and waves are obtained by varying the reactive term. In model 16, we observe different kinds of patterns, even for the same reactive term. Interestingly, in all cases, the free energy 7 decreases with respect to time.
Conclusion
In this article we have studied reaction-diffusion systems containing self and cross-diffusion using a free energy framework. Using this alternative form, we have theoretically established an energy law 6, that was later exemplified by numerical simulations 3. We have derived a numerical method for general reaction-diffusion systems with nonlinear diffusion terms 12. We have shown key properties for this method. In order to exemplify this scheme, we have introduced a modified version of the classical Gray Scott system augmented with self and cross-diffusion terms 16. During numerical simulation of this model, we have observed patterns that are clearly distinct from those obtained with linear diffusion even for the same reaction term Figure 2 .
As a further work, a full and systematic numerical exploration, in the spirit of Pearson [20] , might be done on system 16, in order to identify all the possible patterns. This work may be extended to other classical systems such as Fitzhugh-Nagumo, SKT or SIR, considering not only a linear diffusion, but a combination of linear, self and cross-diffusion.
During all simulations, we have observed that free energy 7 was a decreasing function of time. Theoretically, we have shown that free energy was a decreasing function of time in the purely diffusive case 6. Could this proof be extended, under hypothesis, to the reactive case? Could we get qualitative information about the system by tailoring this general expression to specific reactive terms? Figure 1 : Comparison between linear, self and cross-diffusion (symmetric and asymmetric).
Simulation of system 1 with no reaction term (∀i, R i = 0) and boundary conditions 2. Top: initial condition 14 for φ 1 and time evolution of free energy 6. Middle: vector fields ∇µ 1 for linear diffusion and self-diffusion. Down: vector fields ∇µ 1 for symmetric and asymmetric cross-diffusion. 
