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Abstract 
In the field of statistics known as survival analysis, the time from a starting point to one or several 
endpoints is analysed. Traditional survival analysis deals with one endpoint, while competing risks 
theory addresses the situation with multiple endpoints. This thesis gives a theoretical introduction 
to both methods, emphasising the competing risks setting, which is of great importance in many 
fields of applied statistics, especially in biostatistics and epidemiology. Furthermore, two common 
regression methods for time-independent covariates, the cause-specific Cox model and the Fine 
and Gray subdistribution hazard model, are introduced. Their respective properties and 
efficiencies are analysed using both simulated data and a real dataset of breast cancer patients 
from southern Sweden. The two models are then assessed, with strengths and weaknesses 
discussed.  
The results from the simulation study and the cancer data indicate that there are small differences 
between the models in most situations. However, the involved interpretability of the parameter 
estimates obtained from the Fine and Gray regression model could potentially cause problems in 
certain cases. Consequently, the Cox cause-specific model is the most appropriate one to use 
when evaluating the significance of parameters in a competing risks regression. 
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Sammanfattning 
Överlevnadsanalys är en gren av statistiken, där tiden från en startpunkt till dess att en eller flera 
händelser inträffar studeras. Klassisk överlevnadsanalys behandlar enbart en sluthändelse, medan 
teorin om konkurrerande risker möjliggör analys av multipla sluthändelser. Denna uppsats ger en 
teoretisk introduktion till båda metoderna men accentuerar modeller för analys av konkurrerande 
risker, vilka är mycket närvarande i många praktiska situationer, inte minst inom biostatistik och 
epidemiologi. Vidare beskrivs två vanliga regressionsmodeller vid analys av icke-tidsberoende 
kovariat, den orsaksspecifika Coxmodellen och Fine och Grays subdistributionshasardmodell. 
Deras respektive egenskaper och effektivitet analyseras med hjälp av simulerade data och verkliga 
data från sydsvenska bröstcancerpatienter. Därefter bedöms de båda modellernas styrkor och 
svagheter.  
Resultaten från simuleringsstudien och från cancerdatan visar att det finns små skillnader mellan 
modellerna i de flesta situationer, men den praktiska tolkningen av de skattade parametrarna i 
Fine och Grays modell är mer invecklad än för Cox orsaksspecifika modell, varför slutsatsen blir 
att den sistnämnda modellen är att föredra vid regressionsanalys av kovariat vid närvaro av 
konkurrerande risker.    
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1. Inledning 
Överlevnadsanalys är en gren av statistiken där tiden till en viss händelse studeras; det kan 
exempelvis handla om livslängden för cancerpatienter eller tiden det tar för en glödlampa att 
slockna. Även inom samhällsvetenskapen används överlevnadsanalys; det kallas då durationsanalys, 
och kan exempelvis handla om tiden från det att en person blir arbetslös till dess att 
vederbörande får jobb. Klassisk överlevnadsanalys studerar endast tiden till en sluthändelse, men i 
många situationer kan fler än en sluthändelse inträffa – det finns konkurrerande risker, och om 
dessa skall analyseras krävs särskilda statistiska metoder. Denna uppsats kommer att handla just 
om konkurrerande risker. 
Under 1970-talet började analysen av konkurrerande risker långsamt att få sitt genomslag, och 
arbetet med att utveckla nya och förfina befintliga statistiska metoder för att kunna modellera 
dem har pågått sedan dess. Denna ökande medvetenhet har resulterat i att nya metoder för 
konkurrerande risker introducerats.  
Problemet med konkurrerande risker återfinns framför allt inom medicinsk statistik, men teorin 
kan tillämpas inom fler grenar av statistikämnet, exempelvis inom demografi och industriell 
statistik. Denna uppsats fokuserar på den biostatistiska tillämpningen, varför död blir 
sluthändelse i denna uppsats. 
1.1. Syfte och frågeställningar 
Syftet med denna uppsats är att beskriva och jämföra två metoder för regressionsanalys vid 
närvaro av konkurrerande risker – Coxregression med orsaksspecifika hasarder och Fine och 
Grays subdistributionsmodell. De två modellerna utvärderas, både med simulerad och med 
verklig onkologisk data, det vill säga cancerdata, med syfte att undersöka huruvida det föreligger 
några skillnader mellan parameterskattningar och signifikans beroende på vilken av modellerna 
som används, och när det i så fall finns skillnader. Kan det rentav finnas variabler som blir 
signifikanta med den ena metoden, men inte med den andra? Uppsatsen skall också utreda om 
det finns några skillnader beträffande i vilka verkliga situationer de båda modellerna skall 
användas, och vilka konsekvenser ett felaktigt användande av modellerna kan resultera i.    
Vidare skall uppsatsen med hjälp av cancerdatan illustrera hur fel det kan bli, med avseende på 
parameterskattningar och signifikans, om närvaron av konkurrerande risker helt ignoreras. Detta 
görs genom att anpassa en misspecificerad regressionsmodell för den onkologiska datan och 
jämföra dessa skattningar med dem som erhölls från de två till konkurrerande risker anpassade 
regressionsmodellerna.   
1.2. Metodbeskrivning 
För att kunna genomföra den statistiska analysen fordras en rigorös matematisk introduktion, 
vilken ges i teoridelen av denna uppsats, där först klassisk överlevnadsanalys, det vill säga utan 
närvaro av konkurrerande risker, beskrivs. Därefter introduceras begreppet konkurrerande risker 
och tekniker för inferens presenteras, vilka sedan används för att med hjälp av simulerade och 
verkliga onkologiska data besvara frågeställningarna.  
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Statistikprogrammen Stata, version 13, samt R, version 3.1.1, har genomgående använts för 
databearbetningen. I R har följande programpaket använts: car, cmprsk, foreign, plyr, riskRegression 
samt survival.   
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2. Teori 
I avsnitt 2.1 ges en inblick i överlevnadsanalys utan närvaro av konkurrerande risker. Därefter, i 
avsnitt 2.2 och framåt, presenteras problemet med konkurrerande risker och dess inverkan på 
överlevnadsanalysen. 
2.1 Överlevnadsanalys utan konkurrerande risker 
2.1.1 Introduktion till överlevnadsanalys utan konkurrerande risker 
Inom överlevnadsanalysen studeras tiden mellan två händelser. Inom medicinsk statistik är vi 
vanligtvis intresserade av tiden från dess att diagnos fastställs till dess att något inträffar, 
exempelvis att patienten avlider eller, vilket förekommer inom onkologisk forskning, att 
fjärrmetastaser konstateras hos patienten. Överlevnadsanalys används även inom andra grenar av 
statistiken, exempelvis inom industriell statistik där tiden fram till dess att en maskin eller apparat 
upphör att fungera studeras.  
Låt de stokastiska variablerna (s.v.) T respektive C  beteckna tiden från fastställande av diagnos 
till dess att patienten dör respektive censureringstiden, där censurering innebär att patienten lämnar 
studien före händelsens inträffande. Den observerade tiden är en annan s.v., min( , )X T C . Låt 
vidare t  vara en given tidpunkt, 0t  . I denna uppsats förutsätts genomgående kontinuerliga 
tider. Sannolikheten för att patienten skall överleva bortom tidpunkten t kallas överlevnadsfunktionen 
för T , och betecknas 
( ) Pr( ) 1 ( )S t T t F t                                                                                                            (1) 
där ( )F t  är den kumulativa fördelningsfunktionen för T .  
Dessutom finns den så kallade hasardfunktionen: 
0
Pr( | T t)
( ) lim
t
t T t t
h t
t 
    


                                                                                           (2) 
vilken är intensiteten, det vill säga risken per tidsenhet att drabbas av händelsen. I de flesta fall är 
händelsen alltså att patienten avlider, under förutsättning att vederbörande var vid liv vid 
tidpunkten t. Eftersom kvoten i (2) kan skrivas 
1 ( ) ( )
( )
S t S t t
t S t
  

 
blir 
'( )
( ) ln{ ( )} ln{1 F(t)}
( )
S t d d
h t S t
S t dt dt
                                                                                    (3)                                                                                            
Om (3) integreras, erhålles den så kallade kumulativa hasardfunktionen, som beskriver den 
kumulerade hasarden mellan tidpunkterna 0 och t: 
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 
0
( ) (u) ln 1 ( )
t
H t h du F t                                                                                                  (4)                                                                                      
Substituera tillbaka och man får  
( ) ln{ ( )}H t S t                                                                                                                                                (5) 
vilket ger oss 
( )
0
( ) exp{ ( ) }
t
H tS t e h u du                                                                                                                       (6) 
och 
( )
0
( ) 1 1 exp{ ( ) }
t
H tF t e h u du                                                                                         (7)                                                                             
Derivatan med avseende på t av (7) kan skrivas enligt 
0
( )
( ) ( )exp{ (u)du}
( ) ( )
tdF t
f t h t h
dt
h t S t
  

                                                                                          (8)                            
där ( )f t  beskriver risken per tidsenhet att drabbas av händelsen precis som ( )h t , men utan 
förutsättningen att patienten var vid liv vid tidpunkten t. 
2.1.2 Skattning av överlevnadsfunktionen 
Det vanligaste sättet att skatta ( )S t  är med Kaplan och Meiers (1958) metod. Inför de W  
tidpunkterna 
1 2 ... Wt t t  . Dessa tidpunkter är de så kallade händelsetidpunkterna; vid tidpunkten 
it  dör id  individer. Låt vidare iY  beteckna antalet kvarlevande precis före tidpunkten it . Då kan 
överlevnadsfunktionen skattas enligt 
ˆ ( ) 1
i
i
KM t t
i
d
S t
Y
 
  
 
                                                                                                             (9) 
Om (9) logaritmeras, erhålles 
ˆˆ ( ) ln{S (t)} ln 1
i
i
KM KM
t t i
d
H t
Y
 
     
 
                                                                                 (10) 
vilket alltså är en skattning av den kumulativa hasardfunktionen. 
Ett alternativ till (10) föreslogs av Altschuler (1970), Nelson (1972) och Aalen (1978): 
ˆ ( )
i
i
NA t t
i
d
H t
Y
                                                                                                                     (11) 
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där beteckningarna är desamma som vid Kaplan-Meier. Överlevnadsfunktionen skattas i så fall 
enligt  
 ˆ ˆ( ) exp ( )NA NAS t H t     `                                                                                                      (12) 
För en detaljerad beskrivning av de två metodernas effektivitet, se till exempel Colosimo m.fl. 
(2002). 
2.1.3. Regressionsmodeller vid överlevnadsanalys 
I klassisk överlevnadsanalys är syftet med undersökningen ofta att studera skillnaden mellan olika 
grupper; det kan exempelvis handla om olika behandlingsmetoder. Cox (1972) semiparametriska 
modell, även kallad Cox proportionella hasardmodell, är den vanligaste modellen för regressionsanalys 
inom överlevnadsanalysen. Låt 1 2( , ,..., )pZ Z Z Z vara en tidsoberoende 1p - kovariatvektor, 
det vill säga en kolonnvektor med p element. Vi studerar endast icke-tidsberoende kovariater, och 
låter vidare 1 2( , ,..., )p   β vara en parametervektor. Då innebär modellen att 
hasardfunktionen kan uttryckas som (Cox 1972): 
0( | ) ( ) ( )h t h t c Z Z β                                                                                                           (13) 
Funktionen 
0 ( )h t  kallas baselinefunktionen och är en av kovariaterna oberoende ickeparametrisk 
funktion. Vidare är ( )c Z β  en ickenegativ parametrisk funktion av kovariater. Eftersom 
intensiteten ( | )h t Z  inte kan vara negativ, ansättes vanligtvis en exponentiell funktion för den 
parametriska delen, varför vi kan uttrycka (13) som 
0( | ) ( )exp( )h t h t Z Z β                                                                                                                               (14) 
När man vill undersöka signifikansen hos kovariaten beräknas den så kallade hasardkvoten, det vill 
säga kvoten mellan hasardfunktionerna hos de två grupperna som jämförs. Denna brukar ofta 
benämnas HR efter engelskans ”hazard ratio”. En hasardkvot på 2 innebär att det är dubbelt så 
stor risk per tidsenhet att avlida för den ena gruppen jämfört med den andra. Hasardkvoten för 
två individer i och j, där den dikotoma kovariaten 
1 1Z  för individ i och 1 0Z   för individ j 
men där de båda individerna i övrigt är lika, kan formellt skrivas som  
11
1
( | 1)
( | 0)
i
j
h t Z
e
h t Z
 

                                                                                                                                         (15) 
Ovanstående innebär alltså att det är e och inte  som är den intressanta kvantiteten i 
dataanalysen. Om det istället finns tre grupper låter man en av dem vara referensgrupp, och 
kontrasterar denna mot de två övriga. Exempelvis kan grupp 1 vara referenskategori, och således 
beräknas två hasardkvoter, dels för grupp 1 mot grupp 2 och sedan grupp 1 mot grupp 3. 
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2.1.4. Parameterskattning vid Coxregression 
2.1.4.1. Punktskattning av parametervektorn 𝛃 
Om man önskar utvärdera om en viss kovariat har någon effekt på hasarden, används en teknik 
med den partiella likelihooden. Detta namn kommer av att tekniken inte tar hänsyn till de faktiska 
tiderna då händelserna inträffar, utan endast ordningen för händelserna. Låt fortsatt 
1 2 ... Wt t t   
beteckna händelsetidpunkterna och låt ( )iR t  vara riskmängden, det vill säga mängden med 
patienter som fortfarande är med i studien precis före tidpunkten 
it . Vidare betecknar iZ  
kovariatvektorn för den individ vars händelsetidpunkt är 
it . Antag också att det inte finns några 
ties, det vill säga två identiska observationer bland händelsetidpunkterna, så att den partiella 
likelihoodfunktionen kan skrivas: 
1
( )
exp{ }
( )
exp{ }
i
W
i
i j
j R t
PL







Z β
β
Z β
                                                                                                                        (16) 
Den partiella loglikelihoodfunktionen blir då 
1 1 ( )
ln[ ( )] ln exp
i
W W
i j
i i j R t
PL
  
 
    
 
  β Z β Z β                                                                             (17)                                            
Lösningen på optimeringsproblemet argmax ln[ ( ]PL
β
β)  fås genom derivering av (17) med 
avseende på β . Den partiella scorefunktionen blir 
( )
1
( )
exp{ }
ln[ ( )]
( )
exp{ }
i
i
j jW
j R t
i
i j
j R t
PL 




  




Z Z β
β
U β Z
β Z β
                                                                 (18)                                                       
Nästa steg är att sätta (18) till 0, och lösa ut β . Det bör noteras, att eftersom man deriverar med 
avseende på vektorn β  och inte på en skalär, blir (18) ett ekvationssystem med p ekvationer. Det 
finns ingen algebraisk lösning på detta ekvationssystem, utan vanligtvis låter man datorprogram 
hitta β  med hjälp av iterativa metoder.  
2.1.4.2. Hypotestester för parametervektorn 𝛃 
Det finns ett flertal hypotestester för parametervektorn β . De tre som presenteras av R är 
Waldtest, LR-test och logranktest, även kallat scoretest. Låt 1 2
ˆ ˆ ˆ ˆ( , ,..., )p   β vara vektorn med de p 
skattningarna och 2 2( ) { [ln ( )] / }E PL  I β β β  vara Fisherinformationen, inversen av Cramér-
Rao-gränsen. Teststatistikan för ett Waldtest av nollhypotesen 
0β β ges av 
 2
`
ˆ ˆ( ) ( ) ~ ( )WaldT As p  0 0 0β β I(β ) β β                                                                             (19) 
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där det som står till höger om tilde-tecknet säger att teststatistikan är asymptotiskt chitvå-fördelad 
med p frihetsgrader om nollhypotesen är sann (Klein och Moeschberger 2003, sid. 254).   
Det andra testet, LR-testet, har följande utseende: 
  20ˆ2 ln ( ) ln ( ) ~ ( )LRT PL PL As p β β                                                                              (20) 
Det tredje testet, scoretestet, ges av 
1 2
0 0 0( ) ( ) ( ) ~ ( )SCT As p
 U β I β U β                                                                                    (21) 
Vilket av de tre testen som är att föredra för små stickprov är föremål för forskning, vilken inte 
kommer att diskuteras i detalj här. Statistikmjukvaran R ger samtliga tre tester vid genomförande 
av Coxregression utan närvaro av konkurrerande risker, men eftersom R-programmet 
riskRegression, som användes vid analysen av regression med närvaro av konkurrerande risker 
enbart skriver ut LR-testet, kommer i dataanalysen följaktligen LR-testet att presenteras. 
2.2. Introduktion till konkurrerande risker 
Ett vanligt problem som forskare ofta ställs inför är konkurrerande risker, även kallat ”competing 
risks” efter den engelskspråkiga benämningen. En patient som har cancer behöver inte 
nödvändigtvis avlida av cancer, utan kan istället dö av andra orsaker, exempelvis av 
kardiovaskulära eller autoimmuna sjukdomar, eller i olyckor. I denna uppsats studerar jag främst 
cancerdöd, och då säges de andra möjliga dödsorsakerna utgöra de konkurrerande riskerna. 
Naturligtvis kan det finnas fler än en konkurrerande risk, men för enkelhets skull kommer jag i 
denna uppsats, i samband med dataanalysen, slå ihop alla konkurrerande risker till en kategori.  
För många av de konkurrerande händelserna gäller att dödsrisken stiger med åldern, vilket varken 
är oväntat eller överrraskande eftersom den mänskliga mortaliteten börjar öka exponentiellt vid 
ungefär 25 års ålder (Gompertz lag, se Hogg och Tanis 2014, sid. 174-175 för detaljerad 
diskussion). Vidare är ålder en riskfaktor för några av de vanligaste dödsorsakerna för vuxna, 
exempelvis hjärtinfarkt och stroke. Ett med akut lymfatisk leukemi diagnosticerat barn som 
avlider några månader efter diagnos, har troligtvis inte avlidit av hjärtinfarkt, utan av just cancer. 
Av denna anledning är konkurrerande risker mindre intressata när barncancer studeras.  
2.3 Överlevnadsanalys med konkurrerande risker 
2.3.1 Introduktion till överlevnadsanalys med konkurrerande risker 
För att modellering med konkurrerande risker skall kunna utföras, fordras en del nya 
beteckningar. Låt K  vara antalet konkurrerande risker, låt T , liksom förut, beteckna tiden från 
diagnos till dess att patienten dör, oavsett dödsorsak, och låt {1,2,..., }D K  beteckna orsaken 
till patientens död vid T . Den orsaksspecifika hasardfunktionen definieras enligt: 
0
Pr( , | )
( ) limj
t
t T t t D j T t
t
t

 
     


                                                                          (22)                                                                                               
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Ovanstående uttryck säger oss intensiteten – risken per tidsenhet – med vilken en patient som 
ännu inte drabbats av någon av de konkurrerande riskerna, drabbas av den j:te konkurrerande 
risken. För tydlighets skull kommer jag att använda ( )t , och inte ( )h t för att beteckna 
hasardfunktionen i närvaro av konkurrerande risker. 
Integralen  
0
( ) ( )
t
j jt u du                                                                                                                       (23) 
kallas för den kumulativa orsaksspecifika hasardfunktionen. Vi kan också definiera den totala 
hasardfunktionen som summan av samtliga K orsaksspecifika hasardfunktioner, det vill säga 
1
( ) ( )
K
j
j
t t 

                                                                                                                          (24) 
På samma sätt blir den totala kumulativa hasardfunktionen integralen av (24): 
0
( ) (u)
t
t du                                                                                                                         (25) 
Andelen av patienterna som vid tidpunkten t avlidit av orsak j, blir 
0
( ) Pr( , ) ( ) ( )
t
j jF t T t D j u S u du                                                                                   (26) 
Uttrycket (26) kallas för den kumulativa orsaksspecifika incidensfunktionen, och denna tar hänsyn till 
att patienten kan avlida av andra orsaker än den j:te konkurrerande risken. Den kumulativa 
orsaksspecifika incidensfunktionen tolkas som sannolikheten att drabbas av händelse j före den 
givna tidpunkten t. Vid närvaro av konkurrerande risker är det olämpligt att använda 
överlevnadskurvor, istället är den kumulativa orsaksspecifika incidensfunktionen att föredra, ty 
det verkar mer logiskt att ställa frågan: ”Vad är sannolikheten att dö av orsak j inom ett år?” än 
”Vad är sannolikheten att överleva ett år, och sedan dö av orsak j?”.    
Det bör även noteras att den kumulativa orsaksspecifika incidensfunktionen inte kan tolkas som 
en fördelningsfunktion, ty lim ( ) 1t jF t  . 
2.3.2 Två modeller  
Innan man går vidare med inferens vid konkurrerande risker kan det vara värt att belysa att det 
inte råder full enighet kring hur begreppet egentligen skall ses ur ett sannolikhetsperspektiv. Det 
finns nämligen två sätt att se på konkurrerande risker, där den första modellen bygger på latenta 
tider. Antag fortsatt att det finns K konkurrerande risker, och att vi dessutom har K potentiella 
(latenta) livslängder för varje individ, men vi observerar endast den första av dem, 
1min(T ,..., )KT T . Exempelvis kan den latenta ”livslängden”, i vårt fall tiden från fastställande 
av diagnos till dess att patienten dör, vara 15 dagar för cancer och 32 dagar för stroke, men 
självfallet kan vi bara observera den första av dem. Denna modell har uppenbara brister – 
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exempelvis är alla andra livslängder och dödsorsaker förutom de observerade icke-existerande, 
varför hela modellen kan kännas teoretisk och overklig. Modellen har försvarats av vissa 
(Crowder 2001, sid. 119), och kritiserats av andra (se Beyersmann, Allignol och Schumacher 
2012, sid. 50-51). Ett annat sätt att se på konkurrerande risker är att enbart beakta observerbara 
livslängder och dödsorsaker – man antar således att det finns en bivariat s.v.  ( , )T D . Eftersom vi 
nu endast har en enda s.v., och inte som tidigare en mängd med variabler, försvinner den 
eventuella beroendestrukturen som kunde finnas i den latenta modellen.  
I den latenta modellen definieras den simultana överlevnadsfunktionen 
1( ,..., ) ( )KS t t S t  som 
1 1( ) Pr(T ,...,T )K KS t t  t                                                                                                   (27)
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                  
Lemma 1. Om vi känner den simultana överlevnadsfunktionen, ( )S t , kan vi räkna ut respektive 
orsaksspecifika hasardfunktion ( )j t  genom formeln (t) [ ln ( ) / ] pj j tS t    1t , där [] pt1 innebär att 
derivatan skall beräknas i punkten ( ,..., )pt t t t 1 .   
Bevis. Se Crowder (2001), sid. 38-39. ∎         
Problemet med den latenta modellen är att vi gärna vill dra slutsatser om, i vårt fall, 
cancerspecifik död, men denna information är ibland inte observerbar. Vi vet heller inte om de 
latenta tiderna har någon inneboende beroendestruktur. Tsiatis (1975) bevisade att följande gäller: 
Sats 1. För varje simultan överlevnadsfunktion med beroende tider, ( )S t , existerar det en annan simultan 
överlevnadsfunktion med oberoende tider, ( )S t , vilken inducerar samma observerbara fördelning som ( )S t . 
Satsen förutsätter att tiderna är kontinuerliga.   
Bevis. Se Tsiatis (1975). ∎ 
Detta innebär i praktiken att det finns flera modeller som har samma fördelning för den bivariata 
s.v. ( , )T D . Följden av detta blir att det inte går att avgöra genom den observerade fördelningen 
hur beroendestukturen ser ut i modellen.  
2.3.3 Regressionsanalys vid närvaro av konkurrerande risker 
Ofta är man intresserad av att genomföra regressionsanalys med kovariat. Då finns det 
åtminstone tre tillvägagångssätt: 
 Naiv Coxregression, där närvaron av konkurrerande händelser ignoreras 
 Coxregression med de orsaksspecifika hasardfunktionerna 
 Fine-Gray-regression med den kumulativa orsaksspecifika incidensfunktionen 
2.3.3.1. Naiv Coxregression 
Det är fullt möjligt att genomföra ”vanlig” Coxregression, där vi ignorerar att vi har 
konkurrerande händelser. Vanligtvis görs detta genom att slå ihop samtliga dödsorsaker till en 
kategori. Detta leder emellertid till informationsförlust, eftersom dödsorsakerna ignoreras, vilket 
kan ge missvisande resultat. Ett exempel på hur fel det kan bli ges i avsnitt 3.2.3.3.   
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2.3.3.2. Coxregression med de orsaksspecifika hasardfunktionerna  
En annan ansats är att genomföra Coxregression med de orsaksspecifika hasardfunktionerna, 
vilket tar hänsyn till de konkurrerande riskerna, till skillnad från den ovan beskrivna ”naiva” 
Coxmodellen. Död av de konkurrerande riskerna censureras, och sedan genomförs vanlig 
Coxregression (Klein m.fl. 2014, sid.184). Den kumulativa orsaksspecifika incidensfunktionen för 
konkurrerande risk 1, givet 2K  , kan beräknas (Wolbers m.fl. 2009) enligt  
1 1 1 2
0 0
( | ) ( | )exp{ ( ( | ) ( | )) }
t s
F t s u u du ds     Z Z Z Z                                                      (28) 
men ett problem med denna metod är att den orsaksspecifika hasardfunktionen inte kan uttolkas 
i termer av den kumulativa orsaksspecifika incidensfunktionen. Således kan en viss kovariats 
effekt på den orsaksspecifika hasardfunktionen skilja sig från effekten på den kumulativa 
orsaksspecifika incidensfunktionen (Fürstovà och Valenta 2011). Detta problem behandlas 
djupgående i avsnitt 2.3.3.5. 
2.3.3.3. Fine-Gray-regression 
För att komma till rätta med detta problem föreslog Fine och Gray (1999) istället en 
regressionsmodell för den kumulativa orsaksspecifika incidensfunktionen. Låt ( | )jF t Z  beteckna 
den kumulativa orsaksspecifika incidensfunktionen för den j:te konkurrerande risken, och låt Z
vara en tidsoberoende kovariatvektor. Med hjälp av den kumulativa orsaksspecifika 
incidensfunktionen kan vi beräkna den så kallade subdistributionshasarden, 
* ( | )j t Z , som är  
  
*
0
Pr( ,D | [ ] | )
( | ) lim
ln 1 ( | )
j
t
j
t T t t j T t T t D j
t
t
d
F t
dt

 
         


  
Z
Z
Z                                    (29) 
Fine och Gray föreslog sedan en Coxmodell för subdistributionshasarden: 
* *
0( | ) ( )exp( )j j jt t  βZ Z                                                                                                      (30) 
där *0 ( )j t  är den ickeparametriska baseline-hasarden för den konkurrerande risken j, och jβ  är 
parametervektorn för orsak j. Uttryck (30) är likt uttrycket för Coxregression, men det finns en 
väsentlig skillnad i tolkningen mellan subdistributionshasarden och den orsaksspecifika hasarden, 
något som diskuteras grundligt i avsnitt 2.3.3.4. Hur som helst blir uttrycket för den kumulativa 
orsaksspecifika incidensfunktionen för konkurrerande risk j, givet kovariatvektorn Z : 
*
0
0
( | ) 1 exp{[ ( ) ]exp( )}
t
j j jF t s ds   Z Z β            (31) 
Med hjälp av subdistributionshasarden fås nu ett-till-ett-förhållande mellan den kumulativa 
orsaksspecifika incidensfunktionen och subdistributionhasarden. Tyvärr är tolkningarna av (29), 
(30) och (31) inte intuitivt enkla att förstå. Vi studerar risken att drabbas av konkurrerande risk j, 
men de som tillhör riskmängden är både de som levde vid tidpunkten t och de som avlidit av 
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andra orsaker än konkurrerande risk j före tidpunkten t, vilket är mycket viktigt att påpeka. Fine 
och Gray tycker själva att detta är ett onaturligt sätt att se på hasarden, eftersom de som dött före 
tidpunkten t knappast riskerar att ”dö igen” av konkurrerande risk j istället. Ett alternativt sätt att 
förklara subdistributionshasarden är att introducera en s.v. som beskriver tiden till den första 
konkurrerande händelsen, vilken av dem det än kan tänkas vara. Denna metod beskrivs 
exempelvis i Beyersmann, Allignol och Schumacher (2012, sid.124), vilka definierar den s.v. 
subdistributionstiden för händelse 1 som: 
*
1 inf{ : , 1}T t T t D                                                                                                           (32) 
Uttrycket (32) är lika med den verkliga tiden för inträffandet av den konkurrerande risken endast 
då konkurrerande risk 1 är den som verkligen inträffar. Om någon annan av de konkurrerande 
riskerna inträder motsvarar (32) oändligheten, ty inf{ }   . Detta kan också uttryckas som 
1*
1
om 1
om 1
T D
T
D

 
 
 
Oändligheten innebär här att det inte finns någon ändlig tid under vilken patienten kan drabbas 
av konkurrerande risk 1. Med introducerandet av *T görs subdistributionshasarden möjligen 
begripligare, men subdistributionstiden är liksom subdistributionshasarden icke-observerbar. Fine 
och Gray skriver själva att syftet med modellen är att modellera den kumulativa orsaksspecifika 
incidensfunktionen, och inte hasarden. En signifikant kovariatparameter tolkas således som att 
den kumulativa orsaksspecifika incidensfunktionen signifikant ändrats uppåt eller nedåt.    
För att skatta parametervektornβ används en ansats med partiell likelihood som vid 
Coxregression. Utan förlust av generalitet, antag att den konkurrerande risken av intresse är risk 
1. Beteckningarna är desamma som tidigare, men låt (D 1)iI   beteckna indikatorfunktionen; 
den är 1 om patienten är drabbad av konkurrerande risk 1, och 0 annars. Låt vidare ( )iR t  vara 
riskmängden, vilken alltså inte är densamma som vid Coxregression, utan i Fine och Grays 
riskmängd ingår både de patienter som levde precis före tidpunkten 
it  och de patienter som 
avlidit av någon annan orsak än konkurrerande risk 1. Detta gör att vi kan få en partiell 
likelihoodfunktion som skrivs (Fine och Gray 1999):   
1
(D 1)
1 ( )
exp{ }
( )
exp{ }
iI
W
i
i jj R t
PL

 
 
 
  


Z β
β
Z β
                                                                                    (33) 
                                                                                        
Den partiella loglikelihooden blir då 
11 ( )
ln[ ( )] (D 1) ln exp{ }
W
i i j
i j R t
PL I
 
  
      
   
 β Z β Z β                                                      (34) 
Det problem vi skall lösa är: 
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argmax ln[ ( )]PL
β
β β                                                                                                             (35) 
Lösningen på (35) är att derivera (34) med avseende påβ och sätta derivatan till 0: 
1
1
( )
1
( )
exp{ }
ln[ ( )]
( ) (D 1)
exp{ }
i iW
j R t
i i
i
j
j R t
PL
I



 
 
      
 
 
 



Z Z β
β
U β Z
β
Z β
                                              (36) 
Sålunda skall (36) sättas till 0 och β  lösas ut, något som är omöjligt analytiskt och därför måste 
göras numeriskt. Precis som i fallet med (18), blir (36) ett ekvationssystem med p ekvationer.    
2.3.3.4. Praktisk tolkning av koefficienter vid regressionsanalys vid närvaro av 
konkurrerande risker  
När man använder modellen med orsaksspecifika hasardfunktioner är det precis som vid 
Coxregression utan närvaro av konkurrerande risker hasardkvoten e som är intressant. På 
samma sätt beräknas e även då Fine och Grays modell används, men här blir tolkningen att e
är subdistributionhasardkvoten (förkortas SHR efter engelskans ”subdistribution hazard ratio”). Om 
man i dataanalysen upptäcker att koefficienterna är snarlika för de två modellerna, kan det vara 
frestande att tolka den orsaksspecifika hasardkvoten och subdistibutionshasardkvoten på samma 
sätt, men de är inte identiska i de flesta fall. Skillnaden mellan subdistributionshasarden och den 
orsaksspecifika hasarden, ur ett teoretiskt perspektiv, är riskmängden. En person som drabbas av 
en annan konkurrerande risk än den som studeras är kvar i riskmängden i Fine och Grays modell, 
medan vederbörande inte är kvar i mängden i Coxmodellen. Detta medför att man i Fine och 
Grays modell i många fall kan räkna med döda individer, vilket uppenbarligen är underligt.  
Problemet med Coxmodellen å andra sidan kan sammanfattas med formel (28). Det största 
bekymret är inte att formeln är invecklad, utan att den beror på såväl 
1( )t  som 2 ( )t , det vill 
säga även för den orsaksspecifika hasardfunktionen för den andra konkurrerande risken. Detta 
medför att en signifikant parameter vid analysen av de enskilda kovariaten med hjälp av de 
orsaksspecifika hasardfunktionerna inte nödvändigtvis blir signifikant om man sedan skattar den 
kumulativa orsaksspecifika incidensfunktionen. Det är ekvivalent att uttrycka denna situation som 
att det inte råder ett ett-till-ett-förhållande mellan den kumulativa orsaksspecifika 
incidensfunktionen och motsvarande orsaksspecifika hasardkvot. Detta ett-till-ett-förhållande 
finns däremot i Fine och Grays modell (se t.ex. Beyersmann, Allignol och Schumacher 2012, sid. 
124-125 för matematiskt bevis), vilket inte är helt oväntat med tanke på att Fine och Grays 
modell är härledd direkt från den kumulativa orsaksspecifika incidensfunktionen.  
Det kan möjligtvis verka som att ett-till-ett-kopplingen mellan subdistributionshasarden och den 
kumulativa orsaksspecifika incidensfunktionen är en mycket positiv egenskap, men i nästa avsnitt 
visas att så inte alltid är fallet.  
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2.3.3.5. En kommentar kring marginell och verklig sannolikhet med tillämpning på Fine 
och Grays modell 
Ett ibland förbisett faktum är att det finns en skillnad mellan den så kallade marginella sannolikheten 
(eng. ”net probability”) och den verkliga sannolikheten (eng. ”crude probability”), som dock är av 
avgörande betydelse när man skall tolka hasarderna respektive de kumulativa orsaksspecifika 
incidensfunktionerna.  
Hittills har denna uppsats handlat om verkliga hasarder och verkliga incidensfunktioner. Om en 
patient ställer följande fråga till sin läkare: ”Vad är sannolikheten att jag kommer att dö i 
bröstcancer?”, handlar det om den observerbara, verkliga sannolikheten, och patientens fråga kan 
exempelvis besvaras genom att studera den kumulativa orsaksspecifika incidensfunktionen. 
Problemet är att denna sannolikhet vanligtvis är beroende av sannolikheterna för de 
konkurrerande händelserna. Sannolikheten för att en äldre patient skall dö av cancer är ofta lägre 
än sannolikheten för att en yngre person skall dö av samma sjukdom, men detta beror inte på att 
ålder skulle utgöra något ”skydd” mot sjukdomen, utan för att de äldre i större utsträckning dör 
av andra sjukdomar. Om studiens syfte är att undersöka vilka faktorer som påverkar 
överlevnaden i en viss sjukdom, eller om man vill jämföra överlevnaden över tid, måste påverkan 
från de konkurrerande händelserna ”elimineras”, och då är det de så kallade marginella 
sannolikheterna som bör studeras (Crowder 2001, sid. 47).  
I situationer där den marginella sannolikheterna är av intresse är Fine och Grays modell 
problematisk, eftersom den inte eliminerar de konkurrerande riskerna utan inkorporerar dem i 
riskmängden. Man får alltså en kumulativ orsaksspecifik incidensfunktion och 
subdistributionshasardkvot som kan påverkas av sannolikheterna för att dö av de övriga 1K   
konkurrerande riskerna, givet att beroende mellan dem förutsätts. Vid studerandet av de 
marginella hasarderna är Coxmodellen med de orsaksspecifika hasarderna en bättre metod, 
eftersom de konkurrerande händelserna, som tidigare nämnts, censureras. Coxmodellen ger 
således korrekta skattningar av hasardfunktionerna, ( )j t , medan de kumulativa orsaksspecifika 
incidensfunktionerna är behäftade med bias, ty genom formel (28) för Coxmodellen inses att den 
kumulativa orsaksspecifika incidensfunktionen beror av båda orsaksspecifika hasarderna. På 
samma sätt ger Fine och Grays modell icke-tolkningsbara skattningar av de kumulativa 
orsaksspecifika incidensfunktionerna när de marginella sannolikheterna är av intresse; modellen 
ger verkliga sannolikheter att dö av respektive händelse (Eloranta 2013, sid. 47), men tar som 
konstaterats ovan inte hänsyn till att patienter kan ha en högre sannolikhet för död i en viss 
sjukdom endast därför att de inte avled av andra orsaker.  
Emedan de kumulativa orsaksspecifika incidensfunktionerna har systematiska fel i en situation 
där de marginella sannolikheterna är de intressanta, oavsett vilken modell som väljs, har andra 
modeller för skattningar av sannolikheten införts, men dessa ligger utanför denna uppsats 
omfattning. Vidare är skattningar av sannolikheterna i detta fall relativt ointressanta, eftersom 
marginella sannolikheter inte är observerbara – en ”kumulativ marginell orsaksspecifik 
incidensfunktion” skulle följaktligen besvara frågan: ”Vad är sannolikheten att dö inom ett år av 
orsak j i en hypotetisk värld där man inte kan dö av något annat än orsak j ?”.  
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Begreppen marginell och verklig sannolikhet kan enklare förstås med den latenta modellen. Om 
de konkurrerande riskerna är oberoende, blir den marginella och den verkliga sannolikheten lika, 
och då är det inget problem att skatta de kumulativa orsaksspecifika incidensfunktionerna. Om 
det däremot finns en beroendestruktur i modellen, vilket vi i enlighet med Tsiatis sats inte med 
säkerhet kan veta, kan det bli svårt att tolka de kumulativa orsaksspecifika incidensfunktionerna. 
Ett exempel från verkligheten där dessa begrepp ställt till problem, återfinns i avsnitt 3.1.2. 
2.3.3.6. Signifikanstest för den kumulativa orsaksspecifika incidensfunktionen 
I avsnitt 2.3.3.4 konstaterades att det råder ett ett-till-ett-förhållande mellan den kumulativa 
orsaksspecifika incidensfunktionen och motsvarande subdistributionshasard, vilket innebär att 
det finns ett test som kan användas för att testa om det föreligger någon skillnad mellan två eller 
flera kumulativa orsaksspecifika incidensfunktioner och som ger liknande resultat som med Fine 
och Grays regressionsmodell för subdistributionshasarderna för kovariaten i fråga. Detta test 
föreslogs av Gray (1988) och är teststatistikan är 
21 1
0 1 1
ˆ ˆ( | ) ( | )
( ) ~ ( 1)
ˆ ˆ1 ( | ) 1 ( | )
A B
Gray Gray A B
dF t Z dF t Z
T w t dt As R
F t Z F t Z

   
   
     
                                      (37)  
där ( )Grayw t  är en viktfunktion; för mer detaljer om denna, se Gray (1988). I medicinska studier 
är det vanligt att dikotomisera kontinuerliga kovariater, varför 
1( | )
AF t Z och 1( | )
BF t Z  är de 
kumulativa orsaksspecifika incidensfunktionerna för kovariat 1, vilka är indelade i 2R   
kategorier, A och B . ( )F t  betecknar gränsvärdet från vänster för ( )F t . Antalet frihetsgrader 
för 2 -fördelningen är 1R  . Fine och Gray (1999) visade att deras tester för 
subdistributionshasarden ger snarlika p-värden som Grays test, vilket inte är överraskande med 
tanke på ett-till-ett-förhållandet.  
Två alternativa, enklare test föreslogs av Pepe (1991) respektive Lin (1997), se även Balakrishnan 
och Rao (2004, sid. 323). De härledde test baserade på följande teststatistikor: 
  21 1
0
ˆ ˆ( ) ( | ) ( | ) ~ (0, )A BA BPepe Pepe
A B
n n
T w t F t Z F t Z dt AsN
n n


 
 
                                         (38) 
respektive 
 1 1ˆ ˆsup ( ) ( | ) ( | )A BLin LinT w t F t Z F t Z                                                                                  (39) 
där ( )Pepew t  respektive ( )Linw t  är olika viktfunktioner; för mer ingående beskrivningar av dessa, 
se respektive artikel. 
An  och Bn  betecknar antalet individer i respektive grupp, och 
2  är 
uttrycket för variansen för den normalfördelning till vilken (38) asymptotiskt konvergerar; se den 
citerade artikeln. Kraus (2007) visade med hjälp av Monte-Carlo-tekniker att Grays test prickade 
in korrekt p-värde bäst, följt av Lins test och slutligen Pepes test. Med avseende på styrkan blev 
preferensordningen Gray > Pepe > Lin. 
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3. Dataanalys 
Avsnitt 3.1 beskriver i korta drag några tidigare studier på området konkurrerande risker. I avsnitt 
3.2 kommer ett verkligt datamaterial att analyseras, med fokus på de tre regressionsmetoderna vid 
närvaro av konkurrerande risker. Avsnitt 3.3 fokuserar på skillnaden mellan Fine och Grays 
subdistributionmodell och Cox orsaksspecifika hasardmodell; här kommer istället en simulering 
med hjälp av slumptal att göras.  
3.1. Översikt över tidigare studier 
Nedan ges en kort inblick i tidigare forskningsstudier, först studier där syftet har varit att jämföra 
de två regressionsmodellerna och i avsnitt 3.1.2 en studie där fel modell använts. 
3.1.1. Coxmodellen med orsaksspecifika hasardfunktioner mot Fine och 
Grays modell 
Flera studier har gjorts i syfte att jämföra Fine och Grays subdistributionsmodell och Cox 
orsaksspecifika hasardmodell. Fürstovà och Valenta (2011) använde de båda metoderna för att 
modellera överlevnad för patienter med kronisk myeloisk leukemi. I deras studie visade Fine och 
Grays modell ett lägre p-värde för fyra av de sex kovariaterna i undersökningen; för en av de 
övriga gav Fine-Gray-modellen ett högre p-värde, medan modellerna gav samma p-värde för den 
sjätte kovariaten. Signifikansen ändrades dock för enbart en av de sex kovariaterna i 
undersökningen, givet 5%  .   
Fine och Gray (1999) använde även de en cancerstudie vid jämförelsen mellan modellerna; inga 
p-värden gavs, men skillnaderna i skattningarna av 
i  var små, ännu mindre än i Fürstovà och 
Valenta (2011). En annan undersökning, Giesen (2011), var en durationsanalys som studerade 
vilka variabler som påverkar tiden fram till dess att olagliga priskarteller upptäcks. Den 
konkurrerande händelsen var att kartellen upplöstes av sig själv. Ett 30-tal kovariater användes, 
och båda händelserna analyserades, varför studien blev mycket omfattande. Även i denna studie 
tenderade Fine-och Gray-modellen att ge lägre p-värden för de undersökta kovariaterna, även om 
signifikansen inte ändrades för de flesta av de undersökta variablerna.  
Andelen patienter som har censurerats kontra andelen som har avlidit av någon av de 
konkurrerande riskerna kan också tänkas påverka resultaten som de båda modellerna ger. Haller 
(2014) utförde en analys med data från en medicinsk studie där de båda modellerna jämfördes; 
resultaten blev snarlika men författaren noterade, utan att undersöka saken vidare, att det i 
studien förelåg en hög andel censurerade patienter. Därför kan det vara värt att undersöka om det 
blir en större skillnad mellan modellerna om en lägre andel patienter censureras. Ytterligare en 
undersökning som förtjänar att nämnas är zu Eulenburg (2009), där data från 215 patienter med  
äggstockscancer användes för att jämföra Cox orsaksspecifika hasardmodell med Fine och Grays 
modell; i denna studie censurerades endast 57 % av patienterna, och resultatet blev här att Fine 
och Grays modell gav högre p-värden för de tre kovariaterna, något som gällde båda de studerade 
dödsorsakerna. Det finns få simuleringsstudier där de båda modellerna jämförts, men en som 
förtjänar att nämnas är Dignam, Zhang och Kocherginsky (2012). De visade att Fine och Grays 
modell ger klart lägre subdistributionshasardkvoter jämfört med Coxmodellens hasardkvoter vid 
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låg andel censureringar. Underskattningen av det sanna värdet på e  varierade från cirka 30 % 
utan censureringar till cirka 10 % med 85 % censurering.  
Med hjälp av simuleringar kan andelen censurerade patienter varieras, vilket görs i avsnitt 3.3.   
3.1.2. Marginella och verkliga hasarder 
I avsnitt 2.3.3.5 beskrevs hur marginella och verkliga hasarder kunde ställa till problem om de 
tolkades felaktigt. Grytli m.fl. (2014) försökte analysera sambandet mellan död i prostatacancer 
och användandet av  -blockerare, en grupp läkemedel som används förebyggande efter 
hjärtinfarkt samt vid högt blodtryck. Ett datamaterial från Norge analyserades med Fine och 
Grays modell; undersökningen visade att subdistributionshasardkvoten för gruppen som använde
 -blockerare mot kontrollgruppen blev 0,79 (95 % konfidensintervall 0,68–0,91; p-värde 0,001), 
varför författarna konkluderade att användning av  -blockerare signifikant minskade 
prostatacancerspecifik mortalitet. Denna artikel mottog flera kritiska kommentarer, bland annat 
från Bhaskaran m.fl. (2013); kritiken grundade sig i att det är känt att patienter som använder  -
blockerare är sjukare än övriga patienter och därför i större utsträckning kommer att avlida av 
övriga orsaker jämfört med patienter som inte använder  -blockerare; skattningarna av 
subdistributionshasarderna och därmed de kumulativa orsaksspecifika incidensfunktionerna är 
sålunda behäftade med bias. I studien var forskarna intresserade av att isolera död av 
prostatacancer och studera om  -blockerare påverkade denna marginella mortalitet; de var inte 
intresserade av den verkliga sannolikheten, vilken är beroende av de andra konkurrerande 
riskerna; det är ju i en verklig värld trots allt omöjligt att enbart riskera död av en orsak. Av denna 
orsak blir Fine och Grays modell omöjlig att applicera på den strikt teoretiska “marginella 
världen”.  
De kritiska forskarna simulerade ett datamaterial med liknande egenskaper som i artikeln; 
motsvarande hasardkvot med Coxmodellen med de orsaksspecifika hasarderna visade att det inte 
fanns någon signifikant skillnad med avseende på prostatacancerspecifik dödsintensitet mellan 
gruppen som använde  -blockerare och gruppen som inte använde  -blockerare (HR 0,99;     
95 % konfidensintervall 0,89 – 1,10). Däremot fanns en signifikant skillnad på 5 % -nivån för 
hasarden för övrig död (HR 1,26; 95 % konfidensintervall 1,15-1,39), vilket kan misstänkas vara 
anledningen till de missvisande resultaten med Fine och Grays metod. 
Det är viktigt att komma ihåg att de marginella hasarderna respektive sannolikheterna inte är 
observerbara i verkligheten; det går knappast att “isolera” död av prostatacancer, utan en patient 
riskerar vanligtvis att drabbas av samtliga konkurrerande risker. I en teoretisk värld, där syftet är 
att analysera en viss kovariats effekt på överlevnaden i en sjukdom, är dock de marginella 
hasarderna att föredra eftersom de isolerar de konkurrerande riskerna. Man kan alltså säga att 
Fine och Gray-modellen är bättre på att besvara hur mortaliteten skiljer sig åt mellan två grupper, 
men om man vill veta varför det ser ut på detta sätt är Coxmodellen med de orsaksspecifika 
hasardfunktionerna att föredra.  
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3.2. Verkligt datamaterial 
3.2.1. Översikt över datamaterialet 
 
Datamaterialet, kallat Benmärgskohorten, omfattade 555 sydsvenska patienter, vilka samtliga hade 
diagnosticerats med bröstcancer mellan 1999 och 2003. Medianåldern var 58 år. Datamaterialet 
har tidigare använts i en cancerstudie, Falck m.fl. (2012). Spridning av cancerceller till benmärgen 
ansågs tidigare försämra prognosen för överlevnad, men i denna studie lyckades inte författarna 
bekräfta detta eventuella samband. En annan prognosmarkör är förekomsten av tumörceller i 
blodet (Cristofanilli m.fl. 2004), och på senare år har ett antal studier, förutom Falcks studie även 
Bidard m.fl. (2008), visat att närvaron av cancerceller i blodet är en bättre prognosmarkör än 
eventuell närvaro av tumörceller i benmärgen. Trots detta kan datamaterialet ändå ge värdefull 
insikt i skillnaden mellan de tre på sidan 15 beskrivna regressionsmetoderna.  
    
Jag kommer att använda mig av fem variabler. Dessa är Ålder, Storlek, Ki67, Lymfkörtel, samt 
HER2. Den sistnämnda samt Ki67 är prognosfaktorer, medan de övriga är mycket basala när det 
gäller bröstcancerpatienter. Den första variabeln, Ålder, avser patientens ålder vid insjuknandet, 
medan Storlek är tumörens storlek i millimeter. Ki67 är en variabel som mäter andelen cancerceller 
med närvaro av proteinet Ki67, vilket bildas vid celldelning. En hög andel celler med Ki67 anses 
försämra prognosen (Azambuja m.fl. 2007). Vidare mäter variabeln Lymfkörtel antalet i armhålan 
av cancer angripna lymfkörtlar; ett högt värde på denna variabel innebär att cancern har spridit 
sig till fler lymfkörtlar. Slutligen är HER2 en dikotom variabel som indikerar om patientens 
cancer är HER2-positiv. Med detta menas att det sitter fler HER2-proteiner på cancercellernas 
yta än för HER2-negativa patienter, något som är förknippat med en aggressivare cancerform 
och därmed en sämre prognos (Moja m.fl. 2012). På senare tid har dock nya behandlingsmetoder 
mot HER2-positiv bröstcancer utvecklats, exempelvis läkemedel med antikroppen trastuzumab, 
vilka har visats signifikant minska risken för återfall och död i bröstcancer för HER2-positiva 
patienter (ibid).  
3.2.2. Deskriptiv statistik 
För de 555 patienterna observerades följande sluthändelser: 
Levde vid studiens slut 434 (78,2 %) 
Döda av cancer 75 (13,5 %) 
Döda av övriga orsaker 46 (8,3 %) 
Totalt 555 (100 %) 
Tabell 1. Tabell med sluthändelser för de 555 patienterna i studien.  
En majoritet av patienterna – 78 % – levde vid studiens slut, medan resterade 22 % avled under 
den studerade tidsperioden. En sammanfattning av de fyra ickedikotomiserade kovariaterna som 
undersökts följer i tabell 2 nedan:     
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Kovariat Minimum 1:a kvartil Median 3:e kvartil Maximum 
Ålder (år) 25 51 57 67 90 
Storlek 
(mm) 
1 13 17 25 80 
Ki67 
(procent) 
0 5 10 20 60 
Lymfkörtel 
(antal) 
0 0 0 1 39 
Tabell 2. Minimum, maximum samt första, andra och tredje kvartil för de ickedikotomiserade kovariaterna. 
För den dikotoma variabeln HER2 gäller att det fanns 396 HER2-positiva och 100 HER2-
negativa patienter. Data saknas för övriga 59 patienter, varför dessa observationer har strukits. 
Ingen imputering eller dylikt har gjorts vid saknade observationer; detta gäller samtliga kovariater 
i undersökningen. Kovariaterna har testats en i taget; av denna anledning är det möjligt att en 
patient stryks när exempelvis kovariaten Storlek testas, men att patienten är med i analysen av 
Ålder. Saknade observationer har dock inte bedömts utgöra något problem; den högsta andelen 
saknade observationer finns för just HER2, men utgör endast 10,6 % av det totala antalet 
observationer.  
3.2.3 Resultat av analysen av verkliga data 
I detta avsnitt genomförs Fine-Gray-regression respektive Coxregression med de orsaksspecifika 
hasardfunktionerna, för var och en av kovariaterna. Därefter slås de två dödsorsakerna ihop och 
en vanlig Coxregression genomförs; denna ”naiva Coxmodell” ignorerar sålunda närvaron av 
konkurrerande risker, och är naturligtvis helt felaktig om cancerdöd skall studeras, men kan ändå 
ge en intressant bild av hur fel det blir när konkurrerande risker negligeras.  
3.2.3.1 Fine-Gray-regression 
Resultatet av genomförandet av Fine-Gray-regression med avseende på cancerspecifik död visas i 
tabell 3 nedan. Förkortningen SHR betecknar subdistributionshasardkvoten: 
Kovariat 
 
SHR, 
ˆ
ie
  95 % konfidensintervall 
för SHR 
LR-test, p-värde 
Ålder (≥ 50 år mot 
<50 år) 
0,93 0,54-1,61 0,81 
Storlek  
(≥ 20 mm mot <20 
mm)  
3,01 1,86-4,88 <0,001 
Ki67 (≥ 20 % mot 
<20 %) 
2,02 1,26-3,25 0,0042 
Lymfkörtel (N+ mot 
N0) 
4,09 2,47-6,77 <0,001 
HER-2  
(HER-2-pos. mot 
HER-2-neg.) 
1,60 
 
 
0,94-2,71 0,095 
Tabell 3. Fine-Gray-regression med avseende på cancerspecifik död. Kommentar: ”N0” betecknar att ingen av 
lymfkörtlarna i armhålan angripits, ”N+” betyder att minst en angripits.  
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Figur 1. Den kumulativa orsaksspecifika 
incidensfunktionen, för kovariaten HER2, härledd från 
Fine och Grays modell, för cancerspecifik död.  
Storlek, Ki67 och Lymfkörtel är samtliga signifikanta på 5 % -nivån, medan HER2 är signifikant på 
10 % -nivån. Ålder är icke-signifikant. Det högsta värdet på subdistributionshasardkvoten ges av 
kovariaten Lymfkörtel. I figur 1 är den kumulativa orsaksspecifika incidensfunktionen för HER2, 
härledd från Fine-och Gray-modellen, uppritad.  
Sannolikheten för cancerdöd för HER2-positiva 
patienter blir högre strax efter år tre, men 
eftersom det finns ett-till-ett-förhållande mellan 
den kumulativa orsaksspecifika 
incidensfunktionen och motsvarande 
subdistributionshasard kan det konstateras att 
denna skillnad inte är signifikant (p=0,083 med 
Grays test). Samtliga kumulativa orsaksspecifika 
incidensfunktioner och motsvarande Gray-tester 
finns i appendix A1.  
 
 
 
 
 
3.2.3.2. Coxmodellen med de orsaksspecifika hasardfunktionerna 
Motsvarande analys för cancerdöd med Coxmodellen med de orsaksspecifika hasarderna gav 
nedanstående resultat. HR betecknar hasardkvoten. 
Variabel 
 
HR, 
ˆ
ie
  95 % konfidensintervall 
för HR 
p-värde, LR-
testet 
Ålder (≥ 50 år mot 
<50 år) 
0,96 0,55-1,68 0,90 
Storlek  
(≥ 20 mm mot <20 
mm)  
3,02 1,86-4,90 <0,001 
Ki67 (≥ 20 % mot 
<20 %) 
2,06 1,28-3,32 0,0033 
Lymfkörtel (N+ mot 
N0) 
4,00 2,41-6,63 <0,001 
HER-2  
(HER-2-pos. mot 
HER-2-neg.) 
1,59 0,94-2,70 0,098 
Tabell 4. Orsaksspecifik Coxregression för cancerdöd. 
Vad gäller parameterskattningarna och p-värdena är skillnaderna mellan de båda modellerna små. 
I avsnitt 3.2.3.4 diskuteras resultaten något mer utförligt.  
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3.2.3.3. Den naiva Coxmodellen 
För att illustrera hur fel det kan bli när konkurrerande risker ignoreras, gjordes regressionen om 
fast med den ”naiva Coxmodellen”, där vi alltså inte tar hänsyn till dödsorsakerna. Detta gav 
följande resultat: 
Variabel 
 
HR, 
ˆ
ie
  95 % konfidensintervall 
för HR 
p-värde,  
LR-testet 
Ålder (≥ 50 år mot <50 år) 1,60 0,96-2,68 0,057 
Storlek  
(≥ 20 mm mot <20 mm)  
2,42 1,68-3,50 <0,001 
Ki67 (≥ 20 % mot <20 %) 1,60 1,10-2,35 0,017 
Lymfkörtel (N+ mot N0) 2,04 1,41-2,95 <0,001 
HER-2  
(HER-2-pos. mot HER-2-
neg.) 
1,05 0,66-1,68 0,84 
Tabell 5. ”Naiv” Coxregression där närvaron av konkurrerande risker ignorerats genom            
sammanslagning av cancerspecifik död och övrig död.  
Här blir dock skillnaderna betydligt större. P-värdena för Ålder och HER2 har sjunkit respektive 
ökat kraftigt och Ki67 blir icke-signifikant vid 1%  . Samtliga hasardkvoter har sjunkit jämfört 
med modellen med orsaksspecifika hasarder, utom för Ålder där den har ökat. För just denna 
kovariat är ökningen intuitivt rimlig; mortaliteten för äldre är betydligt högre än för yngre. De två 
andra kovariaterna är fortsatt mycket signifikanta, men hasardkvoten för Lymfkörtel har nästan 
halverats jämfört med Cox orsaksspecifika hasardmodell; i detta datamaterial blir det bortsett från 
kovariaten Ålder svårare att förkasta 
0 : 0iH    om den ”naiva” Coxmodellen används. Vidare 
blir tolkningen av hasardkvoten annorlunda om denna omdömeslösa modell används: för 
exempelvis kovariaten Ålder blir tolkningen att intensiteten oavsett dödsorsak, det vill säga risken 
per tidsenhet för död, är 1,60 gånger högre för dem som är äldre än 50 år jämfört med dem som 
är yngre än 50 år.    
3.2.3.4 Diskussion kring resultat från verkligt datamaterial 
Kovariaterna Ki67, Lymfkörtel och Storlek var signifikanta med både Fine och Grays modell och 
med Cox orsaksspecifika modell. Högst värde på hasard- respektive subdistributionshasardkvot 
hade Lymfkörtel, där minst en angripen lymfkörtel resulterade i en cirka fyra gånger högre hasard- 
och subdistributionshasardkvot. Ålder och HER2 är icke-signifikanta vid 5%  . Skillnaderna 
mellan modellerna är små för samtliga kovariater, men det vore önskvärt att kunna ändra andelen 
censurerade patienter och andelen patienter som har drabbats av respektive konkurrerande orsak, 
istället för att ha dem cementerade vid 78,2, 13,5 respektive 8,3 procent, i syfte att undersöka om 
andelsfördelningen har någon inverkan på eventuella skillnader i parameterskattningar mellan 
modellerna. För att kunna ändra denna andel måste data simuleras, vilket görs i avsnitt 3.3. 
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Den ”naiva” Coxmodellen är givetvis fullständigt olämplig i ett competing risks-sammanhang, 
och speciellt för Ålder och HER2 finge man en helt felaktig tolkning om man ville analysera 
cancerdöd och använde denna modell. Det är förstås oproblematiskt att använda naiv 
Coxregression om det är totalöverlevnaden som studeras, men eftersom denna uppsats avfattar 
konkurrerande risker, kommer jag i avsnitt 3.3 att fokusera närmare på de två till denna situation 
anpassade modellerna.      
3.3 Simulerat datamaterial 
Detta avsnitt behandlar Fine-Gray-modellen och Cox orsaksspecifika hasardmodell något mer 
djupgående än avsnitt 3.1, genom simulering av övervlevnadsdata för 1000 patienter. Avsnitt 
3.3.1 är en genomgång av de simuleringstekniker som använts och resultaten från simuleringen 
beskrivs i avsnitt 3.3.2. 
3.3.1 Simuleringstekniker 
Betrakta den latenta modellen, med 
1 2( , )T TT , där det för varje värde på kovariaten Z , 
{0,1}Z  , gäller att marginalerna, 
1T  respektive 2T , är exponentialfördelade medan den bivariata 
s.v. 
1 2( , )T T  är Moranfördelad (se Moran 1967, för bland annat täthetsfunktionen). För varje 
simulerad patient finns en censureringstid, ~ ( ; )C U a b  samt den observerade tiden X , där som 
vanligt min( , )X T C . Vidare finns för varje ”död” individ en dödsorsak D , där {1,2}D . 
Fördelningarna för 
1T  och 2T  är inte identiska då 0Z   och då 1Z  : intensiteterna är 1  
respektive 
2  då 0Z  , medan de är 
1
1e
  respektive 22e
  då 1Z  . Vi inför också ett 
beroende mellan överlevnadstiderna, som ges av 2 , där 2 {0,2;0,8}  . Vidare varierades 
parametervärdena a och b i rektangelfördelningen. I appendix A5 är simuleringen av 
överlevnadstiderna beskriven i större detalj. 
3.3.2 Resultat av analysen av simulerade data 
”Facit” är att den skattade parametern, e , är 2 respektive 4 då orsak 1 respektive 2 analyseras. 
Andelen patienter med 1Z    är lika med 0,5. R ger endast medelfelen för ˆ , det vill säga för de 
logaritmerade hasard- respektive subdistributionshasardkvoterna; emellertid kan medelfelen för 
ˆ
e  trivialt räknas ut genom följande formel (Collett 2003, sid. 68) 
ˆ ˆ ˆ[ ] [ ]SE e e SE                                                                                                                      (40) 
Nedanstående tabell ger resultaten av simuleringen. Det bör noteras att de teoretiska 
korrelationerna 0,2 och 0,8 är uppskrivna i tabellen; de faktiska värdena blev 0,34 respektive 0,82.  
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Sim. ( ; )a b  Corr 
1 2( , )T T
  
Cens. Döda, 
ors. 1 
Döda,  
ors. 2 
FG,
ˆ
e  
(medel
-fel) 
ors.1 
Cox, 
ˆ
e  
(medelfel) 
ors. 1 
FG,
ˆ
e
(medel
-fel) 
ors.2 
Cox, 
ˆ
e  
(med.fel) 
ors. 2 
1 (5;10) 0,2 0 233 767 0,53 
(0,074) 
1,61 
(0,24) 
2,20 
(0,17) 
4,32 
(0,37) 
2 (5;10) 0,8 0 132 868 0,49 
(0,093) 
1,25 
(0,25) 
2,42 
(0,19) 
4,62 
(0,38) 
3 (0;0,8) 0,2 263 169 568 0,72  
(0,12) 
1,61 
(0,26) 
3,29 
(0,29) 
4,69 
(0,45) 
4 (0;0,8) 0,8 314 96 590 0,78 
(0,16) 
1,40 
(0,31) 
3,45 
(0,30) 
4,34 
(0,40) 
5 (0;0,1) 0,2 752 53 195 1,59 
(0,46) 
 
1,93 
(0,56) 
 
3,99 
(0,72) 
4,13 
(0,74) 
6 (0;0,1) 0,8 774 47 179 1,71 
(0,53) 
1,98 
(0,59) 
3,21 
(0,55) 
3,31 
(0,56) 
7 (0;0,03) 0,2 927 15 58 5,77 
(4,39) 
6,13 
(4,66) 
8,11 
(3,49) 
8,27 
(3,55) 
8 (0;0,03) 0,8 908 16 76 2,12 
(1,14) 
2,22 
(1,19) 
3,00 
(0,81) 
3,02 
(0,82) 
Tabell 6. Resultaten från simuleringsstudien. 
Vid låg andel censureringar ger Fine och Grays modell skattningar som är långt under de sanna 
värdena; i dessa fall ger Coxmodellen en bättre skattning. Detta resultat är i linje med Dignam, 
Zhang och Kocherginsky (2012), vilket inuitivt verkar rimligt. Vid färre censureringar har fler 
individer avlidit, oavsett dödsorsak, och eftersom Fine-Gray-modellen är rent probabilistisk, 
innebär det att om det i en av grupperna har avlidit fler individer av den ena orsaken, kommer 
detta naturligtvis att ge lägre sannolikhet för död av den andra orsaken. Vid hög andel 
censureringar, det vill säga när relativt få patienter dör, blir denna effekt mindre tydlig.  
Överlag har Coxmodellen en tendens att överskatta hasardkvoten då orsak 2 simuleras, och 
underskatta den vid analys av orsak 1. Vidare kan konstateras att skillnaderna i 
parameterskattningarna mellan modellerna blir mindre vid hög andel censureringar. Det står 
också klart att de bästa resultaten uppnåddes vid simulering 5, och de sämsta vid simulering 7, där 
det för båda modellerna och för båda dödsorsakerna erhölls fullständigt felaktiga skattningar av 
e . Medelvärdena i tabell 6 ges av tabell 7 nedan, i vilken resultaten från simulering 7 strukits. 
Det kan verka anmärkningsvärt att stryka hela simuleringen, men eftersom 
parameterskattningarna är uppenbart felaktiga finns det en risk att det i Fine-Gray-fallet skulle 
innebära att denna outlier väger upp de mycket låga skattningarna från simulering 1-4, vilket hade 
givit missvisande resultat.  
Modell Medelvärde, 
orsak 1 
Standardavvikelse, 
orsak 1 
Medelvärde, 
orsak 2 
Standardavvikelse, 
orsak 2 
FG 1,13 0,66 3,08 0,61 
Cox 1,71 0,34 4,06 0,65 
Tabell 7. Medelvärden uppdelade på analyserad orsak för de båda modellerna. 
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Ur tabell 7 framgår att Coxmodellen är betydligt bättre på att pricka in det riktiga värdet; tyvärr är 
spridningen mycket hög för båda modellerna även efter att resultaten från outliersimuleringen 
strukits. En något lägre standardavvikelse erhölls från Coxmodellen vid analys av orsak 1, men 
det allmäna intrycket är ändå att båda modellerna har svårt att pricka in de sanna värdena, 
framför allt Fine och Grays modell.  
För att illustrera precisionen hos de båda metoderna, har i figur 2 parameterskattningarna från 
tabell 6 uppritats, till vänster för de fall då orsak ett analyseras och då 2 således är det sanna 
värdet, och till höger då orsak två analyseras och 4 är det sanna värdet. Rött markerar Fine-Gray-
regression, blått Coxregression. 
 
Figur 2. Plott av parameterskattningar från simuleringsstudien. Röda punkter för Fine och Grays modell, blåa 
för Coxmodellen. Observera att y-axeln är logaritmisk.  
Denna figur bekräftar förstås att att Coxmodellen prickar in det sanna parametervärdet bättre än 
Fine och Grays modell, även om spridningen som tidigare konstaterats är mycket stor för båda 
modellerna. Tabell 8 räknar hur många gånger respektive modell är närmast det sanna värdet. 
Även om Fine och Grays modell i snitt underskattade de korrekta värdena kraftigt, var den ändå 
närmare i totalt fyra av sexton fall.  
Sant värde FG närmast Cox närmast 
2 2 gånger 6 gånger 
4 2 gånger 6 gånger 
Tabell 8. Antal gånger respektive modell var närmast det sanna parametervärdet. 
Korrelationen mellan de latenta s.v. 
1T  och 2T  verkar inte ha spelat någon roll för modellernas 
förmåga att pricka rätt teoretiskt värde. Vad gäller orsak 2, prickar Coxmodellen i genomsnitt 
nästan helt rätt, men spridningen är mycket större jämfört med då orsak 1 analyserades – 
skattningarna varierade mellan 3,02 och 8,27 –  vilket också framgår av figur 2. Fine och Grays 
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modell har liknande problem, och underskattar liksom vid analyserandet av orsak 1 den sanna 
kvoten mellan intensiteterna för de båda grupperna. Fastän Fine-Gray-skattningarna blir bättre 
vid hög andel censureringar, är precisionen fortfarande dålig för både orsak 1 och 2, vilket i en 
praktisk situation innebär stora problem.  
Sammanfatttningsvis kan sägas att denna simuleringsstudie har visat att Coxmodellen oftare än 
Fine och Grays modell ger korrekt parameterskattning, men båda modellerna har  
precisionsproblem, vilket gör parameterskattningarna osäkra. Vid få censureringar var dessutom 
Fine och Grays modell mycket långt under det sanna värdet på e . 
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4. Sammanfattande diskussion 
Resultaten från cancerdatan från Benmärgskohorten gav snarlika resultat med avseende på p-värden 
och parameterskattningar för Fine och Grays modell som för Coxmodellen med de 
orsaksspecifika hasarderna. Signifikansen ändrades inte på 5 % -nivån för någon av variablerna, 
utan resultaten pekar på att tumörstorlek, antalet angripna lymfkörtlar och huruvida tumören är 
Ki67-positiv signifikant påverkar mortaliteten i bröstcancer. Den så kallade ”naiva Coxmodellen”, 
där närvaron av konkurrerande risker helt ignoreras, ger fullständigt missvisande resultat om den 
används för att analysera cancerdöd.  
Från den simulerade datan i avsnitt 3.3 kan det konstateras att de största skillnaderna mellan de 
skattade koefficienterna och de sanna värdena återfinns vid situationer där det finns relativt få 
censureringar. När det gällde förmågan att korrekt estimera modellparametrar var Coxmodellen 
närmast de sanna värdena, även om skillnaden mellan parameterskattningarna var små i 
situationer med hög andel censureringar. I situationer med få censureringar medför användandet 
av Fine och Grays modell en underskattning av det sanna e , ett resultat som stämmer väl 
överens med den begränsade forskingen på området, men det är av vikt att poängtera att det i en 
fjärdedel av de simulerade fallen emellertid var Fine och Grays modell som kom närmast det 
sanna parametervärdet. Dessutom hade Coxmodellen, i synnerhet vid analysen av orsak 2, 
mycket hög spridning i skattningarna. Det är sålunda svårt att utifrån den simulerade datan svara 
på vilken av modellerna som är bäst. Istället är det viktigt att notera att trots att syftet med båda 
modellerna är estimering av e , kan hasardkvoterna respektive subdistributionshasardkvoterna, 
analogt med diskussionen i avsnitt 2.3.3.4, inte tolkas på samma sätt, vilket återigen leder in oss 
på frågan om vilken av Fine och Grays subddistributionsmodell och Cox modell med de 
orsaksspecifika hasardfunktionerna som är den bästa. Svaret är att det beror på frågeställningen.  
Om syftet är att modellera verkligheten – säg att frågeställningen är om det finns någon skillnad i 
dödsrisk i en viss sjukdom mellan två patienter som endast skiljer sig åt med avseende på en 
kovariat – är det den kumulativa orsaksspecifika incidensfunktionen som skall användas för att 
besvara frågan. Med Fine och Grays modell erhålles då en skattning av sannolikheten för död, 
men vi kan inte avgöra vad den eventuella skillnaden mellan individerna beror på. Med hjälp av 
Fine och Grays modell erhålles dessutom ett ett-till-ett-förhållande mellan den kumulativa 
orsaksspecifika incidensfunktionen och subdistributionshasarden, vilken kan användas för att 
kontrollera signifikansen hos kovariaten i fråga; analogt kan Grays test för den kumulativa 
orsaksspecifika incidensfunktionen användas. Som tidigare nämnts är ”priset” för detta ett-till-ett-
förhållande att riskmängden för modellen kan inkludera döda individer, vilket är ett uppenbart 
fall av bias. Om syftet istället är att ta reda på om en kovariat påverkar mortaliteten i en viss 
sjukdom, är det bättre att beräkna de orsaksspecifika hasardfunktionerna med Coxmodellen, 
varpå p-värdena kan beräknas och ett beslut tas beroende på vilken signifikansnivå som används. 
I medicinska studier är det vanligtvis dylika frågeställningar som föreligger.  
Fördelen med Coxmodellen är, förutom att riskmängden är korrekt till skillnad från med Fine-
Gray-regression, är att de som avlidit av övriga orsaker förutom den ”intressanta” censureras. 
Effekten på hasardkvoten för en viss kovariat kommer således helt från den studerade 
dödsorsaken; man kan säga att Coxregression eliminerar de konkurrerande riskerna från analysen, 
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medan Fine-Gray-regression försöker korrigera för dem. Ett exempel på hur katastrofalt fel det 
blev när Fine-och-Gray-modellen tolkades felaktigt gavs i avsnitt 3.1.2. På samma sätt är 
Coxmodellen att föredra när man studerar hur mortaliteten i en viss sjukdom har förändrats över 
tid – vi vill eliminera effekten från de konkurrerande riskerna eftersom det är rimligt att tro att 
mortaliteten för de konkurrerande riskerna, även de, har ändrats över tid. Å andra sidan finns det 
om Coxmodellen används inget enkelt sätt att gå från hasard till risk – och risken är enklare att 
tolka än hasarden. På samma sätt finns det en risk för att hasardkvoten visar att en viss kovariat 
är signifikant, men när den kumulativa orsaksspecifika incidensfunktionen studeras blir svaret ett 
annat. 
Som tidigare nämnts är emellertid Coxmodellen med de orsaksspecifika hasardfunktionerna att 
föredra i de flesta vetenskapliga sammanhang. Fine och Grays modell kan vara lämplig när de 
verkliga sannolikheterna för orsaksspecifik död studeras, men som tidigare diskuterats kan vi inte 
med säkerhet veta om patienten verkligen avled som ett resultat av kovariateffekten. Ett-till-ett-
förhållandet mellan subdistributionshasardkvoten och den kumulativa orsaksspecifika 
incidensfunktionen är förvisso en trevlig matematisk egenskap, men den blir irrelevant om den 
vetenskapliga frågeställningen inte besvaras av modellen. Av denna anledning måste omdömet 
gällande Fine och Grays modell trots allt utfalla negativt, och Coxmodellen är, trots sina brister i 
synnerhet med avseende på de skattade hasardkvoternas avvikelse från de sanna värdena och 
förhållandet till den kumulativa orsaksspecifika incidensfunktionen, den bästa av modellerna för i 
stort sett samtliga tänkbara medicinska, epidemiologiska och samhällsvetenskapliga 
överlevnadssstudier innefattande regressionsanalys vid närvaro av konkurrerande risker.    
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A. Appendix 
A1. Kumulativa orsaksspecifika incidensfunktioner från avsnitt 
3.2.2.1. 
Nedan visas de övriga fyra medelst Fine och Grays modell skattade kumulativa orsaksspecifika 
incidensfunktionerna från datamaterialet Benmärgskohorten.  
 
Figur A1. Kumulativa orsaksspecifika incidensfunktionen för cancerdöd med ålder som kovariat till vänster, och 
till höger med tumörstorlek som kovariat. P-värden för Grays test: 0,80 respektive <0,001.  
 
 
 
 
 
 
 
 
Figur A2. Kumulativa orsaksspecifika incidensfunktionen för cancerdöd med Ki67 som kovariat till vänster, och 
till höger med angripna lymfkörtlar som kovariat. P-värden för Grays test: 0,0033 respektive <0,001. 
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A2 R-kod, analys av verkligt datamaterial 
Följande R-kod genomför analysen av Benmärgskohorten, och plottar de kumulativa orsaksspecifika 
incidensfunktionerna: 
> library(foreign) 
> library(cmprsk) 
> library(riskRegression) 
> library(plyr) 
> library(survival) 
> library(car) 
> benmärg <- 
read.dta("C:\\Users\\Adrian\\Downloads\\benmärgskohorten_mehic_12.dta") 
> nybenmärg <- as.numeric(benmärg$survival_event) 
> benmärg$kat[benmärg$age>=50] <- "high" 
> benmärg$kat[benmärg$age<50] <- "low" 
> w  <- as.factor(benmärg$kat) 
> u <-  as.numeric(w) 
> reg1 <- CSC(Hist(survival, nybenmärg)~u, d=benmärg, cause=2) # Coxmodellen. 
> reg2 <- FGR(Hist(survival, nybenmärg)~u, d=benmärg, cause=2) # Fine och Grays 
modell. 
# upprepa för de övriga kovariaterna. 
> CIF <- cuminc(ftime = benmärg$survival, fstatus = nybenmärg, group = w) # ger 
även Grays test 
> plot(CIF, lty = c(1, 1, 2, 2), col = c("white", "white", "firebrick2", "navy", 
"white", "white"), curvlab=c("","","Ålder >50 år", "Ålder <50 år"), xlab = "År", 
ylab="Sannolikhet", lwd=2.2) # kumulativa orsaksspecifika incidensfunktionen för 
cancerdöd med ålder som kovariater. Upprepa för övriga kovariater. 
> nykod <- recode(nybenmärg, "c(2,3)='1'; else='0'")  
> reg3 <- coxph(Surv(benmärg$survival, nykod) ~u, method=”exact”) # Genomför 
”naiv” Coxregression. Upprepa för de övriga kovariaterna. 
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A3 Stata-kod, analys av simulerat datamaterial 
Simuleringen av händelsetiderna 
1 2( , )T T , dödsorsakerna D  och kovariaten Z  genomfördes i 
Stata:  
. do  CR_AMdata 1 2 0.4 0.3 2 4 999 
. *CR_AMdata.do  19.12.2014 
. args L1 L2 rho Ez HR1 HR2 nummer 
. * L1 och L2 är intensiteterna för T1 och T2 om z=0; 
. * rho är korrelationen mellan T1 och T2 för dem med z=0; 
. * Ez är andelen med z=1; 
. * HR1 och HR2 är den faktor varmed L1 resp L2 multipliceras om z=1 
. * nummer är det tal som ingår i namnet på utfilen 
 
. clear 
. set obs 1000 
obs was 0, now 1000 
. gen x1=rnormal() 
. gen x2=sqrt(`rho')*x1+sqrt(1-`rho')*rnormal() 
. gen y1=rnormal() 
. gen y2=sqrt(`rho')*y1+sqrt(1-`rho')*rnormal() 
. *----------------------- 
. gen T1=(x1^2+y1^2)/2/`L1' 
. gen T2=(x2^2+y2^2)/2/`L2' 
. gen z=(runiform()<`Ez') 
. replace T1=T1/`HR1' if z==1 (285 real changes made) 
. replace T2=T2/`HR2' if z==1 (285 real changes made) 
. gen T=min(T1,T2) 
. gen D=1+(T==T2) 
. outfile T D z T1 T2 using AMdata_`nummer', replace 
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. exit 
För mina simulerade data:   
. run CR_AMdata 1 2 0.2 0.5 2 4   2 
. run CR_AMdata 1 2 0.8 0.5 2 4   5 
. log close 
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A4 R-kod, analys av simulerat datamaterial 
Censureringstiderna simulerades och resten av analysen genomfördes i R.   
> data <- read.table("C:\\Users\\Adrian\\Downloads\\AMdata_1.txt") 
> data <- subset(data, select = -c(V4,V5)) # behåller min(T1,T2) och slänger bort 
max(T1,T2) 
> set.seed(22)  
> w <- runif(1000,0,0.03)# bilda s.v. C 
> d <- data.frame(data$V1,w,data$V2,data$V3) 
> d <- subset(d, select = -c(data.V2,data.V3))  
> d$x <- apply(d, 1, min) #bilda s.v. X=min(T,C) 
> d$V2 <- data$V2 
> d$V3 <- data$V3 
> d$kod <- ifelse(d$w<=d$data.V1,yes=0,no=d$V2) # ser till så att censurerade 
individer inte får någon dödsorsak 
> library(riskRegression) 
> ny1 <- FGR(Hist(x,kod)~V3, d=d, cause=1)  
> ny1 
> ny2 <- CSC(Hist(x,kod)~V3, d=d, cause=1) 
> ny2 
För att göra figur 2: 
> d <- read.table("C:\\Users\\Adrian\\Desktop\\nya ant.txt", header=F) 
> plot( 
xy.coords(d$V2,d$V1),xlim=c(1,max(d$V2)),ylim=c(2,max(d$V1)),log="xy",xaxt="n", 
col=ifelse(d$V2==1, "red", "blue"), pch=16,xlab="Modell",ylab="Skattade värden") 
> axis(1, at=1:2, labels=c("Fine-Gray", "Cox")) 
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A5. Mer om simuleringsförfarandet 
I detta appendix beskrivs simuleringsförfarandet för händelsetiderna i något större detalj än i 
tidigare avsnitt.  
Om vi har en s.v. ~ (0,1)X N  och en ny s.v. 2Z X  införs, blir 2~ (1)Z  , och analogt gäller 
för två oberoende (0,1)N -variabler X  och Y att 2 2 2~ (2)X Y  . Eftersom 
2 ( ) ~ ( / 2,2)f Gamma f , blir 2 2 ~ (1,2)X Y Gamma  och analogt blir 
2 2 1( ) / 2 ~ (2 / 2, 2) (1,1) (1)
2
X Y Gamma Gamma Exp   . Nu är Morans idé att betrakta fyra 
s.v. 
1 1
2 2
X Y
X Y
 
 
 
, vilka alla är (0,1)N , där de två paren 
1 2( , )X X  och 1 2( , )Y Y  är oberoende, men 
där  
1 2 2( , ) ~ ( )X X N μ,Σ  och 1 2 2( , ) ~ ( )Y Y N μ,Σ , där  0,0 μ , 
1
1


 
  
 
Σ  , och 0 1 
. Om man sätter 
2 2
1 1
1
1( )
2
X Y
T

  respektive 
2 2
2 2
2
1( )
2
X Y
T

  blir sålunda de s.v. 1T  och 2T  
som önskat exponentialfördelade med parameter 1, och följaktligen 
1 2( ) ( ) 1E T E T   och 
1 2( ) ( ) 1V T V T  . Korrelationen mellan  1T  och 2T är 
1 1
1 2 1 2 1 2 1 2( , ) ( , ) / ( ) ( ) ( , )Corr T T Cov T T Var T Var T Cov T T
 
  , och efter enkel men omständlig 
algebra, där faktumet att det för en s.v ~ (0,1)X N  gäller att 4[ ] 3E X   utnyttjas, kan det visas 
att 2
1 2 1 2( , ) ( , )Cov T T Corr T T   .  
        
 
 
