Abstract-This paper investigates the relay hybrid precoding design in millimeter-wave massive multiple-input multiple-output systems. The optimal design of the relay hybrid precoding is highly nonconvex, due to the six-order polynomial objective function, sixorder polynomial constraint, and constant-modulus constraints. To efficiently solve this challenging nonconvex problem, we first reformulate it into three quadratic subproblems, where one of the subproblems is convex and the other two are nonconvex. Then, we propose an iterative successive approximation (ISA) algorithm to attain the high-approximate optimal solution to the original problem. Specifically, in the proposed ISA algorithm, we first convert the two nonconvex subproblems to convex ones by the relaxation of the constant-modulus constraints, and then we solve the three corresponding convex subproblems iteratively. We theoretically prove that the ISA algorithm converges to a Karush-Kuhn-Tucker point of the original problem. Simulation results demonstrate that the proposed ISA algorithm achieves good performance in terms of achievable rate in both full-connected and subconnected relay hybrid precoding systems.
by high antenna gain using massive multiple-input multipleoutput (MIMO) [4] . However, mmWave communications are mainly applied in line-of-sight (LoS) dominant scenarios, since mmWave signals are sensitive to blockage [5] .
To mitigate the negative effects caused by blockage, relay can be employed in mmWave massive MIMO systems [6] . In a relay-assisted mmWave system, the channels from the source to the relay and from the relay to the destination may be LoS, and the transmission range and coverage can be extended. Similar to the conventional mmWave massive MIMO system, precoding plays an important role in the relay-assisted mmWave massive MIMO system to compensate for the high path loss by the high antenna gain [7] , [8] . However, the optimal precoding design for the relay-assisted mmWave massive MIMO systems is a challenging problem due to the complicated signal processing.
It is well known that the classical full-digital precoding can achieve the optimal antenna gain [9] , [10] , but it is too costly for mmWave massive MIMO systems. This is caused by the fact that the traditional full-digital precoding demands the same number of radio frequency (RF) chains as that of the antennas, and each RF chain requires costly hardware and high power consumption. Therefore, when a large number of antennas are deployed in mmWave massive MIMO systems, the high hardware cost and power consumption of RF chains make the full-digital precoding unaffordable in practice [11] , [12] . To this end, the recently proposed hybrid (analog/digital) precoding is a more attractive alternative, since it achieves the similar performance to the fulldigital one with much fewer RF chains [13] , [14] . The hybrid precoding is jointly realized in the digital and analog domains, where the digital precoding is realized by baseband signal processing, while the analog precoding is usually implemented by analog phase shifters [15] , [16] .
The hybrid precoding can be realized by two typical structures: full-connected structure (where each RF chain is connected to all antennas) [17] , [18] , and sub-connected structure (where each RF chain is connected to a subset of antennas) [19] , [20] . For the relay-assisted mmWave system with the full-connected structure, downlink single-user and multi-user hybrid precoding schemes using matching pursuit (MP) algorithms have been studied in [21] , [22] . Compared with the full-connected structure, the sub-connected structure is more practically attractive, since it can further reduce the hardware complexity and power consumption without an obvious performance loss. However, to the best of our knowledge, there is no existing work on the topic of sub-connected relay hybrid precoding design for mmWave massive MIMO systems.
In this paper, we try to fill this gap by proposing an efficient relay hybrid precoding algorithm for the sub-connected structure in mmWave massive MIMO systems. The proposed algorithm can be also extended to the full-connected structure. For both the sub-connected and full-connected structures, the relay hybrid precoding algorithms are designed to minimize the mean squared error (MSE) between the transmitted and received signals with the power constraint. Specially, the main contributions of this paper are summarized as follows.
r For the sub-connected structure, we propose a minimum mean squared error (MMSE)-based relay hybrid precoding design. This challenging problem is highly non-convex due to the six-order polynomial objective function, sixorder polynomial constraint, block-diagonal constraints, and constant-modulus constraints. To eliminate the blockdiagonal constraints and reduce the problem dimension, we reformulate the original problem as three subproblems. Here, one of these three subproblems is a convex quadratically constrained quadratic programming (QCQP) problem, while the other two subproblems are non-convex QCQP problems with constant-modulus constraints.
r To solve these three subproblems, we propose an iterative successive approximation (ISA) algorithm with affordable complexity. In the proposed ISA algorithm, we first derive the closed-form solution to the convex QCQP subproblem. Then, for the two non-convex QCQP subproblems, we convert them to be convex by the relaxation of the constant-modulus constraints. Then, the high-approximate solution is obtained by iteratively solving these three convex problems. The theoretical analysis and simulation results demonstrate that the proposed ISA algorithm converges to a Karush-Kuhn-Tucker (KKT) point.
r For the full-connected structure, the relay hybrid precoding design problem is simpler due to the fact that the blockdiagonal constraints are not needed. However, the relay hybrid precoding design problem for the full-connected structure is still challenging due to the six-order polynomial objective function and constant-modulus constraints. Fortunately, the proposed ISA algorithm can be extended to solve the hybrid precoding design problem with the full-connected structure. Since the proposed ISA algorithm does not need any pre-determined candidates for the analog precoders, it can theoretically achieve better performance than the existing MP algorithm for the fullconnected structure.
r Simulation results confirm that the proposed hybrid precoding for the full-connected structure is able to achieve almost the same performance as the classical full-digital precoding. The theoretical analysis and simulation results also demonstrate that the sub-connected structure is able to reduce the power consumption compared to the fullconnected structure. The rest of this paper is organized as follows. Section II briefly introduces the channel model and relay system model. In Section III, the MMSE-based hybrid precoding problem is formulated at first, and then the QCQP reformulation is presented. The ISA algorithm is proposed to solve the reformulated problem in Section IV, where the analysis of the proposed algorithm is also provided. Simulation results are shown to evaluate the performance of the proposed relay hybrid precoding design and the proposed ISA algorithm in Section V, followed by Section VI that concludes this paper.
Notations: In this paper, bold lowercase and uppercase letters denote vectors and matrices, respectively; (·) T and (·) H symbolize the transpose and conjugate transpose operations; The 2-norm of a vector a and the Frobenius norm of a matrix A are denoted by ||a|| 2 and ||A|| F ; E[·] represents the expectation operator; Tr(·) and blk(·) indicate the trace and block-diagonal operator; vec(A) is the vectorization of a matrix A; ⊗ denotes the Kronecker product between two matrices; CN (0, σ 2 ) represents the zero-mean complex Gaussian distribution with zero mean and the variance σ 2 and the I m denotes the m × m identity matrix; arg(·) and exp(·) represent the argument of a complex value and the exponential of a value.
II. SYSTEM DESCRIPTION
This section briefly introduces the mmWave channel model and the relay hybrid precoding system model with both subconnected and full-connected structures.
A. Millimeter-Wave Channel Model
As shown in Figs. 1 and 2 , we consider an amplify-andforward (AF) relay assisted mmWave massive MIMO system without direct link between the source and the destination. 1 As can be seen, the considered system includes the channels H from the source to the relay, and G from the destination to the relay. Here, we assume that the channels H and G are LoS. According to [23] , the propagation loss of the LoS channels H and G obeys the Rician distribution.
In this paper, we consider the narrowband mmWave channel model widely used in the literatures [14] , [21] , [22] . The more challenging optimal design of the relay hybrid precoding over "delay-d" wideband mmWave channels [24] is beyond the scope of the current paper and will be studied in our future work.
Due to the fact that mmWave channels exhibit limited number of paths [25] , [26] , H and G often have sparse structures, which can be characterized by low-rank matrices as follows:
where L h and L g are the numbers of propagation paths in H and G, α l and γ l are the path loss coefficients of the lth path in H and G, a R l , and a D l are the array response vectors of the source, the relay and the destination. In this paper, we consider the widely used uniform linear arrays (ULA), where the array response vectors can be expressed as
where d and λ are the antenna spacing and the wave length, respectively.
To realize the precoding, we follow the assumption in [18] , [27] that the channels H and G are known at the source, relay, and the destination. In practical systems, channel state information (CSI) received at the relay can be obtained via training from the source to the relay [27] , and the CSI received at the destination can be obtained via training from the relay to the destination. Then the CSI is shared with the transmitter at the source via feedback from the relay to the source [28] , and the CSI transmitted at the source is shared by the feedback from the relay to the destination.
B. Relay Hybrid Precoding
For both the full-connected and the sub-connected structures as shown in Figs. 1 and 2 , the relay employs the hybrid precoding, where K RF chains and M R antennas are used. The difference between these two structures is that, the kth (k = 1, 2, . . . , K) RF chain is connected to a subset of M R k antennas in the sub-connected structure, while the kth (k = 1, 2, . . . , K) RF chain is connected to all M R antennas in the full-connected structure. For the sub-connected structure, the total number of antennas at the relay is
It's worth noting that the number of antennas M R is much larger than that of RF chains K to achieve high antenna gain. At the source and the destination, the numbers of antennas are M S and M D , respectively. The transmitted symbols for L s data streams at the source are represented as s ∈ C L s with normalized power
In the following, we will focus on sub-connected structure as shown in Fig. 1 , since it is more complicated for the optimal precoder design problem due to more constraints compared to the full-connected one. The extension to the full-connected structure will be discussed in Section IV-C.
Filtered by the source precoding matrixW S ∈ C M S ×L s , the received signal y R at the relay is
where
S is the channel matrix between the source and the relay, and n R ∼ CN (0, σ 2 r I M R ) is the additive noise vector at the relay.
At the relay, hybrid precoding is carried out. More specially, the received analog combiner F R 1 ∈ C M R ×K is firstly employed for received signal y R . Then, one digital precoding W R ∈ C K ×K processes the signal in the baseband. Afterwards, the analog precoder F R 2 ∈ C M R ×K is used to forward the transmitted signal at the relay to the destination. Because each RF chain only connects to a subset of M R k antennas in the subconnected structure, the analog combiner F R 1 and the analog precoder F R 2 at the relay are constrained to be block-diagonal as follows:
where f
Since the non-zero elements in the analog precoding matrices F R 1 and F R 2 are usually realized by phase shifters [14] , the non-zero elements satisfy the constant-modulus constraints as follows:
Using the three matrices {F R 1 , W R , F R 2 }, the transmitted signal x R at the relay can be expressed as
In practice, the power of the transmitted signal at the relay is constrained as
Finally, a received combining matrixW
D ×L s is used at the destination, so the received signal y at the destination can be expressed as
D is the channel matrix between the destination and the relay, and n D ∼ CN (0, σ
H n D be the equivalent channel and noise, then the received signal y at the destination can be rewritten as
For the full-connected structure, the analog precoder and combiner at the relay are also constrained to be constantmodulus constraints, and the received signal at the destination can also be expressed as equation (9) . However, the analog precoder and combiner in the full-connected structure are not constrained to be block-diagonal. Therefore, the hybrid precoding design for the full-connected structure is simpler than that for the sub-connected one, since fewer constraints are required for the full-connected structure (i.e., only (5) is required, but (4) is not required any more).
Throughout this paper, we assume that the hybrid precoder at the sourceW S and the hybrid combiner at the destinationW D have already been obtained (please see Appendix A for details). Therefore, we only focus on designing the optimal combiner and precoder for the hybrid precoding at the relay. 2 The source hybrid precoding and destination hybrid combining designs for a relay system are similar to the transmitter precoding and receiver combining designs in a MIMO system. The transmitter precoding and receiver combining designs in the mmWave MIMO system have been extensively studied in existing literature. Specifically, it should be pointed out that the hybrid precoding matricesW S andW D can be obtained by the algorithms in [14] .
III. MMSE-BASED RELAY HYBRID PRECODING DESIGN
This section discusses the relay hybrid precoding design in mmWave massive MIMO systems for the sub-connected structure. The design goal is to minimize MSE between the transmitted symbols s at the source and the received signals y at the destination, with the constraint of the transmitted power at the relay. In this regard, we first present the original problem formulation with block-diagonal and constant-modulus constraints (i.e., (4) and (5)). Then, we eliminate the block-diagonal constraints and reformulate the original problem as three QCQP subproblems with constant-modulus constraints.
A. Original MMSE-Based Relay Hybrid Precoding Problem
As mentioned in the above section, the analog precoders F R 1 and F R 2 are not only constrained to be block-diagonal, but also their non-zero elements are constrained to be constant-modulus. By utilizing (4), (5) , and (7), the MMSE-based hybrid precoding problem is formulated as follows:
where y is given by (9) , and P R represents the maximum transmitted power at the relay. Note that the expectation operation E(||s − y|| 2 2 ) in the original MMSE problem (10) is difficult to be handled. For this reason, we propose the following Lemma 1 to convert (10) to an equivalent problem without the expectation operation.
Lemma 1: The MMSE-based optimal hybrid precoding for (10) can be obtained by solving (P) min
Proof: See the detailed proof in Appendix B. Unfortunately, although the converted optimization problem (P) does not have the expectation operation any more, it is still challenging to be solved due to the following reasons. First, the objective function in (P) and the left-hand side of constraint (7) are sixth-order polynomials, because there are three precoding matrices {F R 1 , W R , F R 2 } to be jointly optimized. Second, due to the hardware constraints in the sub-connected structure, the analog precoding and combining matrices {F R 1 , F R 2 } are required to be block-diagonal. Third, the non-zero elements in the analog precoders F R 1 and F R 2 are constrained to be constantmodulus.
B. Reformulation of the MMSE Problem
To tackle the original high-dimensional optimization problem (P), we decompose it into three quadratic subproblems, where one of the subproblems is convex and the other two are non-convex. Then, to facilitate the mathematical tractability, we eliminate the block-diagonal constraints (4), and reformulate the non-convex subproblems as QCQP problems with constantmodulus constraints (5) .
In order to guarantee the convergence of the proposed algorithm in the following Section IV, we optimize the three QCQP subproblems as follows. First we optimize the digital precoder W R while keeping the received analog precoder F R 1 and transmitted analog precoder F R 2 fixed. Then for fixed W R and F R 2 , we optimize F R 1 . At last, we optimize F R 2 with fixed W R and F R 1 . The detailed reformulation of these three subproblems are given as follows.
1) QCQP Subproblem-1: When F R 1 and F R 2 are fixed, the problem (P) can be reformulated as
2) QCQP Subproblem-2: Second, when W R and F R 2 are fixed, the problem (P) can be converted to
To tackle the block-diagonal constraint (4a), we transform the matrix operator into a vector operator, based on the properties of Kronecker product: vec(AXB) = (B T ⊗ A)vec(X). Then, the problem (13) can be rewritten as
It is observed from (14) that the variablef R 1 has many zero elements. There is a property of matrix multiplication, which is presented in the following Lemma 2, to show that the zero elements inf R 1 can be removed.
Lemma 2: Consider a matrix
, where a i denotes the ith column of A, and x i denotes the ith element of x. If the ith (i = 1, 2, . . . , N) element in x is zero, we will have
The proof of this lemma can be easily obtained by the fact that the zero elements do not provide any contribution in matrix multiplying operation. Now, we extract the non-zero elements inf R 1 , leading to a new variable vector given bŷ
Replacing F R 1 byf R 1 , we can see that the constraint (4a) is eliminated. According to Lemma 2, an equivalent problem for (14) is obtained as
whereÂ R 1 andĈ R 1 are generated by removing the corresponding columns of matrices A R 1 and C R 1 . The vector "1" means an all-one vector. By mathematical manipulation,Â R 1 andĈ
can be equivalently obtained by
where R 1 2
Similarly, based on the property of Kronecker product, the problem (17) can be converted to the following problem
Following the similar derivations from (14) to (P 2 ), the problem (18) can also be converted to the following problem by introducing a new variablef
with
Up to now, one can understand that the original hybrid precoding problem (P) has been decomposed into three subproblems (P 1 ), (P 2 ), and (P 3 ). The subproblem (P 1 ) is convex, but both the subproblems (P 2 ) and (P 3 ) are non-convex, due to the non-convex constant-modulus constraints (16c) and (19c). In the following Section IV, we will propose the ISA algorithm to iteratively solve these three subproblems.
IV. PROPOSED ITERATIVE SUCCESSIVE APPROXIMATION ALGORITHM
In this section, we will propose the ISA algorithm to attain the original problem's high-approximate optimal solution. The key idea of the ISA algorithm is as follows. First, for the nth iteration, (P 2 ) and (P 3 ) are reformulated to approximated problems denoted as (Q 3 ). Meanwhile, a closed-form solution to (P 1 ) can be obtained. Then, the three convex problems
3 ) are iteratively solved, until the stop criterion being satisfied. Finally, we theoretically prove that the ISA algorithm converges to a KKT point of the original precoding problem (P), and present the complexity analysis of the proposed ISA algorithm.
A. Closed-Form Solution to (P 1 )
For the subproblem (P 1 ), we can obtain a closed-form so-
, and
y R . Then, the objective function of (P 1 ) can be rewritten as
Similarly, considering the definition of R y R in (11), the lefthand side of (7) can be rewritten as
According to (20) and (21), the Lagrangian function of (P 1 ) is given by
where λ 1 ≥ 0 is the Lagrangian multiplier to satisfy the power constraint (7). The derivative of (22) with respect to W R is
It can be seen that a closed-form solution to (P 1 ) can be obtained by letting
, which is expressed as follows:
Here, the Lagrangian multiplier λ 1 satisfies the following equation
where λ 1 can be obtained by the bisection method [29] .
We can see that for fixed F R 1 and F R 2 , the optimal digital precoder W R at the relay for (P 1 ) can be obtained using equation (24). Now we turn to the hybrid precoding and combining design problems (P 2 ) and (P 3 ), which are non-convex due to the constant-modulus constraints (16c) and (19c).
B. Convex Approximations of (P 2 ) and (P 3 )
Up to now, two of the three challenging facts of the problem (P), sixth-order polynomials and block-diagonal constraints, have been eliminated by problem reformulation in the Section III. In this subsection, we focus on the approximation of constant-modulus constraints (16c) and (19c) for (P 2 ) and (P 3 ). Inspired by the successive closed forms (SCF) algorithm [30] , we approximate the constraints (16c) and (19c) as follows.
Consider the sequences of constraints:
where f R m is the th element off R m (m = 1, 2).
In particular, the constraints (26) are adjusted to satisfy the constant-modulus constraints. To illustrate this, letf
be the solution which satisfies the constraint Re(B R 1 (n −1)f R ( n −1 ) 1 ) = 1, then the constant-modulus mapping solution off
) = 1 is the same as the constraint Re(B R 1 (n )f R ( n ) 1 ) = 1. In this case, we will see that f
Otherwise, the constraints are updated by the constant-modulus mapping solution off
according to (27) . As a conclusion, the sequences produced by the adaptive constraints converge to a constant-modulus solution.
Replacing constant-modulus constraints (16c) and (19c) by (26a) and (26b), the subproblems (P 2 ) and (P 3 ) in the nth iteration can be reformulated as (Q 2 (n ) ) and (Q 3 (n ) ), respectively:
The optimal solutions of complex-valued problems (Q 2 (n ) ) and (Q 3 (n ) ) can be obtained by solving their completely equivalent real-valued problems as follows:
Similarly, we can get the problem (Q 3 (n ) ) with variable
T , which is the equivalent real-valued problem of (Q 3 (n ) ) and with same structure of (Q 2 (n ) ).
Due to the fact that the real-valued problems (Q 2 (n ) ) and (Q 3 (n ) ) are convex problems with quadratic and linear constraints, the global optimal solutions of x (n ) 1 and x (n ) 2 can be obtained by the existing interior point algorithms [31] . Further, since the real-valued problems (Q 2 (n ) ) (Q 3 (n ) ) and the complex-valued problems (Q 2 (n ) ) (Q 3 (n ) ) are completely equivalent, the global optimalf
( n ) can be obtained by the equations
( n + 1 ) in the (n + 1)th iteration are updated by solving the updating subproblems (Q 2 (n +1) ) and (Q 3 (n +1) ).
Note that the subproblems (P 2 ) and (P 3 ) are difficult to be solved by the existing algorithms due to the non-convex constant-modulus constraints. Fortunately, by replacing the constant-modulus constraints with (26) , the global optimal solutions of the reformulated subproblems (Q 2 (n ) ) and (Q 3 (n ) ) can be obtained. Moreover, since the problems (Q 2 (n ) )/(Q 3 (n ) ) is completely equivalent to (Q 2 (n ) )/(Q 3 (n ) ), the following clarification and analysis are expressed based on the complex-valued problems (Q 2 (n ) ) and (Q 3 (n ) ) for better expression. Although the reformulated problems (Q 2 (n ) ) and (Q 3 (n ) ) do not result in constant-modulus solutions, they can produce the non-increasing sequences that converge to the constant-modulus solutions. The convergence is guaranteed by Proposition 1 in Section IV-D later. Further, since the non-zero elements in the analog precoders F R 1 and F R 2 are required to be constantmodulus in the original problem, we initialize the non-zero elements in F R 1 and F R 2 to be 1. If the original initialization of non-zero elements in F R 1 and F R 2 are not constant-modulus, the optimal solution of (Q (n ) 1 ) in the first iteration will not be seek in the feasible spaces of F R 1 and F R 2 . In this case, the optimization may tend to some bad local optima.
For better expression, let (Q (n ) 1 ) be equal to (P 1 ) in the nth iteration. It is worthy noting that the quadratically constrained quadratic programming (QCQP) problems {(Q (n ) i )} i=1,2,3 can be regarded as being decomposed from the problem (P (n ) ), which is given by (P (n ) ) min
Therefore, the procedure of the proposed ISA algorithm is to iteratively solve the problem (P (n ) ), which is the external iteration. To solve the problem (P (n ) ), we need to solve the three
iteratively, which is the internal iteration. Since the global optimal solutions to the subproblems 2, 3 can be obtained in each external and internal iteration, an optimal solution to (P (n ) ) can be guaranteed. To guarantee the convergence of the proposed ISA algorithm, we first solve the subproblem (Q 
set j = 0; 4:
while |f
For fixed F
using (24), and calculate f
), and the equation
For fixed W
3 ), and the equation
Let j = j + 1; 9:
end while 10:
Let n = n + 1, and update B R 2 (n ) and B R 2 (n ) via (26 constraints (26) . Therefore, the non-increasing of the sequences produced by the subproblems {(Q (n ) i ), i = 1, 2, 3} can be guaranteed by optimizing the subproblem (Q (n ) 1 ) firstly. Moreover, according to convergence analysis in Section IV-D, the stop criterion of the external iteration for the ISA algorithm is set as |f
is the objective value of (P) in the nth external iteration, and is a small factor. Denote {f i ), i = 1, 2, 3} in the jth internal iteration. The stop criterion of the internal iteration of the ISA algorithm is set as |f
The overall procedure of the proposed ISA algorithm is summarized as Algorithm 1.
The parameters and in determine the accuracy of the proposed algorithm. There is a fact that the smaller the parameters are chosen, the more accurate optimal solution will be obtained. However, if the parameters and in are setting to be too large, the accuracy of the proposed algorithm can not be guaranteed. On the other hand, if the parameters and in are setting to be too small, the iteration number will be very large, leading to high implementation complexity.
C. ISA Application in Full-Connected Structure
As mentioned in Section II, the hybrid precoding design for the full-connected structure is simpler than that for the subconnected one, since fewer constraints are required for the fullconnected structure (i.e., only constant-modulus constraints are required, but block-diagonal constraints are not required any more). However, it still faces the challenges including six-order polynomials objective function and power constraint and the constant-modulus constraints. Fortunately, the ISA algorithm can also be applied to overcome these challenges, which is presented as follows.
When the full-connected structure is adopted at the relay as shown in Fig. 2 , the MMSE-based relay hybrid precoding problem can be expressed as
It is worth noting that no block-diagonal constraints exist in (29), due to each RF chain is connected to all antennas in the fullconnected structure. Similar to reformulation of problem (P) given in Section III-B, the problem (29) can also be reformulated as three QCQP subproblems with constant-modulus constraints. The three subproblems can be similarly obtained by solving one of {F R 1 , W R , F R 2 }, with the other two fixed. First, when F R 1 and F R 2 are fixed, the subproblem is as same as (P 1 ).
Then, for fixed F R 2 and W R , using the properties of Kronecker product, the second subproblem can be formulated as
wheref R 1 , a R 1 , A R 1 , and C R 1 are defined in (14) . Finally, when F R 1 and W R are fixed, the third subproblem is given by
wheref R 2 , a R 2 , A R 2 , and C R 2 are defined in (18) . Now the full-connected hybrid precoding problem (29) can be reformulated as three QCQP subproblems (P 1 ), (30) , and (31), where (30) and (31) only have constant-modulus constraints. Recall that the hybrid precoding design problem for the subconnected structure can be reformulated as three subproblems (P i , i = 1, 2, 3). We confirm that the three subproblems for the full-connected structure have the same structures as the corresponding three subproblems for the sub-connected structure (P i , i = 1, 2, 3). Consequently, the three QCQP subproblems for the full-connected structure can also be efficiently solved by the proposed ISA algorithm.
D. Convergence Analysis
The ISA algorithm can be applied to design the hybrid precoders in both the sub-connected and the full-connected structures by iteratively solving the three subproblems. The convergence of the proposed ISA algorithm is guaranteed by the following proposition.
Proposition 1: The sequence of objective values generated by the proposed ISA algorithm monotonically non-increases and eventually converges. 2, 3 are denoted as their objective values in the jth internal iteration.
Proof: As definition in Section IV-B, for the subproblems
In the nth external iteration, as the subproblems 2, 3 are obtained from the problem (P (n ) ) and their global optimal solutions can be obtained, their objective values monotonically non-increase and eventually converge, i.e., f
Then, in the (n + 1)th external iteration, the subproblem (Q (n +1) 1 ) is updated by the results of (Q (n ) 2 ) and (Q (n ) 3 ), which are uncorrelated to the adaptively changing constraints (26) . Therefore, the objective value of (Q (n +1) 1 ) satisfies f (n +1) 1 
1
≤ f (n ) * . As a conclusion, we can see that the objective values of the sequences satisfy f
* , which means that the objective values are non-increasing. On the other hand, it is known that the objective value of (P) is not smaller than zero. Therefore, it can be concluded that the sequence of objective values converges to f * when n is sufficiently large.
Moreover, it is worthy noting that when the sequence of objective values converges, f
converge to constantmodulus solutions. As mentioned in Section IV-B, the sequence produced by the adaptively changing constraints converges to a constant-modulus constraint. Introducing this result into problems (P), we can see that the sequence f
satisfy the constant-modulus constraints.
E. Optimality Analysis
Based on the convergence analysis in the previous subsection, we now present the optimality analysis of the proposed ISA algorithm, which is given by the following proposition.
Proposition 2: As the increasing of the iteration number n, the proposed ISA algorithm converges to a KKT point of (P).
Proof: We here assume that the sequence of variables {F
} obtained from the proposed the ISA algorithm converges to {F
As the block-diagonal constraints (4a) and (5b) are naturally satisfied by the reformulation as the three QCQP subproblems, we only consider the convex power constraint (7) and constantmodulus constraints (5a) and (5b). For generic representation to problem (P), we denote f (·) as the objective functions, g(·) as the power constraint.
In the nth iteration, since the subsequences generated by the internal iterations converge, the optimal solution to (P (n ) ) can be obtained. Due to the equivalent convexity of the subproblems (Q i (n ) ) and the fact that the objective functions and power constraint of (P (n ) ) and (P) are the same, the KKT conditions of (P (n ) ) can be expressed as follows:
T . When n is sufficiently large, the satisfaction of the stop criterion indicates that lim n →∞ ||f
Introducing this equation into (26) and (27a), we will have lim n →∞f
,k = 1, wheref is the conjugation of f .
In other words, when f
is obtained. Therefore, the equation (26) is equivalent to the constant-modulus constraint (5a) once the stop criterion is satisfied. Similarly, when n → ∞, the approximation of linear constraint is equivalent to the constant-modulus constraint for variable F R 2 . Combining the satisfaction of constantmodulus constraints with (32) , it is concluded that the KKT conditions of problem (P) hold.
The Proposition 2 demonstrates that the solution solved by the ISA algorithm satisfies the KKT conditions. Although the global optimal solution cannot be guaranteed due to inherent characteristics of the non-convex problem, the KKT conditions guarantee the first-order necessary conditions for the solution solved by ISA algorithm to be optimal.
On the other hand, the following Lemma 3 demonstrates the relation between the optimal solutions of the original problem (P) and the three subproblems (Q According to Proposition 2 and Lemma 3, we can see that the proposed ISA algorithm guarantees the theoretically necessary conditions for the optimal solution to the original problem (P).
F. Complexity Analysis of the Proposed ISA Algorithm
Since the dimension of the analog precoder and combiner M R is much larger than that of the digital precoder K, the complexity of the proposed algorithm is dominated by the analog precoder and combiner. 4 For the sub-connected structure, the quadratic subproblems (Q 2 ) and (Q 3 ) have 2M R real variables, and the number of iterations is upper bounded by O( √ 2M R log(1/ 1 )), where 1 is the accuracy parameter [29] . Therefore, the overall complexity of the ISA algorithm for each external iteration is O(2(2M R ) 2.5 log(1/ 1 ))).
It can be observed that by solving (Q (n )
2 ) and (Q (n )
3 ) instead of solving (13) and (17), the dimension of variables can be reduced from C M R ×K to R 2M R ×1 . For the full-connected structure, the quadratic subproblems of analog precoder and combiner have 2KM R real variables, and the number of iterations is upper bounded by O( √ 2KM R log(1/ 2 )), where 2 is the accuracy parameter. Therefore, the overall complexity of the ISA algorithm for each external iteration is O(2(2KM R ) 2.5 log(1/ 2 ))). It can be seen that the complexity of the ISA algorithm for subconnected structure is much less than that for the full-connected one, which indicates that the ISA algorithm is more applicable for the sub-connected structure.
V. NUMERICAL SIMULATION
In this section, we present numerical results of the proposed relay hybrid precoding design in mmWave massive MIMO systems. For simplicity, we assume that the number of antennas connected to each RF chain is the same, i.e., M [31] . We adopt the mmWave channel model in (1a). The propagation loss α and γ in the channels H and G obeys the Rician distribution, where the factor κ is set to be 13.2 according to the practical measurements [23] .
It is worth noting that we focus on the relay hybrid precoding design in the paper. Since the full-digital precoding and combining can achieve the best performance of the mmWave system, the full-digital precoders and combiners are the upper bound of the hybrid ones. Therefore, to illustrate the performance of the proposed relay hybrid precoding design, one of the important criteria is the gap between our proposed hybrid precoding scheme and the joint source-relay-destination full-digital precoding scheme. The reduced performance gap demonstrates the superior performance of our proposed hybrid precoding scheme. However, if the source, the relay, and the destination are adopted by the hybrid precoding architectures, the gap between the fulldigital and the hybrid precoders will be brought by the source, the relay, or the destination. In this case, to demonstrate the performance of the proposed hybrid precoding schemes, we assume that the source and the destination employ the full-digital precoding, which are realized by the algorithm in [32] .
In our simulations, the sub-connected hybrid precoding using the proposed ISA algorithm is compared with five existing precoding schemes: 1) full-connected hybrid precoding using MP algorithm [22] ; 2) full-digital precoding [32] , which provides the performance upper bound; 3) full-analog precoding [33] , which provides the performance low bound; 4) full-connected hybrid precoding using the algorithm in [12] ; 5) sub-connected hybrid precoding using the algorithm in [34] . Further, recalling that the proposed ISA algorithm can also be used for the full-connected structure, which has been discussed in Section IV-C, the performance of full-connected precoding using the ISA algorithm is also provided for comparison. In addition, to demonstrate the impact of the hybrid precoding at the source, the relay and the destination, we compare the above precoding schemes to the scheme with the hybrid precoding at the source, the relay and the destination.
It shall be noted that the algorithms in [12] and [34] are proposed for the hybrid precoding design in the single-hop MIMO systems without relays. So it is not easy to directly compare our work with them. To this end, we decompose our relay hybrid precoding system as two MIMO cascade sub-systems as shown in Fig. 3 . Accordingly, the digital precoder W R for the hybrid precoding system is decomposed into two parts:
H . Then the relay hybrid precoder can be expressed as
H . Without loss of generality, the relay hybrid precoder can also be regarded as cascade of a receive hybrid precoder F R 1 W R 1 and a transmit hybrid precoder F R 2 W R 2 , both of which can be solved by the hybrid precoding algorithms in [12] and [34] .
A. MMSE Performance
Since our objective function is the MSE between the transmitted signal and the received signal at the destination, we compare the MSE performance of different precoding schemes. Fig. 4 compares the MSE performance of different precoding schemes against SNR. It can be seen clearly that the MSE performance of the full-connected hybrid precoding using the ISA algorithm is close to that of the full-digital precoding. For the full-connected structure, the proposed ISA algorithm outperforms the MP algorithm [22] , which demonstrates the effectiveness of our proposed ISA algorithm. For the sub-connected structure, the proposed ISA algorithms achieves the MSE performance close to the full-digital precoding using the MP algorithm, indicating that the proposed ISA algorithm achieves a reasonable performance for the sub-connected structure. 
B. Achievable Rate Performance
The achievable rate and the MSE are two optimization objectives for the precoding design problems. Both of them have been widely investigated, such as [12] , [34] for the maximization of achievable rate problems and [35] , [36] for the minimization of MSE problems. To facilitate the solving of the optimization problem, in this paper we choose to minimize the MSE, since it is difficult to solve the maximization of the achievable rate problem directly. In our paper, we first compare the MSE performance. Then, due to the fact that the achievable rate is a crucial criterion in the mmWave systems, we provide simulations in terms of the achievable rate. The achievable rate from the source to the destination is defined as:
Fig . 5 compares the achievable rate performance of different precoding schemes against SNR. For the full-connected structure, the proposed ISA algorithm outperforms the MP algorithm, since MP algorithm does not guarantee the optimality [21] , [22] . We can find from Fig. 5 that the proposed ISA algorithm also outperforms the algorithm in [12] , since the relay hybrid precoding system is decomposed into two MIMO cascade sub-systems for the application of algorithm in [12] . Furthermore, for the sub-connected structures, our proposed ISA algorithm outperforms the precoding algorithm in [34] . It can be seen that our proposed ISA algorithm achieves good performance in both the full-connected and sub-connected structures. Moreover, the achievable rate of the full-connected hybrid precoding using the ISA algorithm is close to that of the full-digital precoding, which demonstrates the effectiveness of the proposed ISA algorithm. For the sub-connected structure, the proposed ISA algorithms also outperforms the full-analog precoding, which indicates that the proposed ISA algorithm achieves a reasonable performance for the sub-connected structure. Furthermore, it can be seen clearly that the precoding scheme where the source and the destination adopt the full-digital precoding and the relay employs the hybrid one, outperforms the joint source-relay-destination hybrid precoding scheme. This indicates that the gap between the full-digital precoding and the hybrid precoding may be affected by the source, the relay and the destination. Fig. 6 compares the achievable rate performance of different precoding algorithms for different number of antennas M R when the number of RF chains K is fixed. As can be seen from this figure, when the number of antennas at the relay increases, the performance of different algorithms improves. This is expected, as the antenna gain increases when the number of antennas increases. Fig. 7 plots the achievable rates achieved by different precoding schemes when the number of data streams L s is different. It compares the full-connected precoding schemes using ISA algorithm and MP algorithm with the full-digital precoding. It turns out that the ISA algorithm always outperforms the MP algorithm under different parameters. We find that when K = L s = 2, the MP algorithm works poorly, while the proposed ISA algorithm always obtains close performance to the full-digital one. Fig. 8 compares the achievable rate performance of different precoding schemes against the number of RF chains K. It can be clearly found that the performance gap between the full-digital precoding and other hybrid precoding schemes decreases as the increasing number of RF chains. Specially, when the number of RF chains is large enough, the full-connected hybrid precoding using the proposed ISA algorithm almost performs the same as the full-digital one. However, the MP algorithm can not achieve such good performance even with a sufficiently large number of RF chains. Furthermore, the comparison between the two hybrid precoding structures using the same ISA algorithm shows that the sub-connected structure has to pay some unavoidable performance loss compared to the full-connected one. In theory, to realize the full-digital precoding, it is sufficient that the number of RF chains should be greater than or equal to twice of the number of data streams, i.e., K ≥ 2L s . When the number of RF chains increases from 1 to 2 (or 2 to 3), the achievable rate performance improves a lot because larger dimensional digital precoding is deployed. However, when the number of RF chains is larger enough, the performance improvement achieved by the digital precoding will saturate. Furthermore, when the number of RF chains is larger enough (but still much less than the number of antennas), the the hybrid precoding achieves very close performance to the full-digital one. In this case, adding further RF chains would increase the power consumption and hardware complexity, with diminishing performance returns. 
C. Power Efficiency Performance
As mentioned in Section I, the power consumption is a key issue which should be considered for both the sub-connected and full-connected hybrid precoding structures. In this subsection, we aim at comparing the full-connected and sub-connected structures using the proposed ISA algorithm in terms of power efficiency [37] .
Considering the hybrid precoding architecture at the relay, the approximate power consumption models for the sub-connected and the full-connected structures are shown in Figs. 10 and 11 , respectively. From these figures, we can see that in the hybrid precoding architecture, the power consumed by five blocks: a) the low noise amplifiers (LNA) on the receiver side; b) the phase shifter on both receiver and transmitter sides; c) the RF chains on both receiver and transmitter sides; d) the base-band (BB) processor; e) the power amplifiers (PA) on the transmitter side.
Based on the the above five blocks, the total power consumption P c in the relay hybrid precoding architecture can be written as
where P BB is the power consumed by baseband processor, and N PS is the number of phase shifters. P RF , P PA , P LNA , and P PS are the power of each RF chain, the power of each low noise amplifier, and the power of each power amplifier, the power of each phase shifter, respectively.
Here we shall notice that for the full-connected and the subconnected structures, the number of phase shifters N PS can be expressed as: Introducing (34) into (33), it can be seen that the fullconnected structure requires more phase shifters than the subconnected structure, which indicates that the power consumed by the full-connected structure is larger than that of the subconnected structure.
To better compare the performance of the two hybrid precoding structures, the power efficiency η is defined as the ratio between the achievable rate R and the total power consumption P c , which is expressed as follows:
where the unite of η is bps/Hz/J. In the following, we will simulate the power efficiency performance of the hybrid precoding using the proposed ISA algorithm in the sub-connected and the full-connected structures. Fig. 9 compares the power efficiency performance of the sub-connected and the full-connected hybrid precoding schemes using the proposed ISA algorithm. The simulation parameters in (33) and (35) are set as follows: P BB = 10 W, P RF = 100 mW, P PS = 10 mW, and P LNA = P PA = 100 mW [38] . It can be see clearly that for the full-connected structure, the power efficiency will increase tremendously as the increasing of the number of RF chains K. While for the sub-connected structure, the power efficiency remains almost stable over different number of RF chains K, due to the fact that the number of phase shifters is independent of the number of RF chains K. On the other hand, as shown in Fig. 8 , the achievable rates achieved by the proposed ISA algorithm in both the full-connected and sub-connected structures are improved as the increasing of the number of RF chains K. Based on the above facts, the achievable rate increases with more power consumption for the full-connected structure, while it increases with the unchangeable power consumption for the sub-connected structure. Fig. 12 shows the convergence of the proposed ISA algorithm in terms of MSE. We can find that the proposed ISA algorithm always converges within a reasonable number of iterations, regardless the number of antennas and the value of SNR, which verifies the convergence of our proposed scheme. In addition, the MSE decreases monotonically as the number of iteration increases for different the number of antennas and the value of SNR. Moreover, the MSE decreases as the increasing of either the number of antennas or the value of SNR, which is expected, as the diversity increases as the increasing of the number of antennas.
D. Convergence Performance
As discussed above, the parameters and in determine the external and internal iteration numbers of the proposed algorithm. To demonstrate the impact of the parameters, we compare the different with the same channels H and G. In this case, the original problems remain unchanged when different is setting. Here, we focus on the comparison among different parameter in terms of objective value and the external iteration number when the stop criterion is satisfied. Table I shows the objective value and the iteration number for different when the stop criterion is satisfied. From this table, we can find that when the external accuracy parameter is too large (such as 10 −1 ), the optimal solution cannot be guaranteed. On the other hand, when the is decreasing from 10 −4 to 10 −6 , the objective value decreases a little bit, while the iteration number increases almost 2 times (from 38 to 61). As a conclusion, the external accuracy parameter should be setting moderated to guarantee the convergence of the proposed algorithm and the appropriate implementation complexity.
E. Quantized Precoding Schemes
According to the proposed hybrid precoding design and algorithm, each non-zero element of the analog precoders F R 1 and F R 2 has continuous values in phases. However, in practical implementation, the phase of each non-zero element is chosen to be quantized due to practical adoption of phase shifters. Therefore, we need to investigate the performance of our proposed precoding scheme and ISA algorithm in this realistic situations, i.e., phases of the non-zero elements of F R 1 and F R 2 are quantized up to B bits. The phase of each non-zero element of F R 1 and F R 2 can thus be written asφ = (2πn)/(2 B ), wheren is chosen according tô n = arg min
where φ is the unquantized phase of F R 1 or F R 2 obtained from the proposed ISA algorithm. Then the digital precoder is computed with the quantized analog precoders. Fig. 13 compares the MSE performance of the full-digital precoding, the sub-connected precoding via ISA algorithm, and the different quantized precoding schemes. In the quantized precoding scheme, the phases of the non-zero elements of F R 1 and F R 2 are quantized up to B bits. It can be see clearly that the MSE decreases as the increasing of the quantization bit B. It shall be noted that the power consumption and cost of the phase shifter devise increase with increasing the quantization bit B. Moreover, it can be seen that the benefits with the quantization bit B saturate at higher values, indicating that moderate-precision phase shifters are appropriate.
VI. CONCLUSIONS
In this paper, we have proposed the relay hybrid precoding design for mmWave massive MIMO systems. The hybrid precoding design is to minimize the MSE between the transmitted symbols at the source and the received signals at the destination. To solve this challenging hybrid precoding design problem, an efficient ISA algorithm was proposed for both the sub-connected structure and the full-connected structure. This algorithm attains the high-approximate optimal solution to the original hybrid precoding design problem. It is theoretically proved that the ISA algorithm converges to a KKT point of the original precoding problem. Simulation results demonstrate that the proposed ISA algorithm achieves superior performance in terms of achievable rate in both full-connected and sub-connected structures. In the future, the joint hybrid precoding design at the source, the relay, and the destination can be studies based on the work in this paper.
APPENDIX A HYBRID PRECODING DESIGNS AT THE SOURCE AND THE DESTINATION
In the mmWave systems, we consider that the source, the relay, and the destination deploy the hybrid precoding architectures. Specifically, the source is filtered by the digital precoder W S and the analog precoder F S . Similarly, the destination combining matrices are F D and W D , where W D is the digital combiner and the F D is the analog combiner. In addition, the relay hybrid precoders are denoted by F R 2 , W R , and F R 1 as mentioned before.
Based on the hybrid precoders and combiners, the joint design of the source-relay-destination hybrid beamforming matrices can be formulated as maximizing the achievable rate of the whole system, which can be written as: , which leads to be intractable global optimal solutions. To this end, we design the source precoding at first, and then seek the relay and destination precoders and combiners utilizing the optimized source precoding results.
Source Precoding Design: To simplify transceiver design, we temporarily seperate the joint source-relay-destination optimization problem and focus on the design of the source precoder. Therefore, instead of maximizing the achievable rate, the source precoder design problem can be formulated as maximizing the mutual information over the mmWave channel from the source to the relay:
Here, we maximize the mutual information in (38) instead of the achievable rate in (37), and we assume that the relay and destination can perform near optimal decoding based on the received signal y.
Relay and Destination Precoding Designs: By using a linear MMSE receiver, the joint relay and destination precoding can be realized. The joint relay and destination precoding problem can be solved by alternating optimizing relay/destination precoding with the other one being fixed.
When the destination precoding is fixed, the relay precoding design can be formulated as problem (10) .
When the relay precoding is fixed, the destination precoding design can be formulated as
It shall be noted that the destination combining design (39) is the same as the receiver precoding design in conventional MIMO system. To determine the precoders (W S , F S , F D , W D ), the conventional MP algorithm can be applied to obtain the suboptimal solutions [14] .
APPENDIX B PROOF OF LEMMA 1
The objective function of (10) 
