Abstract. S. Gindikin and the author defined a G R -K C invariant subset C(S) of G C for each K C -orbit S on every flag manifold G C /P and conjectured that the connected component C(S) 0 of the identity would be equal to the AkhiezerGindikin domain D if S is of non-holomorphic type by computing many examples. In this paper, we first prove this conjecture for the open K C -orbit S on an "arbitrary" flag manifold generalizing the result of Barchini. This conjecture for closed S was solved by J. A. Wolf and R. Zierau for Hermitian cases and by G. Fels and A. Huckleberry for non-Hermitian cases. We also deduce an alternative proof of this result for non-Hermitian cases.
Introduction
Let G C be a connected complex semisimple Lie group and let G R be a connected real form of G C . Let K C be the complexification in G C of a maximal compact subgroup K of G R . Let X = G C /P be a flag manifold of G C , where P is an arbitrary parabolic subgroup of G C . Then there exists a natural one-to-one correspondence between the set of K C -orbits S and the set of G R -orbits S on X given by the condition:
(1.1) S ↔ S ⇐⇒ S ∩ S is non-empty and compact ([M4] ). For each K C -orbit S on X we defined in [GM1] a subset C(S) of G C by
C(S) = {x ∈ G C | xS ∩ S is non-empty and compact},
where S is the G R -orbit on X given by (1.1).
Akhiezer and Gindikin defined a domain D/K C in G C /K C in [AG] as follows. Let g R = k ⊕ m denote the Cartan decomposition of g R = Lie(G R ) with respect to K. Let t be a maximal abelian subspace in im. Put
where Σ is the restricted root system of g C with respect to t. Then D is defined by
Then the complex symmetric space G C /K C is identified with the space consisting of the pairs (V + 
Let B denote the standard Borel subgroup of G C consisting of upper triangular matrices contained in G C . Then the full flag manifold X = G C /B consists of flags ( , p) , where are one-dimensional subspaces of C 3 and p are two-dimensional subspaces of C 3 containing . Note that B is the isotropy subgroup of the flag (Ce 1 , Ce 1 ⊕ Ce 2 ). We see that X is decomposed into the six K C -orbits
On the other hand, the corresponding G R -orbits are There are two non-trivial parabolic subgroups
We see that S op P 1 = S 5 S op and that S op P 2 = S 4 S op . So we have (S 1 S 2 ) ∩ S op P = ∅ for all parabolic subgroups P of G C such that B ⊂ P = G C . Thus we have verified Theorem 1.3 for S = S 1 S 2 in this case. On the other hand suppose that x ∈ D 2 D 3 . Then V − ⊂ C 0 . Let ( 0 , p 0 ) denote the unique flag in xS 1 ∩ S op given by 0 = V − and p 0 is tangent to C 0 . Then we can take a sequence {( n , p n )} of flags in xS 4 ∩ S 4 converging to ( 0 , p 0 ). Hence
By (1.4) and (1.5), we have
Since the opposite inclusion is known by (1.3) and [GM1] , Proposition 8.3, we have
On the other hand, we have C(S 4 P 1 ) 0 = C(S 1 ) since S 4 P 1 = S 1 P 1 is of holomorphic type ([WZ1] ). Hence C(S 4 ) 0 is strictly included in C(S 4 P 1 ) 0 though the contradicting converse inclusion and the equality are asserted in [HN] , Proposition 6 and Proposition 10, respectively. (Note that the projection S 4 /B → S 4 P 1 /P 1 is proper and that S cl 4 is left P 1 -invariant.) Next suppose that S is closed. Then S is open ( [M2] ) and so the condition xS ∩ S is non-empty and compact (in
Hence the set C(S) 0 is the cycle space for S introduced by Wells and Wolf ([WW] ). Let B be a Borel subgroup of
and proved the equality
where
(See [GM2] , Remark 4, for the related paper [HW] .) It is also shown in [GM2] that j∈J T j is the complement of S op in G C . So we have the equalities
The second aim of this paper is to prove the following theorem.
Here we review the history of the inclusion
(As we explained, the opposite inclusion is already established.) It was conjectured in [G] (Problem 6) that the Akhiezer-Gindikin domain D would be the universal domain for all Stein extensions of Riemannian symmetric spaces G R /K and that it would coincide with the cycle spaces C(S) 0 and the Iwasawa domain C(S op ) 0 .
When G R is of Hermitian type, (1.8) was proved in [WZ1] and [WZ2] for closed K C -orbits of non-holomorphic type (cf. Remark 5 in [GM2] ). Remark that C(S) 0 is bigger than D if S is of holomorphic type (cf. [WZ1] and [GM1] ).
Here we should note the following generality: Let π : X → X be a G Cequivariant surjection between flag manifolds and let S be a closed
(S)) and so we have C(S) ⊂ C(π(S)
). This implies that we have only to prove the inclusion (1.8) for minimal flag manifolds with non-trivial K C -orbit structure.
In [GM1] , (1.8) was proved for typical minimal flag manifolds X with non-trivial K C -orbit structure for all non-Hermitian classical G R by case-by-case checkings. (Note that they include the complex cases that G R = SL(n, C), SO(n, C) or Sp(n, C).) We proposed our Conjecture 1.1 (Conjecture 1.6 in [GM1] ) by these many explicit computations.
Recently, Fels and Huckleberry ([FH] ) gave a general proof of (1.8) for closed S for all non-Hermitian cases by using a complex analytic notion "Kobayashi hyperbolicity". But we need no complex analysis (except Lemma 2.1) in our proof of Theorem 1.7, Corollary 1.8 and Corollary 1.9 in this paper.
The rest of this paper is consructed as follows. In Section 2 and Section 3, we consider real Lie groups G and associated pairs of symmetric subgroups H and
In this general setting we defined a generalization of the Akhiezer-Gindikin domain D in [M7] . In Section 2 we define generic elements in the boundary of D generalizing the results in [FH] , Section 4. (Remark: In Section 3 of [FH] , they studied the Jordan decomposition and elliptic elements of the double coset decomposition G R \G C /K C . But these results were already given in [M5] in a more general setting as we explain in Section 2.)
In Section 3 we construct a parabolic subgroup P Z such that H P Z and Ha
Here a α is an element of T contained in the boundary of exp t + . Then we prove the key theorem (Theorem 3.2) which asserts that
for all elements x in the boundary of D under some conditions. (If H is a group of non-Hermitian type and G is the complexification of H , then the conditions are satisfied. If H is of Hermitian type, then we must also consider P −Z .)
In sections 4 through 7, we assume that G is a complex semisimple Lie group and H is a connected real form of G. Hence H is the complexification of a maximal compact subgroup of H . (If we use the notations in Section 1, then we rewrite as
In Section 4 and 5 we prove Theorem 1.3. In Section 6 we prove Theorem 1.7. Section 7 is an appendix for the orbit structure on the full flag manifolds. Remark 1.10. Recently Conjecture 1.1 is studied for non-closed and non-open orbits in [M8] . In this paper our conjecture is solved for non-Hermitian cases. So the remaining problem in our conjecture is only for non-closed and non-open orbits when G R is of Hermitian type (cf. Remark 1.6).
Generic elements in the boundary of Akhiezer-Gindikin domain
First we prepare the following lemma on the "continuity" of the eigenvalues. For a complex m × m matrix A, define a norm N (A) of A by 
for all the eigenvalues λ of A.
Proof. (i) Take an η so that 0 < η ≤ ε and that f A (z) = 0 for all z on the circle C η : |z − λ| = η. Then there exists a δ > 0 such that
Suppose that there exists a B ∈ U δ (A) such that
Then we will get a contradiction as follows. Put B(t) = A + t(B − A) for 0 ≤ t ≤ 1 and define t 0 by
Then there is a decreasing sequence 
since the right-hand side converges. So the eigenvalues λ of A satisfy |λ| ≤ mN (A) .
Let G be a connected real semisimple Lie group. Let σ be an involution of G (automorphism of G of order two). Then there exists a Cartan involution θ of G such that σθ = θσ. Denote the corresponding involutions of g = Lie (G) by the same letters as usual. Let g = h ⊕ q and g = k ⊕ m denote the +1 and −1 eigenspace decomposition of g for the involutions σ and θ, respectively. Put τ = σθ. Then τ is also an involution of G. Let g = h ⊕ q be the +1 and −1 eigenspace decomposition of g for τ . Then
Define two symmetric subgroups H and H as the connected components of G σ and G τ , respectively, containing the identity. Then H and H are called "associated" ( [Be] , [M1] ).
The double coset decomposition H\G/L, where H and L are arbitrary two symmetric subgroups of G, is studied in [M5] . Of course we can apply it to the pair of the symmetric subgroups (H, H ) .
Remark 2.2. K C and G R are associated in the complex Lie group G C . So we can consider the setting in Section 1 as a special one.
We defined a generalization of the Akhiezer-Gindikin domain in [M7] as follows. Let t be a maximal abelian subspace of k ∩ q. Then we can define the root space
Then Σ satisfies the axiom of the root system (
of Σ and put
Then we define a generalization of the Akhiezer-Gindikin domain D in G by
The following assertion is already proved in the proof of [M7] , Proposition 2.
In [M5] we considered the automorphism
of g for every element x in G. Then we defined the "Jordan decomposition" x = (exp X n )x s of the element x so that f x = f x s Ad(exp(−2X n )) = Ad(exp(−2X n ))f x s is the usual multiplicative Jordan decomposition of the automorphism f x of g and that X n is a nilpotent element in q ∩ Ad(x s )q. It is shown in [M5] , Proposition 3, that
Let ∂D denote the boundary of D in G and let ∂T + denote the boundary of
Proof.
Hence the absolute values of the eigenvalues of f y are all equal to one. Let x be an element of ∂D. By the continuity of the eigenvalues shown in Lemma 2.1(i), the absolute values of the eigenvalues of f x are all one. This also holds for f x s . So if we decompose x s = (exp X p )x k (polar decomposition) as in [M5] , Section 4.2, then we have X p = 0 and x k = x s . Let us call such an element x s "elliptic" following the terminology in [FH] . We can show that y ∈ G is elliptic if and only if y is contained in H T H by the arguments in the proof of [M5] , Theorem 2. Write
by [M5] , Lemma 1. Let B( , ) denote the Killing form on g and let B θ ( , ) denote the positive definite bilinear form on g defined by
2 for an arbitrary positive real number ε. Since
is elliptic, it follows that Ad(exp 2Y ) is elliptic. Taking ε sufficiently small, we may assume that Y is semisimple and that the eigenvalues of ad(Y ) are pure imaginary.
Hence there exists an element
Lemma 2.6. Every x ∈ ∂D is contained in the boundary of the complement
Proof. First assume that x is semisimple. Then we may assume
and since Ad(exp tZ) −2 has a non-trivial real eigenvalue for t ∈ R × , it follows that (exp tZ)a is a non-elliptic semisimple element and hence
. Next assume that x is not semisimple. Then we may assume that x = (exp X n )a with an a ∈ ∂T + and a nilpotent element X n = 0 in q ∩ Ad(a)q by Lemma 2.4. By a generalization of the Jacobson-Morozov theorem, there exist a Y ∈ h ∩ Ad(a)h and an X n ∈ q ∩ Ad(a)q such that
, Proposition 4; cf. also [Se] , Section 1). For t ∈ R × we have
Hence Ad(exp(X n + t 2 X n )) is semisimple and it has an eigenvalue e 2t . From the same argument as in the first case it follows that (exp(X n +t 2 X n ))a is a non-elliptic
Let Σ(m C , t) be as in (2.2) and similarly define another subset Σ(k C , t) of Σ by
For α ∈ Σ and k ∈ R let p α,k denote the hyperplane in t defined by
Define families H + and H − of hyperplanes by
Then the family H of hyperplanes defines a family E of Euclidean cells consisting of cells ∆ which are maximal connected subsets of t satisfying the condition
We have the cellular decomposition t = ∆∈E ∆. Since t + is bounded ([M7] , Lemma 1), there exists a finite subset B of E such that ∂t
denote the subset of Σ given by
Let Y be an element of a cell ∆ and put a = exp Y . We can prove the following lemma by the same argument as in [M7] , Lemma 2.
Proof. By (2.1) we have the decomposition
This lemma implies that
is independent of the choice of Y in ∆. Let z ∆ denote the center of l ∆ and let
By Lemma 2.7 we have
This implies that (2.6) z ∆ ∩ q is the tangent space of ∆.
We see that the nilpotent variety in s ∆ ∩ q is decomposed into a finite number of (S ∆ ∩H ) 0 -orbits, where S ∆ denotes the analytic subgroup of G for s ∆ . (It is shown in [KR] , Theorem 2, that there are a finite number of nilpotent ((
For each N C it follows from Whitney's theorem for real algebraic varieties ( [Wh] , Theorem 3.3 in [PR] ) that N C ∩ (s ∆ ∩ q ) consists of a finite number of connected components which are (S ∆ ∩ H ) 0 -orbits.)
For ∆ ∈ B let N d denote the union of the nilpotent (S ∆ ∩ H ) 0 -orbits of codimension d which are contained in the closure of the set (s ∆ ∩ q ) ell of the elliptic elements in s ∆ ∩ q . Define a subset
Proof. (i) Let x be an element of ∂D. By Lemma 2.4 x is contained in
for some a ∈ ∂T + and a nilpotent element X n in s ∆ ∩ q . Here we write a = exp Y with Y ∈ ∆ ⊂ ∂t + . We will show that X n is contained in the closure of (
, we can take an S ∆ ∩ H -conjugate of X n so that X n is sufficiently close to the origin. If X n is not on the boundary of (s ∆ ∩ q ) ell , then there exists a neighborhood U of X n in s ∆ ∩ q consisting of non-elliptic elements. Take a neighborhood V of 0 in z ∆ ∩ q . Then it follows from (2.4) and (2.5) that the set
Hence y is not contained in the closure of D, contradicting x ∈ ∂D. Thus we have proved that X n is on the boundary of (s ∆ ∩ q ) ell . Conversely, if X n is on the boundary of (s ∆ ∩ q ) ell , then it is clear that y = (exp X n )a ∈ ∂D.
(ii) It follows from (2.4), (2.5) and (2.6) that the codimension of
Considering the left H -action and the right H-action, we have only to show that M (∆, d) is locally closed at y = exp X n exp Y 0 for every Y 0 ∈ ∆ and every X n ∈ N d . Furthermore taking an S ∆ ∩H -conjugate, we may assume that X n is sufficiently close to 0. Let V be a compact neighborhood of Y 0 in ∆. Then the non-trivial eigenvalues of f exp Y for Y ∈ V are contained in a compact subset Λ of U (1) = {z ∈ C | |z| = 1} such that 1 / ∈ Λ. By Lemma 2.1(ii) we can take a neighborhood U of 0 in s ∆ ∩ q such that the eigenvalues of Ad exp(−2Z) are not contained in Λ −1 for all Z ∈ U . By (2.4) and (2.5) we have only to show that
we can furthurmore decompose the spaces g λ C into the generalized eigenspaces as
is a generalized eigenvector for f exp Z exp Y with the eigenvalue λµ. Since we assume that µ / ∈ Λ −1 , we have
This implies that the generalized eigenspace g
(1)
for some W ∈ N d and b ∈ exp ∆. So we have dim g
This implies that the linear map Ad exp(−2Z) : (l ∆ ) C → (l ∆ ) C has the unique eigenvalue 1. Hence Ad exp(−2Z) is unipotent on (l ∆ ) C and therefore Z ∈ s ∆ ∩ q is nilpotent.
It follows from (2.7) that
is contained in g
So we have
By the argument in the proof of (i), we see that Z is contained in the closure of (s ∆ ∩ q ) ell . Combining with (2.8), we have proved (ii) In general we can prove that codim G H xH ≥ dim t for any x = (exp X n )x s ∈ G. So we may call x = (exp X n )x s regular if codim G H xH = dim t. Regular semisimple elements studied in [M5] are contained in the set of regular elements.
The author is grateful to Michael Otto for suggesting the existence of this notion of regularity.
(iii) Suppose that m C (t, α) = 0 for all the longest roots α in Σ. Since all the roots in Σ are contained in the convex hull spanned by the longest roots, t + is written as
for all the longest roots α ∈ Σ}.
So the condition M (∆, 1) = ∅ for ∆ ∈ B implies that Σ ∆ = Σ − ∆ = {±α} for some longest root α. Suppose furthermore that all the longest roots in Σ are mutually W K∩H (t)-conjugate. Then we can write
with a longest root α in Σ, where
So we have ∂D =
Construction of parabolic subgroups
Let α be a root in Σ(m C , t) and suppose that 2α / ∈ Σ. Let s C be the subalgebra of g C generated by
Proof. Let X → X denote the conjugation with respect to the real form g. Since
On the other hand, we have
for Y ∈ t C . Since the Hermitian form B(X, X) is positive definite on m C , we see that
and therefore s C is semisimple. If Z ∈ s C ∩ t C satisfies α(Z) = 0, then Z is contained in the center of s C and hence Z = 0. So we have proved
We will show that CY 1 is maximal abelian in s C ∩ q C . Let X be an element in
Thus the symmetric pair (s C , s C ∩ h C ) is rank one and we have the restricted root space decomposition
with respect to CY 1 . We have such a restricted root space decomposition only when (s C , s C ∩ h C ) ∼ = (so(n + 2, C), so(n + 1, C)), where n = dim C m C (t, α) .
By the classification in [Be] , we have
with some p = 1, . . . , n + 1 since s is non-compact. (This can also be deduced from [M6] by considering two commuting involutions τ and θ on the compact real form
For Z ∈ m we define a parabolic subgroup P Z of G by 
or that there exists a t ∈ T ∩ H such that Ad(t)Z = −Z. Then for any element x in the boundary of D, we have
Identify s with so(2, n) as in Proposition 3.1. Then we have
where E jk denote the matrix units. We can assume that α ∈ Σ satisfies α : 
On the other hand, Z is of the form
Then we see that Z is Z K∩H (t)-conjugate to rZ 0 with some r ∈ R × . (We can take r > 0 if n ≥ 2.) Since P cZ = P Z for c > 0 and since we consider ±Z, we may assume that
We see that a
Hence Ha
α are also closed in G by the same reason as for H P ±Z .
(
ii) If h ∈ H and h ∈ H , then we have (h xh)Ha
−1 α P ±Z ∩ H P ±Z = h (xHa −1 α P ±Z ∩ H P ±Z ).
So we may replace x by any element in the double coset H xH.
By Remark 2.9(iii) we have ∂D = ( ∆∈B α M (∆, 1)) cl . First assume that x ∈ M (∆, 1) for some ∆ ∈ B α . Then we have x ∈ H (exp X n )aH for some a = exp Y ∈ exp ∆ and a nilpotent element X n in q ∩ Ad(a)q. By the above remark we may assume that x = (exp X n )a.
By Lemma 2.7 we have Since g f a = s ⊕ s ⊥ and s ⊥ ⊂ k, the nilpotent element X n is contained in s ∩ q . By the identification in Proposition 3.1, X n is of the form ⎛
. Since we can consider any element in the double coset H xH, we can replace X n by an
we may replace X n by some SO(1, n) 0 -conjugate by the identification in Proposition 3.1. So we may assume X n = ±(E 21 − E 12 + εE 31 + εE 13 ), where ε = ±1. (We may put ε = 1 if n ≥ 2.) By computation we see that
Hence we can write a = a α a with a = exp Y .
Since X n ∈ n εZ and since Y ∈ s ⊥ ⊂ z g (Z), it follows that
Finally let y be an arbitrary element in the boundary of D. If yHa
cl . The assertion (iii) is also proved in (ii).
Proof of Theorem 1.3
In this section, we will prove Theorem 1.3. So we assume that G is a complex Lie group and that H (= G R ) is a real form of G.
Since K is a compact real form of G, we have
for all α ∈ Σ(t). Hence we can identify Σ(m C , t) with the usual restricted root system Σ = Σ(t) of H . It is also known that all the longest roots in Σ are mutually conjugate under W K∩H (t) for simple H . So the conditions in Theorem 3.2 are satisfied. Table 1 gives the well-known list of simple real Lie algebras h and the multiplicities n of the longest restricted roots. (Assume p ≤ q.)
In the following arguments we consider the complex structure only inside g. It means that we do not consider the "complexification" of the complex Lie algebra g in order to avoid confusion.
We define a maximal abelian subspace a of m ∩ q by
where t α = {Y ∈ t | α(Y ) = 0}. Take a positive system Σ(a) + of the restricted root system Σ(a) = Σ(g, a) so that
Then the pair (a, Σ(a) + ) defines a parabolic subgroup 
Let j be a maximal abelian subspace of m containing a. Let Σ(j) + be a positive system of the root system Σ(j) = Σ(g, j) which is compatible with Σ(a) + . Then the pair (j, Σ(j) + ) defines a Borel subgroup
it follows that H B is closed in G and that HB is open in G ([M1], Proposition 1 and Proposition 2). Since H is a complex symmetric subgroup of G, HB is the unique open H-B double coset in G and therefore H B is the unique closed H -B double coset in G.
Remark 4.1. Since Theorem 1.3 concerns orbits on the flag manifold X = G/B, we may replace B with any conjugate pBp −1 for p ∈ P .
Let x be an element in the boundary of D. By Theorem 3.2 we have (4.1) xHa 
Then the Lie algebra p of P is defined by the pair (a , Σ(a ) + ), where Σ(a )
+ }. Since H and P are complex subgroups of G, we have only to show the equality (4.5)
We can write
If β ∈ Σ(a ) + satisfies β(Z ) = 0, then it follows from (4.4) that σβ = −β and hence σg(a , −β) = g(a , β). So we have p Z ⊂ p + σp ⊂ h + p . (4.5) is clear by this inclusion. Thus we have proved (4.3).
Next assume (4.2). Since Ad(a
By the same argument as for (4.1) =⇒ (4.3), we get
for an arbitrary p ∈ P . Thus we have proved (ii) for S = Ha
α pB for arbitrary p and p in P . Remark 4.2. In the following proof of (iii), we must choose p ∈ P (resp. p ∈ P ) so that Ha −1 α pB (resp. Ha α p B) is as small as possible. Of course we may also replace B with pBp −1 for some p ∈ P . The following considerations on orbit structure are based on many examples computed in [MO] , Section 4. Now we will prove (iii). First consider the case where n is odd. Then in view of Proposition 3.1 and the choice of Z in the proof of Theorem 3.2, we can take a maximal abelian subalgebra t s of s ∩ k ∩ h(⊂ z g (t)) so that [Z, t s ] = {0}. We may choose j so that it contains a ⊕ it s . We see that Ad(a Let Ψ denote the set of simple roots in Σ(j) + . For each subset Θ of Ψ there corresponds a parabolic subgroup
of G, where W Θ is the subgroup of W generated by {w β | β ∈ Θ}. We will show that
We can study H -B double cosets by using the Bruhat decomposition as in [Sp] . By the map y → τ (y)
−1 y,
where w c is the longest element in the Weyl group W c generated by the reflections with respect to the compact roots in Σ(j). Hence by the map
By this map H a
Here we write w c τ (P Θ )w 
Let Z Θ (resp. Z Θ ) be a non-zero element in j which is dominant with respect to Σ(j) + and W Θ -invariant (resp. W Θ -invariant). Then we have
with respect to the Killing form B( , ) as follows. Z is identified by B( , ) with a dominant root α in Σ(j) + (modulo positive constant). It is known that α = β∈Ψ m β β with m β > 0 for all β ∈ Ψ. Since β(Z Θ ) ≥ 0 for all β ∈ Ψ and since β(Z Θ ) > 0 for some β ∈ Ψ, it follows that
Since Z ∈ a, we have
Since Z Θ and Z Θ are dominant for Σ(j) + , we have
It follows from (4,7), (4.8) and (4.9) that
for all w Θ ∈ W Θ , w 1 ∈ W c and w Θ ∈ W Θ . Thus we have (4.6).
We can also prove that
by the same argument. Thus we have proved (iii) when n is odd.
Proof of (iii) for even n
In this section we will prove (iii) of Theorem 1.3 when n is even. In this case there are no real roots in Σ(j) and hence there is only one K ∩ H-conjugacy class of σ-stable maximal abelian subspace of m (5.1) ([M1] , Theorem 2, [Su] , Theorem 6).
By the classification, there are four cases
is complex, AII, so(1, q) (q is odd) and EIV.
5.1. Complex cases. Let G 1 be a complex simple Lie group. Let K 1 be a compact real form of G 1 and let θ 1 be the conjugation of G 1 with respect to K 1 . Then
Hence Ad(a 2 )| j 1 is the reflection with respect to Z 1 . Let Σ 1 denote the root system of the pair (g 1 , j 1 ) and let Σ . Then every parabolic subgroup P Θ of G containing B is written as
with some subsets Θ 1 and Θ 2 of Ψ 1 , where 
AII-case.
Since n = 4, the pair (s, s τ ) is isomorphic to (so(2, 4), so(1, 4)) by Proposition 3.1. By this identification, we can take a three-dimensional maximal abelian subspace
By computation we have
+ be a positive system of Σ(a) such that Z is dominant for Σ(a) + . Let Σ(j)
+ be a positive system of Σ(j) which is compatible with Σ(a) + . Let Ψ = {α 1 , . . . , α m } (m is odd) denote the set of simple roots in Σ(j) + , where We see that 
Since Z corresponds to a positive constant multiple of 2α max − α 1 − α m and since
as in Section 4, we have
By (4.8), (4.9), (5.3) and (5.4) we have
for all w Θ , w Θ ∈ W Θ and w 1 ∈ W c . Thus we have proved
5.3. Cases of so(1, q) (q is odd) and EIV. In these cases, we have P Z = P .
(Remark: We only use this condition. So the following argument is also valid when Applying Lemma 2 in [GM2] recursively, we can find a sequence of simple roots 
(ii) If H is of CII-type, then we can take α 1 as a compact root and we have
Suppose that β k is complex. Then it follows from Lemma 7.1(iv) that
Moreover we can take
(i) First suppose that n is even. By (5.1) we have
Since β k is complex for all k = 1, . . . , , it follows from (6.2) that
Next consider the case where n is odd. Since we assume H is not of CII-type or FII-type, it follows that n = 1. Take a σ-stable maximal abelian subspace j of m as in Section 4 and Section 7.2. Then j = Ad(a −1 α )j is σ-stable. So we may assume that
for some m. So we may assume that j 0 = · · · = j m−1 = j and that j m = · · · = j = j. We see that the root α ∈ Σ(j) corresponding to Z is the real root defining j = Ad(a cl . Hence
By (6.2) and (6.3), we get
(ii) Take j, Σ(j) + and Ψ (the set of the simple roots in Σ(j) + ) as in Section 4. The root β = α • Ad(a α ) ∈ Σ(j 0 ) is non-compact. Suppose that (e 1 − e 2 ) • Ad(a α ) is compact. Then 2e 1 • Ad(a α ) and 2e 2 • Ad(a α ) are non-compact. Since these two roots are strongly orthogonal, we can construct a σ-stable maximal abelian subspace j of m such that
But this contradicts that j ∩ q = a is maximal abelian in m ∩ q. Thus we have proved that (e 1 − e 2 ) • Ad(a α ) is a non-compact root of Σ(j 0 ). Put α 1 = e 1 − e 2 . Then the dense H-B double coset S 1 in SP α 1 is written as
Take α 2 , . . . , α so that
by (6.1). Hence β 2 , . . . , β are complex roots and so we have
by (6.2).
Proof of Theorem 1.7. We will show that S ⊂ T j = S cl j for every j ∈ J. By [GM2], Lemma 2, there exists a simple root β such that S j P β ⊃ S op . Hence S j ⊂ S op P β and therefore S j ⊂ S op P β . In particular, β is not a compact root.
If H is of FII-type, then Ψ(j) is F 4 -type and it consists of three compact roots and one complex root β. Hence J consists of only one element j and S op P β = S op S j . So it is clear that S ⊂ T j because S ⊂ T j for some j ∈ J by [GM2] , Theorem 2. So we may assume that H is not of FII-type. It is known that 
Appendix
In this appendix, we assume H is a simple Lie group and G is a complexification of H . (So G, H and H are G C , K C and G R , respectively, in Section 1.) In Section 7.2 we will moreover assume that H is of non-Hermitian type.
7.1. Lemma 5.1 in [V] . First we will review a lemma due to Vogan [V] which is used frequently in this paper. This lemma is generalized for arbitrary real symmetric pairs (G, H) in [M3] , Lemma 3. But we will restrict ourselves to complex symmetric pairs for simplicity.
The full flag manifold of G is identified with the set F of all the Borel subgroups in G. Every H-orbit in F contains a Borel subgroup of the form (7.1) B = B(j, Σ + ) = Z G (j) exp n with n = α∈Σ + g(j, α), where j is a σ-stable maximal abelian subspace of m and Σ + is a positive system of the root system Σ of the pair (g, j) ( [M1] , Theorem 1, [R] , Theorem 13). (j C is a σ-stable Cartan subalgebra of g.) By the symmetry of H and H every H -orbit in F also contains a Borel subgroup B of the form (7.1). In [M1] (Corollary of Theorem 3) we defined the natural correspondence between H-orbits S in F and H -orbits S in F so that S and S contain the same Borel subgroups B of the form (7.1). (We remark here that the H -orbit structure on the full flag manifold F was first explicitly studied in [A] .) Roots in Σ are usually classified as follows: (i) If σ(α) = α and g(j, α) ⊂ h, then α is called a "compact root". 
A lemma for non-Hermitian cases.
Suppose that n = dim C g(t, α) = 1 for a longest root α in Σ(t). Let t be a maximal abelian subalgebra of k containing t. Then the restricted root α is the restriction of the root α for t such that α vanishes on t h = t ∩ h. As in Section 4 define a maximal abelian subspace a = RZ ⊕ it α of m ∩ q. Then j = a ⊕ t h is a maximal abelian subspace of m. Put j = Ad(a −1 α )j = RZ ⊕ it α ⊕ t h , where Z = Ad(a −1 α )Z as in Section 3. Then j is a σ-stable maximal abelian subspace of m such that dim(j ∩ q) = dim(j ∩ q) − 1.
Lemma 7.2. Suppose that H is of non-Hermitian type. Then there exists a t ∈
T ∩ H such that e α (t) = −1 and that Ad(t)| j is the reflection with respect to Z .
Proof. Clearly we may assume that G is simply connected. So the compact real form K of G is also simply connected. Then it is known that K σ is connected. So we have
Note that Σ(t) is identified with the restricted root system of the compact symmetric pair (K, K ∩ H). Let Z β be the element of t defined by
(This means γ(Z β ) = 4πi(γ, β)/(β, β) for all γ ∈ Σ(t).) Then it is known that the lattice {Y ∈ t | exp Y = e} is generated by {Z β | β ∈ Σ(t)} (cf. [M6] , Appendix). Note that Σ(t) is also identified with the restricted root system of H . It is known that H is of Hermitian type if and only if the following two conditions are satisfied:
(i) Σ(t) is C-type or BC-type.
(ii) dim C g(t, α) = 1 for the longest roots α in Σ(t).
Since we assume H is of non-Hermitian type and since we assume (ii), the restricted root system Σ(t) does not satisfy (i). Hence there exists a β ∈ Σ(t) such that (7.2) (α, β) (β, β) = 1 2 .
Consider the element t = exp(1/2)Z β of T . Since tσ(t) −1 = t 2 = exp Z β = e, we have t ∈ K σ = K ∩ H. By (7.2) we have
and therefore e α (t) = e πi = −1. Since Z ∈ m C (t, α) ⊕ m C (t, −α), we have Ad(t)Z = −Z . (Here we consider the complexification of the complex Lie algebra g.) On the other hand Ad(t) acts trivially on it α ⊕ t h . Hence Ad(t) acts on j as the reflection with respect to Z .
