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1. INTRODUCTION 
In this paper, we shall construct two examples of quasiregular branched covers S3 + S3 
with complicated branch sets. Recall that quasiregular maps are defined analytically just as 
quasiconformal maps, but without the injectivity requirement. Sometimes they are also called 
maps of bounded distortion. See Section 2.2 below for a precise definition. 
Each of our examples serves a special purpose. The first map has, for a fixed finite 
distortion, an arbitrarily large prescribed local index on the necklace of Antoine. The con- 
struction of this map was originally motivated by the recent work of Semmes [ill. Semmes 
showed that there exists a metric d on S3, essentially a conformal deformation of the stan- 
dard metric, such that the metric space (S3,d) is not a bi-Lipschitz copy of the standard S3 
although it in many ways looks like one. (For instance, its Hausdorff measure is comparable 
to Lebesgue measure on S3, it is linearly locally contractible, and it admits the usual Sobolev 
and Poincare inequalities.) In fact, no homeomorphism (S3,d)+ S3 can be Lipschitz. We 
shall use our first example to show that there nevertheless exist branched covers (S3, d) + S3 
that are natural, finite-to-one analogs of bi-Lipschitz maps; these are called maps of bounded 
length distortion, or BLD-maps. Thus, Semmes’s space (S3,d) is an example of a nice com- 
pact space of low dimension which does not admit local Lipschitz coordinates, but which 
admits global “BLD-coordinates”. Other examples of this kind have been known in higher di- 
mensions, for instance, the double suspension of the Poincare homology sphere in dimension 
five, cf. [12]. 
The first example also reveals the interesting fact that in dimension three the Jacobian 
determinant of a quasiregular map need not be even locally comparable to that of a quasi- 
conformal map. An analogous assertion is false in the plane. Sections 2 and 3 contain 
applications and a more detailed discussion of the above topics. The construction of the first 
map is presented in Section 4. 
The second map unwinds a discrete, smooth and uniformly quasiconformal group action 
on S3 to a conformal action. Here we mean a specific quasiconformal action $ exhibited 
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by Freedman and Skora in [3, p. 851. They showed that the action II/ is not conjugate to 
a conformal action by any homeomorphism of S3. We show in this paper that it never- 
theless is quasiregularly semiconjugate to a conformal action. The conjugating quasiregular 
map has branching on a wild Cantor set, which is the limit set of the action $. See Sec- 
tion 5 for the precise meaning of semiconjugacy and for the construction of this second 
example. 
Our method to construct maps is based on the technique developed by the second author 
in [7], and a detailed reading of the constructions in this paper assumes familiarity with 
[7]. The method in [7] is quite flexible, and from it one can picture a general procedure as 
how to build quasiregular maps with complicated branching. For instance, our first example 
can be made Lipschitz in the standard metric on S3 with Jacobian determinant uniformly 
bounded away from zero. This shows that there are maps S3 ---) S3 of bounded length distor- 
tion with branching on wild Cantor sets such as Antoine’s necklace. (In this case, however, 
the dilatation of the map necessarily grows with the local index.) The question about the 
local structure of the branch set of such maps arose in the recent work of Sullivan [ 131 on 
the smoothability of cotangent structures on Lipschitz manifolds. 
2. ANTOINE’S NECKLACE AND STRONG &-WEIGHTS 
In this section, we shall first describe the necklace of Antoine following Semmes [ll]; 
as in [ 111, it is crucial to have an explicit, self-similar construction. 
2.1. Antoine’s necklace 
The necklaces of Antoine are examples of Cantor sets on S3 with non-simply connected 
complements. One starts with a round circle &I in S 3. A collection of sufficiently many 
equally spaced points are then fixed on I& and to each point p in this collection a small 
circle yi( p) is attached in such a way that p is the center of yi (p), and two circles y,(p) 
and y,(q) are linked if and only if p and q are two adjacent points on rs. We also require 
that all the circles in the collection {yi( p)} are disjoint and of same size. Next we surround 
each circle yl(p) by a small solid torus T,(p) such that no two tori meet. We require all 
these tori be similar to each other and lie in the interior of a fixed (similar) solid torus ro 
surrounding rs. Let ri be the union of the similar tori T,(p). By repeating this construction 
inside each torus of ri in a self-similar manner, we obtain a decreasing sequence of compact 
sets ri > r2 >. . . . The intersection 
is called a necklace of Antoine. For a more careful discussion of this construction and also 
for the fact that S3\X is not simply connected, see [6]. The picture [6, Fig. 18.1, p. 1271 
is particularly helpful. We fix the number of tori in the collection ri once and for all to 
be 120. 
Semmes showed in [ 1 l] that the necklace X can be used to give counterexamples to 
earlier optimistic conjectures about the bi-Lipschitz equivalence of certain metric spaces 
to R” (n = 3 in the present case). In this paper, we shall construct a quasiregular map 
f : S3 + S3 that has arbitrarily high prescribed local index at the points of X. 
We naturally identify the 3-sphere S3 with E3 = R3u{co}, the one point compactification 
of R3. Moreover, we assume that X lies in R3. Then the construction of the map f can be 
done so that f(cc) = 03 = f-‘(co), and that the Jacobian determinant J(x, f) = detDf(x) 
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satisfies 
C-‘dist(x,X)’ 6 J(x, f) 6 C dist(x,X)” (1) 
for any prescribed and sufficiently large positive real number s, for almost every x in a fixed 
neighborhood of X. The constant C in (1) depends only on the local index of f at the 
points of X, or equivalently on s. A remarkable fact is that the dilatation of the map f can 
be chosen to be below a fixed bound, no matter how large we want the index to be. Semmes 
observed in [ 1 l] that there cannot be quasiconformal self maps f of R3 with property (1) 
(cf. Section 3 below). 
2.2. Quasiregular maps 
Recall that a map f : R -+ R”, where R c R” is a domain and n >, 2, is called quasiregular 
if it belongs to the local Sobolev space W,t;,“(R; R”) and if there is a constant K 2 1 so that 
su;,=, IDf (x)hl” G KJ(x, f) (2) 
for almost every x in R. Note that the formal differential Df exists almost everywhere 
because f is in W,t;,“. The infimal K for which (2) holds is denoted here by K(f) and it 
is called the dilatation of f. Clearly, K(f) 2 1 and the equality occurs if and only if f is 
complex analytic (n = 2) or f is a Mobius transformation (n 23). A quasiconformal map 
is a quasiregular map which is a homeomorphism onto its image. The above definition (2) 
readily extends to maps between Riemannian manifolds. For the basic theory of quasiregular 
maps, see [9]. 
It is a deep theorem of Reshetnyak that a nonconstant quasiregular map f is a discrete 
and open map. It is locally quasiconformal outside the branch set Bf, which is defined to 
be the closed set of points at which f does not define a local homeomorphism. It is known 
that the topological dimension of Bf is at most n - 2. The local index i(x, f) for x E R 
can be defined to be the maximum number of preimages of a point y E B( f (x), r) in the 
x-component of f -‘(B( f (x), r)) for r > 0 sufficiently small. Notice that i(x, f) = 1 if and 
only if x 6 By. 
In this paper, we shall only be dealing with quasiregular maps that are defined in all of 
R” and S” and have jinite maximal multiplicity. We say that a quasiregular map f : R” -+ R” 
is of polynomial type if there is a constant C < co so that the number of preimages of each 
point y E R” does not exceed C. It is well known that f is of polynomial type if and only if 
If (x)1+ 00 as 1x1 --+ W. In this case, we can extend f to be a quasiregular map f : S” + S” 
by setting f(m) = CQ. 
THEOREM 2.1. Let X c R3 be the necklace of Antoine as described above. There exist 
finite positive numbers K,M, and N with the following property: for every A > N there is 
2’ 2 d and a K-quasiregular map f : R3 -+ R3 of polynomial type such that i(x, f) = ,I’ for 
x E X and i(x, f ) d M for x E R3\X. Moreover, we can choose f such that (1) holds for 
some number s comparable to &? 
Theorem 2.1 has some interesting corollaries which we next describe. In [ 11, 8.11, (mod- 
ifying a definition due to Guy David) Semrnes defined a map f from a metric space X to 
another metric space Y to be regular if it is Lipschitz and if there is a constant C > 0 such 
that for any ball B in Y, the set f-‘(B) can be covered by at most C balls in X with the 
same radius as B. Recall that f :X --+ Y is Lipschitz if there is a constant C > 0 such that 
the distance between f(x) and f(y) in Y is no more than C times the distance between x 
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and y in X. A Lipschitz map is bi-Lipschitz if it is a homeomorphism and its inverse is 
also Lipschitz. Regular maps can be viewed as noninjective analogs of bi-Lipschitz maps. 
Semmes asked in [ 11, 8.41 whether the existence of a regular map from a doubling metric 
space X into some Euclidean space implies that there is a bi-Lipschitz map from X into 
some (perhaps different) Euclidean space. A metric space X is doubling if there is a constant 
C > 0 such that each ball B in X can be covered by at most C balls with half the radius 
of B. 
The map in Theorem 2.1 can be used to answer negatively a stronger version of Semmes’s 
question. 
COROLLARY 2.2. There is a strong A, continuous weight w in R3 such that the associated 
metric space (R3,Dw) is not bi-Lipschitz equivalent to R3 although R3 receives BLD-maps 
from (R3, 0,). 
We shall explain the terminology used in Corollary 2.2 shortly. The nonexistence part of 
Corollary 2.2 is due to Semmes [l I] and his argument is recalled below in Section 3. 
Next, Theorem 2.1 answers negatively the speculations in [4]. 
COROLLARY 2.3. There is a quasiregular map f : R3 + R3 of polynomial type whose 
Jacobian is not comparable in size to the Jacobian of any quasiconformal self map of 
R3; in fact, for any quasiconformal map g : R3 + R3 it holds that 
J(x, g> 
esssupm = 03. 
It is the map f of Theorem 2.1 that satisfies (3). That map can be made everywhere 
Lipschitz and BLD near infinity, and in fact the following stronger conclusion holds: for any 
quasiconformal map g : R3 + R3 it holds that 
Jk s> inf essrt;$ J(x, = O” r>O 
for all points a in the necklace X. 
Corollary 2.3 is quite interesting in many respects. First, it is false in dimension two, 
as is easily seen by using the well-known fact that every quasiregular map of the plane 
decomposes as a quasiconformal map followed by an analytic function. Second, the lo- 
cal analytic theory of quasiregular maps generally does not differentiate between the in- 
jective and noninjective maps, yet the example in Corollary 2.3 shows that fundamental 
differences exist, at least in dimension three. Incidentally, we do not know whether an 
analogous statement holds in dimensions higher than three. The construction in Section 4 
relies on the theory developed in [7] which is not known to have a counterpart in higher 
dimensions. 
In the theory of quasiregular maps, it was known early on that with fixed dilatation 
the local index can be arbitrarily high at a single point. cf. [9, Ch. I]. Only fairly recently 
Rickman [8] exhibited a map in R3 with arbitrarily high local index on a Cantor set, and 
dilatation below an absolute bound. The construction in [8] relied heavily on the author’s 
Picard construction in [7], and we shall anew use these methods in the proof of Theorem 2.1. 
The starting point is the well-known fact that a 2-torus can be mapped onto a 2-sphere by 
a quasiregular branched covering. We perform this mapping on the boundary of each torus 
in the necklace construction. The image spheres for each generation of tori are arranged to 
be disjoint, and this procedure breaks the necklace. The main difficulty is to glue together 
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the maps from the tori of different generation. The idea is to give a triangulation on the 
boundary of each torus with the same number of 2-simplices. Then one connects each torus 
with “tubes” to simplices in the next hierarchy. In addition, there are tubes between the tori 
in the same generation. The process of finding the tubes causes combinatorial complexity. 
Each of these tubes is mapped quasiconformally into the region between the spheres that are 
the images of the tori. The key fact from the quasiconformal theory that is used here is that 
cylinders of the form B"-' x [0, h] for any height h > 1 can be mapped quasiconformally 
onto a round n-ball with fixed dilatation independently of the height. The final help in the 
construction comes from the deformation theory of two-dimensional maps developed in [7, 
Section 51. 
Remark 2.4. The map f in Theorem 2.1 is constructed explicitly in the subregion W 
of rs that is bounded by the union ri of the 120 first generation tori and by aro. Thus 
W can be viewed as a cobordism between dri and aTo, and the map f as an extension to 
W of given branched covers from ari U aT0 onto a disjoint union of spheres. In [ 11, Berstein 
and Edmonds showed how to extend branched covers that are defined on two connected 
cobordant surfaces. For their method the connectedness of the surfaces is essential. It is 
possible that a combination of the methods in [l] and in [7] leads to an extension of 
[ 1, Theorem (6.2)] to a situation where the surfaces are allowed to be disconnected. We 
intend to report on this elsewhere. 
2.3. BLD-maps 
In the introduction, we referred to maps of bounded length distortion. In Euclidean space, 
these maps were studied by Martio and V&Gill [5]. Their definition makes sense more 
generally: a sense-preserving map f :X 4 Y between metric manifolds is said to be a map 
of bounded length distortion, or a BLD-map, if f is discrete and open if there is a constant 
Cal so that 
C- ’ length Y < length f(y) < C length y 
for each path y in X. Here length means the length of a path, not the length of its locus. 
.4 quasiregular map is BLD if and only if it is locally (uniformly) Lipschitz and its 
Jacobian is uniformly bounded away from zero almost everywhere [5]. 
lt is not difficult to see, with the notation and terminology of Corollary 2.2, that a 
sense-preserving map f : (R3, D,) + R3 is BLD if and only if it is regular in the sense of 
Semmes, as defined after Theorem 2.1. In Semrnes’s construction in [ 111, the metric D, is a 
perturbation of the standard metric in R3 in a compact subset. Therefore, we could as well 
consider a metric Dl, on S3 such that the metric space (S3,Dk) does not admit Lipschitz 
homeomorphisms to S3 although it satisfies many nice properties, analogously to (R3, D,), 
cf. [ll]. The map in Theorem 2.1 extends to a BLD map (S3,DL) -+ S3. 
,Standard Notation. We denote the open n-ball of radius r and center x by B”(x,r), with 
boundary S-‘(x, r). For x = 0, abbreviations B”(r) and Sn-‘(r) are used; if moreover Y = 1, 
we write Bn and S”-‘. The closure of a set E is denoted by i?. 
3. PROOF OF COROLLARIES 2.2 AND 2.3 
In this section, we discuss the strong A o. geometry and prove Corollaries 2.2 and 2.3. 
A weight in R" is a locally integrable nonnegative function. To each weight w there is the 
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where dx denotes Lebesgue measure in R”. We shall next assume that w is a doubling 
weight, which means that there is a constant C >O so that 
w(2B) < Cw(B) 
whenever B is a ball in R”. Here and hereafter, LB denotes the ball with same center as B 
but radius multiplied by A>O. To each doubling weight w we can associate a distance 
function 
4&, v) = (4) 
where B,, ), is the unique n-ball containing x and y with diameter Ix - yl. The distance 
function d, does not generally define a metric in R”, but if it is comparable to some metric 
D,, we then call w a strong A, weight. Thus we have to each strong A, weight w in R” 
the associated (non-unique) metric space (Rn, D,). This space is doubling as defined just 
before Corollary 2.2. 
The concept of a strong Am-weight is due to David and Semmes [2], [lo]. One half of 
the name is explained by the fact that strong A, weights form a subset of the Muckenhoupt 
class A,; that this inclusion is strict, explains the other half. The reader can turn to [lo] 
for a lucid exposition and equivalent characterizations of strong A, weights. 
By a well-known theorem of Gehring, the Jacobian of a quasiconformal map f : R” --t R” 
is a strong A, weight; the metric associated with w(x) =.J(x, f) is simply 
Dw(x, Y) = 1.0~) - .f(y)l. 
It was hoped at some point that the strong A, condition characterize the Jacobians of 
quasiconformal maps. Semmes pointed out in [ 1 l] that such expectations are futile, at least 
in dimensions n 23. (The situation in R2 is still unknown.) Semmes’s argument runs as 
follows. First, he observed that the function 
w(x)=min{l,dist(x,X)“} 
is a strong A, weight in R3, where X is the necklace of Antoine as described in Section 2.1, 
and s > 0. Suppose then that f : R3 + R3 is a quasiconformal map whose Jacobian is com- 
parable to w. This is tantamount to f being a bi-Lipschitz map from the metric space 
(R3, D,) to R3. If s >3, then X has Hausdorff dimension less than one in the metric space 
(R3, D,), whence f(X) has Hausdorff dimension less than one in R3. This contradicts the 
well-known fact that every compact set in R3 with non-simply connected complement must 
have Hausdorff dimension at least one (see e.g. 19, p. 731). 
This discussion proves Corollary 2.3. 
It was shown in [4] that the Jacobian of a polynomial type quasiregular map 
f : R” --) R” is a strong A, weight, and that conversely, if the Jacobian of an entire quasireg- 
ular map is an A, weight, then the map is of polynomial type. It follows in particu- 
lar that the Jacobian of the quasiregular map f given by Theorem 2.1 is a strong A, 
weight. To prove Corollary 2.2, it therefore suffices to establish the following 
proposition. 
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PROPOSITION 3.1. Suppose that f : R” + R” is a quasiregular map of polynomial type. 
Let D,, be a metric associated to the strong A, weight w(x) = J(x, f) as above. Then 
f :(R”,D,)+R” 
is a BLD-map. 
The statement of the proposition is quantitative in the sense that the constant C in the 
definition of BLD depends only on n, on the dilatation K( f ), on the maximal multiplicity 
of J’, and on the constant relating D,,, to the distance function d, determined by w in (4). 
We let below C denote any constant depending on this data only. 
Proof: We shall prove that f is a regular map in the sense of Semmes (see the definition 
after Theorem 2.1). The fact that f : (R”, D,) + R” is Lipschitz is essentially proved in [4]; 
see the proof of the implications (3)+(4) and (5)+(l) of Theorem 1.5 in [4]. 
To prove the second requirement for regularity, let B =B(yo,r) be an open ball in R”. 
Because nonconstant quasiregular maps are open, it follows easily that f(U) = B( yo, Y) for 
each component U of f-‘(B), and hence that there are at most C such components. Note 
that for this, and other properties of f below, the assumption that f be of polynomial type 
is essential. Now the integral transformation formula [9, Proposition 4.14, p. 201 guarantees 
that 
c-‘rn < .I’ J(x, f )dx < Cr”. 
u 
Because J(x, f) is a doubling weight, it thus suffices to show that there is a constant C > 0 
such that 
C-‘B’cUcB’ (5) 
for some Euclidean ball B’ whenever U is a component of f-‘(B). To this end, let xc be 
a point in U such that f (x0) = yo, and let 
e = dist(xo, au), L= r&X” --XI. 
Note that U is bounded so that L is well defined. We claim that B’ = B(xo, L) satisfies (5) for 
some constant C > 0 which depends only on the data. The proof of this claim uses some basic 
estimates for the conformal modulus, and the way the modulus transforms under quasiregular 
maps. The proof is essentially identical to the proof of the so-called “H*-inequality” in the 
theory of quasiregular maps, and we refer the reader to [9, Lemma 4.1, p. 7 l] for the details. 
This completes the proof of Proposition 3.1, and hence that of Corollary 2.2. 
4. THE MAP OF THEOREM 2.1 
In this section, we show how to construct a map with high local index on the necklace 
of Antoine. The main construction gives a map as promised in Theorem 2.1, that is, a map 
with dilatation independent of the index. This map is also Lipschitz in the standard metric 
of S3. In Remark 4.1, we shall indicate the changes needed to make a similar map with 
Jacobian bounded away from zero. 
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Fig. 1 
4.1. Separating polyhedron 
Recall that in the construction of the necklace X, To is a fixed solid torus in R3 containing 
120 similar first generation tori Tl,j SO that Ti,j and Ti,j+i are linked, where j E Z (mod 120). 
In this subsection, we construct a two-dimensional (triangulated) polyhedron P separating 
the sets aT0 and Tl,j from each other. 
A part of P is pictured in Fig. 1, the rest is obtained by repeating Fig. 1 120 times. 
Each component of R3\P is homeomorphic to an open solid torus. More precisely, the 
polyhedron is described from Fig. 1 as follows. Let RI be topologically S’ x [0, l] whose 
boundary components consist of the boundary of the triangle [fgw] and the boundary of 
the rectangle [bcvq]. Let R2 be the join of the broken line [ gh] U [hi] with c. Let E be the 
closed square [ giyw] and p its mid-point. First rotate R = R1 U R2 U E 180” about the axis I 
through p and perpendicular to E and let the result be R. Next, first reflect S = R u k in 
the plane containing E and then rotate 90” to obtain S*. The part of P in Fig. 1 is S U S”. 
In Fig. 1 we also see (part of) the cores of two tori. 
We denote by Vl,j (resp. VO) the component of R3\P that contains Ti,j (resp. To). 
Because of symmetry, we consider now (see Fig. 2) one-quarter of the part of P that is 
pictured in Fig. 1. Triangulate P by adding sides [Im], [cm], etc., as in Fig. 2. In relation to 
the sets VL,~, the locations of the rectangles [gmlc], etc., and the triangles [hng], etc., are as 
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Fig. 2. 
follows (the indexing should be taken (mod 120)): 
[CPlcl C avl,j 0 dVl,j+l 
[gvml c dV1.j n av1,j+1 
[gw-1 c dV1.j r-- dIJl,j,l 
[UbCZ] f? Vl,j # 8 
[sdl n vl,j # 0 
[rsful n vl,j+l # 0 
Wd n h.i+l f 0 
Wsfl, [&A Lhvl c aV1.j f- ab 
bw, be wd c avl,j+l n av,. 
We consider P as a 2-complex. By repeated reflections, the triangulation of Fig. 2 is extended 
to all of P; here “reflection” is interpreted in a natural way. We denote by P’ the quarter of P 
obtained by repeatedly reflecting the picture in Fig. 2 in [ab] U [bc] U [cZ]. 
4.2. First cave construction 
This is where the ideas from [7] are applied. By a certain repeated digging of caves, 
starting along PO = P, we get a sequence of separating polyhedra Pl,P2,. . . ,P2,,, with the 
following property: for each x E P/ the distances 
dist(x,al$‘), j=O, l,..., 120, 
decreases with 1, where “;.’ (resp. I’,,‘) is 
(resp. To). Thus PJ” = Vl,j. 
‘The number of steps, 2m, depends on 
given in (13) below. The technique will 
combinatorics. 
the unique component of R3\P, containing Tl,j 
the prescribed number J. in Theorem 2.1, and is 
be adopted from [7] with some changes in the 
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Forj=O,l,..., 120, we define the subcomplex PO, by 
1% 1 = P n ay. (6) 
Here and in what follows, IKI denotes the carrier, or space, of a complex K. For i = 0, 1,2, 
we let K’ to be the set of i-simplices of K. 
For each A E P2 there are exactly two indices i, j such that A C a?(O (3 35”. These indices 
are called the classes of A. For instance, in Fig. 2, the side [gr] is a common side for three 
distinct 2-simplices in P having different pairs of classes. The side [cg] is another side like 
that. In both cases, the classes are (0, j}, (0, j + l}, and {j, j + 1). We also say that a side 
s E P’ has j as a class ifs is a side of some A E P2 so that j is a class of A. 
Next, for each A E P2, we define a complex KA as in [7, 2.21 such that the side lengths 
of each BE Kj are of the order v-‘, where v is a positive number that plays the same role 
as the number in [7, Section 81 corresponding to the value p = 120. Here v is very large 
and a multiple of 24 (in [7], v = 24,000 for p = 2). 
To define the cave complexes, we outline the steps from [7, 2.31. Each A E P2 has its 
associated KA-tree LA, which is a tree in IAl that visits roughly half of the 2-simplices of 
KA, and comes close to every simplex of KA. Now take a side s = [gr] as above (so that j is 
among the classes). We want to define a l-complex attached to s and the class j. For this, 
we use some KA-trees LA with A E Pf2 such that A does not have j as class. (Recall that P’ 
is the quarter of the complex P obtained by repeating Fig. 2 120 times.) The l-complex L,j 
we obtain this way is a tree and it has exactly one end point in s, called the initial point 
of L,y,j. This corresponds to the definition of L in [7, p. 2011. The tree L,j meets certain 
simplices from PI2 that do not have j as a class; the collection of all these simplices is 
denoted by Qj,s. 
For fixed j, we do a similar construction for each side in P” that has j as class, There 
is a certain freedom in this construction, but it should be done so that no overlapping occurs 
for fixed j and that all simplices are being counted; that is, 
Qs,,j n Qm,j = 0 (7) 
if st and s2 are different sides, and 
U Qs,j = {A E P’2: A does not have j as a class}. (8) 
SEP” 
The main difference to [7, 2.31 is that ]Qs,i\ is not in general homeomorphic to a disk. We 
require that each side in P” contains at most one point that is an end point of some L,j. 
We also require that there is no such point on sides such as [cl] and [rs] in Fig. 2. 
Next, by following the technique in [7, 2.3, 2.4, 8.11, we construct cave complexes with 
119( = 120 - 1) passages. Each tree L,J as above defines a caue opening (see [7, p. 2011) 
at the initial point of L,j. In the present case, however, the combinatorics of cave openings 
and other connections differ from those in [7]. To describe this, let us assume, in order 
to have simpler pictures, that p = 4 (instead of 120), that j = 1, and that s is a side with 
classes 0,1,2. Schematically, the connections between caves at s are given in Fig. 3, where 
the numbers 0,1,2,3,4 indicate the classes. In Fig. 3, A~I,A~~,Ao~ are the 2-simplices of P 
with s a common side, and the classes of Aik are i and k. To perform the connections one 
uses a technique similar to that described in [7, 7.2, (3), p. 2321. 
Figure 3 represents the case where, for some side t the tree L,3 appears in the interior 
of Aik n U for any neighborhood U of the initial point a, of L&k, k = 0, 1,2, and this for all 
classes i and k. Similarly for the class 4. If for class 3 this is not the case, then the cave 
structure near a, may look like in Fig. 4. In that case we have near a, in the ‘ilot-part” 
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caves with only p - 2 passages. If the same happens in addition with class 4, we have caves 
with p - 3 passages in the Asi-part near a,, and so on. 
Figure 5 shows the principle how the connections in Fig. 4 are accomplished. It gives the 
rules how to glue the “walls” of the caves together near s. Any combination of connections 
with p = 120 ( = the number of tori) can be handled similarly. 
The process described above is performed in a rectilinear sense. Most of the basic con- 
struction here as in [7] is piecewise linear tinkering. In fact, in the ED-version of the 
construction (see Remark 4.1) only piecewise linear technique is used; then the mapping 
will be piecewise linear outside the necklace. Presently, in striving for a high local index 
at the points of the necklace, we shall need to resort to some genuinely quasiconfotmal 
techniques a little later. 
The preceding cave construction being understood, we extend it by reflection to all of 
P = PO and obtain a complex PI. For j = 0, 1, . . ,120, we define subcomplexes Pl,j such that 
Pt,j = {A E Pf: A has j as a class}. (9) 
The classes of A E Pf are inherited from PO by means of the cave connections in an obvious 
way. Recall that I$’ is defined to be the component of a3\P, containing Ti,j. The above 
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Fig. 5. 
cave construction guarantees that for each pair of indices i, j E (0, 1, . . . ,120) the boundaries 
of I$’ and y’ meet. 
4.3. Cave refinements 
Next we perform on PI cave refinement operations as described in [7, 2.5, 8.11. Basically, 
this amounts to repeating the cave construction for PI in place of PO. After this process, the 
Hausdorff distance between the boundaries of I$” and 1;‘2(1=2) is less than the Hausdorff 
distance between the boundaries of I$’ and y’( I = 1) at the previous stage, as promised in 
the beginning of Section 4.2. Analogous to (9), we define Pi,j for j = 0, 1, . . , 120. We also 
have the inheriting map w: for any A E Pf,o(A) is the subcomplex of P2 obtained from A 
by the cave refinement operation. One is tempted to continue in a similar fashion to get the 
complex P3, but doing so carelessly would result in an undesired increase in the number of 
simplices in the construction. A decision procedure is needed to rule out certain refinements. 
This procedure is outlined in the next subsection. 
4.4. Map complexes 
The concept of a map complex G is defined in [7, 2.71. For our purposes here, we 
change the definition so that [7, (1) p. 2051 is replaced by the following: 
( 1) G is locally finite and IG] is homeomorphic to either 86 or to ay2 (note that all 
the av2’s are homeomorphic). 
We shall follow the principles in [7, 3.2-3.41. For each Pk which is obtained from PO = P 
by successive cave refinement operations, we shall give a weight function wk(A) defined on 
2-simplices A of Pk. It is important to note that the refinements are not always performed in 
all parts (cf. [7, 3.41). To mimic the procedure in [7, 3.21, we let PO correspond to M2i in 
[7, 3.11. First we define a map complex Go,j on each Po,j, j = 0,. . . , 120. (Recall that Po,~ 
is the subcomplex of PO whose space is the boundary of dI$“; see (6).) To this end, set 
wo(A)=v2, AEP,~ 
and 
a(P0) = #{2-simplices in PO} =: 5. 
QUASIREGULAR MAPS S3 --+ S3 WITH WILD BRANCH SETS 13 
We require that 
o(Gs,j) = #{2-simplices in Gs,j} = 1 WO(A) = 2~~. 
AEP; 
We define the map complex G~J on Ps,j such that the parts in the caves of PI are taken 
into account (cf. [7, 3.2(4)]). For this, we need to look at the locations of the trees L,,j. 
Remember that these trees lead to a connection to l$” when the first cave constructions are 
performed on PO. 
For A E Pi,, we require (cf. [7, p. 2081) that 
~G,#)=WO(A) + k C we(B) 
BEQ(AJ) 
(11) 
where Q(A,j) = Qs,j (see (7) and (8)) ifs is both a side of A and a common side of three 
2-simplices in PO with different pairs of classes. Note that for a given A, there is at most 
one such side s. If there is no such side s, we set Q(A,j) = 8. 
Next, let WI be defined on PI by the principles in [7, (a’)-(e’) p. 2081 and, in particular, 
c w,(C) = v2wo(B), BE PO’. 
CEw(W 
Recall the definition of w from Section 4.3, and note that wi here corresponds to w3 in [7, 
p. 2081. 
In [7], similarity maps were frequently used to get from one stage to next. Here we 
simply use the repeated cave refinements. To define the map complex Gi,,i on Pl,j, we 
require that 
and that 
~GI,,~IA) = WI(A) + ; c wl(c), A E p:,j 
CEQ(A.j) 
where Q(A,j) is defined as in (11). Note that in this case, if Q(A,j) # 0, the simplex A has 
a side s that in general is a common side for p + 1 = 12 1 2-simplices of PI. 
The general induction step follows the principles in [7, 3.41. It contains a decision process 
to rule out cave refinements at certain parts and stages. We reiterate that without this process 
the number of simplices would grow too fast and hence there is no (obvious) way to define 
a mapping. 
4.5. The map on level surfaces 
We construct the level surfaces INz,+,jI for each Pzk,j much as in [7, 4.21. Here Nzk,,i is the 
union of certain 2-complexes obtained from P&j by slightly moving PZk,j into the domain 
I$2k, which we recall is the component of R3\IP2k / with boundary dy2k = IPZk,j(. This move 
transfers the map COmpkX GZk,j to a map COmpkX H2k,j on IN2k.j 1. 
Assume that we have all this for the complexes PO, P2, P4,. . . , Pz,,,. At the first stage, we 
define the mapping f in TO\ l_lJiy Ti,j. The image of this set will be the closed 3-ball B3(ro) 
minus 120 closed pairwise disjoint 3-balls in its interior; the radius ro will be determined 
below in ( 14). For this, we start by giving the definition of f on the level surfaces INzk,,i 1. 
As in [7, 8.21, we divide R3 by hemispheres wj(S:), where wP (with p = 120) is the 
Mobius transformation of R3 that fixes the unit circle ZB3 n R2 c R2 c R3 pointwise, maps 
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the upper hemisphere 5’: of i3B3 into B3, and for which S$ 
angle n/p. Let then Uu, Ut, . . , U120 be the components of 
\ 
120 
iI3 U w#). 
j=O 
Recall the map complexes Gl,j from Section 4.4. We take 
sion (HOBO) of Ho,0 (see [7, p. 2091). First we define f 
method with respect to the subdivision (Ho,o)Q~) so that f 
S2(s2,) = dB3(0,s2,), where 
+,=exp{P+’ - l}, PER. 
and n+(S:) form a dihedral 
the mth canonical subdivi- 
on JNe,u] by the Alexander 
maps lNeu[ onto the sphere 
This corresponds to ~Iv~~IN~ j in [7, pp. 214-2151. Similarly, with respect to (Z&k,e)(2,,_2k), 
JN2k,u] is mapped onto S2(s2,-2k) for k = 1,. . . , m. 
The level surfaces INTk,j] for j = 1,2,. . . , 120 are handled via formulae corresponding to 
[7, (4.8), (4.9)] (see also [7, 8.21). By a small adjustment to these formulae, we have that 
f( INzk,j() is a sphere in q with radius independent of j and increasing with k. 
4.6. The map between level surfaces 
The extension of f to the parts between the level surfaces INzk,jI and ]N2k+2,jl, k = 0, 
1 ,..., m - 1, j=O,l,..., 120, is done as in [7, Section 61. For the extension to the part 
bounded by the level surfaces ]N2m,i], the method of [7, Section 7 and 8.31 is applied. We 
omit the details. (See, however, Sections 5.6 and 5.7 for similar constructions.) Here, a 
branched surface is mapped onto U~~~u$(S:). Recall that we only extend f to the set 
TO\ Uji: Tt,j at this first stage. 
Thus, up to now, we have defined f in a set bounded by )Nu,j), j = 0, 1, . . . ,120. Next, 
we extend f to the closed part FO bounded by the two 2-tori ~TO and ]Ne,ol. The set Fu can 
be presented by a bi-Lipschitz map 
g: INo,ol x [O, ll+Fo 
such that q(z,O)=z and v(]N~,~I x {l})=dTo. We extend f to Fi by 
f(ul(z,t))=f(z)exp(tv2m+'). 
Similarly, we extend f to the parts 5 bounded by i3T,,j and ]No,~\ for j = 1,2,. . . ,120. 
By construction, the degrees of f /aTo and f laTl,j coincide. We thus have a map 
120 120 
f:TO 
\ 
U Tl,jAB3(rO) 
\ 
IJ B3(uj,rl) 
j=l ,j=l 
that is K-quasiregular in the interior of TO\ U,!zi Tl,j and satisfies 
degflTo =deg f ITl,j= ~~~~~~~ =:E.' 
(12) 
(13) 
for allj- 1,2,..., 120, where z is given in (10). Here the points Uj lie in Uj and the 3-balls 
B3(Uj,rl) are all disjoint. The number ru is given by 
u. = exp{2v2”+’ - l}. (14) 
The use of the deformation theory in [7, Section 51 guarantees that K is independent 
of m. Note that we have not explained the deformation theory here, for the details are very 
similar to those in [7, Section 51. 
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The construction can be repeated on the subsequent hierarchies of the tori. At the end, 
we get a map 
f: Tpz13(ro) 
which is K-quasiregular in the interior of TO. Moreover, both the degree of f and the local 
index i(x, f) at each point x in the necklace X is I’ as given in (13). The construction is 
moreover such that f is uniformly Lipschitz. 
4.7. Final extension 
It remains to extend the map f from TO to R3 so that f(m) = 00 = f -l(m) and that 
i(oo, f) = 2'. This is done in a piecewise linear manner. We are given the fixed triangulation 
on i!To, which get mapped onto the sphere aB3(r,). Basically, we can cone f to the point at 
infinity, except that there is a slight problem near the longitudinal curve 1 of dTo that lies on 
the symmetry plane Q of TO. To avoid this problem one simply introduces some additional 
branching on the disk on Q that is bounded by 1. Figure 11 in the next section explains the 
situation. We omit the details. 
This completes the proof of Theorem 2.1. 
Remark 4.1. We explain briefly how the construction in this section can be modified so 
that the map f will be a BLD-map as defined in Section 2.3. That is, f : R3 + R3 will be a 
finite degree BLD-map with the properties as in Theorem 2.1, except that now the dilatation 
grows together with the local index i(x,f) (as is necessary for BLD-maps). However, there 
is still no upper limit to what the local index can be in the necklace. 
To this end, suppose that 
120 120 
f:To 
\ 
U T1.j *B3(ro) 
\ 
U~~(uj,rl) 
j=l j=i 
has been defined as in (12). It follows from the construction that the radius rl is of the 
order exp{-2v2”“}. I n re a ion to the ball B3(ro), the radius rl is much smaller than what 1 t’ 
the size of any of the first generation tori is in relation to the torus TO. To obtain a BLD- 
map we simply alleviate this disproportionality. More precisely, assume that each of the first 
generation tori Tl,j are obtained from TO by a similarity whose multiplier is E E (0,l). Then 
choose a bi-Lipschitz self-homeomorphism cp of R3 that is the identity in the complement of 
B3(ro) and maps each ball B3(Uj,rl) to another ball By, that is a similarity image of B3(ro) 
by a similarity with multiplier E. Then the BLD-map 
\ 120 \ 120 
f~=~of:To UZ'i,i+a3(r~) UB; 
\ .j=l \ j=l 
can be extended to a BLD-map TO + B3(ro) by pre- and post-composing with similarities 
in a natural way. The local index of the map at points of the necklace is i’ as before, and 
the final extension outside TO is done as in Section 4.7. (Notice that in this case one cannot 
have the balls By be “lined up” akin to the balls B3(Uj, PI).) 
5. SEMICONJUGATING QUASICONFORMAL ACTIONS 
Let $ : (Fr XI Zzr) x S3 -+ S3 be the action given in [3, Section 31. We shall describe the 
action in more detail below in Section 5.4, but the reader should also consult [3] and its 
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illuminating pictures. The number Y here is assumed to be sufficiently large (r = 120 suffices) 
so that the homeomorphisms 
xw $(;I,x), xeS3, ‘/~FrxlZ~r (15) 
are uniformly quasiconformal on S3, i.e. the dilatation of $(y,x) is independent of y. 
We denote by T the group of quasiconformal transformations given in (15). 
THEOREM 5.1. There exists u yuusireyular map f : S3 + S3, a discrete group I” of con- 
formal transformations of S3, and a group isomorphism I : r‘+ P such that 
f O Y(X) = 0) O f (x> 
for all y E !C. 
We say that the two groups T and I“ above are quasiregularly semiconjugate. We 
reiterate that IY cannot be conjugated to a conformal group by any homeomorphism of S3; 
see [3, Theorem 3.11. This negative conclusion is drawn from the special action of the group 
on its limit set which is a wild Cantor set. As in the previous section, the map f to be 
constructed here tames the limit set. We remark that the wildness of the limit set alone does 
not necessarily obstruct a topological conjugacy. In fact, it seems to be an open problem 
whether the free part of the action $ can topologically be conjugated to a conformal action; 
see the comment on the bottom of the p. 87 in [3]. 
The construction in this section is different from the construction in Section 4 in two 
respects: (a) there is a symmetry among the tori, and the tori form a link which is weaker 
than the link in the Antoine necklace; (b) we do not require an arbitrarily high local index 
on the (wild) Cantor limit set. Fact (a) means that a different “surface” separating the tori is 
needed, and because of the Zz,.-part in the action, extra care must be taken in the construction 
of f that must satisfy certain rotational symmetry. On the other hand, because of (b), we do 
not need an arbitrary number of cave constructions. The map f will be a map of rational 
type, i.e. it cannot be projected to a map R3 + R3. The map f to be constructed below is 
not a BLD-map, and we do not know whether it can so be chosen. (Compare the end of 
Remark 4.1. ) 
5.1. Separating branched surface 
Recall the link of tori from [3, Fig. 3.11. There are 2r closed tori Tr,. . . , Tzr in R3, 
each obtained from one fixed torus by rotating by the angle jrt/y, j = 0, 1,. . ,2r - 1. Fix 
the coordinates so that the xl-axis is the axis of the rotations. The neighboring tori are not 
linked, but the 2r tori together form a link. See Fig. 6, where we have drawn only the cores 
of the tori. 
We first construct a branched surface which separates the tori in Fig. 6 from each other. 
To describe this, it is convenient to replace the tori in Fig. 6 by a straightened system of 
tori El,. . . , E2,. such that, if r is the translation x ++ (x1,x2 + 1,x3) in R3, then Ej+l = ~~jEl, 
and r4rE~ is identified with El. Write 
P = {xER~:x~=O} 
Q = {xER~:x~ =0} 
C, ={s~R~:x:+~;=l, O<x2< 1) 
So = QnC,. 
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Fig. 6. 
Fig. I. 
Next, let C be the circular arc in Q connecting the two points a and b of Ss f? P in 
the disk {xi + xt d 1) such that max{xs :x E C} = l/4. Let SO denote C together with its 
reflection in the plane P. In rQ, let J be the line segment r[-es/4,es/4] and r~ the half-circle 
{x E rS’( l/4) :x1 < 0). Define CO to be the join of $0 and cr U J. Let As be the part of Q 
between SO and SO, and let A1 be the part of rQ between r& and rS’(1/4). A block of the 
branched surface to be constructed, W = CO U CO U A0 U Al, is shown in Fig. 7. 
Next rotate W 180” about J to get W’. Set 
j=l 
and identify r*i WI with WI. Figure 8 shows the cores of the tori El,. . . , Ezr and how X 
separates them. 
To get from X a branched surface that separates the original tori Ti, . . . , Tzr, we proceed 
as follows. We deform WI by a map A which collapses the outer cylinder Cr = CO U TCO of 
W, to rS0. We let A be defined on the closed set F bounded by Cl, B3 n Q, and s2(B3 n Q). 
Then A is a homeomorphism in F \C,, and the image of A looks like a discus. In addition, 
we require that a Mobius transformation q, that sends ZSO to the extended xl-axis, maps 
A&, AAt, and Ar2Ao into half-planes such that qAAt forms a dihedral angle x/2r with 
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Fig. 8. 
qhAc and ~RT~A~. Write 
w; =rJAW, 
W,?* = g’qn w, 
where g is a rotation about the xi-axis by the angle n/r. The branched surface separating 
the tori T,, . . . , T2, is then 
j=l 
There is a one-to-one correspondence by the map qR between Y*\xt -axis and Y =X\C, 
where C = Ci U 24C1 U. . U r2@-‘)Ct. Th e set R'\Y* has 2r identical components l$ > Tj, 
each homeomorphic to the interior of a genus 2 surface uuknottedly embedded in R3, and 
to each other by the rotation g. 
5.2. Map complexes on Y and Y’ 
Next we shall use the method from [7, Section 71. In [7, 7.1, p. 2291 certain map 
complexes are defined on sets called Ml!, j = 1,. . . , 8. Here we perform a similar construction 
by giving our separating branched surface Y* a specific triangulation. We shall denote the 
corresponding 2-complex by K,. The set of i-simplices of K, will be denoted by KL for 
i = 0, 1,2. The complex K, will have the property that each 2-simplex A in K,’ is contained 
in c?I$ n aI$, where either 
(a) j=i+l(mod2r) or (b) j=i+2(mod2r). 
We then say that A has classes {i, j}. Furthermore, the triangulation will be constructed so 
that, except the 2-simplices that have a side in the xi-axis, we have the following three 
possibilities for a 2-simplex A: 
(1) case (a) above, and there is no k # j, i with some side of A contained in a&; 
(2) case (b) above, and there is no k # i,j with some side of A contained in a&; 
(3)A hasexactlyonesidessothatsEa~naI$ndI$, k=j+l=i+2(mod2r). 
We further require that the vertices have a compatible decomposition into classes a,/I,y 
similarly to the map complexes in [7, p. 2051. 
Next we define positive and negative 2-simplices (cf. [7, p. 2301). We do it first in case 
(a). A normal n to a simplex A E K,’ (at some point in the interior of A) pointing towards 
v is called positive. Similarly, A is called positive if there is a sense-preserving linear self- 
homeomorphism of R3 that maps A into R2 x (0) c R3 so that (the image of) n points to 
the direction of the positive x3-axis and cc, y,p follow in the positive order on the boundary 
of (the image of) A, cf. [7, 4.31. Otherwise A is said to be negative. From this it follows 
that if A and B belong to case (a) with the same indices i,j and with a common side, they 
have opposite signs. 
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Fig. 9. 
Let us now consider the situation described in (3) above. Then a side s belongs to 3 
simplices-say A, B, C-such that A and B both belong to case (a) and C belongs to case 
(b). The situation is as in Fig. 9 (where we have ignored mod2r in the notation). The 
positive normals for A and B are shown by arrows. 
In Fig. 9 both A and B are positive simplices belonging to case (a), but note that they 
have different classes. We now define a positive normal for C to be a normal so that it 
points towards the same direction of rotation with respect to s as the normals of A and B; 
see Fig. 9. Then also C is positive. For other simplices in case (b), we use the rule: if C 
and D belong to case (b) with the same classes {i,j} and with a common side, they have 
opposite signs. 
The next property we require from the triangulation is that the rotation g be an isomor- 
phism in the following sense: 
( 1) if A E K: belongs to case (a) and has classes {i, j}, then gA E Kz belongs to case (a) 
and has classes {i + 1, j + 1); 
(2) if A E K: belongs to case (b) and has classes {i, j}, then gA E K: belongs to case 
(b) and has classes {i + 1, j + 1); 
(3) the classes ~1, /I?, y are preserved under g; 
(4) the positivity and negativity of the 2-simplices are preserved under g. 
We need some more symmetry on K,, and further constructions. We explain these by 
using the set Y and the complex K on Y, corresponding to the complex K,. Let Z denote 
the set where Y is branched. The plane P divides Y into the upper and lower parts 
Y”={xEY:Xs~O}, Y[={xEY:xj GO}. 
The set Y\(ZUP) is a union of its components U in Y\P, where Y has no branching. Each 
component U has classes either {j, j -I- l} or {j, j + 2). 
Consider now the components U of Y,\(Z U P). Each such component is uniquely 
determined by a pair of classes, and we let Ui,j be the component with classes {i, j}. Then 
we have 
for some k, and we fix the indexing so that k = j. We choose one side Sj of K in r2jC, 
called distinguished, and an interior point aj in sj, and these invariantly with respect to the 
translations 2”“. Next we choose for each component U a geometrically realized connected 
tree ,5(U) with the following properties: the vertices of L(U) are interior points of the 
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2-simplices of K in U, and all such simplices are being visited exactly once; the edges of 
L(U) are arcs in some A U B, where A, B E K2 have a common side. Moreover, the choice 
of L(U) is done invariantly with respect to the translations r2m. 
Using the trees L(U) we now form for each index j(mod 2r) two trees Lj and {: as 
follows. The tree Lj is obtained by adding to L(U_ , ,,,+I) an edge connecting aj to the vertex 
of L( l._ l,,j+l ) in A, where A is the uniquely determined 2-simplex of K in q_ r,,j+t with 
s, as a side. The tree Li contains all L( U)‘s except L( &,,j+l) where j does not appear 
as a class, and to these L(U)‘s we add sides connecting to the distinguished sides similarly 
as we did in the definition of Lj, except that we leave one distinguished side, namely sj-1, 
untouched. The added sides are also chosen invariantly with respect to the translations rZm, 
and so we have the equivariance rZmcj = Lj+m, s**L,! = Lj+, All indexing is of course mod 2r. 
5.3. Cave connections 
The purpose of the trees Lj and Lj is to serve as guide lines for the cave connections as 
in [7, 7.2, 8.31. We continue to consider the part Y,, that is, the part of the branched surface 
Y that lies in the closed upper half-space (~3 >‘O}. We now replace each 2-simplex of K 
in Y, formally by a certain number of isometric copies of the simplex; the number depends 
on both the component U and whether the simplex is positive or negative, as defined in the 
preceding section. In a component q,j+t, a positive simplex is replaced by 2r - 1 copies, 
and a negative simplex by 2r + 1 copies of itself; in a component q.-t,j+r, a positive sim- 
plex is replaced by 2r + 2 copies, and a negative simplex by 4r - 2 copies. First picture 
these copies as disjoint, layered above the original simplex. Then the copies will be glued 
along their boundaries in such a way that, when transferred to the system corresponding 
to the original tori Tr , . . . , Tz,, connections result from each set I$ to some copy of every 
original 2-simplex in K,. One should observe here that the sets I$ are also deformed when 
glueings are performed. The principles for performing this glueing are given in [7, 7.2, 8.31. 
The trees ILj and L/ correspond to the trees L in [7, p. 2301. The further requirement here 
is that the glueings are performed equivariantly with respect to the translations r*“‘; it is 
precisely this requirement that forced us to carefully construct the rotationally symmetric 
complex K,. 
A similar process is done for Y/. We require that the resulting complex be invariant 
under the reflection p in the plane P = (x3 = O}. Observe that p interchanges the positive 
and the negative simplices. The trees Lj and L; are being transferred by p to Yf. The glueing 
process in Y, is independent of that in Y,. After the glueing process the original branched 
surface Y* separating the tori TI, . . . , T2, is replaced by a new, more complicated branched 
surface, call it Y’. The complement of Y’ in R3 has again 2r components <‘, . . . , Vi,. and we 
have I; c l$’ for all j = 1,. ,2r. The glueing process is performed in such a way that I$’ 
and I$ remain homeomorphic. The possibility to do this is guaranteed by the special choice 
of the trees Lj and Lj, which in particular guarantees that no new handles appear in I$‘. 
To summarize, one should picture the above glueing process as a simultaneous pinching 
along the boundaries of all the copies of the 2-simplices of the original complex K,, and 
the pinching is performed in a carefully selected manner so that (a) the desired connections 
between the sets I$ result, (b) the pinching is equivariant with respect to the translations 
r*“‘, and (c) the topology of the deformed v’s does not change. The number of the copies 
in each case, as given above, is being dictated by these requirements. We reiterate that the 
details are similar to those in [7, 7.2, 8.31, and therefore omitted here. The reader should be 
aware, however, that there is a considerable combinatorial difficulty involved in this glueing 
process. The complexity of this process is one of the two major obstacles in trying to extend 
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the construction in [7] to higher dimensions (the other is the lack of the deformation theory 
[7, Section 51 in dimensions higher than two). 
5.4. Map complexes on the boundaries of the tori 
We first recall some constructions from [3, p. 881. 
The action $ in Theorem 5.1 is generated by a smooth orientation-preserving quasicon- 
formal map ht:S3 -+S 3, that takes the torus Tt onto S3\int T,.+t , and by the rotation g about 
the xl-axis by angle x/r. On cYT~ fix meridional and longitudinal curves m and 1. Then we 
have the following properties: 
(1) hl(m)=g’(Q ht(l)=g’(m); 
(2) C#J = g’ 0 ht lL?Tt is an involution; 
(3) h, = g’ 0 h,’ 0 g-‘. 
Write 
hjXgj-t oh, ogl-j, j=2,...,r. 
The action of g on {ht,...,h,.,h;’ , . . . , h;’ } is a cyclic permutation. The group r generated 
by h 1, g is a semidirect product F, >cl Z p of the free group F, of r generators hl, . . . , h, and 
the cyclic group Zzr generated by g. 
We present a fundamental domain of T1 by the unit square Z2 = [0, l] x [0, 11, and the 
curves m and 1 by 
m(t) = (0, t), l(t) = (6 O), O<t<l. 
We may assume that the involution C#I is the reflection (t,u) H (u, t) with respect to the 
diagonal {(t, t) : t E [0, 11). Next we triangulate Z2 into congruent triangles so that the trian- 
gulation is invariant under C#I. The number of triangles is given later in Section 5.5. Denote 
the corresponding 2-complex on aTt by Gt. Recall that Tt is sitting inside F’, which is 
a region homeomorphic to the interior of a genus 2 surface unknottedly embedded in R3. 
(Note, however, that ay’ is far from being such a surface itself.) Our first task now is to 
transfer the complex Gt on dT1 to an unknotted smooth genus 2 surface RI lying in &‘\T, 
such that the bounded component St of R3\Rt contains TI. We also choose RI so that y’\Sl 
is homeomorphic to RI x (0, 11. The topological situation is shown in Fig. 10, where part 
of the symmetry from Fig. 8 is taken into account, in particular, the symmetry about the 
plane P. 
The topological disk D has boundary in RI, and it lies on the plane P. The plane through 
the points p and q, which is perpendicular to D, meets in Fig. 10 the boundary dT1 in two 
simple closed curves. We assume that 1 is the one that is closer to D. We are going to 
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transfer the complex G1 to RI by a certain Ilow which branches on the line segment [p,q]; 
the flow curves are shown in Fig. 11. In other parts, we simply move G1 “radially” towards 
RI. This gives on RI a 2-complex 61 with the same number of 2-simplices as in G1. 
5.5. Definition of the quasiregular map f 
In the first step, we give the definition of f in &‘\int T,. We start out much in the 
same way as in Section 4.5. Let u be a Mobius transformation of K3 that sends the circle 
S’ c R2 c R3 to the extended xl-axis. Set w = U-’ o g o U. Fix so = n/lOOr. The map f 
on c3T, is taken as an Alexander map defined by the complex G1 onto the sphere S’(ss) 
(cf. [7, Section 41). The flow from 8T, to RI gives on each flow level an Alexander map 
onto a sphere s*(t), t >sg. We fix this so that RI is a map onto S2(2so). The complex K, on 
Y* together with the copies of 2-simplices of K, and their glueings as in Section 5.3 give 
a number, say p, of 2-simplices in al$’ (same number for all j). The number of 2-simplices 
in the complex G1 on TL is chosen to be the number p. (Note that we may always add pairs 
of 2-simplices to K*.) 
Next we define f in the part q\Sl. Although F’\S, is homeomorphic to RI x (0, 11, 
there is no canonical flow from the complex G, on RI to 84’. For this reason, we use the 
deformation theory from [7, Section 51 together with the technique from [7, 7.61 to extend 
the definition of f to q\Sl. 
To this end, let W be the Mobius transformation that fixes S’ pointwise and takes the 
disk E2 c R2 c R3 onto the spherical cap A c H+ which makes a dihedral angle rc/2r with 
B*, where H+ = (x3 > 0). Thus W* = w. Then B3(4ss) lies in the bounded component DI of 
the complement of A, = A U w-‘A. The boundary 86’ is mapped onto A, and q\Sl onto 
D1\B3(2ss). The details are similar to those in [7, 7.61, and are omitted. Call the map so 
defined in c\int TI by fi. 
In the remaining part of R3 we define f by using the action of Ic/. First, in T\int 5, we 
Put 
f(x) = wj 0 fi 0 g-j(x), x E T\int q. (16) 
At this point, f is defined in the complement of the interiors of the 2r tori T,, . . . , T2r, 
and the image of this set under f is the complement of 2r disjoint round balls B1, . . . , Bzr, 
where Bj = wj-*B3(so). Since the construction of the complex K, and the glueings of the 
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copies of 2-simplices of K, are performed equivariantly with respect to the rotation g, we 
may define fi originally so that ( 16) is well defined also on common boundaries aI$’ n 8VL. 
Technically, this is achieved by defining barycentric coordinates in the 2-simplices so that 
they are invariant under the rotation g. 
Next we let 8 be a Mobius transformation that maps the ball 81 onto i?3\B,+r and such 
that w’ o 0 interchanges the hemispheres S:(Q) and So. We put 
f(x)=tIofoh~‘(x) for xEhr(R3\int(Tr U...UTp)). (17) 
We must take care that formula (17) coincides with the definition of fi on Hr. But this 
just amounts fixing the Alexander map on L?Tt in a canonical way. Recall that g’ o hr l8Tr is 
the involution 4 obtained by reflecting in the diagonal of I*. 
The Mobius transformations 8 and w generate a Mobius group T”, which is isomorphic 
to I?, and hence to F, x Zz,.. The isomorphism 1. : I? -+ I” is given by 
4h)=Q, +I) = w. 
We extend f to all of T’(R3\int(Tr U . U Tz,.)) by 
f(x)=@)of&(x) (18) 
if y-‘(x)ER3\int(Tr U ... U Tzr) and y E I?. The choices have been made so that f(x) is 
well defined by (18). Finally, we extend f to the Cantor set R3\T’(R3\int(T, U . . . U TIN)) 
by continuity. 
‘This completes the definition of the map f, which is quasiregular by construction, and 
hence the required map of Theorem 5.1. 
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