This paper proposes a simplified binary version of the artificial fish swarm algorithm (S-bAFSA) for solving 0-1 quadratic knapsack problems. This is a combinatorial optimization problem, which arises in many fields of optimization. In S-bAFSA, trial points are created by using crossover and mutation. In order to make the points feasible, a random heuristic drop item procedure is used. The heuristic add item is also implemented to improve the quality of the solutions, and a cyclic reinitialization of the population is carried out to avoid convergence to non-optimal solutions. To enhance the accuracy of the solution, a swap move heuristic search is applied on a predefined number of points. The method is tested on a set of benchmark 0-1 knapsack problems.
Introduction 1
In this paper, we are particularly interested in the 0-1 quadratic knap- follow. Glover and Kochenberger [7] reformulated the 0-1 QKP to un-10 constrained binary quadratic problem and solved using Tabu search. In 11 [13] , a hybridization of the genetic algorithm with greedy heuristic based 12 on the absolute-profit to weight ratio is proposed. Here, the capacity con- Unlike the stochastic methods, the outcome of a deterministic method found in [19] .
25
The artificial fish swarm algorithm (AFSA) is an example of a stochas-26 tic method that has recently appeared to solve continuous and engineering 27 design optimization problems [11, 12, 24, 25] . When applied to an optimiza-28 tion problem, a 'fish' represents an individual point in a population. The 29 algorithm simulates the behavior of a fish swarm inside water. At each iter-30 ation, trial points are generated from the current ones using either a chasing 31 behavior, a swarming behavior, a searching behavior or a random behavior.
32
Each trial point competes with the corresponding current and the one with The purpose of the herein presented study is to simplify the procedures and thereafter an uniform crossover is operated to create the trial points.
27
A simple 4-flip mutation is performed in the best point of the population 28 to generate the corresponding trial point. To make the points feasible, the 29 new S-bAFSA uses a random heuristic drop item procedure followed by an The organization of this paper is as follows. The proposed simplified bi-36 nary version of the artificial fish swarm algorithm is described in Section 2.
37
Section 3 describes the experimental results and finally we draw the conclu- In the previous binary version of AFSA [1] , each trial point is created 3 from the current one by using the original concept of 'visual scope' of a point.
4
To identify the points inside the 'visual scope' of each individual point, the
5
Hamming distance is used. For points of equal bits length, this distance is algorithm converges to a non-optimal solution.
10
To address these issues, we present a simplified binary version with the 11 following properties.
12
• The concept of 'visual scope' of an individual point is discarded.
13
• The selection of each fish/point behavior does not depend on the num-14 ber of points in the neighborhood of that point but rather on two target 15 probability values.
16
• The swarming behavior is never performed since the central point may
17
not depict the center of the distribution of solutions.
18
• A random heuristic drop item procedure to make infeasible solutions 19 to feasible ones, and an add item operation, are combined to further 20 improve the feasible solutions.
21
• A simple heuristic search based on swap moves is implemented on a 22 predefined number of points randomly selected from the population,
23
aiming to obtain more accurate solutions.
24
• The population is randomly reinitialized to diversify the search and 25 avoid convergence to a non-optimal solution.
26
Details of the proposed S-bAFSA to solve the 0-1 knapsack problem (1)
27
are described in the following. The first step of S-bAFSA is to design a suit- if MOD(t, R) = 0 then 5:
Reinitialize population
Perform random drop item and add item, evaluate population and identify x best and f best 7:
end if 8:
if k = best then 10:
Perform 4 flip-bit mutation to create trial point y Generating trial points in S-bAFSA After initializing N individual 3 points, crossover and mutation are performed to create trial points in succes-4 sive iterations based on the fish behavior of random, searching and chasing. We introduce the probabilities 0 ≤ τ 1 ≤ τ 2 ≤ 1 in order to perform the move-6 ments of random, searching and chasing. The fish behavior in S-bAFSA that 7 create the trial points are outlined as follows.
8
In random behavior, a fish with no other fish in its neighborhood to 9 follow, moves randomly looking for food in another region. This behavior is implemented when a uniformly distributed random number rand(0, 1) 1 is 1 less than or equal to τ 1 . In this behavior the trial point y k is created by 2 randomly setting 0/1 bits of length n.
3
The chasing behavior is implemented when a fish, or a group of fish in the 4 swarm, discover food and the others find the food dangling quickly after it.
5
This behavior is implemented when rand(0, 1) ≥ τ 2 and it is related to the 6 movement towards the best point found so far in the population, x best . Here, 7 the trial point y k is created using a uniform crossover between x k and x best .
8
In uniform crossover, each bit of the trial point is created by copying the 9 corresponding bit from one or the other current point with equal probability.
10
When fish discovers a region with more food, by vision or sense, it goes 11 directly and quickly to that region. This is the searching behavior and is 12 related to the movement towards a point x rand where 'rand' is an index and x k is performed to create the trial point y k .
16
In S-bAFSA, the three fish behavior previously described are implemented 1 We note that the procedure used to generate a random number in C (rand()/(RAND MAX + 1)) may give a zero number but will never give a one. The absolute-profit to weight ratios δ i , i = 1, 2, . . . , n can also be used in value with respect to the corresponding current points.
2
Termination conditions Let T max be the maximum number of iterations.
3
Let f best be the maximum objective function value attained at iteration t and 4 f opt be the known optimal value available in the literature. The proposed 5 S-bAFSA terminates when the known optimal solution is reached within a 6 tolerance > 0, or T max is exceeded, i.e., when
holds. However, if the optimal value of the given problem is not known, the 8 algorithm may use another condition, for example, one based on the total 9 number of function evaluations or the computational time since the start of 10 the algorithm.
11
Reinitialization of the population When testing bAFSA [1] , it was no-12 ticed that, in some cases, the points in a population converge to a non-optimal 13 point. To diversify the search, we propose to randomly reinitialize the popu- 
Experimental Results

17
We (or near optimal according to an error tolerance) to an instance in a run, then 5 the run is considered to be a successful one. Table 1 contains the acronyms 6 of the performance criteria used in this paper. The results obtained among 50 runs and among successful (succ.) runs 8 of the two sets of problems are summarized in Table 2 . From the table, it is S-bAFSA will be tested with τ 1 = 0.1, τ 2 = 0.9.
12
We now aim to analyze the effect of different types of crossover (used to be copied from the corresponding group from one or the other point, with 22 equal probability. This procedure is repeated for the other groups of bits.
23
We note that in uniform and two point uniform crossover, one trial point is 24 created from two points, whereas in one point and two point crossover, two 
30
We observe that, based on all performance criteria, S-bAFSA using uniform as suggested in [1] . Fifty independent runs were carried out with each in-37 stance using each algorithm. Figure 1 shows the comparison based on 'Nsr', 38 'AT', and 'BT'. Both bAFSA and S-bAFSA solved all the problems with 1 n = 200 to optimality in all runs. We observe that S-bAFSA performs better 2 than the bAFSA, in particular with the largest problems. Thirdly, we compare S-bAFSA with the greedy version of the genetic 4 algorithm (GGA) [13] . We note that GGA and S-bAFSA have in common Finally, we compare S-bAFSA with a novel global harmony search algo-9 rithm, NGHS [27], using a set of ten 0-1 LKP (see Table 6 ). NGHS used and an add item operation are used to make the points feasible and improve 
