Abstract. For solving linear ill-posed problems regularization methods are required when the right hand side and the operator are with some noise. In the present paper regularized solutions are obtained by Tikhonov regularization in Hilbert scales and the regularization parameter is chosen by the generalized discrepancy principle. Under certain smoothness assumptions we provide order optimal error bounds that characterize the accuracy of the regularized solution. It appears that for getting small error bounds a proper scaling of the penalizing operator B is required. For the computation of the regularization parameter fast algorithms of Newton type are constructed which are based on special transformations. These algorithms are globally and monotonically convergent. The results extend earlier results where the problem operator is exactly given. Some of our theoretical results are illustrated by numerical experiments.
Introduction
In this paper we are interested in solving ill-posed problems
where A 0 ∈ L(X, Y ) is a linear, injective and bounded operator with non-closed range R(A 0 ) and X, Y are Hilbert spaces with corresponding inner products (·, ·) and norms · . Throughout we assume that y 0 ∈ R(A 0 ) so that (1.1) has a unique solution x † ∈ X. We further assume that (y 0 , A 0 ) are unknown and (i) y δ ∈ Y is the available noisy right hand side with y 0 − y δ ≤ δ, (ii) A h ∈ L(X, Y ) is the available noisy operator with A 0 − A h ≤ h. In recent literature, many aspects of treating ill-posed problems with noisy right hand side and noisy operator have been studied, see, e. g., [1, 4, 6, 10, 11, 12, 15, 22, 23, 24, 26, 37, 39, 43, 48] . Ill-posed problems with noisy right hand side and noisy operator arise in different applications. For example, in astronomical observations the point spread function may be changing due to unknown physical conditions leading to a problem with only partially known forward operator. Some special applied ill-posed problems with noisy operators may, e. g., be found in [2, 18, 20, 29, 36] .
The numerical treatment of ill-posed problems (1.1) with noisy data (y δ , A h ) requires the application of special regularization methods. In the method of Tikhonov regularization in Hilbert scales a regularized solution x δ,h α is obtained by solving the minimization problem 2) where α > 0 is the regularization parameter, B : D(B) ⊂ X → X is some unbounded densely defined self-adjoint strictly positive definite operator and s is some generally nonnegative real number that controls the strength of smoothness to be introduced into the regularization method. In many practical problems the operator B is chosen to be a differential operator.
In the special case h = 0, Tikhonov regularization in Hilbert scales has been introduced by Natterer [33] . In Natterer's paper it is shown that under the assumptions B
−a x ∼ A 0 x and B p x † ≤ E the Tikhonov regularized solution x δ,0 α of the problem (1.2) guarantees order optimal error bounds x δ,0 α − x † = O(δ p/(a+p) ) for the p-range 0 < p ≤ 2s + a in case α is chosen a priori by α ∼ δ 2(a+s)/(a+p) . In the meantime regularization in Hilbert scales became quite popular, see, e. g., [34, 38, 40, 41] , where method (1.2) has been studied with α chosen a posteriori by the discrepancy principle, [5, 41] where method (1.2) has been generalized to a general regularization scheme, [14, 25, 27, 28, 32] , where extensions to the case of general source conditions including infinitely smoothing operators A 0 have been treated or [5, 17, 21, 35, 38, 42] , where extensions to the nonlinear case may be found. To the authors best knowledge, however, there seem to be no results in the more general case h = 0.
The accuracy of the regularized solution x This a posteriori rule for choosing α goes back to Goncharsky et al. [7, 8] . For B = I, the generalized discrepancy principle has intensively been studied by Vainikko in the influential contributions [46, 47, 48] . For the more general case B = I some results may be found in [16, 31, 43, 44, 45, 49] .
The paper is organized as follows. In Section 2 we give order optimality results for regularized solutions obtained by method (1.2) with α chosen by the generalized discrepancy principle(1.3). In particular, we point out that a proper scaling of the operator B is required and discuss in some detail the standard case s = 0. In Section 3 we discuss computational aspects for method (1.2) with the parameter choice (1.3) in the special case h = 0. We study properties of equation (1.3) and transform this equation into an equivalent equation with two free parameters (µ, ν). We search for parameters (µ, ν) ⊂ R 2 for which Newton's method for computing the regularization parameter converges globally and monotonically. In Section 4 we extend our results of Section 3 to the more general case h > 0 and construct globally convergent Newton type methods for solving the nonlinear equation (1.3).
In the final Section 5 we provide numerical experiments that illustrate some of our theoretical results.
Order optimal error bounds
In order to guarantee convergence rates for x δ,h α − x † , certain smoothness assumptions are necessary which we formulate in terms of some densely defined unbounded self-adjoint strictly positive operator B : X → X. We introduce a Hilbert scale (X r ) r∈R induced by B which is the completion of ∩ ∞ k=0 D(B k ) with respect to the Hilbert space norm x r = B r x , r ∈ R and consider the following two classical assumptions. Assumption A1. For some positive constants m and a we assume the link condition m x −a ≤ A 0 x for all x ∈ X.
Assumption A2. For some positive constants E and p we assume the solution smoothness x † = B −p v with v ∈ X and v ≤ E, that is,
Assumption A1 characterizes the smoothing properties of the operator A 0 relative to the operator B −1 , and Assumption A2 characterizes the smoothness of the unknown solution x † allowing the study of different smoothness situations for x † . It can be shown that under a two-sided link condition A 0 x ∼ x −a and Assumption A2, the best possible worst case error for identifying x † from noisy data (y δ , A h ) is of the order O (δ + h) p/(p+a) . From [45] we know that the regularized solution x δ,h α with α chosen by the generalized discrepancy principle provides the optimal order for s = p. Since p is generally unknown there arises the question about order optimal error bounds if regularization is carried out with s = p. An order optimality proof for the p-range p ∈ [1, 2 + a] in case s = 1 may be found in [43] . We follow this way of proof, exploit the interpolation inequality
which holds true for any r ∈ [−a, s], a + s = 0 (see, e. g., [19] ) and obtain Theorem 2.1. Let B −1 ≤ 1, let Assumptions A1 and A2 with p ∈ [s, 2s + a] be satisfied and let x δ,h α be the Tikhonov regularized solution of problem (1.2) with α chosen by the generalized discrepancy principle (1.3). Then,
Proof. In our first step of the proof we show that for α chosen by (1.3) we have
For the proof of (2.3) we use
Now, estimate (2.2) follows from (2.4) with x = x δ,h α and (2.8).
From Theorem 2.1 we obtain Corollary 2.2. Let x δ,h α be the Tikhonov regularized solution of problem (1.2) with s = 0, let α be chosen by the generalized discrepancy principle (1.3) with s = 0 and let
Proof. For the choice B = (A * A) −1/2 , Assumption A2 is equivalent to the source condition x † = (A * A) p/2 v with v ≤ E and A1 holds true with a = 1 and m = 1. Hence, the result of Corollary 2.2 follows from Theorem 2.1.
2 may also be found in [48] . The proof in [48] is done for a general regularization scheme and requires to choose α from the nonlinear equation
with some C > 1. The convergence rate proof in [48] is more complicated as our proof and provides compared with our estimate (2.9) larger constants that even depend on h and are therefore only valid for h sufficiently small. Now we consider without loss of generality the special case s = 1 and ask the question if replacing B by βB with some constant β influences the accuracy of the regularized solution. The answer is yes in the case h = 0 for the regularized solution of problem (1.2) with α chosen by the generalized discrepancy principle (1.3). Assume that x δ,h α,β is obtained by solving min
with α chosen by the generalized discrepancy principle, that is, α = α D is the solution of the equation
Then we observe two limit relations:
α,β be given by (2.10) with α = α D chosen by the generalized discrepancy principle (2.11). Then, following two limit relations are valid:
The observation in Proposition 2.4 has consequences. A wrong choice of β leads to a bad regularized solution x δ,h α,β . For β chosen too large, the regularized solution is close to zero, whereas for β chosen too small, the regularized solution is generally highly oscillating. As a result, there exists an optimal β-value for which the total error becomes minimal. The error bound in Theorem 2.1 tells us that β = 1/ B −1 seems to be a good a priori choice.
3. Tikhonov regularization in the special case h = 0
In this section we discuss computational aspects for method (1.2) with the parameter choice (1.3) in the special case h = 0. Without loss of generality we restrict our considerations to the special case s = 1. In this special case, the regularized solution of problem (1.2) with A h replaced by A 0 will be denoted by x δ α . For computing this regularized solution with α = α D chosen by the discrepancy principle (1.3), we observe that α = α D may be found by solving the nonlinear equation
Our next proposition tells us that f : R + → R is monotonically increasing and that equation (3.1) possesses a unique positive solution α D > 0 provided
Here P is the orthogonal projector onto R(T ) ⊥ and T is given by T = A 0 B −1 .
+ → R is continuous and obeys the limit relations
(ii) f : R + → R is monotonically increasing and its derivative is given by
(iii) f : R + → R is convex for small α-values, but concave for large α-values. Its second derivative is given by The proof of Proposition 3.1 is standard and may be derived from results in [5] . From property (iii) we conclude that global and monotone convergence of Newton's method for solving equation (3.1) cannot be guaranteed. In the literature, different alternatives for solving nonlinear equations of the type (3.1) have been proposed:
(1) In [9] , see also [5, Prop. 9 .8], the function g(r) := f (r −1 ) is introduced. This function appears to be decreasing and convex. As a consequence, Newton's method for solving g(r) = 0 converges for arbitrary positive starting values r 0 < r D globally and monotonically from the left to the unique solution r D = α (1) to introduce the function h :
and to ask following question: For which pairs (µ, ν) ⊂ R 2 it can be guaranteed that Newton's method applied to the nonlinear equation g(r) = 0 converges globally and monotonically to the unique solution
To answer this question we start by computing the first two derivatives of g. 
and
Proof. The function g possesses the representation
For the first derivative we have
We use the identity f 1 = f , exploit that f is given by (3.3) and obtain (3.6). For the second derivative of g we have
We use the identities f 1 = f and f 1 = f , exploit that f and f are given by (3.3) and (3.4), respectively, and obtain
We rewrite the first summand by using the identity (Bv, Bx) = r −ν (A 0 v, y δ − A 0 x), rewrite the second summand by using the identity (Bv, Bx) = A 0 v 2 + r ν Bv 2 , collect terms and obtain (3.7).
The use of formulas (3.6) and (3.7) allows us to search for (µ, ν)-domains G ⊂ R 2 with non-changing sign for the derivatives g and g . In particular, we will show that the situation of Figure 1 is valid. In the proof which is given in the next proposition we exploit in some parts of G = ∪ 4 i=1 G i that due to Cauchy-Schwarz inequality we have
Figure 1: (µ, ν) -domain G with non-changing sign for the derivatives g and g Proposition 3.3. Let G 1 -G 4 be the domains of Figure 1 . Then, g :
Proof. For the first and second derivative of g we use the formulas (3.6) and (3.7) of Proposition 3.2, respectively, observe that (Bv, Bx) > 0, decompose the second derivative into the sum g (r) = s 1 + s 2 + s 3 and distinguish four cases.
∧ µν ≤ 1}: In this case we have g > 0, s 1 < 0 for µ < 2, s 1 ≥ 0 for µ ≥ 2, s 2 ≤ 0 and s 3 < 0. Hence, in the subcase µ < 2 we have g (r) < 0. In the subcase µ ≥ 2 we use (3.8) and
which yields g (r) < 0 and proves part (ii) for
In this case we have g > 0, s 1 > 0, s 2 < 0 and s 3 ≤ 0. Due to (3.8), the first summand can be estimated by
which yields (3.9). Hence, g (r) < 0, which proves part (ii) for
In this case we have g < 0, s 1 ≥ 0 for µ ≥ 2, s 1 < 0 for µ < 2, s 2 > 0 and s 3 ≥ 0. Hence, in the subcase µ ≥ 2 we have g (r) > 0. In the subcase µ < 2 we use (3.8) and obtain
which yields g (r) > 0 and proves part (i) for (µ, ν) ∈ G 4 .
In the next proposition we formulate conditions under which Newton's method for solving nonlinear equations converges globally and monotonically. Proposition 3.4. Let g : R + → R be twice continuously differentiable and assume that the equation g(r) = 0 has a unique solution r D > 0. Assume further that the starting value r 0 obeys 0 < r 0 < r D and that either (i) g < 0 and g > 0 or (ii) g > 0 and g < 0.
Then, Newton's method for solving g(r) = 0 converges globally and monotonically from the left and the speed of convergence is locally quadratic.
Due to formula (3.6), Newton's method r k+1 = r k − g(r k )/g (r k ), k = 0, 1, 2, . . . , for solving the nonlinear equation (3.5) possesses the form
From Propositions 3.3 and 3.4 we obtain that this iteration method converges monotonically from the left for arbitrary starting values r 0 ∈ (0, r D ) and arbitrary Remark 3.6. We made numerical experiments to check for which (µ, ν) the Newton iteration (3.10) gives fast convergence of the sequence (α k ) := (r ν k ). We found that in the domain (µ, ν) ∈ G 1 ∪ G 2 fast convergence is guaranteed for (µ, ν) = (2, 0.5) and that in the domain (µ, ν) ∈ G 3 ∪ G 4 fast convergence is guaranteed for (µ, ν) = (−1, −1). Due to this observation and the results of Theorem 3.5 we propose following strategy of applying Newton's method 
4: Update
Our next proposition tells us that f is monotonically increasing and that equation (4.1) possesses a unique positive solution α D > 0 provided
Here P h is the orthogonal projector onto R(T h ) ⊥ , T h is given by T h = A h B −1 and x † δ,h is the Moore-Penrose solution of the perturbed linear system T h x = y δ (if it exists). If x † δ,h does not exists, then Bx δ,h α → ∞ for α → 0 and the left inequality of (4.2) is automatically satisfied. 
(ii) f : R + → R is monotonically increasing and its derivative is given by 
with two free parameters (µ, ν) and ask, as in Section 3, the following question: For which pairs (µ, ν) ⊂ R 2 it can be guaranteed that Newton's method applied to the nonlinear equation g(r) = 0 converges globally and monotonically to the unique
To answer this question, we decompose the functions h and g into the sum h = h 1 + h 2 and g = g 1 + g 2 , respectively, where
We observe that for the derivatives of g 1 there hold analogous formulas as given in Proposition 3.2. For the first two derivatives of the function g 2 we have 
Proof. Consider the equation (A
Differentiating both sides by α yields
Consequently,
Consider the equation
α . Differentiating both sides by α yields
Now we introduce the function f 2 (α) = δ + h Bx δ,h α . Due to (4.7), the first derivative is given by
( 4.9) From (4.7), (4.8), (4.9) and quotient rule we obtain
The functions g 2 and f 2 are related by g 2 (r) = −f µ (r ν ). Consequently,
Substituting f 2 and (4.9) into (4.11) gives (4.5). From (4.11) we have
Substituting f 2 , (4.9) and (4.10) into (4.12) gives (4.6).
The use of formulas (4.5) and (4.6) allows us to search for (µ, ν)-domains H ⊂ R 2 with non-changing sign for the derivatives g 2 and g 2 . In particular, we will show that the situation of Figure 2 is valid. In the proof which is given in the next proposition we exploit in some parts of H = ∪ Figure 2 . Then, g 2 : R + → R defined by (4.4) obeys (i) g 2 < 0 and g 2 > 0 for (µ, ν) ∈ H 1 ∪ H 4 and (ii) g 2 > 0 and g 2 < 0 for (µ, ν) ∈ H 2 ∪ H 3 .
Proof. Scalar multiplication of the equation (A
We substitute this expression into the third summand of (4.6), collect terms and obtain 
We write both expressions E and F in the form
use for the first derivative of g 2 the formula (4.5) and distinguish four cases.
In this case we have g 2 < 0, s 1 < 0, s 2 > 0 and s 3 ≥ 0. Due to (4.13), s 1 can be estimated by s 1 ≥ µν 2 Bv 2 Bx 2 . Hence,
which implies E > 0. Furthermore, s 4 < 0, s 5 > 0 and s 6 ≥ 0. Due to (4.13),
Hence,
which gives F ≥ 0 and proves part (i) for
In this case we have g 2 > 0, s 1 > 0, s 2 < 0 and s 3 ≤ 0. We use (4.13) and obtain s 1 ≤ µν 2 Bv 2 Bx 2 . Consequently,
which yields E < 0. Furthermore, we have s 4 < 0 for µ > 2, s 4 ≥ 0 for µ ≤ 2, s 5 < 0 and s 6 ≤ 0. Hence, in the subcase µ > 2 we have F < 0. In the subcase µ ≤ 2 we estimate s 4 by s 4 ≤ −µ(µ − 2)ν 2 Bv 2 Bx 2 and obtain
which gives F < 0 and proves part (ii) for (µ, ν) ∈ H 2 .
In this case we have g 2 > 0, s 1 < 0, s 2 ≤ 0 and s 3 < 0, which gives E < 0. Furthermore, we have s 4 < 0, s 5 ≤ 0 and s 6 < 0, which gives F < 0 and proves part (ii) for (µ, ν) ∈ H 3 .
Case
From this estimate we obtain (4.14). This estimate yields F > 0 and proves part (i) for (µ, ν) ∈ H 4 .
Due to formulae (3.6) and (4.5), Newton's method r k+1 = r k − g(r k )/g (r k ), k = 0, 1, 2, . . . , for solving the nonlinear equation (4.1) possesses the form
. From Propositions 3.3, 3.4 and 4.3 we obtain that this iteration method converges monotonically from the left for arbitrary starting values r 0 ∈ (0, r D ) and arbitrary (µ, ν) ∈ G ∩ H, where G is given in Figure 1 and H is given in Figure 2 . ( 
4: Update r
new := r − d µ − (δ + hn) µ µνr ν−1 s r ν d µ−2 + hn −1 (δ + hn) µ−1 . 5: if |r new − r| ≥ ε|r| then r := r new , α := r ν , x := (A * h A h + αB * B) −1 A * h y δ , d := A h x− y δ and goto 3 else stop.
Numerical experiments
In this section we provide different numerical experiments. In the first two subsections we provide our test examples and discuss how we choose B. In a third subsection we perform experiments that confirm the facts mentioned in the Remark 4.5. In a fourth subsection we illustrate the theoretical results of the order optimal error bounds of Theorem 2.1 and in a fifth subsection we investigate the infuence of a second parameter β as discussed in Proposition 2.4.
Test examples.
As test examples we use approximations of the first kind Fredholm integral equation
, leading to ill-conditioned linear systems of equations. Introducing the nodes t j = s j = jτ , j = 0, . . . , n, with step size τ = 1/n, and searching for discretized solutions x(t) = n j=1 x j ϕ j (t) with zero order spline basis functions
for t ∈ [t j−1 , t j ] leads to the Galerkin approximation A 0 x = y for (5.1) with A 0 = (a ij ),
Example 5.1. In our first test example we use for A 0 the matrix with elements (5.2), for x † the vector with coordinates x j := √ τ x(t j − τ /2) and for y 0 the vector y 0 := A 0 x † . For the functions in (5.1) we use
The matrix −A 0 can be generated by the Matlab function deriv2 from [13] .
Example 5.2. Our second test example is analogous to Example 5.1, however, instead of x(t) and y(s) we use
x(t) = t and y(s) = s 6 (s 2 − 1).
We note that by the finite dimensional approximations in Examples 5.1 and 5.2 it is guaranteed that
For modeling noise in the right hand side y 0 and in the matrix A 0 , for given nonnegative σ y and σ A we compute y δ = y 0 + σ y y 0 2 e 2 e, and
where e = (e i ) is a random vector with e i ∼ N (0, 1) and E = (e ij ) is a random matrix with e ij ∼ N (0, 1). In this way of modeling noise we guarantee that for the relative errors we have y 0 − y δ 2 / y 0 2 = σ y and
The noise levels δ and h are then given by δ = σ y y 0 2 and h = σ A A 0 F .
For σ y = 0.03 the vectors √ n · y 0 and √ n · y δ are displayed in Figure 3 and for σ A = 0.03 the matrices n · A 0 and n · A h are displayed in Figure 4 . 
Choosing the operator
Checking Asumptions A1 and A2 we have ).
(iii) The function x(t) = t of Example 5.2 obeys Assumption A2 for all p ∈ [0, 1 2 ).
We note that the operator
The discrete approximations for B 2 and B are given by the matrices B 2 and B 1 , respectively, where
For the smallest eigenvalue λ min of B 2 there holds λ min = 2 1 − cos
Hence, in order to guarantee the assumption B −1 ≤ 1 in Theorem 2.1, we will work in our experiments with B := n+1 π B 1 .
Number of iterations.
In this subsection we perform experiments that confirm the facts mentioned in the Remark 4.5. All experiments have been done with s = 1. From Theorem 4.4 we know that Newton's method for solving equation (4.1) converges globally for any (µ, ν) ∈ G ∩ H, where for ν > 0 we have monotone convergence from the left, while for ν < 0 we have monotone convergence from the right with respect to α. We made different experiments and collect two of them in Table 1 and Table 2 . From our experiments we found the pair (µ, ν) = (2, 1 2 ) in the range ν > 0 and the pair (µ, ν) = (−2, − 1 2 ) in the range ν < 0, which provide the smallest number of iterations compared with other pairs. Due to these numerical results, we have used these two pairs in Algorithm 2. . Choosing s = 1, this rate can be obtained by method (1.2) with the parameter choice (1.3).
(ii) For B chosen by (5.3), the best possible error bound for identifying the function x(t) = t of Example 5.2 from noisy data (y δ , A h ) is of the order O((δ + h) q ) for any q < . Choosing s = 1, the assumption p ∈ [1, 2 + a] in Theorem 2.1 is violated and we cannot conclude that method (1.2) with the parameter choice (1.3) provides the best possible order. Therefore, we will check this by numerical experiments. In our numerical experiments the regularization parameter α D has been computed by Algorithm 2 with ε = 0.001. In order to keep the discretization error small we have used the dimension number n = 400 in all computations. We note that for both Examples 5.1 and 5.2 we performed computations with σ y = 0 and different σ A . In all examples, the matrix A 0 has been randomly perturbed 20 times. For every perturbed matrix A h the regularization parameters α D and the regularized solutions have been computed, and the error values in Tables 3 and 4 represent corresponding mean values. In Table 3 we added the theoretically error bound (ii) Due to the limit relations (i) and (ii) of Proposition 2.4, the error e(β)
is growing for growing β-values β > β opt and also growing for decreasing β-values β < β opt . (iii) We observed that for growing dimension numbers n the optimal parameter β opt is growing. (iv) We do not know how to determine β opt . In Table 5 which obeys the assumption (βB 1 ) −1 ≤ 1 of Theorem 2.1.
