Abstract-This paper describes an agent-based sensor net sampling scheme for observing distributed phenomena. The proposed scheme imposes a uniform bound on the conditional entropy of reconstruction uncertainty, adapts to variations in signal smoothness, and provides a simple mechanism for multi-resolution analysis in sampling a distributed phenomenon.
I. Introduction
The emergent sensor net technology promises to drastically enhance human's capability to observe physical phenomena at close range and in real time. However, to realize such vision, one needs to overcome several challenges. One is how to deal with the large amount of data generated by sensor nets. Sensor nets have a serious scalability issue regarding to data transport capacity, as convincingly demonstrated in [1] . That is: as the number of nodes in the network approaches infinity, the data transport capacity per node approaches zero. This problem is especially acute when one intends to observe large-scale distributed phenomena because of the huge amount of data generated. Another issue of great concern in sensor nets is how to task a massive number of resource-constrained sensor nodes without incurring excessive overhead.
This paper explores an approach that attempts to answer both challenges mentioned above. First, to deal with the large amount of data, we adopt a multi-resolution approach, i.e., transporting just enough data so that the user's reconstruction uncertainty requirement is met. Unlike previous efforts [2] [3] , which are based on preconfigured infrastructures such as a recursive grid or quad tree, our method uses the signal landscape itself to provide the substrate for multi-resolution analysis, which incurs minimal overhead. Second, to task a sensor net, rather than directly programming the individual sensor nodes, we adopt the approach of programming a set of agents, which carries all the instructions that individual sensor nodes need only to passively respond to. Such approach promotes flexibility and facilitates instant reprogramming.
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Compared to previously proposed data collection/ aggregation/compression schemes for sensor nets, our proposed approach has the following benefits. First, our proposed scheme does not require a pre-data-collection configuration phase, such as those to distribute an interest throughout the network [4] or to setup a recursive grid or quad tree rooted at the data sink [2] [3], and thus avoids the associated cost. The cost of this configuring phase is comparable to that of one round of data collection from the entire field, since broadcast (configuration) and converge cast (data collection) are time-reversal mirror images of each other. Such cost is justifiable if the data collection process is of long duration and the data sink is fixed in location, since it is amortized over many rounds of data collection. However, this cost becomes excessive when the user needs only one snap-shot of the signal field and/or the user is moving around in the field, which indeed is an important use case in situations such as emergence response and digital battleground. Second, important from an architecture point of view, our approach decouples the usage and capability of sensor nets. That is: a user, through her agents, on a per use basis, determines how much uncertainty to tolerate, how much data to collect, what kind of compression method to use, and how to reconstruct the data; while the sensor net simply, passively responds to the instruction of user's agents.
Next, in Section II, we outline the proposed sampling scheme; we describe the selective sampling strategy, which forms the basis our sampling scheme in Section III. We provide the implementation details of our proposed sampling scheme in Section VI, present our simulation results in Section V, and conclude in Section VI.
II. Outline of the Proposed Sampling Scheme
In this paper, we consider the problem of using agents for sampling a distributed phenomenon, that is: taking a snap shot of a random signal field. The proposed scheme can be extended to track a dynamic field by taking a snap shot periodically, which is a simple extension, or adaptively according to the degree of dynamics, which is outside the scope of the paper.
In the following we assume that: a sensor knows its position; one-hop neighbors exchange their positions and sensory data; sensors are randomly deployed in a two dimensional surface; and the sensory signal field is scalar (extensions to vector signal fields is not difficult and we actually assume a vector field in the general formulation below); and agent migration is reliable in the sense that hop-by-hop acknowledgement is used.
The setup of our proposed method is as follows. At base station, a user submits a query with certain uncertainty requirement to a sensor net monitoring a distributed phenomenon. The query is implemented by a number of agents. Each agent is basically a computing packet; it contains an ID, a set of instructions for in-network processing, a data field to store state variables and intermediate results, and rules for migration and reproduction of other agents. The sensors perform the computation indicated by the agent, including generating other agents, storing the results in the agent's data field, forwarding the agent to the next hop sensor, and remembering the agent's visit, e.g., by storing the agent's ID for a time window T 1 . An agent carries a time-to-live field (TTL), which is initialized to the estimated diameter of the sensor net in hops and decremented at each hop so that the agent does not loop forever in the network.
Agent migration is controlled by a utility function f(x, s, u), where x is sensors' coordinates, s the sensory signal vector, and u a parameter vector. Agents choose the next hop sensor such that f(x, s, u) is maximized. Agent generation is controlled probabilistically, with p(x, s, v) being the probability that child agents are generated upon a parent agent visiting a sensor at position x and with signal vector s. Again, v is a parameter vector. The exact forms of f(x, s, u) and p(x, s, v) depend on the application in question, and particular forms of these functions will be demonstrated below.
III. A Selective Sampling Strategy
The basic idea of selective sampling is to sample an adequate subset S' of the entire signal field S such that the uncertainty in reconstructing S from S' by the user is bounded. Here we make no assumption about the spatial bandwidth of the signal field. Sampling everywhere in the field, i.e., S'=S, is physically impossible since sensors can not be infinitely densely deployed. Sampling at every sensor is not appealing since it leads to sampling with different uncertainty levels and frequently oversampling due to non-uniform sensor deployment and spatial unevenness of the physical phenomenon. A logical measure of the reconstruction uncertainty is the differential entropy h(S|S') [5] , which measures the information about the entire field S given the sample set S', and which evaluates to zero if the reconstruction is error free and is large if the uncertainty is large. Now suppose we wish to impose a uniform bound on the reconstruction uncertainty of any s in S, i.e., h(s|S')<∆h. One way to guarantee this bound is to ensure that there exists a s' in S' such that
Under the above condition it is easy to show the conditional entropy constraint is satisfied:
In the above, the first inequality is based on the fact that conditioning reduces entropy, the second inequality on the fact that normal distribution N(0,Δs 2 ) has maximal entropy given Δs 2 ), and the last equality is from the well-known expression of entropy of the normal distribution.
To summarize, the selective sampling strategy imposes a uniform bound ∆h on reconstruction uncertainty by choosing a subset S' of the signal field S such that any signal s in S is within an expected l 2 -norm distance no more than Δs of some signal s' in S'.
IV. Implementation of the Sampling Scheme
To implement the selective sampling strategy, we employ two types of agents: exploring and sampling agents. Exploring agents are tasked with extending the search scope of agents and generating sampling agents, while the sampling agents are charged with the actual sampling of the signal field. The behavior of these two types of agents is described below.
Exploring agents are released from the base station to the sensor net. The number of exploring agents generated is a tunable parameter depending on user's requirements for delay and robustness and adaptable to the feedback of quality of received data, which brings out many research issues that will be explored in future work and here we assume the number of agents generated is fixed. Once generated, the exploring agents migrate according to a utility function, which may have many possible forms. Our choice in this implementation is the direction-persistent migration employing the utility function: f(x, s, u) = max [x·u,0] ,where x is the next hop sensor's coordinates, and u is a unit vector signifying a certain direction and is initialized randomly and independently for each agent generated at the base station. In other words, each exploring agent migrates consistently along a certain direction, but the directions chosen by different agents follow a random distribution. The rationale for this behavior is to promote diversity and robustness through randomization. Here a reference to greedy geographical forwarding [6] is in order. Greedy geographical forwarding, in essence, also uses a utility function to direct the movement of packets, which could be any monotonically deceasing function of next hop's distance to the destination. Similar to greedy geographical forwarding, the migration scheme for exploring agents has to handle an exception case, i.e., where x·u <= 0 (f(x, s, u) = 0) for all neighbors. In such case the agent encounters an internal or external boundary of the sensor net. This is dealt with in a similar way as the perimeter mode of geographical routing (for details refer to [6] ), except that the agent splits into two child agents with the same ID, which migrate along the boundary in opposite directions. The agent also leaves its ID at sensors it visited, which persists for a lifetime of T 2 . An exploring agent dies if it visits a sensor it has been visited by an agent with the same ID during the previous T 2 interval or its TTL T 1 has expired. Typically, we set T 1 = T 2 = T as the estimated diameter of the sensor net.
An exploring agent generates a sampling agent upon every change of ∆s in expected signal level. Specifically, an exploring agent, which has generated m agents so far, creates a sampling agent at a sensor with a signal level s with probability p(x, s, v)given by: (4) which is the desired outcome. In the above, signal levels should be construed not as the instantaneous sensor readings but ones averaged over an time window appropriate to phenomenon dynamics and interval of snap-shot, so that the adverse effect of instantaneous signal fluctuation is eliminated.
The migration of a sampling agent is controlled by maximizing the utility function: f(x, s, u) = -(s'-s) 2 , where s' is the nominal signal level of the sampling agent and s is the signal level of the next hop sensor. When the sampling agent is initially created, the next hop is restricted to the right hand side of the exploring agent to ensure consistence and to account for the fact that other exploring agents are creating sampling agents with similar nominal signal levels. This migration strategy results in a sampling agent tracing out a signal contour around the nominal signal value s'. The creation rate and the migration strategy of the sampling agents are designed to furnish a uniform bound on reconstruction uncertainty and a sampling density proportional to the degree of signal variation.
The sampling results are stored in the agent data field as a list of tuple (s j , x j , y j ), which are the signal level and coordinates of sensor j. There are many compression opportunities for storing the results because s j 's are all close to s'. Standard curve fitting routines can be used to compress the list of coordinates to a few curve parameters, which will be explored in future work. Here for compression we simply use a single s' to represent all s j 's. This is based on the rate distortion theory [5] , which says that the information rate R(∆h), i.e., number of bits required to represent a value s j with the distortion constraint ∆h subject to the condition that the nominal value s' is known a priori is:
Here the second condition applies, therefore zero bit of information beyond that of s' is required.
A sampling agent stops migration when encountering a sensor visited by another sampling agent with the same s' during a time window T or its TTL expires, at which point the agent sends its data to the base station using geographical routing. A sampling agent also periodically sends its data to the base station (again using geographical routing) if its packet size reaches a threshold, in order to migrate efficiently in the network (packet error probability grows with packet size). In this implementation, the threshold is set to be 50 samples to be consistent with the order of magnitude of typical sensor net packet size.
The proposed sampling scheme can be used for continuing operation, and a possible implementation is as follows. A sensor at which a sampling agent is first generated generates another sampling agent with an interval T 3 (roughly the inverse of the desired sampling frequency) until k intervals passed (k is a tunable user parameter to control the freshness of the sampling pattern). Every kT 3 , the base station generates a new batch of exploring agents, and starts a new cycle of exploring/sampling. The new exploring directions are again randomly initialized to inject diversity and to promote robustness. Since sensors and base stations track only relative time intervals, roughly uniform sampling intervals are maintained but the starting times are staggered to avoid synchronized data movement.
The reconstruction at base station is achieved by interpolation from received samples. In our implementation, a 2-D linear interpolation along x and y axes is performed. Since interpolation is between sampled points with expected signal spacing of Δs, the reconstruction error is bounded by the same order of magnitude.
V. Simulation Results
A prototype computer simulation of the proposed sampling scheme has been performed on two example networks. One network has 10000 sensors, and the other has 2500 sensors. In both case, sensors are uniformly randomly deployed on a square region with unit side length. Only agent generation and migration behavior is simulated, other networking behaviors such as MAC layer collision and packet loss due to unreliable wireless links are not considered in the simulation. We use a coordinate system co-centered with the square. The base station is located at the origin. Radio range is set, which, for instance, can be accomplished by means of power control, so that the nodal degree is roughly 8, corresponding to the optimal condition for link utilization [7] . Three random sources outside the square, located at (2.5, 3.0), (-2.9, 2.7), (3.1, -2.8), respectively, is generating signal according to a power law, and a sensor i detects signal s i in noise in the following fashion:
where A j is the signal strength of source j, r ij is the distance between sensor i and source j, α is the power law index, and n i is the measurement noise at sensor i. The window for averaging local sensor signal levels is set to 20 readings. In the simulation, A j 's are all set to be 50, α set to 2, and n i assmed be i.i.d. N(0, 0.1). Four exploring agents are released from the base station in randomly chosen directions, which in turn generate sampling agents according to the selective sampling scheme. Two performance measures are studied: mean reconstruction error and total amount of data transported, both normalized for more meaningful comparison. Normalized mean reconstruction error (NMRE) is defined as: 
Where s' i is the reconstructed signal at sensor i, σ is measurement noise variance (set to be 0.1 in the simulation). In words, NMRE is the reconstruction error per node per unit measurement noise variance. Normalized data transport amount (NDTA) is defined as:
Where b k and h k are numbers of data bits and hops to the base station for sensor i, and S' is the set of sensors involved in the selective sampling and S is the set of all sensors. In words, NDTA is the ratio of data transport amount using the selective sampling scheme versus that using naïve approach of collecting the entire data set.
Simulation results are reported in Figure 1 and 2, showing NMRE and NDTA, respectively, versus normalized uncertainty requirement (NUR), defined as ∆s/σ. The results represents data averaged over 20 runs of the simulation. From the figures, it can be seen that as ∆s/σ gets larger, the amount of data transport is reduced, but with the cost of increased reconstruction error, which is the expected behavior. In addition, NUR (∆s/σ) serves as a simple tuning knob in the multi-resolution analysis of a random signal field and in the tradeoff between amount of data transported and reconstruction error.
VI. Conclusion
In this paper, we proposed a sampling scheme that is adaptive to signal variations, has uniform reconstruction uncertainty bound, and promotes robustness by randomized agent creating and migration. A prototype simulation demonstrated that the proposed scheme can provide a simple method to perform multi-resolution analysis in sampling a distributed phenomenon. Further work is underway to study several unresolved issues mentioned in the paper and extend this exploring/sampling-agent-based framework to other sampling strategies.
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