Let F denote an algebraically closed field and let V denote a vector space over F with finite positive dimension. We consider a pair of linear transformations A : V → V and A * : V → V that satisfy the following conditions: (i) each of A, A * is diagonalizable; (ii) there exists an ordering
Tridiagonal pairs
Throughout this paper F denotes a field and F denotes the algebraic closure of F.
We begin by recalling the notion of a tridiagonal pair. We will use the following terms. Let V denote a vector space over F with finite positive dimension. For a linear transformation A : V → V and a subspace W ⊆ V , we call W an eigenspace of A whenever W = 0 and there exists θ ∈ F such that W = {v ∈ V | Av = θv}; in this case θ is the eigenvalue of A associated with W . We say that A is diagonalizable whenever V is spanned by the eigenspaces of A.
(i) Each of A, A
* is diagonalizable.
(ii) There exists an ordering {V i } d i=0 of the eigenspaces of A such that
where V −1 = 0 and V d+1 = 0.
(iii) There exists an ordering {V * i } δ i=0 of the eigenspaces of A * such that
where V * −1 = 0 and V * δ+1 = 0. (iv) There does not exist a subspace W of V such that AW ⊆ W , A * W ⊆ W , W = 0, W = V .
We say the pair A, A * is over F. We call V the underlying vector space.
Note 1.2
According to a common notational convention A * denotes the conjugate-transpose of A. We are not using this convention. In a TD pair A, A * the linear transformations A and A * are arbitrary subject to (i)-(iv) above.
We now give some background on TD pairs; for more information we refer the reader to [21] [22] [23] [24] [25] [26] 58] . The concept of a TD pair originated in the study of the (P and Q)-polynomial association schemes [3] and their relationship to the Askey scheme of orthogonal polynomials [2, 30] . The concept is implicit in [3, p. 263] , [34] and more explicit in [51, Theorem 2.1]. A systematic study began in [21] . As research progressed, connections were found to representation theory [1, 4, 16, 20, 23, 25, 27, 28, 31-33, 47, 49, 50, 54, 59] , partially ordered sets [55] , the bispectral problem [17] [18] [19] 61] , statistical mechanical models [4-10, 13-15, 48] , and classical mechanics [62] .
We now recall some basic facts about TD pairs. Let A, A * denote a TD pair on V , as in Definition 1.1. By [21, Lemma 4.5 ] the integers d and δ from (ii), (iii) are equal; we call this common value the diameter of the pair. By [21, Theorem 10 .1] the pair A, A * satisfy two polynomial equations called the tridiagonal relations; these generalize the q-Serre relations [54, Example 3.6] and the Dolan-Grady relations [54, Example 3.2] . See [9, 35, 52, 54, 59] for results on the tridiagonal relations. An ordering of the eigenspaces of A (resp. A * ) is said to be standard whenever it satisfies (1) (resp. (2)). We comment on the uniqueness of the standard ordering. Let {V i } for 0 ≤ i ≤ d. The shape conjecture has been proven for a number of special cases [22, 24, 27, 28] . The TD pair A, A * is called sharp whenever ρ 0 = 1. By [45, Theorem 1.3] , if F is algebraically closed then A, A * is sharp.
It is an open problem to classify the sharp TD pairs up to isomorphism, but progress is being made [24, 27, 28, 44, 46, 60] . The TD pairs of shape (1, 1, . . . , 1) are called Leonard pairs [53, Definition 1.1] , and these are classified up to isomorphism [53, 56] . This classification yields a correspondence between the Leonard pairs and a family of orthogonal polynomials consisting of the q-Racah polynomials and their relatives [2, 57] . This family coincides with the terminating branch of the Askey scheme [30] . See [36] [37] [38] [39] [40] [41] [42] 58] and the references therein for results on Leonard pairs.
We now summarize the present paper. For the above TD pair A, A * let
For this solution q 2 + q −2 + 1 is the common value of (3). The TD pair A, A * is said to have q-Racah type whenever (4)- (7) hold. By [56, Theorem 5.16 ] the Leonard pairs of q-Racah type correspond to the q-Racah polynomials.
In this paper we classify up to isomorphism the TD pairs over an algebraically closed field that have q-Racah type. Our main result is Theorem 3.3. The proof involves the representation theory of the quantum affine algebra U q ( sl 2 ).
Tridiagonal systems
When working with a TD pair, it is often convenient to consider a closely related object called a TD system. To define a TD system, we recall a few concepts from linear algebra. Let V denote a vector space over F with finite positive dimension. Let End(V ) denote the F-algebra of all linear transformations from V to V . Let A denote a diagonalizable element of End(V ). Let {V i } 
Here I denotes the identity of End(V ). We call E i the primitive idempotent of A corresponding to V i (or θ i ). Observe that (i)
Note that each of
is a basis for the F-subalgebra of End(V ) generated by
* denote a TD pair on V . An ordering of the primitive idempotents of A (resp. A * ) is said to be standard whenever the corresponding ordering of the eigenspaces of A (resp. A * ) is standard. 
is a standard ordering of the primitive idempotents of A.
is a standard ordering of the primitive idempotents of A * .
We say Φ is over F. We call V the underlying vector space.
The notion of isomorphism for TD systems is defined in [43, Section 3] .
) are mutually distinct and contained in F. We say Φ is sharp whenever the TD pair A, A * is sharp.
The following notation will be useful. 
We now recall the split sequence of a sharp TD system. This sequence was originally defined in [27, Section 5] using the split decomposition [21, Section 4], but in [46] an alternate definition was introduced that is more convenient to our purpose. 
.
Note that ζ 0 = 1. We call {ζ i } d i=0 the split sequence of the TD system. Definition 2.5 Let Φ denote a sharp TD system. By the parameter array of Φ we mean the sequence
) is the eigenvalue sequence (resp. dual eigenvalue sequence) of Φ and
is the split sequence of Φ.
The following result shows the significance of the parameter array. 
The classification
In this section we state our main result and discuss its significance.
Definition 3.1 Let d denote a nonnegative integer and let ({θ
) denote a sequence of scalars taken from F. We call this sequence q-Racah whenever the following (i), (ii) hold.
(ii) There exist q, a, b, c, a * , b * , c * that satisfy (4)-(7).
Referring to Definition 3.1, condition (i) implies a restriction on the scalars in condition (ii). We now clarify this restriction.
Lemma 3.2
The following are equivalent for all integers d ≥ 0, nonzero q ∈ F, and a, b, c ∈ F:
The following is our main result. denote any sequence of scalars in F. Then the following are equivalent:
(ii) ζ 0 = 1, ζ d = 0, and
Suppose (i), (ii) hold. Then Φ is unique up to isomorphism of TD systems.
Our proof of Theorem 3.3 is contained in Section 10.
We now discuss the significance of Theorem 3. 
denote a sequence of scalars taken from F. Then there exists a TD system Φ over F with parameter array (10) if and only if (i)-(iii) hold below:
(ii) ζ 0 = 1, ζ d = 0, and 
) has q-Racah type. We remark that our forthcoming paper [28] contains a comprehensive treatment of the TD pairs for which q is not a root of unity, where q 2 + q −2 + 1 is the common value of (3). The treatment establishes the "if" direction of Conjecture 3.4 assuming that restriction on q.
4 An outline of the proof for Theorem 3.3
In the proof of Theorem 3.3 the main part is to demonstrate that (ii) implies (i). This demonstration will consume most of the paper from Section 6 through Section 10. Here we summarize the argument.
Assuming F is algebraically closed, we fix a q-Racah sequence (
) of scalars in F, and a sequence {ζ i } d i=0 of scalars in F that satisfy condition (ii) of Theorem 3.3. Our goal is to display a TD system over F that has parameter array (
). To this end we fix q, a, b, c, a * , b * , c * that satisfy (4)- (7). Associated with q is the algebra U q ( sl 2 ) over F with Chevalley generators e
where each V (α i ) is a 2-dimensional evaluation module with evaluation parameter α i . The module V decomposes into a direct sum of weight spaces
where U −1 = 0 and U d+1 = 0. The R, L satisfy some attractive equations and act nicely with respect to the Hopf algebra structure. Using R, L we associate with V a certain monic univariate polynomial P V of degree d, called the (nonstandard) Drinfel'd polynomial [29] . Using some properties of P V we show that the parameters
for the rest of this section we work with this choice. Define
Using the equations satisfied by R, L we show that A, A * satisfy a pair of tridiagonal relations. From the construction
Using this we argue that A (resp. A * ) is diagonalizable on V with eigenvalues {θ i } Let T denote the subalgebra of U q ( sl 2 ) generated by A, A * and let T E * 0 V denote the Tsubmodule of V generated by E * 0 V = U 0 . We show that T E * 0 V contains a unique maximal proper T -submodule; denote this by M and consider the quotient T -module L = T E * 0 V /M. By construction the T -module L is irreducible. Using this and (11), (12) we show that the elements (A;
) act on L as a TD system which we denote by Φ. By the construction Φ has eigenvalue sequence {θ i } d i=0 and dual eigenvalue sequence {θ * i } d i=0 . We argue using the choice of V that Φ has split sequence
) and we have accomplished our goal.
5 The algebra U q ( sl 2 )
In this section we recall some facts about U q ( sl 2 ) that we will use in the proof of Theorem 3.3. We follow the notational conventions of Chari and Pressley [11] , [12] .
Throughout this section assume F is algebraically closed. We fix a nonzero q ∈ F such that q 2 = 1, and adopt the following notation:
Definition 5.1 [11, p. 262] The quantum affine algebra U q ( sl 2 ) is the associative F-algebra with 1, defined by generators e
, 1} and the following relations:
[e
[e ± 0 , e
(e
In (18), (19) the expression [r, s] means rs − sr. We call e
In [11, Section 4] Chari and Pressley consider some finite-dimensional irreducible U q ( sl 2 )-modules V n (α), where α is a nonzero scalar in F and n is a positive integer. These modules are called evaluation modules. The scalar α is the evaluation parameter and n + 1 is the dimension. We will make use of V 1 (α); for notational convenience we denote this module by V (α).
has a basis x, y on which the Chevalley generators act as follows:
We now recall how the tensor product of two
In what follows all unadorned tensor products are meant to be over F. 
The counit ε satisfies
The antipode S satifies Lemma 5.4 Let V, W denote U q ( sl 2 )-modules. Then the tensor product V ⊗ W has the following U q ( sl 2 )-module structure. For v ∈ V , for w ∈ W and for i ∈ {0, 1},
Definition 5.5 [12, p. 110] There exists a one dimensional U q ( sl 2 )-module on which each element z ∈ U q ( sl 2 ) acts as ε(z)I, where ε is from Lemma 5.3 and I is the identity map. In particular on this module each of e acts as I. This module is irreducible and unique up to isomorphism. We call this module the trivial U q ( sl 2 )-module.
where 0 = α i ∈ F for 1 ≤ i ≤ d. For d = 0 we interpret (21) to be the trivial U q ( sl 2 )-module.
For our purpose we only need those standard
The following definition will facilitate our discussion of these modules. Let V denote a standard U q ( sl 2 )-module with feasible diameter d. The F-vector space V has a basis
Note that V has dimension 2 d . For notational convenience we abbreviate the basis (22) as follows. For all subsets s ⊆ {1, 2, . . . , d} define
where |s| denotes the cardinality of s. Thus each of
for 0 ≤ i ≤ d. Combining (16) , (17) with (24) we find that for 0
where U −1 = 0 and U d+1 = 0. We call the sequence
the weight space decomposition of V . We call u ∅ the highest weight vector of V . The action of e ± 0 , e ± 1 on the basis (22) can be obtained using Lemma 5.4 but the answer is slightly complicated. For all subsets s ⊆ {1, . . . , d} let s denote the complement of s in {1, . . . , d}. By Lemma 5.4,
6 The elements R, L of U q ( sl 2 )
From now until the end of Section 7 we adopt the following assumption.
Assumption 6.1 We assume the field F is algebraically closed. We fix nonzero scalars q, b, c, b
In this section we define the elements R, L of U q ( sl 2 ) and discuss their basic properties.
Definition 6.2 We define
where u, v, u * , v * are any scalars in F such that
Note that u, v, u * , v * are nonzero.
Note 6.3 Referring to Definition 6.2, the choice of u, v, u * , v * is immaterial and we could fix specific values for the duration of the paper. But doing so tends to obscure the essential relationships (33), (34).
Lemma 6.4 We have
Proof: Use (14)- (17) and Definition 6.
2
Let U q (L(sl 2 )) denote the quotient of U q ( sl 2 ) by the two sided ideal generated by
) is motivated by the fact that this algebra is a q-deformation of the universal enveloping algebra of the loop algebra L(
. This is discussed in [11, Section 3.3] . In what follows, we will use the same notation for an element of U q ( sl 2 ) and its image in U q (L(sl 2 )).
Proof: To verify (37), eliminate R, L using Definition 6.2 and simplify the result using the relations in Definition 5.1, together with the fact in U q (L(sl 2 )) the elements K 0 , K 1 become inverses of one another. Equation (38) denote the corresponding weight space decomposition. Then
Proof: Use (24)- (26) In order to prove Proposition 7.2 we will consider a generating function involving the split sequence called the (nonstandard) Drinfel'd polynomial. We will define this polynomial shortly.
where
is the split sequence of V . The denominator in (40) is nonzero by Definition 5.7. Observe that σ 0 = 1. We call {σ i } 
where q, b, b * , c, c * are from Assumption 6.1.
Definition 7.5 Let V denote a standard U q ( sl 2 )-module with feasible diameter d. We define a polynomial P V ∈ F[λ] by
is the normalized split sequence of V . We observe that P V is monic with degree d. We call P V the (nonstandard) Drinfel'd polynomial of V . Note 7.6 The Drinfel'd polynomial from [29, Definition 9.3 ] is equal to the polynomial P V from Definition 7.5, times (−1)
From now on, when we refer to the Drinfel'd polynomial we mean the nonstandard Drinfel'd polynomial from Definition 7.5.
We now compute the Drinfel'd polynomial for a few easy cases.
Lemma 7.7 Let V denote the trivial U q ( sl 2 )-module from Definition 5.5. Then P V = 1.
Proof: Routine. 2 Lemma 7.8 Pick a nonzero α ∈ F and consider the
U q ( sl 2 )-module V = V (α) from Defini- tion 5.2
. The corresponding Drinfel'd polynomial satisfies
where u, v, u * , v * are from Definition 6.2.
Proof: Let σ 1 denote term one of the normalized split sequence for V . We show
By Definitions 7.1 and 7.3, σ 1 = ζ 1 (q − q −1 ) −2 where ζ 1 is the eigenvalue of LR on the weight space U 0 . Let x, y denote the basis for V from Definition 5.2. By construction x is a basis for U 0 , so x is an eigenvector for LR with eigenvalue ζ 1 . Using Definition 5.2 and Definition 6.2 we find Rx = (uq −1 α + vq)y and Ly = (u
. Evaluating this using (33), (34) and σ 1 = ζ 1 (q − q −1 ) −2 we obtain (43). Setting d = 1 and σ 0 = 1 in (41) we find P V = −σ 1 − f 0 . Evaluating this using (43) and f 0 = bb * + cc * − λ we obtain (42) . 2
Consider a standard
We will now show that the Drinfel'd polynomial of V is equal to the product of the Drinfel'd polynomials
Lemma 7.9 The comultiplication ∆ from Lemma 5.3 acts on the elements R, L as follows.
Proof: Use Lemma 5.3, Definition 6.2, and the fact that ∆ is an algebra homomorphism. 2 Lemma 7.10 Let V denote a standard U q ( sl 2 )-module with diameter 1. Let W denote any U q ( sl 2 )-module. Then for all integers n ≥ 1 the following (i), (ii) hold on V ⊗ W :
Proof: (i) The proof is by induction on n. First assume n = 1. Then the result is immediate from (44) . Next assume n ≥ 2. By (44) and since ∆(
plus u times
plus v times
We now find the action of (48)- (50) 
By this and Lemma 6.4, on V ⊗ W the expression (48) is equal to [n − 1] q times
By (25) and since V has diameter 1, the elements (e 
By these comments we routinely obtain ∆(R n ) = 1 ⊗ R n + [n] q R n . (ii) Similar to the proof of (i) above. 
Proof: Let x denote the highest weight vector in V , and observe
Let ξ denote the highest weight vector for W , and observe
Note that x ⊗ ξ is the highest weight vector for V ⊗ W . We claim that for all integers n ≥ 1,
To prove the claim we evaluate the left hand side of (54) . The term
Computing this image using Lemma 7.10 one encounters the terms L n (1 ⊗ R n ) and (1 ⊗ L n )R n . Using (52) and e (53) and L n R n−1 ξ = 0 we find (1 ⊗ L n )R n is zero on x ⊗ ξ. By these comments and Lemma 7.10 the left hand side of (54) 
The two terms in (55) are evaluated as follows. To evaluate the first term use (46) and (47) . To evaluate the second term expand LRx using Definition 6.2. Now reduce further using (16), (52), (53) (54) is equal to the right hand side of (54) . The claim is now proved. As we examine the terms in (54), we note the following from Definitions 7.1, 7.3. For 0 ≤ n ≤ d the vector x ⊗ ξ is an eigenvector for L n R n with eigenvalue
The vector x is an eigenvector for LR with eigenvalue (q − q −1 ) 2 σ 1 (V ). For 0 ≤ n ≤ d − 1 the vector ξ is an eigenvector for L n R n with eigenvalue
Also L d R d ξ = 0 by Lemma 6.7 and since W has diameter d − 1. Evaluating (54) using these facts we obtain the result. 2
Proposition 7.12 With the notation and assumptions of Proposition 7.11, we have
Proof: By Definition 7.5 we have P V = −σ 1 (V ) − f 0 . Again using Definition 7.5,
Using Definition 7.4,
In equation (56) we multiply both sides by P V and use (58) to get
In (59) the sum is a linear combination
. In this linear combination, for
First assume i = 0. Then (60) holds since both sides equal
Evaluating this using Proposition 7.11 we routinely obtain (60) . Next assume i = d. Then (60) holds since both sides equal 1. We have verified (60) for 0 ≤ i ≤ d. Therefore
Comparing this with (57) we obtain
Proof: Use Proposition 7.12 and induction on d.
2
We will make a few more comments on the Drinfel'd polynomial and then prove Proposition 7.2.
Lemma 7.14 For all r ∈ F there exists a nonzero α ∈ F such that λ − r is the Drinfel'd polynomial for V (α).
Proof: Since F is algebraically closed and uu * vv * = 0, there exists a nonzero α ∈ F such that the fraction on the right in (42) 
Proof: Since F is algebraically closed there exist scalars
Define a polynomial P ∈ F[λ] by
where the f j are from Definition 7.4. Observe that P is monic with degree d. By Proposition 7.16 there exists a standard U q ( sl 2 )-module of diameter d such that P V = P . Comparing (41), (63) we find the sequence
from (62) is the normalized split sequence for V . Comparing (40) , (62) we find {ζ i } d i=0 is the split sequence for V .
2
We finish this section with some formulae for later use.
Let V denote a standard U q ( sl 2 )-module with feasible diameter d ≥ 1, and let {U i } d i=0 denote the corresponding weight space decomposition. Let ζ 1 denote term one of the split sequence for V and recall from Definition 7.1 that ζ 1 is the eigenvalue of LR on U 0 . By Lemma 6.7 the space U d is invariant under RL; let ζ × 1 denote the corresponding eigenvalue.
Proof: Parts (i), (ii) are routinely obtained using (23), (27)- (30) From now until the end of Section 9 we adopt the following assumption.
Assumption 8.1 Assume the field F is algebraically closed. We fix a q-Racah sequence
) of scalars in F. We fix q, a, b, c, a * , b * , c * that satisfy (4)- (7) and fix R, L ∈ U q ( sl 2 ) as in Definition 6.2.
In this section we define the elements A, A * ∈ U q ( sl 2 ) and investigate their properties.
Definition 8.2 With reference to Assumption 8.1 we define
We are going to show that A, A * satisfy a pair of tridiagonal relations. We now introduce the parameters involved in those relations.
We mention one significance of the parameters in Definition 8.3.
Lemma 8.4
The following (i)-(iv) hold.
Proof: Routine verification using (4), (5) and Definition 8.3. (ii) The element L acts on U i as A * − θ * i 1.
Proof: Immediate from Definition 8.2 and (24). 2 Lemma 9.3
The following hold for 0 ≤ i ≤ d:
Proof: (i) Combine Lemma 9.2(i) with the inclusion on the left in (39) .
(ii) Combine Lemma 9.2(ii) with the inclusion on the right in (39) . 2 . We now show A is diagonalizable. To do this we show that the minimal polynomial of A has distinct roots. By Lemma 9.3(i) we find are distinct we see that the minimal polynomial of A has distinct roots. Therefore A is diagonalizable. We have now proved our assertions concerning A; our assertions concerning A * are similarly proved. 2
At this point it is convenient to introduce the primitive idempotents for A and A * .
Definition 9.5 For 0 ≤ i ≤ d we define the following elements in U q ( sl 2 ):
We observe that E i (resp. E * i ) acts on V as the primitive idempotent of A (resp. A * ) associated with the eigenvalue θ i (resp. θ * i ). In particular E i V (resp. E * i V ) is the eigenspace of A (resp. A * ) on V associated with the eigenvalue θ i (resp. θ * i ).
Lemma 9.6 Each of E
Proof: Immediate from Definition 9.5 and the last sentence in Lemma 9.4. 2
Lemma 9.7
(ii) Similar to the proof of (i) above.
Proof: (i) The expression E * 0 − 1 is zero on E * 0 V by Definition 9.5, and E * 0 V = U 0 by Lemma 9.7(ii). Therefore it suffices to show that E * 0 (A − a 0 1) is zero on U 0 . By Definition 7.1 LR − ζ 1 1 is zero on U 0 . By Lemma 9.2 and Lemma 9.3, LR = (A * − θ *
We may now argue that on U 0 ,
By this and (69) the expression E * (4), (5) we find
By Lemma 9.2 and Lemma 9.3,
We may now argue that on U d ,
By this and (70), (71) the expression
Proof: Assume d ≥ 2; otherwise there is nothing to prove. We first show that E i A * E j = 0 on V for 1 < |i − j| < d. For notational convenience define a two variable polynomial
on V . We mentioned earlier that 1 = d i=0 E * i on V . In this equation we multiply each term on the left by E * 0 A. We evaluate the result using Lemma 9.8(i) and the fact that E * 0 AE *
on V . In (81) we multiply each term on the right by A * to find 
Proof: It suffices to show that
is zero on E * 0 V . We pick w ∈ E * 0 V and show (84) is zero at w. Setting i = 0 in Lemma 9.7(ii) we find E * 0 V = U 0 . By Definition 7.1 we find L i R i − ζ i 1 is zero on U 0 . By these comments L i R i w = ζ i w. Using Lemma 9.2 and 9.3, With reference to Assumption 10.1, our goal in this section is to display a TD system over F that has parameter array (
). To this end we fix q, a, b, c, a * , b * , c * that satisfy (4)- (7) . Using this data we define R, L ∈ U q ( sl 2 ) as in Definition 6.2, and then
be as in Definition 9.5. In view of Proposition 7.2 and Lemma 9.1 we fix a standard U q ( sl 2 )-module V with diameter d that has split sequence {ζ i } d i=0 .
Lemma 10.2 The elements E
By this and since ζ d = 0 we find
By these comments and Lemma 9.10,
on V . In the above line the sum is nonzero by (9) so E * 0 E 0 E * 0 is nonzero on V . 2 Definition 10.3 Let T denote the subalgebra of U q ( sl 2 ) generated by A, A * . We observe that T contains E i , E * i for 0 ≤ i ≤ d.
Observe that T E * 0 V is the T -submodule of V generated by E * 0 V . We now examine this module. 
where E −1 = 0 and E d+1 = 0. Moreover is a nonzero proper T -submodule of L in view of (86). This contradicts the irreducibility of the T -module L. Therefore E i L = 0 for 1 ≤ i ≤ d − 1. There exists an integer δ (0 ≤ δ ≤ d) such that E
