Abstract. In this paper, we introduce the concept of hyperbolic valued random variables, their expectation and moments.We develop the hyperbolic analogue of Binomial and Poisson distributions. We study some of the properties of expectation on the basis of decomposition of a hyperbolic number into idempotent components. Finally we define conditional expectation of hyperbolic valued random variables and study some of its basic properties. Our random variable can take values which are zero divisors and this is the important part of this study.
Introduction
The hyperbolic numbers in the mathematical literature has been called with different names: split-complex numbers, double numbers, perplex numbers and duplex numbers. The set D of hyperbolic numbers has a partial order relation which is one of the interesting property of the set D. We can think of random variables taking values in the set of hyperbolic numbers being motivated by the work of D. Alpay, M.E. Luna-Elizarraras and M. Shapiro [3] . We start with a D-probabilistic space (Ω, Σ, P D ), where Ω is the set of all possible outcomes of the experiment, Σ is the set of all events and P D is the on D- 
provided the integral exists. We introduce the conditional expectation of X D given an event B with P D (B) taking the values which are zero divisors or not zero divisors. The values taken by P D (B) which are zero divisors are of special interest in this work. This work can be seen as a continuation of work of Daniel Alpay et.al. [3] . It seems that the whole probability theory can be generalized in this direction.This work may have important applications in mathematical statistics, thermodynamics and statistical physics see [3] .
numbers is a vector space over the field R of real numbers with basis e, e † which is isomorphic to the linear space of complex numbers over the field R of real numbers. The set of non negative hyperbolic numbers is
We will need two more sets Given z 1 , z 2 ∈ D, we write z 1 z 2 whenever z 2 − z 1 ∈ D + .This relation is a partial order relation in D which is an extension of total order relation ≤ on R. Given any hyperbolic number α, one can see that the entire hyperbolic plane is divided into four quarters: the quarter plane of hyperbolic numbers which are D-less than or equal to α; the quarter plane of hyperbolic numbers which are D-greater than α; and the two quarter planes where the hyperbolic numbers are not D-comparable with α. Let us denote by A α , the set of all hyperbolic numbers which are not D-comparable with α. Then
The hyperbolic valued modulus on D is defined by |z| k = |v 1 e + v 2 e † | k = |v 1 |e + |v 2 |e † ∈ D + , where |v 1 |, |v 2 | denote the usual modulus of real numbers. The set D forms a normed linear space with respect to the hyperbolic valued norm(modulus). We say that a subset A ⊂ D is a D-bounded set if there exists M ∈ D + such that |z| k M, ∀z ∈ A. Let
and
If A is a bounded set, then both A 1 and A 2 are bounded and
For details on hyperbolic numbers, we refer to [2] and [7] .
Definition 2.1. [3, page 5] Let (Ω, Σ) be a measurable space. A function
(ii) P D (Ω) = p, where p takes one of the three possible values 1, e or e † ;
(iii) given a sequence {A n } ⊂ Σ of pairwise disjoint events,
The triplet (Ω, Σ, P D ) is called a D-probabilistic space. Every D-valued probabilistic measure can be written as
In fact, to define a D-valued probabilistic measure is equivalent to consider on the same measurable space, a pair of usual R-valued probabilistic measures.
Definition 2.2.
[3] Let (Ω, Σ, P D ) be a D-probabilistic space and A, B be two events. The conditional probability P D (A/B) of event A under the condition that B has happened is defined as
For a fixed B, with P D (B) = 0, the conditional probability verifies all the axioms of the D-probability, that is, it defines a new D-probabilistic measure on the measurable space (B, Σ B ) where Σ B is the σ-algebra of the sets of the form A ∩ B with A ∈ Σ.
D-valued random variables and their properties
The topology induced by the hyperbolic valued norm on D generates a Borel σ-algebra B D on D.
Then the open ball of hyperbolic radius γ 0 with center at z 0 is B(z 0 , γ 0 ) = z = z 1 e + z 2 e † : |z − z 0 | ≺ γ 0 . If γ 0 is not a zero divisor, i.e, a 0 = 0, b 0 = 0, then
which is a rectangle with center at z 0 and having sides of length 2µ and 2ν. If γ 0 is a zero divisor, then we cannot define the ball in the same way because none of the inequalities |z 1 − µ| ≺ 0 or |z 2 − ν| ≺ 0 has solutions. So, we define the ball B(z 0 , γ 0 ) to be the open intervals (µ
where þ= 1, e or e † . Then χ E is a D-random variable on Ω as for any open subset V of D, we have
where E, E c , Ω and φ are measurable. 
Every D-random variable X D can be written as
where
Thus every D-random variable X D on Ω can be written as X D (w) = X 1 (w)e + X 2 (w)e † , where X 1 (w) and X 2 (w) are real valued random variables on Ω. 
Let X 1 and X 2 be real valued random variables on a measure space Ω, Y = D, let φ(s, t) = αs + βt, ∀s, t ∈ R and α, β ∈ D. Then by using theorem 3.4, we see that αX 1 + βX 2 is a D-random variable on Ω. In particular eX 1 + e † X 2 is a D-random variable on Ω. Thus any D-random variable X D determines on Ω, two real valued random variables X 1 and X 2 such that X D = eX 1 + e † X 2 and conversely. Thus to define a D-valued random variable is equivalent to consider on the same measurable space, a pair of usual R-valued random variables.
Choose a hyperbolic number α, and choose α n < α so that α n → α as n → ∞. Since {z ∈ D | z ≻ α n ∈ A αn } ∈ S, for every n ∈ N and
and S is a σ-algebra, we see that {z ∈ D | z ≺ α} ∈ S. Now any ball B(z 0 , γ 0 ) with centre at z 0 = z 01 e + z 02 e † and radius γ 0 = γ 01 e + γ 02 e † can be written as
and so B(z 0 , γ 0 ) ∈ S. Since every open set in D is a countable union of balls of these types, S contains every open set. Thus X D is a D-random variable. Conversely, suppose that X D is a D-random variable.Then X 1 and X 2 are real valued random variables.
and {w ∈ Ω | X 1 (w) > α 1 andX 2 (w) < α 2 } for every α = α 1 e + α 2 e † and each of these sets is measurable as X 1 and X 2 are real valued random variables. Thus 
(iii) ⇔ (iv) by the same argument as above. (iv) ⇔ (i). Note that for any w ∈ Ω and α ∈ D, we have X D α if and only if
If X D satisfies (iv), then every set in the intersection is Σ and then so is the countable intersection. Thus X D satisfies (i).
(i) ⇔ (iv). Proof follows by the same argument as above.
If X 1 and X 2 are Lebesgue integrable D-random variables with respect to the real valued probabilistic measures P 1 and P 2 respectively, we define the integral of D-random variable
which exists in D since Ω X 1 dP 1 and Ω X 1 dP 1 both exists in R. We say that X D is D-Lebesgue integrable.
where α and β are hyperbolic numbers.
are real valued random variables which are Lebesgue integrable and α 1 , α 2 , β 1 , β 2 ∈ R. Therefore α i X i + β i Y i , i = 1, 2 are real valued random variables which are Lebesgue integrable and so
A D-valued random variable which can assume only a countable number of hyperbolic values and the values which it takes depends on chance is called a discrete D-valued random variable and a D-valued random variable whose different values cannot be put in one-one correspondence with the set of natural numbers is called continuous D-valued random variable. Let X D = eX 1 + e † X 2 be a D-valued random variable on (Ω, Σ, P D ). Then X 1 and X 2 are real valued discrete or continuous random variables according as X D is discrete or continuous D-valued random variable respectively. The functions f 1 (x) = P 1 (X 1 = x) and f 2 (y) = P 2 (X 2 = y) are real valued probability functions of X 1 and X 2 respectively, where P 1 and P 2 are real valued probabilistic measures on (Ω, Σ) such that
The functions F 1 (x) = P 1 (X 1 ≤ x) and F 2 (y) = P 2 (X 2 ≤ y) are real valued distribution functions of X 1 and X 2 respectively and the function
The expectation of a D-valued random variable X D = eX 1 + e † X 2 can be written as
It is also called mean of X D and is denoted by µ D .
The variance of a D-valued random variable
can be written as var(X D ) = e var(X 1 ) + e † var(X 2 ). 
is a D-random variable called indicator D-random variable, where þ=1, e or e † . Then
according as þ=1, e or e † respectively.
This example shows that expectation of a D-random
The marginal probability functions of X D and Y D are given respectively as follows:
The joint distribution function of two random variables X D = eX 1 + e † X 2 and 
That is, E is linear operator. This result can be generalized as if
are D-random variables and a 1 , a 2 , . . . , a n are hyperbolic numbers, then
. This result can also be generalized for any number of variables.
, where a and b are constants.
Proof. var(aX
, where
Therefore,
Proof.
Consider a hyperbolic valued function of hyperbolic variable h, defined by
Now Z(h i ), i = 1, 2 are given by
which are quadratic polynomials in h 1 and h 2 respectively. This implies that the graphs of real polynomial functions Z(h 1 ) and Z(h 2 ) lie on or above h 1 and h 2 -axis respectively. Therefore,
(i) Equality holds in above inequality
iff
For p=1, we have
For p=e, we have
Therefore, (mean deviation about mean) 
Moments and Moment Generating function
Now we define moments and moment generating function of a D-random variable. 
We have
where λ ′ k and δ ′ k are kth moments about origin of X 1 and X 2 respectively.
k is the kth moment about origin of X D , k=1,2,3, . . . Thus we see that the coefficient of
generates moments, it is known as moment generating function. Differentiating (6.1) with respect to t and putting t=0, we get
. The moment generating function M X D (t) of a D-random variable satisfies the following properties:
(ii) The moment generating function of sum of number of independent Drandom variables is equal to the product of their respective moment generating functions.
. . , X n are real independent random variables.Thus
The items (iii) and (iv) are in complete agreement with (i). Writing E(X D ) = eE(X 1 ) + e † E(X 2 ) and item (i) in idempotent representation reads:
Now items (iii) and (iv) read:
The conditional expectation of a D-random variable X D = eX 1 + e † X 2 can be written as
Theorem 8.2. Let A and B be two mutually exclusive events, then
Proof. Consider the different cases that arise.
In all the cases,
Thus (i) If µ 1 > 0 and µ 2 = 0, then P D (B) = 0. Now
(ii) If µ 1 = 0 and µ 2 > 0, then P D (A) = 0. Now
(iii) If µ 1 > 0 and µ 2 > 0, then P D (A) = µ 1 e and P D (B) = µ 2 e Now
Hence (8.1) follows.
† with λ 2 > 0, the proof follows analogously.
The concept of conditional expectation can be extended if the conditioning is not just for one event, but for a countable collection of events, say {A n /n ∈ N} . Let (Ω, Σ, P D ) be a D-probabilistic space and P = {A n /n ∈ N} be a partition of Ω with positive probability of each member. Then {P D (./A n )/n ∈ N} is a family of conditional probability functions on Σ and the conditional expectation of Drandom variable X D , with E(|X D | k ) ≺ ∞, given a partition P is a countably valued function denoted by E P (X D ), with values {E An (X D )/n ∈ N} given by
where χ A is the indicator function of A. Let B be the smallest σ-algebra containing the partition P. Then the generators of B are of the form ∪ k∈J A k for subsets J ⊂ N, A k ∈ P. Since E P (X D ) is a Drandom variable relative to B,we can integrate it on each generator A of B to obtain
Let us consider the different cases that arise.
The proof is analogous for the other case.
and P ⊂ Σ be a partition of Ω (of positive probability of each member).If P = {A ı /ı ∈ N} , then the existence of E P (X D ) implies that E A (X D ) exists for each sub partition A = {A ın /n ∈ N} ⊂ P and one has Proof. we have E P (X D )(w) = E An (X D )(w), w ∈ A n , n ∈ N. Therefore existence of E P (X D ) implies that of E An (X D ), n ∈ N and hence of E A (X D ) or E A (X D ).Also by 8. (ii) If P D (A ın 0 ) / ∈ S D , for some n 0 ∈ N, then P D (A ın ) = λ n e or P D (A ın ) = µ n e † , ∀n = n 0 . If P D (A ın ) = λ n e, then P 1 (A ın ) = λ n e and P 2 (A ın ) = 0, ∀ n = n 0 . In this case,
because Aı n X D dP D = e Aı n X 1 dP 1 + e † Aı n X 2 dP 2 = e Aı n X 1 dP 1 = e Aı n X D dP D as P 2 (A ın ) = 0, ∀n = n 0 .
If P 2 (A ın ) = µ n e † and P 1 (A ın ) = 0, ∀n = n 0 , the proof is analogous. 
