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0. Introduction and preliminaries 
This paper discusses two triples (= monads) associated with sheaves over compact 
spaces. (In this paper, “compact” includes the Hausdorff condition.) One triple is 
generated by the global section functor from compact-based, separated sheaves. (A 
“separated” sheaf is one for which the total space is Hausdorff.) 
As a consequence of this triple, there is a strictly algebraic description of those sets 
which are the set of global sections of a compact separated sheaf. These are the 
comparison algebras, or sets equipped with a quaternary operation C(a, b, x, y) 
satisfying certain identities. The result extends to an algebraic description of those 
T-algebras representable as the T-algebra of global sections of a compact, separated 
sheaf of T-algebras. The effect of imposing certain first-order conditions on the stalks 
of the sheaf is also discussed. 
Before getting to the global section triple, we have to discuss the triple generated 
by the forgetful functor from compact-based sheaves to discrete-based sheaves 
which forgets the topology. The Ellerman ultrasheaf construction [5] provides an 
adjoint. Given a discrete-based sheaf {Ai Ii E X}, the family of ultraproducts 
{Au 1 U E OX} is a sheaf over pX, the Stone-tech compactification of the discrete X 
and also the set of ultrafilters on X. We show that the category of compact-based 
sheaves is tripleable over discrete-based sheaves. This result provides a tool for 
constructing compact-based sheaves. A curious example associates a sheaf to a 
Galoisian field extension (see Proposition 2.1 and preceding example). Sheaves with 
locally compact base and their algebras of section with compact support are discussed 
at the end of Section 3 (see Proposition 3.7 and subsequent remarks). 
The theory T 
In this paper T shall usually stand for a finitary algebraic theory (in the sense of 
universal algebra-either as described classically or as treated by Lawvere [14]). 
However for Sections 1 and 2 we shall allow T to be a finitary algebraic theory 
together with some finitary relational predicates (such as s) called atomic relations. 
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In either case a T-algebra shall be a model for the algebraic theory together with 
relations (of suitable arity) corresponding to the atomic relational predicates (if any). 
That is, a T-algebra is a model for a set of axioms consisting entirely of universal 
identities and not involving the atomic relations. If T has no constants, then a 
T-algebra may be empty. 
By a T-homomorphism we mean an algebraic homomorphism preserving the 
atomic relations. 
Definitions and special conventions for sheaves 
(1) By a sheaf of sets we shall mean a local homeomorphism p : E + X between 
topological spaces where X is the base space, E the total space and p is the projection. 
When convenient we shall let p or E or just X denote the entire sheaf. For each x E X 
we let E, =p-‘(x) be the stalk over x. Since p is a local homeomorphism, its range 
must be an open subset of X but we do not require that p be onto. Thus, some stalks 
may be empty. The base space, X, may also be empty. (These “pathological” sheaves 
with some empty stalks or empty base are tolerated in order to obtain categorical 
niceties such as the existence of limits and colimits of sheaves.) 
(2) If p : E + X is a sheaf of sets and if A E X then T(A) is the set of all sections 
over A (by which we mean continuous functions s : A + p-‘(A) for which ps = la). If 
A = 0, then f(A) has precisely one element. 
(3) A sheaf-of-sets morphism f from p : E + X to q : F --, Y consists of a continuous 
base map f : X + Y and, for each x E X, a stalk map fx : Ffc,, + E,. It is required that 
sections over open subsets N c Y can be pulled back via the stalk map to (continu- 
ous) sections over f-‘(N). We let r(f) denote the resulting function from r(Y) to 
T(X). Usually, when f denotes a sheaf-of-sets morphism then we also use f to denote 
the base map and fi for the stalk map. 
(4) By a sheaf of T-algebras (or T-Sheaf) we mean a sheaf of sets p : E--,X where 
each stalk E, is a T-algebra and such that any atomic relation or equation that is true 
on E, is “true locally”. (For example, if + is a binary operation of T and if a + b = c 
for a, b, c E E, then there exists a neighborhood N of x and sections r, s, t in T(N) 
with r(x)= a, s(x) = 6, t(x) = c and r+s = t on all of N.) It follows that T(N) is a 
T-algebra in the obvious way for all N c X. We note that this definition is compatible 
with Ellerman’s definition in [5]. 
(5) A T-sheaf morphism is a sheaf-of-sets morphism between T-sheaves such that 
each stalk map is a T-homomorphsim. 
Note. From here on the unmodified terms sheaf and sheaf morphism shall mean 
T-sheaf and T-sheaf morphism respectively. 
(6) A sheaf p : E +X is compact iff the base space X is compact and Hausdorfi 
Similarly a sheaf is defined to be totally disconnected (respectively, discrete) iff the 
base space is totally disconnected (respectively, discrete) etc. A sheaf is separated iff 
the totalspace E is Hausdorff. A sheaf morphism f is separated iff each stalk map fx is 
one-to-one. 
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Notation for categories 
(1) T-a/g is the category of T-algebras and T-homomorphisms. 
(2) T-Shf (or just Shf) is the category of T-sheaves and T-sheaf morphisms. 
(3) Cmp Shf and Disc Shf are full subcategories of T-Shf consisting of compact 
sheaves and discrete sheaves. 
(4) Sep Shf is the category of separated sheaves and separated sheaf morphisms. 
(5) Combined notation such as Cmp Sep Shf denotes the obvious category. 
(6) Cop is the dual of the category C. For example, we regard r, the global section 
functor, as a functor from ShfOP to T-alg. 
(7) Sets is the obvious category, (T, I)-Shf is defined below and canonicalsheaves 
are defined in Section 3. 
Stalk condition. 
We wish to impose certain conditions on the stalks of a sheaf so that we can discuss 
“sheaves of fields” (as sheaves of rings whose stalks are fields) etc. The conditions we 
consider shall always be first order (i.e. conditions expressible by using a subset of the 
predicate calculus of T). (Roughly speaking, this predicate calculus is the set of all 
statements constructible from a countable set V = {xl, . . . , x,,, . , .) of cariables; the 
constants and the operational and relational symbols of T; the symbol =; logical 
connectives, such as “or” and ‘not”; and quantifiers tlxi, 3Xi.) If 1 is a subset of the 
predicate calculus of T, then a T-algebra A is a model for Z if each statement (T E Z 
holds universally in A. (Models may be empty sets, if T has no constants and 1 has no 
statements disqualifying the empty set such as 3x1 (xl =x1).) 
Definition. A (T, x)-sheaf is a T-sheaf all of whose stalks are models of 1 (where S 
is a subset of the predicate calculus of T.) We let (T, C)-Shf denote the resulting full 
subcategory of T-Shf. 
1. The Ellerman compactification triple (or ultrasheaf triple) 
The ultrasheaf constrzrction found in [5] makes a discrete sheaf into a compact one. 
(Actually, Ellerman shows how to make any sheaf compact but we shall only apply 
the construction to discrete sheaves.) The construction is based on the following: 
(1) (j3, v, p) denotes the compact, Hausdorff triple on Sets. That is, OX = the set 
of all ultrafilters on the set X. So /3*X is the set of all “ultrafilters of ultrafilters”. The 
map n :X+ @X sends a E X to principle ultrafilter that contains {a}. We let (a) 
denote q(a). As is well known (see [6] for details) PX can be given a canonical 
compact Hausdorff topology called the Stone topology (so that it becomes the 
Stone-tech compactification of the discrete space X). If the set X has a compact, 
Hausdorff topology, then the strzrcture map A : pX +X is defined so that A ( 17) is the 
limit of the ultrafilter U. Structure maps are continuous and for any set X a function 
A : PX + X is a structure map for a compact, Hausdorff topology on X iff An = lx 
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and h@(h) = A@. (The map p : p*X+pX is the structure map for the Stone 
topology.) 
(2) If p : A +X is a discrete sheaf then A is essentially nothing more than an 
indexed collection of stalks. Therefore, we shall sometimes write A = {At 1 i E X} and 
denote discrete sheaves as indexed collections. If p : E + X is any sheaf, then IEl shall 
be underlying discrete sheaf (that is, IEl = {Ei 1 i E X}). Notice that if A = {Ai I i E X} is 
a discrete sheaf and if N c X then f(N) = fl {Ai I i E N}. 
(3) If UE pX and if A = {Ai Ii EX} then AU denotes the corresponding 
ultraproduct. If Ai is non-empty for all i, then AU is a quotient of n Ai. Otherwise, 
let X0 = {i I At = 0) and let Xi = {i IAi # 0). We define At, = 0 iff X0+ V, otherwise (if 
Xi E V) ALI is the appropriate quotient of fi {A;) i E XI}. 
Ifs E n {At I i E Y} and if YE U, then sLI denotes the element of At, represented by 
s. 
(4) If A = {At I i E X}, then the ulstrusheufon A has base PX, with Stone topology, 
and stalk AU over U E &X. The total space, UAU is topologized so that each 
s E fl {Ai Ii E N} gives rise to a (continuous) section S* where s#( V) = so for all U 
with NE U. The resulting sheaf is the ultrasheaf on A and is denoted as Ultra(A). 
The map v :X + OX clearly lifts to a sheaf morphism (also denoted by T) from A to 
IUltra(A)I. Details can be found in [5] where it is proven that: 
Theorem 1.1. (Ellerman). Ultra is a functorfrom Disc Shf to Cmp Shf and is a left 
udjoint for the forgetful functor (which sends E to IEI). The sheaf morphism 11 is the 
front adjunction. 
Corollary 1.2. Ultra is also a left udjoint for the forgetful functor from (T, Z)-Cmp Shf 
to (T, x)-Disc Shf (for any subset 2 of the predicate culculus of T). 
Proof. If each stalk At of A is a model of Z, then so is each ultraproduct, AU. 
Definition. Given a compact sheaf p : E + X, we let E : Ultra IE\ + E be the buck 
adjunction map for the above adjointeness. Then the base map E : pX -, X is easily 
shown to be the structure map of X [so that E(V) = lim( V)]. The stulk map 
eU : E, + EU is defined so that Ed = su where s is a local section for which 
s(x) = a. Note: If E = Ultra A, then IE] (the underlying discrete morphism from 
IUltra Al to A) shall be denoted as p to conform with the usual notation for the 
multiplication of a triple. After proving Theorem 1.4 (which shows, in effect, that 
under certain conditions a discrete sheaf map A is of the form A = Ial) we tend to use 
the notation A for I&I. 
Lemma 1.3. Let p : E--,X be a compact sheaf. Let the function s : X + E be a right 
inverse of p. Let E (and EU) be defined us above. Then s is continuous (and so a section) 
iffeU(s(x))=sUforall UC&X. 
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Proof. The condition is clearly equivalent to the condition that, on a member of V, s 
agrees with a continuous map which is clearly equivalent to saying that s preserves 
lim( U). 
Theorem 1.4. (T, .E)-Cmp Shf is tripleable over (7’, x)-Disc Shf (via rhe adjoinfness 
of Theorem 1 .l and Corollary 1.2). 
Proof. The adjointness of Theorem 1.1 and Corollary 1.2 leads to a triple on 
(T, x)-Disc Shf. For convenience, this triple shall be denoted as (p. 7, CL) thus 
emphasizing its close relation with the compact, Hausdorff triple (which is denoted 
the same way). So if A = {Aili E X} then PA = IUltra Al = {Au 1 (I E PX}. The maps 7 
and p = Ial, are described above. The proof shall be a direct one showing that every 
algebra of the triple defines a (T, E) compact sheaf. This proof generalizes the proof 
of 1.12 of [12]. 
We let (A, A) be an algebra of the triple. That is, A = {Ai 1 i E X} is a discrete sheaf 
and A :PA +A is a structure map (so An = lA and APA = hp.) Then, on the 
underlying level of base sets, the map A : pX + X is obviously a structure map for the 
compact Hausdorff triple so X has a unique compact Hausdorff topology making A 
continuous. In fact each ultrafilter U converges to A(U). We need to construct an 
appropriate sheaf over X having the compact topology determined by A and the 
given stalks {Ai 1 i E X}. We proceed with a definition and a series of lemmas. 
Definition. Let {Ai 1 i E X} be as above where X has the compact topology induced 
by A. For each N E X let A(N) = n{Ai 1 i E N}. For each i E X let Si = Colim{A(N) 1 N 
is a neighborhood of i} (where the directed diagram {A(N)} contains the restriction 
maps A(N)-*A(M) if McN). 
Remark. Although we shall not explicitly use the fact, it is worth noting that Si is the 
stalk over i of the (co)-free sheaf on X generated by {Ai} (in the category of sheaves 
over the fixed space X). As shown in [19] a sheaf structure on X is equivalent to 
finding appropriate maps Ai + Si. This is achieved in Corollary 1.8 below. 
Notation. In what follows let x EX be given. Let L = A-‘(x). That is, L = 
{U E pX llim U = x}. Then L shall always be regarded as having the compact 
topology it acquires as a closed subset in the Stone toplogy on /3X Let p : IJA, + @X 
be the projection map for Ultra(A). 
Lemma 1.5. Letx E Xand 9’ E S, be given. LetYbe represented by t E A(N) where Nis 
a neighborhood of x. Define Y* : L + p-‘(L) so thatY*( U) = tufor all U E L. Then sP* 
is continuous. 
Proof. Ultra(A) is topologized by definition so that Y* (which is simply t”) is 
continuous. 
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Lemma 1.6. Letx E Xand L = PXand p as above. Given a section s : L + p-‘(L) there 
is a unique 5 E S, with [* = s. 
Proof. (Existence). Let U E L be given. Then s(V) E Au and can be represented by 
some t E n{Ai IA; f 0). Observe that t generates a section passing through s(V). 
Since sections agree on open sets there is a basic open subset of L on which s( V) = tv. 
Recall that each B E X corresponds to the basic open set (in PX) {r/ID E CJ}. 
Therefore we have shown that for each tr E L there is a t and a subset Bu E X with 
BV c U such that if V E L and BU E V then tv = s(V). We cover L by a finite union 
of these basic open sets. Moreover since basic open sets for pX are closed under 
finite unions, intersections and complementation we can cover L by a pairwise 
disjoint finite union of such basic open sets. That is, there exist pairwise disjoint 
subsets B1,. . . , B, of X and points tl, . . . , t,, in n{Ai 1 Ai # 0) such that for all U E L 
there exists i with Bi c U and s(V) = (ti)v. Since the Bi’s are disjoint there exists 
tE~{AiIAi#O}withtIBi=tjIBjforj=l,..., n. Clearly s(V) = tu for ail U E L. If 
5 E S, is the point represented by t then [* = s. 
(Uniqueness). Let 4’1 and [Z be in S,. Let tl and t2 in fl{Ai 1 Ai Z 0) represent li and 
62 respectively. Let I = {i E X (t,(i) = t2(i)}. If li # &then I is not a neighborhood of x 
so there exists U E /3X with I& U and lim U = x. It follows that 4’: (V) # [z(V). 
Lemma 1.7. Let x E X and L E PX. and p be as above. Since A : PA + A is a sheaf 
morphism there is a stalk map A v : A, * A v for each U E L. Let a E A, be given. Define 
s : L+p-‘(L) by s(U) = Au(a). Then s is a section. 
Proof. We shall apply Lemma 1.3 to the sheaf p-‘(L)-* L (which is a subsheaf of 
Ultra A). Note that we can regard /3L as the set of all R E p2X for which L E 0. The 
back adjunction map for L is clearly the restriction of CL. So if R E p2X and L E (2 and 
0 converges to R0 then, by Lemma 1.3, we must show that pun(s(&)) = sn. (Here PLY 
is a stalk map and sn is the member of A a represented by s.) By definition, 
~(0,) = An,,(a) so pn(s(f2,)> = ,unA6(a) = (hp)n(a) (where (Apn is the stalk map of 
A,u). But Ap =ApA on stalks as well as the base so (A,)n(a)=(Aj3A)n(a)= 
(PA)nAn,(a) where f2, = (pA)n. But we claim that 0, =(x) (the principal ultrafilter). 
(For, in general, NE 0, iff A-‘(N) E 0 which implies that {x} E Rr as L E 0.) It 
follows that Aa, is the canonical isomorphism between A, and Al,,. 
Now to evaluate (/3A)nAnl(a). Note that for any value 6, one evaluates @A)n(b) by 
starting with a section r (defined on the discrete space X) which represents b (that is 
rn, = b). Using A (and the stalk maps Au) we lift r to a section R on /3X which 
represents PA (6). In this case b = An,(a) = AC,,(a). The only requirement on r is that 
r(x) = a. It follows that R(U) = s( U) for U E L. Since L E R we have Rn = sn. 
Therefore pLn(s(Ro)) = (pA)*An,(a) = Ra = sn. 
Corollary 1.8. Let x E X be given. For each a E A, there is a unique i E S, such that 
I * = s of the above lemma. If [ is represented by t E fl{Ai IAi # 0} then for al/ CJ E /3X 
with lim U =x we have tu = Au(a). In particular t(x) = a. 
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Proof. The existence of 6 follows from Lemmas 1.6 and 1.7. The equation tu = 
Au(a) from the definitions of [* and s. If U = q(x) (the constant ultrafilter with 
{X}E U) then we obtain r(x) = a. 
Lemma 1.9. Let x E Xand a E A, and t be as above. Then there exists a neighborhood 
N of x such that for all U E /IX with NE U we hate tu = Au(ti) (where i = lim U). It 
follows that one can put a topology on UAi so that p : UA, +X is a sheaf and where 
t 1 N is a section through a. 
Proof. Assume the contrary. Then for every neighborhood N of x let D,v = 
{U 1 NE U and tu # Au(ti) where i = lim U). By assumption each DN f 8. Since 
DN n DM = DN~,~ there exists f2 E p*X with D.v E R for all N. We let R0 = p(R) 
and R1 = @h)(R). Clearly R0 and R, both converge to x. So Corollary 1.8 applies 
hence tno = An,,(a) and tn, = An,(a). But pnAn, = (PA)nAn, as the equation A@ = A/3A 
applies to stalk maps. Therefore pn(t& = (pA)n(tn,). Now pn(tn,) is the element of 
An represented by {t”} and (/?A)n(t~,) is the element represented by (AU(&)} (again, 
i = lim U). Since the same element of An is represented, there exists K E R such that 
tu = Av(ti) for all U E K. But clearly K is disjoint from each DN E fl, a contradiction. 
To topologize IJAi let a E A, be given. Then let the range of tl N (that is, 
{t(i) 1 i E N}) define a basic neighborhood of a E A, whenever t and N have the above 
properties. This lemma shows that there are enough pairs t and N to make 
p : UA, --,X a sheaf. 
Proof of Theorem 1.4. Only a few details remain. For example every compact sheaf 
p : E + X gives rise to a structure map A (where A = 1.~1) as is well known. That the 
original topology on E and X agrees with the topology defined above follows since 
the topology is determined by A. (The base topology is so determined since 
A (U) = lim (U), the topology of E is determined by local sections which agree with 
the original sections in view of Lemmas 1.3 and 1.9). Similarly Lemmas 1.3 and 1.9 
show that the triple homomorphisms do the right thing on sections and therefore are 
always sheaf morphisms. 
Proposition 1.10. Letp : E + Xbe a compact sheaf and let {AU : E, + E”} be the stalk 
maps of the structure map (i.e. A = IE 1). Then E is separable (i.e. Hausdorff) iff each AU 
is one-to-one. 
Proof. Since X is required to be Hausdorff (as part of the definition of compact- 
based) it suffices to consider pairs of points e, f in a common stalk E,. If e and f do not 
have a disjoint pair of neighborhoods then there exists UE PX such that N a 
neighborhood of e and M a neighborhood of f imply p(N AM) E U. Therefore 
sections through e and f must agree on U which (in view of the above remark) implies 
Au(e) = Au(f). Conversely, if AU(e) = AU(f) then e and f cannot have a disjoint pair 
of neighborhoods. 
20 J.F. Kennison 
2. Creation of products and terminal objects 
Tripleable functors create products and other limits. Since compact sheaves are 
tripleable over discrete sheaves, one can create a categorical product of a family of 
compact sheaves by forming the product of the underlying discrete sheaves and 
applying the result that this product (in the category of discrete sheaves) can be lifted 
to a compact sheaf. This process always works so long as the underlying discrete 
sheaves have a product. 
Any T-algebra satisfying the stalk axioms can be thought of as the stalk of a sheaf 
with a one-point base. Such sheaves hall be called singletons. Clearly a singleton is a 
compact sheaf so every product of a collection of singletons can be given the structure 
of a compact sheaf. 
Remark. A sheaf morphism from a sheaf p : E + X to a singleton K is the same 
things as a T-homomorphism from K to r(X). 
Example 1. If {Ki) is a family of fields then, generally, there is no coproduct of this 
family in the category of fields. If the Ki all have the same characteristic there is a 
whole collection (~5,) of fields such that each Ki can be embedded in L,. This 
collection can be chosen to be a product of the singletons Ki in (T’, x)-Disc Shf 
(where T is the theory of commutative rings with unit and 2 is the property of being a 
field). By tripleability, this product lifts to a product in (T, 2)-Cmp Shf. 
Example 2. Let the field K be a Galoisian algebraic extension of k. Let a T-algebra 
be a k-algebra and let the stalks be field extensions of k. We construct he product of 
the singleton sheaf K with itself. Let G be the Galois group of K over k and let 
K, = K for all y E G. Define two sheaf morphisms f and g from the discrete sheaf 
{K, 1 y E G} to K where f, : K --, K, is always the identity and g, : K + K, is y. These 
maps are readily shown to be projections making {KY1 YE G} a product in the 
category of discrete sheaves. Therefore it can be made into a compact-based sheaf. 
Each x E K produces two easily identified global sections, one constantly equal to x, 
the other equal to y(x). They must agree on a clopen set D(x). (Note that D(x) is 
closed because the total space is Hausdorff by Proposition 1.10.) If L E K is a subfield 
then the Galois group G(K/L) = n{D(x) (x E L) is also closed as well as its cosets 
(that is, D(x)+ y. is {y 1 y(x) = ye(x)} etc.). If G(K/L) has only a finite number of 
cosets, then it must be open. Therefore G has its usual profinite topology. 
It follows that if p :E+X is any compact sheaf of k-algebras whose stalks are 
fields and if f : K + T(X) is a k-homomorphism then any other k-homomorphism 
h : K + r(X) must be of the form h(a)(x) =f(yx(a ))(x) where x + yx is a continuous 
function from X to the Galois group of K over k. (For if h andf are of this form, one 
can regard them as two sheaf morphisms from p : E + X to K, hence they determine a 
sheaf morphism to the product of K with itself.) 
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Collecting this information and noting that rings of the form T(X) are precisely the 
regular ones we have: 
Proposition 2.1. Let K be a (possibly infinite) Galoisian extension of k and let R be a 
(commutative) regular unitary ring extension of k. Let G be the Galois group G(K/k) 
and Xbe the structure space of R. Let Con(X, G) be the group of continuous functions 
from Xto G. Then Con(X, G) acts transitively on k- hom(K, R) in the strong sense that 
given k-homomorphism f, h from K to R there is a unique y E Con(X, G) for which 
h = (f)v. 
Proof. As is well known R = T(X) for a compact sheaf p : E +X. Given y E 
Con(X, G) define h = (f)y as above. The above discussion now applies. 
Remarks (1) As these examples show, one can usually recover information about 
any compact sheaf whose existence is implied by creation of products. Note that the 
sections are those maps which do the “right thing” when lifted to the ultraproducts 
(e.g. Lemma 1.3). So, in a sense, section is a map determined by first-order kinds of 
conditions. Similar observations can generally be made about the base topology. 
(2) The creation of products is fruitful because products in the category of discrete 
sheaves can be relativey unusual-they depend on the nature of the stalk axioms. 
The same procedure can be used to create terminal objects and other categorical 
limits when they exist in the category of discrete sheaves. An example below shows 
that even products need not exist. Propositions 2.2-2.5 give conditions under which 
limits exist. 
Proposition 2.2. The category of discrete sheaves of fields has all small limits and 
colimits. (A small limit is a limit over a set of objects and maps rather than over a proper 
class.) 
Proof. This category is the dual of the category of products of fields and “coor- 
dinated ring homomorphism” (see [13]). As shown in [12, 131 this latter category is 
tripleable over sets hence has all small limits and colimits. 
Example. In the category of discrete sheaves of integral domains, Z[fi] does not 
have a product with itself. For if {Ix 1 x E X} were such a product with projections f 
and g then it can be shown that there exist at least two copies of Z[&] among the 
stalks-an 1, such that fx = g, and an IY with f,.(h) = -g,(J/2). Now the singleton 
sheaf Z, has a sheaf morphism h to the singleton sheaf Z[J2] (that is a homomor- 
phism Z[&] + Z2 since stalk maps have the direction opposite to the direction of 
sheaf maps). If {Ix 1 x E X} is to be a product there should be a unique sheaf morphism 
m : Z2 --* {I )x E X} with fm = gm = h. But there are at least two such morphisms as 
ZZ can map from 1, or from 1, 
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Remark. Looking at the above example, one has the feeling that fields have an 
advantage because their homomorphisms must be one-to-one. This can be bestowed 
on any structural type by adjoining a binary relation I to the predicate calculus and 
assuming that, for stalks, x ly iff x # y. Then stalk homomorphism must be one-to- 
one in order to preserve 1. 
Definition. Let C be a given subset of the predicate calculus of T. Then a T-algebra 
is S-stafk-fike (or srajk-like) if it is a model of Z (that is iff it is the stalk of a 
(T, X)-sheaf. 
Furthermore, 1 is admissible if: 
(1) Every subalgebra of a Z-stalk-like algebra is Z-stalk like. 
(2) The one-point T-algebra is stalk-like. 
Most of our results can be proven with less stringent conditions (See 6.8, 6.9). 
Therefore we define 2 to be weakly admissible if: 
(1’) For each Z-stalk-like algebra S, the family of all X-stalk-like subalgebras of S 
is closed under all intersections, 
(2’) If Si and Sz are X-stalk-like and if fand g are one-to-one T-homomorphisms 
from Si to SZ then the equalizer off and g is X-stalk-like. 
Proposition 2.3. Let T be an algebraic theory and let .I? be weakly admissible. Then 
(T, X)-Disc Sep Shf and (T, E)-Cmp Sep Shf have allsmall limits. 
Proof. Since the stalk homomorphism of separated sheaf maps must be one-to-one, 
we may as well assume that T has an atomic, binary relation I and that Z contains the 
condition that n I b iff a # 6. Then (T, Z)-Disc Sep Shf = (T, X)-Disc Shf and 
(T, .Y)-Cmp Sep Shf = (T, X)-Cmp Shf. (The total spaces of the sheaves must be 
Hausdorff in view of Proposition 1.10). By tripleability, (T, Z)-Cmp Shf will have all 
small limits iff (T, ,Y)-Disc Shf does. Therefore we work in (T, X)-Disc Shf and 
consider small limits of singletons. Let {Ki} be a small diagram of singletons and let K 
be its colimit when {Ki} is regarded as a diagram in the category of algebras. Consider 
a representative set of maps {K + S,} from K into stalk-like algebras such that no 
proper stalk-like subalgebra of S, contains the image of K and such that each map 
Ki + K + S, is one-to-one. (Here K, -+ K is the coprojection. Note that the cardinal 
of S, cannot be too large by Lowenheim-Skolem. Therefore we can construct a 
representative set.) The discrete sheaf {S,} with the obvious projections is then a limit 
of the singletons (ZG}. (It is possible for no S, to exist. For example in case of sheaves 
of fields, the product of Z2 and 2, is the empty sheaf.) The rest of the proof follows 
from 
Proposition 2.4. If, in a category of discrete sheaves, every small limit of singletons 
exists, then all small limits exist. 
Triples and compact sheaf representation 23 
Proof. Every discrete sheaf E = {Ki 1 i E X} is the coproduct of the singletons Ki and 
every map from a singleton to E factors uniquely through a coprojection K, + E. 
From this information all limits of discrete sheaves can be computed. 
For example consider the case of products. Let E, be a discrete sheaf for each 
y E r. Let f be a function on r such that f(y) is a stalk of E, for all y E ZY For each such 
f let {Ki (i E If} be the product of the collection of singletons {f(y)} indexed by y E r. 
Let Z = UZf. Then {Ki ( i E Z} is the appropriate limit. The same procedure works for 
all limits. 
Definition. Let T be an algebraic theory and let 2 be a subset of the predicate 
calculus. A family {K, )x E X} of stalk-like algebras is defined to be Z-strongly initial 
iff for each stalk-like L there is a unique one-to-one T-homomorphism from some 
K, to L. (That is, if T-Mono(K, L) is the set of all one-to-one T-homomorphisms 
from K to L, then UT-Mono(K,, L) is required to have precisely one element.) 
Proposition 2.5. Let T and S be as above. Then {K, 1 x E X} is I-strongly initial iff it is 
a terminal object in (T, x)-Disc Sep Shf iff it is the family of stalks of a terminal object 
in (T, x)-Cmp Sep Shf. 
Zf 2 is weakly admissible then I-strongly initial families exist. 
Proof. The fact that Z-strong initiality is equivalent to being terminal in (T, I)- 
Disc Sep Shf is obvious. Terminal objects in this category lift to (T, C)-Cmp Sep Shf 
by tripleability. The tripleability follows from Theorem 1.4 after adjoining an atomic 
binary relation Z and the condition a Zb iff a f b as in the proof of Proposition 2.3. If 
1 is weakly admissible then terminal sheaves exist by Proposition 2.3. (,For those who 
distrust limits over empty diagrams, let K be an initial T-algebra and apply the proof 
of Proposition 2.3.) 
Example. Let R be a commutative ring with unit. Let T be the algebraic theory of 
commutative unitary rings over R. (That is, the theory of R-algebras or of rings A 
with unitary maps R + A. The elements of R are taken to be constants of T. The map 
R + A is not required to be one-to-one.) 
Let x be the property of being a field over R. Then Z is weakly admissible. Let X 
be the prime spectrum for R, that is the family of all prime ideals of R. For each x E X 
let K, be the quotient field of R/x. Then {K, [x E X} is clearly I-strongly initial. Hence 
it lifts to a compact sheaf. The resulting topology on X is the patch ropology defined 
by Hochster [8]. See [9] concerning the sheaf over X. Clearly the method of this 
example applies to any algebraic theory, T and any weakly admissible property 2. 
Hence one can define “generalized spectra” with a generalized patch topology and a 
suitable sheaf over the spectrum. One would then be led to the “global section triple” 
which determines separated sheaf representation. 
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3. Global section triple 
From now on T shall be a (finitary) algebraic theory and 2 shall be a subset of the 
predicate calculus of T. As noted before, if we adjoin a binary operation I and the 
condition a I6 iff a # b to get T’ and 2” then (T’, zl’)- Cmp Shf = (T, .Z)-Cmp Sep Shf 
and similarly for discrete sheaves. 
Definition. Let R be a T-algebra. Then TR is the theory of “T-algebras over R”. 
The elements of R are constants of TR and a TR-algebra is a T-algebra, A, together 
with a T-homomorphism R -, A which “evaluates” the constants of TR. 
Theorem 3.1. Let T be algebraic and let Z be weakly admissible. Then : 
(1) r:(T,Z)-CmpSepShfP + T-alg has a left adjoint, A. Explicitly if R is a 
T-algebra and if A(R) is p : E +X and if 77 : R + T(X) is the front adjunction and if 
e, : R --, E, is defined by e,(r) = q(r)(x), then: 
(2) The family {e, : R + E,} is I-strongly initial for TR and 2. 
(3) For all r, s E R the set {x le,(r) = e,(s)} is a clopen subset of X (that is, both 
closed and open in X). 
(4) If .Z is admissible then each e, : R + E, is onto and X is totally disconnected. 
(5) If _Z is admissible then Xcan be regarded as the set of all T-congruences 0 on R 
for which R/9 satisfies 2. Then the topology on X coincides with the relative topology 
obtained as a subset of the Boolean space of all subsets of R x R. 
Proof. (1) Let R be a T-algebra and let p : E + X be a terminal object in (TR, Z)- 
Cmp Sep Shf. Then each stalk is a TR-algebra hence has a map e, : R + E,. Each r E R 
gives rise to a section q(r) defined by v(r)(x) = e,(r) which is continuous by Lemma 
1.3 (as stalk maps are TR-homomorphisms). It is readily shown that the universal 
property involved in being a terminal TR -sheaf is equivalent o saying that n is a front 
adjunction so that A(R) = (p : E + X). 
(2) now follows from the above construction and Proposition 2.5. 
(3) is obvious, since global sections for a separated sheaf, agree on a clopen subset. 
As for (4), the image of R in E, must be Z-stalk-like if JZ is admissible and by 
I-strong initiality it is easy to show that each e, is onto. If x Z y, then E, and E, must 
be distinct quotients of R so there exists (r, s) E R with e,(r) = e,(s) and e,(r) f e,(s) 
or vice versa. Using (3), there exists a clopen set separating x and y. 
As for (5), it is clear that X corresponds to the set of T-congruences 8 for which 
R/t3 satisfies 2. Every subbasic open subset from the Boolean topology on 2RxR is 
also open in X in view of (3). Since the relative Boolean topology is Hausdorff and X 
is compact, the topologies must have the same closed subsets and so agree. 
Definition. The above adjointness gives rise to a triple WA, q, EL) on T-alg called the 
global section triple. The use of n and k is standard notation and should be readily 
distinguished from the corresponding parts of triples such as (p, n, cc) of the previous 
sections. 
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Similarly e(E) or just E from 4T(E) to E shall denote the back adjunction. 
Proposition 3.2. With respect to fhe above triple (r4, 7). p) on T-alg, ifs is admissible, 
then : 
(i) A T-algebra R can be represented as r(X) (for a (T, Z)-separated compact 
sheaf) iff R can be given the structure of a I’d-algebra. (This is extended by Lemma 
6.2.) 
(ii) Zf (R, A) is a I’d-algebra then rpreserves the coequalizer (in Cmp Sep ShPP) of 
e(4R) and 4(A). 
Proof. Let A : I’4R -, R be a structure map for the triple rd. Let the sheaf 4R be 
denoted by p : E+X and let q : F+ Y denote the sheaf dfd(R). We regard X as a 
set of congruences on R and Y as a set of congruences on T(X), as in Theorem 3.1, 
(9. 
Note that re(4R) is the multiplication, u, of the triple l-4. The sheaf map e(4R) 
goesfromp:E-,Xtoq:F-,Y.Letm:X +Ybethebasemapof~(4R).IfB~X 
then it can be checked that m(6) is the congruence relation on T(4R) induced by the 
evaluation map T4R + Ee(= R/B). 
We let 1 :X+ Y be the base map of 4(A). Then r(e) is the congruence relation 
induced in the composition f4R + R + R/O (where f4R + R is A). The sheaf maps 
E (4R) and 4(A) behave in the obvious way on stalks. Moreover, the equalizer of the 
sheaf maps E (AR) and A (A ) is readily seen to be the induced sheaf over A E X where 
A is the equalizer of the base maps m and 1. 
We claim that T(A) = R which proves conclusion (i) (the opposite implication 
being trivial). This also leads to the proof of (ii) since R is the coequalizer of r(4A) 
and f (c4R) [since any structure map A is the coequalizer of g and f’.J(A)]. 
First, let h : Y +X be the base map of 4(n). If 4 E Y then h(4) is the congruence 
induced by R + TAR --, TdR/J/ (where R + T4R is n). Note that hm = hl = lx. It 
follows that m(X) n l(X) = m(A) = n(A) for if y = m (x1) = 1(x2) then h(y) = x1 = x2. 
Let VA : R + T(A) be the map n followed by the restriction map from T(X) to 
r(A). Let y E T(A) be given. Since X is totally disconnected and A is closed we can 
extend y to a section y’~ r(X). (See lemma below.) Let r = A (y’). Then for u E A we 
have y’(a) = y’ (mod m(u)) = y’(mod l(a)) = A (y’) mod a = r mod Q. Therefore 
y’/A (or y) coincides with q,_,(r). So TA is onto. 
It remains to show that VA is one-to-one. Assume VA(r) = am. Consider the map 
n * n : R + (I’d)‘(R). We define a section r E T(m (X) u l(X)) as follows: On m(X) 
let r = r [more precisely r agrees with q(nr) on m(X)]. On l(X) let r = s [or n(t)(s))]. 
On m(X) A l(X) = m(A) we see that n (vr) = 7 (77s) so t is well defined and continu- 
ous and so 7 extends to T’ E f(Y). 
Observe that T(m)(r’) = T(r) and r(l)(#) = v(s) [or, more precisely, ~(7’) = v(r) 
and ~‘(A)(T)) = v(s)]. Therefore, r = Aq(r) = AH = ATA = An(s) = s. 
Lemma 3.3. Let p : E +X be a sheaf and let X be a Boolean space (i.e. compact, 
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Hausdorff, totally disconnected). If p is onto (i.e. no empty stalks) then f(X) is 
non-empty. Moreocer, if A z X is closed, then every y E f(A) has an extension to at 
least one y’ E T(X). 
Proof. Since the topology on X has a clopen base (as is well known) it is easy to piece 
together a finite number of local sections on clopen subsets to get a global section 
u E Z”(X). Now given y E r(A) it is well known (e.g. see [7]) that y can be extended to 
an open set containing A. Since X is Boolean and A is closed, it is known that every 
open set containing A contains a clopen set that contains A. Thus we can extend y to 
a clopen neighborhood CT of A and extend it to the rest of X by using any section of 
KY\U). 
Proposition 3.4. Let 2 be admissible. There is a functor L which embeds the category 
of fA-algebras into a full corejlectiue subcategory of Cmp Sep ShfP. 
Proof. As is well known for triples generated by an adjoint pair (see [2], [4]), there is 
a comparison functor K : Cmp Sep Shf“‘+ fA-alg. Since Cmp Sep ShpP has 
coequalizers, K has a left adjoint L. Since f preserves the relevant coequalizer (by 
Proposition 3.2, (ii)) if follows that L is a full embedding (see [2]). 
Definition. Let 2 be admissible. A separated sheaf is canonical if it is the image of a 
TA-algebra under L. Notice that if (R, A) is a rA-algebra, then L(R, A) is the sheaf 
over A as defined in the proof of Proposition 3.2. Also if T has no constants, then 
0 E T-alg and A(0) is canonical. It is the sheaf p : E +X where X has one point and E 
is empty. (This sheaf is defined to be the canonical empty sheaf.) 
Proposition 3.5. Assume that T has constants. Then a compact separated sheaf 
p : E +X is canonical iff: 
(i) X is totally disconnected, and 
(ii) there exists a unique point 00 EX (cafled the point at infinity) for which the 
corresponding stalk is a one element algebra. 
On the other hand, if T has no constants then p : E --* X is canonical iff it either 
satisfies (i) and (ii) and has no empty stalks or is the canonical empty sheaf. 
Proof. Apply the comparison functor and its adjoint top : E-X to obtain p’: E’+ 
X’. Then X’ is an equalizer (or coequalizer in the dual category, Sep Shf”‘) such as 
the sheaf over A in the proof of Proposition 3.2. It is easily checked that X’ satisfies 
(i) and (ii). Moreover there is a sheaf morphism f :X + X’ such that r(f) is an 
isomorphism. p : E + X is canonical iff f is a sheaf isomorphism. If X is totally 
disconnected and has a point at infinity, then it is readily seen that since f(f) is an 
isomorphism, f must be. (The case when T has no constants is straightforward.) 
Notation. We let Can SepShf denote the category of canonical sheaves and 
separated morphisms. 
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We have shown the following: 
Theorem 3.6. f : Can Sep ShfP+ T-alg is tripleable. 
Definition. In any sheaf, p : E --, X a point x E X is an infinite point if E, is a one 
element algebra. Other points in X are called non-infinite. 
Remark. The point at infinity has two roles which seem worth mentioning. If 00 is not 
isolated, it serves to compactify the base which would otherwise be only locally 
compact. If the theory T has a constant, called 0, then every section must be 0 at 
infinity (there being no other points in the stalk at infinity). Therefore every section 
must agree with the constant 0 section in a neighborhood of infinity. In other words, 
sections must have “compact support”. 
Even when CO is isolated, its existence affects the concept of a separated sheaf map 
since the base map might conveniently map some non-infinite points to the point at 
infinity. It is not possible however for the base map to send a point at infinity to a 
non-infinite point since the corresponding stalk map (in the opposite direction) must 
be one-to-one. 
It is possible for T and 2 to be such that the point at infinity plays neither of the 
above roles as indicated by the following result. 
Proposition 3.7. For categories of (T, 2)-compact-separated sheaves, the following 
conditions are equivalent: 
(i) For canonical sheaves, the point at infinity is always isolated. 
(ii) The one element T-algebra, 1, is not a T-subalgebra of any other model of 2. 
(iii) The base map of a morphism never maps a non-infinite point to a point at 
infinity. 
Proof. (i) 3 (ii). Assume that f: 1 --, R is a T-homomorphism where R is a model of 
2 and R # 1. Let {r} be the image of 1. Let X be the one-point compactification of the 
integers and define p : E + X so that E, = R for all integers n and E, = 1. Define 
)I:X+E so that y(n)=r for all integers n and y(co)~l. Then p:E-*X is a 
canonical sheaf when E has the largest topology making y continuous. This 
contradicts (i). 
(ii) j(i). Assume that p : E + X is canonical and co is not isolated. Find an 
ultrafilter U on X which converges to CO but is non-trivial (i.e. {co}& U). Let 
YE T(X). Then y determines a one element T-subalgebra of the ultraproduct 
flEx/ U (For if w is any unary operation of T, then w(y) is a section which must agree 
with y on a neighborhood of 00 hence on a member of Cr.) This contradicts (ii) as the 
ultraproduct is a mode1 of E and has more than one point by Los’ theorem. 
(ii) + (iii). A non-infinite point could not map to a point at infinity since the stalk 
map going in the opposite direction would represent 1 as a subalgebra of another 
model of 2. 
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(iii) 3 (ii). If f: 1 + R is a T-homomorphism where R is another model of 2 then 
fYd(f) takes the non-infinite point in the base of J(R) and maps it to the point at 
infinity of A (1). 
Remark. In contrast to (ii) above, if T has a unique constant, called 0, then the 
one-point T-algebra is a zero-object and maps uniquely to every other T-algebra. It 
follows that if p : E + X is separated and if X is totally disconnected, locally compact, 
then one can always construct a canonical sheaf X by adding 00 as a one-point 
compactification of X and letting E, = (0). Then r(X*) is in essence the algebra 
TO(X) of sections over X with compact support. 
Example. If T is the theory of rings, not necessarily with unit, then the situation of 
the above remark holds. On the other hand if T is the theory of rings with unit, then 
the one-point T-algebra is characterized by 0 = 1 so (ii) of Proposition 3.7 holds. In 
this case, points at infinity are essentially superfluous. 
4. Comparison algebras 
As we shall see, the tripleability of the dual of canonical separated sheaves over 
T-algebras is highly “algebraic”. That is, it can easily be described in terms of finitary 
operations. We first consider the case where T is the theory of sets and where no stalk 
conditions are imposed. So we are dealing with the dual of canonical separated 
sheaves of sets which is tripleable over sets and therefore describable by a varietal, 
equational theory (as in [Ml). 
The operations of this theory are generated by a quaternary operation C which can 
be defined as follows: Let a, b, x, y be global sections of a separated sheaf. Let z be 
the section which agrees with x on the clopen set where a and b agree. z is further 
defined to agree with y on the clopen set where a and b disagree. We denote z by 
C(a, b, x, y). For a sheaf with a single non-infinite point, C(a, b, x, y) agrees with the 
direct comparison operation Co(u, b, x, y), that is: 
Definition. The direct comparison operation Co(u, 6, x, y) is defined to be x if a = b 
and to be y if a # b. 
Definition. A set Q with a quaternary operation C is said to be a comparison algebra 
(or C-algebra) if: 
(Cl) C(a, a, 1, Y) =x, 
(C2) C(a, b, x, x) =x, 
((23) C(u, 6, x, Y) = C(b, a, x, Y), 
(C4) C(a, b, a, b) = b, 
(C5) C(a, by C(X~), C(yi)) = C(C(a, b, Xi, yi)). 
(In notation such as C(xi) it is assumed that i goes from 1 to 4 SO C(xi) = 
ax1, x2, x3,4.) 
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Remarks. (1) Comparison algebras are clearly the models of an algebraic theory 
which shall be denoted by C. Therefore the terms C-congruence relation, C- 
subalgebra, C-quotient, C-homomorphism have the obvious meanings. 
(2) For any set Q, the direct comparison operation Co makes Q into a C-algebra. 
(3) If W(x, y, z) = C(x, y, z, x) then C is determined W since C(a, b, x, y) = 
W(y, W(a, b, y), W(a, b, x)). However the identities (Cl)-(C5) do not seem to 
translate into anything except rather inelegant identities for W. 
(4) The direct comparison operator C,,(a, 6, x, y) has proven useful in universal 
algebra, e.g. see Pixley [17], Hu [lo] and Quackenbush [18]. In these papers 
Co(a, b, x, y) is called the normal transform. The ternary operation denoted by W 
above is (for direct comparison operations) usually denoted by t and called the 
ternary discriminator. 
Lemma 4.1. In any C-algebra the following identiies hold: 
(i) C(a, b, b, a) = a, 
(ii) Cb, 6, x, Y) = Cb, b, x, Cb, b, x, Y>), 
(iii) Cb, 6, x, y) = Cta, b, C(a, 6, x, y), y). 
Proof. (i) is obvious in view of (C3) and (C4). To prove (ii), evaluate 
C(a, b, C(a, a, x, y), C(a, b, x, y)) by using (Cl) and also by (C5). To prove (iii) note 
that C(a, 6, C(a, b, x, Y), Y) = C-b, 6, C(a, b, x, y), C(a, a, y, y,)). Now apply (CV, 
then (Cl). 
Lemma 4.2. Let Q be a C-algebra and let a, 6, x, y be in 0. The following statements 
are equivalent : 
(i) There exists s E 0 such that C(a, 6, x, s) = C(a, b, y, s). 
(ii) C(a, b, x, t) = C(a, 6, y, t) for all t E Q. 
(iii) y = C(a, b, x, y). 
Proof. (i) *(ii): Assume that C(a, 6, x, s) = C(a, 6, y, s) and that t is arbitrary. 
Then observe that: 
and 
C(a, 6, x, r) = C(a, 6, C(a, b, x, s), C(a, a, r, r)) 
C(a, b, Y, tl= Cb, b, Cb, b, Y, ~1, Cb, a, 6 t)> 
in view of (C5). 
(ii) * (iii). Let t = y. 
(iii) * (i). Let s = y. 
Lemma 4.3. Let Q be a C-algebra and let a, b, x, y be in 0. The following statements 
are equivalent: 
(i) There exists s E Q such that C(a, b, s, x) = C(a, 6, s, y). 
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(ii) C(a, b, f, x) = C(a, 6, t, y) for all t E Q. 
(iii) x = C(a, 6, x, y). 
Proof. (i) =j (ii). Using (C5) observe that 
C(a, b, t, y) = C[C(u, b, s, x), C(a, b, s, y), C(a, b, 6 xl, C(G 6, x, y)]. 
Therefore if C(u, 6, s, x) = C(u, b, s, y) for any s E 0, we have C(u, 6, t, y) = 
C(u, 6, t, x) using the above and (Cl). 
(ii) * (iii). Let t = x. 
(iii) 3 (i). Let s =x. 
Definition. Given a, b, E Q define relations $(a, b) and 19(u, b&-or just (I, and 13 for 
short by 
x*y iffy = C(u, b, x, Y ), 
x By iff x = C(u, 6, x, y). 
By Lemma 4.2 it follows that x 4 y iff C(u, b, x, t) = C(u, b, y, t) for all t E Q. So rl, is 
an equivalence relation. Similarly 19 is an equivalence relation using Lemma 4.3. 
Lemma 4.4. Let a, b be given. Then 4 = @(a, b) and B = @(a, b) are C-congruence 
relations. 
Proof. Assume that xi II, yi for i = 1, 2, 3, 4. Then yt = C(u, b, xiv yi). Therefore 
C(u, b, C(xi), C(yi)) = C(C(u, b, xi, yi)) = C(yi) so C(xi) G C(Yi)* The same 
argument applies to 8. 
Notation. A congruence relation r is trivial if it is either the discrere congruence (so 
that x 7 y only when x = y) or the indiscrete congruence (so that x T y for all x, y). We 
say that (0, C) is a simple C-algebra if 0 has no non-trivial C-congruences. 
Proposition 4.5. (0, C) is a simple C-algebra iff C = CO (rhe direct comparison 
operation). 
Proof. If C = CO and if r is a congruence relation with a T b but a # b, then for all 
(x, y) we have CXu, 6, x, y) T G(u, a, x, y) so x T y. 
Conversely, assume that (Q, C) is simple and that there exist a, b, x, y in 0 with 
C(u, 6, x, y) # C,,(u, b, x, y). Notice that a # b by (Cl). Let $ = &(a, b). Then a IL b 
and 4 must be the indiscrete congruence. Therefore x (/I y so y = C(u, b, x, y). But 
y = C,,(u, b, x, y) contradicting that Co(a, 6, x, y) f C(u, 6, x, y 1. 
Lemma 4.6. Let 4 = $(a, 6) and B = 8(u, 6). Then 
(i) x t,b C(u, b, x, y) for all x, y. 
(ii) y 8 C(u, 6, x, y) for all x, y. 
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(iii) The indiscrete relation is the only transitive relation containing 4 and 8. (By 
contrast B n $ is discrete.) 
(iv) #(a, 6) is the smallest congruence relation containing (a, 6). (By contrast a 8 b 
ifa = b.) 
Proof. (i) and (ii) follow from Lemma 4.1. Then (iii) follows from (i) and (ii). As for 
(iv), if T is a congruence with a r b and if y = C(a, b, x, y), then y 7 C(a, a, x, y) =x. 
Proposition 4.7. If (Q, C) is a C-algebra and if a # b for a, b in Q then there is at least 
one maximal congruence r. for which (a, b) Ed TV. 
Proof. Let B = O(a, b). By Zorn’s lemma there is a maximal element 7. in the family 
of all congruences r for which f3 G r and (a, b) & 7. Clearly r. is maximal among all 
non-indiscrete congruences. For if ~~ is properly contained in cr then (a, 6) E (J so by 
Lemma 4.6 we have @(a, 6) c u as well as e(a, b) E u so u is indiscrete. 
Definition. Let (0, C) be a C-algebra. Then Spec(Q, C) is defined as the set of all 
C-congruences r for which 7 is maximal or indiscrete. The indiscrete congruence is 
called the point at infinity for Spec(Q, C). Since Spec(Q, C) is a subspace of the 
Boolean space of all subsets of Q x Q, it inheritsa relative topology. 
In addition we define E(Q, C) = E be the disjoint union of all quotients Q/7 for 
r E Spec(Q, C). Let p : E + Spec(Q, C) be the obvious projection. For each x E Q let 
s(x) : Spec(Q, C) --, E be the obvious section. Then we have 
Proposition 4.8. Let p : E + Spec(Q, C) be as above. Topologize E with the largest 
topology for which each s(x) is continuous. Then p : E + Spec(Q, C) becomes a 
canonical separated sheaf of simple C-algebras and s : Q + r Spec(Q, C) is a one-to- 
one C-homomorphism. (s is also onto, see below.) 
Proof. The property of being a simple C-algebra is first order since by Proposition 
4.5 it is equivalent to satisfying “If a # 6, then C(a, 6, x, y) = y”. Let I be this 
condition. Then 2 is admissible, so Theorem 3.1 applies and there is a left adjoint A 
from C-alg to (C, I:)-Cmp Sep ShfP. Also p : E --, Spec(Q, C) is clearly A(Q, C) and 
s is tl. By using Proposition 4.7, we see that s is one-to-one. 
Lemma 4.9. For each positive integer n there is a word (or operation) C” of arity 
2n.+ 2” in the theory of C-algebras such that if (aI, bl), . . . , (a,,, b,) are ordered pairs 
from any simple C-algebra (Q, Co), and if {x(S)\6 c (1,2,. . . , n}} is an indexed 
family of elements of Q, then (Co)“(ai, bi, x(S)) =x(&J where So is the set of all i for 
which ai = bi. 
Proof. C” is readily defined by induction. C’ is essentially C. For n > 1 define 
C”(ai, bi, x(6)) to be C(an, b,, x, y) where x = Cn-‘(ai, bi, x’(S)) and y = 
C”-‘(ai, bi, X(S)). Here x’(6) =x(8 u(n)). 
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Remark. The behaviour of C” is determined by its behavior on simple C-algebras 
since by Proposition 4.8 every C-algebra is a subdirect product of simple C-algebras. 
Proposition 4.10. The map s : Q + T(Spec(Q, C)) of Proposition 4.8 is onto. 
Proof. Let y E T(Spec(Q, C)). For each T E Spec(Q, C) there exists x E Q such that 
y = s(x) in a basic neighborhood of T. By compactness there exist xi, . . . , x, E Q and 
basic open neighborhoods Vi, Uz, . . . , U,,, which cover Spec(Q, C), and such that 
y =s(xi) on Vi. Basic open neighborhoods are determined by ordered pairs 
(al, bl), * * * , (a,, 6,) of Q so that for each Vi there are subsets S, A of (1,. . . , n} so 
that T E Vi iff (ai, bi) E T for i E 6 and (ai, bi) & r for i E A. It is obvious that the C” 
operations of Lemma 4.9 can be used to “piece together” the elements xl, . . . , x, of 
Q to get an element y E Q with s(y) = y. 
Theorem 4.11. If p : E + Xis a cunonicul sheaf (ofsets) then T(X) is a C-algebra in 
the obvious way. The functor ris then a functoriulequivufence between Can Sep ShpP 
and C-alg. The inverse functor assigns the sheaf p : E + Spec(Q, C) to the C-algebra 
(Q, 0. 
Proof. Let r’ denote the functor from (C, X)-Can Sep Shf”” to C-alg where 2 is the 
property of being simple as in the proof of Proposition 4.8. Then f’ is tripleable by 
Theorem 3.6. But (C, X)-Can Sep Shf”P is obviously equivalent to Can Sep Shf 
(since for a given sheaf of sets there is one and only one way to make each stalk into a 
simple C-algebra). So r’ = r in effect. So r is tripleable and clearly has unit n = s 
which is an isomorphism by Propositions 4.8 and 4.10. This completes the proof since 
a tripleable functor whose unit is an isomorphism must be a functorial equivalence. 
Remarks (1) If (Q, Co) is a simple C-algebra with more than one element, then 
Spec(Q, C,J contains one infinite and one non-infinite point. The stalk over the 
non-infinite point coincides with Q. Let (R, Co) be another simple C-algebra with 
more than one element. Let f: Spec(R, Co) +Spec(Q, Co) be the base map of a 
separated sheaf map. Then f maps the non-infinite point of Spec(R, Co) to either the 
infinite or the non-infinity point in Spec(Q, C-J. In the former case r(f) is a constant 
while the latter case f(f) is one-to-one. 
(2) For C-algebras the notions of simple, subdirectly irreducible and directly 
irreducible coincide. For if (Q, C) is not simple and A E Spec(Q, C) is a non-trivial 
clopen set then T(A) is a direct factor of 0. 
We need the following lemma for the next section. 
Lemma 4.12. Let Q be a C-algebra and let T be any C-congruence relation on Q. Then 
T is the filtered union of {$(a, b) [ (a, b) E 7). (That is, if (a, b) and (c, d) are in 7 then 
there exists (e,f)Er wirh $(a, b)ucl(c, d)c$(e, f).) 
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Proof. That r = UJ/(U, b) follows from Lemma 4.6. Given (a, b) E 7 and (c, d) E I let 
e=C(a,b,c,a)andf=C(u,b,d,b).SinceuTbweseethatetcandfrdsoerfas 
c T d. The last line of the lemma is immediately checked by considering the represen- 
tation of Q as a subdirect product of simple C-algebras. 
5. C # T-algebras 
The preceding section on C-algebras makes explicit the tripleability of Theorem 
3.6 in the case of separated sheaves of sets. In this section we consider separated 
sheaves of T-algebras. We do not yet impose any stalk conditions. 
Definition. Let T be a finitary algebraic theory. Then a C # T-algebra is a set Q 
which is both a T-algebra and a C-algebra such that the identity (# ), stated below, 
holds for every n-ary operation f of T. 
(#) f(C(a, b, xir yi)J = C(a, by f(-G), f(Yi))* 
(Recall that notation such as f(xi) is short for f(xi, . . . , x,) etc.) 
Theorem 5.1. The category of C # T-algebras is equivalent oversets to the dual of the 
category of canonical separated sheaves of T-algebras. 
Proof. Let p : E + X be a canonical separated sheaf of T-algebras. Then T(X) is 
both a T-algebra and a C-algebra. The identity (#) is readily verified as it is true on 
stalks. So T(X) is a C # T-algebra. 
Conversely, let Q be a C # T-algebra. Then, as a C-algebra, we can write 
Q = T(X) for some canonical separated sheaf of sets p : E + X. For each x E X let E, 
be the stalk over x and let T, be the equivalence relation induced by Q + E,. It 
suffices to show that each T, is a T-congruence. But we know that r, is a C- 
congruence so in view of Lemma 4.12 it suffices to show that $(a, b) is a T- 
congruence for all a, b E Q. Let I& = I,!J(u, 6). Assume that xi $ yi for i = 1,. . . , n. 
Then yi = C(u, b, xi, yi). Let f be an n-ary operation of T. So, using (#), we have 
f(yi) =~(C(U, 6, x;, yi)) = C(U, b,f(xi), f(yi)). This means f(xi) J/f(yi). It is easily 
checked that this correspondence between certain sheaves and C # T-algebras is a 
functorial equivalence. 
Remark. Using ( # ) one can derive the following identity: 
f(C(a, bi, Xi, yi)) = C”(ai, bi, f(z(av i))), 
where .r (S, i) = xi if i E 6 and = yi if i& 8. In this way, every “T-word of C-words” can 
be rephrased as a C-word of T-words. Therefore every C # T-word is a C-word of 
T-words. So (#) is nearly a distributive law in the sense of [l]. That is, the triple 
C # T is nearly a composition of C with T. However the identities are such that the 
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free C # T-algebra is a quotient of the free C-algebra on the free T-algebra. (It is 
the sheaf of all T-quotients of the free T-algebra.) 
Example. Let T be the theory of rings with unit. Then C # T can be readily 
described in terms of the unary operation e where e(x) = C(0, x, 0,l). Notice that 
e(x) is the characteristic function of x. The e-operation determines C since 
(*) C(a,b,x,y)=e(a-b)y+(l-e(a-b))x. 
Observe that (*) is most easily proven by representing C # T-algebras by sheaves. 
An algebraic characterization of e is given by 
Definition. An E-ring is a ring R with unit and with a unary operation e such tha 
the following six conditions hold: 
(El) e(x) is a central idempotent for all x E R, 
(E2) xc(x) =x, 
(E3) e(e(x)) = e(x), 
(E4) e(-x) = e(x), 
(E5) e(1 -e(x)) = 1 -e(x), 
(E6) e(c(x)y) = e(x)c(y). 
Proposition 5.2. A C # T-algebra, where T is the theory of rings with unit, is 
essentially the same thing as an E-ring. 
Proof. Given a C # T-algebra, define e(x) = C(0, x, 0, 1). Conversely given an 
E-ring define C using the formula (*) above. That these definitions work is straight 
forward using the following lemma. 
Lemma 5.3. Let R be an E-ring. Then: 
(i) e(l)= 1 ande(O)=O. 
(ii) The range of e is a subalgebra of the Boolean algebra of all central idempotents 
ofR. 
(iii) If e(t)x = 0 then e(t)e(x) = 0. 
(iv) e[e(x)s+(l-e(n))t]=e(x)e(s)+(l-e(x))e(t). 
Proof. (E2) and (E5) with x = 1 prove (i). Conclusion (ii) now follows from (E5) and 
(E6). As for (iii) let e(t)x = 0. Then e(t)e(x) = e(e(t)x) = 0, using (E6) and (E3). To 
prove (iv) let w = e(x)s+(l-e(x))t and let u = e(x)e(s)+(l -e(x))e(t). In view of 
(ii), and (E3), we see that e(u) = U. It is easily checked that w = IVL’ = we(u) so 
e(w)=e(we(v))=e(w)u. Now 
e(w)u = e(w)e(x)e(s)+e(w)(l- e(x))e(t). 
And e(w)e(x)e(s) = e(e(x)e(s)w) = e(e(x)s) = e(x)e(s). Similarly 
e(w)(l -e(x))e(t) = (1 -e(x))e(t) 
so e(w)u = u and e(w) = e(w)u = u. 
Triples and compact sheaf representation 35 
6. Stalk conditions as identities 
We now make the tripleability of Theorem 3.6 explict in the presence of admissible 
stalk conditions. 
Theorem 6.1. Let 2 be an admissible set of stalk conditions. The full subcategory of 
C # T-algebras consisting of those algebras which correspond to (T, x)-separated 
sheaves is then a Birkhoff subcategory. 
The proof results from a series of lemmas. 
Lemma 6.2. Let Z be an admissible set of stalk conditions. Letp : E + Xbe a separated 
sheaf of T-algebras such that each stalk E, satisfies 2. (We do not require X to be 
compact.) Since T(X) is a C # T-algebra in the obvious way, it is represented by a 
canonical (compact) separated sheaf p* : E* + X*. Then p* : E* +X* is a (T, Z;)- 
separated sheaf. 
Proof. We must show that each stalk over X* satisfies 2:. Notice that each x EX 
gives rise to a maximal C-congruence 7x where (a, b)E 7x iff a(x)= b(x). By 
construction of X* this maximal congruence gives rise to a point x* E X*. Let 
Y = {x* 1 x E X}. Note that m7x 1 x E X} is the trivial (discrete) congruence of T(X), 
so it readily follows that Y is dense in X* -{co}. 
Now choose z E X* and consider its stalk, ET. If z = co then clearly ET satisfies 2. 
If z E Y, say z = x*, then ET also satisfies .Z as it is a T-subalgebra of E, (that is, the 
subalgebra of all y(x) for y E f(X)). Finally, in the remaining case there exists an 
ultrafilter U on X* with y E U such that U converges to z. Every point in ET has a 
local section through it which defines an element of the ultraproduct fl{Ez 1 y E 
Y}/U. Clearly this ultraproduct is a model of ,Z and ET is a T-subalgebra of it. 
Remark. In the above lemma, p* : E* +X* is a kind of “compactification” of 
p : E + X. Such compactifications are systematically analyzed in Ellerman [5]. 
Lemma 6.3. Let 2 be admissible. Let pi : Ei + Xi be an indexed family of (T, JZ)- 
separated sheaves. Let p : E-,X be the canonical sheaf that represents the product 
nr(X). Then p : E + X is (7’, 2)-separated. 
Proof. Let !JEi and UXi be disjoint unions with the coproduct topology (i.e. each 
Xi and Ei is clopen). The obvious sheaf ~JE; +UXi has nr(Xi) for its algebra of 
sections. The result follows from Lemma 6.2. 
Lemma 6.4. Letp : E +X be a canonical separated sheaf of T-algebras. Let Q be any 
C # T-quotient of T(X). Then there exists a closed subsetA G X with 03 E A such that 
Q = T(A), the sections of the induced sheaf p : p-‘(A) --* A. 
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Proof. Represent C? by q : F + Y. The quotient map T(X) - 0 induces a sheaf map 
f : Y + X (with stalk maps f, : J$,,, + F,) such that r(f) is onto. This clearly implies 
that f: Y + X is one-to-one and that each stalk map f, is onto. Since stalk maps are 
also one-to-one they are isomorphisms and the result follows. 
Lemma 6.5. Letp : E + Xand q : F -, Ybe canonical separated sheaves of T-algebras. 
Let f be a separated sheaf map from p to q. If r(f) : r( Y) --, T(X) is one-to-one then f 
mapsxonto Yand each stalk Fy is equivalent to a T-sirbalgebra of at ieastonestalk E,. 
Proof. If f does not map X onto Y it is easy to find yl, yz E r(Y) such that yl and y2 
agree on f(X) but disagree at some point outside of f(X). Then f (S)(yJ = r(f)(y2) 
etc. Given Fy let x be such that y = f(x). Then fx : F,, + E, is one-to-one. 
Definition. Q is a (C # T, x)-algebra if Q is a C # T-algebra which is represented 
by a canonical (T, x)-separated sheaf. 
Proof of Theorem 6.1. The (C # T x)-algebras are closed under products by 
Lemma 6.3, under subalgebras by Lemma 6.5 and quotients in view of Lemma 6.4. 
Corollary 6.6. Let Z be admissible. The category of (C # T, 2)-algebras is tripleable 
(and even algebraic). The stalk conditions 2 can be expressed as universal identities 
using C # T-operations. 
Proof. By using Manes’ (or in this case Birkhoff’s) theorem. See [16]. 
Definition. If 0 is a C # T-algebra then a stalk of Q is a simple quotient of 0 
(which is the same thing as a stalk of the representing sheaf). 
Theorem 6.7. If B is a Birkhoff subcategory of the category of C # T-algebras, then 
there is an admissible set of stalk conditions .Z such that E is the subcategory of 
(C # T, x)-algebras. 
Proof. By Manes’ theorem (or in this case Birkhoff’s theorem) the members of B are 
those C # T-algebras satisfying some set I of identities. Since each C # T-algebra 
is a subdirect product of its stalks and since each stalk is a quotient, it follows that a 
given algebra is in B iff each of its stalks is in B. Therefore I can be taken to be the set 
of C # T-identities satisfied by the simple algebras (or stalks) in B. But every 
C # T-word is a C-word of T-words (see the remark following Theorem 5.1) and 
for stalks the C-operation is CO. So for stalks, C # T-identities can obviously be 
paraphrased using statements from the predicate calculus of T. Let 2 be the set of all 
such statements which hold for every simple algebra in B. Then, since B is Birkhoff, 1 
is obviously admissible and B is clearly the category of (C # T, x)-algebras. 
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Examples. (1) In the category of E-rings (that is, C # T-algebras where T is the 
theory of rings with unit), the identity e(xy) = e(x)e(y) characterizes the subcategory 
represented by sheaves of integral domains. (On stalks, e(x) = 1 unless x = 0 in which 
case e(x) = 0 etc.) 
Therefore the problem of representing a ring as the sections of a separated sheaf of 
integral domains is equivalent to the problem of defining a unary operation e which 
satisfies the definition for E-rings and such that e(xy) = e(x)e(y). 
(2) If R is a biregnfar ing then for each a E R there is a unique central idempotent 
e(u) which generates the same ideal as does u. The operation a + e(u) makes R into 
an E-ring. Thus R has a “nice”sheaf representation, as was shown in [3]. The E-ring 
homomorphisms between biregular rings are the central idempotent preserving 
maps. 
(3) If R is strongly regular then for each a E R there exists U-E R with a2(a-) = a 
and (~-)~a =(a-) and ~(a-)=(a-)~. If e(a)=aa- then this defines an E-ring 
structure on R. 
(4) In separated sheaves of groups, the identity C(X”, e, X, e) = e (where e is the 
group-identity) holds precisely for those algebras whose stalks are torsion-free. 
(5) In separated sheaves of lattices the identity C(a A b, a, b, a A b) = b holds 
precisely for algebras whose stalks are totally ordered. (For another approach, see 
r11l.J 
Proposition 6.8. Let 2 be weakly admissible and let the one point T-algebra be a 
model for 1. Let F : (T, I)-Cmp Sep ShfP + T-alg and let A be its left adjoint. If A(R) 
is totally disconnected for all R E T-alg, then (T, 2)-Can Sep Shf”” is tripleable over 
sets (where canonical is defined by using Proposition 3.5). 
Proof. Since A(R) is always canonical, the restriction of I’ to (T, ,Z)-Can Sep Shf”P 
has a left adjoint. Using Beck’s theorem it suffices to show that (T, X)-Can Sep ShfP 
is a quotient-closed subcategory of Can Sep ShfoP. But this is obvious from Lemma 
6.4. 
Corollary 6.9. Let 1 be weakly admissible and include the one point T-algebra as a 
model. For each T-algebra A define S to be a .X-completion of A if A c S, where S 
satisfies 1 and contains no propersubmodel of 2 which contains A. If each T-algebra A 
has at most a countable number of non-A-isomorphic .X-completions, then (T, 2)- 
Can Sep ShfoP is tripleable over Sets. 
Proof. Let R be a T-algebra and let e, : R + E, be as in Theorem 3.1. Define x - y 
iff the range of e, is isomorphic to the range of e,.. Let Y E X be a connected subset. 
By (3) of Theorem 3.1 if yl, y2 E Y, then yl - ~2. By hypothesis, Y is countable. Since 
Y is countable, completely regular and connected, Y has at most one point. (Any 
non-constant, continuous map from Y to the reals must map Y onto an interval etc.) 
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Example. If T is the theory of rings with unit and if 2 is the property of being a 
skew-field, then 2 is weakly admissible and contains the one element ring (which 
shall be regarded as a “degenerate” field). The hypotheses of Corollary 6.9 are 
satisfied since S-completions are actually unique. 
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