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Résumé
L’objectif du travail présente dans ce mémoire est l’étude du contrôle des puissances de
transmission (noté TPC ) dans les systèmes télécommunications mobiles de troisième géné-
ration. on a commencé par une étude de l’état de l’art des systèmes de télécommunications
mobiles dès leurs naissances jusqu’à la troisième génération. Nous avons aussi mis en évidence
le problème Near Far ainsi que l’effet des différents paramètres d’une chaîne de transmission
dans un système radio-mobile qui exploite la technique d’accès multiple à séquence directe
par répartition du code, dans le système UMTS. Ensuite, nous avons analysé l’apport des
techniques conventionnelles de contrôle de puissance dans la réduction de l’éblouissement.
Ensuite, nous avons montré les limites du contrôle conventionnel de puissance en présence
d’un canal de transmission radio-mobile qui varie en fonction du temps. Enfin, nous avons
réalisé un contrôle prédictif de la puissance de transmission de chaque station mobile selon
les variations du canal de transmission qui le sépare de la station de base. Les résultats obte-
nus, en utilisant cette technique, ont montré l’efficacité de la prédiction dans l’amélioration
des performances de la transmission.
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La recherche dans le domaine des systèmes des communications mobiles de 3ème géné-
ration (3G) est aujourd’hui d’une grande nécessité vue la pertinence des services accomplis
et les facilités engendrées dans les communications satellitaires et terrestres. Les systèmes
de communications mobiles de troisième génération offrir un large gamme de services pour
les utilisateurs : Communication vocale de haute qualité, transmission de données à débits
variables. De plus, ces systèmes doivent être capables de desservir, avec un haut niveau de
qualité de service, tous les abonnés dont le nombre augmente rapidement et cause la satu-
ration de la plupart des systèmes existants. L’objectif des systèmes mobiles de la troisième
génération est donc d’offrir les mêmes services des systèmes fixes. Mais les caractéristiques
de l’interface radio sont très différentes que celles des systèmes fixes et posent des problèmes
additionnels à résoudre (interférences, mobilité, effet de multi trajet, etc ...). Ces problèmes
sont les conséquences de l’instabilité de l’environnement radio et l’interaction entre les dif-
férends canaux (interférences). De ce fait, l’interface radio est considérée comme le goulet
d’étranglement des réseaux mobiles.
En télécommunications mobiles, la technique d’accès CDMA (Code Division Multiple Ac-
cess) dans les nouvelles générations des systèmes de transmission radio-mobile (c’est le cas
du système UMTS : Universal Mobile Telecommunication System), a suscité un intérêt consi-
dérable grâce à sa haute capacité et sa robustesse en présence de canaux sélectifs et bruités.
Cette technique utilise le principe d’étalement de spectre permettant une gestion efficace
du spectre de fréquence, un accès multiple et une robustesse par rapport aux perturbations
engendrées par le canal de transmission.
Dans une cellule, tous les utilisateurs transmettent leurs messages en utilisant la même
bande de fréquence. À cause des mécanismes de propagation, le signal issu d’un utilisateur
proche de la station de base va être plus fort, en termes de puissance, que celui issu d’un
autre usager qui se trouve à la frontière de la cellule. Ce dernier sera donc dominé par ceux
qui sont proches de la station de base. Ce problème d’éblouissement est connu sous le nom
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de (Near Far Problem).
Dans les systèmes existants qui utilisent les nouvelles techniques d’accès multiples chaque
station de base contrôle le niveau de puissance des signaux qui lui sont associés. Chaque ni-
veau devrait rester constant pour tous les utilisateurs d’une même station. Toutefois, des
interférences peuvent dégrader la qualité de transmission, notamment, lorsqu’il y a une diffé-
rence de puissance entre les signaux d’une cellule et ceux des cellules avoisinantes. Procéder
au contrôle de puissance permettrait en conséquence d’obtenir une meilleure qualité de trans-
mission.
En plus, les techniques de contrôle de la puissance de transmission évoluent et dépendent
du contexte de la station mobile dans sa cellule, de sa mobilité, des stations mobiles voisines
de la même cellule et des paramètres de transmission envisagés par la station de base.
L’objectif de notre travail est d’étudier les nouvelles techniques de contrôle de puissance
qui tiennent compte des variations du canal radio-mobile afin d’être plus robuste par rapport
aux distorsions introduites par ce dernier. Ceci permet d’anticiper le comportement du canal
de transmission et de réaliser un ajustement plus efficace des puissances de transmission des
différentes stations mobiles.
La suite du mémoire est constituée des chapitres suivants :
Le premier chapitre est consacré à un aperçu historique des générations des systèmes
de télécommunication depuis leur apparition jusqu’à l’émergence de la troisième génération.
Nous présentons les techniques d’accès multiples et l’interface radio utilisée dans ces systèmes
universaux de transmission radio-mobile. En suite, la problématique de ce travail tout en
précisant les effets et les contraintes d’implantation de ces systèmes de troisième génération.
Le deuxième chapitre met en évidence le problème Near Far qui affecte la qualité de
transmission en montrant l’effet de quelques paramètres de la chaîne de transmission DS-
CDMA.
Dans le troisième chapitre, on montre le concept de contrôle conventionnel de puissance
dans un tel système de télécommunication basé sur la technique DS-CDMA, ainsi les algo-
rithmes de base sont étudié. Des simulations sont effectuées pour évaluer l’effet de quelques
paramètres de système sur la performance de contrôle de puissance. Les performances des
algorithmes de contrôle de pas fixe (FSTPC ) et de pas variable (VSTPC ) sont comparées
en termes de taux d’erreur de bit (BER) en fonction de signal à là l’interférence (SIR).
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L’objet du quatrième chapitre est de montrer l’intérêt de la technique de prédiction sur
le mécanisme de contrôle de puissance. Le prédicteur de canal est utilisé pour prédire l’état
de canal utilisant les propriétés de corrélation du canal d’évanouissement. En prédisant
le canal, le rapport SIR peut être également prédit. La décision de contrôle de puissance
est alors basé sur la valeur prédite du SIR, au lieu des mesures / estimations courantes.
Par conséquent, l’ajustement de puissance de station mobile, basé sur SIR prédit, reflétera
l’état réel du canal. Nous développons un filtre de prédiction, pour prédire l’état du canal
d’évanouissement en avant, basés sur le critère de l’erreur quadratique moyenne ou MMSE
(Minimum Mean Square Error).
En fin, le manuscrit est parachevé par une conclusion, en récapitulant les études qui ont
été menées au cours de ce travail. Des perspectives sont également envisagées.
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Chapitre 1
Les systèmes de télécommunication
mobile
1.1 Introduction
L’objectif majeur des systèmes de télécommunication mobile est de fournir une variété
de services (multimédias) nécessitant du haut débit. Tous les usagers, quelle que soit leur
localisation devraient être servis et à tout moment, avec une qualité acceptable pour des
applications diversifiées.
Dans ce chapitre, nous présentons une description de ces systèmes de transmission. Nous
commençons par donner un aperçu sur l’historique, les nouvelles prestations de services
ainsi que les caractéristiques de ces systèmes de transmission radio-mobile. Puis, nous ferons
l’étude des méthodes d’accès dans les réseaux mobiles et plus particulièrement celles à base de
CDMA, nous introduisons par la suite le concept d’étalement de spectre ; ce qui nous amène
à l’interface radio du système UMTS (Universal Mobile Telecommunication Systems). Enfin,
nous exposons les problèmes qui affectent la qualité de transmission dans ce type de systèmes,
en particulier le problème de Near-Far.
1.2 Les systèmes des télécommunications radio-mobiles
Les utilisateurs de l’UMTS sont estimés à 2 milliards de personnes pour l’année 2010, ce
qui crée un marché considérable et un produit réussi à moyen terme. Cela acquiert l’intérêt
primordial des laboratoires de recherche et de développement de l’industrie et des universités,
car l’opportunité offerte pour les opérateurs précurseurs ne cesse de s’amplifier et de se
personnaliser pour rétablir des communications rapides, de grande capacité et de plus en
plus indépendante de la plateforme par son nouveau schéma d’accès à tous les niveaux du
réseau.
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1.3 Historique des systèmes de transmission radio-mobile
1.3.1 La première génération (1G)
Apparue au début des années 70, la première génération a été le premier à exploiter
le concept de téléphonie cellulaire, elle utilisait des modulations de fréquence analogiques
(FM : Frequency modulation)et opérait dans la bande de fréquence 890 - 915 MHz et 935
- 960 MHz. En termes de service, ce système se caractérisait généralement par des services
simples, vocaux uniquement transmis sous forme analogique [1].
Malgré le succès de ces réseaux cellulaires, un problème important apparaissait lorsque le
nombre d’utilisateur augmentait, ceux-ci avaient tendance à être plutôt regroupés dans des
zones urbaines et cela affectait inévitablement la capacité en termes de nombre d’utilisateur
de cette région, en plus de ce problème, le réseau analogique de la 1G possédait de faibles
mécanismes de sécurité ce qui facilitait le piratage de ligne téléphoniques, ce qui a nécessité
des améliorations nécessaires et urgentes pour la première génération [1].
1.3.2 La deuxième génération (2G)
Apparue au début des années 90, comme conséquence des développements technologiques
dans le domaine des composants radio fréquence et des dispositifs de traitement numérique
du signal. L’usage de la technologie numérique a en effet permis de résoudre les problèmes
de capacité et de sécurité inhérents aux systèmes de 1G, et de créer des nouveaux ser-
vices, comme la messagerie texte (SMS : Short Message Service). L’un des standards les
plus répandu de la 2G est sans doute, le GSM (Global System for Mobile communications)
en Europe, le PDG (Personal Digital Cellular System) au Japon, les réseaux PCS (Perso-
nal Communication System) aux Etats-Unis, fondés sur la technique d’accès TDMA (Time
Division Multiple Access).
Les systèmes de deuxième génération offrent plusieurs avantages par rapport aux systèmes
analogiques, mais restent néanmoins concentrés sur l’optimisation d’un seul service : la voix,
le débit de transfert de données n’a pas été une priorité et reste assez limité à l’ère des
communications multimédia, pour palier à cette situation une technologie de transition,
souvent dénotée par 2.5G, a été développée. Cette évolution avait pour but de permettre
aux opérateurs de réseaux mobiles de déployer des services de données plus efficaces tout en
gardant la même infrastructure de leur réseau 2G.
Dans un environnement ou l’internet, l’e-commerce et le multimédia sont très présents,
les réseaux qui offrent un support limité en transferts de données présentent un inconvénient
5
Chapitre1. Les systèmes de télécommunication mobile
majeur, les utilisateurs ne veulent pas seulement parler, mais ils veulent aussi naviguer facile-
ment dans le web, envoyer des courriers comme ils le font sur un ordinateur. Ces utilisateurs
veulent non seulement avoir tous ces services à leur disposition, mais aussi être libres dans
leurs mouvements en les utilisant. Afin de satisfaire ces besoins d’autres technologies sont
nécessaires elles forment la troisième génération.
1.3.3 La troisième génération (3G)
Le terme 3G est devenu une expression courante dans l’industrie des télécommunications
mobiles pour désigner les technologies et les normes conçues pour améliorer la performance et
augmenter l’efficacité des réseaux sans fil de téléphones portables, les réseaux appartenant à
cette génération sont supposés être capables d’offrir un large éventail de service, Les réseaux
mobiles de 3G offrent des débits supérieurs à 384 kps et pouvant aller jusqu’à 2 Mbps
(en zone urbaine, avec une mobilité réduite). Ces systèmes de 3G supportent des services
à large bande, c’est-à-dire l’accès à internet à haute vitesse, la transmission de la vidéo
et surtout la haute qualité de transmission d’image. Les exigences de ces systèmes sont
basées sur l’hétérogénéité des systèmes mobiles, tout en gardant la compatibilité avec les
réseaux antérieurs avec un "Upgrade" flexible des services, Ces services, dits de "3G", sont
limités par les contraintes apportées par la mobilité, comme le débit maximum ou le nombre
d’utilisateurs simultanés dans une cellule.
1.4 Les méthodes d’accès radio
Les systèmes de télécommunication mobile étaient initialement conçus en affectant, à
chaque couple station de base-terminal mobile, un canal de transmission physique, donc une
ressource fréquentielle. Le spectre radio constitue une ressource tellement rare et précieuse,
qu’on ne permet pas de garder une connexion permanente entre le terminal mobile et la
station de base.
La solution est d’utiliser une stratégie de partager cette ressource entre les divers usagers,
ce partage doit être optimisé en vue de maximiser la capacité des usagers supportés. Des
techniques d’accès multiple sont alors mises en place pour permettre à plusieurs utilisateurs
de partager efficacement la bande radio disponible [2–4]. Ces techniques sont divisées en
(figure 1.1) :
– Accès Multiple à Répartition en Fréquence (FDMA),
– Accès Multiple à Répartition dans le Temps (TDMA),
– Accès Multiple à Répartition de Code (CDMA).
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1.4.1 Accès Multiple par Répartition de Fréquence (FDMA)
Basée sur la technique de multiplexage,largement utilisée dans les systèmes de commu-
nication de 1G, le FDMA permet d’allouer à chaque utilisateur un canal avec une bande de
fréquence unique. Dans ce cas, un seul utilisateur peut se servir de ce canal pendant la du-
rée d’une communication. La suppression d’Interférence d’Accès Multiple (IAM ) est assurée
par l’utilisation de fréquences porteuses différentes et séparées par un intervalle fréquentiel
prédéfini.
1.4.2 Accès Multiple par Répartition dans le Temps (TDMA)
Beaucoup de systèmes de communication numérique comme le GSM européen utilisent
cette technique, le multiplexage en temps consiste à répartir la transmission d’une porteuse
sur des intervalles de temps distincts, appelés Times slots, de durée Tslot pendant lequel
une station mobile (MS) peut communiquer avec la station de base (BS). L’allocation des
intervalles de temps aux différents usagers se fait périodiquement (TTDMA) est chacun est
affecté un certain nombre d’intervalle par trame TDMA numérotés par un indice TN . Par
conséquent, un canal physique est consisté par la répartition périodique d’un intervalle dans
la trame TDMA sur une fréquence donnée. Afin de ne pas engendrer d’IAM il faut respecter
strictement l’intervalle de temps accordé pour la transmission.
1.4.3 Accès Multiple à Répartition de Code (CDMA)
L’AMRC, plus fréquemment désigné par le signe anglais CDMA permet de multiplexer




FDMA TDMA CDMA 
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Figure 1.1 – Les différentes techniques d’accès multiple.
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Le signal produit par un utilisateur est multiplié par un code, dit code d’étalement, code
unique par utilisateur, qui lui permet de transmettre des informations en évitant d’interférer
avec les messages provenant d’autres utilisateurs, la réduction de IAM n’est obtenue que
dans le cas de l’utilisation de codes strictement orthogonaux. En effet, contrairement aux
techniques TDMA, FDMA, la capacité de multiplexage du CDMA n’est pas limitée par des
paramètres physiques (intervalle de temps disponible, fréquence ou bande passante) mais
par la capacité à générer un maximum de codes sous la contrainte d’orthogonalité.
La technique d’étalement de spectre est utilisée pour affecter à chaque utilisateur un code,
ou séquence, qui permet d’étaler le spectre du signal, après codage, sur toute la largeur de
la bande de fréquence disponible. De ce fait deux caractéristiques importantes caractérisent
le CDMA :
– Le signal CDMA peut être confondu avec le bruit du canal et sera donc difficilement
détectable par un utilisateur non concerné,
– Le signal étalé est résistant aux évanouissements sélectifs en fréquence.
Étalement de Spectre
La technique d’étalement de spectre a été réservée au départ aux applications militaires
grâce à son immunité contre les interférences et les blocages pour garantir une transmission
de données numériques confidentielles. Actuellement cette technique est adoptée pour des
applications civiles, comme les systèmes de télécommunication mobile.
Les technique d’étalement de spectre consiste à disperser le signal dans un spectre élargi,
de façon que le signal ait une densité spectrale d’énergie inférieure à celle du bruit éventuel,
tout en conservant la même énergie globale.
Les techniques d’étalement les plus connues, figure 1.2, sont [5][6] :
Étalement de Spectre à sauts de fréquence FH-SS (Frequency Hopping Spread Spec-
trum) : Cette technique consiste à faire varier la fréquence du signal porteuse, les chips
qui composent la séquence de code associée à chaque utilisateur, sont transmis à des fré-
quences différentes. Il existe deux techniques de saut SFH-SS et FFH-SS : la technique
lente SFH-SS(Slow Frequency Hopping Spread Spectrum) où un ou plusieurs bits de données
sont transmis à la même fréquence, et la technique rapide FFH-SS (Fast Frequency Hopping
Spread Spectrum) où un seul bit est utilisé pour plusieurs sauts de fréquence.
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Étalement de Spectre à sauts de temps TH-SS (Time Hopping Spread Spectrum) :
Cette technique consiste à affecter à un usager donné toute la bande de fréquence pendant
une durée de temps déterminée T . La position de cette dernière dans la trame est choisie
d’une manière aléatoire, pendant les autres T , les ressources sont libérées pour les autres
usagers.
Étalement de Spectre à séquence directe DS-SS (Direct Sequence Spread Spectrum) :
Cette technique affecte à un usager toute la bande de fréquence pendant toute la conver-
sation, ceci en multipliant les données transmises par un code dont le débit est supérieur à
celui des données.
Combinaison de la DS-SS et la FH-SS ou système hybride : Pour chaque canal à
saut de fréquence, un code est multiplié par le signal de données. Il est très peu probable
que deux utilisateurs partagent la même fréquence dans un même temps.
Remarque 1.1. On note ici que les techniques FH-SS et TH-SS n’étant pas utilisées dans
le système UMTS, leur étude est peut pertinente dans le cadre de ce travail. Il est donc
recommandé de se référer à [7] pour plus de détails.
Tb = Période du signal 
Tc = Période de chips  
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Temps de transmission de slots 
(K bits) 















Figure 1.2 – Technique d’étalement de spectre.
9
Chapitre1. Les systèmes de télécommunication mobile
1.4.4 Technique d’étalement de spectre à séquence directe
Dans un système à étalement de spectre, figure 1.3, le signal transmis est étalé à partir
d’un code indépendant du message d’information. Après s’être synchronisé avec l’émetteur,
le récepteur doit utiliser ce même code pour retrouver le signal et pouvoir par la suite
récupérer le message d’information. Le DS-CDMA ou CDMA à séquences directes est la
technique d’étalement la plus répandue, elle est basée sur le fait que le signal de données est
multiplié par un code dont la fréquence des codes (appelés chips) est beaucoup plus élevée
que la fréquence des symboles du signal cela a donc pour effet d’étaler la largeur de bande
du signal. De même la puissance du signal se retrouve répartie sur toute la nouvelle largeur
de bande, le signal se retrouve alors noyé dans le bruit (voir figure 1.4). Le signal arrive au
récepteur noyé dans le bruit, et la multiplication par la séquence du code permet d’extraire le
signal car seul le signal qui avait été multiplié au départ par cette séquence verra sa largeur
de bande réduite, tandis que le bruit restera étalé sur la largeur de bande totale.
Le rapport entre le débit du signal étalé et le débit du signal non étalé est appelé facteur
d’étalement SF (Spreading Factor). Il représente une propriété importante de l’étalement




Par conséquent, le facteur d’étalement dans un système DS-CDMA est égal au nombre de
chips utilisés pour étaler un symbole d’information [3][8].
Les codes utilisés dans la technique DS-CDMA doivent vérifier au maximum la condition
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𝑥 2 𝑡  
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𝑏 2 𝑡  
𝑏 3 𝑡  
Émetteur : Station mobile MS Canal de transmission  Récepteur : Station de base BS   
Figure 1.3 – Mécanisme d’étalement de spectre basé sur la multiplication du code.
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acceptable de transmission. Ces codes sont appelés les codes OVSF (Orthogonal Variable
Spreading Factor Codes).
Definition 1.1. Soit x et y deux signaux réels, si la fonction d’inter corrélation Rxy(0) et





Du point de vue statistique, l’inter corrélation représente le degré de correspondance entre





Example 1.1. Les deux séquences XT =
[
−1 −1 +1 +1
]
et Y T =
[
−1 +1 +1 −1
]
sont orthogonaux, puisque la fonction d’inter corrélation Rxy(0) =XTY = 0 .
Dans la plupart des systèmes de réseaux mobiles fondés sur DS-SS, les codes utilisés pour
effectuer le processus d’étalement sont des codes bipolaires (ayant deux états distincts +1
ou -1 par rapport à un niveau de référence) à savoir : les codes Walsh-Hadamard, les codes
Pseudo Noise et les codes Gold [3].
Séquence de Walsh-Hadamard :
Les séquences WH, sont parmi les structures orthogonales les plus simples à construire,
une séquence de code est représentée par les lignes de la matrice de Hadamard [9]. Ces
 
Spectre du signal 
reçu  
Spectre du signal à 
transmettre 
Spectre du signal 
étalé 
Spectre du signal 
bruité  
Multiplication par 
la même séquence 
Et extraction de la 
porteuse 
Multiplication par 
la séquence de 
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Et modulation par 
la porteuse 
R 
R 1/Ts 1/Tc w 
w 
1/Tc 1/Ts 
Au niveau de 
MS 
Au niveau de 
BS 
Figure 1.4 – Représentation spectrale de l’opération d’étalement de spectre.
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Où HN représente le complément logique de HN .
Example 1.2. Si l’on veut obtenir quatre codes orthogonaux W0,W1,W2,W2, il faudra gé-
nérer une matrice de Hadamard d’ordre 4 :
H4 =

0 0 0 0
0 1 0 1
0 0 1 1
0 1 1 0
 , (1.5)
La représentation bipolaire de ces séquences consiste à remplacer simplement les valeurs [0,1]
par les valeurs [-1,1], on obtient les séquences orthogonales suivantes :
w0 =
[















−1 +1 +1 +1
]
,
Séquences pseudo aléatoire (Pseudo Noise : PN) :
Ces séquences répondent aux propriétés de corrélation et d’orthogonalité que doivent
valider les codes utilisables dans les systèmes CDMA. Comme leur nom l’indique (Pseudo
aléatoires) ces codes ne sont pas complètement aléatoires, car il est possible de les régénérer
à la réception pour récupérer l’information transmise, pourvu que l’émetteur et le récepteur
soient parfaitement synchronisés [3]. Un registre à décalage binaire, comme celui décrit à la
figure 1.5 représente l’une des manières les plus courantes pour générer des codes PN. Son
fonctionnement est le suivant : une fois que les différents états du registre sont initialisés, le
bit en sortie est calculé à chaque coup d’horloge en additionnant en modulo 2 tous les bits
présents à chaque état. Les bits sont ensuite décalés de manière circulaire pour réinitialiser
les états et calculer le bit en sortie suivant.
Le nombre maximum d’états possibles est de L = 2N − 1, donc quelles que soient les
valeurs initiales, on trouve ces mêmes valeurs après un nombre fini de temps d’horloge
(jamais supérieure à 2N ). Dans le cas où la valeur de la période de la séquence est maximale,
c’est-à-dire égale à L, la séquence générée par le registre à décalage de types LFER (Linear
Feedback Shift Regiter) est appelée m-séquence ou séquence à longueur maximale.
12
Chapitre1. Les systèmes de télécommunication mobile
Séquences de Gold :
Les codes de Gold [10] sont une catégorie importante de séquence générant un ensemble
de codes ayant de bonnes propriétés d’inter corrélation, tout en étant capable de générer un
nombre plus important de codes avec les mêmes propriétés pseudo-aléatoires.
Soit g et h deux m-séquences de longueur L= 2N −1 avec :
g =
[




h0 h1 . . . hn−2 hn−1
]
(1.6)
L’ensemble des codes de Gold issus de ces deux séquences sont alors :
G(g,h) =
[
g h g⊕Sh g⊕S2h . . . g⊕Sn−1h
]
, (1.7)
Où S est l’opérateur de décalage tel que :
Sh=
[
h1 h2 . . . hn h0
]
, (1.8)
Les codes de Gold G(g,h) peuvent aussi être générés en additionnant modulo 2, terme à
terme, les sorties des registres à décalage correspondant à g et h.
Horloge 
𝑎𝑛−1 𝑎𝑛−2 𝑎1 𝑎0 
𝑋𝑛−1   𝑋𝑛−2   𝑋    1   𝑋𝑛   
𝑎𝑛−1 𝑎𝑛−2 𝑎1 
Figure 1.5 – Schéma générique d’un registre à décalage à n états.
Code Gold 
𝑔 
Générateur PN à n étage 
ℎ 
Générateur PN à n étage 
Horloge 
 
Figure 1.6 – Principe de générateur de code de Gold.
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1.5 Le Système Universel de Télécommunication Mobile (UMTS)
Afin de créer un système de télécommunication unifié avec des possibilités de multimédia,
l’Union International des Télécommunications (UIT ) a défini un cadre pour les systèmes de
télécommunication de 3G, appelé IMT-2000 (International Mobile Telecommunication -
2000 ). Plusieurs normes de la technologie 3G, suivant les recommandations IMT-2000, sont
utilisées dans le mode :
– Europe : UMTS (Universal Mobile Telecommunication Systems),
– Amérique : CDMA2000, (Code Division Multiple Access 2000),
– Japon et Corée : WCDMA (Widebande Code Division Multiple Access 2000),
– Chine : TD-SCDMA.
L’UMTS et donc la norme de télécommunication de 3G utilisée en Europe et est basée
sur la technologie WCDMA. La normalisation de l’UMTS est effectuée par le 3GPP (3rd
Generation Partnership Project) [11], et développée à partir de 2004 avec la Release 99
(R99 ). Sa bande de fréquence de fonctionnement est 1900 MHz - 2000 MHz.
L’UMTS est compatible avec tous les réseaux du monde du fait de la possibilité de
parcourir au niveau mondial.
1.5.1 Hiérarchie des cellules de l’UMTS
Tout comme le réseau GSM, l’UMTS est divisé en plusieurs cellules de tailles variables
(figure 1.7). Chacune d’entre elles est présente en fonction de la densité de population à
servir et de la vitesse de mobilité [12].
– Une pico-cellule : permet des débits de l’ordre de 2Mbits/s lors d’un déplacement
de l’ordre de 10km/h (marche à pied, déplacement en intérieur, etc.)
Figure 1.7 – Hiérarchie des cellules de l’UMTS.
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– Une micro-cellule : Permets des débits de l’ordre de 384Kbits/s lors d’un déplace-
ment de l’ordre de 120km/h (véhicule, transports en commun, etc.)
– Une macro-cellule : Permet des débits de l’ordre de 14Kbits/s lors d’un déplassement
de l’ordre de 500km/h (train à grande vitesse).
1.5.2 Services de l’UMTS
La figure 1.8 représente quelques exemples de service que l’UMTS peut offrir suivant un
découpage par classes qui dépendent de la Quality of Service (QoS) désirée. Ces classes de
services sont définies comme suit :
– Services conversationnels : Permettent l’échange l’information (son, images) entre
deux personnes ou groups de personnes, leurs QoS est donc assez sensible à des délais
dans la transmission (problème de temps réel),
– Services interactifs : caractérisés par le temps écoulé entre le moment où l’informa-
tion est émise et celui où la réponse arrive. Comme exemple, nous pouvons citer le
commerce électronique, et la navigation sur le Web,
– Services streaming : Unidirectionnels, traitent l’information au niveau du terminal
de façon continue (avant de la recevoir dans sa totalité).
– Services en arrière plan : ils peuvent s’exécuter en arrière plan, ne posent, ou
presque, aucune contrainte de temps pendant l’échange de l’information. (Fax, Email,
SMS etc.)
Figure 1.8 – Les besoins en débit des services de l’UMTS.
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1.5.3 Architecture du réseau UMTS
Le réseau UMTS repose sur une architecture flexible et modulaire comme illustrée à la
figure 1.9, constituée d’entités logiques assurant chacune une fonction précise. Ces entités
groupées en : l’interface utilisateur, le réseau d’accès UTRAN et le réseau cœur [13].
L’équipement d’usager UE (User Equipement) :
C’est l’équipement terminal exploité par l’utilisateur afin d’accéder aux différents services
fournis par l’UMTS, exemple MS (Mobile Station),
Réseau d’accès UTRAN (Universal Terrestrial Radio Access Network) :
Le réseau d’accès UTRAN est doté de plusieurs fonctionnalités, sa fonction de base est
de fournir à l’UE les ressources radio et les mécanismes nécessaires pour accéder au réseau
cœur. Cependant, il est chargé d’autres fonctions :
– Sécurité, il permet la confidentialité et la protection des informations échangées par
l’interface radio en utilisant des algorithmes de chiffrement et d’intégrité,
– Mobilité, une estimation de la position géographique est possible à l’aide du réseau
d’accès UTRAN,
– Gestion des ressources radio nécessaires à la communication,
– La synchronisation pour transmettre et recevoir des informations.
Le réseau d’accès UTRAN est composé d’un ensemble de sous systèmes :
1. Le Node B : est l’unité de communication radio avec les cellules du réseau d’accès
et un ou plusieurs équipements usagers, parmi ses fonctions, on peut citer le contrôle
Figure 1.9 – Architecture du réseau UMTS.
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de puissance. En effet, la puissance d’émission de l’UE est contrôlée systématiquement
pour assurer à l’utilisateur la mêmeQoS indépendamment de sa position dans le réseau.
2. RNC (Radio Network Controller) : est le nœud central dans l’UTRAN. Il contrôle un
ou plusieurs Nodes B à travers l’interface Iub et il est responsable du contrôle des
ressources radio dans son domaine.
Réseau cœur (CN) :
Regroupe l’ensemble des équipements assurant les fonctions telles que le contrôle des
appels, le contrôle de la sécurité et la gestion de l’interface avec les réseaux externes [13].
1.5.4 Spécification de l’accès radio de l’UMTS
L’accès radio de l’UMTS (UTRA) est basé sur deux fronts de transmission, l’un descen-
dant de la BS vers la MS, l’autre ascendant de la MS vers la BS. Pour transmettre sur
ces deux fronts, deux modes de duplex sont possibles : FDD (Frequency Division Duplex)
et TDD (Time Division Duplex).
Avec le FDD, le front montant et celui descendant utilisent séparément deux bandes
de fréquences distinctes. À chaque connexion est associée une paire de bande de fréquence
séparée. Tandis que avec la TDD, le front montant et celui descendant emploient en commun
la même bande de fréquences tout en utilisant des intervalles de temps de synchronisation.
Ces intervalles sont divisés en des temps de réception et en d’autres temps de transmission.
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Figure 1.10 – Mode TDD et Mode FDD.
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Mode FDD TDD
Accès Multiple DS-CDMA TDMA-CDMA
Débit Chip 3.84 MChip/s
Séparation 4.4 à 5 MHz
Inter porteuse 10ms
Modulation DL/UL QPSK/BPSK QPSK/QPSK
Facteur d’étalement liaison montante 4 à 256 1 à 16
liaison descendante 4 à 512 1 à 16
Codage Canal Convolutionnel (1/2 - 1/3)
Turbo Code BER moins de 10-3
Table 1.1 – Paramètres de l’UTRA (UMTS Radio Access).
En mode FDD, le débit maximum par utilisateur est 384k/s. Plus les débits offerts sont
élevés et moins la capacité, en nombre d’utilisateurs, est importante. En particulier pour un
débit de 384kb/s, donc 5 utilisateurs au maximum sont tolérés dans une même station de
base. En mode TDD, le débit maximum théorique pourrait atteindre 2Mb/s.
1.5.5 Interface radio du système UMTS
Le système UMTS utilise leW-CDMA (Wideband CDMA) comme technique d’accès mul-
tiple par répartition de code à large bande [12]. L’information est ainsi étalée sur une bande
de fréquence de 5 MHz, d’où la désignation de large bande. Les paramètres de l’UMTS sont
illustrés dans le tableau 1.1. Le WCDMA permet également de tenir compte des différents
trajets empruntés par les signaux (dus à des obstacles naturels) et de corréler les signaux
reçus par plusieurs antennes pour reconstituer un signal de meilleure qualité. Ce traitement
permet d’améliorer les performances du réseau. Le paramètre rapport signal sur bruit en
CDMA va fixer le nombre maximum théorique d’utilisateurs par site que pourra supporter
le réseau. Ce rapport va également fixer la distance minimale entre les sites en fonction de
l’environnement (urbain, rural...) et du service.
1.6 La structure des canaux physiques
Dans le cadre de notre étude, nous allons citer uniquement deux canaux. Nous commen-
cerons par les canaux dédiés de la voie montante et ceux de la voie descendante [3][1].
1.6.1 Les canaux physiques dédiés de la voie montante
Il existe deux types de canaux physiques dédiés dans la voie montante : le canal physique
dédié de données DPDCH (Dedicated Physical Data CHannel) et le canal physique dédié
de contrôle DPCCH (Dedicated Physical Control CHannel). Dans une même liaison radio,
il peut y avoir zéro, un ou plusieurs DPDCH et toujours un seul et unique DPCCH.
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Le DPDCH doit acheminer l’information du canal de transport DCH, alors que le DPCCH
véhicule l’information de contrôle ou de signalisation générée par la couche physique. Chacun
de ces canaux est composé de champs de bits regroupés dans des intervalles de temps ou
slots comme on peut le voir à la figure 1.11.
L’information de contrôle contenue dans les champs de bits du DPCCH inclut [15] :
– des bits pilotes connus par le récepteur de la station de base. Les bits pilotes dont le
nombre varie entre 3 et 8, sont utilisés pour estimer le rapport signal à interférence
SIR de la liaison radio,
– un identificateur de la combinaison des formats de transport représentés par des bits
TFCI (Transport Format Combination Identification ). À l’aide de ces bits, la BS
détermine les attributs selon lesquels les bits de données acheminés par le DPDCH ont
été traités au niveau des canaux de transport (opérations de multiplexage et de codage
canal). L’envoi des bits TFCI est optionnel et leur nombre est de 0, 2, 3 ou 4 par slot.
Ils sont inclus dans le cas où, par exemple, plusieurs services sont traités en parallèle.
Ils peuvent être omis dans les services à débit fixe,
– des bits de retour d’informations FBI (FeedBack Information),
– des commandes pour le contrôle de puissance représentées par des bits TPC (Transmit
Power Control). L’UE utilise ces bits pour demander au Node B d’augmenter ou de
diminuer sa puissance d’émission afin de garantir un certain niveau de qualité dans le
signal reçu.





Slot 1 Slot i Slot 2  Slot 15 
DPDCH 
DPCCH Pilotes (TFCI) (FBI) TPC 
10 bits (SF =256) 
Données 
De 10 à 640 bits (SF de 256 à 4) 
 
Figure 1.11 – Structure des canaux physiques dédiés DPDCH et DPCCH de la voie montante.
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De manière générale, le nombre de bits par slot du DPDCH ou du DPCCH dépend du
débit binaire de l’information que chacun de ces deux canaux transportent. Ce nombre est






La valeur du SF pour le DPCCH est toujours constante et égale à 256, ce qui implique que
le nombre de bits par slot est également constant et égal à 10 bits.
D’ailleurs pour le DPDCH le nombre de bits dépend du service en cours et peut varier d’une
trame à l’autre. Les valeurs possibles sont 256, 128, 64, 32, 16, 8 et 4, ce qui correspond à
des débits binaires de 15, 30, 60, 120, 240, 480 et 960 kb/s.
1.6.2 Les canaux physiques dédiés de la voie descendante
À la différence de la voix montante, il existe un seul type de canal physique dédié dans
la voie descendante appelé DPCH (Dedicated Physical CHannel). Ce canal achemine l’in-
formation du canal de transport DCH-information qui peut être du trafic de données ou
de contrôle généré par les couches supérieures. Il transporte également de l’information de
contrôle engendrée par la couche physique elle-même et, de ce fait, il peut être considéré
comme le multiplexage temporel d’un canal physique dédié de données (DPDCH ) et d’un
canal physique dédié de contrôle (DPCCH ).
On voit sur la figure 1.12 que les bits de données sont répartis sur deux champs de bits
à l’intérieur du slot (partie DPDCH ). Dans la partie de contrôle (DPCCH ), on retrouve les
mêmes bits d’informations que dans la voie montante, à l’exception des bits FBI.





Slot 1 Slot i Slot 2  Slot 15 
(TFCI) TPC Données 1 Données 2 Pilotes  
10 à 1280 bits (SF de 512 à 4) 
 
DPDCH DPCCH DPCCH DPDCH 
 
Figure 1.12 – Structure du canal physique dédié DPCH de la voie descendante.
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Le facteur d’étalement SF peut prendre pour valeur 512, 256, 128, 64, 32, 16, 8 ou 4 et les
débits respectifs sur le DPCH qui en résultent sont 15, 30, 60, 120, 240, 480, 960 et 1920
kbps. Ce débit devra être partagé entre les bits de contrôle et de données.
1.7 Canal de transmission radio-mobile
Les systèmes de télécommunications sont étudiés afin de transmettre des données d’un
point à un autre, sous contraintes de débit et de robustesse. À partir de là, l’étude du canal
de transmission auquel le système sera dédié est incontournable.
Le canal de propagation décrit le support physique de la transmission. Différents types de
canaux existent suivant le milieu de propagation considéré. Ainsi, dans le cas des transmis-
sions sur câbles, le canal est invariant dans le temps, tandis que dans le cas de transmissions
hertziennes le canal sera variant dans le temps.
Notre étude porte sur les futurs systèmes de télécommunications. Nous ne nous inté-
resserons ici qu’à l’étude des transmissions hertziennes. Nous verrons que sous certaines
conditions, le canal de transmission peut se modéliser par un filtre linéaire variant dans le
temps. Le but d’une telle modélisation est de caractériser et de définir les effets du canal de
propagation sur le signal émis. Il sera alors possible de mettre en oeuvre des techniques pour
combattre ces effets perturbateurs.
1.7.1 Trajets multiples et évanouissement
La transmission des ondes dans un canal est caractérisée par de multiples réflexions,
diffractions et atténuations du signal (figure 1.13) [16]. Ces phénomènes sont provoqués par
les obstacles de l’environnement tels que les immeubles ou les montagnes, la conséquence est
l’existence des trajets multiples au niveau de BS ou MS.
Ainsi, le signal peut mettre plus ou moins de temps à arriver au niveau du récepteur en
fonction du trajet qu’il emprunte ; celui-ci peut alors recevoir plusieurs fois le même signal
en décalage, avec une puissance variable. Ce délai qui est généralement de 1 à 2µs en ville
augmente jusqu’à 20µs dans les zones vallonnées.
D’autre part, le signal transmis doit aussi faire face aux pertes de propagation dues
à la distance, aux atténuations induites par les obstacles qu’il trouve sur son parcours et
aux évanouissements suscités par l’existence de trajets multiples. La figure 1.13 schématise
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l’ensemble de ces phénomènes.
D’une manière générale, le phénomène qui se traduit par une variation de puissance du
signal mesuré à la réception, en fonction du temps ou de la distance qui sépare l’émetteur du
récepteur, est connu sous le nom d’évanouissement (fading). D’après cette définition, nous
pouvons classer les différents modèles de propagation en trois catégories :
Évanouissement à long terme
Les évanouissements à long terme se manifestent lorsque la distance qui sépare l’émetteur
du récepteur est importante (de quelques dizaines à quelques milliers de mètres). En pratique,
ces évanouissements sont modélisés d’après des équations qui déterminent l’affaiblissement
de parcours (Path-Loss).
Évanouissement à moyen terme
En présence d’obstacles, tels que des arbres, des collines ou des immeubles, apparaît le
phénomène appelé effet de masque. Ce phénomène est aussi connu sous le nom d’évanouisse-
ment à moyen terme, il se manifeste à des distances qui vont de quelques dizaines à quelques
centaines de mètres.
Évanouissement à court terme
Les évanouissements à court terme sont caractérisés par des variations rapides de la
puissance du signal dans des intervalles de temps assez court. Ce type d’évanouissement








Figure 1.13 – Phénomène de multi trajet.
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la vitesse relative entre le mobile et la station de base. À la réception, plusieurs versions
du signal, autrement dit des trajets multiples, arrivent à des intervalles de temps différents.
L’angle d’arrivée, l’amplitude et la phase de chacun des trajets varient de manière aléatoire.
1.7.2 Modélisation statistique du canal de propagation
La réponse impulsionnelle h du canal peut être exprimée selon l’expression 1.11. Cette




Cl(t)ejψl(t)δ(τ − τl), (1.11)
Dans l’expression 1.11, L correspond au nombre de trajets discernables par le récep-
teur. Le nombre de trajets discernables n’est pas obligatoirement égal au nombre de trajets
réellement existant dans le canal. En effet, chacun des P signaux retardés résulte de la re-
combinaison de plusieurs trajets. Dès lors, la contribution de chaque trajet discernable peut
ainsi être modélisée par une amplitude Cl(t) et un déphasage ψl(t), associés au retard τl(t).
Cette représentation de la réponse impulsionnelle du canal de propagation permet de lier
les signaux reçus r(t) et émis s(t), selon la relations 1.12, où η(t) désigne le terme de bruit
additif gaussien.










Cl(t)ejψl(t)s(t− τl) +η(t). (1.12)
Le modèle de canal gaussien
Le canal gaussien pour les communications sans-fil est le canal statistique le plus simple
du point de vue de la mise en œuvre, mais pas forcément le plus réaliste. Il modélise uni-
quement le bruit thermique du récepteur comme une variable aléatoire (V.A) gaussienne de
densité de probabilité pX(x) (équation 1.13) et s’ajoute au signal utile. La variable aléatoire
est appelée le bruit blanc additif gaussien (BBAG). Le bruit est dit blanc car il perturbe de
façon identique tout le spectre avec une densité spectrale de puissance monolatérale constante
N0 (W/Hz). Le bruit est alors entièrement défini statistiquement par sa moyenne µb nulle
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Le modèle de Rayleigh
Le modèle de Rayleigh est utilisé dans la simulation de systèmes de type indoor car
il tient compte des trajets multiples, il représente les trajets multiples comme un unique
coefficient complexe (une atténuation et un déphasage), variant dans le temps. Pour ce faire,
on construit la V.A complexe représentant le coefficient complexe du canal h = X + jY ,
avec X et Y deux V.A gaussiennes indépendantes. L’atténuation du canal β = |h| est alors
représentée comme une V.A suivant une loi de Rayleigh définie par sa densité de probabilité










, ∀β ≥ 0. (1.14)
1.8 Conclusion
Dans ce chapitre, nous avons présenté l’historique des systèmes de télécommunications
radio-mobile depuis 1ère de la radiotéléphonie jusqu’à la 3éme génération. Cette dernière
se base sur des techniques d’accès modernes lesquelles on remédie à un certain nombre de
problèmes de la transmission radio-mobile dans un contexte multimédia.
Nous avons introduit aussi le concept de transmission numérique dont l’accès se manifeste
par la répartition des codes. Une telle technique utilise un étalement de spectre à séquence
directe, exploitant une nouvelle interface radio structureé dans laquelle les différents canaux
de pilotage, de synchronisation, de données et de contrôle opèrent en harmonie et permettent
de véhiculer les informations non seulement vers les stations mobiles mais aussi vers les
stations de base définissant aussi deux sens de transmission : front montant vers la station
de base et front descendant vers la station mobile.
Le chapitre suivant comporte une présentation de la problématique de ce travail qui
trouve ses racines dans le phénomène de Near far de la station de base suite au placement
des différentes stations mobiles à des distances différentes de la dite BS.
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Chapitre 2
Problème de Near Far dans les
systèmes CDMA
2.1 Introduction
Le problème majeur du système CDMA basé sur la technique DS-SS est celui de l’effet
de la variation des puissances de réception des stations mobiles proches et lointaines (à
l’intérieur ou en dehors de la cellule), appelé en anglais "Near Far effect". Ce problème peut
dégrader la qualité de transmission et limiter ainsi la capacité du système.
Nous procédons par une mise en évidence du phénomène d’éblouissement en présentant
les opérations principales effectuées au niveau de la chaine de transmission. Par la suite, nous
faisons une approche analytique des signaux de la chaine de transmission. Nous détaillons
ensuite, les caractéristiques des systèmes DS-CDMA. Enfin, nous simulons l’effet de quelques
paramètres du système à savoir : le rapport des puissances de transmission des stations
mobiles, le nombre des usagers, le gain d’étalement et le bruit BBAG (Bruit Blanc Additif
Gaussien) à l’entrée du récepteur.
2.2 Mise en évidence du phénomène Near-Far (éblouissement)
Afin d’expliquer simplement le phénomène d’éblouissement, nous présentons l’exemple
de deux cellules adjacentes selon la figure 2.1. La première cellule gère les mobiles MS1 à
MS4 ; la deuxième cellule gère les mobiles MS5 à MS7. Si on suppose que tous les mobiles
émettent avec la même puissance, les puissances reçues par le récepteur de la station de
base ne dépendent que de la distance entre le mobile et la BS. Les mobiles MS2 et MS3
pourraient être ainsi éblouis par les mobiles MS1 et MS4, de même, le mobile MS7 pourrait
être ébloui par les mobiles MS5 et MS6.
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Nous distinguons deux classes d’utilisateurs : utilisateur référencé et utilisateur non ré-
férencé. Un utilisateur est dit référencé s’il est reconnu communiquant avec la BS courante
sinon il est dit non référencé [3]. Les mobiles MS8 et MS5 étant non-référencés par rapport
à la première cellule, ne pourront pas éblouir les mobilesMS2 etMS3. Le principe d’éblouis-
sement est donc basé sur l’inégalité éventuelle des puissances reçues des usagers à l’entrée
du récepteur de la BS. La figure 2.2(a) montre un exemple d’inégalité de puissance de deux
usagers. La figure 2.2(b) montre l’éblouissement de l’usagerMS1 par l’usagerMS2. En effet,
sa densité spectrale de puissance est noyée dans celle du deuxième usager. La figure 2.2(c)










Cellule 1 Cellule 2 







Figure 2.1 – Notion d’éblouissement et emplacement des mobiles référencés et non référencés.
Figure 2.2 – Éblouissement du premier utilisateur : 2 utilisateurs à puissances reçues inégales.
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𝑥 1 𝑡  
𝑥 2 𝑡  
𝑥 𝑀 𝑡  
𝑏  1 𝑡  
𝑏  2 𝑡  
𝑏  𝑀 𝑡  




𝜂 𝑡  
Figure 2.3 – Simulation de la chaîne de transmission avec un bruit additif η(t) à l’entrée du
récepteur -front montant-
2.3 Chaîne de transmission du système DS-CDMA
Les opérations principales effectuées au niveau de la chaîne de transmission sont :
– La multiplication du signal original par un code,
– La sommation du résultat des multiplications,
– La multiplication du signal reçu, à la station de base, par le même code pour déduire
le signal original.
La figure 2.3 présente la chaîne de transmission, elle illustre les opérations d’étalement
et de désétalement du spectre. Le ième usager transmet une source binaire bi multipliée par
un code orthogonal de longueur SF , qui lui est affecté. Les MSi (1 ≤ i ≤M) de la même
cellule communiquent avec la même BS. Cette dernière reçoit les puissances désignées par
Pri(k) de chaque MSi relatives au slot numéro k comprenant N bits transmis de durée TP .
Pour commander les Pri(k), nous avons introduit les variables gains Ai.





Le récepteur construit une estimation du signal discrétisé aux instants lTb ; lTb étant la durée











Ajbj(l)ρij + η˜(l), (2.2)
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Où η˜(l) représente le bruit additif à l’entrée du récepteur, ρij représente le coefficient de
corrélation des codes correspondant aux utilisateurs i et j. Ce coefficient peut être substitué
par le facteur d’orthogonalité défini par :
OFij = 1− ρij
SF
, (2.3)
Avec SF la longueur du code. Notons qu’une orthogonalité parfaite des codes est traduite
par OFij = 1 alors que la valeur OFij = 0 indique qu’il s’agit du même code.




Ajbj(l)(1−OFij) + η˜(l), (2.4)
Cette dernière équation fait apparaître les trois termes suivants :








– terme de bruit : η˜(l),
Plus l’orthogonalité est meilleure, moins sera l’interférence et plus exacte sera l’estima-
tion du signal d’origine ; c’est à dire l’interférence diminue si les facteurs d’orthogonalité
OFij tendent vers 1. En cas d’orthogonalité parfaite, seul le bruit affectera la qualité de
transmission.
2.4 Performances de la chaîne de transmission du systèmeDS-CDMA
Pour mesurer la qualité de transmission, nous comparons le signal émis bi à celui reçu bˆi




Où ne est le nombre d’erreur par bit reçut au récepteur, et n le nombre total de bit transmis.
La qualité de la transmission dépend aussi de l’interférence intercanaux. Nous propo-
sons d’utiliser le rapport signal à interférence SIR (Signal to Interference Ratio) relatif à







Où Pri désigne la puissance reçue à la BS, correspondante à la station mobile MSi.
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qui désigne le rapport
l’énergie du bit par l’interférence ; l’énergie du bit étant le produit de la puissance reçue et
le temps moyen de transmission d’un bit,
(Eb)i = PriTb, (2.7)








L’interférence totale engendrée I s’exprime en fonction des différentes puissances reçues Pri,



































et SIRi, on peut ainsi se limiter à l’une ou
l’autre de ces deux paramètres. Les deux critères, le taux d’erreur par bit et le rapport signal
à interférence seront ainsi retenus.
Pratiquement l’expression précédente de SIR n’est pas valable puisqu’il n’est pas facile
de séparer le signal désiré à partir de bruit et de l’interférence d’accès multiple, dans la
section suivante nous proposons d’étudier un estimateur dit SIR à séquence d’étalement
auxiliaire.
2.4.1 Estimateur de SIR à séquence auxiliaire
L’estimateur que nous allons étudier dans cette section est proposé dans [17] sa perfor-
mance est évaluée est comparée par d’autre estimateur (MLE, SNV) dans [18] et [19]. En
effet, la figure 2.4 permet de mettre en évidence clairement les différentes étapes de calculer
le rapport SIR, dans cette méthode le signal reçu est multiplié par deux types de codes,
l’un pour estimer le signal désiré et l’autre, dit code auxiliaire, pour estimer l’interférence ;
le code d’étalement auxiliaire n’est pas spécifié à n’importe quel utilisateur dans le système ;
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Figure 2.4 – Estimateur de SIR à séquence auxiliaire.
cependant tous les utilisateurs peuvent utiliser le même code auxiliaire.





















Le premier terme du dénominateur en (2.12) exprime l’interférence d’accès multiple de tous
les utilisateurs, y compris l’interférence de MSi lui-même, le deuxième terme représente le
facteur d’interférence de la MSi pour rendre l’interférence nette engendrée par les autres
(M −1) utilisateurs.
Il est clair que l’estimateur à séquence auxiliaire n’exige pas la connaissance de la sé-
quence de données transmises. Par conséquent, il peut être mis en œuvre dans n’importe
quel système de transmission (application générale). Un autre avantage de cet estimateur
le fonctionnement au niveau de symbole (après despreading), qu’il réduit la complexité de
calcule en termes de temps.
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2.5 Simulation de la chaîne de transmission DS-CDMA
2.5.1 Simulation de l’effet du rapport des puissances reçues
Nous nous intéressons à trois usagersMS1,MS2 etMS3 (M = 3) dans une seule cellule, la
variation du rapport de la puissance de transmission du second usager Pt2 sur celle du premier
usager Pt2 montre que le second usager éblouit le premier et la qualité de transmission du





Pour (1 ≤ i ≤M) et (1 ≤ j ≤M) ; les Ai étant les gains qui commandement les puissances
de transmission des mobiles MSi comme indiqué dans la figure 2.3.
La figure 2.5(a) montre que le taux d’erreur par bit du premier usager augmente si la
puissance de transmission du deuxième usager est plus grande par rapport à celle du premier.
Par contre, le taux d’erreur de l’usager 2 diminue si sa puissance devient supérieure à celle























Figure 2.5 – Effet d’éblouissement sur l’usager ébloui MS1 :
(a) Variation de BER1 en fonction de R12 - (b) Variation de SIR1 en fonction de R12
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de l’usager 1 (figure 2.6(a)). Cette même forme d’interprétation est valable si on s’adresse au
critère signal sur interférence ; la figure 2.5(b) représente l’impact du rapport R12 sur SIR1
qui diminue au fur et à mesure que R12 augmente, tandis que la figure 2.6(b) représente
l’impact du rapport R12 sur SIR2 qui croit proportionnellement à R12.
Par conséquent, l’usager dont la puissance de transmission excède celles des autres usa-
gers, est une source d’éblouissement néfaste qui dégrade la qualité de transmission des mobiles
éblouis et ne cesse d’améliorer la qualité de celui qui éblouit.
Dans le cas précédent, le premier usager est celui qui est ébloui, tandis que le deuxième
usager est la source d’éblouissement. La qualité de transmission du premier usager demeure
dégradée proportionnellement à R12. Tandis que le deuxième usager tire grand profit de
l’augmentation de R12 dont l’augmentation fait croître sa qualité de transmission. Nous
déduisons que chaque usager constitue un "bruit" par rapport aux autres stations mobiles.





















Figure 2.6 – Effet d’éblouissement sur l’usager ébloui MS2 :
(a) Variation de BER2 en fonction de R12 - (b) Variation de SIR2 en fonction de R12
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2.5.2 Simulation de l’effet du nombre d’usagers
L’effet de variation du nombre des utilisateurs est illustre par le résultat de simulation
de la figure 2.7.
Cette figure montre que la qualité de transmission se dégrade lorsque le nombre d’usager










En effet, l’équation (2.14) montre que la capacité du système CDMA, en terme de nombre
d’utilisateur, est limitée par la longueur de code d’étalement.
























Figure 2.7 – Effet du nombre des utilisateurs sur le BER et le SIR.
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2.5.3 Simulation de l’effet du gain d’étalement
Rappelons que le gain d’étalement SF est le rapport de débit des chips Dc par celui des
bits Db. D’une part, il amplifie le terme utile et rend aisée la déduction de bˆ. D’autre part,
il amplifie les interférences.
Nous avons effectué une simulation du front montant en variant le gain d’étalement,
le nombre d’utilisateur dans ce cas est 10 et la puissance de bruit est 7 dB. Les résultats
montrent que ce gain est bénéfique pour la qualité de transmission (figure 2.8).
2.5.4 Simulation de l’effet du facteur d’orthogonalité
Pour étude l’effet du facteur d’orthogonalité, on fixe le nombre d’utilisateurs sur 3 MSi,
et SF = 16, la puissance de bruit est constante et égale à 7 dB.























Figure 2.8 – Effet du gain d’étalement SF :
(a) Variation de BER1 en fonction de SF - (b) Variation de SIR1 en fonction de SF
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Nous proposons de comparer trois matrices d’orthogonalité différentes OF = (OFij) avec :
OF =

OF11 OF21 . . . OFi1
OF12 OF22 . . . OFi2
... ... . . . ...












 0 0.9583 0.95830.9583 0 1
0.9583 1 0
 , (2.18)
Pour comparer l’orthogonalité des matrices, il suffit de comparer les sommes de leurs com-
posantes qui sont égales à : S1 = 3.2640, S2 = 5.8122, S3 = 5.8332. Nous déduisons que la
matrice OF3 est plus orthogonale que la matrice OF2 qui est elle-même meilleure en ortho-
gonalité que la matrice OF1. La figure 2.9 montre l’effet de l’orthogonalité sur la qualité
de transmission d’un usager donné, elle représente le taux d’erreur par bit en fonction du
rapport SIR.
Les résultats montrent que l’orthogonalité des codes est un facteur important sur la qualité
de transmission.

















Figure 2.9 – Effet de l’orthogonalité sur la qualité de transmission.
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2.5.5 Simulation de l’effet du bruit blanc additif gaussien
Nous avons varié la puissance du bruit η(t), pour étudier son effet sur la qualité de la
transmission. La figure 2.10 illustre l’impact d’un tel bruit sur BER et le SIR respective-
ment. Dans tous les cas, le bruit dégrade la qualité de transmission (équation 2.4).
2.6 Conclusion
Dans ce chapitre, nous avons étudié la chaîne de transmission DS-CDMA ainsi que les
différents paramètres qui la caractérisent. À partir de la simulation de cette chaîne, nous
avons analysé l’influence de ces différents paramètres sur la qualité de la transmission. Ces
paramètres sont étroitement liés aux puissances de réception de chaque station mobile. Nous
pouvons ainsi dégager la nécessite de contrôler les puissances de transmission utilisées par
les différentes stations mobiles et de bien choix les codes OVSF.

























Figure 2.10 – Effet du bruit η(t) :
(a) Variation de BER1 en fonction de puissance - (b) Variation de SIR1 en fonction de puissance
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Chapitre 3
Le contrôle des puissances de
transmission dans le système
DS-CDMA
3.1 Introduction
L’objectif du contrôle des puissances de transmission (TPC : Transmission Power Control)
des différentes stations mobiles MSi est d’obtenir des puissances reçues de valeurs égales à
l’entrée de la station de base. Le TPC est réalisé à l’issue d’une procédure de traitement des
puissances reçues Pri en envoyant aux MSi des commandes pour qu’elles modifient leurs
puissances de transmission. Le TPC est accompli au niveau des MSi par réglages des gains
de transmission Ai. La figure 3.1 montre une chaîne de transmission DS-CDMA avec un
module de contrôle de puissance.
Dans ce chapitre, nous présentons, le concept de contrôle des puissances de transmission.










 𝜂 𝑡  
Stations 
mobiles 𝑀𝑆𝑖  




Station de Base (BS)  
Commandes   
Figure 3.1 – Chaîne de transmission DS-CDMA avec commande des puissances de transmission
(front montant)
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3.2 Principe du contrôle de puissance
Le contrôle de puissance concerne les deux sens de transmission. Mais, il est plus inté-
ressant de l’appliquer au sens montant (MSi vers BS), parce que le problème du Near Far
Effect est moins important s’il s’agit de la transmission dans l’autre sens, (BS vers MSi).
Pour le front descendant la BS transmet vres tous les canaux d’une manière cohérente
sur la même bande de fréquence. Si le bruit thermique et le bruit de fond sont négligeables,
alors tous lesMSi vont subir les mêmes effets du canal. ChaqueMSi informe sa BS du taux
d’erreurs sur la trame du lien descendant [20], et ce dans un message rapportant la puissance
mesurée appelé PMRM (Power Measurement Report Message). Ce rapport est envoyé selon
deux modes ; le premier est accompli périodiquement et le deuxième dépend du fait que le
taux d’erreur sur la trame excède une valeur seuil dite (TEB).
En effet, la BS connaît les limites de sa cellule ; la BS transmet ses signaux avec une
puissance suffisante pour que les MSi se trouvant dans sa cellule puissent recevoir sans
contraintes toutes ses transmissions éventuelles. Par contre, si nous supposons que les MSi
transmettent à des puissances égales, leurs puissances reçues par leur BS vont être différentes
puisque les distances qui les séparent de la BS sont différentes [21]. Ce qui donne naissance
au phénomène d’éblouissement explique dans la section 2.2.
Par ailleurs, la nécessité du contrôle de puissance dans le sens montant devient plus
pressante, si nous considérons l’ensemble des cellules voisines ; c’est-à-dire l’interférence in-
tercellulaire engendrée par les émissions des différentes stations de base et des différents
mobiles.
L’initialisation de la puissance de transmission de la station mobile, est le premier pro-
blème à résoudre.
3.2.1 Initialisation de la connexion
L’évaluation de la puissance de transmission est régie par un algorithme d’initialisation de
la connexion entre la BS et la MSi. L’objetif de cet algorithme est de préciser à quel niveau
de puissance le mobile doit émettre. Au départ la BS ne peut pas estimer les coordonnées
de la MSi. Cette dernière va initialiser sa transmission avec une puissance élevée ou une
puissance faible. Le premier cas rassure la MSi qu’elle va être prise en considération par la
BS. Tandis que, si la puissance de la MSi est faible, la probabilité que la BS recevra la
demande de connexion diminue. L’avantage de la deuxième option est que les interférences
causées pour les usagers actuellement connectés, sont plus faibles par rapport à la première
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option qui donne la priorité à l’usager qui est en train de se connecter au détriment des
autres usagers déjà connectés.
La norme IS-95 propose une solution intermédiaire qui permet à la MSi, lors de sa
tentative de connexion, de transmettre une série de Access Probes AP.
Ce sont des séries de transmissions de puissance élevée progressivement ; au départ, la
MSi transmet avec une puissance (P0)i relativement faible, elle attend une réponse de la
BS. Après un time-out, elle ne répond pas, la MSi retransmet la demande de connexion
avec une puissance plus élevée corrigée par la valeur (CAP )1 [21] :
(P1)i = (P0)i+ (CAP )1, (3.1)
Après T tentatives, la puissance devient d’autant plus élevée que le nombre de tentatives
augmente, la puissance devient égale à :
(PT )i = (P0)i+
T∑
j=1
(CAP )j . (3.2)
Nous distinguons trois types de techniques de TPC [21] : TPC en boucle fermée, TPC
en boucle ouverte et TPC combiné en boucle ouverte et en boucle fermée. Le système UMTS
ne spécifie pas les détails du TPC, seulement, il définit ce qui suit :
– La syntaxe de la commande TPC : déclaration et décodage,
– La sémantique de la commande TPC : que peut faire la BS après avoir appréhendé la
commande,
– Les outils des standards de mesures : (PathLoss, SIR, BER,...).
 
Intervalle de temps 
aléatoire T1 













Figure 3.2 – Algorithme d’initialisation de la connexion par la station mobile.
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La technique de contrôle de puissance en boucle ouverte, utilise les données de cette initiali-
sation (équation 3.1) pour effectuer des ajustements nécessaires pour le bon accomplissement
du contrôle.
3.2.2 Contrôle de puissance en boucle ouverte
Au cas où la MSi reçoit l’accusé de réception provenant de la BS, elle doit estimer sa
position et doit déterminer sa puissance initiale de transmission Pti,initiale avec laquelle elle
pourrait être repérée par la BS. En effet, si cette dernière est très éloignée de la MSi, cette
dernier doit transmettre avec une puissance suffisamment élevée. Tandis que si la BS est
estimée proche de la MSi, cette dernière devrait transmettre avec une puissance faible mais
qui peut atteindre la BS sans ambiguïté. Par ce fait, la somme de la puissance de transmission
de la MSi et de la puissance (Pr)BS issue de la BS et reçue par la MSi, doit être égale à
une constante qui ne dépend que de la bande de fréquence courante : la constante Cst est de
−73dB pour la bande 900MHz et de −76dB pour la bande de fréquence 1900MHz [3]. La
puissance initiale de transmission devient alors en dB :
Pti,initiale = Cst− (Pr)BS +NOM_PWR+ INT_PWR, (3.3)
Avec NOM_PWR et INT_PWR deux paramètres spécifient dans le système par l’opé-
rateur pour estimer le niveau de puissance transmis par la BS [22] ; cette équation devient
après les corrections des Access Probes comme suit :
Pti,initiale = Cst− (Pr)BS +NOM_PWR+ INT_PWR+
T∑
j=1
(CAP )j , (3.4)
La boucle ouverte est telle que la MSi mesure la puissance reçue (Pr)BS appelée DLP
(Down-Link Power) et ajuste la puissance de sa transmission. Il s’agit de mettre à jour le
SIRi désiré proportionnellement aux variations des estimations des puissances reçues, dues
à la mobilité des usagers et aux changements des statistiques de propagation.
L’objectif d’une boucle ouverte est l’estimation de la Lp (Path loss) et les pertes engen-
drées par le shadowing dues à la distance entre la MSi et la BS.
Le TPC en boucle ouverte est appliqué au front montant. Le front montant affecte le
mobile, et la BS aura un rôle actif dans le cas des fronts montant et descendant.
Les détails du TPC en boucle ouverte sont dépendants de l’implémentation du système de
la BS [23].
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3.2.3 Contrôle de puissance en boucle fermée
Les détails du TPC en boucle fermée sont spécifiés dans [24] ; en effet la BS mesure la
ULP (Up-Link Power : la puissance reçue par la BS), la MSi mesure la DLP et rapporte le
résultat au BS qui commande ses stations mobiles MSi pour augmenter ou diminuer leurs
puissances.
L’objectif du TPC en boucle fermée est de reduire au minimum possible la différence
entre les puissances transmises par tous les utilisateurs, en réduisant la puissance transmise
des utilisateurs les plus proches de la station de base et en augmentant la puissance transmise
des utilisateurs les plus loins de la station de base [25].
Les utilisateurs qui existent dans une cellule donnée peuvent être classés selon 3 classes
possibles : ceux qui sont proches de la BS, ceux qui en sont loins, (proches des frontières de
la cellule) et ceux dont les Pri atteignent la BS sans que cette dernière les traite ; nous les
dénommons les utilisateurs non référencés (section 2.2). Ces utilisateurs sont en dehors de
la cellule couverte par la BS en question.
En se basant sur une estimation du rapport signal à interférence de chaque utilisateur
MSi, ce dernier ajuste sa transmission par rapport à un SIRi désiré. Ce contrôle rapide de
puissance est établi au niveau de la couche physique. En mode FDD, la période du TPC est
TP qui est égale à 667µs, celle ci correspond à la durée du slot. Tandis qu’en mode TDD, la
priode du contrôle est de 104µs.
Dans le but de minimiser les puissances reçues Prk sans nuire à la qualité de la trans-
mission, on réduit au minimum les puissances possibles des utilisateurs dont les SIRi sont
très grands, et on augmente les SIRi des utilisateurs les plus éloignés, l’objectif demeure de
maintenir à l’égalité les puissances reçues de chaque utilisateur.
Pour chaque classe d’utilisateurs, on définit des seuils de puissances reçues, c’est-à-dire
un intervalle borné des valeurs par qui exprime une marge de variabilités de la valeur de
SIRi. on essaie de maintenir les valeurs de SIRi dans cette marge. Ces seuils dépendent de
la qualité de réception des données transmises ; donc, ces SPr sont des fonctions des SIRi
des differents utilisateurs, de CIR ou γi (Carrier to Interference Ratio), des BER, des FER
(Frame Error Ratio), de la capacité du système ou du nombre courant des utilisateurs et du
facteur d’étalement utilisé SF (Rapport du débit des chips DC par celui des bits Db).
Par ailleurs, la BS mesure le SIRi de chaque utilisateur, chaque SIRi est comparé à un
SIR désiré et une commande adéquate sera transmise à la MSi pour ajuster la puissance
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de sa transmission [26]. Cette puissance d’ajustement est combinée avec l’estimation de la
puissance du MSi à boucle ouverte et ce pour obtenir la valeur finale de la puissance de
transmission de la MSi. Cette commande est périodique et présume que la MSi appliquera
une variation de sa puissance de l’ordre de 1dB.
La commande est traduite par un bit appelé PCB (Power Control Bit) qui est intégré
sur le canal de trafic sur une période Tp = 0.667ms, à raison d’un bit par slot. La station de
base évalue le SIRi du lien montant, si l’on dépasse le seuil prédéfini, la BS demande à la
MSi de diminuer sa puissance de transmission, mais si l’on est au dessous du seuil prévu, la
BS demande à la MSi d’augmenter sa puissance de transmission.
Enfin, notons que deux cas de contrôle de puissance en boucle fermée sont à distinguer
selon la position de la MSi ; soit que cette dernière communique avec seulement sa BS (cas
sus indiqué), soit que la MSi peut communiquer avec plus qu’une BS. Dans le premier
cas, le contrôle de puissance en boucle fermée est utilisé pour remédier aux fluctuations de
puissance due au fading rapide des canaux radio-mobiles. Dans le deuxième cas, la norme
interviennent et impose une procédure qui s’appelle Soft-Handover qui essaye de remédier
aux problèmes des multi commandes en désaccord.
3.3 Limitation de contrôle de puissance imparfait
Dans cette section, on identifie plusieurs problèmes liés au contrôle de puissance dans le
cas réel où le schéma présenté par la figure 3.1 sera modifié comme indiqué sur la figure 3.3.
Dans ce modèle quelques limitations apparussent à savoir : la taille de pas d’ajustement
de puissance, l’erreur d’estimation du rapport SIR, le taux d’actualisation de puissance de
transmission, le retard de boucle de réaction et l’erreur du canal en front descendent [27].
3.3.1 Taille de pas d’ajustement de puissance
Il y a deux méthodes différentes de quantifier la commande d’ajustement de puissance.
La première s’appelle contrôle de puissance à pas variable ; dans laquelle la différence e(t) =
SIRi−SIRseuil est quantifiée en plusieurs bits (PCB) [28], tandis que la deuxième méthode
s’appelle contrôle de puissance à pas fixe où e(t) est quantifiée par un seul bit (section
précédente 3.2.3).
Dans l’algorithme de contrôle à pas variable, la quantification de l’erreur e(t) peut être
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Figure 3.3 – Modèle de contrôle de puissance en boucle fermé (front montant).
réalisée en employant une modulation par impulsions codées (PCM ) du mode q :
eQ(k−D) =

−(2q−1−1) eq(k−D)<−2q−1 + 1/2
−(2q−1−2) −2q−1 + 1/2≤ eq(k−D)<−2q−1 + 3/2
... ...
0 −1/2≤ eq(k−D)< 1/2
... ...




– eq(k−D) = SIRi−SIRseuil,
– D : le retard de réaction exprimé par TP ,
– q : le nombre de PCBs dans chaque intervalle de contrôle de puissance.
La valeur quantifiée eQ(k−D) peut être exprimée en utilisant une représentation bi-
naire pour la transmission numérique, plus le nombre de bits est grand, plus l’information
d’ajustement de puissance est plus précise.
En l’absence de l’erreur de transmission sur les PCBs, la puissance de transmission pour
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le prochain slot sera :
Pti(k+ 1) = Pti(k) + cmd · eQ(k−D) (3.6)
L’avantage d’utiliser cet algorithme, dans le TPC, est que ce dernier peut être prévu pour
avoir une bonne performance puisque le facteur d’évanouissement peut être directement
compensé pendant un slot lorsqu’on utilise plusieurs bits (PCB). Par contre, cette méthode
n’est pas efficace pratiquement ; en augmentant le nombre q, le nombre des bits (PCBs)
augmente, alors plus la largeur de bande doit être réservée plus les PCBs seront soumis à
des erreurs.
Dans la méthode de contrôle de puissance à pas fixe la station de base ordonne aux MSi
d’augmenter ou de diminuer leurs puissances de transmission suite à ce que leur SIRi soit
supérieur ou inférieur à un seuil donné SIRseuil.
PCBi = sign [SIRi−SIRseuil] =
−1 SIRi < SIRseuil+1 SIRi ≥ SIRseuil (3.7)
Notons que s’il existe M usagers dans une cellule, le nombre de commandes possibles sera
2M . Une commande est une séquence de bits prenant des valeurs -1 ou 1. Si chaque bit
PCB est égal à -1, l’ordre de la BS sera traduit au niveau du MSi par une réduction de la
puissance de transmission, tandis que si ce PCB est égal à 1, l’ordre de la BS sera traduit
au niveau du MSi par une augmentation de la puissance de transmission. L’augmentation
ou la réduction de cette puissance de transmission se fait par un pas (step) noté cmd, dont
la valeur est égale à 1dB ou 2dB. Ainsi, l’incrémentation de la puissance de transmission des
différents MSi est traduite par :
Pti(k+ 1) = Pti(k) +ukfixe(k), (3.8)
Pour cmd= 1dB→ ukfixe(k) =±1dB nous aurons en linéaire :
Pti(k+ 1) = Pti(k)10±
1
10 , (3.9)
Deux problèmes apparaissent en utilisant ce type d’algorithme :
– S’il y a un changement brusque dans le canal, l’algorithme ne peut pas le suivre puisqu’il
utilise un pas fixe,
– Le SIR oscille en permanence autour de SIRseuil puisqu’il y a seulement deux com-
mandes : augmenter ou diminuer la puissance.
D’ailleurs, l’avantage principal d’avoir une taille du pas fixe est le fait que la largeur de
bande utilisée pour le PCB est réduite au minimum et les erreurs sont moins significatives.
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3.3.2 Erreur d’estimation de SIR
La performance de l’algorithme de contrôle de puissance, basée sur la différence e(t),
dépend de la justesse de l’estimateur de SIR comme un paramètre. Dans la littérature, il
existe plusieurs approches dans [29–31] abordent le sujet d’implémentations et l’estimation
de SIR, dans notre étude, nous utiliserons la méthode proposée dans [19], basée sur les codes
d’étalement auxiliaire pour l’estimation de l’interférence d’accès multiple dans les systèmes
DS-CDMA.
Le problème principal dans le TPC basée sur le SIR est que le taux de contrôle doit être
plus rapide que le taux d’évanouissement, ce qui demande des mesures rapides de SIR ainsi
provoqué des erreurs d’estimations.
En effet, l’impact de l’estimation du SIR sur la performance de BER d’un algorithme à
pas fixe n’est pas important [32] car l’information d’ajustement de puissance reçue par leMSi
dépend que la différence e(k) (soit supérieure ou inférieure à zéro). Par contre, l’algorithme
à pas variable est très sensible aux erreurs d’estimation, où la taille de pas d’ajustement
et une quantification de la différence e(k), dans ce cas un meilleur estimateur fournira une
information de réaction plus précise.
3.3.3 Taux d’ajustement de puissance
Dans les systèmes de 2G de CDMA, le taux d’ajustement de puissance de transmission
est de 800 Hz, tandis que dans la 3G de CDMA il est de 1.5 kHz. Il représente la durée entre
deux décisions envoyées à la station mobile par la station de base.
Avec un taux de 1.5 kHz (pour la 3G), la mesure de SIR peut être effectuée chaque
0.667ms, correspondant à un intervalle de contrôle TP . Dans [33], il est montré que le contrôle
de puissance sera efficace quand le taux d’ajustement est beaucoup plus grand que dix fois
le taux d’évanouissement,
Example 3.1. Une station mobile se déplaçant avec une vitesse de vi = 60 km/h, pour la





fc, c= 3 ·108 m/s (3.10)
Puisque la fréquence Doppler fDmax reflète le taux d’évanouissement, le taux d’ajustement
devrait être beaucoup plus grand que 1 kHz pour rendre le contrôle efficace.
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3.3.4 Retard de boucle de réaction (BS vers MS)
Dans le contrôle de puissance en boucle fermée, l’effet de retard de boucle de réaction est
un facteur important, dans le schéma le paramètre DTP présente toute les retardes à partir
de l’estimation de SIR, à la station de base, jusqu’à une commande appropriée de contrôle
de puissance soit reçu par la station mobile.
On dénomme l’ordonnancement des opérations à l’étape k, par A(k) il comprend sept
opérations principales :
– la réception par la BS des différents signaux des MSi,
– le traitement des informations descriptives de ces signaux pour l’estimation de la qualité
de transmission à travers le calcul des SIRi,
– la prise de décision sur les commandes optimales à envoyer aux MSi,
– l’envoi des commandes aux MSi,
– la réception de la commande par la MSi,
– le traitement de cette commande pour la préparation de son exécution,
– l’exécution de la commande par la MSi.
À chaque étape, s’établit la mesure du gain pour toutes les stations mobiles et l’estimation
de la commande de contrôle à envisager pour chacune. Le vecteur de ces commandes est
nommé D(k) à l’étape A(k). Cependant, le déclenchement d’une étape A(k) au temps Tk
ne s’établit pas nécessairement au temps de la terminaison de l’étape précédente A(k−1) ;
d’une autre manière, la BS ne peut pas choisir la décision D(k) pendant que la station
mobile MSi n’était pas encore parvenu à exécuter la décision D(k− 1) ni parfois celle de
D(k− 2). Ceci est un problème de synchronisation entre le choix de D(k) par la BS et de
son exécution par la MSi, évidemment, après que la décision était déjà parvenue à la MSi.
Ce décalage temporel introduit une incohérence entre la décision D(k) et l’état de laMSi
à l’étape A(k+1) et éventuellement à l’étape A(k+2) parce que la puissance de laMSi, reçue
à l’entrée du récepteur de la BS pourrait être décroissante à l’étape A(k) et la décision serait
d’augmenter la puissance de transmission de la MSi. Cette dernière n’exécute la commande
D(k) qu’à l’étape A(k+ 1) ou A(k+ 2) où elle pourrait déjà changer de comportement et
sa puissance reçue par la BS aurait été devenue croissante, ce qui rend la décision D(k)
non efficace ni pour la MSi courante ni pour toutes les autres stations mobiles de la même
cellule.
46
Chapitre3. Le contrôle des puissances de transmission dans le système DS-CDMA
3.3.5 BER du canal de réaction
Un autre problème lié au contrôle de puissance en boucle fermée est l’erreur sur les bits
PCBs, quand ils sont reçus par la station mobile, due à l’affaiblissement du canal (downlink).
Cependant, l’effet de l’erreur sur la performance d’un contrôle à pas fixe n’est pas important
car la différence e(t) est modulée en delta et l’information d’ajustement de puissance se
traduit au niveau du MS par l’augmentation ou diminution de puissance. Par contre l’effet
du BER du canal pour l’algorithme à pas variable peut être critique.
3.4 Apport du contrôle conventionnel
Dans ce qui suit, on montre par simulation l’apport de la technique conventionnelle de
TPC dans l’amélioration de la qualité de transmission. Nous commencerons premièrement
avec une simulation de l’évanouissement de Rayleigh utilisant une méthode bien connue
développée par Jakes [34].
3.4.1 Simulation l’évanouissement de Rayleigh (Rayleigh fading)
Pour simuler les variations du canal de transmission, Jakes proposait une méthode basée
sur la distribution de Rayleigh [34], afin d’approximer le signal reçu travers un canal à
évanouissement multi trajets par un processus Gaussien complexe, quand le nombre de trajets
est grand. Pour décrire brièvement le modèle de Jakes, nous récrivons l’équation (1.12)
comme suit [18],[35] :






Où ψl(t) = ωdtcosαl et τ0 ∈ [minτl,max τl].
Le premier terme montre que le signal transmis est retardé par un temps de propagation,






Où Cl,αl,φl sont respectivement le gain aléatoire de trajet, l’angle d’arrivée d’onde et le
déplacement de phase du trajet l en question, ωd la fréquence Doppler maximale.
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Supposons que Cl est une valeur réelle, l’équation (3.12) peut être écrite comme :









Le théorème de centrale limite justifie que βc(t) et βs(t) peuvent être rapprochés, quand L
grand, par des processus aléatoires gaussiens .
En choisissant Cl = 1/
√
L,al = 2pil/L et φl = 0, pour l = 1,2, · · · ,L, Jakes a dérivé son
modèle de simulation pour les canaux à évanouissement de Rayleigh donné par :















2cosϑ0, l = 0





2sinϑ0, l = 0
2sinϑl, l = 1,2, ...,L
(3.18)
ωl =




4 , l = 0
lpi
L , l = 1,2, ...,L
(3.20)
Dans [36] l’exactitude de la méthode de Jakes est évaluée, pour le nombre de trajet L soit
supérieur à 10.
La simulation d’évanouissement de Rayleigh pour 3 vitesses croissantes pendant une
période de 200 ms est montrée par la figure 3.4. En effet les résultats montrent que les
variations du canal sont importantes lorsque la vitesse des mobiles croit. D’ailleurs, dans
les 3 situations, le canal de transmission peut être considéré comme lent, puisque le taux
d’évanouissement est inférieur au débit de bits.
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V = 05Km/h→ fD = 8.33Hz
V = 30Km/h→ fD = 167Hz




















V = 05Km/h→ fD = 8.33Hz
V = 100Km/h→ fD = 167Hz
Figure 3.4 – Simulation de l’évanouissement du Rayleigh pour différentes vitesses de la MSi.
3.5 Simulation du contrôle de puissance
Dans cette section, on présentera la procédure de simulation d’une chaîne de transmission
(Uplink) CDMA qui utilise le contrôle de puissance basé sur le SIR. On suppose que le
contrôle de puissance en boucle ouverte peut éliminer parfaitement le problème proche - loin
et les pertes engendrées par le Shadwing et l’algorithme en boucle fermé est utilisé pour
soulager seulement la fluctuation causée par l’évanouissement de Rayleigh.
Le modèle de contrôle de puissance, décrit par la figure 3.3, est modifié comme montré
par la figure 3.5. D’abord la BS estime le SIR (γest(k)) de chaque utilisateur pendant le slot
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Intégrateur   
MAI + AWGN   
𝛽 𝑡  
PCB 
erreurs 
𝑒 𝑘  
Retard de 
boucle 
Figure 3.5 – Mécanisme de contrôle de puissance basé sur le SIR.
k, alors γest(k) est comparé à un SIR seuil (γseuil) pour produire le signal d’erreur :
e(k) = γest(k)−γseuil, (3.21)
Ce dernier est quantifié en utilisant une représentation binaire (PCB) transmis par l’inter-
médiaire du canal de voie descendante (downlink) à la station mobile. Cependant, les bits
PCBs sont soumis à un grand BER parce qu’ils ne sont pas codés afin que la bande passante
de voie descendante soit réduit. Par conséquent, la transmission des bits PCB sur le canal
de voie descendante tolère par deux types d’erreurs : l’erreur des bits PCBs et le retard de
réaction (DTP ) comme représenté sur la figure 3.5.
Après la réception des bits PCBs, la station mobile ajuste sa puissance par le facteur
cmd ∗PCB où cmd est égale à 1dB ou 2dB et PCB = ±1 pour l’algorithme à pas fixe ou
n’importe quel nombre entier entre −q et q pour l’algorithme à pas variable.
On note, que dans les simulations qui ce suit, le canal de transmission est considèré à
trajet unique non sélectif.
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3.5.1 Procédure de simulation
Pour évaluer l’effet de contrôle de puissance sur la variation du canal radio mobile, nous
avons pris l’exemple d’un système DS-CDMA (une seule cellule) avec un nombre d’utilisa-
teurs K = 10, pour refléter la situation pratique nous considérons que tous les MSi sont en
mouvement avec des vitesses différentes, la modélisation de cette situation se fait en chan-
geant les vitesses de mouvement des MSi de 10 à 100km/h (c à d, la vitesse de MSi est
vi = 10i km/h pour i= 1,2, ...,10).
Les paramètres de simulation sont résumé dans le tableau 3.1.
Paramètres Notations et valeurs
Nombre d’utilisateurs K = 10
Fréquence porteuse fc = 1.8GHz
Vitesse de mouvement vi = 10i km/hi= 1,2, ...,10
Fréquence Doppler max fD = 1.67vi Hz(vi= 10,20, ...,100km/h)
Facteur d’étalement SF = 64
Débit des codes Dc = 3.84Mcps
Débit de bits Db = 60ksps
Période de contrôle de puissance Tp = 10/15ms
Pas de mise à jour de puissance cmd= 1dB ou 2dB
Table 3.1 – Paramètres de simulation
Pour simuler le canal radio mobile, un évanouissement de Rayleigh βi(t), i = 1,2, · · · ,10
est généré en utilisant la méthode du Jakes décrité dans la section 3.4.1, nous considérons
un canal lent dans lequel le temps de cohérence T0 est plus grand que la durée de symbole
Ts donc le facteur d’évanouissement est considéré constant dans la durée de symbole Ts. À
l’entrée de récepteur un Bruit Blanc Gaussien Additif est ajouté, pour simuler l’effet de bruit
thermique, avec une variance σ2 = 7dB.
La figure 3.6 montre les résultats de simulation pour la fréquence Doppler fD = 34Hz,
l’enveloppe d’évanouissement est celle modélisée par la méthode de Jakes, et le SIR est
estimé en utilisant l’estimateur proposé dans [19] et décrit en chapitre 2.6. La valeur réelle
du SIR est également tracée pour comparaison.
À partir la figure 3.6 nous pouvons remarquer que l’estimation du SIR proposée dans [19]
surestime le SIR réel quand le canal est en deep fades ; ceci est dû au biais de l’estimateur
pour les faibles valeurs de SIR. En effet, avec un contrôle de puissance basé sur le SIR, les
variations de SIR de la figure 3.6 peuvent être réduites et le SIR sera constant ou presque
constant autour de valeur seuil.
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Figure 3.6 – SIR et évanouissement de Rayleigh (fD = 34Hz) sans TPC.
La simulation de SIR pour le canal d’évanouissement, avec un contrôle de puissance, est
représentée sur la figure 3.7, le pas et le taux d’ajustement de puissance sont respectivement
2dB et 1.5 kHz, la valeur désirée de SIR est fixée à 10dB. Comme illustrent les résultats,
on constate que le contrôle de puissance en boucle fermé peut transformer l’évanouissement























Figure 3.7 – SIR avec TPC dans un canal à évanouissement.
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lent de Rayleigh en bruit gaussien additif, à l’exception du cas deep fades, par contre, pour
des taux d’évanouissement plus grand que 150 Hz le contrôle de puissance, ne peut pas être
performant.
Pour résoudre ce problème nous déterminerons la taille optimal de pas cmd.
3.5.2 Optimisation de la taille du pas
Deux principes sont utilisés pour suivre la fluctuation d’évanouissement, l’ajustement
de la puissance de transmission moins fréquemment par un pas grand, ou l’ajustemnt plus
fréquemment avec un petit pas, puisque le taux d’ajustement de puissance est normalisé
(1.5kHz dans les systèmes 3G) alors on peut optimiser la taille du pas pour différents taux
d’évanouissement.
Dans la simulation, on mesure l’erreur de contrôle de puissance PCE, qui est définie
comme l’écarte type de SIR contrôlé, alors nous répétons les simulations en utilisant des
pas de tailles différentes, et on traçe l’erreur PCE en fonction de la taille du pas cmd pour
déduire la valeur optimale de cmd correspondant au minimum de PCE.







Où Nt est le nombre d’échantillons, γest(k) est le SIR-contrôlé en dB estimé par la BS
pendant le slot k, et γt est la valeur désirée de SIR. Par conséquent nous pouvons définir le
PCE pour chaque valeur de cmd comme suit :






Pour étudier l’effet des taux d’évanouissement, on introduit le paramètre fDTP , défini comme
le rapport entre le taux d’évanouissement et le taux d’ajustement de puissance, nous optimi-
sons la taille du pas pour trois vitesses différentes de laMSi : 10,30 et 60km/h, représentant
les environnements à faible vitesse, où le contrôle de puissance est encore efficace. Pour la
fréquence de porteuse 1.8GHz, les vitesses 10,30 et 60km/h correspondent à la fréquence
Doppler 16.7,50 et 100Hz respectivement, et avec un intervalle de contrôle TP = 0.66ms le
paramètre fDTP est égale à 0.01,0.033 et 0.067Hz, correspondant à des taux d’ajustement
de puissance plus grands de 100, 30 et 15 fois que les taux d’évanouissement.
En utilisant les paramètres définis dans le tableau 3.1. Avec Nt = 300 (300 slots) et
γt = 7dB, le PCE en fonction de cmd pour différentes valeurs de fDTP est représenté sur la
figure 3.8.
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Figure 3.8 – L’errer de contrôle de puissance en fonction de cmd pour différents taux
d’évanouissement.
Taux d’évanouissement Taille de pas (cmd)
fDTP = 0.010 1.5 dB
fDTP = 0.033 2 dB
fDTP = 0.067 3 dB
Table 3.2 – Les valeurs optimales de cmd en fonction de taux d’évanouissement fDTP ,
À partir des résultats, on remarque que le cmd varie en fonction du taux d’évanouisse-
ment. En effet, le tableau 3.2 résume les valeurs optimales du pas cmd pour chaque valeur
de fDTP , d’une autre manère on peut noter, à partir de la figure 3.8, que l’erreur de contrôle
de puissance augmente quand le cmd diminue au-dessous de la valeur optimale ; ceci signifie
que si la taille du pas est trop petite, l’algorithme de contrôle suit avec retard la fluctuation
du canal. Lorsque le cmd augmente au-dessus de la valeur optimale, l’erreur augmente aussi ;
ceci peut être expliqué comme suit : avec des cmds élevées, l’algorithme suit l’évanouisse-
ment du canal plus rapidement, mais à cause des commandes UP/DOWN, une oscillation
de γest autour de γt est importante.
En effet, puisque la valeur optimale de cmd dépend du taux d’évanouissement, la MSi
doit changer la valeur du pas en fonction de la vitesse de son mouvement. D’une autre
manière, si la fréquence Doppler ou la vitesse de déplacement, de la MSi, peut être estimé
la pas optimale peut être maintenu [37],[38]. Par contre, dans l’algorithme à pas variable,
l’estimation de la fréquence Doppler n’est pas nécessaire, puisque la taille du pas varie selon
les états du canal.
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3.6 Performance du contrôle de puissance
Afin d’évaluer la performance du TPC, il est indispensable d’étudier le facteur BER en
fonction de SIR. Dans un canal à AWGN le SIR est constant, et le BER peut être exprimé
comme suit :
BER =Q(√γ) = 12erfc(
√
γ), (3.24)
D’ailleurs, dans un canal d’évanouissement de Rayleigh, le rapport SIR suit la variation du






ou γ¯ est la valeur moyenne de γ, si le TPC est parfait la variation du SIR dans un canal
d’évanouissement de Rayleigh sera constante comme dans un canal à AWGN. Par conséquent
la performance du BER d’un canal à AWGN est la meilleure performance réalisable (limite
inférieure) pour le TPC, et la performance du BER d’un évanouissement de Rayleigh et la
limite supérieure (sans TPC ).
Par la suite, nous allons étudier l’effet de quelques paramètres du système sur la perfor-
mance du TPC.
3.6.1 Effet du pas d’ajustement de puissance
Dans cette section, on fait une comparaison entre les algorithmes de contrôle de puis-
sance à pas fixe et à pas variable. L’algorithme à pas variable est réalisé en employant une
modulation par impulsions codées (PCM ) décrite par l’équation (3.5).
Pour étudier l’effet des différents algorithmes, la performance du BER est évaluée sur la
même condition de canal (c-à-d avec fDTP = 0.01). Les résultats obtenus sont représentés
dans la figure 3.9, la courbe supérieure présente le BER pour le canal d’évanouissement sans
TPC, alors que la courbe inférieure représente le BER pour le canal d’AWGN.
On remarque, dans la figure 3.9, que la performance de BER avec l’algorithme de contrôle
de puissance à pas variable est meilleure que celle avec l’algorithme à pas fixe, puisque dans
le premier cas, le TPC peut suivre l’évanouissement approfondi plus rapidement en utilisant
un pas de taille adapté, et peut réduire aussi l’oscillation du SIRest sur sa valeur de seuil.
D’ailleurs, il est intéressant de noter que l’augmentation des nombres de bits (PCB) pour
améliorer la performance est obtenue aux dépens d’une bande passante de transmission plus
élevée sur le canal descendant (downlink), ce qui est non désirable ; parce que, en 3G, la
capacité du canal downlink est réservée pour la navigation Internet. De plus, comme nous
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Figure 3.9 – Effet de pas d’ajustemment de puissance (fDTP = 0.01)
pouvons voir sur la figure 3.9, l’amélioration de la performance à BER= 10−3 (pour la voix)
n’est pas importante quand le mode de quantification est augmenté de q = 1 à q = 4.
3.6.2 Effet du taux d’évanouissemnt
Pour évaluer l’effet des taux d’évanouissement sur la performance de TPC, nous effectuons
des simulations en utilisant deux types d’algorithmes : pas fixe (q = 1) et pas variable (q = 4)
pour trois vitesses différentes de la MSi : 10km/h 30km/h et 80km/h. Les résultats de
simulation sont présentés sur la figure 3.10.
D’après la figure 3.10(a) on remarque que l’algorithme de TPC à pas fixe est moins
efficace pour des taux d’évanouissement fDTP plus grands que 0.033. Toutefois il est plus
efficace pour des taux d’évanouissement lents, comme le montre la performance de BER à
fDTP = 0.01. Contrairement à l’algorithme à pas fixe, l’algorithme à pas variable améliore
la performance du BER avec des valeurs fDTP plus grandes que 0.033.
La limite de la performance de l’algorithme de TPC à pas fixe, à résister les taux d’éva-
nouissement élevés, est due au fait que l’algorithme est trop lent et ne peut pas suivre les
variations du canal.
3.6.3 Effet du retard de la boucle de réaction (feedback Delay)
Le retard de la boucle de réaction est le problème majeur dans n’importe quel algorithme
en boucle fermée. Dans les simulations décrites dans les sections précédentes, les mobiles
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Figure 3.10 – Effet de taux d’évanouissemn :
(a) Algorithme à pas fixe, (b) Algorithme à pas variable (q = 4).
(MSi) ajustent leurs puissances de transmission immédiatement dés que la mesure de SIR
(au niveau de la BS) est terminée. Cependant, dans les systèmes réels, il y a un retard
entre ces deux opérations, dus à la durée de traitement, le temps de propagation des bits
de commande, et la synchronisation entre les transmissions de la liaison montante et liaison
descendante.
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Figure 3.11 – Effet de retard de boucle de réaction :
(a) Algorithme à pas fixe (b) Algorithme à pas variable (q = 4)
Dans cette section, on va étudier la dégradation de la performance de contrôle de puis-
sance introduite par un retard de feedback D de 1, 2 et 3 slots. En effet, pour simuler le
système avec un retard de feedback D ≥ TP , le SIRest est stocké dans une mémoire, et la
puissance de transmission du kème slot est contrôlée par le SIRest stocké par le (k−D)ème
slot, avec D= nTP , n∈R et TP est la durée de slot. La performance du BER, pour différents
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valeurs du retard de feedback (D = TP , D = 2TP , D = 3TP ) est présentée sur la figure 3.11
(a) (b), pour les algorithmes à pas fixe et pas variable respectivement.
À partir des résultats de simulation, il apparaît clairement que l’effet de retard du feedback
sur la performance du TPC est plus significatif dans l’algorithme à pas variable que dans
l’algorithme à pas fixe, cela est dû au grand erreur sur le pas d’ajustement. Finalement,
comparé à d’autres imperfections dans le système de contrôle de puissance (section 3.3), le
retard de feedback introduit un problème très grave dans la boucle de contrôle.
3.7 Conclusion
Le modèle général, du contrôle de puissance en boucle fermé, est développé et simulé
pour les deux algorithmes, pas fixe et pas variable. Les résultats de simulation montrent :
– Pour rendre le contrôle de puissance efficace, les taux d’ajustement de puissance doit
être beaucoup plus grand que les taux d’évanouissement,
– L’algorithme de contrôle à pas fixe est plus souhaitable que l’algorithme à pas variable
afin de réduire au minimum la bande passante de transmission,
– L’algorithme à pas variable est plus sensible aux perturbations, internes et externes du
système, que l’algorithme à pas fixe.
Dans le chapitre qui suit, nous allons considérer le problème du retard de la boucle de
réaction (feedback delay) dans la boucle de contrôle. En présence de ce problème, on va
montrer qu’il est préférable de modifier le schéma du TPC conventionnel en utilisant une
structure de prédiction linaire du comportement du canal.
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Contrôle prédictif de la puissance de
transmission
4.1 Introduction
Après avoir montré l’importance du contrôle de puissance de transmission des stations
mobiles, on va étudier un autre aspect d’application de la technique du contrôle basé sur la
prédiction du comportement du canal de transmission.
L’algorithme prédictif permet de résoudre le problème de retard en boucle de réaction, ou
par un autre terme, la synchronisation entre la prise de décision et de son exécution, un filtre
de prédiction est utilisé à la station de base pour prédire le gain du canal de transmission,
où certains propriétés statistiques du canal d’évanouissement sont utilisées par le filtre de
prédiction pour calculer ses coefficients.
4.2 Présentation du problème de retard de feedback
Comme nous l’avons vu à la section 3.7, le retard de feedback est un facteur important
qu’il faut contrôler pour améliorer la qualité de transmission des MSi. En effet dans le TPC
en boucle fermée, l’état du canal est estimé à la BS, cette dernière traite l’information reçue,
elle envoie la décision à la MSi qui, à son tour, exécute l’ordre d’augmenter ou de diminuer
sa puissance pour compenser l’effet du canal de transmission (Uplink). Donc la commande
ne serait exécutée qu’après un retard par rapport à ce que la BS avait déjà transmis, et
l’ajustement de puissance ne compense pas l’état courant du canal. Les opérateurs suivants
contribuent à augmenter le retard de feedback en TPC basé sur le SIR :
– Le temps de mesure du SIR,
– L’offset de synchronisation entre les deux voix de transmission,
– Le retard de propagation de transmission des bits de commande PCB.
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Figure 4.1 – Ordonnancement de contrôle de puissance avec retard de feedback.
Puisque l’intervalle de contrôle de puissance est standardisé en 3G ; TP = 0.665ms le
retard total peut être exprimé en fonction de l’intervalle de contrôle : DTP . Généralement
en pratique, le retard de feedback est supposé égale à 2TP ou 3TP pour moduler les cas réels.
En effet, la figure 4.1 illustre l’ordonnancement entre la MSi et son BS dans lequel le retard
de feedback peut être déterminé, il apparaît que le bit de contrôle doit, attendre jusqu’à t3 ;
début du slot 2, pour le transmettre à la MSi. Après le retard de propagation dans la voie
descendante (downlink) le bit de commande est reçu par l’utilisateur au temps t4, alors la
MSi ajuste sa puissance au temps t5 (commencement de transmission de slot 4 dans la voie
montante) ce qui induit un retard total de 3 slots.
La figure 4.2 montre la simulation du contrôle de puissance conventionnel avec un retard
de feedback 2TP , et SIRseuil = 10 dB. En revanche, comme le montre clairement la figure,
le SIR contrôlé oscille autour de sa valeur seuil (10 dB), mais avec un grand dépassement
lorsque le canal s’évanouit profondément (Deep fade), à ces moments la station de base en-
voie des ordres d’augmentation successive, de puissance à la station mobile, pour compenser
les pertes de sa puissance de transmission. Cependant, quand le canal revient de l’évanouis-
sement, la MSi continue à augmenter sa puissance, à cause des commandes retardées par
le retard de feedback ! ce problème de synchronisation, provoque un excès de SIR après les
Deep fades qui n’est pas désirable dans les systèmes DS-CDMA.
Afin de résoudre ce problème en TPC un prédicteur d’état du canal doit être placé au
niveau de station de base, pour prédire à l’étape (k) la décision de l’étape (k+ 1) ou celle
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Figure 4.2 – TPC conventionnel avec retard de feedback : D = 2TP et fDTP = 0.01.
de (k+ 2). La deuxième solution envisageable pour compenser les imperfections du retard
de feedback, est de compenser ce retard à la station de base en utilisant une méthode de
compensation (TDC )[39–41], où le SIR estimé est ajusté selon les commandes de contrôle
qui ont été envoyées par la BS mais n’ont pas été exécutées par la MSi.
4.3 Prédiction du gain du canal d’évanouissement
Afin de prédire la puissance reçue de chaque usager et évaluer le rapport signal à interfé-
rence, nous reformulons cette prédiction pour l’application du contrôle de la puissance en se
basant sur la prédiction du gain du canal. À l’instant k, la relation entre la puissance reçue
Pri(k) et le gain βi(k) de l’usager MSi est la suivante :
Pri(k) = Pti(k)βi(k), (4.1)
Avec Pti(k) la puissance de transmission de la MSi supposée connue par la BS. Pour ex-
pliquer, le principe de la prédiction du canal, nous avons défini pour chaque utilisateur MSi
d’une cellule donnée les variables suivantes :
– k : durée du groupe de contrôle,
– D : retard de boucle de réaction,
– V : la longueur du prédicteur,
– βi(k) : le gain mesuré à l’instant k,
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– Gi(k) : l’historique de V mesures du gain :
Gi(k) = [βi(k),βi(k−1), ...,βi(k−V + 1)] , (4.2)
– βˆ(k) : le gain prédit à l’instant k,
– Wi(k) : les coefficients caractéristiques du prédicteur,
Le prédicteur de canal proposé ici (figure 4.3) est considéré comme un filtre linéaire à
réponse impulsionnelle finie d’ordre V , (FIR : finite impulse response filter). À l’instant k,
V valeurs précédentes des gains βi(k) sont appliquées à l’entrée du prédicteur qui va estimer
le coefficient du canal βˆ(k) (facteur d’évanouissement).
La prédiction du facteur d’évanouissement s’écrit (voir Annexes ??) :




Les coefficients caractéristiques du prédicteur Wi(k) = [w0,w1, ...,wV−1] sont calculés en mi-
nimisant le critère de l’Erreur Quadratique Moyenne (EQM ) définit par :
E{2i (k)}= E{(βi(k)− βˆi(k))2}, (4.4)
soit :
Wi(k) =R−1(k)r(k) (4.5)
Il y a plusieurs méthodes qui peuvent être utilisées pour déterminer les coefficients opti-
maux du prédicteur, la méthode d’inversion de matrice de corrélation (équation 4.5) est une
solution directe, mais pratiquement cette méthode n’est pas désirable, parce qu’elle demande
plus de calcul à cause de l’opération inversion de matrice. Par conséquent, les algorithmes
récursifs comme l’algorithme de Levison - Durbin [42–44] ou Recursive Least Square [45],[46]
sont préférables.
 










β(k) β(k-D) β(k-D-1) β(k-D-2) β(k-D-V+1) 
W0 W1 W2 WV-1 
𝛽  𝑘  
Figure 4.3 – Schéma de principe du prédicteur avec un retard D slot.
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4.3.1 Algorithme de Levison-Durbin (LD)
Pour calculer les coefficients caractéristiques du prédicteur de canal par l’équation 4.5,
il faut déterminer l’inverse de la matrice R le calcule de l’inverse à une complexité d’ordre
V 3. Un algorithme plus rapide a été développé par Levison (1948) et reformulé par Durbin
(1959), il permet de diminuer la complexité à l’ordre V 2. Une présentation complète de la
méthode peut être trouvée dans [44].
Nous décrivons ici, de façon générale, les étaps de base de l’algorithme. L’algorithme
utilise les coefficients du prédicteur d’ordre (V −1) pour calculer les coefficients du prédicteur
d’ordre V . On peut résumer l’algorithme de LD par les étaps suivants :
– Initialisation :
wˆ0 = 1, σ0 =Rxx(0), ∆0 =Rxx(1), (4.6)
Pour v = 1 à V





























∆v = rvwˆv−1. (4.10)
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La matrice d’autocorrelation
Soit un vecteur d’observation G(k) tel que :
Gi(k) = [βi(k),βi(k−1), ...,βi(k−V + 1)] , (4.11)






Où GH(k) représente la matrice Hermitienne de G(k), c’est-à-dire le vecteur transposé conju-
gué.
En détaillant la matrice de corrélation, on obtient immédiatement :
R =

r(0) r(1) . . . r(V −1)
r(−1) r(0) . . . r(V −2)
... ... . . . ...
r(−V + 1) r(−V + 2) . . . r(0)
 , (4.13)
4.3.2 Algorithme des moindres carrés récursifs avec facteur d’oubli
L’algorithme des moindres carrés récursifs (RLS : Recursive Least Square) permet de
déterminer les coefficients optimaux au sens du critère suivants :




Avec (i) l’erreur de prédiction, et λ le facteur d’oubli. On peut résumer l’algorithme RLS
avec facteur d’oubli comme suit :
– Initialisation :
wˆ0 = 1, P(0) = δ−1I, (4.15)
I, est la matrice carré identité de dimention V , δ = 0.01 et λ= 0.99.
Pour k = 1 à ∞
– Calculer les coefficients du prédicteur par :
Wi(k) =Wi(k−1) +ν(k)(k), (4.16)





P(k) = λ−1P(k−1)−λ−1ν(k)GTi (k)P(k−1), (4.18)
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Figure 4.4 – Résultats de simulation du prédicteur par l’algorithme LD et RLS
(a) Signal réel, (b) Signal prédit par LD, (c) Signal prédit par RLS,
4.3.3 Comparaisons
Dans cette section, on fait une comparaison entre les deux méthodes Levison-Durbin et
WRLS par simulation pour en déterminer la méthode qui permet de meilleurs résultats. On
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choisit un signal d’entrée (a prédir) un évanouissement de Rayleigh avec vitesse de déplace-
ment v = 50km/h.
Les résultats de simulation sont présentés par les figures 4.4 et 4.5.
En effet, les résultats en termes de l’erreur de prédiction montrent que l’algorithmeWRLS
meilleure que l’algorithme Levison-Durbin. Alors, l’algorithme de prédiction WLRS est plus
applicable aux situations réelles que le prédicteur basé sur le critère de l’erreur quadratique
moyenne minimale, puisqu’il évite le calcul de la matrice d’autocorrélation.





























Figure 4.5 – Erreur de prédiction : (a) Algorithme de (LD), (b) Algorithme de (RLS),
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4.4 Contrôle de puissance avec prédicteur de canal
La deuxième étape est de l’utilisation de l’algorithme de prédiction dans la chaîne de
transmission à la station de base comme représenté dans la figure 4.6. En effet, un bloc
additionnel dit prédicteur de canal permet d’améliorer les performances de contrôle de puis-
sance. Dans l’algorithme de contrôle basé sur le rapport SIR (γi), la décision d’ajustement
de puissance est une fonction de la différence e(k) = γti −γesti . Par conséquent, l’estimateur






































Intégrateur   
MAI + AWGN   
𝛽 𝑡  
PCB 
erreurs 




Figure 4.6 – Principe de contrôle de puissance avec prédiction du canal à la BS.
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Dans l’équation précédente y′i(k−D−v) représente le signal réel reçu par la station de base
et y(k−D−v) le signal d’entrée du prédicteur. On a alors, comme le montre équation (4.20),
une prédiction du signal D - slot en avant.
Dans la simulation, nous utiliserons l’algorithme WRLS pour calculer yˆi(k), l’ordre de
prédicteur est choisi assez grand (V ≥ 10) . Pour la comparaison, nous effectuerons également
des simulations de TPC en utilisant une approche de compensation.
Definition 4.1. Soit on définit l’opérateur de retard q−D par :
q−DPti(k) = Pti(k−D) (4.22)
L’algorithme de contrôle de puissance à pas fixe (FSPC ) peut être écrit sous la forme :
– À la station de base (BS) :
PCBi(k) = sign[γti(k)−γi(k)], (4.23)
– À la station mobile (MSi) :
Pti(k+ 1) = Pti(k) + cmd ·PCBi(k), (4.24)






Le mécanisme de FSPC pour la station mobile MSi est schématisé par la figure 4.7, où q−D
est le retard de feedback de D slot, Ii(k) est l’interférence + bruit.
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Figure 4.7 – Système avec FSPC et retard de feedback D.
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4.5 Compensation du retard de feedback
Le problème principal de retard de feedback, tel qu’indiqué dans la section 4.2, est que
les mesures du SIR ne reflètent pas l’état réel du système à l’instant de mesure. L’objectif
de l’algorithme (TDC ) est de compenser les mesures des SIR selon les commandes envoyées
par la BS mais que n’ont pas été exécutées par la MSi [47].
4.5.1 Algorithme et implémentation
Puisque le SIR γi(k) est linéairement dépendant de la puissance de transmission Pti(k),
une augmentation au niveau de puissance Pti(k) + cmd, aura une augmentation correspon-
dante de SIR, γi(k)+cmd et les commandes qui n’ont pas été encore exécutées doivent être
compensées par l’ajustement du SIR comme suite [48] :




Remarque 4.2. Dans le cas D= 1 (retard de 1 slot) la mesure du SIR est ajustée simplement
par :
γ˘i(k) = γi+ cmd ·PCBi(k−1), (4.27)











= (1− q−D) · cmd
q−1PCBi(k), (4.28)
L’introduire du P˘ti(k), la puissance contrôlé par l’algorithme, l’équation (4.24) permet d’écrire :
P˘ti(k+ 1) = P˘ti(k) + cmd ·PCBi(k)⇒ P˘ti(k) =
cmd
q−1PCBi(k), (4.29)




q−jPCBi(k) = (1− q−D)P˘ti(k)
= P˘ti(k)− P˘ti(k−D), (4.30)
L’ajustement du SIR dans l’équation (4.26) peut être écrit alors comme :
γ˘i(k) = γi+ P˘ti(k)− P˘ti(k−D), (4.31)
Par conséquent, le bit de contrôle de puissance est calculé par :
PCBi(k) = sign[γti(k)− γ˘i(k)]. (4.32)
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Figure 4.8 – Implémentation de l’algorithme TDC dans dans le système FSPC.
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Figure 4.9 – Compensation du retard de fedback D.
Introduire
H(q) =−(1− q−D). (4.33)
La figure 4.8 montre le schéma de principe de l’algorithme du contrôle de puissance avec
TDC, et après simplification algébrique, l’algorithme peut être présenté par la figure 4.9 où
se manifeste l’avantage du TDC.
4.5.2 Simulation
Pour étudier l’impact de l’algorithme TDC sur la boucle de TPC, nous avons simulé dans
cette section un système cellulaire à 3 utilisateurs qui se déplacent avec 3 vitesses différentes
10km/h, 20km/h et 30km/h respectivement, le canal de transmission (Uplink) est considéré
non sélectif à évanouissement de Rayleigh, le retard de feedback est de 1 slot, soit D = TP .
Les résultats de simulation sont présentés sur la figure 4.10.
Comme illustré à la figure 4.10(b) l’oscillation du SIR autour de sa valeur seuil est plus
importante en l’absence de l’algorithme de TDC, c’est à cause de la mauvaise synchronisation
entre la BS et ses stations mobiles.
Par contre, avec compensation de retard (figure 4.10(c)) le SIR est plus stable, et son allure
est proche de celle du SIR réel (D = 0) mais avec un décalage de D slot. Dans la section
suivante, la performance du TPC est simulée par les deux algorithmes, prédictif et TDC.
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Figure 4.10 – Simulation de l’algorithme FS-TPC avec TDC, fDTP = 0.00036 :
(a) SIR sans retard, (b) SIR avec retard D =1 slot,(c) SIR avec retard D = 1 slot et
compensation du retard (TDC )
4.6 Simulation de la performance du contrôle prédictif de puissance
Dans la simulation, on a utilisé les paramètres définis dans le tableau 3.1, l’erreur de
canal de réaction (downlink) est supposée nulle. On a étudié la performance de P-TPC avec
l’algorithme à pas fixe et à pas variable (FS-TPC et VS-TPC ).
4.6.1 Effet du retard de boucle de réaction (feedback Delay)
Comme nous avons obtenu, par simulation, dans la section 3.6.3 l’effet de feedback Delay
sur la performance du TPC, est un problème grave en particulier avec l’algorithme VS-TPC.
L’implémentation de l’algorithme de prédiction ou de compensation (TDC ) dans la boucle
de contrôle (figure 4.6) permet de résoudre le problème de feedback Delay, comme illustré à
la figure 4.11.
Les résultats de simulation mettent clairement en évidence les points suivants :
– L’algorithme prédictif et TDC permettent d’obtenir des améliorations sur la perfor-
mance du TPC en terme de BER,
– La méthode prédictive présente des résultats meilleurs que ceux obtenus par la méthode
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TDC ; par ce que cette dernière ne compense pas le retard dû à la mesure du SIR,
– La méthode prédictive joue un rôle plus important, dans VS-TPC (figure 4.11 (b)),
pour résoudre le problème du feedback Delay que dans FS-TPC (figure 4.11 (a)) ; parce
que le 1ier algorithme est plus sensible au feedback Delay que le 2ème algorithme.
– La supériorité de l’algorithme de prédiction du canal sur TDC devient plus évidente
dans le contrôle à pas variable.










































Figure 4.11 – Performance de TPC avec péduction du canal et TDC fDTP = 0.00036 :
(a) Algorithme à pas fixe, (b) Algorithme à pas variable (q = 4)
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4.6.2 Effet du taux d’évanouissement
Pour étudier la performance de l’algorithme de prédiction, nous proposons de répéter la
simulation décrite dans la section 3.6.2 mais avec un prédicteur de canal. Les résultats de
simulation sont présentés sur la figure 4.12 (a) et (b) pour l’algorithme à pas fixe et à pas
variable respectivement.










































Figure 4.12 – Performance de P-TPC pour différents taux d’évanouissement :
(a) Algorithme à pas fixe (b) Algorithme à pas variable (q = 4)
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Nous pouvons remarquer d’après les résultats (figure 4.12 (a)) que la performance du
contrôle prédictive à pas fixe est acceptable pour des situations à mobilité lent (piétons par
exemple). Par contre, lorsque la vitesse de déplacement est plus grande que 10 km/h la
performance de l’algorithme prédictif à pas fixe se dégrade, mais reste supérieur à celle de
l’algorithme sans prédiction.
Avec l’algorithme à pas variable, la performance du contrôle prédictive est acceptable
pour des vitesses allant jusqu’à 80 km/h, comme le montre la figure 4.12 (b), ce qui met en
évidence l’intérêt de l’algorithme prédictif dans la boucle de contrôle.
4.7 Conclusion
Dans ce chapitre, nous avons montré que la méthode de contrôle de puissance de trans-
mission en boucle fermée basée sur la prédiction apporte un gain important à la qualité de
la transmission. Cette dernière présente des résultats meilleurs que ceux présentés par la
méthode de compensation ou par la méthode conventionnelle décrite dans le chapitre 2.6.
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Le travail que nous avons mené dans ce mémoire demagister nous a permis de comprendre
les fondements des systèmes de télécommunication mobile, de 3G, basées sur la technique
de codage des transmissions DS-CDMA. Nous avons tout d’abord présenté les systèmes de
télécommunication mobile et les méthodes d’accès radio, en mettant l’accent sur celles qui
sont basées sur la technique d’étalement de spectre, cette technique possède un inconvénient
dans le sens de capacité de système, c’est l’interférence d’accès multiple (IAM ) où l’utilisation
du contrôle de puissance est important.
Dans une deuxième phase, nous avons étudié le problème Near-Far engendré par la
réception, au niveau de la station de base, des puissances de valeurs différentes issues des
stations mobiles actives. En suite, nous avons montré par simulation l’effet de quelques
paramètres du système cellulaire (BS−MS) sur la qualité de transmission, c’est-à-dire : le
rapport des puissances, le facteur d’étalement, les nombres d’utilisateurs,... etc. À partir des
résultats on a pu conclure que la nécessité du contrôle de puissance est obligé par le choix
des codes d’étalement.
Ensuite, on a étudié le problème du contrôle de puissance, premièrement par l’étude du
principe de TPC et l’algorithme en boucle ouverte et fermée, et la limitation du contrôle
de puissance dans le cas réel en utilisant ces deux algorithmes. On a considéré dans la
première partie l’influence du canal de transmission radio mobile et son influence sur la
performance du TPC conventionnel, la prise en considération du canal radio contribue à
rendre les simulations plus réalistes. Les phénomènes, comme l’évanouissement du signal ou
les pertes de propagation, existent dans la réalité et ils ont une influence considérable sur les
performances du TPC, pour cela un modèle de l’évanouissement de Rayleigh, proposé par
Jakes, est utilisé dans la simulation du TPC. La simulation de la boucle de contrôle, sous
Matlab a permis d’étudier l’effet de certains paramètres et algorithmes (FSTPC, VSTPC )
sur la performance du contrôle de puissance.
Dans la deuxième partie, les limites de la technique conventionnelle de TPC ont été
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montrées en présence d’une mauvaise synchronisation entre la station de base et ces stations
mobiles à cause des retards de feedback, de même nous avons proposé d’utiliser un contrôleur
prédictif du gain de transmission de chaque station mobile selon les variations du canal radio
qui le sépare de la station de base. Nous avons utilisé une structure linéaire de prédiction
dont les paramètres sont calculés d’une manière adaptative par des algorithmes d’estimation
tels que, MMSE, l’algorithme de Levinson-Durbin et l’algorithme WRLS.
D’une manière générale, nous pouvons affirmer que l’objectif principal de ce travail été
atteint à travers la mise en œuvre de la prédiction linéaire sur la boucle de contrôle. Les
résultats ont confirmé l’amélioration des performances grâce à la prédiction. Cependant,
nous dire que les gains de performances apportés par l’introduction du prédicteur du canal,
dépendent en grande partie de l’algorithme d’estimation.
Comme perspective à ce travail, nous envisageons d’utiliser un contrôleur intelligent au
niveau des stations mobiles pour estimer la vitesse de déplacement d’utilisateur, autrement
dit la fréquence Doppler, ce qui permet soulager le contrôle avec la station de base.
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Definition A.1. Un modèle de prédicteur linéaire permettant de prédite l’amplitude d’un





xˆ(k) est la prédiction de x(t), et wv sont les coefficients du prédicteur
Definition A.2. L’erreur de prédiction e(t), définie comme la différence entre la valeur réelle
d’échantillon x(k) et sa valeur prédite xˆ(k), est donnée par :





Les coefficients optimaux du prédicteur sont normalement obtenus en minimisant le critère












Théorème A.1. Les coefficient optimaux caractéristiques du prédicteur W sont calculé par :
W =R−1xx rxx, (A.4)
Où :
– W T = [w0,w1, ...,wV−1],
– Rxx = E{xxT} : est la matrice d’autocorrelation de vecteur d’entrée xT = [x(k −
1),x(k−2), ...,x(k−V )]
– rxx est le vecteur d’autocorrelation.
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Annexe A. Pédicteur linéaire


























= rxx(0)−2rTxxW +W TRxxW, (A.5)
Pour que le filtre définit par l’équation (A.1) soit optimal, une condition nécessaire est que























(A.6)⇔RxxW = rxx, (A.8)
et :
Rxx =RTxx, (A.9)
À partir de l’équation (A.9) le vecteur des coefficient optimaux est donné par :
W =R−1xx rxx, (A.10)
Cet ensemble d’équations porte le nom d’équation de Wiener-Hopf.
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