Studies of climate change by means of optimal detection of faint signals embedded in natural variability have been underway for several decades now (1) (2) (3) , and some more recent ones are referred to in refs. [4] [5] [6] [7] . These studies are also sometimes referred to as "fingerprint" studies. The idea is that if the spacetime pattern of response to one or more external stimuli, such as greenhouse gas increases, is known from, for example, a model simulation or analytical model, then there is an optimal way of weighting the observed data stream over the same space-time domain in such a way as to determine whether the response is really in the data stream. It boils down to construction of a statistical model in the framework of which some kind of statistical significance test can be performed.
Most of the studies of this type have focused on the surface-temperature field because we have a fairly good record of it over the last 150 y, along with well-estimated uncertainties. Moreover, the surface-temperature field is a good indicator of the globalscale response pattern of such global-scale forcings as the carbon dioxide, volcanic dust veils, aerosols, and solar fingerprints. In addition, the surface-temperature field is one of the most important to human habitability of the planet. Finally, the large-scale surface temperature is the easiest to model because it is the most closely connected with and insinuated from the global balance of absorbed solar and terrestrial emitted energy fluxes (4, 5) .
By now many studies have found that the response signals in the surface-temperature field-because of such forcings as carbon dioxide increases, atmospheric aerosols, volcanic eruptions, and solar changes-have been successfully detected at high levels of confidence. More recent studies have gone beyond the surface temperature to other observables, to see if these more subtle changes can be successfully separated from the rather noisy patterns of the climate system. Mathematically, the problem lies in the area of multivariate statistical analysis. The problem can be cast into the form of regression analysis, with the regression coefficients of the hypothesized response patterns identifiable as the signal amplitudes. The question is: Are these coefficients significantly different from zero, given the shortness of the record, the crudeness of the estimate signal patterns, and the estimates of noise statistics?
Signals Above the Surface
In PNAS, the article by Santer et al. (7) is the latest in this series to test the hypothesis of anthropogenic global warming by the method of optimal detection. The significance of this work and its forerunner (6) , is that the authors treat not the surface temperature, but instead estimates of the upper air in three layers-the lower troposphere, the upper troposphere, and the stratosphereduring the satellite era . This is A key feature of the analysis by Santer et al. is the innovative use of several kinds of datasets outside the usual contemporaneous options. a pretty short dataset, which means not many temporally independent samples are included in the sample. The usual way to beat down the noise is to lengthen the record, but the satellite record only began in 1979. However, during this period the important signals are rather strong and this may save the day. The main characteristics of the signals are the secular cooling of the stratosphere and the opposite of the lower troposphere. The strong Mt. Pinatubo volcanic event in the early 1990s is also prominent.
An additional virtue of the detection and attribution approach is that it helps identify and better understand the errors in our climatemodel simulations. Climate models are hardly perfect at this stage and research projects in this genre can pinpoint differences between simulations and observations within a rather tight statistical framework.
A key feature of the analysis by Santer et al. is the innovative use of several kinds of datasets outside the usual contemporaneous options. To set up the detection procedure, one needs estimates of the natural variability. In the present framework (7), the natural variability of ensemble members simulated from climate models constitutes the "noise" in the statistical model (the statistical model should not be confused with the climate model). The authors estimated these noise statistics from long control runs drawn from many realizations of coupled ocean/atmosphere climate-model simulations that are to be used in the forthcoming Fifth Report of the Intergovernmental Panel on Climate Change to be released by the end of this year. The authors use not just the variability taken from a single model, but the variance across multiple realizations from a suite of different world-class climate models. This procedure increases the noise, but leads to a more conservative estimate of the noise level in the detection scheme. The authors also experimented with some natural contributions to noise, such as those estimated from 1,000-y runs of past climate that featured known volcanic eruptions and estimates of solar variability (including orbital changes). Presumably, this kind of model run would include natural variability of all sorts that might not have occurred in the satellite era. This latter approach might even provide simulations of a variety of sea-surface temperature patterns that could influence atmospheric dynamics.
In this study as in many others, the variable studied is the temporal evolution of the correlation between the latitude-(all quantities are averaged over longitude) and altitudedependence in the data with that of the pattern corresponding to the signal pattern. In principal, the precision of this estimation of the pattern correlation coefficient gets better as the run gets longer, the longest here being the satellite era period (34 y). In the study reported here (7), the signal pattern is indeed correlated with the temperature patterns in the real data stream. The signal-tonoise level rises well above two (indicating 99% confidence), whether one uses either of the several fairly conservative choices for the noise background.
One gains further insight by examining some of the ingredients in the detection process. For example, consider the 1,000-y run that included (estimates of) solar variability and volcanic forcings. In this run we see the strong variance in the stratospheric southern polar vortex, as expected. Other interesting features also emerge in the study (7) .
Needs for Model Improvement
One still disappointing feature is that the correlation is only of the order of 0.3 and decreasing over the last years (see figure 4 of ref. 7 ). This result is partly because in the troposphere in the satellite datasets there is a strong Arctic polar warming, which is not captured in the run with all natural and anthropogenic forcings. Much of the correlation comes from the contrast of warming in the troposphere and cooling in the stratosphere. These two signals are so strong they appear to dominate the pattern correlation. However, the suite of models appears to be warming too much in the tropical and midlatitude lower troposphere, and polar amplification is missing or weak compared with the observations. Arctic polar amplification over the decades at the end of the 20th century in climate models remains a mystery (8) . Many hypotheses have been proposed, ranging from poorly simulated sea-ice mechanisms to atmospheric dynamics. Wallace et al. (9) proposed one particularly intriguing hypothesis. Their project connected an intense advection of warm air in winter from the Northern Hemisphere continents toward the Arctic during most of the same decades. The intermittency of the phenomenon could be attributable to a combination of distant seasurface anomalies that induced midlatitude storm belts to form patterns that directed the strong southerly flows into the polar region. The coincidence of distant anomalies of the sea surface may be rare or of a multidecadal time scale. Climate-model simulations with the same observed sea-surface patterns, however, could not reproduce the results in the observed atmospheric flows.
The dynamics of climate in the Arctic are very complex, and our present climate models may need significant adjustments in both the large-scale atmospheric dynamics and the air sea/sea ice, and of course the old nemesis: clouds. This last notwithstanding, the recent studies of Santer et al. (7) show that there is a statistically significant anthropogenic signal that can be detected in the system over the last several decades. Of course, all statistical studies are dependent on a statistical-model construct or framework, but this one seems rather well tested and has been exposed to public scrutiny over several decades. The study by Santer et al. in PNAS joins the many other independent ones that have recently accumulated, all pointing to the significant role of human influences on climate change.
