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Abstract
Everyone knows that if you have a bivariant homology theory satisfying a base change
formula, you get an representation of a category of correspondences. For theories in which the
covariant and contravariant transfer maps are in mutual adjunction, these data are actually
equivalent. In other words, a 2-category of correspondences is the universal way to attach to
a given 1-category a set of right adjoints that satisfy a base change formula .
Through a bivariant version of the Yoneda paradigm, I give a definition of correspondences
in higher category theory and prove an extension theorem for bivariant functors. Moreover,
conditioned on the existence of a 2-dimensional Grothendieck construction, I provide a proof of
the aforementioned universal property. The methods, morally speaking, employ the ‘internal
logic’ of higher category theory: they make no explicit use of any particular model.
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1 Introduction
Let D be a category with fibre products. We can define a category CorrD of correspondences in D
as follows:
Definition. The category CorrD of correspondences in D comprises the following data:
(0) Objects of CorrD are objects of D.
(1) A map X 9Y in CorrD is a span
K
p
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦ q
  ❅
❅❅
❅❅
❅❅
❅
X Y
(◦) The composite of spans [X ←K→Y ] and [Y ←K ′→ Z] is calculated by the fibre product
K ×Y K
′
{{✈✈
✈✈
✈✈
✈✈
✈
$$❍
❍❍
❍❍
❍❍
❍❍
X Z.
of K with K ′ over Y .
The associative law for composition can be deduced from that of fibre products. The reader may
object that fibre products are defined only up to unique isomorphism and not on the nose: CorrD
is more properly a (2,1)-category whose mapping objects are groupoids. This issue is, in a sense,
the crux of the whole paper, and we’ll return to it shortly.
Each map f : X →D in D defines two morphisms in CorrD :
• a ‘right-way’ map [X←˜X
f
→Y ] from X to Y , written f!;
• a ‘wrong-way’ map [Y
f
← X→˜X ] from Y to X , written f !.
These right and wrong way maps satisfy a compatibility condition called the base change formula,
which says that if
X ×Y Z
g¯
//
f¯

X
f

Y
g
// Z
is a fibre product square in D, then g! f ! = f¯ ! g¯!, since either composite is given by the same
correspondence [X ← X ×Y Z→Y ]. This is in a precise sense the only relation: one can show, by
explicitly checking relations, that to define a functor out of CorrD it is enough to define a covariant
and a contravariant functor out of D such that this base change formula is satisfied.
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Correspondences and cohomology Students of the homology of manifolds, and its big city
cousin, Grothendieck’s theory of motives, will be familiar with settings in which data of the above
form is available. That is, we are given a contravariant functor H : D→ Eop which has, at least
for a subclass SD of morphisms in D, also a covariant behaviour in the form of transfer or Gysin
maps. Perhaps after imposing further conditions, these satisfy a base change formula and hence
define a functor
Spex(H) : Corr(D;SD)→E
op
where Corr(D;SD)⊆Corr(D) is the subcategory where morphisms are those spans whose wrong-
way component belongs to SD .
Example (Cohomology). Let SmC denote the category of smooth quasi-projective varieties over C
and let pr|sm be the class of projective submersions. De Rham cohomology with complex coeffi-
cients defines a functor
H•dR(−;C) :SmC→ (Vect
Z
C
)op
into the category of Z-graded C-vector spaces. For morphisms f : X → Y in pr|sm there is also
a transfer map f! : H•(X ;C)→ H•−dimR(X /Y )(Y ;C) defined using Poincaré duality, and this map
satisfies the base change compatibility with pullbacks. (The transfer map is actually defined for
any projective morphism in SmC, but we cannot always pull back projective morphisms and keep
the domain smooth.) We therefore obtain a functor
Span(⊕•H
•
dR) : Corr(SmC,pr|sm)→Vect
op
C
where we summed over the grading to avoid having to deal with the dimension shift. This con-
struction parallels that of HdR as a functor on Grothendieck’s category of Chow motives.
Example (Cochains). The homotopy coherence issue one encounters when attempting to construct
a chain level version of HdR is familiar. Although this can be solved using a sufficiently robust
model for de Rham cochains, the modern approach is to find a native∞-categorical construction.
Introducing Gysin maps and base change, the coherence issue is further compounded: the
∞-functor lift of Spex(HdR) must somehow encode coherences between base change homotopies
in arbitrary composite grids of base change squares, in a 2-dimensional version of that classic
problem of higher category theory. (The 2-cells in the (2,1)-category CorrD would also have to
come into play to ‘see’ these base change homotopies.)
Example (Derived source). If we want to generalise the domain to include objects of a homotopical
nature, such as derivedmanifolds or orbifolds— and we do actually want to do this in applications
to Gromov-Witten theory [MR17] — then the source category is also an∞-category; now we have
to explain how to construct an∞-category of correspondences from an input∞-category, and how
to construct∞-functors out of it.1
In the first instance, by-hand methods are quite sufficient for constructing a functor from the
correspondences category. Subsequent examples, however, highlight two questions that we must
answer before correspondences can be made available in a homotopical context:
i) When constructing functors from CorrD into a higher category, how can we express the
compatibility needed between the covariant and contravariant parts?
ii) When D is an ∞-category, the given Definition cannot be regarded as defining an ∞-
category; it only specifies the 0- and 1-simplices, and the inner face map from two to one.
How can we express the full associative structure of CorrD?
1Another, completely separate, difficulty is entailed in this case, which is that Poincaré duality fails even at the level
of homology. We don’t address this here, but see
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There is an obvious way to attack problem ii) by extending the Definition to define a complete
Segal space SpanD,• whose associated ∞-category deserves to be called CorrD . This is the ap-
proach taken, for example, in [DK19, Chap. 10]. However, when it comes to problem i), we are
still left with trying to manipulate an infinite hierarchy of compatibilities.
While it is surely possible with enough effort to chase down these compatibilities directly, a
more satisfying strategy is to try to define a ‘machine’ that churns out the necessary relations
automatically. For the present example, we need a machine that manufactures relations between
the covariant and contravariant aspects of de Rham cohomology. To construct this machine, we
will pass into the world of (∞,2)-category theory.
Categorification We can extend the preceding Definition and enhance CorrD to a 2-category
of correspondences in D by defining 2-cells as follows:
(2) A morphism from [X ←K→Y ] to [X ←K ′→Y ] is a commutative diagram
K
xxqq
qqq
q

&&▼
▼▼▼
▼▼
X Y
K ′
ff▼▼▼▼▼▼
88rrrrrr
in D.
(There are other interesting possibilities for 2-cells in CorrD [GR17, Hau14], but we will not
pursue them in this paper.)
With this class of 2-cells, each ‘right-way’ map is left adjoint, in the sense internal to the
2-category CorrD , to the corresponding ‘wrong-way’ map. The unit, respectively counit of the
adjunction f! ⊣ f ! is depicted
X ×Y X
##❍
❍❍
❍❍
❍❍
❍❍
{{✈✈
✈✈
✈✈
✈✈
✈
X

❅❅
❅❅
❅❅
❅❅
ǫ
⑦⑦
⑦⑦
⑦⑦
⑦⑦
X X
e
OO
X Y Y Y
Conversely, any adjoint pair of maps in CorrD is of this form. See [Hau14, Lemma 12.3].
This is a much tighter relationship between the right-way and wrong-way maps than the base
change formula: it says that either of these two classes ‘completely determines’ the other.
Example (Derived categories). Passing through the HKR isomorphism, de Rham cohomology can
be categorified to the derived category of coherent sheaves:
• Taking the bounded derived category of coherent sheaves defines an∞-functor
Db :SmC→dgCat
op
C
.
• Periodic cyclic chains defines an∞-functor from the category of small pre-triangulated dg-
categories over C and exact functors into the derived category D(C[t±1]) of complexes of
C[t±1]-modules.
• Ungraded homology defines a functor D(C[t±1])→ModC[t±1].
• The Hochschild-Kostant-Rosenberg theorem identifies the composite of these three∞-functors
with HdR[t±1].
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Now, this functor Db has an additional structure over its complex-level shadow CdR: the (derived)
pullback and pushforward∞-functors are adjoint to one another. Using this adjunction, one can
associate to any morphism of spans
K
p
xxqqq
qqq
h

q
&&▼
▼▼
▼▼
▼
X Y
K ′
p′
ff▼▼▼▼▼▼
q′
88rrrrrr
a natural transformation (q′)∗(p′)∗→ q∗h∗(p′)∗ ≃ q∗p∗ of∞-functors Db(X )→Db(Y ). One would
be forgiven for imagining that Db actually extends to an (∞,2)-functor
Db : Corr(SmC, pr|sm)→dgCat
op1
C
into a suitably defined (∞,2)-category of dg-categories, dg-functors, and dg-natural transforma-
tions. Since pushforwards are ‘determined’, being adjoints, by pullbacks, one might further imag-
ine this extension to be unique.
Bivariant Yoneda philosophy A functor from an (∞,1)-category into an (∞,2)-category that
— like the inclusion of D into CorrD — takes every map in (a certain marked subset of) the
source to a left adjoint is called bivariant. (For simplicity, in this introduction we suppress further
reference to the marked subset.) Bivariant functors from D into the (∞,2)-category of (∞,1)-
categories that satisfy the base change formula themselves form an (∞,2)-category BivD . The
machine we will construct in this paper is a ‘Yoneda API’ for BivD .
To each object x of D, we assign a bivariant theory CorrD(x,−) of correspondences into x: this
defines a faithful Yoneda embedding y∓ :D→Bivop
D
which is itself bivariant. It is not full, but its
essential image can be described using the bivariant version of the Yoneda lemma:
Theorem (3.6.7). Let F be a bivariant functor of D. The bivariant evaluation mapping
ev : BivD [CorrD(x,−),F(−)]→ F(x)
is an equivalence of categories, where BivD[∗,∗] denotes bivariant natural transformations.
Sketch of proof. Considered via the Grothendieck construction as a bi-Cartesian fibration, the
representable bivariant functor CorrD(x,−) is the free co-Cartesian fibration on the free Cartesian
fibration on the singleton {x}→D.
It follows that the bivariant Yoneda image y∓(D) of D — that is, the full (∞,2)-subcategory of BivD
spanned by representable bivariant functors — is itself a good candidate for an (∞,2)-category of
correspondences.
Corollary. The bivariant Yoneda image of D is an (∞,2)-category of correspondences for D in the
sense that its objects are the objects of D, and for any x, y :D, the category of maps between x and
y in BivD is the category CorrD(x, y) of spans between x and y. (3.7.5)
Moreover, under this identification, the composition map in y∓(D) is isomorphic to the compos-
ite of correspondences computed by the fibre product. (3.9.4)
In §3.8, we apply a kind of ‘mixed Kan extension’ construction that takes in bivariant functors
of D and outputs 2-functors of the bivariant Yoneda image of D.
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Theorem (3.8.1). Let K be an (∞,2)-category. There is an (∞,2)-functor
Span : Biv(D,K )−→ 2Fun(y∓(D),K )
of span extension to the Yoneda image. As an (∞,1)-functor, it is a section of the functor of restric-
tion along D ⊆ y∓(D).
Finally, in §4, we apply a 2-dimensional Grothendieck construction to put the extension functor of
Theorem 3.8.1 in families, hence recovering a universal property. The Grothendieck construction
we invoke is not quite justified in the literature at time of writing, so these results are best
considered as conditional — see the disclaimer below.
Theorem (†) (4.2.6). The inclusion i :D→CorrD is universal among bivariant functors of D. That
is, for any (∞,2)-category K, restriction along i yields an equivalence of (∞,2)-categories
Biv(D,K )∼= 2Fun(CorrD ,K ).
Moreover, this equivalence is a natural equivalence of (∞,3)-functors of K.
We also obtain a monoidal version:
Theorem (†) (4.4.6). Let (D,⊗) be a symmetric monoidal∞-category with pullbacks, and suppose
that pullbacks are preserved by ⊗. There is a unique symmetric monoidal structure on CorrD
making the inclusion of D strongly monoidal.
The inclusion i : (D,⊗),→ (CorrD ,⊗) is universal among symmetric monoidal bivariant functors
of D. That is, for any symmetric monoidal (∞,2)-category (K ,⊗), restriction along i yields an
equivalence of (∞,2)-categories
Biv⊗(D,K )∼= 2Fun⊗(CorrD ,K ).
Moreover, this equivalence is a natural equivalence of (∞,3)-functors of the symmetric monoidal
2-category (K ,⊗).
These results provide the machine we were looking for to produce functors out of correspondence
categories: to be a functor of CorrD is simply a property of a functor of D. In particular, since
categories of correspondences are characterised by a universal property, this machine allows us
to bypass the need to make the coherently associative structure of CorrD explicit.
Disclaimer The main result of this paper already appears in a published work as [GR17, Thm.
8.1.1.9]. In comparison with op. cit, we offer two advantages:
• Conceptual: the present paper avoids explicit manipulation of simplices in the Segal space
model. Instead, we develop much of what might be termed the ‘internal logic’ of (∞,2)-
category theory and couch our arguments in this language. The proof of the extension
theorem fits into a larger context of ‘Yoneda type operations’ in higher category theory. This,
I believe, makes it both more transparent and more amenable to further generalisation.
Beyond its interest in its own right, the methods used to obtain Theorem 4.2.6 can also
serve as a guide to the future development of (∞,2) (and higher) category theory.
• Unconditional: All of the results of op. cit. are conditioned on a list of ‘unproved statements’
[GR17, (10.0.4.2)].2 Conversely, at least the first half of our results, that is, the extension
theorem 3.8.1 and most of the example constructions of §5, are established unconditionally.
2More precisely, the authors do not distinguish between results that are conditional on this list and those that are
independent. From my own inspection it seems to me that even the most basic foundations of (∞,2)-category theory
enumerated in [GR17, §10] are so conditioned.
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The universal property of correspondences and its symmetric monoidal variant is conditional
on a restricted form of (∞,2)-categorical Grothendieck construction for functors from an (∞,1)-
category into 2Cat. Results that are conditioned in this way are flagged with a (†) (for example,
Theorem 4.2.6 quoted above). For remarks on the epistemological status of the (∞,2)-categorical
Grothendieck construction, see 4.1.4.
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2 Higher category theory
The purpose of this section is to assemble the basic properties and construction that we need from
(∞,n)-category theory before leaping into the study of bivariant functors, collating references to
the literature and plugging some gaps.
2.1 Homotopy invariance in higher category theory
The language used in this paper is, so far as possible, homotopy invariant. This means that
every statement — including every hypothesis and each intermediate step in every proof — is a
construction of an ∞-functor of ∞-categories. We will usually try to make such statements ‘as
functorial as possible’ so that they not only respect the notion of equivalence in the domain of
discourse — hence ‘homotopy invariant’ — but also some notion of morphism.
2.1.1 (Homotopy invariant definitions and constructions). A homotopy-invariant definition is a
specification of a set of connected components of some simplicial set, called the domain of dis-
course, provided by the context. A homotopy-invariant construction is a homotopy-invariant def-
inition of a contractible simplicial set, i.e. of a homotopically unique vertex of the domain of dis-
course. We use the English definite article to refer to any vertex of a contractible domain of
discourse, so that, for example, in the homotopy theory of Kan complexes, “the one-point space”
actually means “a contractible Kan complex”.
The specification itself, including the domain of discourse, should ideally not invoke any no-
tions which are not themselves homotopy-invariant. However, in the foundations we are using,
at some fundamental level we need to invoke an explicit model to be able to write anything down.
Of course, it does not matter which specific models we pick.
For concreteness, let us use as a basic domain of discourse Lurie’s quasi-categoryCat∞ [Lur09a,
Def. 3.0.0.1], for the category of∞-categories, and Lurie’s construction of simplicial mapping sets
in Cat∞ for spaces of ∞-functors [Lur09a, §2.2]. We discuss the associative composition law for
∞-categories in §2.4. We are free to replace these simplicial sets with any equipped with an
equivalence with Lurie’s models, and this will sometimes be necessary.
In the sequel, we will drop the prefix∞ and refer to the objects (vertices) of Cat∞, which we
rechristen 1Cat, as 1-categories. Functor categories are denoted 1Fun(−,−).
2.1.2 (Using [Lur09a]). Our requirement that every sentence be homotopy invariant necessitates
that we diverge slightly from the approach of [Lur09a]. To wit, some of our definitions — notably,
that of Cartesian fibration — differ slightly from Lurie’s treatment in that ours relax all non
homotopy invariant conditions — in the case in point, to be an inner fibration.
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Despite this discrepancy, we freely invoke the results and constructions of [Lur09a], even if
the methods used are not homotopy-invariant (as is often the case), provided that the output can
be given a homotopy-invariant characterisation.
2.1.3 Aside. The constructions of [Lur09a] often produce simplicial sets, and not merely con-
tractible spaces of simplicial sets. Therefore, many of the constructions of this paper, if inter-
preted using these rigidified constructions, themselves output on-the-nose quasi-categories. How-
ever, this does not apply to constructions that invoke Kan extensions, which are only ever defined
up to a contractible choice.
2.1.4 (Formulas in higher category theory). Some of the arguments of this paper are expressed by
manipulating formulas, also known as anonymous functions, using the 7→ symbol. This practice
is typical in other fields of mathematics but rare in homotopy theory, essentially because a map
of spaces or ∞-categories is not at all determined by its action on objects, which is all that this
notation usually makes explicit. Nonetheless, with enough care it can be made rigorous in our
setting as well. The basic format is explained below.
This notation is convenient when dealing with multivariate expressions, particularly when
they express different bivariance behaviour in each factor and when we need to pass through
multiple hom-tensor adjunctions. This is the situation encountered in §3.8.
Object declaration. Objects of categories (either variables or constants) are declared with a colon,
i.e. a : A states that a is an object of A (hence is equivalent to the usual notation a ∈ A). As usual,
we may also write f : A → B or g : C ∼= D to declare a function or isomorphism; the category in
which this morphism or isomorphism lives, if unclear, can be underset.
Functor declaration. We will make definitions via formulas of the form
Generic n-functor.
a0 : A0, . . . , ak : Ak 7→
nCat
b :B
where n :N. Such a formula declares n-categories A i, B, and an n-functor
∏k
0 A i→B (the partic-
ular value of n specified by the underset to 7→); hence, b must be an n-functorial formula for an
object of B in terms of the free variables a i. The minimum level of functoriality for a formula is
as a functor of spaces. (We explain the definitions of n-category and n-functor for n > 1 below in
§2.2.)
If the domain types A i are defined a priori as m-categories, where m > n, then an expression in
the form Generic n-functor should be interpreted as defining a function on the n-core (2.3.5).
Composition of functors. Composites of functors expressed in this way can be written using the
usual method of variable substitution.
Natural transformation declaration. When an arrow or isomorphism symbol appears to the right
of 7→, it is interpreted as a natural transformation of the variables to the left. Thus we write:
Generic n-natural transformation.
a : A 7→
nCat
f :B→
D
C
Generic n-natural isomorphism.
a : A 7→
nCat
f :B∼=
D
C
for a natural transformation of functors B(a)→C(a) from A to D.
8
When the target category is mCat, we can make the natural transformation itself anonymous by
nesting formulas, as in:
a : A 7→
nCat
(b :B 7→
mCat
c :C)
(brackets, added for clarification here, may be omitted). This notation can be converted into the
format Generic n-natural transformation by naming the bracketed function: f (b)= c.
Currying. Passing through the Cartesian closure equivalence nFun(A×B,C)∼= nFun(A,nFun(B,C))
is called ‘currying’. It gives us the inference rules
a : A, b :B 7→ c :C
⇒ b :B 7→ f : A→C.
in the named format, or
a : A, b :B 7→ c :C
⇒ b :B 7→ a : A 7→ c :C.
in the anonymous format.
2.2 Models of n-category theory
The underlying philosophy of this paper is to use only ‘model-independent’ constructions. How-
ever, since we do not have to hand a full definition of the syntax of (∞,n)-category theory, we
are forced at some point to found our constructions on models. In this section we discuss and fix
equivalences between some known models for (∞,n)-category theory so that when necessary we
may freely switch between them without creating ambiguity.
2.2.1 (Approaches to n-categories). There are several equivalent definitions of the homotopy the-
ory of (∞,n)-categories (henceforth: n-categories).
• The original approach of C. Barwick [Bar05, GR17] defines them to be complete n-fold Segal
spaces.
• As localisations of the category of presheaves on some predefined category of generators
[Rez10, BSP11].
• Inductively as enriched categories [Sim11, GH13, Hin18].
Each of the above works define a 1-category of n-categories.
2.2.2 (Uniqueness of the theory of n-categories). The results of [BSP11] provide a framework for
comparing the 1-categories produced by the approaches enumerated in 2.2.1. It defines a theory
of n-categories to be a presentable 1-category nCat equipped with an embedding of a certain
fixed category of generators Gn = 〈Ck〉nk=0 consisting of ‘n-globs’ and satisfying certain additional
conditions [BSP11, Def. 7.1]. Let us call the embedding Gn ,→ nCat the orientation.
The authors then compute [BSP11, §4] that
Aut(nCat)=Aut(Gn)= (Z/2Z)
n
with named generators opk defined on Gn so that they ‘reverse k-cells’. In particular, the space of
oriented n-category theories is contractible.
As a special case, by fixing the embedding of 〈∆0,∆1〉, the various approaches outlined above
applied in the case n = 1 are identified with the category of 1-categories described in [Lur09a]
(and on which all the above are based).
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2.2.3 Aside (Bergner-Rezk hierarchy). In [BSP11] the category of globs is defined using a prior
notion of strict n-category. This can be avoided by basing the definitions instead on the Bergner-
Rezk hierarchy {Θn}n:N [Ber07, Rez10], a variation that is allowed for in [BSP11, §11]. The (1,1)-
categories Θn are defined inductively via a combinatorial procedure called the categorical wreath
product. Their objects can be interpreted as strict n-categories obtained as a lattice-like concate-
nation of n-dimensional globs.
2.2.4 (Orientations of the models). The models listed in 2.2.1 are oriented as follows:
• An n-category theory produced by [BSP11, Thm. 11.2] comes equipped with an orientatation
by (R.4) of loc. cit.
Thus, Rezk Θ-spaces and n-fold complete Segal spaces are oriented by the construction of
[BSP11, §13, 14];
• (n−1)Cat-enriched categories are oriented by transfer along the functor from the enriched
model to the iterated Segal space model constructed in [Hau13, §7].
• In the case n = 1, the original category of quasi-categories is oriented by the tautological
inclusion {∆0,∆1}⊂ 1Cat. The standard identification C 7→[[n] 7→Ob(C∆
n
)] of 1Cat with the
category of complete Segal spaces is compatible with the stated orientations.
This fixes equivalences between the models and ensures that any combination thereof must com-
mute.
2.2.5 (Where do we use the models?). Apart from the basic properties of the 1-category of n-
categories provided by [BSP11], we explicitly invoke models for three types of statements:
• We need the enriched categories model to be able to apply the methods of [Hin18], in partic-
ular, his Yoneda lemma.
• I prove the recognition principle for limit cones in nCat in terms of mapping categories
using the enriched categories model.
• I invoke the Segal space model to construct 2-subcategories fitting a specification.
2.3 Mapping objects in higher categories
Category theory comprises more than just the concept of category and functor; consequently there
is more to it than can be extracted directly from the uniqueness theorem 2.2.2. In this section we
gather some basic facts and constructions that can be defined using the notion of mapping object
between two objects of an n-category.
2.3.1 (Enrichment). One of the main things about n-categories is that they are enriched in (n−1)-
categories. That is, each n-category K has an underlying space Ob(K ), and for each pair of objects
x, y :K there is a mapping (n−1)-category K (x, y) : (n−1)Cat. These (n−1)-categories are collec-
tively equipped with an associative composition law. The precise meaning of ‘associative compo-
sition law’ is captured by the notion of enriched ∞-category [GH13, Hin18]. For the purposes of
this paper, however, we will not need to unpack it any further.
2.3.2 Aside (A look ahead). There is also a more general notion of enrichment, defined in [Hin18],
where K (−,−) is a bifunctor on an underlying 1-category, rather than just a space. This will be
important when we discuss enrichments via tensoring or powering in §2.4. We also discuss there
the comparison, in the case n=1, of this mapping bifunctor with the fundamental one associated
to the 1-categorical Yoneda embedding [Lur09a, §5.1.3].
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2.3.3 (Specification of subcategories). A basic way of constructing new n-categories is to specify
them as subcategories of a given n-category by specifying the objects, morphisms, and k-cells for
k up to n. I will make this precise in the case n= 2. A specification S on a 2-category K comprises
the following data:
0) A subset S0 ⊆π0Ob(K ).
1) A subset S1 ⊆ π0Ob(K∆
1
), all of whose members have source and target in S0, and closed
under compostion.
2) A subset S2 ⊆ π0Ob(K c2) of the set of isomorphism classes of 2-globs in K , all of whose
members have source and target in S1, and closed under composition (both of 2-cells and
with 1-cells in S1).
A 2-functor F : K ′→ K is said to fit the specification S if it maps all objects, morphisms, and 2-
cells of K ′ into S0, S1, S2. If F is monic — that is, induces monomorphisms on spaces of objects,
morphisms, and 2-cells — say that F exactly fits the specification if it identifies the isomorphism
classes of objects, morphisms, and 2-cells of K ′ with S0, S1, S2.
2.3.4 Lemma (Existence of specified 2-subcategories). Let K : I → 2Cat be a 1-functor and, for
each i : I, let Si be a specification on K i. Then there is a unique subfunctor K ′ of K such that for
each i : I, K ′
i
⊆K i exactly fits the specification Si.
Moreover, a natural transformation L→K of functors I→ 2Cat factors through K ′
i
(necessarily
uniquely) if and only if it fits the specification Si.
Proof. Via the Segal space model, interpret K as a bifunctor K˜ : I ×∆×∆→ Spc. The required
subcategories can be constructed as 1-subcategories of the Grothendieck integral
∫
I×∆×∆ K˜ .
2.3.5 (Core). The inclusion mCat ,→ nCat for m ≤ n has a right adjoint called the m-core. The
m-core of an n-category K is the subcategory with the specification
• Sk = all k-cells of K , 0≤ k≤m;
• Sk = invertible k-cells on members of Sk−1, m< k.
That this indeed defines the right adjoint can be seen from the mapping property of subcategories
defined by specification, Lemma 2.3.4. Where we cannot avoid an express notation, we write cmK
for the m-core of K . Here is an example of a situation where it can be avoided: if K , K ′ are
n-categories, we say an m-functor K→K ′ as an abbreviation for an m-functor cmK→K ′.
The 0-core of a n-category K is the same as its space Ob(K ) of objects. When n = 1 and we
regard K as a quasi-category, this 0-core is modelled by the largest Kan complex contained in K :
cf. [Lur09a, Prop. 1.2.5.3] for the appropriate mapping property.
2.3.6 Lemma (Recognition of limit cones). A diagram C : I⊳→ nCat of n-categories is a limit cone
if and only if:
i) Ob(C) : I⊳→Spc is a limit cone of spaces;
ii) for each x, y :C0 (where 0 is the cone point), C(x, y) : I⊳→ (n−1)Cat is a limit cone.
Proof. Clear from the description of nCat as a (limit-closed subcategory of a) Cartesian fibration
over Spc with fibre the category of (n−1)Cat-enrichments of that space.
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2.4 Enrichment from tensoring
The work [Hin18, §6] provides a method to upgrade 1-functors into a V -tensored category to V -
enriched functors. In this section, we review the construction and compare it to the structures
already described. I freely employ terminology from op. cit.. At the end of the section, we discuss
a construction that uses a powering rather than a tensoring.
2.4.1 Aside (Enrichments on a space versus enrichments on a 1-category). What we are calling
the ‘usual’ embedding of V Cat into the category of V -precategories, constructed in [GH13], founds
every V -category on an underlying space of objects. In this section, however, we construct functors
— including the Yoneda functor — into a V -category based on a 1-category of objects. The reader
may worry that our constructions do not, then, actually end up inside V Cat.
For the sake of this paper, we proceed as follows: any functors constructed using the method
of this section should in the end be restricted to the enrichment of the underlying space of objects,
where the theory of [GH13] applies. This replacement preserves the notion of V -fully faithful
functor, so the V -Yoneda lemma continues to hold when V PSh(−) is considered as a V -enriched
category based on a space.
2.4.2 (Adjoint enrichment). Let (V ,⊗) be a presentable monoidal category, C a V -enriched precat-
egory (possibly based on a 1-category), and D a left V -module. Hinich defines FunV (C,D) to be
the space of C(−,−)-modules in 1Fun(C,D) with respect to a certain tensoring of the latter over
a monoidal category whose underlying 1-category is 1Fun(Cop×C,V ) [Hin18, (6.1.3)]. The space
FunV (−,−) is contravariant in the V -category C and covariant in the left V -module D [Hin18,
(6.1.4)].
Suppose that for each x, y : D the functor D(−⊗ x, y) is a representable presheaf on V . Then
[Hin18, Prop. 6.3.1]) tells us that the endomorphism algebra of idD (again with respect to the
action 1Fun(Dop×D,V )y 1Fun(D,D)) is representable. We view D as a V -enriched precategory
by equipping it with this algebra; it is called the adjoint enrichment.
Thus, the fibre over of the forgetful functor FunV (C,D)→ 1Fun(C,D) over a fixed f : 1Fun(C,D)
is the space of algebra homomorphisms C(−,−)→End( f ). This identifies Hinich’s FunV (C,D) with
V Fun(C,D), where D carries the adjoint enrichment.
2.4.3 (V -linear functors induce V -enriched functors). Let F :C→D be a (V ,⊗)-module homomor-
phism. Then F ◦− : 1Fun(C,C)→ 1Fun(C,D) is a 1Fun(Cop×C,V )-module functor, and as such,
induces a homomorphism End(idC)→ End(F) of algebra objects of 1Fun(Cop×C,V ) (when these
are representable). That is, it upgrades F to a V -functor from the adjoint enrichment of C to
that of D. We will use this fact to identify the V -enrichments inherited by a subcategory with its
adjoint enrichment.
2.4.4 (Hom-tensor adjunction). We must check that an n-category of n-functors obtained by the
method of 2.4.2 is the same as the one provided by Cartesian closure of nCat.
We have an external Hom-tensor adjunction for V -categories in the form of [Hin18, Cor. 6.1.8],
which states:
FunV ⊗V ′(C⊠C
′,D)∼=FunV (C,FunV ′ (C
′,D))
where C′ : V ′Cat and D : (V ⊗V ′)Cat, and the functor category FunV ′ (C′,D) is a V -module via its
action on D, V ⊗V ′ is computed using the tensor product of presentable categories, and C⊠C′ is
a V ⊗V ′-enrichment of C×C′.
When V = V ′ is symmetric monoidal, we can compose the enrichment of C ×C′ with the
monoidal functor V ⊗V → V to obtain an internal Hom-tensor adjunction
FunV (C⊗C
′,D)∼=FunV (C,FunV (C
′,D)).
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Specialising to the case V = (n− 1)Cat, this shows that the adjoint enrichment of nFun(−,−)
satisfies the universal property of an exponential.
2.4.5 (Enriched mapping bifunctor). Hinich’s mapping V ⊗ V -bifunctor for C : V Cat is defined,
within the framework of 2.4.2, to be the tautological bimodule structure on C(−,−) : Fun(Ob(C)×
Ob(C),V ) over itself (with respect to the 1Fun(Cop×C,V )-bitensoring on itself) [Hin18, (6.2.4)].
The V -enriched Yoneda embedding is obtained by passing this through the Hom-tensor adjunction
2.4.4. It is V -fully faithful [Hin18, Cor. 6.2.7].
In the symmetric monoidal case, we can push again this through V ⊗ V → V to obtain a V -
enriched functor, so that, in the special case V = (n−1)Cat we obtain a formula:
Mapping object, n-natural.
x :Cop, y :C 7→
nCat
C(x, y) : (n−1)Cat
which enhances the 1-functorial mapping object given as part of the data of enrichment. The
n-Yoneda embedding then has the form
n-Yoneda embedding.
y :C 7→
nCat
C(−, y) : (n−1)PSh(C)
where (n−1)PSh(C) denotes the n-category of n-functors C→ (n−1)Cat.
I record here the particular application of this result that we will invoke in §3.8:
Lemma (2-Yoneda lemma). The 2-Yoneda embedding is 2-fully faithful.
2.4.6 (Action of n-functors on mapping objects). The V -enriched mapping objects are intertwined
by V -functors F : C→D. Indeed, F comprises the data of a functor Ob(F) : Ob(C)→Ob(D) and a
homomorphism C(−,−)→Ob(F)∗D(−,−) of algebras in 1Fun(Ob(C)×Ob(C),V ). The correspond-
ing map of C(−,−)-C(−,−)-bimodules gives a V -natural transformation
x :Cop, y :C 7→
nCat
C(x, y) →
(n−1)Cat
D(Fx,Fy)
that enhances the natural transformation of functions of Ob(C)×Ob(C) that comprises the under-
lying map of V -quivers. This transformation is invoked in 3.8.10.
2.4.7 (Comparison of Yoneda embeddings). In the special case V =Spc we have an identification
of V Cat with 1Cat coming from [Hau13] which assigns to each C : 1Cat an enrichment of Ob(C).
For this paragraph alone, denote the attendant embedding of 1Cat into V -precategories by Φ. We
must verify that it exchanges the mapping space bifunctor obtained from Hinich’s construction
agrees with the usual one.
We first check this using an alternative embedding Ψ of 1Cat into Spc-enriched precate-
gores: enrich each C : 1Cat with its tautological mapping bifunctor which, as the unit object of
1Fun(Cop×C,Spc), is the initial object in the category of enrichments of C. Hinich’s mapping
Spc-bifunctor lifts this one to a map of Spc-precategories.
The inclusion iC : Ob(C)→C yields a natural transformationΦ→Ψwhich isSpc-fully faithful
on each object. Naturality yields a commuting square (in fact, of isomorphisms):
1Fun(Cop×C,Spc)
Φ

Ψ // FunSpc(Ψ(Cop×C),Ψ(Spc))
iCop×C

SpcFun(Φ(Cop×C),Φ(Spc))
iSpc
// FunSpc(Φ(Cop×C),Ψ(Spc))
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(Note that construction 2.4.2 does not apply to functors into Φ(Spc)). Our goal is to identify the
image of the standard mapping bifunctor in the bottom right with Hinich’s Yoneda. It is enough
to check that iCop×C intertwines Hinich’s Yoneda on ΦC and ΨC. But this holds for any V -fully
faithful functor between V -precategories: indeed, all we are saying is that when the algebra
C(−,−) is a pullback (in this case along the 1-functor Ob(C)→ C), it is also a pullback when
considered as a bimodule over itself.
2.4.8 Lemma (Extensionality of n-natural transformations). Let η : F→G be an n-natural trans-
formation of n-functors. Suppose that for each X in the domain the induced map ηX : FX →GX is
invertible. Then η is an n-natural isomorphism.
Proof. By the V -Yoneda lemma it is enough to prove this for presheaves. That is, we must es-
tablish that for D : V Cat the forgetful functor V Fun(Dop,V )→ 1Fun(Dop,V ) is conservative. But
V -enriched presheaves on D are nothing but modules in 1Fun(Dop,V ) for the monad induced by
the enrichment, so this follows from monadicity.
2.4.9 Lemma (Bootstrapping natural isomorphisms). Let k : N, I : kCat, F0,F1 : I ⇒ nCat two
k-functors, and φ : F0→ F1 a natural transformation. Let the 1-core of these data be powered over
nCat, with nCat powered over itself in the tautological way.
Suppose that for each i : I, φi induces an equivalence Ob(F0(i))→ Ob(F1(i)). Then φ is a k-
natural equivalence.
2.4.10 Aside. Note that we don’t ask for any compatibility between the powering of I and its
enrichment.
Proof. By compatibility with powering, the essential image of
I→ 0PSh(nCat), i 7→[J 7→Ob(F0(i
J))]
consists of representable presheaves (respresented by F(i)J). The hypothesis plus Yoneda gives
us that φ induces an n-equivalence F0(i)→ F1(i) for each i : I. Now use extensionality of k-natural
transformations, Lemma 2.4.8.
2.4.11 Example (Mapping n-categories). Mapping n-categories are naturally powered over (n+
1)Cat via the isomorphisms in 0PSh(nCat)
nFun(−,nFun(X ,Y I))∼= nFun(−×X ,Y I )∼= nFun(−×X × I,Y )
∼= nFun(−× I,nFun(X ,Y ))∼= nFun(−,nFun(X ,Y )I ).
So let K : nCat be powered over nCat and ψ : x→ y a morphism in K . The induced n-natural
transformation K (y,−)→K (x,−) of n-functors K→ (n−1)Cat is powered over nCat.
If K (y, z)→K (x, z) is an equivalence on spaces of objects for all z : Z, then lemma 2.4.9 tells us
that it is an n-equivalence. Of course, in this case we could have obtained the same result directly
from the Yoneda lemma via x∼= y; we will apply it in a less trivial situation later.
2.4.12 Example (Categorical epimorphism). Amorphismψ : x→ y in K is said to be a k-categorical
epimorphism if ck−1(K (y,−))→ ck−1(K (x,−)) is a monomorphism in (k−1)Cat. Suppose K is pow-
ered over (k−1)Cat and that ψ is a 1-categorical epimorphism. Then applying Lemma 2.4.9 to
the map from K (y,−) to its image in K (x,−) tells us that ψ is also a k-categorical epimorphism.
This is essentially the setting of Theorems 4.2.6 and 4.4.6.
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2.5 Fibrations
For a marking S ⊆ Ob(D∆
1
) of a 1-category D, there is an accompanying theory of fibrations
admitting Cartesian lifts of members of S. In this section, we discuss the basic objects of this
theory and construct free S-Cartesian fibrations. Just as the free Cartesian fibration on a functor
E→ D is given by a slice category D ↓ (−) — see [GHN15] — the full subcategory D ↓♯ (−) (2.5.5)
thereof spanned by the marked arrows defines a free marked SD-Cartesian fibration. The reader
may recognise some nomenclature and notation from [Lur09a, §3.1].
2.5.1 Definition (Marking). A marking of a 1-category D is a collection of morphisms SD ⊆
π0(D∆
1
), stable under composition (including containing all identities). Equivalently, we may for-
mulate SD as a subcategory of D whose inclusion induces an equivalence on the space of objects.
In this way, a marking is just a type of 1-functor.
We abuse the same letter to denote both the class of arrows and the subcategory. Hence, the
mildly abusive notation f ∈ SD means that f is a morphism that belongs to the subcategory S;
since Ob(SD)=Ob(D), this will not cause confusion. Say the pair (D,SD) is a marked 1-category.
Define 1Cat+ as the full 2-subcategory of 1Cat∆
1
spanned by the marked 1-categories. The
morphisms in 1Cat+ are called marked functors. I usually abbreviate an object (D,SD) of 1Cat+
to just D, understanding that the marking will be denoted by an S subscripted with the name of
the object.
2.5.2 (Canonical markings). Every 1-category can be canonically thought of as a category in two
ways, via the trivialmarking consisting of only isomorphisms, and the maximal marking with all
morphisms marked. These constitute a right and left adjoint, respectively, to the forgetful functor.
1Cat
♯
--
♭
11 1Cat
+oo
By default, equip all categories with the trivial marking. We only need to invoke the maximal
marking in the case ∆1; the marked category (∆1,∆1) is denoted ∆♯.
2.5.3 Aside (Enrichment of the category of marked categories). The given 2-category structure
on 1Cat+ is adjoint to the tensoring over 1Cat induced by the trivial marking 2.5.2; this can be
proved by the same method as used in 2.5.9.
2.5.4 Example (Restricted and unrestricted arrow category). Recall that ∆♯ is the 1-simplex cate-
gory with all morphisms marked. The category D∆
♯
= 1Fun+(∆♯,D) is the full subcategory of D∆
1
spanned by the elements of SD . It is itself marked by the set of commuting squares in SD .
2.5.5 (Comma category). Let D : 1Cat+ and let p : D → E be a 1-functor. The marked comma
category D ↓♯ E is defined by the pullback
D ↓♯ E

// D∆
♯
tar

E
p
// D.
Thus, an object of D ↓♯ E is the data of an object e :E together with a map f : x→ pe belonging to
SD , and a morphism in SD ↓D E is a map e→ e′ in E plus a commuting square
x

// x′

pe // pe′
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whose top edge does need not belong to SD .
When E is contractible, mapping to an object d :D, I write also D ↓ d.
2.5.6 Aside (Slicing in [Lur09a]). In the case of slicing over a single object, our definitions compare
to that of the overcategory D/d of [Lur09a, §1.2.9]. More precisely, the latter is defined in terms
of a adjunction between sSet and K ↓ sSet by the formula (D/d)n =Homd(∆n+1,D). By [Lur09a,
Props. 1.2.9.3 and 4.2.1.3], both adjoints preserve categorical equivalences and hence descend to
an adjunction between the localised ∞-categories; these are 1Cat and K ↓ 1Cat respectively (in
the latter case because we sliced under a cofibrant object).
2.5.7 Definition (Marked Cartesian fibrations). Let D : 1Cat+. A functor p : E→D is said to be
SD-Cartesian if for each f ∈ SD and object x : Etar( f ) there is a Cartesian lift of f ending at x. A
morphism in 1Cat ↓ D between SD-Cartesian fibrations is an SD-Cartesian transformation if it
preserves the set of arrows Cartesian over SD .
The 1-subcategory of 1Cat ↓ D spanned by the SD-Cartesian fibrations and SD-Cartesian
transformations is denoted SCartD . By pullback of fibrations, it is a contravariant 1-functor of
D : 1Cat+. When SD =D, we write also 1CartD .
2.5.8 Aside (Cartesian fibrations in [Lur09a]). The definitions of p-Cartesian arrow and Carte-
sian fibration provided in [Lur09a] invoke fibrancy conditions for the Joyal model structure, and
as such they are not homotopy-invariant. We adopt here the homotopy-invariant versions from
[MG15, §2]. These sets of definitions are equivalent when applied to inner fibrations between
quasi-categories; see [MG15, Thm. 3.3, 3.4] or [RV17, Cor. 4.1.24].
2.5.9 (2-category structure on SCartD). We will upgrade 1CartD to a 2-category using the adjoint
enrichment:
Lemma. Let E :SCartD . The action 1-functor SCart(E,−)×E→− exhibits SCartD(E,−) : SCartD →
1Cat as right adjoint to product by E.
Proof. The desired statement is that the adjunction isomorphism
1FunD(−×E,F)∼= 1Fun(−,1FunD(E,F))
matches the full subcategories SCartD(−×E,F) and 1Fun(−,SCartD(E,F)). For I : 1Cat, the S-
Cartesian arrows in I ×E→ D are precisely the S-Cartesian arrows in the slices {i}×E. Thus a
functor I ×E→ F over D is an S-Cartesian transformation if and only if its restriction to each
such slice is an S-Cartesian transformation, which proves the claim.
The functor SCartD → 1Cat∆
1
commutes with the tensoring over 1Cat, and hence upgrades to a
2-functor via 2.4.3 (where 1Cat∆
1
is considered as a 2-category via the Cartesian closure of 2Cat).
By the calculation of the mapping categories of limits (Lemma 2.3.6), the induced 2-functor into
1CatD is monic. It embeds it as the 2-subcategory specified (Lemma 2.3.4) by the S-Cartesian
fibrations, S-Cartesian transformations, and all 2-cells.
2.5.10 (Free fibrations). An S-Cartesian fibration F→D is said to be n-free, where n : {1,2}, on a
subcategory E ⊆F if for each S-Cartesian fibration G the restriction
SCartD(F,G)→ 1FunD(E,G)
is an equivalence of (n−1)-categories. By extensionality, it is equally an equivalence of functors
1CartD → (n−1)Cat. We will need to establish the existence and naturality of free fibrations over
a 1-category for when we argue for the bivariant version in §3.4.
16
2.5.11 Lemma (Recognition of SD-Cartesian transformations). Let D : 1Cat+, p : E → D, and
F : SCartD . Let φ :D ↓♯ E→ F be a functor over D. The following are equivalent:
i) φ is a p-right Kan extension of its restriction to E;
ii) φ is an S-Cartesian transformation.
Moreover, any functor ψ : E→ F admits a relative left Kan extension to D ↓♯ E whose restriction to
E is ψ.
Proof. A p-right Kan extension of φ|E to D ↓♯ E takes an object (d→ pe) to the value on the vertex
of a p-limit cone
((d→ pe) ↓E)⊳
p⊳
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
φE
// F
  
  
  
  
D
where p⊳ = p◦tar on (d→ pe) ↓E and sends the cone point to d. The index category of this p-limit
may be replaced by its initial object [(d→ pe)→ e], in which case the notion of p-limit coincides
with that of Cartesian lift.
It follows that if F is S-Cartesian, the p-right Kan extension always exists. The last statement
holds because E→D ↓♯ E is fully faithful.
2.5.12 Aside (Relative limits and Kan extensions). The notion of p-limit we are using in the proof
of Lemma 2.5.11 is, like in the special case of p-Cartesian morphisms, a homotopy-invariant
version of the notion defined in [Lur09a, Def. 4.3.1.1] which applies in the case F→D is (modelled
by) an inner fibration of simplicial sets. See 2.5.8. The same applies to that of p-Kan extension,
[Lur09a, Def. 4.3.2.2].
2.5.13 Proposition (Comma categories are free fibrations). The inclusion E→D ↓♯ E exhibits the
marked comma category as a 2-free SD-Cartesian fibration.
Proof. By lemma 2.5.11 and [Lur09a, Prop. 4.3.2.17], the restriction functor 1FunD(D ↓♯ E,G)→
1FunD(E,G) has a fully faithful right adjoint i∗ whose image is the category of SD-Cartesian
transformations.
2.6 Grothendieck construction
The ∞-categorical Grothendieck construction is indispensable in higher category theory. How-
ever, its actual form as presented in [Lur09a, §3.2] is rather opaque and difficult to use directly. It
will be helpful for us to be quite precise about what the Grothendieck construction actually does
— particularly when we come to hypothesise its 2-categorical version in §4.
2.6.1 (Grothendieck integration). The Grothendieck construction takes the form of a natural
equivalence
Grothendieck construction — 1-natural 2-equivalence (†).
D : 1Catop 7→
1Cat
∫
D : 1PSh(D)
∼=
2Cat
1CartD : fibD
I also refer to the operator
∫
D as Grothendieck integration and to fibDE as the fibre transport
functor of the fibration E (which is supposed to evoke the analogy with parallel transport of con-
nections). Every property of the Grothendieck construction we use is deduced from this sentence.
(In fact, its form determines it uniquely, but we won’t need to use this fact.)
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2.6.2 (Epistemological status of Grothendieck integration). A Grothendieck construction having
the form
Grothendieck construction — 1-natural 1-equivalence.
D : 1Catop 7→
1Cat
∫
: 1PSh(D) ∼=
1Cat
1CartD : fib
whose restriction over D = pt is the identity functor of 1Cat is established in [GHN15, Cor. A.31].
For fixed D : 1Cat, we can use Hinich’s theory of adjoint enrichments outlined in 2.4.2 to upgrade
this to a 2-categorical version
Grothendieck construction — 0-natural 2-equivalence.
D : 1Catop 7→
Spc
∫
: 1PSh(D) ∼=
2Cat
1CartD : fib,
where 1Cart is considered as a 2-category via 2.5.9. This comes into play in the proof of the bivari-
ant Yoneda lemma. Since we have not established the full functoriality of adjoint enrichments,
this does not quite recover the fully fledged formula 2.6.1 (whence the (†) flag), but it will suffice
for our purposes.
2.6.3 (Basic features of Grothendieck integration). In this paper, we will only need to know the
specifics of Grothendieck integration through the medium of the following identifications:
Objects. By base change to a point, for any x : D we obtain an equivalence (
∫
F)x ∼= F(x) natural in
F : 1PShD. That is, the integral does what we expect on fibres.
Morphisms. For any f : x→ y in D, the functor f ! : Fy→ Fx takes each e : Fy to the source of a
Cartesian arrow f e : f !e→ e; this can be seen by naturality applied to the uniquemap of Cartesian
fibrations
∆1 //
∫
D F

∆1 // D
covering f in the base and sending the target in ∆1 to e.
Free fibration. The integral of the functor represented by x :D has the following property:
0CartD
(∫
D
yDx,E
)
∼= 0PSh(yD x,fibDE) Grot. construction.
∼= (fibDE)x Yoneda lemma
∼= Ex By Objects.
Expanding the definitions, the composite equivalence is simply evaluation on idx :
∫
D yD x. In other
words,
∫
D yD x is a free Cartesian fibration on {x}.
2.7 Evaluation map
The purpose of this section is to construct a universal evaluation 1-functor
Universal evaluation map.
ev :
(∫
X :1Cat,Y :1Cat
1Fun(X ,Y )
)
×1Cat
(∫
X :1Cat
X
)
−→
1Cat
∫
Y :1Cat
Y
which, for fixed X , recovers the evaluation map evX : 1Fun(X ,−)× X → (−) associated to the
Cartesian closed structure on 1Cat. The subtlety in making this natural in X is that the domain
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is a product of a Cartesian with a co-Cartesian fibration, so this map cannot quite be realised as
a natural transformation of functors into 1Cat. The domain is, however, exponentiable in X , so
we may work in a completed setting in which both factors are bi-Cartesian.
2.7.1 (Universal trace map). Our first objective is to construct a completed evaluation map
trY : PSh(X ×X
op×Y )→PSh(Y ),
universal in X and Y , based on the duality between PSh(X ) and PSh(X op) with respect to the
presentable tensor product. For fixed X and Y , this map is computed as a coend over the X
variable, i.e. by transfer of presheaves along the span
Tw(X op)×Y
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠ prY
%%▲
▲▲
▲▲
▲▲
▲▲
▲▲
X ×X op×Y Y
by pulling back then taking a left Kan extension. (Note that Tw(X )=Tw(X op) with the projections
exchanged.)
Taking presheaves, this span itself fits into a universal family:∫
X ,Y :1CatPSh(Tw(X
op)×Y )
∫
X ,Y :1CatPSh(X ×X
op×Y )
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤ ∫
X ,Y :1CatPSh(Y )
∫
Y pr
−1
Y
jj❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯
where all terms are both Cartesian and co-Cartesian fibrations over 1Cat×1Cat. Since left Kan
extension (prY )! defines a left adjoint to (
∫
Y prY )
−1 on each fibre, the latter admits a global left
adjoint
∫
Y prY !. Composing these, we obtain:
Universal trace map.
e˜v :
∫
X :1Cat,Y :1Cat
PSh(X ×X op×Y ) −→
1Cat
∫
Y :1Cat
PSh(Y ).
2.7.2 Aside. For fixed X this trace map should be compared to the composition law
Corr(pt,X )⊗Corr(X ,Y )→Corr(pt,Y )
in the adjoint enrichment over presentable categories of the category Corr studied in [AF17].
2.7.3 (Universal evaluation map). We will recover the evaluation map by restricting the universal
trace map (2.7.1) to a full subcategory of representable objects, defined as follows:
• A 1-functor f : X → Y represents a presheaf Y (−, f−) on X op ×Y . Applying the Yoneda
lemma twice tells us that this construction defines a fully faithful embedding of 1Fun(X ,Y )
into PSh(X op×Y ).
• Similarly, a pair (x, f ) : X×1Fun(X ,Y ) represents a presheaf X (−, x)×Y (−, f−) on X×X op×Y
(with variables in the same order). In this way X × 1Fun(X ,Y ) is a full subcategory of
PSh(X ×X op×Y ).
We will see that e˜v maps presheaves on X ×X op×Y representable in this sense to representable
presheaves on Y . More precisely, we will identify e˜v(x, f ) with (the Yoneda image of) f x, univer-
sally in f and x. This shows that our universal evaluation map does indeed specialise, for fixed
X , to the counit of the Cartesian closed structure on 1Cat.
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First, recall that the Spc-enrichment of X provides us with a formula
w : X op, x : X , [a→ b] : Tw(X )op 7→
1Cat
X (b, x)×X (w,a)→ X (w, x)
which is the image of a corresponding binary operation in the operad AssX corepresenting enrich-
ments of X .
Throwing an auxiliary 1-functor into the mix, we obtain
f : X →Y , y :Y op, x : X , [a→ b] : Tw(X )op 7→
1Cat
X (b, x)×Y (y, f a)→Y (y, f x)
and hence
f : X →Y , y :Y op, x : X 7→ colim
[a→b]:Tw(X )
X (b, x)×Y (y, f a)
α
→Y (y, f x)
which we will show is an equivalence.
Lemma. The map α is an equivalence for any x : X, y :Y .
Proof. We must show that for fixed x, y, this map exhibits Y (y, f x) as a classifying space for the
left-hand side. An object of the domain here has the form of a diagram
a //❴

b // x
y // f a
and a morphism is a twisted map of diagrams (going the wrong way on a). This reflects onto the
full subcategory for which b→ x is invertible, which in turn coreflects onto the subcategory for
which a→ b is also invertible. This defines a two step deformation retraction of the classifying
space onto Y (y, f x).
Hence, restricting the [Universal trace map] to the full subcategory X ×1Fun(X ,Y ) provides the
evaluation map promised at the top of this section.
2.7.4 (Relative evaluation map). Let D : 1Cat. We relativise the universal evaluation map over D
as follows:
i) Pulling back the universal evaluation map along the 2-glob
1Cat ↓D
src
,,
D
22⇓ 1Cat
yields a commuting square
(∫
X ,Y :1Cat↓D 1Fun(X ,Y )
)
×1Cat↓D
(∫
X :1Cat↓D X
)

ev //
∫
Y :1Cat↓DY

1Cat ↓D×
(∫
X ,Y :1Cat↓D 1Fun(X ,Y )
)
×1Cat↓D
(∫
X :1Cat↓D X
)
ev // 1Cat ↓D×D
where we used the independence of the bottom row of Y to take the base 1Cat ↓ D outside
the integral.
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ii) Now pull the left-hand vertical arrow of i) back along the tautological Cartesian section
1Cat ↓D→
∫
X :1Cat↓D 1Fun(X ,D) (inserted on the middle factor) to obtain:
(∫
X ,Y :1Cat↓D 1FunD(X ,Y )
)
×1Cat↓D
(∫
X :1Cat↓D X
)
//

(∫
X ,Y :1Cat↓D 1Fun(X ,Y )
)
×·· ·

1Cat ↓D×1Cat ↓D×D // 1Cat ↓D×
(∫
X ,Y :1Cat↓D 1Fun(X ,Y )
)
×·· ·
Putting these together gives us a triangle
Universal evaluation map, rel. D.(∫
X ,Y :1Cat↓D 1FunD(X ,Y )
)
×1Cat↓D
(∫
X :1Cat↓D X
)
ev //
++❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲❲
∫
Y :1Cat↓DY
ww♦♦♦
♦♦♦
♦♦♦
♦♦♦
1Cat ↓D×D
which forms a transformation of co-Cartesian fibrations in the Y : 1Cat ↓D variable, and restricts
for fixed X and Y to the evident relative evaluation map.
2.7.5 (Extended Yoneda evaluation map). Our application for the universal evaluation map is to
constructing an extended Yoneda 2-cell which, in the case of Cartesian fibrations has the form
Extended Yoneda evaluation map.
x :Dop, F : 1PSh(D) 7→
1Cat
φ : 1PShD(yDx, F) 7→
1Cat
φ(idx) : F(x)
where 1PShD(−,−) means the 1-category of natural transformations of 1Cat-valued presheaves
on D. As with the universal evaluation map, the subtlety requiring special attention is the natu-
rality in x. Although this case is not used directly in the construction of the bivariant version, it
has the same form and so by way of illustration I will explain it here.
First, by restricting the universal evaluation map rel. D (2.7.4) to the relevant subcategory,
we get a version for S-Cartesian fibrations:
Universal evaluation map, D-Cart..(∫
X ,Y :CartD,SD
CartD,SD (X ,Y )
)
×CartD,SD
(∫
X :CartD,SD
X
)
ev //
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲
∫
Y :CartD,SD
Y
ww♦♦♦
♦♦♦
♦♦♦
♦♦
CartD,SD ×D
This transformation is 1-co-Cartesian in the first variable and S-Cartesian in the second.
We recover a Grothendieck integrated version of the Yoneda evaluation map by restricting the
X variable along a functor free : D → 0CartD which is defined to be the partner of the Yoneda
embedding under Grothendieck integration. By 2.6.3, for fixed x : D this functor returns a free
Cartesian fibration D ↓ x on {x}.
in three steps, which I explain in reverse order: last, along the diagonal section D→D∆
1
. This
step can be thought of as defining idx as a functor of x.∫
x:D,E:CartD
CartD(free(x),E) →
(∫
x:D,E:CartD
CartD(free(x),E)
)
×D D
∆1
φ 7→ (φ, [idx : x→ x])
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We make the identification
∫
x:D free(x)=D
∆1 with projection on x going to target projection on the
right. This is justified by results on integrating twisted fibrations: cf. [AF17, §4.1].
∼=
(∫
x:D,E:CartD
CartD(free(x),E)
)
×D
(∫
x:D
free(x)
)
7→ (φ, x)
Finally, we restrict the base along ‘free’ and apply the universal evaluation map:
→
(∫
X ,E:CartD
CartD(X ,E)
)
×CartD
(∫
X :CartD
X
)
ev
→
∫
E:1CartD
E.
Here, all maps are transformations of twisted Cartesian fibrations over CartD ×D. Thus, the
Grothendieck construction for twisted Cartesian fibrations (see §3.5 for more detailed comments
on this) exchanges the map just constructed for a natural transformation of 1-functors of Dop×
1PSh(D). Inspecting the formulas for each step, we see that it does indeed have the expected
behaviour φ 7→φ(idx) for fixed x.
2.7.6 Aside (Holistic construction of the composition law). If we only cared about the evaluation
map as a map of fibrations in spaces over X ,Y , we could easily bypass Grothendieck integraion
entirely, and hence issues with co/contravariance, in favour of an holistic expression
1Cat∆
1
×1Cat 1Cat
∆1 ∼= 1Cat∆
2 σ02
−→ 1Cat∆
1
of the composition law in 1Cat, using the fact that ∆2 ∼=∆1⊔∆0 ∆
1 in 1Cat. The identification of
the restriction of this map to the fibre over pt, X , Y with the counit of the Cartesian structure is
straightforward, at least compared to the argument for Lemma 2.7.3.
With some additional theoretical development, this strategy ought to apply even to the full
1-categorical composition law by identifying
∫
X ,Y 1Fun(X ,Y ) with Lax(∆
1,1Cat), the 1-category
of 1-functors ∆1→ 1Cat and lax natural transformations.
One expects that lax natural transformations define a 2-category structure on 2Cat, adjoint
to the Gray tensor product (and hence distinct from the standard enrichment of 2Cat). Provided
that the representation of ∆2 as a pushout remains a 2-colimit in this 2-category, we may recover
a universal composition law as
Lax(∆1,1Cat)×1CatLax(∆
1,1Cat)∼=Lax(∆2,1Cat)−→Lax(∆1,1Cat).
Of course, making this work would necessitate a presumably lengthy digression into the proper-
ties of the Gray tensor product and the accompanying 2-category of 2-categories.
2.8 Adjoint functors and adjunctions in 2-categories
We discuss here the comparison between the unit-counit formulation of adjunctions, which is the
one that can be internalised to any 2-category, to the traditional formulation in terms of mapping
objects which works in 1Cat.
2.8.1 (Adjunctions of 1-categories). An adjunction between 1-categories is defined in [Lur09a,
Def. 5.2.2.1] as a cospan C⊔D ⊂ M plus a bi-Cartesian fibration M→ ∆1.3 It is clear from this
definition that the data of the adjunction is equivalent to that of just one or the other adjoint.
3Modulo substituting the notion of Cartesian fibration used there with a homotopy invariant version 2.5.8.
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Via [AF17, Lemma 4.1], the adjunction data is equivalent to that of a bimodule Cop×D→Spc
satisfying representability conditions. Hence, the same data may be expressed by providing two
functors L :C→D, R :D→C together with a natural equivalence of bimodules
C(−,R−)∼=D(L−,−).
The process of passing through this equivalence is called passing to adjuncts.
2.8.2 (Units and counits). The notion of a unit transformation inducing an adjunction is intro-
duced in [Lur09a, Def. 5.2.2.7]. The condition provided there can be related to the classical unit-
counit formulation of adjunctions by a standard argument:
Lemma. Let L : C→ D and R : D → C be two functors. The condition of a map e : idC → RL to
be a unit is equivalent to the existence of a counit ǫ : LR→ idD with which it satisfies the triangle
identities up to homotopy.
Proof. The argument is standard from classical category theory; I repeat it here simply to reaffirm
that it is not corrupted by homotopical subtleties. Suppose that e is a unit, and write e˜ for the
induced bimodule isomorphism. We obtain a map D(−,−)→ C(R−,R−)
e˜
∼= D(LR−,−) and hence,
by the Yoneda lemma, a transformation ǫ : LR→ idD .
Now, the claim is that the induced bimodule map ǫ˜ :C(−,R−)→D(L−,−) is homotopy inverse
to e˜ if and only if the triangle identities are satisfied. I’ll present one half of the argument: it
follows from the commutativity of the diagram
D(L−,−)
−◦ǫL
--
R
//
e˜
''❖❖
❖❖❖
❖❖❖
❖❖❖
C(RL−,R−)
L
//
−◦e

D(LRL−,LR−)
−◦Le

ǫ◦−
// D(LRL−,−)
−◦Le

C(−,R−) L //
ǫ˜
11D(L−,LR−)
ǫ◦− // D(L−,−)
that it is a homotopy left inverse if and only if the left triangle identity L→ LRL→L is satisfied.
Here we identified the top row with −◦ǫL using the fact that
LRLx //
ǫ

LRy
ǫ

Lx // y
is commutative for any Lx→ y by naturality of ǫ. The other half follows the same way, mutatis
mutandis.
It follows now from [Lur09a, Prop. 5.2.2.8] that a functor C→ D admits an adjoint if and only if
its image in the homotopy (2,2)-category admits an adjoint in the sense of strict 2-category theory.
2.8.3 (Adjunctions in 2-categories). We define adjunctions in a 2 (or higher) category following
[GR17, Def. 12.1.1.4]; thus, an adjunction in an (∞,2)-category is nothingmore than an adjunction
in the homotopy (2,2)-category.
It follows from classical 2-category theory that the data of the adjunction is equivalent to the
data of either:
• only the left adjoint,
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• only the right adjoint,
• both adjoints and the unit,
• both adjoints and the counit.
Other presentations of equivalent data involving higher cells are possible; see [RV13] for a full
account.
As we have already observed 2.8.2, an adjunction in the 2-category 1Cat is the same data as
an adjunction between 1-categories in the present sense.
2.8.4 (Adjunctions and opposite). Adjunctions in a 2-category K are exchanged with adjunctions
in its opposites as follows: an adjunction L : x⇄ y :R, L ⊣R in K yields an adjunction Lop2 : x⇆
y :Rop2 , Rop2 ⊣Lop2 in Kop2 and Rop1 : x⇄ y : Lop1 , Rop1 ⊣ Lop1 in Kop1 . These facts can be deduced
from the classical statements in (2,2)-category theory (by construction, our opk operations extend
the classical ones of the same name 2.2.2).
This observation is somewhat incidental to the main arguments of the paper: we only employ
it in 3.2.5, which is itself only invoked in the examples §5.
2.8.5 Aside (n-adjunctions). The argument for lemma 2.8.2 can also be used to show that an
adjunction in nCat is the same as an n-natural isomorphism C(−,R−) ∼= D(L−,−) of n-functors
into (n−1)Cat. We invoke this observation in 5.1.4 to construct certain n-categorical symmetric
monoidal structures.
3 Bivariance
A complete 2-fold Segal space SpanD,• of correspondences in D is defined in [GR17, §7.1.2]. The
advantage of their approach to the definition, as mentioned in the introduction, is that it is obvi-
ously well-defined, functorial, and commutes with limits. On the other hand, it is not so immedi-
ate how we construct functors out of SpanD,•.
In this section we will introduce two other perspectives on correspondences, each with their
own advantages and drawbacks:
• The notion of a universal bivariant extension (§3.3), which by definition has a universal
property and is therefore natural. However, their existence is not straightforward.
• The notion of a category of correspondences (§3.7). A category of correspondences is easy to
recognise, but it is not immediate that they are unique or functorial.
In §3.8, we provide a method to construct functors out of categories of correspondences. We can
thereby deduce that they are unique up to isomorphism.
In §4 we will identify these two concepts, at the same time bringing existence and recognition
to universal bivariant extensions and uniqueness to correspondences.
3.1 Base change
We begin with a discussion of markings with base change and the base change, or Beck-Chevalley,
condition in 2-categories.
3.1.1 Definition (Base change). A marking SD of a 1-category D (Def. 2.5.1) is said to have base
change if pullbacks of elements of SD along arbitrary maps are representable and belong to SD .
Say also that SD is a marking with base change, and that the pair (D,SD) is a marked category
with base change.
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If (D0,S0) and (D1,S1) are marked categories with base change, a marked functor D0→D1 is
said to preserve base change if it preserves pullbacks of members of S0.
A natural transformationψ : F0→ F1 between marked functors with base change Fi :D0→D1
is base change exact if for all maps d0→ d1 in S0 the square
F0d0
ψ
//

F1d0

F0d1
ψ
// F1d1
is a pullback in D1.
Marked categories with base change form a 2-subcategory 1Cat+r of 1Cat+ with specification
0) categories with base change pattern;
1) base change preserving functors;
2) base change exact natural transformations.
3.1.2 Aside. The trivial marking always has base change, and 1Cat+r is closed in 1Cat+ under
limits and hence tensoring over 1Cat. The arguments of 2.5.9 therefore apply to show that the
adjoint enrichment of 1Cat+r agrees with its inherited structure as a 2-subcategory of 1Cat+.
The condition for a natural transformation to be base change exact emerges, via
1Fun
(
∆1,1Fun+r(X ,Y )
)
∼= 1Fun+r(∆1×X ,Y ),
as the base change condition for the square
(0, x) //

(1, x)

(0, y) // (1, y)
where x→ y is in SX .
3.1.3 Aside (Collar change). A marking of a 1-category has collar change if pushouts of elements
of SD are representable in SD . There are associated notions of marked functor with collar change
and collar change exact natural transformation that assemble to form a 2-category 1Cat+ℓ. (The
name ‘collar change’ is inspired by bordism theory.)
3.1.4 (Conjugate mapping). Let
x00
⇐
f¯! //
g¯!

x01
g!

x10
f! // x11
be a lax commuting square in a 2-category K (that is, a map [1,1]op2 →K in the notation of [GR17,
§10.3.4]), and suppose that both g! and g˜! admit right adjoints g!, g˜!. (In what follows, for squares
oriented from top-left to bottom-right like this we will always arrange that the vertical arrows are
the ones that get adjoints.)
The 2-cell φ that exhibits the commutativity induces a (right) conjugate mapping (or, as the
Australians call it, a mate) via an equivalence
[Beck-Chevalley conjugation]
K (x00, x11)(g! f¯!, f! g¯!)∼=K (x10, x01)( f¯! g¯
!, g! f!)
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represented graphically by the composite
x10
g¯!
//
ǫ
x00
⇐
f¯! //
g¯!

x01
eg!

x01
x10 x10
f!
// x11
g!
// x01
Textually, one way of representing this is as a composition
K (x00, x11)(g! f¯!, f! g¯!)∼=K (x10, x11)(g! f¯! g¯
!, f!)∼=K (x10, x01)( f¯! g¯
!, g! f!)
of adjunct isomorphisms; another goes via K (x00, x01)( f¯!, g! f! g¯!). (The identification between these
two paths is given by associativity of composition.) Here we used the fact that postcomposition
with g! ⊣ g! gives an adjunction on K (−, x01)⇄ K (−, x11), and precomposition with g¯! ⊣ g¯! an
adjunction on K (x00,−)⇄K (x10,−).
3.1.5 Definition (Beck-Chevalley condition). A commutative square is said to be (right) Beck-
Chevalley if its vertical arrows admit right adjoints and the (right) conjugate mapping is an iso-
morphism. (This condition is called right adjointability in [Lur16, Def. 4.7.4.13].)
It is said to be left Beck-Chevalley if its image in Kop2 is right Beck-Chevalley.
3.2 Bivariant functors
This section introduces the basic definitions and syntax of bivariant functors, bivariant functors
with base change, and the 2-categories they form.
3.2.1 Definition (Bivariance). Let D : 1Cat+r, K : 2Cat. A functor H : D→ K is said to be right
bivariant, or right SD-bivariant if it is necessary to make SD explicit, if for each f : x→ y in S,
f! :=H( f ) admits a right adjoint. We denote this adjoint f !.
A right bivariant functor H is said to have base change if for each fibre square
x×z y
f
//
g

x
g

y
f
// z
in D, with g ∈ SD , the base change map f!g!→ g! f! defined in 3.1.4 is an equivalence in K (Hy,Hx).
(By a continued abuse of notation, the same letter is used to denote a morphism and its pullback.)
If K is not specified, bivariant functors take values in 1Cat.
A natural transformation Φ :H1→H2 is called a bivariant natural transformation if it trans-
forms right adjoints of H1 of elements of SD into right adjoints. More precisely, for each f : x→ y
in SD the square
H1(x)
Φ(x)
//
f!

H2(x)
f!

H1(y)
Φ(y)
// H2(y)
is a (right) Beck-Chevalley square.
3.2.2 (Composition). Bivariant functors (with base change) have the following naturality proper-
ties:
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• In K : 2Cat:
– if G : K1→ K2 is a 2-functor and H :D→ K1 is a bivariant functor (with base change)
then GH is bivariant (with base change). Indeed, any functor of 2-categories preserves
adjunctions and hence the construction of mates.
– If φ :G0→G1 is a 2-natural transformation, then the induced morphism G0H→G1H
is a bivariant natural transformation; the commutativity of the relevant square is just
a consequence of naturality.
• In D : 1Cat+r:
– If F : D0 → D1 is a marked functor (with base change), and H : D1 → K is bivariant
(with base change), then the composite HF is bivariant (with base change).
– If ψ : F0→ F1 is a base change exact natural transformation of marked functors with
base change, then HF0→ HF1 is a bivariant natural transformation. (Note: there is
no version without base change.)
3.2.3 (The 2-category of bivariant functors). Right bivariant functors D → K with base change
form a 2-subcategory Biv(D,K ) of 2Fun(D,K ) with the following specification (cf. 2.3.3):
0) SD-bivariant functors with base change;
1) SD-bivariant natural transformations;
2) All 3-transfers.
It is stable under colimits and limits (but as we do not need to use this fact, I do not provide a
proof). In the case K = 1Cat, we abbreviate this to BivD .
By the composition properties 3.2.2 and specification in families 2.3.4, bivariant functors de-
fine a sub-bifunctor
Bivariant functors, 1-natural.
D : (1Cat+r)op, K : 2Cat 7→
1Cat
Biv(D,K ) : 2Cat
of the 2-functor category construction.
3.2.4 Aside. One expects the a more complete functorial description of Biv(−,−) to look like:
Bivariant functors, 3-natural (†).
D : (1Cat+r)op, K : 2Cat 7→
3Cat
Biv(D,K ) : 2Cat
This would be cut out as a 3-subfunctor of the mapping 2-category of 2Cat (2.4.5). However, we
haven’t established a way to specify 2-subcategories in families indexed by a 3-category — we’d
need a 3-categorical Grothendieck construction for that.
3.2.5 (Opposite notions). Our definitions of bivariant functor and the base change property each
involved a choice of parity. The dual notions for a functor H :D→K are:
• H is left-bivariant if H( f ) has a left adjoint for all f ∈ S;
• (when (D,SD) is a marked category with collar change as in 3.1.3) H has collar change if it
takes pushout squares to (left or right, depending on whether it is left or right bivariant)
Beck-Chevalley squares.
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Denote the categories of left, resp. right bivariant functors by Biv∓, resp. Biv± where, in the
former case, we of course ask that natural transformations preserve the left adjoints. The base,
resp. collar change properties are indicated with a further superscript r, resp. ℓ. Elsewhere in the
paper, Biv is a shorthand for Biv±r.
By 2.8.4, opposites intertwine the various notions in the following way:
op1 Biv
±(D,K )=Biv∓(Dop1 ,Kop1)op1 and Biv±r(D,K )=Biv∓ℓ(Dop1 ,Kop1)op1 since passing to op1
exchanges left with right adjoints and pullback squares with pushout squares.
op2 Biv
±(D,K )=Biv∓(D,Kop2)op2 and Biv±r(D,K )=Biv∓r(D,Kop2)op2 because op2 exchanges left
and right adjoints.
This behaviour is summarised in the following table:
- op1
- Biv±r Biv∓ℓ
op2 Biv
∓r Biv±ℓ
The example D(−,Z) from the introduction and many of the fundamental examples in §5.2 are
1Catop1-valued left bivariant functors with base change.
3.2.6 (Bivariant functors of products). Let D, E : 1Cat+. A functor F with domain D×E is bivari-
ant if and only if its restriction Fd to each slice {d}×E and D× {e} is bivariant.
Now let D, E : 1Cat+r. Then D ×E has base change, and the condition for F to have base
change may be rephrased in terms of the following criteria:
i) for each d :D, Fd has base change as a functor of E;
ii) for each arrow d→ d′ in D, the attendant natural transformation Fd→ Fd′ is bivariant.
together with similar conditions indexed over objects and morphisms of E. We meet a generalisa-
tion of this example in §4.3.
3.2.7 (Syntax). We expand the language of 2.1.4 to declare a functor as right (resp. left) bivariant
in a variable β :D by postfixing (±) (resp. (∓)), and indicating base (resp. collar) change by further
postfixing an r (resp. ℓ). The symbol (±) may only be postfixed to an object of 1Cat+, (±, r) to an
object of 1Cat+r, and so on. By the composition properties, any natural formula in H : Biv(D,K )
is bivariant in whichever explicit variables are passed to H.
In formulas with multiple factors as input, applying one of these postfixes to a single factor
signifies that the functor is bivariant (resp. with base or collar change) with respect to a marking
restricted to slices of that factor. In particular, the notations
d :D (∗), e :E (∗) ⇔ (d, e) :D×E (∗)
are equivalent, where (∗) stands for the same symbol — one of (±), (±, r), (∓), and so on — in
each place. There is no analogue of the right-hand side when the postfixes of D and E differ. The
left-hand side provides a convenient notation in this case.
We have the following currying rule:
Bivariant currying.
c :C (∗), d :D (∗∗) 7→ e :E
⇒ d :D (∗∗) 7→ c :C (∗) 7→ e :E
where (∗) and (∗∗) are possibly different postfixes. This reflects a hom-tensor equivalence.
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3.2.8 Example (Bivariant evaluation map). Restricting the evaluation 2-functor 2Fun(D,K )×D→
K from the Cartesian closed structure of 2Cat to bivariant functors, gives a formula
Bivariant evaluation 2-functor.
H : Biv(D,K ), β :D (±, r) 7→
2Cat
Hβ :K
in which (±, r) signifies bivariance with respect to the union of the markings {H}×SD ⊆Biv(D,K )×
D for H : Biv(D,K ). After 3.2.6, bivariance can be checked on slices, but base change entails an
additional condition indexed over natural transformations H→H′.
3.2.9 Example (Trivial markings). Let D be a 1-category considered with the trivial marking. This
marking has both base and collar change. Every functor with domain D is left/right bivariant with
base/collar change.
3.2.10 Example (Bivariant functors into a 1-category). A functor from a marked category into a
1-category is bivariant if and only if it maps all marked arrows to isomorphisms.
3.3 Universal bivariant extensions
We introduce here the notion of a universal bivariant extension and exhibit its behaviour in fam-
ilies. The family version of the universal property is needed for the monoidal version of the
universal property of correspondences §4.4.
3.3.1 Definition (Families of bivariant functors). If K ,K ′ : I→ 2Cat are 1-functors, then we will
write 2Funi:I (K i,K ′i) for the 2-category of 2-natural transformations K→K
′.
If D : I → 1Cat+r is a 1-functor, write Bivi:I (D i,K ′i) for the subcategory of 2Funi:I (D i,K
′
i
)
whose objects are, for each i, bivariant functors of D i and whose maps are, for each i, bivariant
natural transformations. In other words, it is defined as a pullback:
Bivi:I (D i,K ′i)
//

∏
i:Ob(I)Biv(D i,K
′
i
)

1Funi:I (D i,K ′i)
//
∏
i:Ob(I) 1Fun(D i,K
′
i
)
Call the objects of Bivi:I (D i,K ′i) I-indexed families of bivariant functors D i→K i.
3.3.2 Definition (Universality). A family of bivariant functors H : Bivi:I (D i,K i) is said to be an
n-universal bivariant extension, where n : {1,2,3}, if restriction along H induces an equivalence of
(n−1)-categories 2Funi:I (K i,−)→˜Bivi:I (D i,−).
3.3.3 (1-category of bivariant extensions). Write Biv for the full 1-subcategory of the pullback
Biv ⊂ 1Cat+r×2Cat 2Cat∆
1
//

2Cat∆
1
src

1Cat+r
forget
marking
// 2Cat
spanned by the right bivariant functors with base change. Thus the objects of Biv are tuples
(D,K ,H) where D : 1Cat+r, K : 2Cat and H :D→K is a right bivariant functor with base change,
and the morphisms are commuting squares.
The projection to 1Cat+r×2Cat is a bifibration, in fact, a sub-bifibration of the pullback of the
unit bifibration of 2Cat. By [AF17, §4], the latter integrates the 2-functor space Ob(2Fun(−,−)),
so via this embedding, Biv integrates Ob(Biv(−,−)) : (1Cat+r)op×2Cat→Spc.
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Write BivD for the 1-category of bivariant extensions of D, that is, the fibre of src : Biv→
1Cat+r over D. Equivalently, it is the integral of the covariant 1-functor K 7→Ob(Biv(D,K )). This
construction is contravariant in D, so if D : I → 1Cat+r is a 1-functor we may write
∫
i:IBivD i =
I×1Cat+r Biv and
∏
i:IBivD i = 1FunI (I,
∫
i:IBivD i ).
3.3.4 Lemma (Bootstrapping universality). Let D : I→ 1Cat+r be a 1-functor, and suppose that
for each i : I D i admits a 1-universal bivariant extension. The maps in the left-hand column
{3-universal bivariant extensions of D i}

⊂
∏
i:IBivD i
{1-universal bivariant extensions of D}

⊂
∏
i:IBivD i
∏
i:Ob(I){1-universal bivariant extensions of D i} ⊂
∏
i:Ob(I)BivD i
are equivalences of spaces (hence all contractible). In particular, any 1-universal bivariant exten-
sion is 3-universal.
Proof. The argument for the 1-category case is typical. I include the details to illustrate the fact
that it fails conspicuously for the 2- and 3-categorical versions.
A 1-universal bivariant extension of D i is an initial object of BivD i . When this exists for each
i : I, the full subcategory of BivD spanned by the 1-universal extensions for each i : I projects
isomorphically down to I. The inverse is a fully faithful left adjoint to the projection BivD→ I.
Now consider the pullback square
1Fun(I,BivD) //

1Fun(I,Biv)

1Fun(I, I) // 1Fun(I,1Cat+r).
By definition, a 1-universal extension of the family is an initial object of the fibre over D of the
right-hand vertical arrow. Since D lifts to idI on the bottom right, it is enough to find an initial
object here. This is given by postcomposing with the left adjoint.
For 3-universality, we now rely on bootstrapping the 1-universal statement: by the argument
of example 2.4.11, the data 2Funi:I (K i,−)→ Bivi:I (D i,−) is powered over 1Cat, so we can apply
lemma 2.4.9.
3.3.5 Aside (n-naturality of objects satisfying n-universal properties). Intuitively, one might ex-
pect to be able to assemble universal bivariant extensions into families indexed by a 2-category
in the manner of the proof of Lemma 3.3.4. However, Ob(Biv(D,−)), hence also BivD ,2 is not a
2-functor of 1Cat+r, so we would have to use a different fibration. We might try the integral of
the 1-category-valued 2-functor Biv(D,−); however, its integral over 2Cat is the lax slice under
D, in which a 2-universal extension is not initial. Evidently, some new ideas are needed to make
this type of construction work in n-category theory for n>1.
3.3.6 Example (Trivial example). As observed in Example 3.2.9, if D is trivially marked then
every functor is bivariant; hence D is its own universal bivariant extension.
3.4 Bi-Cartesian fibrations
For bivariant functors valued in 1Cat, there is a Grothendieck construction generalising §2.6.
When we moreover impose base change, there is a convenient theory of free fibrations, after §2.5.
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Aspects of this appear in [Lur16, §4.7.4]. In this section we review this theory and show that the
free Cartesian fibration on a co-Cartesian fibration is free bi-Cartesian with base change.
3.4.1 (Interplay between mates and Cartesian lifts). Let φ :E→E′ be a co-Cartesian transforma-
tion of co-Cartesian fibrations over ∆1. Writing f : 0→ 1 for the non-trivial morphism of ∆1, these
data are captured via the functors they classify in the form of a commuting square
E0
φ
//
f!

E′0
f!

E1
φ
// E′1
in 1Cat. Now let z : E1 and suppose that f admits Cartesian lifts ending at z and φz. We would
like a way to characterise the associated mate transformation φ f !z → f !φz (3.1.4) in terms of
these lifts.
Lemma. There is a commuting triangle
φ f !z
mate //
φ( f z )
""❊
❊❊
❊❊
❊❊
❊❊
f !φz
f φz

(∈ E′0)
φz (∈ E′1)
in E′. This triangle can be made natural in z.
Proof. Recall that the conjugate 2-cell for f!,φ is obtained by chasing the boundary of the diagram:
E1
f !
//
❅❅
❅❅
❅❅
❅❅
E0
φ
//
f!

⇐
E′0
f!

❅❅
❅❅
❅❅
❅
⇐
E1
φ
// E′1 f !
// E′0
whereby its action φ f !z→ f !φz on z :E1 comes from following the top row of
φ f !z
(ii) $$❍
❍❍
❍❍
❍❍
❍❍
(ii)
//
(iii)
**❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚❚ f
! f!φ f
!z
(i)
(i)

f !φ f! f
!z
(i)
//
(i)

f !φz
(i)

(∈E′x)
f!φ f
!z
(iv)
φ f! f
!z
(v)
// φz (∈ E′y)
constructed as follows:
i) All of the vertical arrows are Cartesian over f . The second and third arrows on the top row
are obtained by pulling back the bottom row along f !, whence commutativity.
ii) The first horizontal arrow is obtained by factorising the co-Cartesian arrow over f starting
at φ f !z through the Cartesian arrow ending at f!φ f !z. This gives commutativity of the
left-most triangle.
iii) The second diagonal arrow φ( f f !z) : φ f
!z→ φ f! f
!z is co-Cartesian by the hypothesis that φ
is a co-Cartesian transformation. This gives commutativity of the skewed triangle (since
co-Cartesian arrows with fixed source are unique) and hence with the rest of the diagram.
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iv) The identifications in the middle come from the commutativity of the input square.
v) The lower-right horizontal arrow is obtained by applying φ to the counit map f! f !z → z,
which in turn is obtained by factorising the Cartesian arrow f z : f !z→ z through the co-
Cartesian arrow f f !z : f
!z→ f! f
!z.
In particular, the composite of the entire lower route equals φ( f z).
The naturality in z clear from the construction. (We don’t actually need to use this property.)
3.4.2 Definition (Bi-Cartesian fibrations). Let (D,SD) : 1Cat+. A 1-functor E→D is said to be a
bi-Cartesian fibration if it is a D-co-Cartesian fibration and a SD-Cartesian fibration. A functor
between bi-Cartesian fibrations over (D,SD) is said to be a bi-Cartesian transformation if it is
a D-co-Cartesian transformation and an SD-Cartesian transformation. We define biCartD,SD :=
1CartD,SD ∩1coCartD,D as a 2-subcategory of 1Cat ↓D. Compare [Lur16, Def. 4.7.4.1].
More generally, if S+
D
, S−
D
are two markings of D, we define (S+
D
,S−
D
)-Cartesian fibrations
as the intersection of S+
D
-co-Cartesian fibrations and S−
D
-Cartesian fibrations, and similarly for
(S+
D
,S−
D
)-Cartesian transformations. Thus with this terminology, for a marked category (D,SD)
the word ‘bi-Cartesian’ is an abbreviation for ‘(D,SD)-Cartesian’.
3.4.3 Proposition (Bivariant Grothendieck construction). The covariant Grothendieck equiva-
lence 1coCartD ∼= 1Fun(D,1Cat) matches the subcategories Biv±D and biCartD .
Proof. The question is about 1-categories, so we must check on objects and morphisms.
Objects. If p : E→ D has both co-Cartesian and Cartesian lifts for an arrow f : x→ y in D, then
the associated pullback functor is right adjoint to the pushforward functor with adjunction iso-
morphism given by following the bottom-left path around the square
Ex(−, f !z) // E y( f!−, f! f !z)

E f (−, z) E y( f!−, z)
where the isomorphisms are provided by the universal properties of Cartesian, resp. co-Cartesian
lifts. Here E f denotes the pullback of E along the map ∆1→D representing f . Following instead
the top-right path, we see that the counit of this adjunction is given by factorising the Cartesian
arrow f z : f !z→ z through the co-Cartesian f f !z : f
!z→ f! f
!z. (See 2.8.1 for a discussion of notions
of adjunction.) In particular, the covariant functor classified by a bi-Cartesian fibration is right
bivariant.
Conversely, if p is a co-Cartesian fibration and f! admits a right adjoint ( f!)∗ with counit ǫ, then
for any g :w→ x in D we get a commutative diagram
E g(−, ( f!)∗z)
−◦ f(f! )∗ z // E f(f! )∗z g
(−, f!( f!)∗z)
−◦ǫ //

E f g(−, z)
Ex(g!−, ( f!)∗z) E y( f!g!−, z)
♠♠♠♠♠♠♠♠♠♠♠♠♠
♠♠♠♠♠♠♠♠♠♠♠♠♠
where, as usual, the unfortunately rather Baroque symbol f( f!)∗z stands for the co-Cartesian lift
of f starting at ( f!)∗z. This map therefore satisfies the universal property of a Cartesian lift of f .
(Note that p really needs to be a co-Cartesian fibration at least over D ↓ x: the argument fails if
we only assume that f has co-Cartesian lifts.)
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Morphisms. Let E, E′ : biCartD , and let φ : E→ E′ be a co-Cartesian transformation. By lemma
3.4.1 applied to each ∆1 → D, φ is a bi-Cartesian transformation if and only if the associated
natural transformation is bivariant.
3.4.4 Aside (Opposite version). By a dual argument we can identify theD, (SD,D) category CartD,(SD ,D)
of (SD ,D)-Cartesian fibrations over D, as a subcategory of CartD , with Biv
∓ℓ(Dop,1Cat).
3.4.5 Definition (Beck-Chevalley condition for fibrations). Let p :E→D be a 1-functor and let
w
g˜
//
f˜

x
f

y
g
// z
be a square in D. Suppose that f , f˜ admit Cartesian lifts and g, g˜ admit co-Cartesian lifts to E.
For each u :E y we obtain a natural map
νu : g˜! f˜
!u→ f !g!u
by factorising f˜ !u→ u→ g!u through the co-Cartesian arrow f˜ !u→ g˜! f˜ !u and the Cartesian arrow
f !g!u→ g!u. We say that E satisfies theBeck-Chevalley condition on this square if νu is invertible.
3.4.6 Lemma. When f also admits co-Cartesian lifts, νu is homotopic to the action on u of the
conjugate 2-cell obtained from the adjunction f! ⊣ f
!.
Proof. By lemma 3.4.1 applied to φ= g!.
3.4.7 Definition (Base change for fibrations). Let S±
D
be two markings of D with base change
and let p :E→D be an (S+
D
,S−
D
)-Cartesian fibration. We say that E has base change if it satisfies
the Beck-Chevalley condition for each square formed as a fibre product of a member of S+
D
by one
of S−
D
. The full subcategory of biCartD,SD , resp. CartD, (S+D ,S−D ) whose objects have base change is
denoted biCartr
D,SD
, resp. Cartr
D, (S+
D
,S−
D
).
3.4.8 Aside. The dual collar change condition for a pair of markings with collar change is, of
course, formed by replacing fibre product with pushout squares in the preceding definition.
3.4.9 Proposition. A bi-Cartesian (that is, (D,S−
D
)-Cartesian) fibration has base change if and
only if the right bivariant functor it classifies has base change. Dually, an (S+
D
,D)-Cartesian fibra-
tion has base change if and only if the left bivariant functor it classifies has collar change.
3.4.10 Example. When D : 1Cat admits fibre products, the target projection D∆
1
→ D is a bi-
Cartesian fibration with base change.
3.4.11 Definition (Free fibrations). A bi-Cartesian fibration with base change E→D is said to be
n-free (as a bi-Cartesian fibration with base change) on a subcategory E0 ⊆E if restriction induces
an equivalence of (n−1)-categories
biCartD(E,F)∼= 1FunD(E0,F)
for any F : biCartD , where n : {1,2}. Compare Definition 2.5.10. (We will see that as for Cartesian
fibrations, 2-free fibrations always exist, and that 1-free and 2-free are equivalent properties.)
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3.4.12 Proposition (Bivariant path category). The free co-Cartesian fibration 1-functor (2.5.13)
maps CartD;SD into biCart
r
D;SD
, yielding a commuting square
biCartr
D;SD

CartD;SD

oo
1coCartD 1Cat ↓Doo
whose upper arrow is left adjoint to the inclusion. In particular, a free co-Cartesian fibration on a
free S-Cartesian fibration is free S-bi-Cartesian with base change.
Moreover, 1-free bi-Cartesian fibrations with base change are 2-free.
Proof. The question is about the image of a 1-subcategory, so we are checking objects and mor-
phisms.
3.4.13 Lemma (Objects). Let p : E → D be S−
D
-Cartesian. The free S+
D
-co-Cartesian fibration
E ↓♯ D
tar
→ D is (S+
D
,S−
D
)-Cartesian with base change.
Proof. Bivariance. For f : α→ β in S−
D
, the pullback in E ↓ (D,S+
D
) is obtained by composing the
Cartesian squares
f˜ !x
✤ //

α×β px
f˜

g˜
// α
f

x
✤ // px
g
// β
where the right-hand square is a pullback in D and the left is p-Cartesian. This diagram indeed
represents a Cartesian lift of f because the outer square is Cartesian.
Base change. Base change for γ→β follows by composition
f !x
✤ //

·

// α×β γ //

α
f

x
✤ // px // γ // β
where · =α×β γ×γ px=α×β px.
3.4.14 Lemma (Morphisms). Let F→D be (S+
D
,S−
D
)-Cartesian with base change and let φ :E→F
be an S−
D
-Cartesian transformation. Then the relative left Kan extension φ˜ : E ↓ D→ F of φ is an
S−
D
-Cartesian transformation.
Proof. In the notation established above:
φ˜[ f˜ !x,α×β px
g˜
→α]= φ˜ g˜! f˜
!x formula for g!
= g˜!φ f˜
!x φ˜ co-Cartesian
= g˜! f˜
!φ φ Cartesian
= f !g!φx base change in F
= f !φ˜g!x φ˜ co-Cartesian
= f !φ˜[x, px
g
→β] formula for g!
To complete the proof of Proposition 3.4.12: 1-free is equivalent to 2-free by the corresponding
statements for coCartD and CartD,SD .
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3.4.15 Aside (Collar change). Dual statements hold for bivariant functors with the collar change
property 3.4.8: the free Cartesian fibration on a co-Cartesian fibration has the collar change
property.
3.5 Twisted Cartesian fibrations
This short section concerns a generalisation of the notion of ‘bifibration’ studied in [Lur09a, §2.4.7]
and [AF17, §4]. To minimise the potential for confusion of this concept with that of bi-Cartesian
fibration studied in §3.4, we abandon the terminology of op. cit. in favour of the more sugges-
tive twisted Cartesian fibration. We need a notion of functor classified by a twisted bi-Cartesian
fibration to construct the bivariant Yoneda embedding.
3.5.1 Definition. Let C,D :Cat+. A 1-functor p : E→ C×D is said to be a twisted bi-Cartesian
fibration if the following conditions are satisfied:
i) The composite E → C is a (SC,C)-Cartesian fibration and p maps Cartesian and SC-co-
Cartesian arrows to D-slices in C×D.
ii) For each c :C, pc :Ec→D is a (D,SD)-Cartesian (alias bi-Cartesian) fibration.
iii) For each f : c′→ c in C, the pullback functor
Ec
f !
//
  
❆❆
❆❆
❆❆
❆ Ec
′
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
D
is a transformation of bi-Cartesian fibrations.
iv) For each g : c→ c" in SC, the pushforward functor
Ec
g! //
  ❆
❆❆
❆❆
❆❆
Ec"
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
D
is a transformation of bi-Cartesian fibrations.
3.5.2 (Twisted fibre transport functor). Let p : E → C ×D be a twisted bi-Cartesian fibration.
By condition (i), p is a morphism in the category of (SC,C)-Cartesian fibrations over C. Thus,
contravariant Grothendieck integration turns it into a natural transformation fibCp : fibCE→D
of left bivariant functors Cop→ 1Cat, where D denotes the constant functor with value D.
Now, running fibCp through a little bit of currying:
Biv∓
Cop
(fibCE,C) ∼= 1Fun(∆
1,Biv∓(Cop,1Cat))src=fibCE, tar=D
∼= Biv∓
(
Cop,1Fun(∆1,1Cat)src=Ec , tar=D
)
we obtain a functor Cop→ 1Cat ↓D. (In these formulas, the subscripts mean that we restrict to a
fibre of the source/target projection of the mapping category.)
This functor maps c : C to pc : Ec → D and f : c′→ c to f ! : Ec → Ec′ , so by conditions ii) and
iii) of Def. 3.5.1 it factors through the subcategory of (D,SD)-Cartesian fibrations. Condition iv)
ensures that the left adjoints to members of SC also belong to biCartD . Finally, take the fibre
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transport functor 3.4.3 to obtain a left bivariant functor Cop → RBiv(D,1Cat). In the syntax of
3.2.7:
Twisted bivariant fibre transport functor.
c :Cop (∓) 7→ d :D (±) 7→ fibCE(c,d) : 1Cat
⇒ c :Cop (∓), d :D (±) 7→ fibCE(c,d) : 1Cat
3.5.3 (Base change). If p : E→ C×D is twisted bi-Cartesian and satisfies base change in each
variable — that is, E→C is (SC,C)-Cartesian with base change and for each c :C, pc : Ec→D is
(D,SD)-Cartesian with base change— then by Proposition 3.4.5 the output is a bivariant bifunctor
with base change in the second variable and collar change in the first. The formula is:
Twisted bivariant fibre transport functor, base change.
c :Cop (∓, ℓ), d :D (±, r) 7→ fibCE(c,d) : 1Cat
3.5.4 Aside (Symmetry). Our definition and construction is asymmetric: it is optimised for taking
fibres over C first and D second. The reader may well imagine a dual approach where we proceed
in the opposite order. We would then be left with the task of showing that the two constructions
agree. Ultimately, I would prefer a more symmetric definition and construction.
A symmetric definition runs as follows: let S+, resp. S− be the set of morphisms in C×D that
project to isomorphisms in C, resp. D. Then one can show that p :E→C×D is twisted Cartesian
iff it is (S+,S−)-Cartesian with base change in the sense of Def. 3.4.5. A symmetric construction of
the fibre transport functor appears in the proof of [AF17, Lemma 4.1], but the method only works
in the stated form for twisted fibrations in spaces, not in 1-categories.
3.6 Bivariant Yoneda lemma
In this section we combine our previous efforts to achieve what was promised in the title of this
paper: a bivariant Yoneda embedding, an associated notion of representable bivariant functor, and
a Yoneda lemma analogous to the extended Yoneda lemma of §2.7.5.
3.6.1 (Spans). Denote by Λ the walking span, which is the free category on the picture
s01
p
}}④④
④④
④④
④④ q
!!❈
❈❈
❈❈
❈❈
❈
s0 s1
considered as a marked category with SΛ = {p}. A correspondence or span in D : 1Cat+ is a marked
functor Λ→D, i.e. a diagram in D of the above shape whose wrong-way map is marked. The 1-
category of spans in D is DΛ = 1Fun+(Λ,D). The fibre CorrD(x, y) of the projection (pr0,pr1) :D
Λ→
D×D over (x, y) :D2 is called the category of spans from x to y. We will sometimes abbreviate the
data of a span in D by (p, q).
3.6.2 (Free property of spans). By construction, the category of spans in D fits into a pullback
square
DΛ
p
}}④④
④④
④④
④④ q
!!❉
❉❉
❉❉
❉❉
❉
D∆
♯
src
!!❉
❉❉
❉❉
❉❉
❉❉
D∆
1
src
||③③
③③
③③
③③
③
D
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where D∆
♯
stands, as before, for the full subcategory of D∆
1
spanned by the marked arrows (2.5.2).
In the notation of 2.5.5, DΛ = (D ↓♯ D) ↓ D with the outer comma category taken on the source
projection of D ↓♯ D.
Corollary (of Prop. 3.4.12). The second projection pr1 : D
Λ is a free bi-Cartesian fibration with
base change on the diagonal subcategory D ⊆DΛ.
More generally, if E : 1Cat ↓D then E×D DΛ ∼= (D ↓♯ E) ↓D is free bi-Cartesian with base change
on E, where the fibre product is taken over the s0 (left) evaluation DΛ→D.
3.6.3 Lemma (Universal span). The left and right target projections (pr0,pr1) :D
Λ→D×D set up
the category of spans in D as a twisted bi-Cartesian fibration with base change in both variables.
Proof. By another application of Proposition 3.4.12, pr0 :D
Λ→D is (free) (SD ,D)-Cartesian with
base change. The pullback along x′→ x, resp. pushforward along x→ x", as a functor of [x←w→
y] given by the constructions:
w′

❅❅
❅❅
❅❅
❅❅
⑦⑦
⑦⑦
⑦⑦
⑦⑦
x′
  
❆❆
❆❆
❆❆
❆❆
w
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥

❄❄
❄❄
❄❄
❄❄
x y
w
  
❅❅
❅❅
❅❅
❅❅
⑦⑦
⑦⑦
⑦⑦
⑦⑦
x
⑧⑧
⑧⑧
⑧⑧
⑧
y
x"
where the diamond in the left diagram is a pullback. We must check ii)-iv) of Definition 3.5.1.
ii). Let x :D. The projection pr1 :D x
Λ ∼= (D ↓♯ x) ↓D→D is is free bi-Cartesian with base change,
again by 3.4.12. This also confirms the base change criteria 3.5.3.
iii), iv). Inspecting the diagrams above, for x′→ x, resp. x
SD
→ x", the pullback, resp. pushforward
functor for pr0 is got by applying − ↓ D to pullback D ↓
♯ x→ D ↓♯ x′, resp. postcomposition D ↓♯
x→ D ↓♯ x", which are themselves SD-Cartesian transformations. By Lemma 3.4.14, these are
therefore SD-bi-Cartesian transformations.
3.6.4 (Yoneda embedding). The universal span being a twisted bi-Cartesian fibration with base
change in both variables (3.6.3), via 3.5.2 it classifies a bifunctor which through currying gives us
the Yoneda embedding:
x :Dop (∓,ℓ), y :D (±, r) 7→
1Cat
CorrD(x, y) : 1Cat
⇒ x :Dop (∓,ℓ) 7→
1Cat
y∓D(x) : BivD
Bivariant op-Yoneda embedding.
⇒ x :D (±, r) 7→
1Cat
y∓D(x) : Biv
op
D
We will see in §3.7 that unlike the usual case, y∓
D
is not fully faithful, though it is monic.
3.6.5 Aside (Conjugate formulas). Currying in the opposite order gives us:
Bivariant Yoneda embedding.
y :D (±, r) 7→ y±D(y) : Biv
∓,ℓ
Dop
.
This Yoneda embedding is just a little less convenient to use within our policy of prioritising right
bivariant functors with base change over their opposite versions.
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3.6.6 (Evaluation map for bivariant functors). We now turn to the definition of the bivariant
Yoneda evaluation mapping:
Bivariant Yoneda evaluation map.
x :D (±, r), H : BivD 7→
1Cat
φ : BivD(y
∓
D
x,H) 7→
1Cat
φ(idx) :H(x)
⇒ x :D (±, r), H : BivD 7→
1Cat
ev : BivD(y
∓
D x,H) →1Cat
H
which proceeds along the lines of 2.7.5. Thus, we use the ordinary Grothendieck construction
to pull the formula over to the category of co-Cartesian fibrations over D×BivD , and the bivari-
ant Grothendieck construction (3.4.3) (in the version that provides a 2-equivalence) to exchange
bivariant functors with bi-Cartesian fibrations:∫
x:D
BivD(y
∓
Dx,E)
∼=
∫
x:D
biCartD(free
∓
Dx,E)
Now, in terms of co-Cartesian fibrations over D×biCartD :
Representable bi-Cartesian fibration evaluation functor.∫
x:D,E:biCartD
biCartD(free
∓
Dx,E) →
(∫
x:D,E:biCartD
biCartD(free
∓
Dx,E)
)
×D D
Λ
∼=
(∫
x:D,E:biCartD
biCartD(free
∓
Dx,E)
)
×D
(∫
x:D
free∓x
)
→
(∫
X ,E:biCartD
biCartD(X ,E)
)
×D
(∫
X :biCartD
X
)
ev
→ E;
the last line is the restriction of the universal evaluation map (2.7.4) to the subcategory of bi-
Cartesian fibrations. Inspecting the formulas, for fixed x and E this map can be identified with
evaluation φ 7→φ(x) at the tautological element x : free∓
D
x.
3.6.7 Lemma (Bivariant Yoneda lemma). The bivariant Yoneda evaluation mapping is an equiv-
alence of bivariant functors.
Proof. For fixed x, H, the evaluation map is isomorphic to the expected evaluation on the identity
span at x. Now apply the 2-free property of DΛ, Prop. 3.4.12.
3.6.8 Definition (Representable bivariant functors). A bivariant functor D→ 1Cat is said to be
representable if it is isomorphic to one of the form CorrD(x,−). The Yoneda image y∓(D) of D is
the full 2-subcategory of BivD spanned by the representable bivariant functors.
3.6.9 Aside. The dual notion of universal cospan yields a universal family of bivariant functors
with the opposite parities as follows:
x :D (±,ℓ), y :Dop (∓, r) 7→
1Cat
BordD,SD (x, y) : 1Cat;
here BordD,SD (x, y) is the category of marked functors Λ
op→D with endpoints at x, y.
3.7 Local representation of spans
A bivariant functor D → K induces, for each x, y : D, a 1-functor CorrD(x, y)→ K (Hx,Hy) that
sends (p, q) to q!p!. It is this local representation of spans in D on morphisms in K to which we
now turn.
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3.7.1 (Local representation of spans). Let H :D→K be bivariant. For each α : K we can define a
new 1Cat-valued bivariant functor H†α : BivD by the formula
y :D (±, r), H : Biv(D,K ), α :K 7→ K (α,Hy)
Bivariant Yoneda pullback.
⇒ H : Biv(D,K ), α :K 7→ H†α : BivD
Fixing x : D, there is now a canonical element idHx : H†Hx corresponding to the identity of
K (Hx,Hx). Passing this through the bivariant Yoneda isomorphism 3.6.7:
H†Hx(x)∼=BivD(y
∓
Dx,H
†Hx)
then yields a local representation of spans
Local representation of spans.
y :D (±), 7→ H†Hx(y)
H! : CorrD(x,−)→K (Hx,H−)
Let us calculate the value of H! on a fixed span (p, q) based at x :D. By the definition (3.6.6)
of the Yoneda evaluation map, H! corresponds via Grothendieck integration to the unique map of
bi-Cartesian fibrations
free∓D(x)→
∫
y:D
K (Hx,Hy)
that sends the canonical element x : free∓
D
(x) to idHx :
∫
y:D K (Hx,Hy). Hence, its value at a span
[x
p
←w
q
→ y] is calculated by pulling idHx along p then pushing along q. Now, because this fibration
arises by Grothendieck integration of a functor, pushforward and pullback along a morphism r
are computed by the image of r and its right adjoint with respect to that functor. In
∫
yK (Hx,Hy)
these are the functors of postcomposition with H(r)= r!, resp. with its right adjoint r! .
K (Hx,Hx)
p!◦−
//
❴

K (Hx,Hw)
q!◦− //
❴

K (Hx,Hy)
❴

x w
p
oo
q
// y
Applying this to the canonical element x, we find H!(p, q)= idx ◦ q! ◦ p!. Hence we are justified in
making H! anonymous with the sentence:
Local representation of spans (anonymous format).
y :D (±) 7→
1Cat
(p, q) : CorrD(x, y) 7→
1Cat
q!p
! :K (Hx,Hy).
3.7.2 (Functoriality in K of the local representation). The construction of the local representation
can be made to play well with a 2-functor G :K→K ′:
i) G induces a natural transformation of bifunctors K (H−,H−)→K ′(GH−,GH−) and hence a
bivariant natural transformation H†Hx→ (GH)†GHx.
ii) Using the naturality of Yoneda evaluation (3.6.6), postcomposition with G
Biv(y∓Dx,H)→Biv(y
∓
D x,GH)
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sends H! to (GH)!, i.e. we get a commuting triangle
CorrD(x, y) //
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗
K (Hx,Hy)

K ′(GHx,GHy)
functorial in y.
It is possible to say even more: for each x, y : D the local representation forms a cone over the
1-functor
BivD → 1Cat, [H :D→K ] 7→K (Hx,Hy)
where BivD , as in 3.3.3, stands for the 1-category of bivariant extensions of D. As the derivation
is a little involved, I omit a complete formulation of this last statement.
3.7.3 Definition (Correspondences). Let D : 1Cat+. A bivariant functor H : D → K is said to
exhibit K as a 2-category of correspondences of D if it is essentially surjective and induces, via
3.7.1, an equivalence of categories
CorrD(x, y)→˜K (Hx,Hy)
for each x, y :D, or what is the same thing, an equivalence of 1Cat-valued bifunctors in x, y.
If CorrD : BivD is a category of correspondences for D, then the expression CorrD(x, y) may
then unambiguously be parsed either following 3.6.1 or as the category of morphisms from x to y
in CorrD . Hence, denoting any fixed category of correspondences as CorrD cannot cause confusion
in this way.
3.7.4 Aside (Segal 2-category of spans). We expect that the Segal 2-category SpanD,• defined in
[DK19, §12] is a 2-category of correspondences for D. To check this, we must calculate the induced
representation
CorrD(x, y)→SpanD(x, y)
which we expect to be the identity (these two categories are, in fact, defined in exactly the same
way). The induced representation is easiest to characterise as a 1-natural transformation in y.
Unfortunately, the construction of these mapping categories as a 1-functor of the codomain is not
so elementary in the Segal model, and so I will not attempt a rigorous calculation. (On the other
hand, if we accept [GR17, Thm. 8.1.1.9], the claim is an a posteriori consequence of the universal
property of SpanD,•.)
3.7.5 Corollary. The bivariant Yoneda image is a 2-category of correspondences.
Proof. Apply the bivariant Yoneda lemma 3.6.7 to H =CorrD(−, y) for each y :D.
3.7.6 (Notation). If S+
D
and S−
D
are two markings of D with base change, then we can write
Corr(D,S+
D
,S−
D
) or CorrD, (S+
D
,S−
D
) for the 2-subcategory of CorrD,S−D whose morphisms are those
spans ·
S−
D
← ·
S+
D
→ · whose right-way part belongs to S+
D
(and whose wrong-way part belongs to S−
D
).
Note that if S+
D
(D, then D does not actually map into Corr(D,S+
D
,S−
D
).
3.7.7 Aside (Left bivariant version). If (D,SD) is a marked category with collar change 3.1.3, then
we obtain a local representation of cospans. Thus
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3.7.8 Example (Functors between correspondence categories). Let F :D→E be a marked functor
with base change, and let CorrE be a category of correspondences for E. Then D → CorrE is
bivariant, and so for each x, y :D the construction 3.7.1 provides a 1-functor
CorrD(x, y)→CorrE(Fx,Fy).
By construction, this is the fibre over y of the unique map of bi-Cartesian fibrations
{x}×D DΛ //

{Fx}×E EΛ

D // E
sending x to Fx. By unicity, this can be identified with the map induced by functoriality of (−)Λ,
which is exactly the functoriality of correspondences one might expect.
3.8 Spans on a bivariant functor
The inclusionD ⊆ y∓(D) induces, by 3.9, a functor of restriction 2Fun(y∓(D),K )→RBiv(D,K ). The
goal of this section is to describe a right inverse to this restriction, the functor of span extension.
This extension is a ‘global’ analogue of the representation of spans obtained in 3.7.
3.8.1 Theorem (Extension). Let D : 1Cat+r, K : 2Cat. There is a 2-functor
Spex : Biv(D,K ) →
2Cat
2Fun(y∓(D),K )
of span extension to the Yoneda image. Its underlying 1-functor is a section of the 1-functor of
restriction along D ⊆ y∓(D):
H : Biv(D,K ) 7→
1Cat
Spex(H)◦y∓D
∼=H.
For each x, y :D, and H : Biv(D,K ), Spex(H) : y∓(D)(y∓
D
x,y∓
D
y)→ K (Hx,Hy) is equivalent, via the
bivariant Yoneda lemma, to the local representation H! induced by H.
Of course, Spex should be a section of the 2-functor of restriction, and indeed in the conditional
context of §4 this is a consequence of the universal property (Thm. 4.2.6). The stated version is all
I could prove unconditionally. The bottleneck is that we only have defined the bivariant Yoneda
evaluation map (3.6.6) as a 1-natural transformation.
Before proceeding to the proof, record a corollary:
3.8.2 Corollary (Weak unicity of correspondences). Let D→K be a 2-category of correspondences
of D. There is a 2-equivalence K ∼= y∓(D) under D.
Proof. Apply Theorem 3.8.1 to obtain an extension y∓(D)→ K that induces the local representa-
tion of spans on each mapping space. Since K is a category of correspondences, this functor is
fully faithful and essentially surjective.
Proof of Thm. 3.8.1. The construction occupies the remainder of this section.
3.8.3 (Outline of construction). Starting from a bivariant functor H : D→ K , we will construct a
diagram, natural in H:
Span extension square.
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Dy±

H //
⇐
⇐
K
y2

H†
✉✉✉
✉✉
zz✉✉✉
Bivop
D H∗
// 1PShK
where H† is obtained by restriction along H, and H∗ by restriction along H†. More precisely, the
induced functors H†,H∗ are defined by formulas
α :K , β :D H†α(β)=K (α,Hβ) (1)
F : Bivop
D
, α :K H∗F(α)=BivD(F,H
†α). (2)
The composite 2-cell that intertwines the morphisms of the outer square can be identified with
an inverse to the Yoneda evaluation mapping (3.6.6). By the Yoneda lemma, the outer square is
therefore commutative. (We don’t actually prove that the Yoneda intertwiner is the composite of
the two 2-cells pictured; all we need is the commutativity of the outer square.)
In particular, H∗ maps y∓(D) into K ⊂ 1PShK . Hence we get an extension mapping
Span : Biv(D,K ) →
2Cat
2Fun
(
Bivop
D
,1PShK
)
which, by the 2-Yoneda lemma for K (2.4.5), factors through the full subcategory of functors that
send the objects of D into K . Composing with the restriction
2Fun(D,K )×2Fun(D,1PShK) 2Fun
(
Bivop
D
,1PShK
)
−→ 2Fun(y∓(D),K ),
we obtain the desired extension functor. The fact that this is a right inverse follows from the
commutativity 2-cell of the span extension square.
3.8.4 Aside (Opposite version). The same argument could be carried out equally with the covariant
Yoneda mapping of D:
D
y

⇒
⇒
H // K
y

H†
♥♥♥
♥♥♥
♥
ww♥♥♥
♥♥
BivD
H∗
// 1Fun(K ,1Cat)op
defined by the formulas H†α(β) :=K (Hβ,α) and H∗G(α)=BivD(G,H†α).
3.8.5 Aside (Natural version). It is somewhat perverse that this argument involves extending
H to a morphism from a completion into a cocompletion. It is also possible to approach this
using a completion (or cocompletion) on both sides, that is, replacing the bottom-left term by
2Fun(K ,1Cat)op. In this formulation, the bottom arrow would be a left adjoint
H! : BivD→ 2Fun(K ,1Cat)
to the restriction functor.
A typical approach to constructing such a diagram would be as follows:
i) The restriction functor into BivD ⊆ 1CatD preserves weighted 2-limits and 2-colimits, since
this inclusion is closed under weighted 2-limits and 2-colimits.
ii) By an adjoint 2-functor theorem and the fact that 1CatK is 2-presentable (whatever this
means, 1-presheaf categories should be an example), it admits a left adjoint.
iii) The commutativity of the outer square follows again from the bivariant and the 2-Yoneda
lemmata.
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This approach may be more natural in the sense that it fits into a general covariance pattern of
2-presheaves, but it also entails additional foundations beyond what we currently have available
in 2-category theory — particularly, an adjoint 2-functor theorem — so I have not attempted to
flesh out the details.
This machinery would also help in making the construction natural in K .
3.8.6 (Yoneda adjoint). The 2-functor of Yoneda pullback
(−)† : Biv(D,K ) →
2Cat
2Fun(K ,Bivop
D
)op
with the formula (1) is obtained by repeated currying:
β :D (±r), α :Kop, H : Biv(D,K ) 7→ K (α,Hβ) : 1Cat
⇒ α :Kop, H : Biv(D,K ) 7→ H†α : BivD
⇒ H : Biv(D,K ) 7→ H† :Kop →
2Cat
BivD
⇒ H : Biv(D,K ) 7→ H† : 2Fun(K ,Bivop
D
)op.
All formulas in this list are 2-functors. Some remarks on how they are obtained:
• The first line is the composite of the bivariant evaluation 2-functor (3.2.7) with the mapping
space 2-functor (2.4.5).
• The second and third lines are derived by bivariant currying followed by usual 2-categorical
currying (3.2.7).
• The last line passes through the 2-equivalence 2Fun(Kop1 ,BivD)∼= 2Fun
(
K ,Bivop1
D
)op1 which
is got by following the chain of equivalences of spaces
2Fun(−,2Fun(Kop,BivD)) //❴❴❴ 2Fun
(
(−)op,2Fun(K ,Bivop
D
)
)
2Fun
(
−,2Fun
(
K ,Bivop
D
)op)
2Fun(−×Kop,BivD) 2Fun((−)op×K ,Biv
op
D
)
where the vertical identifications are from Cartesian closure of 2Cat and the horizontal
ones are the action of op1 as a 1-autoequivalence of 2Cat.
3.8.7 Aside (2-categorical Kan property). The local representation of spans 3.7.1 defines a 1-
natural transformation ǫˆH :H†H→ y∓D , to wit:
H :β :D (±), α :Dop, Biv(D,K ) 7→
1Cat
CorrD(α,β) →
1Cat
K (Hα,Hβ)
⇒ H :α :Dop, Biv(D,K ) 7→
1Cat
y±Dα −→BivD
H†Hα
⇒ H : Biv(D,K ) 7→
1Cat
ǫˆH : 2Fun
(
Dop,BivD
)(
H†H,y±D
)
.
This 2-cell ought to exhibit H† as a 2-categorical left Kan extension of y∓ along H, whatever that
means. However, we don’t need to actually invoke this formula directly.
3.8.8 (Pushforward). The second 2-functor (2)
2Fun
(
K ,Bivop
D
)op
→ 2Fun
(
Bivop
D
,1PShK
)
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is obtained by the same logic as 3.8.6 applied to
α :Kop, F : Bivop
D
, G :Kop→BivD 7→ BivD(F,Gα) : 1Cat
⇒ F : Bivop
D
, G :Kop→BivD 7→ G
†F :Kop→ 1Cat
⇒ G :Kop→BivD 7→ G
† : BivD→ 1PShK
The inference rules used to derive these formulas are much the same as those invoked in 3.8.6.
Write H∗ instead of (†H)†.
Again, there is a 1-natural transformation eˆG : y2K →G
†G whose derivation, parallel to that of
ǫˆH (3.8.7), I omit.
3.8.9 (Commutativity 2-cell). Composing 3.8.6 with 3.8.8 we obatin a 2-functor Spex : Biv(D,K )→
2Fun(Bivop
D
,1PSh(K )) with the formula:
Span extension, (completed).
H : Biv(D,K ) 7→
2Cat
H∗ : 2Fun(Biv
op
D
,1PShK )
⇒ H : Biv(D,K ) 7→
2Cat
F : Bivop
D
, α :Kop 7→
2Cat
BivD(F,K (α,H−))
Now, substituting F via y∓
D
and applying the bivariant Yoneda lemma 3.6.7, we obtain:
Span extension, commutativity.
H : Biv(D,K ) 7→
1Cat
β :D (±, r), α :Kop 7→
2Cat
ev : BivD
(
y∓Dβ, K (α,H−)
)
∼=K (α,Hβ).
where the reader will notice that the level of functoriality in H has reduced to 1, because this is
what the Yoneda lemma makes available. In particular, for each H the restriction of H∗ to y∓(D)
has image in K . In diagrammatic terms, this is providing us with the large commuting triangle
in the diagram of 1-categories
Biv(D,K )

y2
K
◦−

Spex
,,❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩❩
❩ 2Fun(y∓(D),K )


−◦y∓
Doo
Biv(D,1PSh(K )) 2Fun(y∓(D),1PSh(K ))oo 2Fun(Bivop
D
,1PSh(K ))oo
wherein the left-hand square is a pullback, and so Spex lifts uniquely to a section of (−◦y∓
D
).
3.8.10 (Local picture). It remains to compute the action of H∗ on mapping categories for fixed
x, y :D. This proceeds by precomposing the 2-natural transformation
z : y∓(D) 7→
2Cat
y∓(D)(x, z) →
1Cat
K (H∗x,H∗z)
(justified in 2.4.6) with y∓
D
to obtain (3.2.2) a bivariant natural transformation
y :D (±, r) 7→ y∓(D)(x, y) →
1Cat
K (Hx,Hy)
that sends idx to idHx. Since the local representation of spans is uniquely characterised by this
property, this completes the proof.
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3.9 Omake: composition of correspondences
In this section we relate composition of correspondences by taking fibre product of the kernels to
composition in the image of a bivariant functor.
In particular, if K is a category of correspondences in the sense of Def. 3.7.3, then under
the resulting identification of K∆
1
with SpanD,1, composition in K can be identified with the
composition law of the Segal object SpanD,• studied in [DK19, GR17].
3.9.1 (Local action by spans). In the case K = 1Cat, we can curry the local representation of spans
to obtain a local action
Local action by spans.
αH : CorrD(x, y)×Hx→Hy
for each x, y : D. We will compare its action on the Yoneda embedding with composition of spans
and with composition in the image of a bivariant functor.
3.9.2 (Action of spans on themselves versus composition of spans). We begin by identifying com-
position of spans with the local representation of spans by the bivariant Yoneda embedding itself:
(q, p) : CorrD(x, y) 7→ q!p
! : y∓D y→ y
∓
Dx
⇒ z :D (±), (q, p) : CorrD(x, y) 7→ q!p
! : CorrD(y, z)→CorrD(x, z)
⇒ (q′, p′) : CorrD(y, z), (q, p) : CorrD(x, y) 7→ q!p
!(q′, p′) : CorrD(x, z)
(note the arrow reversal in the first line because the target of y∓
D
is Bivop
D
rather than BivD). We
know — cf. the discussion in the proof of Lemma 3.6.3 — that q!p!(q′, p′) is computed by the roof
of the pullback diagram
·

❅❅
❅❅
❅❅
❅❅
⑦⑦
⑦⑦
⑦⑦
⑦⑦
·
q

❃❃
❃❃
❃❃
❃❃
p
  
  
  
  
·
q′

❃❃
❃❃
❃❃
❃❃
p′
  
  
  
  
x y z
so that q!p!(p′, q′) is indeed the composite of the two spans.
3.9.3 (Action of spans on maps in K versus composition in K ). Let x :D. The 2-functor K→ 1Cat
corepresented by x yields a commuting triangle
D //
""❊
❊❊
❊❊
❊❊
❊ K
K(Hx,−)

1Cat
from which we obtain, by functoriality of the local representation of spans (3.7.2), a triangle
CorrD(y, z) //
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯
K (Hy,Hz)

1Fun[K (Hx,Hy),K (Hx,Hz)]
where the vertical arrow is the composition law in the 2-category K .
45
Pulling K (Hx,Hy) out of the target, recover
CorrD(y, z)×K (Hx,Hy)
α //
(H, id)

K (Hx,Hz)
K (Hy,Hz)×K (Hx,Hy)
◦
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in which the upper arrow is the local action by correspondences on the functor K (H−,Hz) and the
lower is composition in K .
3.9.4 Proposition (Composition). Let H :D→K be a bivariant functor. The local action by spans
intertwines composition of spans by fibre product with composition in K, i.e. there is a commuting
diagram
CorrD(y, z)×CorrD(x, y)
f.p.
//

CorrD(x, z)

K (Hy,Hz)×K (Hx,Hy) ◦ // K (Hx,Hz)
of 1-categories. In particular, if H exhibits K is a 2-category of correspondences for D, then compo-
sition in K can be identified with composition of spans.
Proof. Applying the local action to the local representation CorrD(x,−)→K (Hx,H−) yields a com-
muting square
CorrD(y, z)×CorrD(x, y)
αyx
//

CorrD(x, z)

CorrD(y, z)×K (Hx,Hy)
αyHx
// K (Hx,Hz)
where, by 3.9.2, the top arrow is identified with the fibre product composite of spans. Now stack
this square on top of the commuting triangle from 3.9.3.
3.9.5 Aside. Because the action of spans on themselves (3.9.2) is itself a morphism of bivariant
functors, we can apply the naturality of the local action to obtain a square
CorrD(y, z)×CorrD(x, y)×CorrD(w, x) //

CorrD(x, z)×CorrD(w, x)

CorrD(y, z)×CorrD(w, y) // CorrD(w, z)
exhibiting the associativity of composition. Continuing in this way, one imagines that the entire
coherently associative structure of the Yoneda image can be reconstructed, and compared to fibre
products of spans, explicitly. I will not expand on this further here.
4 Universal property (†)
We wish to prove that the extension constructed in §3.8 of a bivariant functor of D to a 2-functor of
CorrD is unique, hence obtaining a universal mapping property for CorrD in the form of Theorem
4.2.6. This is the same as proving the naturality of this extension for change of target category
K . Sadly, this statement appears not to be quite within the scope of 2-category theory as it
has currently been established, and so the arguments of this section are hypothetical — more
precisely, conditional on a special case of the 2-dimensional Grothendieck construction discussed
below §4.1.
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The main difficulty is that we have few methods at our disposal for constructing 2-natural
transformations. Via the Grothendieck construction, we can transform this problem — at least
for 2-functors into 1Cat — into a problem of constructing 2-functors over a base, for which the
methods, although still scarce, turn out to be sufficient.
A reminder: so far, we have only shown that bivariant extensions exist, and that correspon-
dences are unique up to equivalence, but not up to unique equivalence.
4.1 2-categorical Grothendieck integration
In fact, we only need to know the construction for fibrations in 2-categories over a 1-category.
4.1.1 (2-Cartesian fibrations). The notion of 2-Cartesian fibration of 2-categories and 2-Cartesian
transformations are defined in [GR17, Def. 11.1.1.2], and the dual notions of 2-co-Cartesian fi-
brations in [GR17, (11.1.3.1)]. Since we only use the Grothendieck construction for fibrations in
2-categories whose base is a 1-category, I reproduce this special case of the definition here: a func-
tor E→D is a 2-co-Cartesian fibration if for each f : x→ y in D and e :Ex there is a 2-co-Cartesian
lift of f with target e, that is, a morphism fe : e→ f!e over f such that the induced square
E( f!e,−)
−◦ fe //

E(e,−)

D(y, p−)
−◦ f
// D(x, p−)
is a pullback of 1-categories. The category of 2-Cartesian fibrations and 2-Cartesian transforma-
tions over D : 2Cat forms a subcategory 2CartD of the slice 2Cat ↓D of 2-categories over D.
4.1.2 Hypothesis. There exists a natural equivalence of the form:
[Grothendieck construction, 2-categorical]
D : 2Catop 7→
1Cat
∫
: 2PSh(D) ∼=
2Cat
2CartD :
∏
.
that restricts to the identity functor of 2Cat over D = 1.
4.1.3 Aside. When using this hypothesis, the 1-categorical Grothendieck construction invoked
throughout the paper should be the restriction of this one to fibrations in 1-categories over D :
1Cat.
4.1.4 (Epistemological status of 2-dimensional Grothendieck integration). The formula 4.1.2 has
exactly the same form form as [GR17, Thm. 11.1.1.8(b)]. Moreover, the equivalence given restricts
to id2Cat over D = 1, and to the 1-categorical Grothendieck construction 2.6.1 over 1Cat. As
with all statements in op. cit, it can at best be regarded as conditional on the list of unproved
statements [GR17, §10.0.4].
A form of 2-categorical Grothendieck construction also appears in [Lur09b, Prop. 3.4.18]. How-
ever, its functoriality in D is only established for morphisms satisfying certain conditions, among
which exponentability. Since functors from ∆0 and ∆1 are not generally exponentiable, it is not
possible to use the arguments of 2.6.3 to conclude that Lurie’s construction really does ‘what we
think it does’. Undoubtedly, the same conclusions can be extracted directly from the nuts and
bolts of the (intricate) construction, but it is beyond the scope of the present paper to do this.
Furthermore, it is not straightforward to relate one side the equivalence given to the notion
of 2-Cartesian fibration used here and in [GR17]; hence, Lurie’s result does not seem to be conve-
nient for use in the present context.
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A somewhat incidental consequence of this hypothesis is that it allows us to construct sub-
categories by specification 2-functorially. This can be used, for example, to define Biv(−,−) as a
2-bifunctor of 1Cat+r×2Cat.
4.1.5 Proposition (2-subfunctors (†)). Let F : D→ 2Cat be a 2-functor. Suppose that for each
x : D we are given a subcategory G(x) ⊆ F(x), such that for each x→ y, the image of G(x)→ F(y)
lies in G(y). Then there is a unique 2-functor G : D→ 2Cat and 2-natural transformation G→ F
inducing the inclusion G(x)⊆ F(x) for each x : D.
4.2 Spans on a family of bivariant functors
We invoke our hypothetical 2-dimensional Grothendieck construction 4.1.2 in the proof of Theo-
rem 4.2.6 to construct a universal fibration over BivD . In this section and from now on, CorrD
stands for a 2-category of correspondences for D, whichmay as well be the bivariant Yoneda image
of D.
4.2.1 Proposition (Span extension in families). Let D : 1Cat+r, I : 1Cat, and K : 2CartI . Suppose
given a commuting triangle
D× I
H //
prI
""❉
❉❉
❉❉
❉❉
❉❉
K
π
⑧⑧
⑧⑧
⑧⑧
⑧⑧
I
where H is right bivariant with base change. Then this triangle can be embedded in a commuting
diagram in 2Cat:
D× I
i×idI
▲▲▲
▲
%%▲▲
▲▲
H //

✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿ K
π
✞✞
✞✞
✞✞
✞✞
✞✞
✞✞
✞✞
✞✞
CorrD × I
prI

H′✉✉✉✉
::✉✉✉✉
I
where H′ is a 2-co-Cartesian transformation over I.
Proof. We factor H through its span extension Spex(H) : CorrD×I → K (§3.8). This fits into a
diagram
D× I
%%❑
❑❑
❑❑
❑❑
❑❑
❑
H //

✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾ K
π
✠✠
✠✠
✠✠
✠✠
✠✠
✠✠
✠✠
✠✠
CorrD×I
π◦H′

Spex(H)
::✈✈✈✈✈✈✈✈✈
I
whose outer triangle commutes by hypothesis, the top because Spex(H) factorises H, and whose
lower right triangle commutes by construction. The lower left triangle is the composite of the
other three.
We get a diagram of the promised form by finding a projection CorrD×I → CorrD which, to-
gether with π◦H′, decomposes the domain as a product. This is provided by Lemma 4.2.3. That
H′ is a co-Cartesian transformation is Lemma 4.2.5.
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4.2.2 (Product structure). The evident maps from D× I to CorrD and I = CorrI (recall that SI =
{isos}) are both bivariant, and so the work of §3.8 gives us span extensions
Spex(pr′D) : CorrD×I →CorrD Spex(prI ) : CorrD×I → I
where pr′
D
is the composite of projection on D with the embedding D ⊆ CorrD . These exhibit
CorrD×I as a product CorrD × I. Indeed, by recognition of products (Lemma 2.3.6), it is enough to
show that the projections induce decompositions:
0) Ob(CorrD×I)∼=Ob(CorrD)×Ob(I);
1) CorrD×I((x, i), (y, j))∼=CorrD(x, y)× I(i, j) for each x, y : CorrD and i, j : I.
The first statement is clear, since both sides are equal to Ob(D×I)=Ob(D)×Ob(I). For the second,
the map we are looking at is the local representation of correspondences which, following example
3.7.8, is the fibre of the map
(D× I)Λ→DΛ× IΛ ∼=DΛ× I
given by functoriality of (−)Λ over the given source and target. This map is invertible because
exponentiation commutes with limits.
4.2.3 Lemma. In the context of Proposition 4.2.1, let H′ : CorrD×I → K be an extension of H that
acts on mapping 1-categories through the local representation of spans. The induced 2-functor
(
Spex(pr′D), π◦H
′
)
: CorrD×I →CorrD × I
is an equivalence of 2-categories.
Proof. Again, use recognition of products (Lemma 2.3.6) to reduce to separate questions about
spaces of objects and mapping 1-categories. The former statement is immediate, as the space of
objects of CorrD×I is the same as that of D× I.
For the latter, the compatibility (3.7.2) of the local representation of spans with change of
target category gives a commuting triangle
CorrD×I((x, i), (y, j)) //

K (H(x, i),H(y, j))
tt❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥❥
❥
I(i, j)
where the vertical map is the local projection described in 4.2.2.
4.2.4 Aside. Note that we did not actually invoke the product decomposition of CorrD×I obtained
in 4.2.2 directly, but only the local decomposition of its mapping categories. The projection
Spex(prI ) : CorrD×I → I obtained there is not a priori identified with π◦Spex(H). However, such
an identification does follow a posteriori from unicity, which we establish below.
4.2.5 Lemma (Spans on a co-Cartesian family). Suppose that K→ I is a 2-co-Cartesian fibration
and D×I→K is a 2-co-Cartesian transformation. Then H′ is also a 2-co-Cartesian transformation.
Proof. Since CorrD×I is a product by Lemma 4.2.3, we are just checking that all arrows in I-slices,
that is, of the form (x, i)
idx×φ
−→ (x, j), are mapped to 2-co-Cartesian arrows in K . All such arrows
are in the image of D × I, so this follows from the fact that H′ is an extension of H, which is a
2-co-Cartesian transformation by hypothesis.
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4.2.6 Theorem (Universal property of correspondences (†)). A 2-category of correspondences is a
3-universal bivariant extension. There is a unique 1-functor
Corr : 1Cat+r→ 2Cat
equipped with a natural transformation h : ι→Corr, where ι : 1Cat+r→ 2Cat forgets the marking,
such that hD :D→CorrD is a category of correspondences for each D : 1Cat+r.
Proof. Applying 2-dimensional Grothendieck integration to the tautological 1-natural transfor-
mation
[H :D→K ] :BivD 7→ H :D →
2Cat
K
of functors BivD → 2Cat (recall (3.3.3) that we consider BivD as a 1-category), we obtain a 2-co-
Cartesian transformation:
D×BivD //
%%❑
❑❑
❑❑
❑❑
❑❑
❑
∫
(H,K):BivD K
xxqqq
qqq
qqq
q
BivD
Plugging this triangle into Proposition 4.2.1 we embed this in an extended diagram
D×BivD //
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖ CorrD ×BivD
prBivD

//
∫
(H,K):BivD K
vv♥♥♥
♥♥♥
♥♥♥
♥♥♥
BivD
of 2-co-Cartesian transformations. We now reverse the Grothendieck construction to obtain a
pointwise bivariant natural transformation from the constant functor BivD → BivD with value
D→CorrD into the identity functor. This shows that it is 1-universal. Lemma 3.3.4 then gives us
Corr as a 1-functor and 3-universality.
4.2.7 Corollary (Unicity of correspondences). Categories of correspondences are unique.
Proof. Because they are universal.
4.3 Correspondences and Cartesian fibrations
In this section we study a generalisation of the families of bivariant functors studied in §4.2 in
which the source category D is also allowed to vary. We will apply this in the proof of Theorem
4.4.8, an oplax monoidal generalisation of 4.2.6.
4.3.1 Proposition (Integral of a family of markings with base change). Let D : I→ 1Cat+r be a
1-functor, and mark the contravariant Grothendieck integral p :
∫
I D→ I
op with the union of the
markings of the fibres. This marking has base change, and the inclusion of each fibre preserves
base change.
Proof. If u : i → j is a morphism in I and f : x → y belongs to SD j , then it follows from the
Cartesian properties that
u!x
ux //
u! f

x

u!y
uy // y
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is a fibre product in
∫
I D. That is, the pullback u
! f of f belongs to SD i .
It remains to show that a pullback of an element of SD i in its fibre remains a pullback in the
total space of the fibration. Let x×y z : D i be such a pullback, and let w be a cone in
∫
I D over
x→ y← z. All projections from w map to the same morphism u in the base. Pulling back along u
we identify the two squares
Mapu(w, x×y z) //

Mapu(w, x)

Mappw(w,u
!(x×y z)) //

Mappw(w,u
!x)

Mapu(w, z) // Mapu(w, z)
∼=
Mappw(w,u
!z) // Mappw(w,u
!z)
and since u! preserves pullbacks of elements of S, the right square is a pullback, so the left square
is too. The result follows now from Map(w, x×y z)=
∐
u:pw→pxMapu(w, x×y z).
4.3.2 Proposition (Integral of a family of bivariant functors with base change). Let H :D→K be
an I-indexed family of right bivariant functors with base change. Then
∫
IH :
∫
I D→
∫
I K is right
bivariant with base change.
Proof. Because marked arrows of
∫
I D are contained in fibres of p, bivariance of
∫
I H can itself
be checked on fibres, as can base change along a map contained in a fibre (which by Prop. 4.3.1
remains a base change in
∫
I D). It remains to check base change of, say, [ f : x→ y] ∈ S, along a
Cartesian arrow uy : u!y→ y over u : i→ j. After identifying u!Hi ∼=H ju!, we must check that the
square
u!Hix //
u!( f!)

H jx
f!

u!Hi y // H j y
is Beck-Chevalley. This follows by factorising the construction of the conjugate mapping over
u!H j y //
❍❍
❍❍
❍❍
❍❍
❍
❍❍
❍
❍
⇐
))
u!H jx

((
u!H j y
))
H j y //
❉❉
❉❉
❉❉
❉❉
H jx

❉❉
❉❉
❉❉
❉❉
H j y // H jx
⇐
⇐
in which the diamond on the right is commutative by the zig zag identities for the adjunction
f! ⊣ f
!.
4.3.3 Lemma (Spans on a co-Cartesian fibration). The induced projection Spex(p) : Corr(
∫
I D)→ I
is a 2-Cartesian fibration with 2-Cartesian arrows the images of those in
∫
I D.
Proof. If u : x→ y is a Cartesian arrow in
∫
I D, then we wish to prove that
Corr(w, x) u
y◦− //

Corr(w, y)

I(pw, px) // I(pw, py)
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is a pullback in 1Cat for each w :D, where CorrD(−,−)→ I(p−, p−) is the induced representation,
which by Example 3.7.8 is induced by functoriality of (−)Λ.
Observe that because IΛ ∼= I∆
1
the induced representation DΛ → IΛ = I∆
1
factors through
projection DΛ→D∆
1
on the right-way map. We may therefore factor the above square as:
{w}×D D∆
♯
×D D
∆1 ×D {x}

// {w}×D D∆
♯
×D D
∆1 ×D {y}

D∆
1
×D {x} //

D∆
1
×D {y}

I(pw, px) // I(pw, py)
Now, the upper square is Cartesian because it is obtained by pullback along tar : {w}×D D∆
♯
→D,
and the lower is Cartesian because uy is a Cartesian arrow in D.
4.3.4 Proposition (Correspondences commute with Grothendieck integration). The integral of
the universal bivariant extension ∫
I h :
∫
I D→
∫
ICorrD
is itself a universal bivariant extension.
If g :
∫
I D→ K is a bivariant functor over I, and g preserves the set of arrows Cartesian over
some fixed arrow φ : I, then so too does the span extension
∫
ICorrD→K of g.
Proof. By Proposition 4.3.2,
∫
I h is bivariant, and so we deduce from the universal property of
correspondences (Thm. 4.2.6) a commuting diagram
D i

// Corr(D i)

Corr(D i)
∫
I D
//
%%❑
❑❑
❑❑
❑❑
❑❑
❑❑
Corr(
∫
I D)
Spex
∫
I h//

∫
ICorrD
xx♣♣♣
♣♣♣
♣♣♣
♣♣♣
I
(for any i : I). By the top-right square, the restriction of Spex(
∫
I h) to each fibre is an isomorphism.
Since by Lemma 4.3.3, Corr(
∫
I D) is 2-Cartesian fibred over I, we deduce that Spex(
∫
I h) is an
equivalence. The last statement follows because the Cartesian arrows in
∫
I CorrD are exactly the
images of Cartesian arrows in D.
4.3.5 Aside. The results of this section admit dual statements for co-Cartesian fibrations inmarked
categories with collar change and right bivariant functors with collar change.
4.4 Monoidal structure
To upgrade Theorem 4.2.6 to a monoidal version we just need it to work in families indexed by
the commutative operad. We laid the groundwork for this in §3.3.
4.4.1 (Commutative monoids). Let Fin denote the category of finite sets. When necessary, we
consider Fin as a marked category with base change by marking all morphisms. A commutative
monoid in a 1-category C is the data of a product-preserving 1-functor c1Corr(Fin)→ C. (Note
that c1Corr(Fin) is 2-truncated, hence we consider it here as a (2,1)-category.) The 1-category of
commutative monoids in C is denoted CMon(C).
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(This is not the same definition as the one that appears in [Lur16], but is equivalent via a
natural embedding of Segal’s category Γ into c1Corr(Fin). Although this equivalence seems to be
well-known, I couldn’t find a reference.)
4.4.2 (Enrichment, tensoring, and powering of commutative monoids). Let K be an n-category
with finite products. The 1-category CMon(K ) of commutative monoids in K inherits an n-
categorical enrichment as a full n-subcategory of nFun(c1Corr(Fin),K ).
Similarly, if K is powered over (n−1)Cat, and this powering preserves limits, then CMon(K )
too inherits a powering in the same manner.
In the case K = nCat we write nFun⊗(−,−) for mapping spaces in CMon(nCat). The (n+1)-
functor nFun⊗(A,−) : nCat⊗→ nCat is powered over nCat by the argument of 2.4.11. This makes
the bootstrap argument of Lemma 2.4.9 available in the monoidal setting.
4.4.3 (Marked symmetric monoidal categories and base change). A commutative monoid in 1Cat+
consists of the data of a symmetric monoidal category (D,⊗) equipped with a marking SD of D
which is stable under tensor product.
It is further a commutative monoid in the subcategory 1Cat+r if SD has base change and
pullbacks of members of SD are preserved by tensor product. This condition is satisfied, for
example, in Cartesian monoidal structures (with any marking) — compare example 4.4.9.
A symmetric monoidal bivariant functor (with base change) D→ K is a symmetric monoidal
functor (D,⊗)→ (K ,⊗) whose underlying functor is bivariant (with base change). A symmetric
monoidal base change exact natural transformation is a symmetric monoidal natural transforma-
tion (between symmetric monoidal bivariant functors) whose underlying natural transformation
is base change exact. The subcategory of 2Fun⊗(D,K ) spanned by bivariant functors with base
change and base change exact natural transformations is denoted Biv⊗(D,K ).
4.4.4 Definition (Monoidal universality). A symmetric monoidal functor D→ K is said to be an
n-universal monoidal bivariant extension, where n : {1,2,3}, if it induces an n-natural equivalence
2Fun⊗(K ,K ′)→˜Biv⊗(D,K ′)
for any K ′ : 2Cat. In other words, H is universal if it is universal as a c1Corr(Fin)-indexed family
of bivariant extensions in the sense of Def. 3.3.2.
4.4.5 Lemma (Correspondences commutes with limits). The 1-functor Corr : 1Cat+r→ 2Cat pre-
serves limits.
Proof. Let D : I→ 1Cat+r be a 1-functor. Since Ob(limi:I D i)= limi:I (Ob(D i))= limi:I (Ob(CorrD i )),
it will suffice to check the statement on mapping spaces. That is, for x, y : limi:I D i, we have
Corr
(
lim
i:I
D i
)
(x, y)= lim
i:I
CorrD i (x¯, y¯)
where x¯ etc. denotes the relevant projection of x. This follows from the fact that these 1-categories
are naturally fibres of the universal fibration DΛ
i
→D i×D i, and this construction, being an expo-
nential, commutes with limits.
4.4.6 Theorem (Monoidal universality). Let D : CMon(1Cat+r) and let h : D → CorrD be a 2-
category of correspondences. There is a unique symmetric monoidal structure on CorrD and exten-
sion of h to a symmetric monoidal functor (D,⊗)→ (CorrD ,⊗), and this functor is a 3-universal
symmetric monoidal bivariant extension.
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There is a unique 1-functor
Corr⊗ : CMon(1Cat+r)→CMon(2Cat)
equipped with a symmetric monoidal natural transformation h from the forget-the-marking func-
tor such that for each D : CMon(1Cat+r), hD :D→ CorrD is a category of correspondences. More-
over, h is a 3-universal symmetric monoidal bivariant extension.
Proof. First, 3-universal symmetric monoidal extensions exist by Theorem 4.2.6 and Lemma
3.3.4. For the uniqueness of the monoidal structure, we must prove that the fibre of
D×− ↓ 2Fun(Corr(Fin),2Cat) → D×− ↓ 2Fun(Finop,2Cat) ∼= D ↓ 2Cat
over h is contractible. Because h : D → CorrD is universal, it has no endomorphisms, i.e. {h} ⊂
D ↓ 2Cat is a full subcategory. The fibre over h is therefore also a full subcategory of D×− ↓
2Fun(Corr(Fin),2Cat). By Lemmas 4.4.5 and 3.3.4, it is exactly the subcategory consisting of
3-universal symmetric monoidal extensions.
The second statement follows in much the same way, but applied to the universal family over
CMon(1Cat+r)×Corr(Fin).
4.4.7 (Extension: oplax symmetric monoidal functors). An oplax symmetric monoidal 2-functor
between monoidal 2-categories (C,⊗) and (D,⊗) is defined, using the contravariant Grothendieck
construction, to be a commutative triangle
∫
Corr(Fin)C
⊗ //
''PP
PPP
PPP
PPP
∫
Corr(Fin)D
⊗
ww♥♥♥
♥♥♥
♥♥♥
♥♥
Corr(Fin)op
in 2Catwhose restriction to the subcategoryFin⊂Corr(Fin)op of inert morphisms is a 2-Cartesian
transformation. (Presumably, this notion forms part of a theory of 2-co-operads into which I dare
not delve further here.)
An oplax symmetric monoidal 2-functor h :D→K is an n-universal oplax symmetric monoidal
bivariant extension if restriction induces an (n−1)-equivalence
2Funoplax−⊗(K ,K ′)→˜Bivoplax−⊗(D,K ′)
for any symmetric monoidal 2-category K ′. Here, of course, Bivoplax−⊗ is the category of oplax
symmetric monoidal functors whose underlying functor is bivariant.
4.4.8 Theorem. The universal symmetric monoidal bivariant extension is also a universal oplax
symmetric monoidal bivariant extension.
Proof. This is a special case of Proposition 4.3.4 with I =Corr(Fin) and D =D⊗.
4.4.9 Example (Spans operad). Suppose that D is finitely complete. Then [Lur16, §2.4.1] endows
D with a Cartesian symmetric monoidal structure (D,×). Because products commute with other
limits, equipping it with the maximal marking makes it an object of CMon(1Cat+r).
Applying Theorem 4.4.6, we obtain a symmetric monoidal structure on CorrD compatible with
the inclusion (D,×)→ (CorrD ,⊗). Beware that the induced operation is not usually the product in
CorrD . Indeed, since CorrD is equivalent to its opposite, coproducts are products, and in typical
examples where these exist (like Fin) it is given by the coproduct in the underlying category. See
also [Toë13, §2] for more details.
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This monoidal structure is discussed in [Hau14], where it is shown that all objects are actually
self-dual with evaluation and coevaluation each given by the correspondence
X

❅❅
❅❅
❅❅
❅❅
δ
||①①
①①
①①
①①
①
X ×X pt
considered in the appropriate direction.
5 Examples
Here we finally come to some non-trivial examples of bivariant functors to which the constructions
of §§3.8, 4.2, and 4.4 can be applied. The first example, §5.1, provides an alternative presentation
of a basic construction internal to higher algebra and is therefore perhaps mainly of interest to
specialists. The second set §5.2, by contrast, come from geometry and cohomology theory. This
fertile source of bivariant constructions provides the blueprint for further development of the
theory presented in this paper.
The constructions of §5.1 and the first half of §5.2 do not depend on the conditional results
of §4. The universal property comes into play when we classify Cartesian monoidal structure
(Prop. 5.1.3) and when we need span extension to work in families for the monoidal versions of
categories of coefficients (5.2.6 onwards).
5.1 Cartesian and co-Cartesian symmetric monoidal structures
The notions of Cartesian and co-Cartesian symmetric monoidal structures [Lur16, §2.4.1] are
fundamental to symmetric monoidal∞-category theory since, as far as I know, all other examples
of symmetric monoidal structures are built out of these.
The span extension theorem provides a quick and clean method for constructing these struc-
tures, and generalises easily to Cartesian monoidal structures on n-categories. Combining it with
the monoidal universal property, we obtain an alternative characterisation (5.1.3) of when a sym-
metric monoidal structure is (co-)Cartesian.
5.1.1. Since 1Cat admits finite products, it is equivalent to the category Fun×(Finop,1Cat) of
product preserving functors into 1Cat from Finop, the free Lawvere theory on one object. This
construction associates to C : 1Cat a functor C× which takes:
• a finite set I to the category CI ;
• a map φ : I→ J to a 1-functor φ−1 : X J → X I which on objects behaves as (xi) j:J 7→(xφi)i:I .
Now if C admits finite products, resp. coproducts, then for all φ the functor φ−1 admits a right,
resp. left adjoint given by
φ∗(xi)i:I = (
∏
φi= j xi) j:J
φ!(xi)i:I = (
∐
φi= j xi) j:J
In other words, in this case the functor C× :Finop→ 1Cat is right, resp. left bivariant.
In either case, the pushforwards commute with pullbacks of finite sets, that is pushouts in
Finop, so C× has collar change. Re-orienting by taking opposites following the rules of 3.2.5, we
55
deduce two right bivariant functors with base change — in the finite products case, apply op1op2
to get
C×∗ :Fin→ 1Cat
op1op2
⇒ (C,×) : Corr(Fin) →
1Cat
1Cat
where in the second line we composed with an anti-auto-equivalence Corr(Fin) ∼= Corr(Fin)op1
and suppressed the op2 because we restricted to 1-cores. Similarly, in the finite coproducts case,
applying op1:
C×! :Fin→ 1Cat
op1
⇒ (C,⊔) : Corr(Fin) →
1Cat
1Cat.
It is straightforward to check that these monoidal structures are indeed Cartesian, resp. co-
Cartesian. For example, in the Cartesian case the unit morphism is right adjoint to C → pt,
so it is a final object as required. I omit the remaining details.
5.1.2 (Classification of (co-)Cartesian structures). The results of [Lur16, §2.4] also provide unique-
ness statements for Cartesian and co-Cartesian symmetric monoidal structures, when they exist.
Unfortunately, our results in §4.4 do not immediately allow us to recover the same statements,
because they only classify 2-functors out of Corr(Fin), not 1-functors, which is what we actually
want. For the moment, then, we do not have anything new to say about proving this statement.
Shifting perspective, however we can combine our results with those of [Lur16] to obtain a
novel characterisation of these structures:
5.1.3 Proposition (Reformulation of (co-)Cartesian condition (†)). A symmetric monoidal struc-
ture on a category C is Cartesian, resp. co-Cartesian, if and only if it extends to a symmetric
monoidal 2-functor of Corr(Fin)op2 , resp. Corr(Fin).
Proof. We will argue for the co-Cartesian case. We have seen that C× : Finop → 1Cat is right
bivariant with base change if and only if C admits finite coproducts. This holds if and only if
it extends to a 2-functor Corr(Fin)→ 1Cat; the ‘only if ’ clause is provided by span extension
and ‘if ’ is because Fin→ Corr(Fin) is bivariant. Moreover, in this case the extension is unique
(Thm. 4.4.6) and its restriction to c1Corr(Fin) is a co-Cartesian monoidal structure.
On the other hand, [Lur16, Cor. 2.4.1.9] tells us that under exactly the same condition, C
admits a unique co-Cartesian monoidal structure. By uniqueness, our symmetric monoidal 2-
functor extends this one.
5.1.4 (Cartesian symmetric monoidal n-categories). The construction of (5.1.1) extends without
change to put ‘Cartesian’ symmetric monoidal structures on n-categories with finite products (or
coproducts), provided that these are interpreted suitably as n-limits, i.e. by the condition
C(−, x× y) ∼=
(n−1)Cat
C(−, x)×C(−, y).
The existence of n-categorical finite products is equivalent to the existence of n-categorical right
adjoints to the reindexing maps φ−1 — see aside 2.8.5.
5.2 Categories of coefficients
Generally speaking, the phrase ‘categories of coefficient systems’ refers to an assignment to a class
of geometric objects X of a stable, triangulated, or Abelian category A (X ), with adjoint push-
forward and pullback functors f ∗ ⊣ f∗ associated to morphisms f , which satisfy a base change
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isomorphism. The base change isomorphism usually holds only under some restrictions on one or
other of the maps defining the fibre product.
These data form part of a more sophisticated system popularly known as the six functor for-
malism. It is discussed in the context of correspondences in [GR17, Part III, Intro.].
5.2.1 Example (Locally compact Hausdorff spaces). Let LCH denote the category of locally com-
pact Hausdorff spaces, marked with the class of proper morphisms, and A (X ) one of the following:
• the Abelian category of Abelian sheaves on X ;
• derived∞-category of cohomologically bounded below complexes of Abelian sheaves on X ;
• the category of sheaves of spaces on X ;
considered as a contravariant functor of LCH.
By the proper base change theorem [Sta, Thm. 20.18.2] (for Abelian sheaves), [Lur09a, Thm.
7.3.1.16] (for spaces), A is:
• right bivariant with base change, considered as a functor LCH→ 1Catop1 ;
• left bivariant with collar change, considered as a functor LCHop→ 1Cat.
Following the first interpretation and applying op1, we obtain a 2-functor
Spex(A ) : Corr(LCH, all, proper)→ 1Catop1
⇒ Spex(A ) : Corr(LCH, proper, all)→ 1Cat
extending A (see 3.7.6 for notation).
5.2.2 Example (Étale coefficient systems). Let Schk be the category of quasi-compact, quasi-
separated schemes over a field k of characteristic p, marked with the set of proper morphisms,
and A (X ) the derived ∞-category of complexes of étale torsion sheaves on X . Then just as in
Ex. 5.2.1, by the proper base change theorem in étale cohomology [Sta, Thm. 57.87.11] A is right
bivariant with base change if considered as a functor into 1Catop.
Dually, mark Schk now with the class of smoothmorphisms and let A pˆ ⊆A be the full subcat-
egory of sheaves with torsion prime to p, considered as a covariant functor. Then the smooth base
change theorem [Sta, Thm. 57.85.2] tells us that A pˆ : Schk → 1Cat is a right bivariant functor
with base change , hence defines a 2-functor
Spex(A pˆ) : Corr(Schk, all, smooth)→ 1Cat.
5.2.3 Example (Quasi-coherent cohomology). Let Sch be the category of all qcqs schemes, SSch
the set of flat morphisms, and QC(X ) either the Abelian category of quasi-coherent OX -modules or
the derived∞-category of quasi-coherent complexes, considered as a covariant functor of X . Then
using flat base change in quasi-coherent cohomology [Sta, Lemma 30.5.2], QC is left bivariant
with base change. Hence, we obtain a 2-functor
Spex(QC) : Corr(Sch, all, flat)op2 → 1Cat.
A version for derived stacks with perfect morphisms [BZFN10, Prop. 3.10] yields a 2-functor
Spex(QC) : Corr(Stk, perfect, all)−→ 1Cat
where Stk denotes the category of derived stacks. This admits a dual version using ind-coherent
sheaves desribed in [GR17, §5].
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5.2.4 (Upgrading the target 2-category). Most of these examples naturally take values not in
1Cat, but in some upgraded version of the same — Abelian categories, dg-categores, and their
presentable or compactly generated analogues. For Theorem 4.2.6 to give us 2-functors from
correspondences into such an upgraded target, the pullback-pushforward adjunctions must be
adjunctions in that 2-category.
If the target category K is a subcategory of 1Cat which is fully faithful on 1-cells, meaning
that K (x, y) is a full subcategory of 1Cat(x, y) for all x, y : K , then any adjunction in 1Cat be-
tween morphisms in K lifts uniquely to an adjunction in K . The Beck-Chevalley condition is also
inherited by the subcategory. This logic applies to the examples:
• Presentable categories and colimit-preserving functors;
• Compactly generated categories and colimit and compact object preserving functors;
• Abelian categories and additive, left exact, right exact, or exact functors;
• Grothendieck Abelian categories and colimit and compact object preserving functors.
For the examples taking values in complexes, one expects an upgrade to a functor taking
values in dgCat. Since this is not a subcategory of 1Cat, but rather of the 2-category of categories
enriched in complexes, the construction of the adjunction requires more attention. The Beck-
Chevalley condition, however, can still be inferred from the image in 1Cat by extensionality of
natural transformations (2.4.8).
5.2.5 Example (Abelian sheaves, revisited). Returning to Example 5.2.1: the pullback and push-
forward functors of Abelian sheaves are both right exact functors of Abelian categories, and so
they yield adjunctions in the 2-category AbCatrex of Abelian categories and right exact functors.
Hence, the spans extension upgrades to a 2-functor
Spex(A ) : Corr(LCH, proper, all)−→AbCatrex.
5.2.6 (Oplax monoidal version, Cartesian case). All of the preceding examples can be made into
oplax monoidal functors. The case where the target is 1Cat is easiest to explain: by (the opposite
of) [Lur16, Prop. 2.4.3.8], for any 1-categories with finite products C, D the forgetful map
Funoplax⊗((C,×), (D,×))→ 1Fun(C,D)
is an equivalence, so the examples of bivariant functors in 5.2.1–5.2.3 admit a unique such en-
hancement.
Now, considering 1Cat as a symmetric monoidal 2-category with the Cartesian structure dis-
cussed in 5.1.4 and applying Theorem 4.4.8, we obtain oplax symmetric monoidal functors
Spex(A pˆ) : (Corr(Schk, all, smooth),⊗)→ (1Cat,×)
Spex(QC) : (Corr(Sch, all, flat),⊗)op2 → (1Cat,×)
where ⊗ is the symmetric monoidal structure on correspondences induced by Cartesian product
in the base category (4.4.9). Here we used that op2 preserves (op)lax monoidal functors. (The case
of 5.2.1 is a bit trickier since it starts with a contravariant functor, so effectively the monoidal
structure is Cartesian on one side but co-Cartesian on the other.)
5.2.7 Aside. At least the case of quasi-coherent sheaves admits a more powerful stronglymonoidal
version where we must be more careful about the target category. For example, [BZFN10, Thm.
4.7] ought to provide a strongly monoidal 2-functor into a 2-category of presentable dg-categories
with the presentable tensor product. I will defer further discussion of this idea to a later work.
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