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Fate of Weyl semimetals in the presence of incommensurate potentials
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We investigate the effect of the incommensurate potential on Weyl semimetal, which is proposed
to be realized in ultracold atomic systems trapped in three-dimensional optical lattices. For the
system without the Fermi arc, we find that the Weyl points are robust against the incommensurate
potential and the system enters into a metallic phase only when the incommensurate potential
strength exceeds a critical value. We unveil the trastition by analysing the properties of wave
functions and the density of states as a function of the incommensurate potential strength. We also
study the system with Fermi arcs and find the Fermi arcs are sensitive against the incommensurate
potential and can be destoryed by a weak incommensurate potential.
PACS numbers: 67.85.-d, 71.30.+h, 72.15.Rn, 71.55.Ak
I. INTRODUCTION
During the past few years, considerable attention has
been paid on topological phases of matters, which include
the gapped topological insulators [1, 2] and various gap-
less systems [3, 4]. Weyl semimetal (WSM), as a typical
example of topologically nontrivial gapless systems, has
been widely studied in both theories [5–12] and experi-
ments [13–16]. A WSM is a three-dimensional topolog-
ical semimetal which has some isolated touching points
between conduction and valence bands. These touching
points, named as Weyl nodes, have definite chiralities
and can be understood as topologically protected chiral
charges. Weyl nodes with opposite chiralities in momen-
tum space can be connected by nonclosed surface states,
known as Fermi arc states [6].
The effects of disorder on Weyl semimetals [17–24] and
Dirac semimetals [25–28] have been a subject of inten-
sive study. It has been found that a WSM phase or
a Dirac semimetal phase is robust against weak disor-
der and there exist semimetal-metal-insulator quantum
phase transitions when the strength of disorder increases.
Some recent works proposed to realize the Weyl Hamilto-
nian for ultracold atoms in three-dimensional optical lat-
tices by using laser-assisted tunneling [29–36]. Besides,
cold atoms in optical lattices have been widely used to
simulate various models of topological insulators [37–41].
Particularly, by manipulating the atomic hopping config-
urations in optical lattices, the famous Harper-Hofstadter
[42] and Haldane models [43] have already been experi-
mentally realized [44–46]. On the other hand, one can
generate incommensurate optical lattices by superimpos-
ing two one-dimensional (1D) optical lattices with in-
commensurate wavelengths [47], which has been widely
applied to study the localization to delocalization tran-
sition induced by the incommensurate potential [48–59]
∗schen@iphy.ac.cn
and the experimental exploration of many-body localiza-
tion [60]. One interesting question is what is the fate of
the WSM when the incommensurate potential is intro-
duced in one direction of the three-dimensional optical
lattice for a Weyl Hamiltonian. To examine this ques-
tion, we add an additional incommensurate potential to
the proposed Weyl Hamiltonian [29] and investigate the
effect of incommensurate potential on the WSM phase.
This paper is organized as follows: in Sec. II, we in-
troduce the model of Weyl Hamiltonian with additional
incommensurate potential added in one direction of the
three-dimensional optical lattice. We firstly consider the
case in the absence of Fermi arc and investigate the
extended-localization transition of the system in the di-
rection with incommensurate potential by studying the
inverse participation ratio (IPR) of wave functions. By
analysing the change of density of states (DOS) of this
system, we demonstrate the occurrence of a transition
fromWSM to a two-dimensional metallic phase. We then
consider the case in the presence of Fermi arcs and study
the effect of incommensurate potential on the Fermi arcs.
A brief summary is given in Sec. III.
II. MODEL AND RESULTS
We consider the model described by
H0 = −
∑
m,n,l
(txe
−iφm,n,la†m+1,n,lam,n,l + tya
†
m,n+1,lam,n,l
+ tze
−iφm,n,la†m,n,l+1am,n,l +H.c.), (1)
where am,n,l (a
†
m,n,l) is the annihilation (creation) oper-
ator on the site (m,n, l), tx, ty and tz are the hopping
strengths along x, y and z directions, respectively, and
φm,n,l = (m+ n)pi (modulo 2pi). In principle, this model
can be realized in three-dimensional optical lattices by
engineering the atomic hopping configurations as pro-
posed in Ref. [29]. After applying Bloch’s theorem, one
2FIG. 1: (Color online) Dispersions of the L−th and (L+1)−th
levels of the system with (a) V = 0, (c) V = 1, (e) V = 2.1
and (g) V = 2.5 and the corresponding dispersions versus ky
with fixed kx = 0 in (b), (d), (f) and (h), respectively. Here we
consider the system with tx = ty = tz = 1 and L = 300 under
OBC in the z direction and PBC in the x and y directions.
can obtain the Hamiltonian in the momentum space
H0(k) = −2[ty cos(kya)σx + tx sin(kxa)σy
− tz cos(kza)σz ], (2)
where σx,y,z are Pauli matrices, kx, ky and kz are wave
vectors defined in the first Brillouin of an Lx×Ly×Lz cu-
bic lattice, and a is the lattice constant. For convenience,
we shall set a = 1 in the following context.
The energy spectrum of the Hamiltonian is given by
E(k) = ±2
√
t2x sin
2(kx) + t2y cos
2(ky) + t2z cos
2(kz), (3)
which consists of two bands touching at four Weyl points
(kx, ky, kz) = (0,±pi/2,±pi/2) [29]. If we take the open
boundary conditions (OBC) along the z direction and
periodic boundary conditions (PBC) in the x and y di-
rections, kz is no longer a good quantum number. Never-
theless, the upper and lower bands still touch at the Weyl
points (kx, ky) = (0,±pi/2). For simplicity, we consider
the system with Lx = Ly = Lz = L. To see the spectrum
clearly, we show the energy dispersions of the L− th and
(L + 1) − th levels for the system with tx = ty = tz = t
and L = 300 in Fig. 1(a) and the energy as a function
of ky by fixing kx = 0 in Fig. 1(b). For convenience,
we set t = 1 as the energy unit. One can find that the
dispersions around the two Weyl points are linear and
there exists no Fermi arc. Then we add quasiperiodic
potential along the z direction and the Hamiltonian can
be described by
H = H0 + V
∑
l
cos(2piαl), (4)
where α is an irrational number chosen as α = (
√
5−1)/2.
Since kx and ky are good quantum numbers with kx =
2pi
L ix and ky =
2pi
L iy, where ix = −L4 ,−L4 + 1, · · · , L4 − 1
and iy = −L2 ,−L2 +1, · · · , L2 − 1, we can still diagonalize
the Hamiltonian (4) in the momentum space of kx and
ky. By representing the n − th eigenstate as |Ψn〉 =
[ψn,1,A, ψn,1,B, ψn,2,A, ψn,2,B, · · · , ψn,L,A, ψn,L,B]T and
using H |Ψn〉 = En|Ψn〉, one can obtain the following
explicit forms:
Enψn,j,A = tz(ψn,j−1,A + ψn,j+1,A) + V cos(2piαj)ψn,j,A + (−2ty cos ky + 2itx sinkx)ψn,j,B,
Enψn,j,B = −tz(ψn,j−1,B + ψn,j+1,B) + (−2ty cos ky − 2itx sinkx)ψn,j,A + V cos(2piαj)ψn,j,B , (5)
where En is the n-th eigenvalue of the system and j repre-
sents the j−th layer along the zˆ direction. Given a group
of values of fixed kx and ky, the eigenvalue problem of
the Hamiltonian (4) reduces to diagonalize a 2L×2Lma-
trix. By solving Eq. (5), we can get the energy dispersion
En(kx, ky) for various V and study the change of energy
spectrum. In Fig. 1(c)-(h), we present dispersions of the
L− th and (L+1)− th levels for the system with V = 1,
2.1 and 2.5, respectively. In Fig. 1(c), (e), (g), we show
En(kx, ky) versus kx and ky, and in Fig. 1(d), (f), (h) the
corresponding En as a function of ky with fixed kx = 0.
While the Weyl points at (kx, ky) = (0,±pi/2) are not
destroyed when the incommensurate potential strength
is not so strong, e.g., V = 1 as shown in Fig. 1(c) and
3(d), the spectrum structure is completely changed when
V = 2.5, as shown in Fig. 1(g) and (h).
To investigate the extended-localization transition in
the z direction, we introduce the IPR [61, 62] of the sys-
tem with fixed kx and ky, which is defined as
IPR =
∑
j
(ψ2n,j,A + ψ
2
n,j,B)
2 (6)
for a normalized wave function Ψn. The IPR is a useful
quantity to characterize the delocalization-localization
transition of a disorder or an incommensurate system.
The IPR approaches to zero in the thermodynamic limit
for an extended state, but tends to a finite value of O(1)
for a localized state. We further define the mean IPR as
MIPR =
1
2L
2L∑
n=1
∑
j
(ψ2n,j,A + ψ
2
n,j,B)
2, (7)
which is the average of IPRs for all the eigenstates. We
display the IPR of the L − th eigenstate in Fig. 2(a)
and the MIPR in Fig. 2(b) as a function of kx and ky
for V = 1.9. It is shown that states around (kx, ky) =
(0,±pi/2) are still in extended states, whereas states in
the corner and side regimes of momentum space already
become localized in the z direction, i.e., states around
(kx, ky) = (0,±pi/2) are harder to become localized than
states in the other regimes. In order to localize the states
around the Weyl points, one needs to increase the incom-
mensurate potential strength V . This property can be
further clarified from Fig. 2(c) and Fig. 2(d), which show
the IPR of the L− th eigenstate and MIPR as a function
of kx and V with the fixed ky =
pi
2
, respectively. Sim-
ilarly, in Fig. 2(e) and Fig. 2(f), we show the IPR and
MIPR as a function of ky and V by fixing kx = 0. From
these figures, we see that some eigenstates become local-
ized along the z direction when V increases over about
0.4, however states around (kx, ky) = (0,±pi/2) become
localized when V > 2. This phenomenon can be intu-
itively understood by observing Eq. (5). Given fixed kx
and ky , Eq. (5) can be viewed as describing an effective
1D tight-binding model with the incommensurate poten-
tial. The effective hopping strengths between the A and
B sublattices depend on the values of kx and ky. When
kx = 0 and ky = ±pi2 , the effective hopping strengths
between two sublattices are zero, and the model can be
mapped to two decoupled 1D Aubry-Andre´ (AA) models
[48]. It is well known that all single particle states in the
AA model are extended when V < 2, whereas they are
localized when V > 2. This is consistent with our result
that all eigenstates are localized along the z direction
when V > 2.
To further see how the WSM is changed against the
increasing of incommensurate potential, we calculate the
FIG. 2: (Color online) (a) IPR and (b) MIPR as a function
of kx and ky with fixed V = 1.9. (c) IPR and (d) MIPR as
a function of kx and V with fixed ky =
pi
2
. (e) IPR and (f)
MIPR as a function of ky and V with fixed kx = 0. The
lattice size is L = 300 and tx = ty = tz = 1.
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FIG. 3: (Color online) (a) ρ(0) versus V for different lattice
size L with fixed σ = 0.02. (b) DOS with L = 300 as a func-
tion of energy for various values of incommensurate potential
strength V . Here tx = ty = tz = 1.
4FIG. 4: (Color online) (a) The projection of dispersions of
L− th and (L+1)− th levels of the system with V = 2.5 and
tx = ty = tz = 1 on the ky − E plane. (b) The cross section
of energy dispersion E(kx, ky) at E = 0± 0.001.
DOS, which is defined as
ρ(E) =
1
L3
L3∑
i=1
δ(E − Ei)
=
1
L3
2L∑
l=1
L
4
−1∑
ix=−L4
L
2
−1∑
iy=−L2
δ(E − El,ix,iy ). (8)
Here El,ix,iy is the l− th eigenstate with fixed kx = 2piL ix
and ky =
2pi
L iy. To numerically calculate δ(E − Ei), we
make an approximation by replacing the function of δ(x)
by a Gaussian function 1√
piσ2
exp(− x2σ2 ) [63], which ap-
proaches the δ-function exactly when σ → 0. The WSM
is characterized by the DOS ρ(E) ∼ |E|2 [23], which gives
rise to ρ(0) = 0. On the other hand, the DOS ρ(0) be-
comes finite if the system enters into a metallic phase. So
ρ(0) can give signatures of the transition from a WSM
to metal phase. Fig. 3(a) gives the DOS at zero energy
as a function of incommensurate potential strength for
different L. It is shown that the transition point isn’t
sensitive to the lattice size when L > 50, so it is reliable
to choose L = 300. From Fig. 3(a), the WSM-metal tran-
sition point can be found at about V = 2.3. Fig. 3(b)
shows the DOS with L = 300 as a function of energy
for various values of V . For V = 0, ρ(E) ∼ |E|2. This
relation holds true in the region of |E| ∼ 0 even in the
presence of a finite V and we have ρ(0) = 0 as long as
V is less than 2.3. Such a relation no longer holds true
when V is larger than Vc = 2.3, as ρ(0) rapidly increases
and becomes finite once V > Vc.
The change of DOS is closely related to the change of
spectrum structure of the system. We find that the struc-
ture of the energy dispersion E(kx, ky) does not change
dramatically at V = 2, even all eigenstates become lo-
calized in the z direction when V > 2. For example, as
shown in Fig. 1(e) and (f), for V = 2.1, the Weyl points
don’t disappear and the dispersion relation is still lin-
ear near the Weyl points. However, when increasing V
further to exceed Vc, for example V = 2.5 as shown in
Fig. 1(g) and Fig. 1(h), one can find the touched seg-
ment of the L− th and (L+ 1)− th levels of this system
no longer has a similar structure of Weyl points. To be
clear, we show the spectrums of L− th and (L+ 1)− th
levels projected onto the ky−E plane in Fig. 4(a) and the
cross section at E = 0± 0.001 (with considering the size
effect) in Fig. 4(b). It is clear that the two-band touched
segment is no longer composed of some single points and
there exist many states for E = 0, i.e., ρ(0) becomes a fi-
nite value. Correspondingly, the system becomes a metal.
In this metal phase, we note that the wave functions in
the z direction are localized but the wave functions in
the x and y directions are extended, i.e., the system can
be viewed as a two-dimensional metal.
If we take OBC in the xˆ − yˆ direction and PBC in
the zˆ and xˆ + yˆ directions, k||(xˆ + yˆ) and kz are good
quantum numbers and the Weyl points on the (k||, kz)
plane are at (k||, kz) = (± pi2√2 ,±
pi
2
), which are connected
with Fermi arcs [29]. We set L|| = Lxˆ−yˆ = L = 300
and add incommensurate potential V cos(2piαm) along
the xˆ− yˆ direction, where m represents the m− th layer
along the xˆ − yˆ direction. By using a similar method as
the case in the absence of Fermi arc, we can obtain the
following eigen-equations:
Enψn,j,A =(−tyeik||/
√
2 − txe−ik||/
√
2)ψn,j−1,B + [2tz cos kz + V cos(2piαj)]ψn,j,A
+ (−tye−ik||/
√
2 + txe
ik||/
√
2)ψn,j,B ,
Enψn,j,B =(−tye−ik||/
√
2 − txeik||/
√
2)ψn,j+1,A + (−tyeik||/
√
2 + txe
−ik||/
√
2)ψn,j,A
+ [−2tz cos kz + V cos(2piαj)]ψn,j,B,
(9)
where k|| belongs to [−pi/
√
2, pi/
√
2), kz belongs to
[−pi, pi) and j represents the j − th layer along the xˆ− yˆ
direction.
In Fig. 5(a), we display the energy dispersion of the
L − th and (L + 1) − th levels of the system with
tx = ty = tz = 1 and V = 0, and in Fig. 5(b) the spec-
5FIG. 5: (Color online) (a) Dispersions of the L− th and (L+
1) − th levels of the system with V = 0. (b)-(d) Dispersions
of the L− th and (L+ 1)− th levels as a function of k|| with
fixed kz =
pi
2
for the system with (b) V = 0, (c) V = 0.1 and
(d) V = 1. Here we have taken tx = ty = tz = 1. The dotted
lines of (b) and (c) are the referenced line of E = 0.
trum as a function of k|| by fixing kz = pi2 . It is shown
that there exists Fermi arc connecting the Weyl points at
k|| = ± pi2√2 in the absence of incommensurate potential.
When the incommensurate potential with the strength
V = 0.1 is added, the dispersion shapes of the L − th
and (L + 1) − th levels change. As shown in Fig. 5(c),
the Fermi arc corresponding to the curve of E = 0 is
destroyed, and the Weyl points are connected by curves
of E(k||, kz) < 0. For a half-filled system, the Fermi sur-
face Ec moves down to Ec < 0, and the system enters
into a metallic phase. Further increasing the incommen-
surate potential strength V , the dispersion shape of the
L− th and (L+ 1)− th levels change more dramatically
as shown in Fig. 5(d), and there exists a bigger region
with the (L + 1) − th level entering into the region of
E < 0. Our results indicate that the WSM phase for the
case without Fermi arcs is more robust against to the in-
commensurate potential than the case in the presence of
Fermi arcs.
III. SUMMARY
In summary, we have studied the effect of incommen-
surate potential on WSM either in the absence or the
presence of Fermi arcs. We show that the incommen-
surate potential plays obviously different roles in these
two cases. For the system without Fermi arcs, the WSM
is robust against the incommensurate potential. By cal-
culating the DOS of the system, we show that the sys-
tem enters into a metallic phase when the incommen-
surate potential strength exceeds a critical value, which
is even bigger than the extended-localization transition
point along the z direction. However, for the system in
the presence of Fermi arcs, we show that the Fermi arcs
are sensitive against the incommensurate potential, and
the WSM is unstable even for a very small incommensu-
rate potential.
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