Introduction
Genetic Algorithms (GAs) as outlined by (Holland, 1975) are optimisation techniques based on Darwinian survival of the fittest. In GAs the genotype space can be defined using distance metrics based on an operator (i.e. single bit-flip for binary spaces) to define a neighbourhood structure over the population of solutions. The phenotype on the other hand can be viewed as the final result, or a search space based on distance metrics between solutions. The neighbourhood structure contained within this space may bear little relationship to the neighbourhood found in the genotype space and is directly related to the complexity of the mapping from the representation to the solution (Eiben and Smith, 2003) . The multi-layered mapping GA (MMGA), builds upon this and introduces complexity into the mapping between the genotype and phenotype through a simplified adaptation of the biological processes of transcription and translation. The motivation for using a multi-layered GA, is to further investigate possible advantages in using a fixed non-trivial GP-map, which introduces a more flexible phenotypic structure and a higher degree of phenotypic variability through the use of neutrality (Hill and O'Riordan, 2011) . In order to achieve this we have chosen a modified version of De Jong's test suite (De Jong, 1975) , as it was originally designed to examine the performance of algorithms over various characteristics, measured in isolation and commonly found in many problem domains. The contribution of this paper is to obtain a better understanding of how the inclusion of neutrality associated with the complexity of the mapping, which develops a more flexible phenotypic structure, impacts on the algorithms search capabilities for each of the characteristics, viewed in isolation. The aim is to build on previous research and identify which characteristics may be most likely to benefit from the inclusion of neutrality and developing a better understanding of the types of problems where increased phenotypic variability may be advantageous.
The paper is laid out as follows; Section 2 introduces related work, Section 3 outlines the adaptation of the biological processes of transcription and translation. Section 4 describes the test suite chosen. With Section 5 outlining the experiments and Section 6 the conclusion.
Neutrality can be defined as a situation where following a mutation one genotype changes to another genotype, but both genotypes represent the same phenotype (Kimura, 1968) . This implies that as neutrality is introduced, the solution space increases without increasing the genotype space. Neutral representations have appeared in a number of genetic algorithms (GAs) over the past number of years. As a general rule, the introduction of neutrality into GAs can be divided into two categories, fitness landscapes and the focus of this paper, genotype-phenotype mappings (GP-map). Shipman (Shipman, 1999) found neutrality to be advantageous where neutral networks, introduced by Harvey and Thompson (Harvey and Thompson, 1996) -meaning points in a search space of equal fitness, are distributed over the search space with a high degree of connectivity between them.
Shakelton and Shipman showed that neutrality could be introduced through the use of GP-maps. They used five different mappings to illustrate this, static random mapping, trivial voting mapping, standard voting mappings, cellular automata mapping and a random Boolean network (RBN) . The results obtained indicated that the amount of redundancy present was significant in relation to evolution. This approach of using mappings was extended by Ebner et al. (Ebner et al., 2001) , who took two of the mappings, cellular automata and RBN with what they referred to as phenotype-species mapping. They outlined how high levels of mutation could be sustained by having neutral networks present. They also identified that neutral networks assist in maintaining diversity in the population, which may be advantageous in a changing environment. Similar conclusions were obtained in (Hill and O'Riordan, 2010) where the MMGA was applied to changing environments. Neutrality has also been introduced through the use of an adaptation of a translation table (Ashlock et al., 2011) .
Multi-Layered Mapping Genetic Algorithms (MMGA)
The primary inspiration for the MMGA comes from the biological idea of transcription and translation. At a very basic level, the biological process of transcription involves the copying of information stored in DNA into an RNA molecule, which is complementary to one strand of the DNA. The process of translation then converts the RNA, using a predefined translation table, to manufacture proteins by joining amino acids. These proteins can be viewed as a manifestation of the genetic code contained within DNA and act as organic catalysts in anatomy. The MMGA includes a multi-layered genotype-phenotype map which adopts a basic interpretation of the transcription and translation processes. The genotype of the MMGA representation is represented as a binary string which allows for the use of standard operators. The genotype is then converted into a string of characters from the alphabet A, C, G,and T (which attempts to represent the template strand), with "00" representing A, "01" representing C, "10" representing G and "11" representing T . The mapping moves onto the next layer which creates a coding strand from the template strand using the four letter alphabet A,C, G,U (see Table 1 ). This final phase of the transcription stage creates the RNA sequence which is complementary to that of the DNA template strand and therefore is the same sequence as the DNA coding strand, with U in place of T . Following the transcription stage, the translation stage compares the RNA sequence to a translation table which is generated at initialisation to create a mapping from the RNA sequence into a series of phenes which are then combined to create the phenotype. A neighbourhood equivalence examination is used by the MMGA to create a phene. In this paper we use two phenes, "0" and "1", with each phene being represented by a combination of four characters from the alphabet A,C, G,U (see Tables 2 and 3 ). The outcome of this interpretation of transcription and translation introduces a level of neutrality into the GPmap. 
Extract of Translation

Test Suite
The DeJong (De Jong, 1975 ) test suite was created as a test environment containing five minimising problems. The functions were chosen by De Jong because they represented many common difficulties found in optimisation problems.
The Sphere Function:
The first function ( f 1 ) is relatively easy to optimise as it is smooth, convex and unimodal. This function is normally used to measure the efficiency of a particular algorithm. A graphical representation of the generalised Sphere function is shown in Figure 1 and the function has the following definition: 
Rosenbrock's Function:
The second function ( f 2 ), Rosenbrock's function, is a frequently used optimisation problem. It is a twodimensional function containing a deep valley, shaped like a parabola. Figure 2 , illustrates Rosenbrock's function and the function has the following definition: f 2 = 100(x 2 1 − x 2 ) 2 + (1 − x 1 ) 2 , where −2.048 ≤ x i ≤ 2.048.
The Step Function
The third function ( f 3 ), the Step function, represents problems with flat surfaces, which prove difficult for many algorithms as they don't provide information as 
Quadratic Function with Noise
The fourth function ( f 4 ) is a quadratic function which includes gaussian noise. For these experiments we are using a 30-dimensional function which contains noise to ensure that points return a different value each time they are evaluated. The plot for the Quadratic function without noise is illustrated in Figure 4 . The Quadratic function with noise is defined as follows: 
Shekel's Foxhole Function:
The fifth and final function ( f 5 ), Sheckel's Foxhole, contains many local optima. This 2-dimensional function contains 25 different foxholes, each varying in depth, surrounded by relatively flat surfaces. 
Experiment Results
The results of the experiments conducted in this paper are each averaged over 50 runs. We have taken De Jong's test suite which was originally designed as a minimising problem and changed them to maximising problems. The results outline both the on-line performance, that is the measure of the average fitness of all members of the population, and the off-line performance, that is maximum fitness of the population. The parameters used for the experiments are as follows; Crossover rate 0.70, Mutation rate 0.001, Population size 200. The number of generations varied for each set of experiments and are as follows; the Sphere Model ran for 100 generations, Rosenbrock's function for 2000 generations, the Step function for 500 generations, the Quadratic function with noise for 500 generations and finally Shekel's function for 500 generations.
The Sphere Model
The results of the Sphere model experiments are shown in Figure 6 , which illustrates the findings for both the SGA and the MMGA, showing the off-line performance and on-line performance for each generation. The problem is three dimensional and the optimum is achieved where x 1 = 0, x 2 = 0 and x 3 = 0. In the experiments conducted, both the SGA and the MMGA locate the global optimum (i.e. f x = (0), x(i) = 0, i = 1 : n, where n = 3) very quickly. Both the off-line and the on-line performance for the SGA are very similar, indicating that with the SGA, as the population converges towards the fittest individual the average is also converging towards the fittest level. The MMGA's off-line performance is similar to that of the SGA, however its on-line performance falls short of that of the SGA, due to the level of neutrality present in the MMGA's representation. Although not visible in the figures, the earliest on average location of the optimum for the SGA is during generation 83, while the global optimum for the MMGA is located much sooner,on average during generation 25. Overall, the differences between the SGA and MMGA over this problem are negligible. 
Rosenbrock's Function
The second set of experiments were carried out over Rosenbrock's function, with the intention of testing the performance of the algorithms in dealing with the repeatedly changing direction of the search. The global optimum for this two dimensional problems is where x 1 = 1 and x 2 = 1 (or when f (x) = 0, x(i) = 1, i − 1 : n, where n = 2). Figure 7 illustrates the performance of both GAs. The global optimum is lo- cated by the SGA, on average over the 50 runs, at generation 249 as the ridge is relatively easy to locate. The difficulty associated with this function lies in its ability to converge. The on-line performance of the population indicates the level of convergence. As was the case with the Sphere Model experiments, the offline and on-line performance moves closer together to as the search progresses. Looking at the off-line performance of the MMGA, it has located the global optimum quite quickly (on average during generation 99). This compares favourably with the SGA, indicating far fewer function evaluations for the MMGA in locating the optimum. Although both the on-line and off-line performances are close, it is interesting to note that the on-line performances appear quite similar for both the SGA and the MMGA. One possible reason for this is that due to the nature of the search space, convergence is not as easy to obtain as was the case with the Sphere function, and both the SGA and the MMGA experience similar difficulties. Overall, the off-line and on-line performance for both the SGA and the MMGA are relatively similar over this space.
Step Function
This function highlights an algorithms ability not to get trapped on a plateau of local optima. From Figure 8 we see that the SGA performs well and discovers the global optimum (with a fitness level of 30) on average at generation 203, indicating the SGA's offline performance over the space. Also both the offline and on-line performances for the SGA are almost identical at an early stage in the search. However, the MMGA discovers the global optimum, on average, during generation 4, which is a significant improvement over the off-line performance of the SGA. With regard to the on-line performance, there is little difference between both algorithms over this problem domain. 
Quadratic Function with Noise
The quadratic function with noise was designed to allow the evaluation of the performance of an algorithm over a landscape which is continuously altering due to the presence of noise. The results of the experiments are shown in Figure 9 . The SGA's best off-line performance occurs on average at generation 492, illustrating the difficulty associated with noise in the search space. Also when we view the on-line performance we can see that it varies per generation again due to the presence of noise. The performances both off-line and on-line for the MMGA look quite similar to that of the SGA, with the best off-line performance for the MMGA occurred on average at generation 440. However, the MMGA recorded a higher off-line performance, which may indicate that in the presence of noise, there may be a benefit associated with the inclusion of the type of neutrality introduced by the MMGA. 
Shekel's Foxhole's Function
The final set of experiments compare both algorithms over Shekel's Foxhole's function, with the results illustrated in Figure 10 . Although both the SGA and the MMGA solved the problem, what is interesting is the way in which they achieved this. The SGA locates the global optimum, on average, during generation 266. The MMGA, on the other hand, locates the global optimum on average at approximately generation 50. The results indicate that there is a significant improvement in performance over the multi-modal landscape of Shekel's Foxholes by including an element of neutrality into the representation. One possible reason for this could be that the neutrality introduced through the multi-layered mapping, reduces the impact of operators such as mutation and crossover and proves beneficial in avoiding getting stuck in a local optima as the search progresses. By partially insulating from the effect of the operators the translation table assists in maintaining a level of knowledge of the domain developed as the search progresses. Overall, the MMGA has both a better off-line and on-line performance over the SGA for the type of search space produced by Shekel's function. 
Statistical Results
A Wilcoxon rank sum test was used to test for statistically significant between the SGA and MMGA and the results are outlined in On-Line Highly Significant 
Conclusion
Overall the experiments conducted show that for the characteristics present in the Sphere function, the Rosenbrock function, the Step function and the Quadratic function, the benefit of neutrality is not apparent at first sight and for many it is negligible. However, this is not the case for the Sheckel's Foxholes experiments, where the introduction of neutrality into the GP-map has been shown to be beneficial. By including an adaptation of the biological concepts of transcription and translation into a GA to introduce neutrality into the GP-map, the results of the experiments over the modified De Jong test suite, indicate classes of problems which could possibly benefit from the inclusion of a multi-layered GP-map. The results appear to suggest that the problems most likely to benefit would contain a combination of characteristics such as, low-dimensionality, multi-modality, non-separable, continuous and deterministic.
