In this paper, Hopfield neural networks with impulse and leakage time-varying delay are considered. New sufficient conditions for global asymptotical stability of the equilibrium point are derived by using Lyapunov-Kravsovskii functional, model transformation and some analysis techniques. The criterion of stability depends on the impulse and the bounds of the leakage time-varying delay and its derivative, and is presented in terms of a linear matrix inequality (LMI).
Introduction
As we know, time delay is a common phenomenon that describes the fact that the future state of a system depends not only on the present state but also on the past state, and often encountered in many fields such as automatic control, biological chemistry, physical engineer, neural networks, and so on [1] [2] [3] [4] [5] . Moreover, the existence of time delay in a real system may lead to instability, oscillation, and bad dynamic performance [3] [4] [5] . So, it is significant and necessary to consider the delay effects on stability of dynamical systems. In the system which are known as forgetting or leakage terms. It has been shown that such kind of time delay has a tendency to destabilize a system [27] . In [27] , Gopalsamy initially investigated the dynamics of bidirectional associative memory (BAM) network model with leakage delays by using model transformation technique, Lyapunov-Kravsovskii functional and inequalities together with some properties of M-matrices. Based on this work, several papers have considered stability of some kinds of neural networks [28] - [34] . More recently, Li et al. [35] , initially studies the impulsive effects on existence-uniqueness and stability problems of recurrent neural networks with leakage delay via some analysis techniques on impulsive functional differential equations. However, it is worth noting that in those existing results, the leakage delay considered is usually a constant. Stability research on leakage time-varying delay has been hardly considered in the literature. In [36] , Li et al. studied the effect of leakage time-varying delay on stability of nonlinear differential systems, but ignored impulsive effect. It is interesting to consider neural networks with leakage time-varying delay as well as impulse, which describes more realistic models [37] - [40] .
With the above motivation, in this paper, we consider Hopfield neural networks with leakage time-varying delay and impulse. By using Lyapunov-Kravsovskii functional, model transformation and some analysis techniques, New sufficient conditions for global asymptotical stability of the equilibrium point are derived.
The criterion depends on the impulse and the bounds or length of the leakage time-varying delay and its derivative, and is given in terms of a linear matrix inequality (LMI). The developed results generalize the corresponding results in reference [36] . The work is organized as follows. In Section 2, we introduce the model, some basic notations and lemmas. In Section 3, we present the main results. Finally, the paper is concluded in Section 4.
Preliminaries
Notations. Let  denote the set of real numbers, +  n m × -dimensional real space equipped with the Euclidean norm ⋅ , respectively. For E denotes the identity matrix with appropriate dimensions and 
where ( ) ( 
The following Lemmas will be used to derive our main results. 0 < Σ = Σ . Then the following inequality holds:
2 . 
In the following, we assume that some normal conditions, such as Lipschitz continuity of f and g, etc, are satisfied so that the equilibrium point of system (1) does exist, see [13] [21] etc, in which the existence results of equilibrium point are established by employing contraction mapping theorem, Brouwer's fixed point theorem and some functional method. Note that these results are independent of time delays, so it is easy to extend the results in the literatures to an impulsive neural network with leakage time-varying delays and other delays, we omit the details and investigate the global asymptotic stability of the equilibrium point mainly in next section. As usual, we assume that
Global Asymptotic Stability
In this section, we investigate the global asymptotic stability of the unique equilibrium point of system (1). For this purpose, the impulsive function k J which is viewed as a perturbation of the equilibrium point * x of model (1) without impulses is defined by ( ) For convenience, we let ( ) ( ) * y t x t x = − , then system (1) can be rewritten as ( ) 
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is a solution of system (2) . Therefore, to consider the stability of the equilibrium point of system (1), it is equal to consider the stability of zero solution of system (2) .
In this paper, we assume that there exist constants
which is a very important assumption for activation functions f and g. Using a model transformation, system (2) has an equivalent form as follows:
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In the following, we shall establish a theorem which provides sufficient conditions for global asymptotical stability of the zero solution of system (3). It implies that, if system (1) has an equilibrium point, then it is unique and globally attractive.
Theorem 3.1. Assume that system (1) has one equilibrium and that assumptions (H 1 )-(H 5 ) hold. Then the equilibrium of system (1) is unique and is globally asymptotically stable if there exist n n × matrices 0, 0, 1, 2, , 7 
and ( ) T 0, , 
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Combining (6)- (10), one may deduce that 
D V t y y t y t t t t k
, for some n + ∈  . Then integrating inequality (11) at each interval [ )
In order to analyze (12), we need consider the change of V at impulse times.
Firstly, it follows from (5) that 
By simple calculation, it can be deduced that 
In the following, we shall prove that
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We first show that
It is equivalent to prove that 
So for the above-given  , there exists a 
Combining (16) and (18), one may deduce that, for any 0 >  , there exists a
This completes the proof of (15).
Now we are in a position to prove that 
Since (15) holds, there exists a constant ( )
For system (22) , we have the following result by Theorem 3.1.
Corollary 3.1. Assume that system (22) has one equilibrium and that assumptions (H 2 )-(H 5 ) hold. Then the equilibrium of system (22) is unique and is globally asymptotically stable if there exist n n × matrices 0, 0, 1, 2, ,5 In other words, we should control not only the bound of leakage delay but also the bound of derivative of leakage delay, to obtain the stability of system (1), while the bound of transmission delay τ or ( ) t τ do not affect the stability of system in our results. 
Conclusion
We have studied the global asymptotic stability of the equilibrium point of impulsive Hopfield neural networks with leakage time-varying delay. Via an appropriate Lyapunov-Krasovskii functional and model transformation technique, a new stability criterion which depends on the impulse and the bounds of leakage time-varying delay and its derivative has been presented in Q. Xi
