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Resumen
Un discretizacio´n en tiempo basada en el me´todo de Euler regresivo para el pro-
blema parabo´lico no lineal abstracto
u′ = F (u), u(0) = u0,
es considerada. En el presente trabajo se obtienen estimativos a posteriori para la
citada discretizacio´n en tiempo en el marco de los espacios de Banach, los semigrupos
y la regularidad maximal. Los estimativos obtenidos resultan ser de tipo condicional,
es decir esta´n sujetos a hipo´tesis que son verificables en la pra´ctica como son las
condiciones sobre la propia solucio´n nume´rica.
1. Introduccio´n
Consideremos el problema parabo´lico de valores iniciales abstracto
u′ = F (u), u(0) = u0, (1)
donde F : B → X, X y B son espacios de Banach complejos, B ⊂ B es conjunto abierto
y u0 ∈ B.
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El problema (1) va a ser discretizado mediante el me´todo de Euler regresivo para el
cual un completo ana´lisis de la convergencia ha sido llevado a cabo en [3] en el contexto
de los espacios abstractos de Banach y la regularidad maximal (optimal) (ver [5]).
Nuestra contribucio´n se centra en la obtencio´n, tambie´n en el contexto de los espacios
de Banach abstractos, de estimativos del error a posteriori para la solucio´n nume´rica
obtenida mediante el me´todo de Euler regresivo. En este sentido tenemos que descatar
que las demostraciones de nuestros resultados se basan, por un lado en una apropiada
reconstruccio´n continua de la solucio´n discreta y por otro en te´cnicas de punto fijo, cla´sicas
en el contexto de los problemas no lineales, todo ello en el marco de la regularidad maximal.
El intere´s del resultado principal que presentamos en este trabajo es multiple. En pri-
mer lugar los estimativos obtenidos son tipo condicional, esto es no dependen ma´s que de
la propia solucio´n nume´rica y no de la solucio´n anal´ıtica que so´lo es conocida teo´ricamen-
te. En segundo lugar, la existencia de los estimativos no exige ma´s resctriciones sobre el
intervalo de aplicabilidad que las impuestas para garantizar la existencia y unicidad de
soluciones del propio problema de valores iniciales. Por u´ltimo, el resultado que presen-
tamos abre el camino para la obtencio´n de estimativos a posteriori para problemas ma´s
concretos en los que algunas restricciones se puedan relajar, tales como el intervalo de
aplicabilidad de los estimativos, haciendo uso de las propiedades de estabilidad espec´ıficas
de cada problema.
Estimativos del error a posteriori para problemas de evolucio´n no lineales han sido
obtenidos por diferentes autores en el contexto de los espacios de Hilbert (ver [1, 4, 6, 8])
y por algunos otros el contexto de los espacios de Banach (ver [7, 9]). De ellos, estimativos
va´lidos bajo hipo´tesis so´lamente de la solucio´n nume´rica, esto es de tipo condicional, han
sido obtenidos en [4, 6]. En este sentido nuestro trabajo representa un intento de obtener
estimativos de tipo condicional utilizando te´cnicas de de teor´ıa de semigrupos.
2. Preliminares
En esta seccio´n vamos a fijar el marco en el que vamos a obtener nuestros resultados
as´ı como la notacio´n empleada.
Sean (X, ‖·‖) y (B, ‖·‖B) dos espacios de Banach complejos tal que B esta´ densamente
incluido en X.
Por otro lado recordemos que un operador lineal A : D(A) ⊂ X → X cerrado y
densamente definido es llamado sectorial (θ–sectorial) si existe ω ∈ R, M > 0 and 0 <
θ < pi/2 tal que su resolvente es anal´ıtica fuera del sector





, z /∈ ω + Sθ.
Dado un espacio de Banach (Y, ‖ · ‖Y ) y 0 < α < 1 vamos a denotar C
α([0, T ];Y ) el
espacio de las funciones acotadas y α–Ho¨lder continuas g : [0, T ] → Y dotado de la norma
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Por otro lado Cαα((0, T ];Y ) denotara´ el espacio de todas las funciones acotadas g :
(0, T ] → Y tales que t 7→ tαg(t) es una funcio´n α–Ho¨lder continua en (0, T ] dotado de la
norma











Consideremos el problema parabo´lico de valores iniciales{
u′(t) = F (u(t)), 0 ≤ t ≤ T,
u(0) = u0 ∈ B,
(2)
donde F : B → X tiene derivada de Fre´chet Fu continua cumpliendo adema´s las siguientes
tres hipote´sis:
[H1]: Para cada u∗ ∈ B, existen R = R(u∗) > 0 y L = L(u∗) > 0 tal que
‖Fu(u2)− Fu(u1)‖L(B,X) ≤ L‖u2 − u1‖B ,
para todo u1, u2 ∈ B con ‖u1−u
∗‖ ≤ R y ‖u2−u
∗‖ ≤ R. Supondremos que las constantes
ω,M y θ no dependen de la eleccio´n de u∗.
[H2]: Para cada u∗ ∈ B, el operador Fu(u
∗) : B → X es θ–sectorial segu´n la definicio´n
vista al principio de la seccio´n.
[H3]: Para cada u∗ ∈ B, la norma del grafo de A = Fu(u
∗) es equivalente a la norma
de B. En concreto existe γ = γ(u∗) > 0 tal que
γ−1‖y‖ ≤ ‖y‖D(A) = ‖y‖+ ‖Ay‖ ≤ γ‖y‖B .
Recordemos que bajo las hipote´sis [H1], [H2] y [H3], y con una apropiada eleccio´n
del dato inicial u0, el Teorema 8.1.1 en [5] garantiza la existencia de δ, 0 < δ ≤ T , de
manera que en el intervalo [0, δ] el problema de valores iniciales (2) tiene solucio´n u´nica.
En concreto, existe una u´nica solucio´n de (2) tal que u ∈ C([0, δ];B) ∩ C1([0, δ];X) con la
propiedad adiccional de regularidad u ∈ Cαα((0, δ];B).
Ejemplos de problemas que se enmarcan en este contexto as´ı como una larga lista de
referencias se pueden encontrar en [5]
La idea principal de la demostraciones de los resultados que presentamos en este tra-
bajo se basa en linealizar el problema (2) en torno a un estado del problema u∗, que
nosotros por sencillez y de modo natural tomaremos u∗ = u0. De este manera las propie-
dades de regularidad o´ptima y un apropiado principio de contraccio´n aplicado el problema
linealizado {
u′(t) = Au(t) + f(u(t)), 0 ≤ t ≤ T,
u(0) = u0 ∈ B,
(3)
donde A = Fu(u
∗) y f(u) = F (u) − Au, para todo u ∈ B, nos lleva a la existencia y
unicidad de solucio´n para (2) bajo las condiciones de regularidad mencionadas (ver [5]).
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3. Resultado principal
En esta seccio´n vamos a presentar el principal resultado de nuestro trabajo pero antes
es preciso hacer la descripcio´n del me´todo nume´rico y muy particularmente de la recons-
truccio´n continua de la solucio´n nume´rica que proponemos.
3.1. Me´todo nume´rico y reconstruccio´n continua
Sea la particion de intervalo [0, δ], t0 = δ < t1 < t2 < · · · < tN = δ. Denotemos
In = (tn, tn+1] y kn = tn+1 − tn los taman˜os de paso. El me´todo de Euler regresivo
aplicado al problema (2) se plantea de la siguiente manera
Un+1 − Un
kn
= F (Un+1), n = 0, 1, 2, . . . , N − 1, (4)
donde U0 = u0 y donde Un representa la aproximacio´n a u(tn) siendo u la solucio´n de (2).
Hay que observar que en este trabajo estamos centrados en la discretizacio´n en tiempo por
lo que, sin perdida de generalidad, asumimos que disponemos del dato inicial exacto, si no
fuera as´ı aparecer´ıa en el estimativo del error un te´rmino complementario correspondiente
al dato incial. Adema´s vamos a suponer que Un ∈ B para todo n ≥ 0.
La existencia de solucio´n para el me´todo nume´rico (4), as´ı como la convergencia via
estimativos a priori, ha sido estudiada en [3].
Para la reconstruccio´n continua de la solucio´n nume´rica una eleccio´n natural podr´ıa
ser simplemente la basada en una interpolacio´n lineal. Sin embargo esta eleccio´n no resulta
ser apropiada debido que la funcio´n polino´mica a trozos resultante carece de la regularidad
necesaria para nuestros propo´sitos. Es por ello es por lo que elegimos como reconstruccio´n
continua de la solucio´n nume´rica la funcio´n U definida por
U ∈ P3(In;B), n = 0, 1, 2, . . . , N − 1,
U(tn) = Un, n = 0, 1, 2, . . . , N,
U ′(tn) = F (Un), n = 0, 1, 2, . . . , N.
(5)
Hay que observar que gracias a esta defincio´n, U esta localmente definida en cada intervalo
como una combinacio´n lineal de Un−1, Un y Un+1 y adema´s, como Un ∈ B, para n ≥ 0,
entonces U(t) ∈ B para todo t ∈ [0, δ]. Esto nos lleva a que F (U) tiene sentido y a que
existe un residuo r : [0, δ] → X tal que U es la solucio´n del problema de valores iniciales
{
U ′(t) = F (U(t)) + r(t), 0 ≤ t ≤ T,
U(0) = U0 ∈ B.
(6)
Adema´s, por la propia regularidad de U y por la hipo´tesis [H1], para cada 0 < α < 1,
r ∈ Cαα((0, δ];X).
Un hecho importante es que el residuo r es calculable en te´rminos u´nicamente de la
solucio´n numerica, en concreto
r := U ′ − F (U), (7)
y es por esto por lo que nos planteamos encontrar estimativos del error para el me´todo
(4) mediante cotas adecuadas del residuo r.
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3.2. Ana´lisis del error a posteriori
Consideremos el problema (2) bajo las hipo´tesis [H1], [H2] y [H3]. En esta situacio´n
el resultado que presentamos a continuacio´n proporciona estimativos a posteriori para el
me´todo (4) bajo condiciones u´nicamente para la solucio´n nume´rica y por tanto verificables
en la pra´ctica, lo que hemos llamado estimativos de tipo condicional.
Para nuestros propo´sitos necesitaremos una hipo´tesis ma´s, esta vez sobre U , que tam-









El siguiente teorema muestra el resultado principal de este trabajo.
Teorema 1 Sean u,U : [0, δ] → B la solucio´n de (2) bajo las hipo´tesis [H1], [H2] y [H3],










donde C es una constante positiva.
Si se cumple la hipo´tesis [H4] tal que
‖r‖Cα
α













La extensio´n de este art´ıculo no permite incluir los detalles de la demostracio´n ni tam-
poco los lemas te´cnicos necesarios. Sinembargo, aunque los detalles de las demostraciones
de podra´n encontrar en [2], mostraremos aqu´ı algunas ideas de la misma.
Sen˜alemos adema´s que a la vista del teorema queda claro que el estimativo obtenido
no depende ma´s que de cantidades que son calculables en la pra´ctica y en particular
de la solucio´n nume´rica mediante el residuo r. Incluso la constante C que no aparece
detallada aqu´ı, es el resultado de un lema en el que se muestra que incluso dicha cantidad
es calculable.
Breve sketch de la demostracio´n: A partir del problema (6), el error e = U − u verifica
el problema de valores iniciales
{
e′(t) = G(e(t)) + r(t), 0 ≤ t ≤ δ,
e(0) = 0,
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donde G(t, v) = F (U(t))−F (U(t)−v). La demostracio´n se basa en la existencia y unicidad
de soluciones en el marco de los espacios Ho¨lder del problema linealizado del anterior{
e′(t) = Ae(t) + g(t, e(t)) + r(t), 0 ≤ t ≤ δ,
e(0) = 0,
donde g(t, v) = F (U(t)) − F (U(t) − v) − Av y A = Fu(u0). Para ello, la aplicacio´n de
te´cnicas de punto fijo aplicadas a un operador no lineal apropiadamente definido nos lleva
al resultado del teorema.
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