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Lattice anharmonicity is thought to strongly affect vacancy concentrations in metals at high tem-
peratures. It is however non-trivial to account for this effect directly using density functional theory
(DFT). Here we develop a deep neural network potential for aluminum that overcomes the limita-
tions inherent to DFT, and we use it to obtain accurate anharmonic vacancy formation free energies
as a function of temperature. While confirming the important role of anharmonicity at high temper-
atures, the calculation unveils a markedly nonlinear behavior of the vacancy formation entropy and
shows that the vacancy formation free energy only violates Arrhenius law at temperatures above
600 K, in contrast with previous DFT calculations.
I. INTRODUCTION
Ab initio calculations based on density functional the-
ory (DFT) have found numerous applications in materi-
als science. However, due to computational costs, DFT
calculations have strong limitations when it comes to pre-
dicting properties of large systems, studying extended
time scales or computing properties of materials at ele-
vated temperatures. For example, calculating finite tem-
perature phonon densities of states, or vacancy forma-
tion energy in solids require performing long Molecular
Dynamics (MD) simulations in large supercells. Machine
learning (ML) technniques offer a solution to this prob-
lem. Different ML approaches have been used in the
attempt to overcome the DFT limitations while keeping
its accuracy for various applications1–16. Over the years,
some features of these ML potentials have emerged as
necessary for a proper application in materials science. A
most relevant one is that the system descriptors should
be invariant with respect to rotations and translations of
the system as a whole, and with respect to permutations
in the ordering of the atom inputs. Another important
feature is to be able to train the potential simultaneously
with energies and forces, since both are obtained by DFT
for the same effort17. Early NN potentials were only
trained to energies, thus discarding the precious infor-
mation provided by the forces. Other works have trained
only to forces, which allows to render properties like the
vibrational density of states but is not enough to get for-
mation energies for example11,18,19.
In this work, we demonstrate the performance of our
ML interatomic potential based on a deep neural net-
work (NN) that is trained to reproduce DFT energies
and forces. To show that the NN potential can suc-
cessfully overcome the limitations of DFT, we compute
the vacancy formation free energy as a function of tem-
perature in Al. Usually the experimental data on va-
cancy concentrations in metals is analyzed in terms of
the Arrhenius law, implying that the vacancy formation
enthalpy Hf and entropy Sf are assumed to be tem-
perature independent. Deviation from this law at high
temperature in some cases (in the case of Al in particu-
lar) was initially explained by the presence of divacancies
for which the corresponding formation enthalpy and en-
tropy are also constant with temperature20–24. Previous
theoretical works25, simulations based on classical inter-
atomic potentials26, and DFT molecular dynamics calcu-
lations27, showed that local anharmonicity significantly
affects the monovacancy properties at high temperatures
and that this effect alone can explain non-Arrhenius be-
haviour by the temperature variation of Sf and Hf . In
the recent work by Glensk et al.28 the vacancy forma-
tion free energy was directly computed using ab initio
thermodynamic integration. The results of this work not
only further support the prevalence of monovacancy an-
harmonicity over divacancies but also suggest that due
to anharmonic effects the Arrhenius law is violated at all
temperatures. However, certain assumptions were made
in order to make this calculation possible within a real-
istic timeframe29 (limited number of low precision and
small size and time scale calculations were made which
then were tuned with the use of high precision and bigger
scale reference calculations). The NN potential helps to
overcome these difficulties as it keeps DFT accuracy but
it is much more efficient. The resulting vacancy forma-
tion free energy as a function of temperature obtained
in this work is in good quantitative agreement with both
the earlier DFT calculations28 and the available experi-
mental data for the vacancy concentrations30. However,
the character of its temperature variation differs from the
earlier DFT result, leading to different conclusions.
II. METHODS
1. Neural network potential
The task of the NN potential is to find the relation be-
tween the atomic positions and chemical composition of
a certain crystal structure, and the corresponding energy
and forces. Here, this is done by representing each atom
in the structure by an n-dimensional descriptor vector D
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2which includes information about the neighbors of the
atom within a certain cutoff distance Rcut. For a given
atom i and its neighbors j the components of the vec-
tor Di contain information about the neighbor density
around certain regions of space and are computed as:
Dli =
∑
j
cl(Zi)c
l(Zj) exp(−σl(rij − ηl)2)fcut(rij , Rcut).
(1)
Here, cl(Z) is the component of the vector represent-
ing the chemical identity of an atom defined by its atomic
number Z. Identifying the atomic type with a vector is
done in analogy to word embedding in natural language
processing31. These vectors are initialized randomly and
optimized during the training process. We use a Gaussian
expansion of the interatomic distances rij to probe the
various regions of space. The parameter η is responsible
for choosing the probing region and σ defines the ‘reso-
lution’ of the probe. While such an expansion has been
a widely used approach since its introduction,2 the opti-
mization of the parameters η and σ is rarely performed.
Here, both of these parameters are optimized during the
training process. This allows the NN to automatically
select the regions of space that are more important for
distinguishing atomic configurations, thus freeing from
the need to manually select the features. The third term
in Eq. 1 is the cutoff function which ensures that the
contribution from the neighbours smoothly goes to zero
as the distance rij approaches the cutoff distance Rcut.
Here we use the cosine function:
fcut(rij , Rcut) =
1
2
(1 + cos(
pirij
Rcut
)). (2)
The resulting n-dimensional vector representing each
atom is by construction invariant upon translations and
rotations of the crystal, as it depends on the relative
interatomic distances.
Each of those vectors is passed to the deep fully con-
nected neural network such that the output is said to be
the atomic energy for atom i, Ei. The total energy E of
the crystal is obtained by the summation of the atomic
energies:
E =
∑
i
Ei. (3)
The use of deep NN in combination with parameterized
descriptors construction allows the NN to learn the best
representation automatically, thus reducing the number
of hyperparameters that are controlled manually.
To obtain the forces we take the derivative of the NN
predicting the energy with respect to the atomic posi-
tions:
Fi = − dE
dxi
. (4)
The training of the NN is performed by minimizing
the combined loss function which simultaneously includes
squared losses of energy and forces:
µ||E′ − E||2 +
# atoms∑
i
||F′i − Fi||2 → min, (5)
where E′ and E (F′i and Fi) are the target and the
predicted energy (forces) respectively. The parameter µ
is used to give more importance to one of the terms, thus
allowing to tune the prediction performance. We perform
the training with the mini-batch stochastic gradient de-
scent using the ADAM optimizer.32,33 The total list of
optimized parameters include the weights of the neural
network, as well as parameters cl, σl and ηl in Eq. 1.
Simultaneous training with both the energies and forces
is beneficial as it allows for a more efficient utilization of
the training data.
2. Potential training and testing
We perform ab initio molecular dynamics simulations
with two different functionals to produce training data
for our potential. Computational details are given in the
next section. The training data consists of calculations
of 3× 3× 3 Al conventional fcc supercells with different
lattice parameters.
We use 9 different lattice parameters in the range of 3.9
to 4.2 A˚ for PBEsol and in the range of 3.95 to 4.25 A˚ for
PBE. For each of them there are two types of supercells:
with and without vacancy. The perfect and defected su-
percells contain 108 and 107 atoms respectively.
The MD simulations are performed in the NVT ensem-
ble at 3 different temperatures: 100 K, 500 K and 900
K. In total, each data set consists of 11000 configurations
which are randomly split into the training set (9500 con-
figurations) and test set (1500 configurations). Separate
trajectories were computed to create a validation data
set. In these calculations we use lattice parameters and
temperatures which are not presented in the training or
test data sets. But for the PBEsol functional the lat-
tice parameters for the validation set are taken within
the range of the training set while in the case of PBE
the values are taken outside this range. This is done
in order to test the ability of the NN to generalize be-
yond the range of training data. In total, we used 160
configurations in the validation set for PBEsol and 270
configurations for PBE.
In the configuration of the NN that we use, the initial
descriptor vector D has dimensionality n = 100, which is
then followed by 6 hidden layers. The first 5 hidden layers
have 1000 nodes each and the last one has 500 nodes. The
cutoff distance Rcut for the cutoff function fcut is set to
8 A˚. Table I shows the results of the training of the NN
potential for different data sets. One can see a very good
accuracy in predicting energies and forces for both test
3TABLE I. Root-mean-square error (RMSE) and mean abso-
lute error (MAE) of the NN potential for predicting DFT
energies and forces.
Data set
E, meV/atom F, eV/A˚
RMSE MAE RMSE MAE
PBEsol
Test 0.40 0.27 0.021 0.014
Validation 0.35 0.25 0.025 0.017
PBE
Test 0.53 0.32 0.028 0.018
Validation 1.4 1.3 0.035 0.023
and validation sets. As expected, in the case of PBE data
the difference between test and validation errors is higher
than the one for PBEsol as the PBE validation data is
taken outside the training range. However, the accuracy
is still very good (of the order of 1 meV/atom for the
energies) showing the ability of the model to generalize
on the unseen data. The predictions for the validation
sets are also shown in Fig. 1. The force errors of our NN
potential are below those reported for other Al machine
learning force fields11,18. We note that the same level of
accuracy can be reached using a much smaller amount
of training data. In this work, however, we do not aim
at studying the optimal way of selecting training data,
but rather at using the maximum amount of data at our
disposal.
To further check the accuracy of the potential we also
compute physical properties that can be directly com-
pared to experiment. One such property is the low tem-
perature phonon dispersion. Figure 2 shows the small-
displacements harmonic calculation performed with the
PBEsol NN potential, which agrees very well with the
experimental data at 80 K34 as well as with the anal-
ogous DFT calculation. We also compute the anhar-
monic phonon densities of states at various temperatures
through the Fourier transform of the velocity auto cor-
FIG. 1. Comparison of the predicted energies and forces for
the validation data set for a) PBE and b) PBEsol functional.
FIG. 2. Phonon dispersion calculated using the PBEsol NN
potential (solid line) compared to the experimental data34
(symbols) and DFT calculation (dashed line).
relation function (VACF). To obtain VACF we run NVE
MD simulations with 32000 atoms supercells for 4ps at
each temperature. The supercells are previously equili-
brated in the NVT MD simulation for 4 ps at the corre-
sponding temperature. Results for the PBEsol NN po-
tential are shown in Fig. 3 together with the experimental
data35. One can see a very good agreement between cal-
culations and experiment, thus, further confirming the
accuracy of the trained potential. For the PBE NN po-
tential results of these calculations are similar and, there-
fore, not shown.
FIG. 3. Phonon densities of states obtained using the NN
potential (solid lines) compared to the experimental data35
(symbols) at several temperatures. The data for each tem-
perature are shifted along the vertical axis in order to avoid
overlapping.
43. Computational details
The ab initio calculations are performed using the Vi-
enna ab initio simulation package.37,38 For exchange and
correlation effects, we employ the generalized-gradient
approximation using the PBE and PBEsol parametriza-
tion.39,40 Ion-electron interactions are described using the
projector augmented wave method,41 with a plane-wave
energy cut off of 500 eV. A gamma-centered Monkhorst-
Pack k-point mesh42 of 8 × 8 × 8 is used for Brillouin
zone sampling. The NN architecture and training was
implemented using TensorFlow.43 All calculations with
the NN potential were performed using ASE.44
III. RESULTS AND DISCUSSION
The free energy of a system at given volume V and
temperature T can be computed as the sum of two con-
tributions:
G(V, T ) = E(V ) +Gvib(V, T ), (6)
where E(V ) is the potential energy of the system, and
Gvib(V, T ) is the vibrational free energy. Calculating this
second term is typically a very expensive computational
task, thus the term is further split into harmonic and an-
harmonic contributions. The harmonic part is relatively
easy to obtain and it is computed as follows:
Gh(V, T ) =
∫
dεg(ε)
[ε
2
+ kBT ln
(
1− e− εkBT
)]
, (7)
where g(ε) is the phonon harmonic density of states
obtained for a given volume. The anharmonic part is
usually small compared to the harmonic one but requires
significant resources in order to compute it, therefore, it
is often ignored. In the case of the vacancy, however, the
anharmonic contributions result in significant changes in
formation free energy. We use thermodynamic integra-
tion in order to account for anharmonicity. It allows for
the accurate computation of the difference in free energy
between the reference harmonic and the true anharmonic
potential at a given temperature. The free energy differ-
ence ∆G is obtained as follows:
∆G(T ) =
1∫
0
〈
∂E(λ)
∂λ
〉
λ,T
dλ. (8)
Here, E(λ) is the potential energy function defined as
the sum (1−λ)Eh+λEah where λ is the coupling parame-
ter between the harmonic and anharmonic potentials and
its values run from 0 to 1. The averaging is performed
over the MD run for a given λ. The harmonic energy is
obtained as:
FIG. 4. Force acting on an atom in the vicinity of vacancy as
a function of its distance dv from the vacancy. The vacancy
is thought to be located at the position of the atom which
was taken out to create this vacancy. Symbols show the DFT
results and orange line is the NN potential results. Positive
sign correspond to the force directed towards the vacancy.
Vertical line shows the equilibrium position of the atom. The
harmonic force Fh is obtained by differentiating Eq. 9 and
shown with black line for comparison.
Eh = E0 +
1
2
uTΦu, (9)
where E0 is the energy of the system at equilibrium,
u is the vector of atomic displacements from equilibrium
and Φ is the matrix of force constants. The anharmonic
part is directly provided by the NN potential. To illus-
trate how the NN potential describes the anharmonic be-
haviour near the vacancy, we gradually displace an atom
in the vicinity of vacancy from its equilibrium position
in the direction from and towards the vacancy and for
each configuration we compute forces acting on the atom
with DFT and with the NN potential. It can be seen
in Fig. 4 that the forces exhibit strong anharmonic be-
haviour and the NN potential is accurately reproducing
the DFT results.
Knowing the free energy of the supercells with and
without vacancy one computes the formation free energy
as:
Gf (T ) = Gv(T )− N − 1
N
Gb(T ), (10)
where N is the number of atoms in the supercell with-
out vacancy. The free energy of a supercell at a given
temperature is computed in the following way: (i) First,
we compute the harmonic vibrational free energies using
Eq. 7 for a set of 5×5×5 supercells (500 atoms) at 14 dif-
ferent volumes (lattice parameters). (ii) Next, for each
volume the anharmonic corrections ∆G(T ) are obtained
from Eq. 8 at 13 different temperatures. At each tem-
perature, integration in Eq. 8 is carried out on a mesh of
5FIG. 5. Example of the results from thermodynamic integra-
tion obtained for the cell with lattice parameter 4.156 A˚. (a)
Average of the energy derivative with respect to coupling pa-
rameter λ for a given value of λ at selected temperatures for
a defected cell. The standard deviation is computed with the
coarse-grain sampling.45 Corresponding error bars are smaller
than the size of the symbols at this scale. (b) Free energy
difference between harmonic and anharmonic potential as a
function of temperature. Symbols show the integral of the
corresponding data on panel (a) and lines are the polynomial
fit.
32 values of λ and for each λ the averaging is performed
over MD trajectories of about 30 ps with a time step of
1 fs. An example of the results of these calculations is
shown in Fig. 5. The resulting temperature dependence
of ∆G(T ) is fitted to a 4th order polynomial. (iii) Fi-
nally, for a given temperature the free energy G(V ) is
fitted with the Birch-Murnaghan equation of state46 to
find the lowest energy volume, thus obtaining the tem-
perature dependence of free energy G(T ) as well as the
volume V (T ). This is done for the systems with and with-
out vacancy, and also with two different NN potentials
which are trained using independent DFT calculations
with different GGA functionals - PBE and PBEsol. The
temperature dependence of volume in terms of the ther-
mal linear expansion is shown in Fig. 6 together with the
experimental and quasi-harmonic DFT data. The PBE
FIG. 6. The anharmonic thermal expansion of Al computed
with the NN potential (solid lines) trained on the data ob-
tained with different DFT functionals compared to the ex-
perimental data36 (symbols), and to the quasi-harmonic DFT
calculations (dashed lines).
results overestimate the experimental data at high tem-
perature while PBEsol underestimate. The anharmonic
contributions included in the NN potential calculations
slightly lower the thermal expansion at high temperature
as compared to the DFT quasi-harmonic results.
Figure 7 shows the resulting vacancy formation free
energies (Gf ) as a function of temperature together with
the experimental data30. It is important to note that
FIG. 7. Vacancy formation free energy as a function of
temperature obtained with the NN potential trained using
PBEsol (green solid line) and PBE data (orange solid line).
Dashed line shows the DFT PBE results from reference [28].
Symbols represent the experimental data30 for vacancy con-
centrations obtained from positron lifetime measurements
(squares) and differential dilatometry (circles). The forma-
tion free energy Gf is calculated from concentrations cv using
relation Gf = −kBT ln cv.
6FIG. 8. Vacancy formation entropy and enthalpy as a function
of temperature. Solid lines show the results obtained in this
work. Entropy is obtained as the derivative of free energy
(Fig. 7) Sf = −dGf/dT and enthalpy is computed using the
relation Hf = Gf + TSf . The dashed line shows the data
from reference [48].
the two sets of results obtained with different functionals,
i.e. two different NN potentials trained with independent
data sets, exhibit similar variation with temperature but
are shifted with respect to each other along the energy
axis, with the PBEsol result showing larger values. The
PBE result is very close to the experimental data while
PBEsol values are too high. This is in agreement with
previous calculations of Gf (T ) by Glensk et al.
28 for dif-
ferent functionals. The shift is also consistent with the
0 K computations of the vacancy formation energy per-
formed with various DFT functionals47.
Overall, our PBE results are very close to those of
Glensk et al. (also shown in Fig. 7 for comparison), i.e.
Gf is decreasing with increasing temperature, and the
difference in the absolute values is at most about 0.02
eV, mainly due to the offset at 0K. However, a signif-
icant difference is found for the vacancy formation en-
tropy Sf = −dGf/dT . Our results for Sf are shown
in Fig. 8 together with the vacancy formation enthalpy
Hf = Gf + TSf . As one can see, the formation entropy
and enthalpy are nearly constant in a large temperature
range and start to rapidly increase around 600 K. This
is consistent with the widely experimentally used phe-
nomenological Arrhenius law, which assumes Sf and Hf
to be temperature independent. Thus, deviation from
this assumption at high temperatures can be attributed
to anharmonicity. On the other hand, Glensk and co-
workers predict that the Arrhenius law is not satisfied
at any temperature. They find that the entropy in the
case of Al first becomes negative and then grows in a
linear fashion48 (also shown in Fig. 8 for comparison).
Such a behavior is then also attributed to anharmonic ef-
fects. It is however unlikely that in metals anharmonicity
produces such a strong effect at low temperatures. The
negative sign of the formation entropy around 190K also
appears unphysical. The origin of the observed behavior
is most likely in the insufficient amount of data points
when fitting the anharmonic contributions from Eq. 8 as
a function of temperature. This means that such a re-
markable agreement between the calculated Gf in refer-
ence28 and the experimental data is somehow accidental.
This, however, does not negate the important conclusion
that the anharmonicity strongly affects the vacancy ther-
modynamics at high temperatures, and that the anhar-
monicity of monovacancies is enough to explain the ex-
perimentally observed trends of vacancy concentrations.
To summarize, in this work we presented a deep neural
network interatomic potential. The architecture of the
NN is very simple and only based on the interatomic dis-
tances. Nevertheless, we demonstrated a high accuracy
of the generated interatomic potential. We employed this
potential to calculate vacancy formation free energy as a
function of temperature. The accuracy and efficiency of
the potential allowed us to obtain results which refine the
state-of-the-art theoretical description of vacancy ther-
modynamics in metals. Namely, our results predict that
Gf as a function of temperature follows the Arrhenius
law at low temperatures, in contrast with previous cal-
culations, and that anharmonicity causes deviation from
it only above 600 K. The results displayed in this paper
are for a monatomic system, but our NN potential is also
universal in terms of structure and chemical composition.
Applications of this potential for more complex systems
will be demonstrated in future works.
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