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Kurzfassung
Rechner haben durch ihre Programmierbarkeit und ihre Leistungsfähigkeit in nahezu
sämtliche Bereiche des täglichen Lebens Einzug gehalten. Für den Einsatz rechnerge-
stützter Systeme in sicherheitskritischen Umgebungen ist ein Nachweis für die korrekte
Funktion von Hard- und Software zu erbringen. Unter dem Gesichtspunkt der Wirt-
schaftlichkeit erfordert die Entwicklung sicherheitskritischer Systeme den Einsatz auto-
matisierbarer Verfahren, die diesen Nachweis unterstützen. Während relevante Normen
die Anwendung formaler und damit automatisierbarer Verfahren empfehlen, existieren
keinerlei Kriterien, welche Formalismen wie adäquat oder gar eﬃzient eingesetzt wer-
den können.
Universelle Beschreibungssprachen wie die Uniﬁed Modeling Language (UML) erfahren
durch die hohe Verfügbarkeit von Entwicklungswerkzeugen zunehmende Verbreitung,
können den Anforderungen an Formalität und Veriﬁkationsunterstützung jedoch nicht
nachkommen. In der vorliegenden Arbeit wird eine Methodik zur Unterstützung des
Entwicklungsprozesses sicherheitskritischer Systeme an einem Beispiel aus der Leit-
und Sicherungstechnik im Eisenbahnwesen entwickelt. Die Methodik greift dabei Dar-
stellungskonzepte der UML geeignet auf, so dass vorhandene Entwicklungswerkzeuge
weiterhin Verwendung ﬁnden können.
Die vorgestellte Methodik umfasst die Formalisierung der funktionalen Anforderun-
gen in Formeln in der Multi-Objektlogik D1, die über mehrfach erweiterten Kripke-
Strukturen interpretiert werden. Mehrfach erweiterte Kripke-Strukturen bilden eben-
falls die Grundlage für kommunizierende Zustandsmaschinen, die durch Zerlegung aus
UML-Zustandsmaschinen generiert werden können. Durch die gemeinsame Basis von
Anforderungs- und Verhaltensspeziﬁkation wird die Anwendung des eﬃzienten, auto-
matisierbaren Multi-Object Checking Verfahrens zur Veriﬁkation möglich. Im Rahmen
der vorliegenden Arbeit wurde dieses Verfahren um einen Mechanismus zur Generie-
rung von Fehlerszenarien erweitert. Dieser ﬁndet sowohl bei der Veriﬁkation zur Feh-
lerlokalisation im Modell als auch bei der Validation zur Generierung von Testfällen
Anwendung, so dass nicht nur die Veriﬁkation sondern auch die Validation geeignet
unterstützt werden.
Die Anwendbarkeit der Methodik wird an einem Fallbeispiel, der Entwicklung einer
Stellwerkslogik, demonstriert.
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Abstract
Due to their programmability and their high capabilities, computers have entered al-
most all areas of everyday life. In order to use computer-based systems in a safety-
critical environment, the proper function of hardware and software has to be certiﬁed.
For economic reasons, the development of safety-critical systems requires automation
providing such evidence. Whereas relevant norms recommend the application of for-
mal and for this reason automatable methods, criteria regarding how to apply which
formalism adequately or even eﬃciently do not exist yet.
As a result of their large amount of available development tools, modeling languages
like the Uniﬁed Modeling Language (UML) have become more and more popular.
However, the UML does not meet the requirements as to formality or as to veriﬁcation
support. In this thesis, a methodology to support the development process of safety-
critical systems is developed, using an example of the operation and control technology
in railway systems. The methodology reuses UML concepts in such a way that existing
development tools can be applied.
The provided methodology includes the formalization of functional requirements as
Multi-Object Logic D1 formulas. These formulas are interpreted over several times ex-
tended Kripke structures which are the basis for communicating state machines. As
UML state machines can be decomposed into communicating state machines, UML
state machines become applicable in the behavior speciﬁcation phase. Due to the
common basis of the requirements and the behavioral speciﬁcation, the Multi-Object
Checking procedure can be utilized for veriﬁcation. In this thesis, the Multi-Object
Checking procedure is extended by a scenario generation feature in case a Multi-Object
Checking property does not hold. This feature can be applied both to veriﬁcation for
fault localization in the model and to validation for test case generation.
The applicability of the methodology is demonstrated, using the example of the deve-
lopment of an interlocking logic.
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1Kapitel 1
Einleitung
Ein großer Anteil von elektronischen Gebrauchsgegenständen und auch die große Mehr-
heit von Produktions- und Regelungsanlagen sind derzeit aus rechnerunterstützten oder
rechnerbasierten Systemen aufgebaut. Wann immer ein System aus mehreren Teilen
wie zum Beispiel diversen Steuergeräten oder einzelnen Rechnern (mit zum Teil un-
terschiedlicher Hard- und Software) besteht, wird ein erschöpfender Test des Gesamt-
systems nahezu unmöglich. Die Anzahl der Kombinationen möglicher Systemzustände
und Übergänge zwischen diesen Zuständen übersteigt die Handhabbarkeit bei Weitem.
Die manuelle Deﬁnition von Testfällen, deren Ausführung und Bewertung ist heute für
nahezu kein rechnerbasiertes System mehr möglich.
In Ingenieurdisziplinen sind — je nach Fachgebiet — unterschiedliche Herangehenswei-
sen etabliert, deren standardisiertes, prozessorientiertes Vorgehen von der Problemstel-
lung bis hin zur Inbetriebnahme den Erfolg einer Entwicklung in nahezu allen Fällen
gewährleistet. Doch es ist nicht nur die jahrelange Erfahrung in diesen Disziplinen,
es existieren zusätzlich fundierte Kenntnisse, die über viele Jahre durch Tests sowie
Statistiken belegt sind und zusammen mit der prozessorientierten Vorgehensweise den
Erfolg eines Projektes ermöglichen.
Während auch die Informatik und die diese nutzenden Disziplinen dieses umfangreiche
Prozesswissen in Form von Vorgehensmodellen besitzen, stehen mindestens ebensovie-
le Entwicklungsumgebungen, Programmiersprachen, Mikroprozessoren etc. zur Verfü-
gung. Dass weder das Prozesswissen noch die Fülle der einsetzbaren Methoden oder
Sprachen für ausreichend qualitative Modellierung oder Implementierung hinreichend
waren und sind, um sicherheitskritische, rechnerbasierte Systeme zu entwickeln, doku-
mentieren Medienberichte und wissenschaftliche Publikationen ([Woe99, Dow97, Lan97,
Lio96, Ede97, Pri95]) immer wieder.
Forderungen durch den Gesetzgeber, sicherheitsrelevante Normen und andere Regelwer-
ke beschreiben zumeist nur, dass ein bestimmtes Maß an Sicherheit zu gewährleisten
ist. Normen etc., die einem nach ihnen realisierten System gewisse Sicherheitseigen-
schaften zuerkennen, treﬀen derzeit keine verbindlichen Aussagen, welche Methoden,
Programmiersprachen oder Compiler welche Qualität gewährleisten und wie hoch das
nach deren Anwendung bestehende Restrisiko ist.
Normen wie die IEC 61508 ([Int03, Bel05, Ehr02, Fal01]) — Funktionale Sicherheit
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sicherheitsbezogener elektrischer/elektronischer/programmierbar elektronischer Syste-
me — und davon abgeleitete branchenspeziﬁsche Normen wie die CENELEC-Normen
DIN EN 50126, 50128 und 50129 bzw. deren IEC-Pendants IEC 62278 und 62279
([CEN06, Int02b, Int02a]) für das Eisenbahnwesen beinhalten nur einen Katalog mit
Empfehlungen, welche Handlungen in einer bestimmten Phase der Entwicklung an-
wendbar sind, welche davon empfohlen sind und welche schließlich mindestens an-
gewendet werden müssen, um eine normkonforme Entwicklung durchzuführen. Dem
Systementwickler obliegt es weiterhin, aus der immer noch existierenden Fülle von Me-
thoden diejenigen auszuwählen, die es ihm ermöglichen unter sicherheitsrelevanten aber
auch sonstigen Gegebenheiten das Entwicklungsziel zu erreichen.
Nach den zuvor erwähnten Normen ist beispielsweise die Erstellung der Systemanforde-
rungsspeziﬁkation, deren Gegenstand eine deskriptive Darstellung der Funktionen des
Systems ist, zur Entwicklung eines Eisenbahnsystems Aufgabe des Auftraggebers. Auf
Basis dieser Speziﬁkation ist ebenfalls noch durch den Auftraggeber eine Risikoanalyse
durchzuführen. Im Anschluss daran erfolgt die Prüfung der Systemanforderungsspe-
ziﬁkation und der zugehörigen Risikoanalyse durch die zuständige Aufsichtsbehörde,
nach deren Zustimmung die Systemanforderungsspeziﬁkation für die Auftragsvergabe
verwendet werden kann.
Die Entwicklung eines Eisenbahnsystems durch einen Auftragnehmer sieht parallel zur
Entwicklung die Durchführung eines Sicherheitsnachweises vor. Im Rahmen des Sicher-
heitsnachweises sind in einer Gefährdungsanalyse alle Ursache für die in der Risikoana-
lyse identiﬁzierten Gefährdungen zu ermitteln und zu zeigen, dass mit den gewählten
Realisierungen diese Gefährdungen beherrscht werden. Erst im Anschluss an die Zu-
lassung durch die Behörde, kann das System in Betrieb genommen werden.
Auch heute werden Systemanforderungsspeziﬁkationen selbst für sicherheitsrelevan-
te Systeme in den meisten Fällen noch in natürlicher Sprache formuliert, wobei eine
Ergänzung um graﬁsche Darstellungen erfolgt. Dabei ist trotz sorgfältiger Erstellung
der Systemanforderungsspeziﬁkationen nur mit hohem Aufwand eine Überprüfung auf
Vollständigkeit, Konsistenz, Eindeutigkeit oder Sicherheitskonformität durchführbar.
Ein weiterer Nachteil bei einer natürlichsprachlich verfassten Systemanforderungsspe-
ziﬁkation besteht darin, dass wegen fehlender formaler Fundierung Mehrdeutigkeiten
nahezu unvermeidbar sind. Ferner sind diese Systemanforderungsspeziﬁkationen schwer
erweiterbar und notwendige Korrekturen sind in den meisten Fällen mit einem enormen
Aufwand verbunden.
Um diesen Problemen entgegenzuwirken, empfehlen die bereits erwähnten Normen für
die sicherheitsrelevante Eisenbahnsignaltechnik den Einsatz von formalen Methoden
z.B. für die Entwicklung von Systemen der Leit- und Sicherungstechnik. Diese Me-
thoden sollen dazu beitragen, dass die Darstellung der Sachverhalte hinreichend prä-
zise ist und der Aufwand zur Durchführung der notwendigen Überprüfungen reduziert
wird. Die Forderung nach dem Einsatz formaler Methoden beinhaltet weder für die
Anforderungsspeziﬁkation noch für die Verhaltensspeziﬁkation des Systems. Letzte-
re beschreibt, wie die Anforderungen durch das System erfüllt werden, konkrete und
praktikable Anleitungen für deren Anwendung.
Die in den Normen enthaltene Forderung, die Speziﬁkation sowohl in natürlicher Spra-
3che als auch in einer idealerweise formalen Notation zu entwickeln, bietet einerseits
den Vorteil die Speziﬁkation auch denjenigen zugänglich zu machen, denen die ver-
wendeten Formalismen nicht geläuﬁg sind. Andererseits besteht damit die Gefahr, dass
selbst nach einer anfänglich sorgfältigen Pﬂege und Synchronisierung der natürlich-
sprachlichen und der formalen Notation diese Formulierungen nicht adäquat fortge-
führt werden, so dass bei Weiterentwicklungen Inkonsistenzen oder einseitig fehlende
Information entstehen können.
Um dieser Entwicklung entgegenzuwirken, ist ein hinreichend ausdrucksstarker und
ebenso einfach zu bedienender Mechanismus notwendig, der die durch die zusätzliche
Verwendung natürlicher Sprache angedachte Öﬀnung für Fachkräfte, die nicht mit den
formalen Methoden vertraut sind, obsolet werden lässt. Leichte Erlernbarkeit, Verbrei-
tung und Ausdrucksstärke sind Attribute mit denen die Uniﬁed Modeling Language
(UML) zumeist beschrieben und beworben wird. Insbesondere im Bereich der Software-
Entwicklung erscheint die UML damit als das geeignete Mittel, um eine Beschreibung
von der Software-Anforderungsspeziﬁkation bis hin zur Testunterstützung zur Verfü-
gung zu stellen, die die zusätzliche Verwendung einer natürlichsprachlichen Formulie-
rung vermeiden lässt. Die vorliegende Arbeit betrachtet hierzu die von der UML zur
Verfügung gestellten Mechanismen und deren Anwendbarkeit für die einzelnen Ent-
wicklungsphasen.
Die von der UML zur Verfügung gestellten Beschreibungsmittel, die bereits in ver-
schiedenen Tools verfügbar sind, sind beginnend mit der Analyse über den Entwurf
bis hin zur Implementierung von Software, auf deren Entwicklung sich die vorliegende
Arbeit konzentriert, für viele Softwareprojekte verwendet worden, so dass in diesen
eine Durchgängigkeit der Notation erprobt ist. Formulierungen der Systemanforde-
rungsspeziﬁkation stehen somit für die weiteren Entwicklungsschritte ohne aufwändige
Neuformulierung und ohne Informationsverlust in jeder Entwicklungsphase zur Verfü-
gung.
Obwohl die UML immer weiteren Zuspruch erhält und damit eine immer stärkere
Verbreitung erfährt, ist deren mathematische Fundierung in vielen Bereichen unzu-
reichend, so dass lediglich von einer semiformalen Herangehensweise bei Verwendung
der UML nach [OMG07c, OMG07b] gesprochen werden kann. Sowohl die Methoden
und Diagramme zur Anforderungsspeziﬁkation als auch jene, die für die Erstellung der
Verhaltensspeziﬁkation anwendbar sind, weisen diverse Unklarheiten, Mehrdeutigkei-
ten oder aber Deﬁnitionslücken auf.
Um der Problematik der Unvollständigkeit der UML zu begegnen, so dass ausgewähl-
te Diagrammtypen für die Entwicklung von Systemen der Leit- und Sicherungstech-
nik Verwendung ﬁnden können, diskutiert die vorliegende Arbeit sowohl Methoden
zur Anforderungs- als auch zur Verhaltensspeziﬁkation. Mangels hinreichend formaler
Beschreibungsmittel für die Formulierung einer Anforderungsspeziﬁkation seitens der
UML werden ergänzend Temporallogiken betrachtet.
Die Verwendung von Temporallogiken ist zum einen explizit als formale Speziﬁkati-
onstechnik in den Normen genannt. Zum anderen ermöglicht deren Anwendung nicht
nur die Speziﬁkation statischer Eigenschaften in Form aussagenlogischer Terme son-
dern bieten Konstrukte zur Beschreibung des dynamischen Verhaltens. Weiterhin be-
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steht durch deren Verwendung die Möglichkeit einer automatischen Veriﬁkation ei-
ner zustandsbasierten Verhaltensspeziﬁkation mit Verfahren wie zum Beispiel Model
Checking.
Während vollautomatische und damit für industrielle Anwendungen prädestinierte Ver-
fahren wie Model Checking durch die Problematik der Zustandsexplosion für Systeme
mit einer moderaten Größe des Zustandsraums anwendbar sind, bietet das von Pinger
in [Pin02] vorgestellte Multi-Object Checking Verfahren die Vermeidung der Zustands-
explosion durch sequentielle Analyse der beteiligten Objekte. Multi-Object Checking
verwendet Multi-Objektlogiken auf Basis von Temporallogiken zur Formulierung von
Prüfbedingungen/Anforderungen und realisiert den Prüfprozess durch iteriertes Model
Checking. Das Verfahren von Pinger bietet dabei jedoch keine direkte Unterstützung
für die Veriﬁkation von Zustandsmaschinen, die Nebenläuﬁgkeit oder Hierarchiekon-
zepte beinhalten, so dass es nicht direkt auf UML-Zustandsdiagramme anwendbar ist.
Weiterhin bietet das Verfahren keine Unterstützung für den Fall, dass die Gültigkeit
einer Anforderung nicht nachgewiesen werden kann, während Model Checking Werk-
zeuge hier beispielsweise ein Fehlerszenario in Form eines Gegenbeispiels generieren.
Auch die Unterstützung des Validationsprozesses ﬁndet bei Pinger keine Berücksichti-
gung.
Das Ziel der vorliegenden Arbeit besteht darin, eine verständliche, formale Metho-
dik von der Anforderungsspeziﬁkation bis hin zur Validation für die Software sicher-
heitskritischer Systeme zu entwickeln. Hierzu ist eine gemeinsame formale Basis für
die Anforderungs- und die Verhaltensspeziﬁkation bereitzustellen, so dass zum einen
funktionale Anforderungen an ein sicherheitskritisches System wie z.B. ein Stellwerk
durch Formeln in einer Multi-Objektlogik formuliert werden können. Zum anderen
werden Transformationen von Zustandsmaschinen mit mächtigen Abstraktionskonzep-
ten, die beispielsweise von UML-Zustandsdiagrammen in Form eines Hierarchie- und
Nebenläuﬁgkeitskonzepts angeboten werden, auf eben diese gemeinsame Basis zu ent-
wickeln. Sowohl für die Anforderungs- als auch die Verhaltensspeziﬁkation stehen dann
verständliche Beschreibungsmittel zur Verfügung. Durch die gemeinsame Fundierung
kann in Kombination mit dem um die Generierung von Fehlerszenarien zu erweitern-
den Multi-Object Checking Verfahren die Veriﬁkation der formulierten Anforderungen
gegen das Verhaltensmodell in Form von UML-Zustandsdiagrammen gewährleistet und
dessen Validation unterstützt werden. Der Anspruch der Anwendbarkeit wird durch ein
Fallbeispiel illustriert.
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Systementwicklung
Dass die Entwicklung von Produkten nicht nur Innovationskraft sondern auch systema-
tischer Vorgehensweise bedarf, wird bereits im Konsumgüterbereich oﬀenbar. Nahezu
kein rechnergesteuertes Produkt erfüllt die Anforderungen der Verbraucher so, wie es
bei Markteinführung durch den Hersteller versprochen wurde. Zahlreiche Updates sind
so — zum Teil durch den Konsumenten, zum Teil durch den Hersteller — durchzufüh-
ren, bis schließlich die ursprünglich beworbene und damit erwartete Marktreife erreicht
ist.
Während es der Verbraucher akzeptiert hat, im privaten Bereich unvollkommene Pro-
dukte zu verwenden und mit deren Unzulänglichkeiten umzugehen, da ihn Preisvorteile
oder andere Gegebenheiten zum Kauf angeregt haben, überträgt er diese Risikobereit-
schaft nicht auf sämtliche Dinge des alltäglichen Lebens. Bilder wie die des brennenden
Kernkraftwerks von Tschernobyl im Jahre 1986 oder Berichte der Explosion der Aria-
ne 5 Rakete im Juni 1996 lassen immer wieder ein Für und Wider des Einsatzes von
Hochtechnologie für sicherheitskritische Systeme, die das Leben zahlreicher Personen
gefährden können, durch die Gesellschaft diskutieren.
Wann immer Unfälle mit Todesfolge, Schwerverletzten oder erheblichem Sachschaden
eintreten, in die technische Systeme involviert sind, werden deren Einﬂüsse, Gefähr-
dungspotentiale etc. analysiert und begutachtet, um der Fragestellung zu begegnen,
ob menschliches oder technisches Versagen vorliegt. Sowohl der Mensch als auch die
Technik können absolute Sicherheit nicht gewährleisten. Aus diesem Grund muss größt-
mögliche Sorgfalt für die Entwicklung von technischen Systemen, deren Fehlverhalten
oder Versagen eine Gefährdung bedeuten können, aufgebracht werden.
In den folgenden Abschnitten werden zunächst Begriﬀe der technischen Systementwick-
lung betrachtet, bevor die Entwicklung eines sicherheitskritischen technischen Systems
am Beispiel eines Bahnsystems näher ausgeführt wird.
2.1 Grundbegriffe der Entwicklung technischer Sys-
teme
Der Begriﬀ des Systems, davon ausgehendes Risiko sowie dessen Sicherheit sind sowohl
für die Betrachtung bei dessen Entwicklung, bei dessen Zertiﬁzierung bis hin zu dessen
Versagen präzise zu charakterisieren. In Anlehnung an die IEC-Norm 61508 ([Int03])
ist ein System wie folgt deﬁniert.
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Definition 2.1 System
Ein System besteht aus einer fest umrissenen Menge von Elementen, die nach
einem Plan zur Realisierung einer Aufgabe in Beziehung stehen. Ein einzelnes
Element eines Systems kann selbst wieder ein System darstellen, welches dann
als Teilsystem bezeichnet wird.
Ein (Teil-)system, welches ein gesteuertes oder steuerndes System darstellen kann,
darf zur Erfüllung seiner Aufgabe Hardware, Software und menschliche Eingriﬀe
beinhalten.
Diese Deﬁnition eines Systems führt diverse Einﬂussfaktoren an, die das Versagen eines
Systems verursachen können, so dass gefährliche Situationen entstehen. Bei der Nut-
zung eines Systems für seinen Einsatzzweck besteht somit nicht nur durch menschliche
Handlungen sondern auch durch das Versagen der Hardware, durch Fehler in der Soft-
ware oder durch die Verwendung eines fehlerhaften Teilsystems die Möglichkeit, das
System in einen für dessen Nutzer oder auch Unbeteiligte lebensbedrohlichen Zustand
zu versetzen.
2.1.1 Risiko und Sicherheit
Während menschliches Versagen oder das Versagen von Hardware im Sinne mechani-
scher, hydraulischer oder elektrischer Installationen niemals völlig ausgeschlossen wer-
den kann, sind die Korrektheit von Algorithmen und die auf deren Basis realisierte
Software veriﬁzier- und/oder validierbar. Für Teilsysteme besteht zumeist hingegen
nur eingeschränkt die Möglichkeit, deren Güte zu garantieren. Insbesondere wenn diese
als Standardkomponenten von Fremdherstellern als Commercial-Oﬀ-The-Shelf (COTS)
Komponenten integriert werden sollen.
Für die Betrachtung des durch die Verwendung eines technischen Systems bestehenden
Gefahrenpotentials wird zumeist der Begriﬀ des Risikos herangezogen. Braband betont
in [Bra05] dessen Herkunft aus der Versicherungswirtschaft und deﬁniert Risiko wie
folgt.
Definition 2.2 Risiko
Risiko ist der erwartete Schaden pro Zeiteinheit und Betrachtungseinheit.
Für die Formalisierung und Quantiﬁzierung von Risiko sind Formeln in unterschiedli-
chen Ansätzen ([Kur07, KH96, Sch96]) entwickelt worden, so dass eine Risikobewertung
möglich wird. Nach Braband ([Bra04]) haben sich weder in Normen noch in der Praxis
einheitliche Betrachtungen des Risikos oder dessen Bewertung durchgesetzt.
Die Forderung nach Sicherheit ist entsprechend den relevanten Normen1 wie folgt de-
ﬁniert.
Definition 2.3 Sicherheit
Sicherheit stellt die Abwesenheit untolerierbaren Risikos dar.
Sicherheit kann nach [Bra05] immer nur eingeschränkt erfüllt sein. Da zum einen tech-
nische und zum anderen ﬁnanzielle Schranken die Realisierung eines absolut sicheren
1Berücksichtigung finden hier die Normen IEC 61508, EN DIN 50126|8|9, ISO 62278|9.
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Systems ausschließen, werden risikobasierte Ansätze verfolgt, die Sicherheit über die
Einhaltung von Risikogrenzwerten deﬁnieren.
Mit Verabschiedung der Richtlinie über die Eisenbahnsicherheit ([EU04]) und des durch
die Europäische Eisenbahnagentur (European Railway Agency – ERA) aufgestellten
Arbeitsplans für die Aufstellung von gemeinsamen Sicherheitsmethoden (CSM) und
gemeinsamen Sicherheitszielen (CST) (vgl. [ERA05]) sind die rechtlichen Vorausset-
zungen in dieser Domäne geschaﬀen worden. Nach [ERA05] ist zu Ende September
2007 eine erste Reihe von gemeinsamen Sicherheitsmethoden vorzuschlagen gewesen,
um innerhalb der Europäischen Union zukünftig nicht nur einheitliche Sicherheitsstan-
dards zu beschreiben sondern diese auch umzusetzen.
2.1.2 Funktionale Sicherheit
Sicherheit wird bereits durch die IEC-Norm 61508 ([Int03]) diﬀerenzierter betrachtet.
Diese Norm liefert allgemeine Vorgaben für die Vermeidung und Beherrschung von
Ausfällen in elektrischen, elektronischen oder programmierbaren elektronischen Sys-
temen und beschreibt einen Standard, der die sicherheitstechnischen Anforderungen
an einzelne komplexe Systeme auf die komplette Sicherheitsinstallation vom Sensor bis
zum Aktor einschließlich der Managementrahmenbedingungen erweitert. Ferner fordert
die Norm einen quantitativen Nachweis — auf Basis einer Berechnung der Versagens-
wahrscheinlichkeit — für das Restrisiko und schreibt organisatorische Maßnahmen zur
Vermeidung von Fehlern vor, um dieses verbleibende Risiko zu minimieren. Die IEC-
Norm 61508 ([Int03]) deﬁniert diese funktionale Sicherheit wie folgt.
Definition 2.4 Funktionale Sicherheit
Funktionale Sicherheit ist der Teil der Gesamtsicherheit, der von der korrek-
ten Funktion eines sicherheitsbezogenen E/E/PE-Systems, sicherheitsbezogenen
Systemen anderer Technologie und externer Einrichtungen zur Risikominderung
abhängt.
Aus der Deﬁnition kann geschlossen werden, dass funktionale Sicherheit gegeben ist,
wenn jede speziﬁzierte Sicherheitsfunktion ausgeführt wird und der für jede Sicherheits-
funktion geforderte Erfüllungsgrad erreicht ist. Funktionale Sicherheit deckt damit nur
einen Teil der Gesamtsicherheit eines Systems ab, so dass zum Beispiel Brand- oder
Strahlenschutz nicht in den Bereich der funktionalen Sicherheit fallen.
Die von Braband in [Bra05] angeführte Problematik, perfekte Sicherheit niemals voll-
ständig gewährleisten zu können, ﬁndet ihre Entsprechung in den CENELEC-Normen
DIN EN 50126, 50128 und 50129 ([CEN06]). In Abhängigkeit von Gefährdungshäuﬁg-
keit und Schadenspotential deﬁnieren diese eisenbahnspeziﬁschen Normen in Analogie
zur IEC-Norm 61508 Sicherheitsanforderungsstufen 0 bis 4 (Safety Integrity Level –
SIL), die mit zunehmendem Risikograd eine Steigerung der Risikoverringerungsmaß-
nahmen fordern. Damit einhergehende Forderungen beeinﬂussen den gesamten System-
entwicklungsprozess unter anderem in Bezug auf Dokumentations-, Veriﬁkations- und
Testumfang.
Die Ableitung einer Sicherheitsanforderungsstufe kann auch auf Basis vergleichbarer
Systeme durchgeführt werden, wobei deren Sicherheitsanforderungsstufe die des zu ent-
wickelnden Systems determiniert. Das neu zu entwickelnde System muss damit min-
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destens die Sicherheitsanforderungsstufe der zum Vergleich herangezogenen Systeme
(zum Beispiel die des zu ersetzenden Systems) einnehmen.
2.2 Entwicklung sicherheitskritischer Eisenbahnsys-
teme
Die Entwicklung eines sicherheitskritischen Systems bedarf der Prüfung und einer ab-
schließenden Zulassung durch eine Behörde. Durch diese Zulasung ist gewährleistet,
dass nicht nur das System selbst sondern auch dessen Entwicklung den rechtlichen
Rahmenbedingungen, den für das System relevanten Normen und — soweit gefordert
— aktuellen Erkenntnissen aus Forschung und Entwicklung genügt. Der Betrieb ei-
nes sicherheitskritischen Systems ohne entsprechende Zulassung bedeutet bereits grob
fahrlässiges und damit strafbares Handeln.
Für den Bereich Eisenbahnsysteme und hier insbesondere für die Entwicklung von
Systemen der Leit- und Sicherungstechnik deﬁnieren die CENELEC-Normen DIN EN
50126, 50128 und 50129 ([CEN06]) Regularien, die den gesamten Entwicklungsprozess
eines solchen sicherheitskritischen Systems beeinﬂussen. Der Entwicklungsprozess ist
dabei eng an das V-Modell ([KS06, BK06, BR05]) angelehnt und wird in DIN EN
50128 entsprechend der folgenden Abbildung für den Bereich der Softwareentwicklung,
auf den sich die vorliegende Arbeit konzentriert, beschrieben.
Abbildung 2.1: Softwareentwicklungs-Lebenszyklus nach DIN EN 50128 ([CEN06])
Ausgangsbasis des in Abbildung 2.1 dargestellten Softwareentwicklungsprozesses bil-
det die Systemanforderungsspeziﬁkation, aus der die Software-Anforderungsspeziﬁka-
tion sowie die Software-Anforderungstestspeziﬁkation abzuleiten sind. Während die
Software-Anforderungsspeziﬁkation in der Software Architektur und Entwurfsphase
die Software-Architekturspeziﬁkation sowie die Software-Entwurfsspeziﬁkation bestim-
men, resultiert die Software-Entwurfstestspeziﬁkation aus der Software-Anforderungs-
testspeziﬁkation.
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Die Software-Modulentwurfsphase schließt an die Software Architektur und Entwurfs-
phase an und beinhaltet die Software-Modulentwurfsspeziﬁkation auf Basis der Soft-
ware-Entwurfsspeziﬁkation und die von der Software-Entwurfstestspeziﬁkation abge-
leitete Software-Modultestspeziﬁkation. In der Codierphase erfolgt schließlich die Im-
plementierung der in der Software-Modulentwurfsspeziﬁkation beschriebenen Module.
Jede der beschriebenen Phasen schließt mit einem Bericht, dass die erstellten Speziﬁ-
kationen vollständig und korrekt sind und dass die Phase normkonform abgearbeitet
wurde. Dieses Vorgehen wird nach DIN EN 50128 jeweils als Veriﬁkation bezeichnet.
An die zuvor beschriebenen Entwicklungsphasen schließen sich die Testphasen an. Ent-
sprechend der Vorgehensweise des V-Modells erfolgt der Test hier von innen nach au-
ßen, so dass die Software-Modultestphase den Test der implementierten Module der
Codierungsphase gegen die Software-Modultestspeziﬁkation enthält. In der Software-
Integrationstestphase werden nach erfolgreichem Test der Einzelmodule diese im Ver-
bund anhand der Software-Entwurfstestspeziﬁkation überprüft. An die zwischengela-
gerte Software/Hardware-Integration schließt die Software-Validierung an, die den Test
der gesamten Software gegen die Software-Anforderungstestspeziﬁkation beinhaltet.
Im Anschluß an den erfolgreichen Test in der Software-Validierungsphase folgt nach der
Software-Begutachtungsphase und der Erteilung des Software-Gutachtens die Software-
Wartungsphase, die Wartungsaufzeichnungen sowie ein Wartungsprotokoll als Doku-
mentationen besitzt.
Analog zu den Sicherheitsanforderungsstufen für den gesamten System-Entwicklungs-
prozeß sind Software-Sicherheitsanforderungsstufen deﬁniert, die aus den System-Si-
cherheitsanforderungsstufen abgeleitet sind, so dass die Software-Sicherheitsanforde-
rungsstufe (SSAS) eines Systems mindestens der Sicherheitsanforderungsstufe des Ge-
samtsystems entsprechen muss.
Für die Gewährleistung eines sicheren Betriebsablaufs werden in Eisenbahnsystemen
Stellwerke zur Ansteuerung von Signalen, Weichen und anderen beeinﬂussbaren Kom-
ponenten auf Anlagenseite verwendet. In der Stellwerkslogik ist nach Pachl ([Pac04a]),
der Ausschluss konkurrierender Fahrstraßen alternativ durch eine Verschlusstabelle
bzw. durch Anwendung des Spurplanprinzips zu gewährleisten. Während die Ver-
schlusstabelle eine Sammlung gleichzeitig einstellbarer Fahrstraßen beschreibt, werden
die Infrastrukturelemente als logische Objekte entsprechend der Topologie der zu steu-
ernden Gleisanlage bei Anwendung des Spurplanprinzips verstanden. Hierbei werden
die Objekte durch ihren Zustand, ihr Verhalten und ihre Lage zueinander beschrie-
ben. Bei Anwendung des Spurplanprinzips entspricht dann jedes reale Objekt (Weiche,
Signal, etc.) einem logischen.
Die Betrachtung eines Systems als Menge nebenläuﬁg interagierender Objekte/Kom-
ponenten ist damit insbesondere in der Domäne Eisenbahn gerechtfertigt. Neben den
Fahrzeugen existieren innerhalb der Infrastruktur diverse Elemente wie Weichen, Gleis-
freimeldeanlagen, Signale etc. deren Interaktion nicht nur die Fahrtrichtungen oder Ge-
schwindigkeiten der Züge beeinﬂussen sondern auch zur Vermeidung von Kollisionen
und damit zur Gewährleistung von Sicherheit dienen. Während eine Verschlusstabelle,
die in der Regel nur eine Auswahl sämtlicher einstellbarer Fahrstraßen enthält, nur für
eine konkrete Realisierung der Infrastruktur Anwendung ﬁnden kann, bietet die Ver-
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wendung des Spurplanprinzips selbst bei Instandhaltungs- oder Umbaumaßnahmen
noch die Möglichkeit den Fahrbetrieb aufrecht zu erhalten, da Fahrstraßen hier nicht
konkret vorgegeben sind.
Die objektorientierte Modellierung von (sicherheitskritischen) Eisenbahnsystemen, de-
ren Veriﬁkation und Test ist Gegenstand diverser Forschungsarbeiten ([Ara05, Ara03,
Mas02, BBHP04, Ber06, BBHP06, BH06]) und konzentriert sich zunehmend auf die
Verwendung der Uniﬁed Modelling Language (UML) oder dafür geschaﬀener Proﬁle.
Deren alleinige Anwendbarkeit in den einzelnen Entwicklungsphasen ist jedoch, wie die
folgenden Abschnitte aufzeigen werden, unzureichend.
2.2.1 Anforderungsspezifikation
Das erklärte Ziel der Software-Anforderungsspeziﬁkationsphase ist es, Dokumente so-
wohl für die Software-Anforderungs- als auch die Software-Anforderungstestspeziﬁka-
tion zu verfassen, so dass diese Phase die Anforderungen an die Software in Bezug auf
die zu erreichende Software-Sicherheitsanforderungsstufe vollständig erfasst.
An die Dokumente ist der Anspruch gestellt, dass diese für die Entwicklung durch einen
Software-Entwickler ausreichend sind, ohne dass dieser weitere Literatur einsehen muss.
Damit besitzen die Dokumente die Anforderung vollständig, klar verständlich, eindeu-
tig und neben veriﬁzier- und testbar auch wart- und umsetzbar zu sein, wobei sämtliche
Ergebnisse der Software-Anforderungsspeziﬁkationsphase aus den Eingangsdokumen-
ten verfolgbar sein müssen.
Neben Eﬃzienz, Nutzbarkeit und Portierbarkeit stehen ebenso die Funktionalität sowie
der Sicherheitsaspekt im Fokus der Software-Anforderungsspeziﬁkation, deren Aufgabe
es ist, sämtliche Softwareeigenschaften zu deﬁnieren ohne sie zu entwickeln.
Die Norm DIN EN 50128 beschreibt die Software-Anforderungstestspeziﬁkation als
Ableitung aus der Software-Anforderungsspeziﬁkation. Die Software-Anforderungstest-
speziﬁkation dient dann zum einen zur Veriﬁkation der Anforderungen der Software-
Anforderungsspeziﬁkation. Zum anderen beinhaltet sie die an der fertiggestellten Soft-
ware auszuführenden Tests. Die Software-Anforderungstestspeziﬁkation formuliert hier-
zu für jede Funktion Eingangs- und Ausgangsdaten, deren Reihenfolgen sowie Akzep-
tanzkriterien, wann ein Test erfolgreich absolviert wurde.
Für die Dokumentation der Software-Anforderungsspeziﬁkation werden für sicherheits-
kritische Systeme der Sicherheitsanforderungsstufen 3 und 4 formale Speziﬁkationen
mit Temporallogiken, CCS (Calculus of Communicating Systems), CSP (Communica-
ting Sequential Processes), etc. bzw. halbformale Verfahren dringend empfohlen, wäh-
rend strukturierte Verfahren wie SDL (ITU Speciﬁcation and Description Language
([IT92])) bereits ab Sicherheitsanforderungsstufe 1 dringend empfohlen sind. Neben
der Anwendung mindestens eines dieser Verfahren ist die parallele Erstellung der Do-
kumentation in natürlicher Sprache vorgeschrieben.
Diese in den Normen enthaltene Forderung, die Speziﬁkationen eines sicherheitskriti-
schen Systems sowohl in natürlicher Sprache als auch in einer formalisierten Notation
zu erfassen, bietet den Vorteil die Speziﬁkation auch den Personen zugänglich zu ma-
chen, denen die Formalismen nicht geläuﬁg sind. Damit besteht jedoch die Gefahr, dass
selbst nach einer Phase sorgfältiger Pﬂege und Synchronisierung der natürlichsprachli-
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chen und der formalen Notation eine synchronisierte Fortführung dieser Formulierungen
nicht adäquat verfolgt wird, so dass Weiterentwicklungen Inkonsistenzen oder einseitig
fehlende Information enthalten können.
In der Eisenbahnsicherungstechnik werden Lastenhefte derzeit strukturiert und sorgfäl-
tig erstellt, wobei nicht funktionale Anforderungen, wie zum Beispiel die Energieversor-
gung und die damit verbundene Kosten, gesondert behandelt werden. Die Darstellung
der funktionalen Anforderungen erfolgt in den meisten Fällen noch rein in natürlicher
Sprache/Fachsprache unter Ergänzung um graﬁsche Darstellungen. Nur mit hohem
Aufwand ist eine Überprüfung auf Vollständigkeit, Konsistenz, Eindeutigkeit oder Si-
cherheitskonformität durchführbar. Natürlichsprachlich verfasste Systemanforderungs-
speziﬁkationen besitzen ferner den Nachteil, dass wegen fehlender formaler Fundierung
Mehrdeutigkeiten kaum vermeidbar sind und dass diese Systemanforderungsspeziﬁka-
tionen in den meisten Fällen nur schwer erweiterbar und notwendige Korrekturen mit
einem enormen Aufwand verbunden sind.
Auch in der Version 2 präsentiert sich die UML noch nicht durchgängig formal und voll-
ständig (vgl. [FSKR05, JRH+04a]). Erst Einschränkungen, mathematische Fundierun-
gen oder Erweiterungen, die zum Beispiel im Forschungsprojekt OPRAIL ([HBPL07])
mit der Entwicklung der Safe-UML ([HRW07]) verfolgt wurden, ermöglichen deren An-
wendung als ein formales Beschreibungsmittel von der Anforderungsspeziﬁkation bis
hin zu Veriﬁkation und Test. So bedeutet beispielsweise die Adaption von Konzep-
ten der Message Sequence Charts (MSC, vgl. [IT95]) oder von Live Sequence Charts
(LSC, vgl. [HM03, DH01]) in UML-Sequenzdiagrammen ohne eine vollständige, for-
male Semantik, dass deren alleinige Anwendung zur Formulierung einer Software-
Anforderungsspeziﬁkation oder zur Beschreibung der Software-Anforderungstestspezi-
ﬁkation, wie das OPRAIL-Projekt demonstriert, unzureichend ist, da diese nicht von-
einander abgegrenzt werden können.
Obwohl bereits Erweiterungen der zur UML gehörigen Object Constraint Language
([GRB03, FM02, ZG03a]) temporallogische Konstrukte beinhalten, welche jedoch bis-
her keinen Einzug in UML-Werkzeuge gefunden haben, ist für die Software-Anforde-
rungsspeziﬁkationsphase ein geeigneter Formalismus zu wählen.
Während das OPRAIL-Projekt eine Teilmenge von Live Sequence Charts, aus denen
CTL Model Checking Prüfbedingungen abgeleitet werden, einsetzt, verwendet die vor-
liegende Arbeit Temporallogiken oder präziser Multi-Objektlogiken (vgl. Kapitel 3)
mit temporallogischem Fundament als formales Beschreibungsmittel in der Software-
Anforderungsspeziﬁkationsphase. Durch deren Verwendung werden nicht nur Mehrdeu-
tigkeiten etc. vermieden sondern auch eine automatische Veriﬁkation des Systemmo-
dells möglich. In Kapitel 5 wird ein darauf aufbauendes, automatisches Verfahren zur
Ableitung einer Software-Anforderungstestspeziﬁkation skizziert. Betriebsarten, Aus-
fallverhalten der Elektronik sowie weitere in den Normen berücksichtigte Aspekte wer-
den im Rahmen dieser Arbeit nicht behandelt.
2.2.2 Entwurf/Modellierung
Die Software Architektur und Entwurfsphase und die darauﬀolgende Software-Modul-
entwurfsphase bedürfen wie die vorausgehende Software-Anforderungsspeziﬁkations-
phase der Vollständigkeit, Verständlichkeit, Eindeutigkeit, Veriﬁzier- und Testbarkeit
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sowie Wart- und Realisierbarkeit. Die Norm DIN EN 50128 fordert dazu auf, für die je-
weilige Software-Sicherheitsanforderungsstufe geeignete Werkzeuge wie Beschreibungs-
sprachen, Compiler etc. zu verwenden, durch die während des gesamten Softwarele-
benszyklusses die zuvor beschriebenen Eigenschaften unterstützt werden.
Halbformale und formale Verfahren werden in DIN EN 50128 nicht nur für die Phase
der Software-Anforderungsspeziﬁkation sondern auch in der Entwurfs- bzw. Model-
lierungsphase sicherheitskritischer Systeme der höchsten Sicherheitsanforderungsstu-
fen (SIL 3 und SIL 4) dringend empfohlen (highly recommended – HR). Modula-
res Vorgehen, die Verwendung von Entwurfs- und Codierstandards, die Durchführung
von Black-Box-Tests sowie die Datenaufzeichnung und deren Analyse sind hingegen
in der Entwurfs- bzw. Modellierungsphase explizit vorgeschrieben. Für die Software-
Sicherheitsanforderungsstufen 3 und 4 ist neben der Auswahl und Anwendung mindes-
tens eines formalen, halbformalen oder strukturierten Verfahrens die Verwendung eines
validierten bzw. betriebsbewährten Compilers obligatorisch.
Die Modellierung des Verhaltens einer Komponente oder eines Systems kann auf un-
terschiedliche Art und Weise geschehen. Hierbei ist insbesondere zu berücksichtigen,
ob diskrete Systemzustände oder ein kontinuierliches Systemverhalten vorliegen. Die
Modellierung einer Stellwerkslogik, die den Ausschluss konkurrierender Fahrstraßen al-
ternativ durch eine Verschlusstabelle oder durch Anwendung des Spurplanprinzips ge-
währleistet, kann, wie bereits durch [Ara05, Ara03, Mas02, BBHP04, Ber06, BBHP06,
BH06] gezeigt wurde, in Form eines Systems nebenläuﬁg interagierender Objekte mit
diskreten Systemzuständen erfolgen.
Für die Modellierung zustandsbasierter Systeme stehen diverse Formalismen wie Mealy-
und Moore-Automaten, Petri-Netze oder die Zustandsdiagramme der Uniﬁed Modeling
Language (UML) zur Verfügung. Während Zustandsübergangssysteme mit fehlenden
oder wenigen Hierarchie- und Nebenläuﬁgkeitskonzepten in Bezug auf die hohe Anzahl
von Objekten wie Fahrstraßen, Weichen und Signalen, die jeweils selbst eine komplexe
Funktionalität besitzen, Übersicht und Handhabbarkeit vermissen lassen, bieten hierar-
chische oder gefärbte Petri-Netze oder die Zustandsdiagramme der UMLMöglichkeiten,
dieser Fülle von Objekten und deren Komplexität gerecht zu werden.
Die große Anzahl von UML-Werkzeugen, die teilweise selbst eingeschränkte Veriﬁka-
tions- und Validationsunterstützung bieten, hat die immer weiter zunehmende Akzep-
tanz der UML im Vergleich zu Petri-Netzen in der Industrie gefördert. In der vorlie-
genden Arbeit wird aus diesem Grund in Kapitel 4 die Modellierung des Verhaltens
und damit der Funktionalität eines objektorientierten Systems unter Verwendung der
UML betrachtet und eine Formalisierung von UML-Zustandsdiagrammen beschrieben.
Durch UML-Klassendiagramme zur Beschreibung der Objekt-/Teilsystembeziehungen
und durch UML-Zustandsdiagramme zur Darstellung der internen Struktur und zur
Repräsentation von Subprozessen werden zum einen die Forderungen nach modularem
Vorgehen sowie die Verwendung eines Entwurfsstandards erfüllt. Zum anderen erfolgt
durch die in Kapitel 4 beschriebenen Transformationen der UML-Zustandsdiagramme
in erweiterte Kripke-Strukturen eine Formalisierung der Verhaltensbeschreibung, de-
ren Notwendigkeit bereits durch [FSKR05] für UML-Zustandsdiagramme angemerkt
wird. Damit können die Veriﬁkation der Anforderungen in Form eines mathematischen
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Beweises durchgeführt und die strengen Empfehlungen der Software-Sicherheitsanfor-
derungsstufen 3 und 4 erfüllt werden.
2.2.3 Verifikation und Validiation
Für Veriﬁkation und Validation sind analog zur Software-Anforderungsspeziﬁkations-
phase, zur Software Architektur und Entwurfsphase sowie der Software-Modulentwurfs-
phase Verfahren zu wählen, die selbst leicht verständlich und analysierbar sind, so dass
nicht nur die entsprechenden Testfälle selbst einfach ausführbar sind, sondern dass auch
die Testergebnisse durch einen Gutachter kritisch analysiert werden können. Hierzu
schließt sich an jede Phase ein Veriﬁkationsschritt an, der neben der Eignung der in
einer Phase erstellten Dokumente und Speziﬁkationen auch die Anforderungen an die
zu erbringende Funktionalität und die Sicherheit nachweist.
Die Beschreibung von Testfällen mit Testdaten und die Formulierung eines Testen-
dekriteriums sind für die aufzubringenden Testaktivitäten innerhalb des Software-
Entwicklungszyklusses gemäß DIN EN 50128 nicht ausreichend. Detailliert sind hier
insbesondere die durchzuführenden Tests, die verwendeten Testumgebungen und -tools
sowie die erreichte Testabdeckung zu dokumentieren. Nicht vollständig dokumentierte
Tests werden als ungültig betrachtet.
Für Veriﬁkation und Validation werden im industriellen Umfeld zumeist automati-
sierbare Techniken wie Model Checking, statische Test oder Stresstest bevorzugt, die
bereits auf im Betrieb beﬁndliche Systeme angewendet wurden. Nach Zertiﬁzierung
dieser Systeme, können diese sowohl in Bezug auf ihrer Sicherheitseigenschaften als
auch in Bezug auf die durchzuführenden Tests als Referenz für vergleichbare Syste-
me Verwendung ﬁnden, so dass für funktionsgleiche Systeme eine Wiederholung der
Tests am neu entwickelten System durchgeführt werden kann. Vielfach besitzen neu
zu entwickelnde Systeme jedoch einen wesentlich größeren Funktionsumfang als de-
ren Vorgänger, so dass nicht nur der bestehende Funktionsumfang nachzuweisen ist,
sondern dass zusätzlicher Veriﬁkations- und Testaufand betrieben werden muss.
Während die automatisierte Veriﬁkation von sicherheitskritischen Eisenbahnsystemen
zumeist nur in Forschungsarbeiten wie zum Beispiel [Ara05, BBHP04, Ber06, BBHP06,
BH06] Berücksichtigung ﬁndet, werden Testfälle und zugehörige Testdaten derzeit groß-
teils manuell erstellt, so dass die Modellierung eines Systems dual erfolgt. Neben der
Erstellung des Systemmodells wird ein Testmodell, dessen Verhalten durch die Testfälle
und die dazu erwarteten Ausgaben des Systems bei gegebenen Eingaben beschrieben
ist, entwickelt. Die Entwicklung des Testmodells erfolgt wie die des Systemmodells
unter Berücksichtigung der an das System gestellten Anforderungen, wobei nicht ge-
währleistet werden kann, dass beide Modelle das gleiche System beschreiben. Erfüllt
das Systemmodell einen Testfall nicht, ist damit nicht automatisch gezeigt, dass das
Systemmodell inkorrektes Verhalten aufweist. Es wird vielmehr nur eine Diskrepanz
zwischen beiden Modellen aufgezeigt, so dass eines von beiden oder beide inkorrekt
sein können. Weiterhin ist detailliertes Systemwissen notwendig, um geeignete Testfäl-
le und zugehörige Testdaten zu erstellen, so dass die manuelle Erstellung von Testfällen
und Testdaten hier nur schwer mit der steigenden Komplexität aktueller Systeme ska-
liert.
Die Uniﬁed Modeling Language stellt mit dem UML 2.0 Testing Proﬁle ([OMG07a,
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Dai04]) eine Infrastruktur zur Formulierung und Sammlung von Testfällen und Test-
daten zur Verfügung. Hierbei geht das Testing Proﬁle jedoch nicht wesentlicht darüber
hinaus, als ein graﬁsche Unterstützung zur Modellierung des Testmodells anzubieten,
so dass bei einem rein auf die UML gestützten Ansatz eine manuelle Modellierung
erfolgen muss.
Die Veriﬁkation der in der Software-Anforderungsspeziﬁkationsphase in Temporallo-
giken formulierten Software-Sicherheitsanforderungen gegen das mit UML-Zustands-
diagrammen beschriebene Verhaltensmodell der Entwurfs- bzw. Modellierungsphase
sowie die automatischen Ableitung von Testfällen für modellbasiertes Testen im Sinne
von Black-Box-Tests und deren Verwendung in einem Hardware-in-the-Loop-Verfahren
bilden einen weiteren Kernpunkt der vorliegenden Arbeit.
In Kapitel 5 wird hierzu eine Erweiterung des Multi-Object Checking Verfahrens zur Er-
kennung von Fehlern im Softwaremodell entwickelt, wodurch sowohl die Modellierungs-
als auch die Validierungsphase unterstützt werden. Die Modellierung des Modells wird
durch die Erweiterung dieses Verfahrens um die Generierung von Fehlerszenarien wäh-
rend der Veriﬁkation unterstützt, sobald eine Prüfbedingung der Anforderungsspeziﬁ-
kation nicht erfüllt ist. Hierdurch wird die Korrektur des fehlerhaften Verhaltens un-
mittelbar erleichtert, da Fehlerquelle und -ursache dargestellt werden. Weiterhin wird
dargelegt, wie die Fehlerszenariengenerierung für eine automatisierte Ableitung von
Testfällen und Testdaten Verwendung ﬁnden kann, so dass die duale Entwicklung von
System- und Testmodell obsolet wird.
Abbildung 2.2: Anwendung der zu entwickelnden Konzepte im Softwareentwicklungs-
Lebenszyklus nach DIN EN 50128
Abbildung 2.2 illustriert abschließend den Bezug der in der vorliegenden Arbeit ent-
wickelten Konzepte zum Softwareentwicklungs-Lebenszyklus nach DIN EN 50128. Die
Anwendbarkeit der Konzepte wird anhand eines Fallbeispiels in Kapitel 6 demonstriert,
bevor in Kapitel 7 ein Fazit gezogen und ein Ausblick gegeben werden.
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Kapitel 3
Anforderungsspezifikation
objektorientierter Systeme
Die Entwicklung eines technischen Systems folgt traditionell einem Phasenmodell wie
beispielsweise dem V-Modell [KS06, BK06, BR05]. Ausgehend von der Produktidee
oder dem Beschluss der Aktualisierung eines Systems werden die vom System zu rea-
lisierenden Funktionalitäten gesammelt. Im Rahmen dieses Anforderungsgewinnungs-
prozesses werden die funktionalen und teilweise sicherheitsrelevanten Anforderungen
unter den Gesichtspunkten Konsistenz und Vollständigkeit im Sinne verantwortungs-
bewußten Handelns ermittelt.
Als ersten Schritt zu einer (formalen) Anforderungsspeziﬁkation erfolgt hierzu zumeist
die Niederschrift der Anforderungen in natürlichsprachlicher Form. So textuell erfass-
te Anforderungen wurden häuﬁg um Tabellen und Abbildungen angereichert, für die
sich innerhalb der Anwendungsdomäne des Systems eine Art intuitive Semantik ge-
bildet hatte. Nach einer erfolgten (Teil-)Formalisierung für diese Abbildungen (z.B.
Sequenzdiagramme) konnte das zuvor zum Teil unterschiedlich interpretierte intuitive
Verständnis dieser Darstellungen eindeutig beschrieben werden.
Aus der Notwendigkeit, Methoden und Werkzeuge zur Erhebung und Verwaltung von
Anforderungen an Systeme eﬃzient nutzen zu können, bildete sich die Disziplin des
Requirements-Engineering bzw. Requirements-Management. Erklärtes Ziel des Require-
ments-Engineering ist es, eine Methodik bereitzustellen, die von der Anforderungsge-
winnung bis zur Anforderungsverwendung für die Modellierung bis hin zum Betrieb
durchgängig verwendbar ist, so dass Brüche beim Wechsel von einer Technik zu einer
anderen vermieden werden.
Die bereits angesprochene Formalisierung von textuell und graﬁsch festgehaltenen An-
forderungen, die ein zu entwickelndes technisches System erfüllen muss, ist dabei ein
wesentlicher Schritt, um die Korrektheit eines Systems nachweisen zu können. Je nach
Komplexität und Struktur der Anforderungsmenge Φ ist es möglich ein Systemmodell
M unmittelbar durch Deduktion aus der Anforderungsmenge abzuleiten. Im Allgemei-
nen existiert jedoch keine eindeutige oder ausreichend konkrete Lösung für die direkte
Ableitung eines Systems. Stattdessen beeinﬂussen viele Parameter wie Systemstruktur
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(zentralistisch oder verteilt), Erweiterbarkeit, Kosten etc. den möglichen Lösungsraum.
Die Vielzahl möglicher Lösungen und deren Güte in Bezug auf die erwähnten Parameter
gegeneinander abwägen zu können, ist häuﬁg unmöglich.
Insbesondere für die Entwicklung komplexer Systeme wird zumeist ein anderer Weg
verfolgt. In Abhängigkeit von der Art der vorliegenden Anforderungen wird ein zu die-
sen Anforderungen kompatibler Formalismus zur Beschreibung des Systemverhaltens
ausgewählt. Unter Verwendung der Konstrukte des Formalismus wird das Systemver-
halten modelliert, um während der Systemmodellentwicklung oder im Anschluss an
diese nachzuweisen, dass die an das System gestellten Anforderungen erfüllt werden.
Diese hier skizzierte Vorgehensweise ist unter der Bezeichnung Model Checking [CS01,
CGP00] für den automatisierten Gültigkeitsnachweis von in einer Temporallogik for-
mulierten Anforderungen eines zustandsbasierten Systemmodells in den 80er-Jahren
bekannt geworden. Arabestani und Pinger haben in [Ara05] und [Pin02] demonstriert,
wie Model Checking und verwandte Techniken für die Veriﬁkation von technischen
Systemen wie z.B. die Sicherungsmechanismen eines Bahnübergangs angewendet wer-
den können. An dieser Stelle erfolgt keine Betrachtung von Model Checking oder dafür
entwickelter Algorithmen und Werkzeuge selbst. Vielmehr folgt eine Konzentration
auf Temporallogiken zur Formalisierung von Anforderungen über Entwicklungen eines
Systems, wodurch eine automatische Systemüberprüfung im Rahmen eines industriell
anwendbaren Verfahrens ermöglicht wird.
Temporallogiken zählen zu den Modallogiken, deren Ziel es ist, die Aussagen- oder
Prädikatenlogik so zu erweitern, dass nicht nur wahr und falsch, sondern auch Mo-
dalitäten wie eine Notwendigkeit, Wissen oder zeitliche Veränderungen ausgedrückt
werden können. Eine Formel in einer Temporallogik beschreibt Abfolgen von Transi-
tionen zwischen Zuständen in Zustandsübergangssystemen, wobei Zeiten in der Regel
nicht explizit angegeben werden. So besteht die Syntax einer Sprache der modalen
Aussagenlogik im Allgemeinen in einer Erweiterung einer Sprache der Aussagenlogik.
Es werden hierzu die einstelligen Modaljunktoren  und 3 hinzugefügt. Die Interpre-
tation dieser Symbole kann dabei auf unterschiedliche Art und Weise erfolgen. Für
die Betrachtung zeitlicher Aspekte werden  als immer und 3 als irgendwann oder
manchmal verwendet.
Im folgenden Abschnitt werden Kripke-Strukturen betrachtet, die die Grundlage der
Deﬁnition der für Model Checking verwendeten Temporallogiken Computation Tree
Logic (CTL) und Linear Time Logic (LTL) bilden.
3.1 Kripke-Strukturen
Kripke-Strukturen (vgl. [Kri63a, Kri63b]) sind ein sequenzielles Modell und verfügen
über keine explizite Darstellung von Nebenläuﬁgkeit. Bei einer Kripke-Struktur handelt
es sich im Grunde um einen endlichen Automaten ohne Ein- und Ausgabealphabet,
welche durch eine Beschriftungsfunktion ersetzt sind. Sie stellen Systeme in Form von
Zuständen und Übergängen zwischen diesen dar. Eine Kripke-Struktur wird über einer
Menge von atomaren Aussagen deﬁniert. Beispiele für atomare Aussagen sind „Weiche
ist in Linkslage“, „Signal zeigt Halt“, „Flankenschutz existiert nicht“ etc. In Anlehnung
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an [CGP00] ist eine Kripke-Struktur wie folgt deﬁniert.
Definition 3.1 Kripke-Struktur
Sei P eine Menge atomarer Aussagen. Ein System KS = (S, S0, R, L) über P
mit
• S: nichtleere endliche Menge von Zuständen
• S0 ⊆ S: Menge der Anfangszustände
• R ⊆ S×S: Transitionsrelation, die für alle Elemente von S deﬁniert ist und
• L : S → 2P : Abbildung (Labelfunktion), die jedem Zustand eine Menge der
gültigen atomaren Aussagen zuordnet
heißt Kripke-Struktur.
Durch diese Deﬁnition wird eine Kripke-Struktur als eine Menge von Zuständen S deﬁ-
niert, in der einige Zustände, die Elemente von S0, als Anfangszustände gekennzeichnet
werden. Die Zustandsübergangsrelation R legt für einen jeden Zustand die Beziehun-
gen zu anderen Zuständen fest. Die Unterscheidbarkeit von Zuständen wird durch die
Labelfunktion L gewährleistet, durch die Zustände auf die Potenzmenge der atomaren
Aussagen P abgebildet werden. Wenn sich aus den Wertebereichen der Variablen ei-
nes Objektes die Menge der atomaren Aussagen ableiten lassen, ist es somit möglich,
die Werte von Attributen in einem konkreten Zustand mit Hilfe der Labelfunktion zu
beschreiben.
Die ursprüngliche Deﬁnition einer Kripke-Struktur (vgl. [Kri63a, Kri63b]) verwendet
an Stelle einer Menge von Anfangszuständen S0 einen einzelnen Zustand s0 ∈ S als
alleinigen Anfangszustand. Model Checking Werkzeuge wie SMV oder NuSMV (vgl.
[CCG+02]) ermöglichen die Betrachtung einer Menge von Anfangszuständen S0. Die
Hinzunahme eines zusätzlichen initialen Zustands s′0 ∈ S mit Transitionen (s
′
0, sˆ0) ∈ R
für alle sˆ0 ∈ S0 stellt die Verträglichkeit mit der ursprünglichen Deﬁnition wieder her.
Beispiel 3.2 Beschreibung der Änderung der Weichenlage durch eine Kripke-Struktur
Die in Abbildung 3.1 auf der folgenden Seite dargestellte Kripke-Struktur be-
schreibt die Zustandübergänge einer Weiche in Abhängigkeit von deren Ver-
schluss. Ist eine Weiche nicht verschlossen, kann sie von der Rechtslage in die
Linkslage umgestellt werden.
Die verwendeten Prädikate P sind:
P = {Soll-Richtung = rechts, Soll-Richtung = links, Ist-Lage = rechts,
Ist-Lage = links, verschlossen}
Die Zustandsmenge S ergibt sich zu:
S = {links, linksfrei , umlaufend1, umlaufend2, rechtsfrei , rechts}
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Abbildung 3.1: Kripke-Struktur zur Beschreibung der Änderung der Weichenlage.
Die Menge der Anfangszustände S0 ist gegeben durch:
S0 = {linksfrei , rechtsfrei}
Die Transitionsrelation R ist bestimmt durch:
R = {(linksfrei, links), (links, linksfrei), (rechtsfrei , rechts), (rechts, rechtsfrei),
(linksfrei, umlaufend1), (umlaufend1, rechtsfrei), (rechtsfrei , umlaufend2),
(umlaufend2, linksfrei)}
Die Beschriftung L der Zustände lautet wie folgt:
L(links) = {Soll-Richtung = links, Ist-Lage = links, verschlossen},
L(linksfrei) = {Soll-Richtung = links, Ist-Lage = links},
L(rechts) = {Soll-Richtung = rechts, Ist-Lage = rechts, verschlossen},
L(rechtsfrei) = {Soll-Richtung = rechts, Ist-Lage = rechts},
L(umlaufend1) = {Soll-Richtung = rechts, Ist-Lage = links} und
L(umlaufend2) = {Soll-Richtung = links, Ist-Lage = rechts}
Während das Beispiel den eleganten Umgang mit einer Menge initialer Zustände ver-
anschaulicht, zeigt es die Unfähigkeit einer Kripke-Struktur auf, Daten zu separieren.
Sämtliche Zustandsmarkierungen gehören der Menge der Prädikate P an, so dass ver-
borgen bleibt, wodurch ein Zustandsübergang initiiert worden sein könnte. Mehrfach
erweiterte Kripke-Strukturen, die im folgenden Abschnitt eingeführt werden, bieten
die Möglichkeit, Daten näher zu klassiﬁzieren. Repräsentieren Prädikate P Objektei-
genschaften, so stellen SymbolmengenM1, . . . ,Mn zum Beispiel ein- oder ausgehende
Nachrichten dar.
3.1.1 Mehrfach erweiterte Kripke-Strukturen
Erweiterte Kripke-Strukturen besitzen neben einer Menge von Prädikaten zusätzlich
Mengen von Symbolen, um beispielsweise eine Menge von Aktionssymbolen annotieren
zu können. Als Erweiterung von Kripke-Strukturen besitzen sie die folgende Deﬁnition.
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Definition 3.3 Mehrfach erweiterte Kripke-Struktur
Seien P eine Menge atomarer Aussagen und M1, . . . ,Mn endliche Symbolmen-
gen. Ein System EKS = (S, S0, M1, . . ., Mn, R, L) über P mit
• S: nichtleere endliche Menge von Zuständen
• S0 ⊆ S: Menge der Anfangszustände
• Mi ⊆ 2Mi: Menge gültiger Kombinationen von Symbolen der Symbolmenge
Mi mit 1 ≤ i ≤ n
• R ⊆ S×S: Transitionsrelation, die für alle Elemente von S deﬁniert ist und
• L : S → M1× . . .×Mn×2P : Abbildung (Labelfunktion), die jedem Zustand
eine Menge der gültigen atomaren Aussagen und Symbole zuordnet
heißt mehrfach erweiterte Kripke-Struktur oder kurz erweiterte Kripke-Struktur.
Durch Projektionen πM1 . . . πMn und π2P besteht dann die Möglichkeit, die Symbole
bzw. die atomaren Aussagen aus der Markierung auszulesen. In [Pin02] werden einfach
erweiterte Kripke-Strukturen mit einer Menge von Aktionssymbolen als Symbolmenge
eingeführt, um markierte endliche Transitionssysteme auf Kripke-Strukturen abzubil-
den. In den folgenden Abschnitten wird mit einer Kripke-Struktur eine mehrfach erwei-
terte Kripke-Struktur ohne näher speziﬁzierte Symbolmengen verstanden. Bei Bedarf
erfolgt die Speziﬁkation der verwendeten Symbolmengen explizit.
Die Verhaltensbeschreibung eines komplexen Systems erfolgt zumeist nicht über die
Deﬁnition eines einzigen globalen Zustandsautomaten in Form einer Kripke-Struktur.
Vielmehr werden Teilsysteme entwickelt, deren Zusammenwirken das Verhalten eines
solchen Systems realisieren, wobei durch einzelne Teilsysteme Funktionen des Systems
nebenläuﬁg umgesetzt werden. Eine hierbei notwendige Koordination oder Interak-
tion der Teilsysteme kann nach [MP92] entweder über gemeinsame Variablen oder
mittels Kommunikation erfolgen. Im Folgenden wird synchrone Kommunikation zur
Beschreibung der Interaktion verwendet. Zu deren Darstellung sind spezielle Synchro-
nisationsübergänge in den einzelnen Komponenten deﬁniert. Ein so markierter Zu-
standsübergang kann nur dann erfolgen, wenn ein Interaktionspartner gleichzeitig einen
Zustandsübergang durchführt. Es erfolgt somit eine Synchronisation über gemeinsam
ausgeführte Transitionen, die eine Kommunikation der Komponenten darstellen.
Besteht ein Objektsystem aus mehreren Objekten, die lokal durch Kripke-Strukturen
beschrieben sind, und ist die Interaktion der Objekte untereinander durch geeignete
synchrone Zustandsübergänge deﬁniert, lässt sich die Systemsignatur nach [Pin02] wie
folgt beschreiben.
Definition 3.4 Systemsignatur
Eine Signatur
∑K
I = (I,KI, CI) mit
• I = {i1, . . . , in}: endliche Menge von Objektidentitäten
• KI : Familie von Kripke-Strukturen
• CI : Familie von Synchronisationsbeschreibungen mit
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Ci : Ri → 2(
⋃
Rj) mit i 6= j und Rj disjunkt, i, j ∈ I
heißt eine Systemsignatur bezüglich einer Familie von Kripke-Strukturen mit zu-
gehörenden Synchronisationsbeschreibungen.
Die Deﬁnition der Komponenten eines Systems erfolgt objektweise durch Kripke-Struk-
turen. Die Beschreibung des Objektverhaltens durch Kripke-Strukturen schränkt das
Verhalten einer Einzelkomponente auf sequenzielle Ausführung ein. Durch die als Iden-
titätsmenge verwendetet Indexmenge ist eine Unterscheidung der Objekte gewährleis-
tet. Zur Vereinfachung von Notationen mit Objektidentiﬁzierungen werden im Folgen-
den einfache Indices i, j, k, . . . an Stelle von Objektidentitäten ij verwendet.
Die Menge der Synchronisationsbeschreibungen deﬁniert diejenigen Zustandsübergän-
ge aus anderen Objekten, die aus der Sicht eines Objekts i gemeinsam mit einem
bestimmten Zustandsübergang (si, s′i) ausgeführt werden müssen. Ein solcher Über-
gang kann nur dann stattﬁnden, wenn alle assoziierten Übergänge ausgeführt werden
können. Die Verwendung der Potenzmenge zur Beschreibung von Zustandsübergängen
in anderen Objekten ermöglicht eine Synchronisation mit mehreren Objekten. Hierbei
ist es nicht sinnvoll, zwei unterschiedliche Zustandsübergänge eines anderen Objektes
in die Beschreibung aufzunehmen, so dass ein Objekt gleichzeitig zwei verschiedene
Übergänge ausführen können müsste, was durch das rein sequenzielle Objektverhalten
jedoch ausgeschlossen ist. Werden die Zustandsübergänge mit simultanem Versand und
Empfang einer Nachricht von einem Objekt i an ein Objekt j identiﬁziert, bedeutet dies
das Auftreten eines Zustandsübergangs im Objekt i in einer Synchronisationsbeschrei-
bung des Objekts j. Der Übergang in Objekt i kann somit nur gemeinsam mit einem
Übergang von j ausgeführt werden. Zur Formalisierung, dass ein solcher aufgerufener
Zustandsübergang niemals alleine stattﬁnden kann, werden die folgenden Deﬁnitionen
eingeführt.
Definition 3.5 Gerichtete und ungerichtete synchronisierte Zustandsübergänge
Seien M↔i,j,M
↔
j,i Mengen von Synchronisationssymbolen, die eine ungerichtete
Synchronisation von Transitionen der Objekte i und j mit i ∈ I, I ⊆ I \ {j} und
j ∈ J, J ⊆ J ,J ≡ I \ {i} beschreiben. Dann heißt
bidi i = {(si, s
′
i) | ∀j ∈ J, ∀(rk, r
′
k) ∈ Rj : (si, s
′
i) ∈ Cj((rk, r
′
k)) ∧
∃m : m ∈M↔i,j ∧m ∈M
↔
j,i ∧m ∈ πM↔i,jL(s
′
i) ∧m ∈ πM↔j,iL(s
′
j)}
die Menge der ungerichteten synchronisierten Zustandsübergänge on i. Sind Sym-
bolmengenM→i,j,M
←
j,i,M
→
j,i,M
←
i,j bezüglich einer gerichteten Synchronisation von
Transitionen deﬁniert, so beschreiben
sendi = {(si, s
′
i) | ∀j ∈ J, ∀(rk, r
′
k) ∈ Rj : (si, s
′
i) ∈ Cj((rk, r
′
k)) ∧
∃m : m ∈M→i,j ∧m ∈M
→
j,i ∧m ∈ πM→i,jL(s
′
i) ∧m ∈ πM←j,iL(s
′
j)}
receivei = {(si, s
′
i) | ∀j ∈ J, ∀(rk, r
′
k) ∈ Rj : (si, s
′
i) ∈ Cj((rk, r
′
k)) ∧
∃m : m ∈M→i,j ∧m ∈ M
←
j,i ∧m ∈ πM←i,jL(s
′
i) ∧m ∈ πM→j,iL(s
′
j)}
die Mengen der gerichteten synchronisierten Zustandsübergänge von i.
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Während Pinger in [Pin02] lediglich ungerichtete synchronisierte Zustandsübergänge
betrachtet, erweitern die vorangegangenen Deﬁnition die Betrachtung um gerichtete
synchronisierte Zustandsübergänge, um so den Initiator einer Synchronisation von sei-
nen Interaktionspartnern abgrenzen zu können.
In [Pin02] wird die Möglichkeit, nebenläuﬁges Verhalten in Kripke-Strukturen durch
Kompositionsverfahren auszudrücken, näher untersucht. Betrachtet werden die Inter-
leaving-Semantik, die Komposition mit globaler Uhr sowie die perspektivische Neben-
läuﬁgkeit. Grundlage dieser Semantiken ist die Komposition von Kripke-Strukturen
durch Bildung des Produktautomaten, bei dem der Zustandsraum aus dem Kreuzpro-
dukt der Zustandsräume der einzelnen Objekte gebildet wird. Die zugrundeliegende
Semantik bestimmt schließlich die Transitionsrelation des Produktautomaten.
3.1.2 Komposition von Kripke-Strukturen
An dieser Stelle erfolgt eine genauere Betrachtung der Kompositionssemantik mit per-
spektivischer Nebenläuﬁgkeit. Während die Komposition mit Interleaving-Semantik
das Schalten einer Transition für immer genau ein Objekt erlaubt, fordert die Kompo-
sition mit globaler Uhr das Fortschalten einer Transition für alle Objekte eines Systems
für einen jeden Zustandswechsel. Beide Kompositionsverfahren ermöglichen damit nur
eine eingeschränkte Modellierung des Systemverhaltens unabhängig agierender Objek-
te. Das Verfahren mit perspektivischer Nebenläuﬁgkeit ermöglicht die Durchführung
eines Zustandswechsels für eine beliebige Anzahl von Objekten zu einem Zeitpunkt, so-
fern diese unabhängig voneinander agieren. Nur für den Fall, dass die Objekte synchron
miteinander kommunizieren, müssen Zustandsübergänge simultan erfolgen. Zwischen
diesen synchronen Übergängen schalten unabhängige Transitionen selbständig. Hier-
zu wird die Deﬁnition für die Komposition mit perspektivischer Nebenläuﬁgkeit nach
[Pin02] wie folgt erweitert.
Definition 3.6 Komposition mit perspektivischer Nebenläuﬁgkeit
Gegeben sei die Systemsignatur
∑K
I = (I,KI , CI). Die perspektivisch nebenläu-
ﬁge Komposition der Kripke-Strukturen KI bezüglich der Synchronisationen CI
ist die Kripke-Struktur K∑K
I
= (S,S0,R,L) mit
• S = S1 × . . .× Sn und S0 ⊆ S01 × . . .× S0n
• ((s1, . . . , sn), (s′1, . . . , s
′
n)) ∈ R falls die folgenden Bedingungen erfüllt sind:
– ∃I ⊆ I mit I 6= ∅ ∀i ∈ I : (si, s′i) ∈ Ri und ∀j 6∈ I : sj = s
′
j
– ∀i mit Ci((si, s′i)) 6= ∅ gilt:
∀(rj, r′j) ∈ Ci((si, s
′
i)) ∃k mit rj = sk und r
′
j = s
′
k
– ∀M↔i,j,M
↔
j,i,M
→
i,j,M
←
i,j, M
→
j,i,M
←
j,i gilt:
∀(si, s′i) ∈ bidii ∃(sj , s
′
j) ∈ bidij , so dass
∃m : m ∈M↔i,j ∧m ∈M
↔
j,i ∧m ∈ πM↔i,jL(s
′
i) ∧m ∈ πM↔j,iL(s
′
j)
∀(si, s′i) ∈ sendi ∃(sj , s
′
j) ∈ receivej, so dass
∃m : m ∈M→i,j ∧m ∈M
←
j,i ∧m ∈ πM→i,jL(s
′
i) ∧m ∈ πM←j,iL(s
′
j)
∀(si, s′i) ∈ receivei ∃(sj , s
′
j) ∈ sendj, so dass
∃m : m ∈M←i,j ∧m ∈M
→
j,i ∧m ∈ πM←i,jL(s
′
i) ∧m ∈ πM→j,iL(s
′
j)
• p ∈ L((s1, . . . , sn)), falls ∃i : p ∈ Li(si).
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Durch die Komposition mit perspektivischer Nebenläuﬁgkeit besteht die Möglichkeit,
das Verhalten eines komplexen Multi-Objekt Systems, in dem die einzelnen Objekte
synchron miteinander kommunizieren, darzustellen. Für die Modellierung solcher Sys-
teme, die aus vielen einzelnen Objekten mit diversen Eigenschaften bestehen, stellt die
Modellierung mit Kripke-Strukturen jedoch keine geeignete Option dar, da dem Syste-
mentwickler nur wenige Möglichkeiten und Werkzeuge zur Verfügung stehen, um Daten
und Ereignisse voneinander zu trennen. Stattdessen muss der Entwickler explizit ge-
eignete Symbolmengen deﬁnieren und speziﬁzieren, über welche Symbole welcher Sym-
bolmengen eine Synchronisation erfolgen soll. Um diese sehr konkrete Vorgehensweise
zu vereinfachen und die Speziﬁkation von Objekteigenschaften und -verhalten hand-
habbarer zu gestalten, führt Kapitel 4.1 kommunizierende Zustandsmaschinen ein, die
wie Transitionssysteme zusätzlich zu den Zustandsmarkierungen einer Kripke-Struktur
Markierungen der Transitionen besitzen.
3.2 CTL∗
Für die Modellierung zustandsbasierter Systeme ist die Frage zu beantworten, wie zeit-
liche Abhängigkeiten modelliert werden können. Hierbei sind unterschiedliche Zeitvor-
stellungen zu berücksichtigen, aus denen verschiedene Mechanismen resultieren kön-
nen, die sich in Bezug auf ihre Aussagekraft stark unterscheiden können. So ist es
beispielsweise möglich Zeit in Zeitpunkte oder Zeitintervalle zu unterteilen. Die meis-
ten Temporallogiken unterstellen einen diskreten Zeitverlauf, so dass der Nachfolger
eines gewissen Zustandes dem nächsten Zeitpunkt entspricht.
Ein weiteres Unterscheidungskriterium temporaler Logiken besteht darin, ob durch eine
Logik lediglich Aussagen über die Zukunft oder aber auch die Vergangenheit getroﬀen
werden können. In den meisten Fällen werden bei Hardware-Systemen zukunftsorien-
tierte Modelle verwendet, da man in solchen Systemen davon ausgeht, dass es einen
festen Startpunkt gibt, von dem zukünftige Berechnungen ausgehen.
Die Temporallogik CTL∗ (vgl. [CGP00, CES86, CE82]) beschreibt hierzu Eigenschaf-
ten von Berechnungsbäumen, die über einer Kripke-Struktur (vgl. Kapitel 3.1) deﬁniert
sind. Die Kripke-Struktur wird als gerichteter Graph mit den Zuständen S als Kno-
ten und den durch die Zustandsübergangsrelation R deﬁnierten Kanten interpretiert.
Durch Traversieren des Graphen — ausgehend vom Startzustand — erhält man einen
unendlichen Berechnungsbaum (Computation Tree). Ein solcher Baum repräsentiert
dann die verschiedenen Berechnungen eines Systems. Der Zeitverlauf ergibt sich aus
den Folgezuständen vom Startzustand des Systems, die durch die Zustandsübergangsre-
lation R deﬁniert sind. Im Folgenden werden erweiterte Kripke-Strukturen (vgl. 3.1.1)
betrachtet, auf deren Basis ein Pfad im Berechnungsbaum wie folgt beschrieben ist.
Definition 3.7 Pfad und Suﬃx in einer erweiterten Kripke-Struktur
Ein Pfad ρ mit ρ := s0s1 . . . in einer erweiterten Kripke-Struktur EKS mit
Zuständen s0, s1, . . . ∈ S ist eine unendliche Folge von Zuständen, so dass für alle
i ≥ 0 (si, si+1) ∈ R gilt.
Das Suffix ρi eines Pfades ρ ist dann der beim Zustand si beginnenende Anteil
des Pfades ρ. ρ(i) gibt dann das i-te Element des Pfades ρ an.
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Die Gültigkeit einer Formel in CTL∗ für einen Zustand s ∈ S ist sowohl durch die
Markierungen L(s) von s als auch durch die Markierungen L(s′) der Zustände s′ ∈ S
deﬁniert, die sich von s aus erreichen lassen. Dabei sind zwei Klassen von Formeln kom-
binierbar; dies sind Zustandsformeln ϕ, die eine Aussage über einen Zustand machen,
und Pfadformeln ψ, die eine Aussage über einen ganzen Pfad treﬀen. CTL∗ besitzt die
folgende Syntax.
Definition 3.8 Syntax von CTL∗
CTL∗ ::= ϕ | ψ
ϕ ::= ⊥ | P | M1 | . . . | Mn | ¬ϕ | ϕ ∨ ϕ | E ψ
ψ ::= ϕ | ¬ψ | ψ ∨ ψ | X ψ | ψ U ψ
Ist ϕ eine Zustandsformel, so beschreibt EKS, s |=CTL∗ ϕ, wenn ϕ in Zustand s der
erweiterten Kripke-Struktur EKS gilt. EKS, ρ |=CTL∗ ψ hingegen sagt aus, dass die
Pfadformel ψ entlang des Pfades ρ in der erweiterten Kripke-Struktur EKS gilt. Damit
ist die Semantik von CTL∗ mit Zustandsformeln ϕ1, ϕ2 und Pfadformeln ψ1, ψ2 wie folgt
deﬁniert.
Definition 3.9 Semantik von CTL∗
EKS, s 6|=CTL∗ ⊥ ∀s ∈ S
EKS, s |=CTL∗ p gdw. p ∈ π2P(L(s))
EKS, s |=CTL∗ mMi gdw. mMi ∈ πMi(L(s))
EKS, s |=CTL∗ ¬ϕ1 gdw. EKS, s 6|=CTL∗ ϕ1
EKS, s |=CTL∗ ϕ1 ∨ ϕ2 gdw. EKS, s |=CTL∗ ϕ1 oder EKS, s |=CTL∗ ϕ2
EKS, s |=CTL∗ E ϕ1 gdw. ∃π: EKS, ρ |=CTL∗ ψ1
EKS, ρ |=CTL∗ ϕ1 gdw. s ist der erste Zustand von ρ und
es gilt EKS, s |=CTL∗ ϕ1
EKS, ρ |=CTL∗ ¬ψ1 gdw. EKS, ρ 6|=CTL∗ ψ1
EKS, ρ |=CTL∗ ψ1 ∨ ψ2 gdw. EKS, ρ |=CTL∗ ψ1 oder EKS, ρ |=CTL∗ ψ2
EKS, ρ |=CTL∗ X ψ1 gdw. EKS, ρ
1 |=CTL∗ ψ1
EKS, ρ |=CTL∗ ψ1 U ψ2 gdw. ∃k ≥ 0: EKS, ρ
k |=CTL∗ ψ2 ∧
∀j, 0 ≤ j < k: EKS, ρj |=CTL∗ ψ1
Durch die ursprüngliche Deﬁnition um die Symbolmengen der erweiterten Kripke-
Strukturen im Vergleich zu den Originalarbeiten ergänzt, um so auch Aussagen über
die in den Zustandsmarkierungen vorliegenden Symbole Aussagen treﬀen zu können.
Auf Basis der vorherigen Deﬁnitionen sind weitere Operatoren wie ∧, ⇒, F, G und A
ableitbar. Während F ϕ besagt, dass ϕ in einem Zustand in der Zukunft gilt, beschreibt
G ϕ die Gültigkeit von ϕ für alle Zustände eines Pfades. A ϕ stellt das Gegenstück
zu E ϕ dar und beschreibt, dass ϕ in allen Berechnungspfaden gilt. Die abgeleiteten
Operatoren sind wie folgt beschrieben.
ϕ ∧ ψ ≡ ¬(¬ϕ ∨ ¬ψ) ϕ⇒ ψ ≡ ¬ψ ∨ ϕ
F ϕ ≡ ⊥ U ϕ G ϕ ≡ ¬F(¬ϕ) A ϕ ≡ ¬E(¬ϕ)
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Die Verwendung der angegeben Operatoren ermöglicht es, Sicherheits-, Lebendigkeits-
und Fairness-Bedingungen, die ein System erfüllen muss, zu formulieren. Sicherheits-
bedingungen beschreiben hierbei, dass bestimmte Ereignisse oder Zustände niemals
eintreten. Das Erreichen eines Zustands drücken Lebendigkeitsbedingungen aus.
Fairness-Bedingungen beschreiben schließlich, dass ein Zustand unendlich oft erreicht
wird. Hierzu werden starke Fairness (Compassion) und schwache Fairness (Justice)
unterschieden. Während starke Fairness das unendlich häuﬁge Eintreten eines Zustands
fordert, verlangt schwache Fairness, dass ein Zustand lediglich nicht unendlich oft nicht
und damit immer mal wieder eintreten muss.
3.2.1 CTL
Die Temporallogik CTL (Computation Tree Togic) wurde erstmals von Clarke und
Emerson in [CE82, EC80] vorgestellt und diente ursprünglich zur Formulierung von
Speziﬁkationen für Hardwaresysteme. Sie stellt eine echte Teilmenge der zuvor beschrie-
benen Logik CTL∗ dar und fordert die Bindung der temporallogischen Operatoren wie
X und U an einen vorangestellten Pfadquantor E oder A. Nach diesen Vorüberlegungen
ist CTL in Anlehnung an CTL∗ wie folgt formal deﬁniert.
Definition 3.10 Syntax von CTL
CTL ::= ⊥ | P | M1 | . . . | Mn | ¬CTL | CTL ∨ CTL | E ψ | A ψ
ψ ::= X CTL | CTL U CTL
Der Pfadquantor A kann in diesem Fall nicht aus E abgeleitet werden, da ¬E(¬ϕ) keine
CTL-Formel darstellt und bedarf somit einer expliziten Einführung in der Deﬁnition.
Die Erfüllbarkeitsrelationen EKS, s |=CTL ϕ und EKS, ρ |=CTL ϕ beschreibt, dass
ϕ in Zustand s bzw. entlang des Pfades ρ in der erweiterten Kripke-Struktur EKS
gilt, so dass die Semantik von CTL damit wie folgt für Zustandsformeln ϕ1, ϕ2 und
Pfadformeln ψ1, ψ2 beschrieben ist.
Definition 3.11 Semantik von CTL
EKS, s 6|=CTL ⊥ ∀s ∈ S
EKS, s |=CTL p gdw. p ∈ π2P(L(s))
EKS, s |=CTL mMi gdw. mMi ∈ πMi(L(s))
EKS, s |=CTL ¬ϕ1 gdw. EKS, s 6|=CTL ϕ1
EKS, s |=CTL ϕ1 ∨ ϕ2 gdw. EKS, s |=CTL ϕ1 oder EKS, s |=CTL ϕ2
EKS, s |=CTL E ϕ1 gdw. ∃ρ: EKS, ρ |=CTL ψ1
EKS, s |=CTL A ϕ1 gdw. ∀ρ: EKS, ρ |=CTL ψ1
EKS, ρ |=CTL X ψ1 gdw. EKS, ρ
1 |=CTL ψ1
EKS, ρ |=CTL ψ1 U ψ2 gdw. ∃k ≥ 0: EKS, ρ
k |=CTL ψ2 ∧
∀j mit 0 ≤ j < k: EKS, ρj |=CTL ψ1
Bei der Entwicklung von CTL ist man davon ausgegangen, dass ein vollständiges Sy-
stemmodell existiert. Hierzu müssen sowohl die atomaren Aussagen als auch die für
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Zustandsmarkierungen verwendeten Symbole für ein System global deﬁniert werden.
Multi-Objektsysteme, deren Komponenten nebenläuﬁg agieren, müssen vor der Veriﬁ-
kation einer Prüfbedingung in einem globalen System zusammengefasst werden.
Hierzu erfolgt die Bildung des Produktautomaten aus den lokalen Verhaltensbeschrei-
bungen in Form von Kripke-Strukturen. Diese Produktbildung ist nur eingeschränkt
praktikabel, da der zu Grunde liegende Automat exponentiell zur Anzahl der neben-
läuﬁgen Komponenten anwächst, woraus eine Zustandsraumexplosion resultiert und
damit nur Systeme mit wenigen nebenläuﬁgen Komponenten betrachtet werden kön-
nen. In der Literatur sind diverse Ansätze wie symbolisches Model Checking, Abstrak-
tionsverfahren oder Halbordnungsreduktionen zur Reduzierung dieses Aufwands vor-
gestellt worden.
3.2.2 LTL
In der Literatur wird häuﬁg eine weitere Teilmenge von CTL∗ zitiert. Bei dieser Teil-
menge handelt es sich um eine von Pnueli entwickelte Logik [Pnu77], deren Interpre-
tation sich auf einen einzigen Berechnungspfad in einer Kripke-Struktur bezieht. Diese
Logik besitzt keine Pfadquantoren, so dass sie auch als lineare temporale Logik oder
kurz LTL bezeichnet wird, die das Verhalten auf einem einzigen, linearen Pfad be-
schreibt.
Eine LTL-Formel, die auf einer Menge von Lebenszyklen gelten soll, bewirkt eine impli-
zite Allquantiﬁzierung entsprechend der Annahme, dass sie auf allen Ausführungspfa-
den Gültigkeit haben muss. Analog zu CTL müssen sowohl die atomaren Aussagen als
auch die für Zustandsmarkierungen verwendeten Symbole für ein System global deﬁ-
niert und nebenläuﬁge Komponenten in einem gemeinsamen Zustandsübergangssystem
zusammengefasst werden. Die formale Deﬁnition von LTL lautet wie folgt.
Definition 3.12 Syntax von LTL
LTL ::= ⊥ | P | M1 | . . . | Mn | ¬LTL | LTL ∨ LTL |
X LTL | LTL U LTL
In der folgenden Semantikbeschreibung mit Zustandsformeln ϕ1, ϕ2 und Pfadformeln
ψ1, ψ2 werden die bereits in CTL
∗ verwendeten Bezüge zu Pfaden in Kripke-Strukturen
wieder aufgegriﬀen.
Definition 3.13 Semantik von LTL
EKS, s 6|=LTL ⊥ ∀s ∈ S
EKS, s |=LTL p gdw. p ∈ π2P(L(s))
EKS, s |=LTL mMi gdw. mMi ∈ πMi(L(s))
EKS, s |=LTL ¬ϕ1 gdw. EKS, s 6|=LTL ϕ1
EKS, s |=LTL ϕ1 ∨ ϕ2 gdw. EKS, s |=LTL ϕ1 oder EKS, s |=LTL ϕ2
EKS, ρ |=LTL X ψ1 gdw. EKS, ρ
1 |=LTL ψ1
EKS, ρ |=LTL ψ1 U ψ2 gdw. ∃k ≥ 0: EKS, ρ
k |=LTL ψ2 ∧
∀j mit 0 ≤ j < k: EKS, ρj |=LTL ψ1
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Aufgrund des Verzichtes auf Pfadquantoren könnte angenommen werden, dass LTL
weniger ausdrucksfähig als CTL ist. Tatsächlich sind beide Logiken bezüglich ihrer
Ausdrucksstärke nicht miteinander vergleichbar, so dass es CTL-Formeln gibt, die sich
in LTL nicht ausdrücken lassen und umgekehrt.
Während die Formel AG EF ϕ keine LTL-Formel darstellt, ist diese Sicherheitsbedin-
gung, die besagt, dass ein Zustand in dem ϕ gilt, immer erreichbar sein muss, in CTL
formulierbar. Andererseits ist die LTL-Formel GF ϕ → F ψ nicht in CTL darstellbar.
Durch diese Formel wird eine Lebendigkeitseigenschaft beschrieben, die besagt, dass
wenn ϕ unendlich oft entlang eines Pfades gilt, schließlich auch ψ gelten muss.
Die Formel (AG EF ϕ) ∧ (GF ϕ → F ψ), die weder in CTL noch in LTL formuliert
werden kann, ist hingegen eine gültige CTL∗-Formel. CTL und LTL stellen damit
echte, in Bezug auf ihre Mächtigkeit nicht vergleichbare Unterlogiken von CTL∗ dar.
3.3 Multi-Objektlogiken
Die in den vorangegangenen Abschnitten behandelten Logiken gestatten es, lediglich
Aussagen über ein Gesamtsystem zu formulieren, so dass vor der Analyse einer Prüfbe-
dingung in CTL oder LTL die Komposition des globalen Zustandsraums erfolgen muss.
Verteilte Logiken bzw. Multi-Objektlogiken hingegen ermöglichen es, lokale Aussagen
innerhalb eines Objektes in Kombination mit Aussagen über andere Objekte zu formu-
lieren. Der globale Zustandsraum wird hierzu in Sichtbarkeitsbereiche für die einzelnen
Objekte aufgeteilt, so dass Bedingungen die für ein Objekt gelten sollen, in einer lokalen
Logik beschrieben werden können. Bedingungen, die in anderen Objekten erfüllt sein
sollen, werden durch Kommunikation zwischen interagierenden Objekten formuliert.
Entlang einer Kommunikationskette von Objekten können so die benötigten Informa-
tionen ausgetauscht werden, um Aussagen über Teilsysteme zu formulieren.
In [Pin02] wird der Begriﬀ des Observers zur Deﬁnition eines Sichtbarkeitsbereiches
für ein sequenzielles Teilsystem, in dem eine temporallogische Prüfbedingung gelten
soll, verwendet. Als kleinste Einheit eines Observers nennt Pinger ein einzelnes Ob-
jekt, während als obere Grenze das gesamte System als Observer verwendet werden
kann. Ein Observer ist dabei ein sequenzielles Teilsystem, welches durch Bildung des
Produktautomaten generiert werden kann.
Pinger unterscheidet innere und externe Observer, wobei sich innere Observer aus vor-
handenen Objekten oder Teilsystemen zusammensetzen. Externe Observer hingegen
beobachten Teile von Objekten bis hin zu Teilsystemen, die für eine Prüfbedingung rele-
vant sind. Hierzu synchronisiert sich der externe Observer mit den Zustandübergängen
innerhalb seines Sichtbarkeitsbereiches und erzeugt somit ein sequenzielles Teilsystem.
Für die Beobachtung echt nebenläuﬁger Objekte durch einen externen Observer ver-
wendet Pinger die Komposition mit perspektivischer Nebenläuﬁgkeit (vgl. Abschnitt
3.1.2) als semantische Grundlage.
Das Observer-Konzept präsentiert sich als sehr ﬂexibel. Durch die Verwendung einer lo-
kalen Logik wie CTL oder LTL innerhalb eines Observers, entspricht eine Ein-Observer-
Speziﬁkation dem traditionellen Ansatz zur Speziﬁkation des Systemverhaltens mittels
CTL respektive LTL, so dass klassische Verfahren zur Überprüfung eines Systems auf
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der lokalen Observer-Ebene Verwendung ﬁnden können. Zusätzliche Kommunikation
kann als weitere Speziﬁkationstechnik optional hinzugenommen werden.
Wie in [EKP03, Pin02] erfolgt an dieser Stelle eine Konzentration auf die Speziﬁkation
und eine anschließende Veriﬁkation mit der Observer- oder Multiobjekt-Logik. Hierzu
werden die kleinsten sequentiellen Teilsysteme als Observer betrachtet. Diese Teilsyste-
me können hierbei einzelne Objekte aber auch Teile von Objekten sein, die nebenläuﬁg
interagieren um Funktionalitäten zu realisieren. Die Beschreibung des Systems und der
Kommunikationsbeziehungen erfolgt deshalb aus der Sicht dieser kleinsten sequentiel-
len Teilsysteme, die im Folgenden als Objekte bezeichnet werden.
Da innerhalb eines Observers eine eigene Speziﬁkationslogik verwendet werden kann,
ist die Multiobjekt-Logik D1 unter Verwendung von LTL als lokaler Logik als Familie
von Logiken über die Objekt-Identitäten I wie folgt deﬁniert.
Definition 3.14 Syntax von D1
Di1 ::= i.L
i
1
Ci1 ::= i:L
i
1 | i!L
i
1 | i?L
i
1 |
Li1 ::= ⊥ | Pi | M
1
i | . . . | M
n
i | ¬L
i
1 | L
i
1 ∨ L
i
1 |
X Li1 | L
i
1 U L
i
1 | @:J | @!J | @?J | C
j
1
(j ∈ J , J ≡ I \ {i})
Die Ausführung der Observer erfolgt echt nebenläuﬁg, so dass durch D1-Formeln Prüf-
bedingungen über Multi-Objektsysteme beschrieben werden können, wobei eine ﬂexible
Wahl der Sichtbarkeitsbereiche gewährleistet ist. Zur Deﬁnition der Semantik von D1
werden im Gegensatz zu [Pin02, EC00, ECSD98] nicht markierte Lebensläufe über
Ereignisstrukturen verwendet sondern die Semantik von D1 über erweiterte Kripke-
Strukturen EKS und gemeinsam verwendete Symbole, deren gleichzeitige Verwendung
synchrone Kommunikation repräsentiert, deﬁniert.
Definition 3.15 Semantik von D1
SeienM↔i,j,M
→
i,j undM
←
i,j SymbolmengenM
u
i mit 1 ≤ u ≤ n und seienM
↔
j,i,M
→
j,i
und M←j,i Symbolmengen M
v
j mit 1 ≤ v ≤ n.
EKS, s 6|=1 ⊥ ∀s ∈ S
EKS, s |=1 i.ϕ1 gdw. EKS, s |=
i
1 ϕ1
EKS, s |=i1 p gdw. p ∈ π2P(L(s))
EKS, s |=i1 m gdw. m ∈ πMui (L(s)) 1 ≤ u ≤ n
EKS, s |=i1 ¬ϕ1 gdw. EKS, s 6|=
i
1 ϕ1
EKS, s |=i1 ϕ1 ∨ ϕ2 gdw. EKS, s |=
i
1 ϕ1 oder EKS, s |=
i
1 ϕ2
EKS, ρ |=i1 X ψ1 gdw. EKS, ρ
1 |=i1 ψ1
EKS, ρ |=i1 ψ1 U ψ2 gdw. ∃k ≥ 0 : EKS, ρ
k |=i1 ψ2 ∧ ∀j, 0 ≤ j < k :
EKS, ρj |=i1 ψ1
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∃(sj , s
′
j) ∈ bidij : EKS, s
′
j |=
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1 m⇒ ϕ1) ∨
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i,j ∧
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EKS, s′i |=
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1 m ∧ s = s
′
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i,j ∧m ∈M
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j,i ∧
∃(sj , s
′
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′
j |=
j
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←
i,j ∧
m ∈M→j,i ∧ ∃(si, s
′
i) ∈ receivei :
EKS, s′i |=
i
1 m ∧ s = s
′
i)
EKS, s |=i1 j?ϕ1 gdw. (EKS, s |=
i
1 m ∧m ∈M
→
i,j ∧m ∈M
←
j,i ∧
∃(sj , s
′
j) ∈ receivej : EKS, s
′
j |=
j
1 m⇒ ϕ1) ∨
(EKS, s′ |=j1 m⇒ ϕ1 ∧m ∈M
→
i,j ∧
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i
1 m ∧ s = s
′
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EKS, s |=i1 @:j gdw. (EKS, s |=
i
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↔
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′
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′
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j
1 m) ∨
(EKS, s′ |=j1 m ∧m ∈M
↔
i,j ∧m ∈M
↔
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∃(si, s
′
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′
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i
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′
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i
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←
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→
j,i ∧
∃(sj , s
′
j) ∈ sendj : EKS, s
′
j |=
j
1 m) ∨
(EKS, s′ |=j1 m ∧m ∈M
←
i,j ∧m ∈M
→
j,i ∧
∃(si, s
′
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′
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i
1 m ∧ s = s
′
i)
EKS, s |=i1 @?j gdw. (EKS, s |=
i
1 m ∧m ∈M
→
i,j ∧m ∈M
←
j,i ∧
∃(sj , s
′
j) ∈ receivej : EKS, s
′
j |=
j
1 m) ∨
(EKS, s′ |=j1 m ∧m ∈M
→
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←
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∃(si, s
′
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′
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i
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′
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Unter Verwendung entsprechend gekennzeichneter SymbolmengenMui undM
v
j besteht
in dieser D1-Variante die Möglichkeit erstmalig gerichtete und ungerichtete Kommuni-
kation zu unterscheiden.
Die Logik D0 ist eine Unterlogik von D1, deren syntaktische Ausdrucksmöglichkeiten
bezüglich der Kommunikation wesentlich eingeschränkt sind. Anstatt die vollen Aus-
drucksmöglichkeiten über andere Observer verwenden zu können, dürfen in D0 alterna-
tiv die Kommunikationsprädikate @:, @! bzw. @? oder eine Implikation bezüglich der
Synchronisation mit einem anderen Objekt in einer Speziﬁkation verwendet werden.
Als lokale Logik ﬁndet wiederum LTL Verwendung.
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Definition 3.16 Syntax von D0
Di0 ::= i.L
i
0 | i.C
i
0
Li0 ::= ⊥ | Pi | M
1
i | . . . | M
n
i | ¬L
i
0 | L
i
0 ∨ L
i
0 |
X Li0 | L
i
0 U L
i
0 | @:J | @!J | @?J
Ci0 ::= . . . | (M
u
i ⇒ j.M
v
j ) | . . . (j ∈ J , J ≡ I \ {i})
In D0-Formeln kann Kommunikation nur durch die direkte Beschreibung über die Syn-
chronisationssymbole der unterschiedlichen Observer erfolgen. Interaktionen mehrerer
Observer mittels eines gemeinsamen Synchronisationssymbols müssen entsprechend der
Syntaxdeﬁnition jeweils in einer eigenen Formel notiert werden. Um Aussagen darüber
treﬀen zu können, welche Prädikate in einem Zustand gültig sind, wird im Folgenden
die Gültigkeit eines Prädikates durch das Vorhandensein eines Synchronisationssym-
bols in einem Zustand beschrieben.
Alle syntaktisch korrekten D0-Formeln stellen zugleich eine korrekte D1-Formel dar,
so dass D0 eine Unterlogik von D1 beschreibt. Da sich D1-Formeln formulieren lassen,
für die es keine Entsprechung in einer einzigen D0-Formel gibt, handelt es sich aus
syntaktischer Sicht um eine echte Inklusion. Der wesentliche Unterschied der Logiken
besteht darin, dass in D0-Formeln jede Interaktion der Observer explizit notiert werden
muss, während dies in der Logik D1 abstrakt erfolgen kann. Damit gestaltet sich die
Speziﬁkation mittels D1-Formeln als komfortabler als die Verwendung von D0.
Für die Semantikdeﬁnition erfolgt wie bereits in [EKP03, Pin02, EC00] die Rückfüh-
rung der Erfüllbarkeitsrelation von D0 auf die Erfüllbarkeit von D1.
Definition 3.17 Semantik von D0
EKS, s |=0 i.ϕ gdw. EKS, s |=
i
0 ϕ
Die Relation |=i0 ist hingegen wie folgt induktiv deﬁniert:
EKS, s |=i0 ϕ gdw. EKS, s |=
i
1 ϕ
Die Logiken D1 und D0 wurden im Rahmen des CATC-Projekts (Computer Aided
Testing and Certifying) zur Speziﬁkation und Modellierung eines Informationssystems,
welches für die Physikalisch Technische Bundesanstalt (PTB) in Braunschweig) ent-
worfen. Hierbei entstand die Sprache Troll3, deren formale Semantik in der Logik D0
angegeben ist. Die formale Semantikbeschreibung von Troll3 kann [Har97] entnommen
werden.
3.4 Weitere Temporallogiken zur Anforderungsspe-
zifikation
Vor Beendigung dieses Kapitels erfolgt in diesem Abschnitt eine Betrachtung weitere
temporaler Logiken zur Speziﬁkation von Anforderungen an Systeme, um im folgenden
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Kapitel formale Modelle zur Beschreibung des Verhaltens kommunizierender zustands-
basierter Systeme vorzustellen. Sind sowohl eine formale Anforderungs- als auch eine
formale Verhaltensspeziﬁkation, die beschreiben, welche Anforderungen zu erfüllen sind
und wie diese realisiert werden können, gegeben, können diese gegeneinander geprüft
werden, um die Korrektheit des modellierten Systemverhaltens nachzuweisen.
TLA
Die Temporallogik TLA (Temporal Logik of Actions) (vgl. [Lam94]) stellt wie LTL
eine lineare temporale Logik dar, die jedoch Systeme in Form von Transitionssystemen
modelliert. TLA-Formeln unterscheiden strikt zwischen Sicherheits- und Fairnessei-
genschaften, so dass sich eine generische TLA-Formel ϕ durch Konjunktion aus einem
Anteil Sicherheitseigenschaft (safety) sowie einem weiteren Anteil Fairnesseigenschaft
(fairness) wie folgt zusammensetzt.
ϕ = safety ∧ fairness
Die durch safety beschriebene Sicherheitseigenschaft besteht aus einem Prädikat init,
welches die Belegung der Variablen in den initialen Zuständen beschreibt, und einem
Prädikat next, durch welches die Transitionsrelation beschrieben wird, wobei init und
next konjunktiv verknüpft sind.
safety = init ∧ next
next besteht aus Prädikaten, die über eine Disjunktion miteinander verknüpft sind.
fairness besteht schließlich aus durch Konjunktion miteinander verknüpften Prädika-
ten, für die starke oder schwache Fairness gefordert werden kann. Eine vollständige
Syntax- und Semantikdeﬁnition kann [Lam94] entnommen werden.
TLA ist sowohl zur Modellierung als auch zur Veriﬁkation verwendbar. Die Veriﬁkation
erfolgt im Allgemeinen mittels Theorem-Proving, um einen Nachweis zu führen, dass
das System die geforderen Eigenschaften implementiert.
ACTL
Für einen Assume-Guarantee Ansatz, bei dem die Veriﬁkation lokaler Eigenschaften
mithilfe eines Model Checkers durchgeführt werden kann, stellen Grumberg und Long
in [GL91] die Logik ACTL vor. Der Unterschied zwischen ACTL und CTL besteht
darin, dass in ACTL keine Existenzquantoren verwendet werden dürfen. Um die Ver-
wendung von Existenzquantoren über die Negation mit einem Allquantor auszuschlie-
ßen ist sicherzustellen, dass ACTL-Formeln in der sogenannten positiven Normalform
vorliegen, in der Negationen nur dann verwendet werden dürfen, wenn sie sich direkt
auf atomare Aussagen beziehen.
Falls die nebenläuﬁge Komposition diese Ansatzes eine Präordnungseigenschaft erfüllt,
kann aus der Gültigkeit einer Formel in einer Komponente auf die Gültigkeit dieser
Formel in einer Komposition mit beliebigen Komponenten geschlossen werden. Diese
Bedingung kann mittels synchroner Komposition erzielt werden.
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MCTL
Josko stellt in [Jos90, Jos87] einen Assume-Guarantee Ansatz vor, der ähnlich wie bei
Grumberg und Long ([GL91]) vollständig automatisierbar ist, wenn hierzu notwendige
Teilveriﬁkationen ebenfalls durch einen Model Checker vorgenommen werden. Annah-
men und Schlussfolgerungen werden jedoch im Gegensatz zu Grumberg und Long in
unterschiedlichen Logiken ausgedrückt.
Hierzu werden für die Interaktion der Komponenten Kommunikationsbedingungen for-
muliert, die die Komponenten während der Ausführung erfüllen müssen. Die Veriﬁ-
kation des Systems erfolgt dann relativ zu diesen Kommunikationsregeln, die Pfad-
Ausdrücke darstellen, die die Annahmen der Umgebung an die Komponenten beschrei-
ben, wodurch das Verhalten in den Komponenten eingeschränkt wird. Während die
Kommunikationsbedingungen in einer Unterlogik von LTL ausgedrückt werden, ver-
wendet Josko CTL für die Speziﬁkationen der einzelnen Komponenten.
3.5 Anforderungsspezifikation mit Multi-Objektlo-
giken
Die Vorteile einer deskriptiven, formalen Anforderungsspeziﬁkation liegen nicht nur in
deren Überprüfbarkeit auf Konsistenz sondern auch in deren Veriﬁzierbarkeit gegen ei-
ne formale Verhaltensspeziﬁkation, die eine Beschreibung einer möglichen Realisierung
zur Einhaltung der Anforderungen darstellt und die Basis für eine Implementierung
bildet. Während durch einen Model Checker vollautomatisch veriﬁzierbare Prüfbedin-
gungen in CTL oder LTL durch das Zustandsexplosionsproblem nur für begrenzt große
Problemstellungen anwendbar sind, stellt die Formulierung von Prüfbedingungen durch
die in Abschnitt 3.4 beschriebenen zum Teil kompositionalen Logiken keine Alternati-
ve dar, da keine vollständige Automatisierung für den eigentlichen Veriﬁkationsschritt
gegeben ist.
Um dieser Problematik zu begegnen, wurden die Temporallogiken D1 und D0 vorge-
stellt. Während in D0-Formeln jede Interaktion explizit formuliert werden muss, kann
dies in der Logik D1 abstrakt erfolgen, so dass sich die Speziﬁkation mittels D1-Formeln
als komfortabler erweist. Die ursprünglichen Deﬁnitionen von D1 und D0 ([EC00]), die
unter anderem Pinger in [Pin02] mit CTL als lokaler Logik verwendet, betrachten le-
diglich ungerichtete synchronisierte Zustandsübergänge. Die vorliegende Arbeit erwei-
tert die Logiken D1 und D0 um die Berücksichtigung von gerichteten synchronisierten
Zustandsübergängen zur Abgrenzung des Initiators einer Synchronisation von seinen
Interaktionspartnern.
Durch die Erweiterung der Temporallogiken D1 und D0 besteht die Möglichkeit, eine
deskriptive, formale Anforderungsspeziﬁkation für ein erweitertes, vollautomatisches
Verfahren zur Veriﬁkation von Verhaltensbeschreibungsmitteln anzuwenden, die ne-
ben ungerichteten synchronisierten Zustandsübergängen ebenfalls gerichtete synchro-
nisierte Zustandsübergänge beschreiben. Zu diesen Beschreibungsmitteln zählen neben
Transitionssystemen Zustandsdiagramme der Uniﬁed Modeling Language (UML) (vgl.
[OMG07b, OMG07c]), die den Quasi-Standard für die Modellierung objektorientierter
Software darstellt.
32 Kapitel 3 – Anforderungsspeziﬁkation objektorientierter Systeme
Für die Veriﬁkation von UML-Zustandsdiagrammen sind diverse Vorschläge ([HRW07,
Ber06, BBHP06, BH06, Ara05]) unterbreitet worden, die insbesondere automatisierte
Verfahren wie Model Checking unterstützen. Um diese anwenden zu können, ist eine
Transformation in Kripke-Strukturen erforderlich.
Während Transformationen in Kripke-Strukturen zumeist eine Entfaltung der UML-
Zustandsdiagramme beschreiben, legt das folgende Kapitel dar, wie eine solche Trans-
formation unter Berücksichtigung einer automatischen Dekomposition erfolgen kann.
Damit bilden die Anforderungsspeziﬁkation in D1 sowie die Verhaltensmodellierung mit
UML-Zustandsdiagrammen geeignete Eingangsgrößen für das in Kapitel 5 beschriebe-
ne, vollautomatische Multi-Object Checking Verfahren, welches die Zustandsexplosion
vermeidet und hierdurch für komplexe Systeme wie ein objektorientiertes Stellwerk
industriell anwendbar wird.
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Kapitel 4
Verhaltensspezifikation
objektorientierter Systeme
Objektorientierte Techniken stellen die derzeit am häuﬁgsten angewendeten Methoden
zur Entwicklung von Software dar. Programmiersprachen wie Simula, Smalltalk, Java
oder C#, die teilweise vor Erscheinen der ersten Softwaretools zur visuell unterstützten
Entwicklung von Software verfügbar wurden, bilden durch Unterstützung der objekt-
orientierten Programmierung die am häuﬁgsten verwendeten Programmiersprachen für
objektorientierte Software.
Objektorientierte Ansätze wie die Verwendung der Uniﬁed Modeling Language (UML)
[OMG07b, OMG07c] für die Entwicklung von Stellwerkslogiken sind teilweise vor oder
aber unabhängig von der Verwendung der UML entwickelt worden. So nennt Maschek
in [Mas02] beispielhaft die von Siemens speziell für die Eisenbahnsicherungstechnik
entwickelte objektorientierte Methode GRACE [Jun00] zur formalisierten graﬁschen
Darstellung von Kundenanforderungen.
Die Arbeiten des Euro-Interlocking Projektes ([UIC05]) zur Entwicklung harmonisier-
ter und standardisierter Stellwerkstechnologien in Europa hatten nicht nur die Schaf-
fung eines einheitlichen Glossars der Eisenbahnsicherungstechnik oder die Erstellung
eines Anforderungskatalogs an Stellwerkskomponenten zum Ziel. Es wurden ebenso
Arbeiten zur Entwicklung eines UML-Modells zur Repräsentation der funktionalen
Anforderungen eines Stellwerks durchgeführt.
Die Uniﬁed Modeling Language bietet diverse Diagrammarten und Zusätze wie die
Object Constraint Language (OCL) zur Modellierung objektorientierter Systeme an.
Die OCL wurde 1995 als textuelle Logiksprache von IBM entwickelt und von der
UML übernommen. Sie dient zur Beschreibung von Bedingungen für Attributwer-
te, Aktionen, etc. Mit Hilfe der OCL lassen sich Ausdrücke bezüglich der Eintra-
gungen in einem Diagramm oder der Beziehungen zwischen den Diagrammen formu-
lieren, die durch Diagrammelemente nicht direkt ausdrückbar sind. Durch Erweite-
rungen ([ZG03b, FM02, BFS02]) ist in OCL auch die Formulierung von temporal-
logischen Ausdrücken möglich. Da die Unterstützung der OCL in UML-Werkzeugen
([WK03, ZG03c, GRB03, GR02]) nicht umfassend gegeben ist und auch zusätzliche
Veriﬁkationssysteme diese nicht voll unterstützen, geht die vorliegende Arbeit nicht
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weiter auf diese Teilsprache der UML ein.
Ein objektorientiertes System, welches im Folgenden als Objektsystem bezeichnet wird,
wird in der UML als eine Menge interagierender Objekte betrachtet, deren strukturel-
ler Aufbau, Aktivitäten, Funktionalitäten und Interaktionen zu speziﬁzieren ist. Ein
Objektsystem ist in Anlehnung an Arabestani ([Ara05, Ara03]) wie folgt deﬁniert.
Definition 4.1 Objektsystem
Ein Objektsystem OS = (O,Φ) wird beschrieben durch
• O: Menge von Objekten
• Φ: Menge von Anforderungen, die durch das Zusammenwirken der Objekte
in O zu erfüllen ist.
Dabei drückt OS  Ψ mit Ψ ⊆ Φ aus, dass von OS sämtliche Anforderungen
ψ ∈ Ψ erfüllt sind. Ein Objektsystem OS heißt verifiziert, wenn OS  Φ gilt.
Die in Φ erfassten Anforderungen, die ein Objektsystem erfüllen soll, sind für eine
formale Veriﬁkation, das heißt einen mathematischen Nachweis, so zu formalisieren,
dass sie (automatisch) zu überprüfen sind. Die Autoren in [Ara05, LP04, DWQQ01]
verwenden hierzu temporallogische Formeln. Ebenso gilt es, die Objekte und deren
Verhalten zu formalisieren. Die einzelnen Objekte O ∈ O eines Objektsystem OS sind
wie folgt deﬁniert.
Definition 4.2 Objekt
Das Tupel O = (Attr , Ev, Cond, Op, SM , IA) mit
• Attr : eine endliche nicht leere Menge von Attributen
Attr = Attr static ∪Attrdynamic
Attr static: Menge der Attribute, die nicht verändert werden können
Attrdynamic: Menge der durch Aktionen veränderlichen Attribute
• Ev: eine endliche nicht leere Menge von Ereignissen
Ev = Evin ∪ Evout
Evin: eine endliche nicht leere Menge von Ereignissen, die empfangen und
Evout: eine endliche nicht leere Menge von Ereignissen, die generiert werden
können.
• Cond: eine endliche nicht leere Menge von Bedingungen
• Op: Menge der vom Objekt ausführbaren Operationen auf den Attributen
Attr
• SM : eine Zustandsmaschine bzw. ein Zustandsdiagramm
• IA: eine endliche Menge von Relationen
beschreibt ein Objekt aus O.
Sei I eine Menge von Identitäten. Dann bezeichnet Oi das Objekt mit der Identität
i ∈ I und AttrOi die Attribute von Oi. Analog beschreiben Ev
Oi, CondOi, OpOi, SMOi
und IAOi die Ereignisse, auf die Oi reagiert, die Bedingungen, die Abläufe in UML-
Diagrammen von Oi steuern, die Operationen, die Oi ausführt, das Zustandsdiagramm,
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welches das Verhalten von Oi beschreibt, und die Relationen zu anderen Objekten, über
die Oi mit anderen Objekten kommuniziert. Act
Oi stellt dann eine endliche nicht leere
Menge von durch das Objekt Oi durchführbaren Aktionen mit Act
Oi = EvOiout ∪ Op
Oi
dar.
Ausgangsbasis für die Beschreibung eines Systems mit Darstellungsmitteln der UML
ist ein Klassendiagramm (vgl. Abbildung 4.1).
Abbildung 4.1: Klassendiagramm zur Repräsentation von Zug- und Rangierstraßen.
In einem Klassendiagramm werden zumeist nicht nur die unterschiedlichen Arten von
Objekten, sondern auch deren Eigenschaften und Interaktionsmöglichkeiten modelliert.
Während die Eigenschaften durch die Angabe von Attributen und Methoden eines je-
den Objektes einer Klasse deﬁniert werden, stellen unterschiedliche Assoziationstypen
die Beziehungen und damit die Möglichkeiten der Interaktion von Objekten dar. Ob-
jekte gleicher Struktur und gleichen Verhaltens des Systems werden in einer Klasse
zusammengefasst, die in Anlehnung an Arabestani ([Ara05]) wie folgt deﬁniert ist.
Definition 4.3 Klasse
Gilt für zwei Objekte Oi, Oj ∈ O mit i, j ∈ I und i 6= j
• AttrOi = AttrOj
• EvOi = EvOj
• CondOi = CondOj
• OpOi = OpOj
• SMOi = SMOj
• IAOi = IAOj
so gehören sie der gleichen Klasse K an.
In einem Objektdiagramm (vgl. Abbildung 4.2), welches in Bezug auf die graﬁsche Dar-
stellung dem Klassendiagramm sehr ähnlich ist, werden an Stelle von Klassen konkrete
Objekte der einzelnen Klassen notiert. Klassen- und Objektdiagramm dienen damit
zur Beschreibung statischer Eigenschaften und eines Systems.
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Abbildung 4.2: Bildung der Zugstraße ZS1 von Signal A zu N1 im Objektdiagramm.
Die Uniﬁed Modeling Language bietet zusätzlich zu den beispielhaft genannten Dia-
grammarten zur Modellierung statischer Eigenschaften von Objekten die Möglichkeit,
dynamisches Verhalten durch Sequenz- oder Zustandsübergangsdiagramme zu model-
lieren. Die folgenden Abschnitte betrachten dementsprechend diese Verhaltensmodel-
lierung mittels Zustandsübergangssystemen wie z.B. UML-Zustandsdiagrammen.
Die Verhaltensmodellierung mittels Zustandsübergangsdiagrammen basiert auf dem
beobachtbaren Verhalten eines Systems oder Objektes. Ein jedes Objekt nimmt wäh-
rend seiner Existenz diverse Zustände ein und wechselt dynamisch zwischen diesen. Der
Wechsel von einem Zustand in einen anderen kann hierbei infolge externer Einﬂüsse
oder aber interner Gegebenheiten initiiert werden.
Allen Zustandsübergangssystemen gemeinsam sind Zustände und Transitionen, die den
Wechsel von einem Zustand in einen anderen beschreiben. In Kapitel 3.1 wurde zu-
nächst das elementare, sequentielle Modell der Kripke-Strukturen betrachtet. Kripke-
Strukturen bestehen aus einer Menge von Zuständen, die sämtliche Informationen wie
Attributwerte und Ereignisse in Form von Zustandsmarkierungen beinhalten und einer
Transitionsrelation, die mögliche Zustandsübergänge beschreibt.
Kommunizierende Zustandsmaschinen zählen ebenfalls zu den sequentiell ausgeführten
Zustandsübergangssystemen und stellen ein erstes interpretierendes, sequentielles Mo-
dell zur Verhaltensbeschreibung zur Verfügung. Im Gegensatz zu Kripke-Strukturen
tragen die Zustände einen geringeren Informationsanteil, indem unter anderem Infor-
mationen über empfangene und generierte Ereignisse in die Transitionen verlagert sind.
Kommunizierende Zustandsmaschinen implementieren ein Prioritätskonzept, um die
Auswertungsreihenfolge von Transitionen mit gleichem Ausgangszustand zu bestim-
men. Sie führen Transitionen in Abhängigkeit von den Attributwerten, vorliegenden
Ereignissen und Zustandsübergänge einschränkenden Bedingungen aus, ohne diese In-
formationen permanent als Beschriftung eines Zustands zu speichern. Weiterhin besteht
die Möglichkeit eine Spontan-Synchronisation mehrerer kommunizierender Zustands-
maschinen durch eigene Synchronisationsereignisse als Beschriftung einer Transition zu
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beschreiben, während die Synchronisation von Kripke-Strukturen nur durch identische
Aktionssymbole in Form einer Zustandsbeschriftung erfolgen kann.
UML-Zustandsdiagramme, die ähnlich den kommunizierenden Zustandsmaschinen zu
den interpretierenden Modellen zählen bieten im Gegensatz zu kommunizierenden Zu-
standsmaschinen Konzepte zur Repräsentation nebenläuﬁgen Verhaltens und zur Ver-
feinerung des Verhaltens mittels eines Hierarchiekonzeptes. UML-Entwicklungswerk-
zeuge bieten neben der Möglichkeit der Generierung von Programmcode für Pro-
grammiersprachen oder Zielplattformen die Möglichkeit der Animation von UML-Zu-
standsdiagrammen. Hierdurch können Teile eines Systems bereits während der Ent-
wicklung analysiert und anderen Personen wie z.B. einem Auftraggeber präsentiert
werden.
Für die einzelnen Beschreibungsverfahren werden in den folgenden Abschnitten im
Rahmen dieser Arbeit entwickelte Transformationskonzepte vorgestellt, um UML-Zu-
standsdiagramme über kommuniziernde Zustandsmaschinen auf Kripke-Strukturen ab-
zubilden, so dass schließlich automatische Veriﬁkationsverfahren wie Model Checking
anwendbar werden.
4.1 Kommunizierende Zustandsmaschinen
Kommunizierende Zustandsmaschinen stellen ein interpretierendes, sequentielles Mo-
dell zur Verhaltensbeschreibung von Objekten zur Verfügung. Sie implementieren ein
Prioritätskonzept, um die Auswertungsreihenfolge von Transitionen mit gleichem Aus-
gangszustand zu bestimmen. So werden Transitionen in Abhängigkeit von den Attri-
butwerten, vorliegenden Ereignissen sowie Zustandsübergänge einschränkenden Bedin-
gungen ausgeführt, ohne diese Attributinformationen permanent als Beschriftung eines
Zustands ober einer Transition zu speichern.
Sei Oi das Objekt mit der Identität i ∈ I und sei Attr
Oi die Menge der Attribute
von Oi. Dann beschreiben Ev
Oi, CondOi und OpOi die Ereignisse, auf die Oi reagiert
und die Oi erzeugt, die Bedingungen, die Zustandsübergänge in Oi steuern und die
Operationen, die Oi ausführt. Für die Beschreibung des sequentiellen Verhaltens ei-
nes Objektes Oi werden unter Verzicht auf die Indizierung durch Oi kommunizierende
Zustandsmaschinen verwendet, die wie folgt deﬁniert sind.
Definition 4.4 Kommunizierende Zustandsmaschine
Sei Namen die Menge der Zustandsnamen und sei Valuesattr die Menge der Wer-
te, die ein Attribut attr ∈ Attr eines Objektes annehmen kann. Dann ist die
Zuordnung Allocationattr eines Wertes value ∈ Valuesattr zu Attribut attr durch
Allocationattr : Attrattr → Valuesattr gegeben. Hierbei beschreibt attr = value,
dass Allocationattr = (attr, value) gilt.
Die Menge Allocation mit Allocation =
⋃
∀1≤l≤nAllocationattrl stellt somit die
Zuordnung von Werten für sämtliche Attribute in einem Systemzustand dar.
Weiterhin seien die Wertebereiche aller Attribute in Attr endlich, so dass ∀attr ∈
Attr : |Valuesattr| ∈ N0 gilt.
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Ein System CSM = (S, S0,Prio,Ev, Synch,Cond,Op, R,Modus) über Attribute
Attr und Werte Values mit
• S: eine endliche, nicht leere Menge von Zuständen mit
Name : S → Namen: Benennung eines Zustands und
∀s, s′ ∈ S : Name(s) = Name(s′)⇒ s = s′ sowie
Status : S → {aktiv, inaktiv}: Aktivitätskennzeichnung eines Zustands
• S0 ⊆ S: Menge der Startzustände
• Prio ⊆ {x ∈ N | 0 ≤ x}: Menge von Prioritäten zur Gewichtung von
Transitionen
• Ev: eine endliche, nicht leere Menge von Ereignissen
Ev = Evin ∪ Evout
Evin: eine endliche nicht leere Menge von empfangbaren Ereignissen und
Evout: eine endliche, nicht leere Menge von generierbaren Ereignissen.
Dabei beschreibt eε ∈ Ev das leere Ereignis.
• Synch: eine endliche, nicht leere Menge von Synchronisationssymbolen zur
spontanen Synchronisation von mehreren kommunizierende Zustandsma-
schinen über Transitionen mit identischen Synchronisationssymbolen.
σε ∈ Synch beschreibt die Abwesenheit eines Synchronisationssymbols.
• Cond: eine endliche, nicht leere Menge von Bedingungen.
Durch cε ∈ Cond werden bedingungslos aktivierbare Transitionen markiert.
• Op: Menge der vom Objekt ausführbaren Operationen auf den Attributen
Attr .
Mit opε ∈ Op werden Transitionen versehen, bei deren Aktivierung keine
Operation ausgeführt wird.
• R ⊆ S × Prio × Evin × Synch × Cond × 2Act × S: endliche Menge von
Transitionen mit Act: eine endliche, nicht leere Menge von Aktionen, so
dass Act = Evout ∪ Op gilt.
RId : R → N: Transitionsindizierung mit RId(r) = RId(r′) ⇒ r = r′ für
alle r, r′ ∈ R
• Modus ∈ {aktiv, inaktiv}: Aktivitätskennzeichnung der kommunizieren-
den Zustandsmaschine
heißt kommunizierende Zustandsmaschine.
Nach dieser Deﬁnition der kommunizierenden Zustandsmaschine, die als Zwischen-
schritt der Zerlegung und Transformation von UML-Zustandsdiagrammen in Kripke-
Stukturen dient (vgl. Kapitel 4.2.7), wird nach Beschreibung der Ausführungssemantik
von kommunizierenden Zustandsmaschinen eine Transformation in erweiterte Kripke-
Strukturen vorgestellt. Hierbei werden insbesondere der Übergang von der Interpreta-
tion und Manipulation von Attributwerten zu Zustandsmarkierungen durch aussagen-
logische Prädikate näher betrachtet.
4.1.1 Ausführung einer kommunizierenden Zustandsmaschine
Die Ausführung einer durch die vorangegangene Deﬁnition beschriebenen kommuni-
zierenden Zustandsmaschine CSM erfolgt über die nicht-deterministische Aktivierung
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eines Startzustandes s0 ∈ S0. Die weitere Abarbeitung der Zustandsmaschine erfolgt
durch die abwechselnde Aktivierung von Zuständen und Transitionen.
Nach der Aktivierung eines Zustandes erfolgt eine Ermittlung aktivierbarer Transi-
tionen. Hierbei sind alle Transitionen Rpotentiell aktivierbar ⊆ R potentiell aktivierbar,
deren Anfangszustand sStart aktiv ist. Von diesen Transitionen sind dann jedoch nur
jene Rbedingungsaktivierbar ⊆ Rpotentiell aktivierbar aktivierbar, deren Bedingungen c ∈ Cond
durch die aktuelle Belegung Values der Attribute Attr zu wahr ausgewertet werden
können.
Die aktuell vorliegende Menge der Ereignisse schränkt die Menge Rbedingungsaktivierbar
weiter ein. Nur Transitionen Rbedingungs- und ereignisaktivierbar ⊆ Rbedingungsaktivierbar, für
die die zur Aktivierung benötigten Ereignisse e ∈ Evin vorliegen, sind aktivierbar.
Unter all diesen Transitionen Rbedingungs- und ereignisaktivierbar werden diejenigen ermit-
telt, die die größte Priorität besitzen. Diese kann jeweils unmittelbar den Transitio-
nen Rbedingungs- und ereignisaktivierbar entnommen werden. Somit werden die Transitionen
Raktivierbar, die eine maximale Priorität besitzen, betrachtet und unter all diesen Transi-
tionen Raktivierbar ⊆ Rbedingungs- und ereignisaktivierbar eine nicht-deterministisch ausgewählt
und aktiviert.
Die Aktivierung der Transition bewirkt die Deaktivierung ihres Anfangszustandes und
die Löschung der Elemente der Ereignismenge. Daraufhin werden die an der Transition
notierten Aktionen ausgeführt, so dass die Attributwerte hierdurch aktualisiert und
eventuelle Ereignisse ausgelöst werden. Gleichzeitig wird der Zielzustand der Transi-
tion aktiviert. Daraufhin beginnt wiederum die Bestimmung aktivierbarer Transitio-
nen. Mit jedem Schalten einer Transition wird die Ereignismenge erneuert und mit jeder
Bestimmung aktivierbarer Transitionen ein Schrittzähler inkrementiert. Ist die Menge
Raktivierbar leer, wird dieser Schrittzähler lediglich inkrementiert und die Bestimmung
aktivierbarer Transitionen erfolgt erneut, um zu prüfen, ob ein Ereignis eingetreten ist,
so dass eine Transition aktivierbar wird.
Das Erreichen eines Zustands ohne ausgehende Transition beschreibt dann das Errei-
chen eines Verklemmungs- oder Endzustandes der kommunizierenden Zustandsmaschi-
ne. Das Erreichen eines solchen Zustands in einem reaktiven System, welches keine
expliziten Endzustände besitzt, stellt eine Deadlock-Situation dar.
Die Betrachtung von Transitionen, die Synchronisationssymbole aufweisen und damit
explizit das Vorhandensein weiterer nebenläuﬁg ausgeführter Objekte erfordern, erfolgt
im anschließenden Abschnitt.
4.1.2 Nebenläufige Ausführung kommunizierender Zustands-
maschinen
Die gleichzeitige Ausführung mehrerer kommunizierender Zustandsmaschinen der Ob-
jekte Oi, Oj ∈ O, mit i, j ∈ I verursacht wechselseitige Abhängigkeiten, sobald die Ob-
jekte miteinander kommunizieren, so dass z.B. Objekt Oi Ereignisse e1, . . . , en ∈ Ev
Oi
out
generiert, die Objekt Oj als e1, . . . , en ∈ Ev
Oj
in empfängt. Die Ausführung der in Deﬁ-
nition 4.4 beschriebenen Zustandsmaschinen betrachtet Ereignisse zum einen als Vor-
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bedingungen (Evin) für die Ausführung einer Transition. Zum anderen sind sie das
Ergebnis bzw. die Folge der Ausführung einer Transition (Evout) oder sie dienen zur
spontanen Synchronisation (Synch) wie das folgende Beispiel illustriert.
Beispiel 4.5 Wechselseitiger Ausschluss von Synchronisationssymbolen und Ein-
/Ausgabeereignissen
Seien CSMOi und CSMOj die kommunizierenden Zustandsmaschinen der Objekte
Oi, Oj ∈ O mit
Abbildung 4.3: Verklemmungssituation bei gleichzeitiger Aktivierung von si und
sj.
Sobald der Systemzustand eintritt, dass si und sj aktiviert sind, ist eine Ver-
klemmungssituation zwischen Oi und Oj eingetreten. Das durch rj zu generie-
rende Ereignis e stellt eine Vorbedingung zur Ausführung von ri dar, während
ri und rj durch σ synchronisiert auszuführen sind. Beide Forderungen sind nicht
gleichzeitig erfüllbar.
Damit ergibt sich einerseits eine kausale Abhängigkeit der e1, . . . , en ∈ Ev
Oj
in von den
erzeugten e1, . . . , en ∈ Ev
Oi
out, so dass ein e ∈ Ev
Oj
in nur dann von einer Transition
rj ∈ R
Oj konsumiert werden kann, wenn unmittelbar zuvor e ∈ Ev
Oi
out durch eine
Transition ri ∈ R
Oi generiert wurde. Andererseits existiert eine kausale Abhängigkeit
zwischen Synchronisationssymbolen Synch
Oi, Synch
Oj und den an rj notierten Ereig-
nissen e
Oj
in ∈ Ev
Oj
in , so dass, wie durch Beispiel 4.5 demonstriert wird, für Transitionen
ri, rj mit gemeinsamem Synchronisationssymbol σ ∈ Synch
Oi ∧σ ∈ Synch
Oj für die an
rj notierten Ereignisse e
Oj
in /∈ E
Oi
out bei E
Oi
out ⊂ Ev
Oi
out gelten muss.
Im weiteren Verlauf werden nur synchron miteinander kommunizierende Objekte be-
trachtet, so dass für die Komposition bzw. die nebenläuﬁge Ausführung mehrerer kom-
munizierender Zustandsmaschinen sicherzustellen ist, dass Generierung und Konsumie-
rung eines Ereignisses zeitgleich erfolgen. Diese Einschränkung hat direkte Auswirkung
auf die Menge der aktivierbaren Transitionen Raktivierbar einer jeden Zustandsmaschine.
Während für eine Transition rj der CSM
Oj , die ein Ereignis e ∈ Ev
Oj
in konsumieren soll,
sichergestellt werden muss, dass die Partnertransition ri der CSM
Oi, die die Ereignis-
generierung e ∈ Ev
Oi
out beschreibt, beim letzten Zustandsübergang in Oi erfolgt ist, ist
von einer ereignisgenerierenden Transition sicherzustellen, dass das Ereignis durch die
Partnertransition auch konsumiert wird.
Weiterhin gilt für mit einem Synchronisationssymbol σ gekennzeichnete Transitio-
nen, dass diese nur dann ausführbar sind, wenn alle mit σ beschrifteten Transitio-
nen synchron aktivierbar sind. Diese Transitionen werden in der Relation RS :=
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R
O1× . . .×R
On, in der alle zusammengehörigen Transitionen für ein jedes Synchronisa-
tionssymbol festgehalten werden, erfasst. Für Objekte Oi, die keine mit σ beschriftete
Transition aufweisen, wird rε als Repräsentant von R
Oi eingeführt.
Die Bestimmung der Transitionen, die in einem konkreten Systemzustand aktivierbar
sind, kann durch einen übergeordneten Transitions-Manager realisiert werden, der je-
weils Paare aufeinanderfolgender Transitionen in einem jeden Objekt betrachtet. Exis-
tiert ein solches Paar, indem die erste Transition eine Ereignisgenerierung beschreibt,
muss für dieses Paar das entsprechende Gegenpaar beim Kommunikationspartner exis-
tieren. Dabei steht die generierende Transition an Position eins des Paares vom sen-
denden Objekt, während die konsumierende Transition die Position zwei beim Transi-
tionspaar des empfangenden Objekts einnehmen muss.
Werden vom Transitions-Manager zunächst alle aktivierbaren Transitionen Raktivierbar
und deren mögliche Nachfolger Raktivierbar+1 der einzelnen Objekte gesammelt, so ent-
fernt der Transitions-Manager jene Transitionen aus Raktivierbar , für die keine Partner-
transition existiert. Analog wird unter Verwendung der RS-Relation vorgegangen, um
zu prüfen, ob sämtliche mit einem Synchronisationssymbol gekennzeichneten Transitio-
nen geschaltet werden können. Sind nicht alle Transitionen aus RS in Raktivierbar , wer-
den sämtliche durch das Synchronisationssymbol gekennzeichnete Transitionen eben-
falls entfernt. Auch die Überprüfung, ob wie in Beispiel 4.5 ein wechselseitiger Aus-
schluss von Synchronisationssymbolen und Ein-/Ausgabeereignissen vorliegt, reduziert
die Menge der aktivierbaren Transitionen Raktivierbar abermals.
Besteht für einzelne Objekte die Möglichkeit mit und ohne Synchronisationssymbole
beschriftete Transitionen auszuführen, erfolgt eine zufällige Auswahl durch den Transi-
tions-Manager, so dass gewährleistet ist, dass entweder alle mit Synchronisationssym-
bolen markierten Transitionen in den einzelnen Objekten geschaltet werden oder dass
lediglich unmarkierte Transitionen geschaltet werden. Die hierbei nicht ausgewählten
Transitionen werden wiederum entfernt.
Danach werden die reduzierten Transitionsmengen Rreduziert ⊆ Raktivierbar an die einzel-
nen Objekte zurückgegeben, woraufhin diese selbständig die weitere Ausführung mit der
nicht-deterministischen Auswahl einer Transition aus ihren Rreduziert fortsetzen. Hierbei
ist sicherzustellen, dass die Ausführung der ereignisempfangenden Transition im Fol-
geschritt erzwungen wird. Dies kann durch Vormerken der bereits in den Raktivierbar+1
vorliegenden Partnertransitionen erfolgen, so dass im Folgeschritt alle anderen Transi-
tionen aus Raktivierbar vor weiteren Reduktionsschritten durch den Transitions-Manager
entfernt werden.
Die Ausführung einer kommunizierenden Zustandsmaschine ermöglicht lediglich eine
Simulation oder Animation eines Systemmodells. Die Überprüfung, ob das durch kom-
munizierende Zustandsmaschinen modellierte System speziﬁzierten Anforderungen ge-
nügt, kann damit nur für die explizit ausgeführten Simulationsläufe gewährleistet wer-
den. Um eine Veriﬁkation des Systems durchführen zu können, wird eine Transformati-
on in erweiterte Kripke-Strukturen vorgestellt, so dass automatische Veriﬁkationstech-
niken wie Model Checking anwendbar werden.
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4.1.3 Transformation von kommunizierenden Zustandsmaschi-
nen in erweiterte Kripke-Strukturen
Die Transformation einer kommunizierenden Zustandsmaschine
CSM = (S, S0,Prio,Ev, Synch,Cond,Op, R,Modus)
über Attribute Attr und deren Werte Values in eine erweiterte Kripke-Struktur
EKS = (S,S0,M1, . . . ,Mn,R,L) über P
erfolgt durch eine Verschiebung der Transitionsbeschriftungen, des Zustandsnamens,
des Aktivitätsstatus eines Zustandes etc. in die Symbolmengen M1, . . . ,Mn und eine
Verlagerung der Attribute Attr und deren Werte Values in atomare Aussagen aus
P = {attr1 = value1, . . . , attr1 = valuem . . . attrl = value1, . . . , attrl = valuen}
als Zustandsbeschriftungen der Zustände S der erweiterten Kripke-Struktur EKS. Die
Transformation verläuft wie folgt.
• Seien ECP s die an ausgehenden Transitionen r ∈ R in einem Zustand s ∈ S an-
notierten zu empfangenden Ereignisse, Bedingungs- und Prioritätsbeschriftungen
um Transitionen r ∈ R schalten zu können mit
ECP s = {(e, c, p, rid) | ∀s
′ ∈ S ∀r ∈ R ∀p ∈ Prio ∀c ∈ Cond
∀e ∈ Evin ∀synch ∈ Synch ∀act ∈ 2
Act
mit r := (s, p, e, synch, c, act, s′) und rid = RId(r)}.
Ferner beschreibt ECPs die Kombinationen von nicht eingetretenen zu empfan-
genden Ereignissen, Bedingungs- und Prioritätsbeschriftungen an Transitionen
r ∈ R mit
ECPs = {(eε, c, p, rid) | ∀s
′ ∈ S ∀r ∈ R ∀p ∈ Prio ∀c ∈ Cond
∀e ∈ Evin ∀synch ∈ Synch ∀act ∈ 2
Act
mit r := (s, p, e, synch, c, act, s′) und rid = RId(r)}.
• Seien ACT s die Synchronisationssymbol-, internen Aktionssymbol- und generier-
ten Ereignisbeschriftungen eingehender Transitionen des Zustands s ∈ S mit
ACT s = {(rid
′
, evout, op, sync) | ∀s
′′ ∈ S ∀r′ ∈ R ∀p ∈ Prio ∀c ∈ Cond
∀e ∈ Evin ∀synch ∈ Synch ∀act ∈ 2
Act
mit act = evout ∪ op, Act = Evout ∪ Op,
r′ := (s′′, p, e, synch, c, act, s) und
rid
′
= RId(r′)}.
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• Für einen jeden Zustand s ∈ S werden für jede Kombination der ECPs ∈ 2ECPs,
der ACTs ∈ ACTs und der Prädikate Pred ∈ 2P für alle r ∈ R Zustände
sECPs,ACT s,P red als Elemente der Zustandsmenge Ss ⊆ S erzeugt.
Weiterhin werden für jeden dieser Zustände sECP s,ACT s,P red sämtliche Zustände
sECP ′s,ACT s,P red ∈ S als Elemente der Zustandsmenge Ss hinzugefügt, bei denen
einzelne Elemente (e, c, p, rid) ∈ ECP s in ECP s durch Elemente (eε, c, p, rid) ∈
ECPs ersetzt sind.
• Sei Ss ⊆ S die Menge der Zustände, die für einen Zustand s ∈ S erzeugt wur-
de. Sei ferner Konf : S → 2Allocation die Attributkonﬁguration eines Zustands
s ∈ S. Dann gilt für die Menge der Startzustände S0 bei einer gegebenen Initial-
belegung InitialAllocation ∈ 2Allocation :
S0 = {s0 | s ∈ S0 ∧ s0 ∈ Ss ∧ Konf (s) = InitialAllocation}.
Ist keine Initialbelegung InitialAllocation gegeben, gilt:
S0 = {s0 | s ∈ S0 ∧ s0 ∈ Ss}.
• R ⊆ S × S: totale Zustandsübergangsrelation mit Initialisierungsübergängen
durch (•, s0) für alle s0 ∈ S0.
Seien s, s′ ∈ S und sei Rs→ ⊆ R die Menge der von s ∈ S ausgehenden Tran-
sitionen. Sei r ∈ Rs→ mit r := (s, (p, e, c, act, sync), s′), act = evout ∪ op,
evout ⊆ Evout, op ⊆ Op sowie synch ⊆ Synch. Dann wird r wie folgt zu Transi-
tionen in R transformiert.
1. Seien sECP s,ACT s,P red ∈ Ss und s
′
ECP ′s′ ,ACT
′
s′ ,P red
′ ∈ Ss′ . Eine Transition
r ∈ R mit
r = (sECP s,ACT s,P red, s
′
ECP ′s′ ,ACT
′
s′ ,P red
′)
existiert genau dann, wenn die Priorität p für alle Transitionen in Rs→ maxi-
mal ist, wenn das Ereignis e ∈ Evin vorliegt, wenn für Start- und Zielzustand
durch rid = rid
′
die gleiche Transition referenziert ist, wenn Pred⇒ c gilt
und nach Ausführung der Aktionen act aus (rid
′
, evout, op, sync) beschrieben
durch ACT ′s′ im Zielzustand der Transition Pred
′ gilt.
Durch die hier angegebene Transformation werden die in einer graﬁschen
Darstellung sichtbaren Transitionen von einem Zustand einer kommunizie-
renden Zustandsmaschine zu einem (anderen Zustand) der kommunizieren-
den Zustandsmaschine beschrieben, wenn diese unter Berücksichtigung der
vorliegenden Ereignisse, der angegebenen Priorität sowie unter der Gültig-
keit der annotierten Bedingung ausführbar sind, so dass hier die auf Seite
38 vorgestellte Ausführungssemantik einer kommunizierenden Zustandsma-
schine umgesetzt wird.
2. Seien sECP s,ACT s,P red, sECP ′s,ACT s,P red, sECP ′′s,ACT s,P red ∈ Ss.
(a) Gilt für alle (e, c, p, rid) ∈ ECP ′s, dass (e, c, p, rid) ∈ ECPs und keine
von sECP ′s,ACT s,P red ausgehende Transition r in 1. erzeugt wurde, so
existiert eine Transition r′1 ∈ R mit
r′1 = (sECP ′s,ACT s,P red, sECP ′s,ACT s,P red).
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Diese Transformation beschreibt, dass sich das System in einem Zu-
stand, in dem keine aktivierbare Transition existiert und in dem keine
externen Ereignisse vorliegen, beﬁndet und dort verweilt.
(b) Sei ECP′s ⊂ ECP
′
s und gelte für alle (e, c, p, rid) ∈ ECP
′
s, dass (e, c, p,
rid) ∈ ECPs gilt. Seien ECP
′
s = ECP
′
s \ ECP
′
s, E˜CP
′
s ⊂ ECP
′
s und
ÊCP ′s = ECP
′
s \ E˜CP
′
s. Ferner seien |ECP
′
s| ≤ |ECP
′′
s|, ECP
′
s ⊂
ECP ′′s. Gilt für kein (e, c, p, rid)
′
∈ ÊCP ′s und gelten (e, c, p, rid)
′
∈
ECP ′′s und E˜CP
′
s ⊂ ECP
′′
s und für alle (eε, c, p, rid) ∈ ÊCP
′
s gilt
(e, c, p, rid) ∈ ECP ′′s. Wenn keine von sECP ′s,ACT s,P red ausgehende
Transition r in 1. erzeugt wurde, dann existiert eine Transition r′2 ∈ R
mit r′2 = (sECP ′s,ACT s,P red, sECP ′′s,ACT s,P red).
Die hier beschriebenen Transitionen innerhalb der erweiterten Kripke-
Struktur modellieren, dass Eintreten eines zuvor nicht vorliegenden ex-
ternen Ereignisses. Hierdurch besteht gegebenenfalls die Möglichkeit,
einen Zustand der erweiterten Kripke-Struktur zu betreten, für den ei-
ne Transition nach 1. existiert, so dass ein Zustandsübergang in der
ursprünglichen kommunizierenden Zustandsmaschine aktivierbar wird.
(c) Gilt für alle (e, c, p, rid) ∈ ECP ′s, dass auch (e, c, p, rid) ∈ ECP s gilt,
und sei ferner ECP ′s ⊂ ECP
′′
s. Wurde für sECP ′s,ACT s,P red keine aus-
gehende Transition r in 1. erzeugt, so existiert eine Transition r′3 ∈ R
mit r′3 = (sECP ′s,ACT s,P red, sECP ′′s,ACT s,P red).
Durch diese Transformation werden Transitionen beschrieben, in deren
Ausgangszustand bei gegebener, nicht maximaler Ereignis-, Bedingungs-
und Prioritätsmenge keine Aktivierung für einen Zustandsübergang in
der ursprünglichen kommunizierenden Zustandsmaschine möglich ist.
Die Endzustände der Transitionen beschreiben hingegen, dass sich die
Ereignismenge durch weitere externe Ereignisse vergrößert hat.
3. Für sämtliche Zustände sECP ′s,ACT s,P red, für die durch die Schritte 1. und 2.
keine ausgehende Transition zu R hinzugefügt wurde, wird die Transition
r′′ ∈ R mit r′′ = (sECP ′s,ACT s,P red, sECP ′s,ACT s,P red) generiert.
Diese Transitionen vervollständigen die Transitionsrelation der Kripke-Struk-
tur zu einer totalen Zustandsübergangsrelation. Hierdurch werden zum einen
Endzustände einer kommunizierenden Zustandsmaschine aber auch Situa-
tionen wie Deadlocks dargestellt.
• L : S → Namen×{aktiv, inaktiv}× 2Evin,P rio,C,N× 2N,Act,Synch×Modus× 2P :
Labelfunktion, die jedem Zustand s ∈ S den Namen seines Ursprungszustands
s ∈ S, Paare der Prioritäten Prio ⊆ Prio, der empfangenen und konsumierten
Ereignisse aus Evin ⊆ Evin sowie der Bedingungen C ⊆ Cond an ausgehen-
den Transitionen von s, Paare von Ausgabesymbolen, ausgeführten Aktionen
Act = Evout ∪ Op mit Evout ⊆ Evout, Op ⊆ Op und Synchronisationssymbole
Synch ⊆ Synch von eingehenden Transitionen, den Modus von s und eine Men-
ge der gültigen atomaren Aussagen P, die der Attributkonﬁguration Konf (s)
entsprechend, zuordnet.
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Durch Label-Projektionen πNamen, π{aktiv,inaktiv}, π2Evin,Prio,C,N, π2N,Act,Synch, πModus und
π2P besteht die Möglichkeit, auf die Markierungsinhalte eines Zustands der erweiterten
Kripke-Struktur zuzugreifen. Hinzu kommen aufsplittende Projektionen π2Evin , πPrio,
πC , πN1 , πN2, πAct und πSynch für π2Evin,Prio,C,N und π2N,Act,Synch für den Zugriﬀ auf die
einzelnen Bestandteile einer zusammengesetzten Markierung.
4.1.4 Bisimulation einer kommunizierenden Zustandsmaschi-
ne und einer erweiterten Kripke-Struktur
Um Erkenntnisse einer Veriﬁkation der generierten erweiterten Kripke-Struktur EKS
auf ihre zugrundeliegende kommunizierende Zustandsmaschine CSM übertragen zu
können, deﬁniert eine Bisimulation, wie die Zustände der kommunizierende Zustands-
maschine zu Zuständen der erweiterten Kripke-Struktur zugeordnet sind. Während ei-
ne einseitige Simulation beschreibt, dass ein Modell jeden Schritt des anderen Modells
simulieren kann, deﬁniert eine Bisimulation die Existenz einer Simulation für beide
Richtungen. Das Verhalten der generierten erweiterten Kripke-Struktur EKS und ihrer
zugrundeliegenden kommunizierenden Zustandsmaschine CSM kann somit wechselsei-
tig nachgebildet werden. Die folgende Deﬁnition der Bisimulationsrelation ist hierbei
auf das in Form von Zustandsmarkierungen aus 2P bzw. auf das in Form von Attributen
und deren Belegungen angewendete Verhalten eingeschränkt.
Definition 4.6 Bisimulationsrelation von kommunizierender Zustandsmaschine und
erweiterter Kripke-Struktur
Sei CSM = (S, S0,Prio,Ev, Synch,Cond,Op, R,Modus) über Attribute Attr und
Werte Values eine kommunizierende Zustandsmaschine und sei EKS = (S, S0,
M1, . . .,Mn, R, L) eine erweiterte Kripke-Struktur über endlichen Symbolmen-
gen M1, . . . ,Mn und einer Menge atomarer Aussagen P.
Sei für alle Zustände s, s′ ∈ SPreds die Markierung mit Prädikaten aus 2
P identisch,
so dass πPred(L(s)) = πPred(L(s′)) gilt. Weiterhin sei für Ss =
⋃
∀i S
Predi
s eine
vollständige Partitionierung in Teilmengen SPredis ,S
Predj
s gegeben, so dass für
alle SPredis ,S
Predj
s gilt: S
Predi
s ∩ S
Predj
s = ∅.
Dann ist B ⊆ S × 2S eine Bisimulationsrelation zwischen CSM und EKS gdw.
für alle s ∈ S und alle Ss ∈ 2S mit B(s,Ss) die folgenden Bedingungen gelten.
1. ∀s ∈ S ∃Ss ∈ 2S , so dass
∀Konf (s) ∃SPreds ⊆ Ss ∀s ∈ S
Pred
s gilt:
Konf (s) = πPred(L(s))
2. ∀Ss ∈ 2S ∃s ∈ S, so dass
∀SPreds ⊆ Ss ∀s ∈ S
Pred
s ∃Konf (s) gilt:
πPred(L(s)) = Konf (s)
3. Für einen jeden Zielzustand s′ ∈ S einer Transition r ∈ R der kommuni-
zierenden Zustandsmaschine mit r = (s, (p, e, c, act, sync), s′) existieren eine
Menge Ss′ ∈ 2
S sowie eine Menge von Transitionen Rˆ ⊆ R, so dass jede
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einzelne der Transitionen rˆ ∈ Rˆ einen Zielzustand s′ ∈ Ss′ besitzt und die
Bisimulationsrelation B(s′,Ss′) erfüllt ist.
4. Für einen jeden Zielzustand s′ECP ′s′ ,ACT ′s′ ,P red′ ∈ Ss
′ einer Transition r ∈ R
der erweiterten Kripke-Struktur mit r = (sECP s,ACT s,P red, s
′
ECP ′s′ ,ACT
′
s′ ,P red
′)
und sECP s,ACT s,P red /∈ Ss′ existieren ein Zielzustand s
′ ∈ S sowie eine Tran-
sition r ∈ R, so dass deren Zielzustand s′ ∈ Ss′ ist und die Bisimulationsre-
lation B(s′,Ss′) gilt.
Die Deﬁnition beschreibt zunächst, für welche Zustände s ∈ S einer kommunizierenden
Zustandsmaschine und welche Ss ∈ 2S einer erweiterten Kripke-Struktur eine Bisimula-
tionsrelation besteht. Dies sind ein Zustand s und die daraus generierte Zustandsmenge
Ss für Attributkonﬁgurationen Konf (s). Desweiteren werden Zustandsübergänge in der
kommunizierenden Zustandsmaschine mit Zustandsübergängen zwischen den erzeugten
Teilmengen der Zustandsmenge der erweiterten Kripke-Struktur in Beziehung gesetzt.
Hier werden ausführbare, im Zustandsdiagramm visuell existente Zustandsübergänge
der kommunizierenden Zustandsmaschine zwischen Zuständen s, s′ ∈ S mit Zustands-
übergängen zwischen den erzeugten Teilmengen Ss und Ss′ der Zustandsmenge der
erweiterten Kripke-Struktur betrachtet.
Das Eintreten eines Ereignisses, auf das in einem Zustand der kommunizierenden Zu-
standsmaschine gewartet wurde, wird innerhalb einer Zustandsmenge Ss der erwei-
terten Kripke-Struktur durch Zustandswechsel modelliert. Diese Zustandsübergänge
beschreiben jedoch kein Verhalten des Modells sondern das Verhalten der Umgebung,
so dass diese Zustandsübergänge nicht Gegenstand der Bisimulationsrelation sind. Auf
Basis der Bisimulationsrelation kann nun die Äquivalenz einer kommunizierenden Zu-
standsmaschine CSM und der daraus generierten erweiterten Kripke-Struktur EKS
formuliert werden.
Definition 4.7 Bisimulationsäquivalenz von kommunizierender Zustandsmaschine
und erweiterter Kripke-Struktur
Eine kommunizierende Zustandsmaschine CSM und eine erweiterte Kripke-Struk-
tur EKS heißen bisimulationsäquivalent, falls für alle Startzustände s0 ∈ S0 eine
Startzustandsmenge Ss0 mit ∀s, s
′ ∈ Ss0 : πPred(L(s)) = πPred(L(s
′)) existiert, so
dass die Bisimulationsrelation B(s0,Ss0) gilt und falls für alle Startzustandsmen-
gen Ss′0 mit ∀s, s
′ ∈ Ss′0 : πPred(L(s)) = πPred(L(s
′)) ein Startzustand s′0 ∈ Ss′0
existiert, so dass die Bisimulationsrelation B(s′0,Ss′0) gilt.
Durch diese Form der Bisimulationsäquivalenz kann das Verhalten einer kommunizie-
rende Zustandsmaschine CSM und ihrer Repräsentation als erweiterte Kripke-Struktur
EKS verglichen werden. Das Schalten einer Transition der kommunizierende Zustands-
maschine von einem Zustand s ∈ S zu einem Zustand s′ ∈ S einem Zustandsüber-
gang entspricht somit dem Zustandswechsel zwischen den daraus gebildeten Teilmen-
gen Ss ⊆ S und Ss′ ⊆ S der erweiterten Kripke-Struktur. Zustandübergänge innerhalb
einer Teilmenge Ss bedeuten hingegen, dass ein Ereignis eingetreten ist, welches zum
Übergang in einen Zustand s ∈ Ss noch nicht vorlag oder dass keine Veränderung
eingetreten ist, die ein Weiterschalten in eine andere Teilmenge Ss′ ermöglicht.
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Satz 4.8
Sei CSM = (S, S0,Prio,Ev, Synch,Cond,Op, R,Modus) eine kommunizierende
Zustandsmaschine über Attribute Attr und Werte Values und sei EKS = (S, S0,
M1, . . .,Mn, R, L) eine erweiterte Kripke-Struktur über endlichen Symbolmen-
gen M1, . . . ,Mn und einer Menge atomarer Aussagen P, die durch Anwendung
der Transformation entstanden ist.
Dann ist B(s,Ss) für alle s ∈ S und Ss ∈ 2S eine Bisimulationsrelation.
Beweis:
1. Sei s ∈ S. Durch die auf Seite 42 angegebene Transformation wird für
einen jeden Zustand s und jede Attributkonﬁguration Konf (s) eine Teil-
menge SPreds ⊆ Ss generiert, in der für alle s, s
′ ∈ SPreds gilt: Konf (s) =
πPred(L(s)) = πPred(L(s′)).
2. Sei Ss ∈ 2S und sei eine Partitionierung von Ss in Teilmengen SPreds gege-
ben, so dass für alle s, s′ ∈ SPreds gilt: πPred(L(s)) = πPred(L(s
′)). Nachdem
alle Zustände in S und damit auch die Zustände s und s′ aus Zuständen
s ∈ S entstanden sind, existiert somit ein Zustand s. Da durch die Trans-
formation die Zustände aus S nur mit Teilmarkierungen aus 2P , die einer
möglichen Attributkonﬁgurationen Konf (s) entsprechen, versehen werden,
gilt Konf (s) = πPred(L(s)) = πPred(L(s′)).
3. Seien s, s′ ∈ S und sei r ∈ R mit r := (s, (p, e, c, act, sync), s′) eine ausführ-
bare Transition. Dann existieren mit r = (sECP s,ACT s,P red, s
′
ECP ′s′ ,ACT
′
s′ ,P red
′)
und s′ECP ′s′ ,ACT ′s′ ,P red′ ∈ Ss
′ eine Transition r ∈ R sowie deren Zielzustand
gemäß der Transformationsregeln und es gilt B(s′,Ss′).
4. Seien sECP s,ACT s,P red ∈ Ss und s
′
ECP ′s′ ,ACT
′
s′ ,P red
′ ∈ Ss′ und es gelte so-
wohl sECP s,ACT s,P red /∈ Ss′ als auch s
′
ECP ′s′ ,ACT
′
s′ ,P red
′ /∈ Ss. Weiterhin gel-
ten ECP s = (e, c, p, rid), ACT
′
s′ = (rid
′
, ev′out, op
′, sync′) sowie rid = rid
′
.
Existiert eine Transition r ∈ Rmit r = (sECP s,ACT s,P red, s
′
ECP ′s′ ,ACT
′
s′ ,P red
′),
so existieren s′ ∈ S sowie eine Transition r ∈ Rmit r := (s, (p, e, c, act, sync),
s′) zwischen s und s′ und es gilt B(s′,Ss′).
Durch die Gültigkeit der Bisimulationsäquivalenz für alle Zustände und damit auch
der Startzustände einer kommunizierenden Zustandsmaschine CSM und ihrer durch
Transformation erzeugten erweiterten Kripke-Struktur EKS und deren Zustandsmen-
gen inklusive der Startzustandsmengen können Betrachtungen wie z.B. die Veriﬁkation
von Prüfbedingungen, die auf der erweiterten Kripke-Struktur durchgeführt wurden,
auf die kommunizierende Zustandsmaschine CSM übertragen werden.
Obwohl kommunizierende Zustandsmaschinen bereits einen hohen Abstraktionsgrad
besitzen, um interagierende, sequentielle Systeme zu beschreiben, können Eigenschaf-
ten wie Nebenläuﬁgkeit oder die Verfeinerung von Systemverhalten nur aufwendig mit
Hilfe weiterer kommunizierender Zustandsmaschinen oder Erweiterungen der Zustands-
und Transitionsmenge realisiert werden. Weiterhin existiert keine Anwendungsunter-
stützung zur graﬁschen Modellierung kommunizierender Zustandsmaschinen.
Für Darstellungsmittel wie Petri-Netze oder Zustandsdiagramme der Uniﬁed Modeling
Language (UML) existieren hingegen seit Jahren diverse Anwendungen zur graﬁschen
48 Kapitel 4 – Verhaltensspeziﬁkation objektorientierter Systeme
Modellierung. Diese werden zur Modellierung vielfältiger Probleme in unterschiedlichen
Anwendungsfeldern wie der Bioinformatik, der Automatisierungstechnik aber auch im
Bereich der Stellwerkstechnik verwendet. Der anschließende Abschnitt beschreibt wie
UML-Zustandsdiagramme als graﬁsche Darstellungsform verwendet und auf eine Men-
ge von kommunizierenden Zustandsmaschinen abgebildet werden können.
Hierdurch besteht die Möglichkeit, vorhandene graﬁsche Modellierungswerkzeuge für
Modellierung und Simulation einzusetzen, bevor eine Transformation in kommunizie-
rende Zustandsmaschinen bzw. erweiterte Kripke-Strukturen für Veriﬁkations- und Va-
lidierungszwecke erfolgt. Diese Vorgehensweise fördert die Akzeptanz durch den Ent-
wickler, da Einarbeitungszeiten in eine neue Anwendung entfallen und die Beschaf-
fungskosten für zusätzliche Software minimiert sind.
4.2 UML-Zustandsdiagramme
Das Verhalten der Objekte eines Systems wird bei Verwendung der Uniﬁed Modeling
Language [OMG07b, OMG07c] in Form von Zustandsübergangsdiagrammen beschrie-
ben. Die Zustandsdiagramme der Uniﬁed Modeling Language gehen auf die Arbeit
von Harel ([Har87]) zurück. Harel kombinierte in dieser Arbeit Mealy- und Moore-
Automaten mit weiteren Elementen und deﬁnierte die Erweiterten Endlichen Automa-
ten (Statecharts). Das Entwicklungswerkzeug Statemate [HLN+88] verwendete zuerst
diese Erweiterten Endlichen Automaten und deﬁnierte eine erste operationale Seman-
tik, die in [HN96] näher beschrieben ist. Diese Semantik stellt nur eine von vielen für
Statecharts und von deren Darstellung abgeleitete Diagramme dar. [CD05, MSPT03,
vdB94] diskutieren weit mehr als zwanzig verschiedene Statechart-Semantiken.
Diese Diskussion erfährt keine Wiederholung, stattdessen werden die in der UML ver-
wendeten Elemente exemplarisch unter Berücksichtigung der in [OMG07b, OMG07c]
informell dargelegten Syntax und Semantik sowie den Beschreibungen in [JRH+04a]
vorgestellt. Für die Semantikbeschreibungen, die wie in [FSKR05] festgestellt wird, in
Teilen unvollständig und widersprüchlich sind, wird im Anschluss eine durch Trans-
formation in kommunizierende Zustandsmaschinen entstehende Semantik eingeführt.
Hierdurch wird die Veriﬁkation von Prüfbedingungen einer Anforderungsspeziﬁkation
in Multi-Objektlogiken möglich, da Multi-Objektlogiken und UML-Zustandsdiagramme
so auf die gemeinsame Basis der mehrfach erweiterten Kripke-Strukturen zurückgeführt
werden können.
In [JRH+04a] werden zum einen Elemente wie Zustände und Transitionen unterschie-
den. Zum anderen werden unterschiedliche Arten von Zuständen beschrieben. Diese
Unterscheidung wird aufgegriﬀen, so dass Basiselemente, Zustandsarten und schließ-
lich weitere Elemente Betrachtung ﬁnden. Dazu erfolgt zunächst eine Charakterisie-
rung der Basiseigenschaften von Zuständen. Ihre gemeinsam Eigenschaft ist, dass sie
in jeder Art von Zustand Anwendung ﬁnden. Im Anschluss folgt eine Betrachtung von
Zustandsarten, durch welche Hierarchie und Parallelität dargestellt werden können.
4.2.1 Zustände
Einen Grundbaustein eines jeden Zustandsübergangsdiagramms bilden Zustände. Ein
jeder Zustand charakterisiert einen Zeitpunkt zur Laufzeit so eindeutig, dass er von
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anderen Zuständen wohl unterschieden werden kann. Beispiele hierfür sind auf und zu
oder rechts und links.
Das in Abbildung 4.4 dargestellte UML-Zustandsdiagramm beschreibt Zustandsüber-
gänge vom Zustand rechts in den Zustand links und von dort wieder zurück in den
Zustand rechts.
Abbildung 4.4: Ohne Berücksichtigung des Umlaufs ist die Lage einer Weiche durch
Zustände rechts und links sowie Transitionen zwischen diesen Zuständen beschrieben.
Ein System beﬁndet sich zu einem jeden Zeitpunkt in einem Zustand. Der Wechsel des
Systemzustands s kann hierbei durch ein internes oder externes Ereignis e ausgelöst und
durch eine Bedingung c eingeschränkt werden (vgl. 4.2.5 Ereignisse, Bedingungen und
Aktionen). Ein Zustand s′ ist immer dann aktiv, wenn er durch eine zu ihm führende
Transition r mit r := s
e[c]/a
−−−→ s′ betreten wird. Bei einem solchen Zustandsübergang von
s nach s′ kann eine Aktion a ausgeführt werden. Für das Beispiel in Abbildung 4.4 sind
somit die Transitionen r1, r2 mit r1 := links → rechts und r2 := rechts → links deﬁniert.
Durch eine initiale Transition r0 oder r′0 mit r0 := • → rechts und r
′
0 := • → links wird
einer der Zustände rechts oder links aktiviert.
Ein Zustand wird durch ein Rechteck mit abgerundeten Ecken repräsentiert. Die op-
tionale Bezeichnung des Zustands steht innerhalb des Rechtecks (vgl. Abbildung 4.4).
Zustände durchlaufen unterschiedliche Aktivitätsstadien. Beim Eintritt (entry), in-
nerhalb des Zustands (do) und beim Verlassen (exit) des Zustands kann jeweils ei-
ne Aktivität angegeben werden. Wird mindestens eine dieser Aktivitäten angegeben,
erfolgt die Darstellung so, dass der Zustand horizontal durch eine Linie geteilt wird.
Oberhalb der Linie wird die Zustandsbezeichnung notiert, während unterhalb der Linie
zugeordnet zum jeweiligen Schlüsselwort entry, exit oder do die Aktivitäten genannt
werden.
Abbildung 4.5: Graﬁsche Notationsvarianten eines einfachen Zustands: ohne Aktivitä-
ten (links) und mit Aktivitäten (rechts) jeweils in Standardnotation sowie in alterna-
tiver Notation mit einem Rechteck am oberen Rand des Zustands
Eine alternative Notation für die Zustandsbezeichnung kann durch ein Rechteck am
oberen Rand des Zustands erfolgen. Die trennende Linie entfällt bei dieser Darstel-
lung (vgl. Abbildung 4.5). Die Bearbeitung der einzelnen Aktivitäten beginnt mit der
50 Kapitel 4 – Verhaltensspeziﬁkation objektorientierter Systeme
Ausführung der Eintrittsaktivität. Anschließend wird die innerhalb des Zustands aus-
zuführende Aktivität ausgeführt. Darauﬀolgend wird die Austrittsaktivität unmittelbar
vor Verlassen des Zustands ausgeführt. Für die internen Aktivitäten besteht zusätzlich
die Möglichkeit, Trigger mit defer zu kennzeichnen. Hierdurch wird das triggernde
Ereignis nicht verbraucht, sondern kann im Folgezustand weiter betrachtet werden.
Für die Konkretisierung des Verhaltens eines Objektes, stellen UML-Zustandsdiagram-
me zur Unterstützung einer Top-Down getriebenen Vorgehensweise Mechanismen zur
Verfeinerung des Verhaltens innerhalb von Zuständen zur Verfügung. So können Aus-
prägungen von Zuständen anstatt einfacher Zustände, deren Typ durch einfach be-
schrieben wird, auch XOR- oder AND-Zustände sein. XOR- und AND-Zustände dienen zur
Konkretisierung von sequentiellem Verhalten innerhalb eines Zustands oder zur Model-
lierung von Subfunktionalitäten, die ein Zustand beinhaltet. Während innerhalb eines
XOR-Zustands eine sequentielle Verhaltensbeschreibung erfolgt, dienen AND-Zustände
der Modellierung nebenläuﬁgen Verhaltens. Beide Verfeinerungsmöglichkeiten gestat-
ten es, komplexe Systeme schrittweise und systematisch zu beschreiben. Im folgen-
den Abschnitt wird die Verfeinerung von Verhalten innerhalb von XOR-Zuständen be-
trachtet, bevor im Anschluss auf die Modellierung nebenläuﬁgen Verhaltens mit AND-
Zuständen eingegangen wird.
4.2.2 Hierarchie
Innerhalb eines XOR-Zustands erfolgt die Verhaltensbeschreibung wiederum als UML-
Zustandsdiagramm, in dem sämtliche dort verfügbaren Konstrukte Verwendung ﬁn-
den können. Die Aktivierung eines so konkretisierten XOR-Zustands impliziert, dass
gleichzeitig einer seiner mandatorisch existenten Unterzustände aktiviert wird. Erfolgt
keine direkte Aktivierung eines Unterzustands, wird der Startzustand innerhalb des
XOR-Zustands aktiviert. Werden der XOR-Zustand oder ein Unterzustand durch eine
Transition, die zu einem Zustand außerhalb des XOR-Zustands führt, verlassen, wird
hierdurch der XOR-Zustand deaktiviert und verlassen.
Abbildung 4.6: Verfeinerung des Zustands s1
Besteht in einem Unterzustand des XOR-Zustands die Möglichkeit, dass Transitionen
durch unterschiedliche Trigger aktiviert werden, erfolgt die Aktivierung der Transition
mit der höchsten Priorität. Abbildung 4.6 verdeutlicht dies. Liegen im Zustand s4
gleichzeitig die Ereignisse e1, e3 und e4 vor, stehen die damit bezeichneten Transitionen
in einem Konﬂikt, da nur eine der Transitionen zur Zeit ausgeführt werden kann. Die
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Auswertung, welche Transition verfolgt wird, erfolgt von innen nach außen, so dass
den an einem Zustand, der tiefer in der Hierarchie liegt, beginnenden Transitionen eine
höhere Priorität zugeordnet wird als denen, die in höherliegenden Hierarchieebenen
beginnen. Bei alternativ gleichzeitig aktivierbaren Transitionen erfolgt die Auswahl
wieder nicht-deterministisch. Somit wird im Beispiel aus Abbildung 4.6 die mit e1
bezeichnete Transition bevorzugt und ausgeführt.
In UML-Zustandsdiagrammen besitzt ein Zustand gegebenfalls Aktionen, die beim Ein-
tritt (entry), innerhalb des Zustands (do) oder beim Verlassen (exit) auszuführen sind
(vgl. Abbildung 4.7). Die vorliegende Arbeit betrachtet keine dieser zusätzlichen Ak-
tionen, da das Verhalten innerhalb eines Zustands s kann wie Abbildung 4.7 illustriert
durch das Hierarchiekonzept dargestellt werden kann.
Abbildung 4.7: Transformation eines Zustands mit Entry-, Exit- und Do-Transitionen
durch Verwendung von Hierarchie
Die Repräsentation von Entry-, Exit- und Do-Transitionen in Form eines XOR-Zustands
und einer darin eingebetteten Zustandsmaschine für die entry-, do- und exit-Aktionen
behält damit die elementaren Eigenschaften eines Zustands bei, so dass sich ein System
entweder in einem Zustand oder nicht beﬁndet. Durch die Beschriftung der Transitionen
von Zustand entry zu Zustand doi und zwischen den weiteren do-Zuständen mit all
kann jede dieser Transitionen durch jedes beliebige Ereignis, welches an keiner anderen
Transition der Zustände notiert ist, aktiviert werden, so dass die internen Abläufe in s
nur durch dass Ereignis ej unterbrochen werden können.
UML-Zustandsdiagramme bieten neben der Möglichkeit, sequentielles Verhalten in-
nerhalb eines Zustands durch ein eigenes UML-Zustandsdiagramm darzustellen, AND-
Zustände in deren parallelen Regionen ebenfalls eigene Zustandsdiagramme zur Ver-
haltensbeschreibung verwendet werden. Nachdem bereits XOR-Zustände und damit das
Verhalten innerhalb eines sequentiellen Unterzustandsdiagramms betrachtet wurde,
charakterisieren die folgenden Abschnitte AND-Zustände zur Speziﬁkation nebenläu-
ﬁgen Verhaltens innerhalb eines Zustands.
4.2.3 Nebenläufigkeit
AND-Zustände bzw. parallele Regionen dienen der Modellierung nebenläuﬁgen Verhal-
tens. Bei aktiviertem AND-Zustand werden die aktiven Zustände der einzelnen Regionen,
in denen jeweils eine nebenläuﬁge Tätigkeit durch ein eigenes Zustandsdiagramm und
damit als XOR-Zustand modelliert ist, in einem gemeinsamen Systemzustand zusam-
mengefasst, da sich das System in allen Regionen eines AND-Zustands in jeweils einem
Zustand pro Region beﬁnden muss. Das in Abbildung 4.8 auf Seite 52 dargestellte
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Objekt muss sich damit bei Aktivierung der Region s1 in s2 oder s′2 beﬁnden. Gleich-
zeitig wird in Region s′1 beschrieben, dass Zustand s3 oder s
′
3 aktiviert ist. Wird ein
AND-Zustand durch eine Transition verlassen, werden sämtliche Zustände der Regionen
gleichzeitig verlassen.
Abbildung 4.8: In jeder Region eines AND-Zustands s ist einer der Unterzustände aktiv.
Die Möglichkeiten von Zustandskombinationen aus einzelnen Regionen ist lediglich
durch die Anzahl der Zustände der einzelnen Regionen und der Zustandsübergänge
innerhalb der Regionen beschränkt. Für das Beispiel in Abbildung 4.8 sind somit ins-
gesamt vier Kombinationen von Unterzuständen der Regionen s1 und s′1 möglich. Diese
sind: (s2, s3), (s2, s′3), (s
′
2, s3) und (s
′
2, s
′
3).
Das Betreten und damit die Aktivierung eines AND-Zustands kann auf unterschiedliche
Weise erfolgen. Sowohl das Betreten über eine aktivierte Transition auf den Rand
des AND-Zustands als auch die Aktivierung eines Zustands innerhalb einer Region des
AND-Zustands bewirken die Aktivierung des AND-Zustands. Eine jede Region eines AND-
Zustands muss dabei mindestens einen eigenen Unterzustand besitzen.
Als Folge der bisherigen Beobachtungen für die unterschiedlichen Zustandsarten werden
die Zustandseigenschaften wie folgt deﬁniert.
Definition 4.9 Zustandseigenschaften
Sei Namen die Menge der Zustandsnamen und sei Valuesattr die Menge der Wer-
te, die das Attribut attr ∈ Attr eines Objektes annehmen kann. Dann ist die
Zuordnung Allocationattr eines Wertes value ∈ Valuesattr zum Attribute attr
durch Allocationattr : Attrattr → Valuesattr gegeben. Die Notation attr = value
beschreibt, dass für Allocationattr = (attr, value) gilt.
Die Menge Allocation mit Allocation =
⋃
∀1≤l≤nAllocationattrl stellt somit die
Zuordnung von Werten für sämtliche n Attribute zu einem bestimmten Zeitpunkt
dar. Weiterhin seien die Wertebereiche aller Attribute in Attr endlich, so dass
∀attr ∈ Attr : |Valuesattr| < ℵ0 gilt. Die durch
• Name : S → Namen: Benennung eines Zustands
• Typ : S → {einfach, XOR, AND}: Typisierung eines Zustands
• Status : S → {aktiv, inaktiv}: Aktivitätskennzeichnung eines Zustands
• Konf : S → 2Allocation : Attributkonﬁguration eines Zustands
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angegebenen Charakterisierungen eines Zustands s ∈ S heißen Zustandseigen-
schaften.
Für sicherheitskritische Systeme insbesondere im Eisenbahnwesen wird durch das Ei-
senbahnbundesamt eine Beschränkung auf endliche Wertebereiche für die Modellierung
und Realisierung von Systemen wie Stellwerken präferiert. Durch diese und die Ein-
schränkung, eine deterministische, dynamische Erzeugung und Löschung von Objekten
zu gewährleisten, besteht die Möglichkeit, ein damit endliches System wie ein Stellwerk
zu entwickeln, zu prüfen und schließlich für den Einsatz zu zertiﬁzieren.
Nachdem Zustände eingehend betrachtet wurden, wird die Hierarchie von Zuständen
wie folgt deﬁniert.
Definition 4.10 Zustandshierarchie
Die Relation֌ ⊆ S × S mit s1, s2, s3 ∈ S sowie transitivem
+
֌ bzw. reﬂexivem
und transitivem Abschluß
∗
֌ von֌ deﬁniert eine Baumstruktur mit Wurzelele-
ment root und leerem Element ε
• s1 ֌ s3, s2 ֌ s3 ⇒ s1 = s2: Eindeutigkeit des Vorgängers
• s1
+
֌ s2 ⇒ s1 6= s2: Zyklenfreiheit
• ∀s1 ∈ S : root
∗
֌ s1: Eindeutigkeit des Wurzelelementes root
• s1 ֌ ε: s1 ist Blatt
• path(s1) = root
n
֌ s1: n-stuﬁger Pfad vom Wurzelelement root zu s1
• prefix(s1) = root
m
֌ s1: m-stuﬁger Pfad von root zu s′ und s′ ֌ s1 für
s′ ∈ S
• depth(s1) = n für root
n
֌ s1: Länge des Pfades vom Wurzelelement root zu
s1
und heißt Zustandshierarchie.
Es sind path(s3) = root.s1.s2.s3 und prefix(s3) = root.s1.s2, wenn root ֌ s1 ∧ s1 ֌
s2 ∧ s2 ֌ s3 gilt. Durch diese Schreibweise erzeugt path(s) für jeden Zustand s ∈ S
eine eindeutige, absolute Bezeichnung des Zustands im Gegensatz zum relativen Namen
Name(s).
Um die Eigenschaften von XOR- und AND-Zuständen von einfachen Zuständen abzugren-
zen und die Existenz mindestens eines einfachen Zustands unterhalb eines XOR- bzw.
AND-Zustands adäquat darzustellen, werden die folgenden Eigenschaften innerhalb der
Zustandshierarchie für UML-Zustandsdiagramme gefordert.
Definition 4.11 Zustandshierarchie eines UML-Zustandsdiagramms
Eine Zustandshierarchie ֌ für die
• ∀s ∈ S mit Typ(s) = einfach ⇔ ∄s′ ∈ S : s ֌ s′ : Einfache Zustände
besitzen keine Unterzustände
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• Für alle s ∈ S mit Typ(s) 6= einfach existieren s′ ∈ S mit Typ(s′) =
einfach : s
∗
֌ s′ : XOR- und AND-Zustände besitzen mindestens einen einfa-
chen Zustand unterhalb ihres Auftretens in der Hierarchie
• Für alle s ∈ S mit Typ(s) = AND existieren s1, . . . , sn ∈ S mit 1 ≤ i ≤ n,
n ≥ 2 und s֌ si und für alle si gilt Typ(si) = XOR. Weiterhin existiert kein
s′′ ∈ S, so dass s֌ s′′ und s′′ 6= s1, . . . , sn gelten : AND-Zustände besitzen
für eine jede der mindestens zwei parallelen Regionen einen XOR-Zustand als
direkten Nachfolger unterhalb ihres Auftretens in der Hierarchie
• Typ(root) = XOR ∨ Typ(root) = AND : Der root-Zustand ist immer ein XOR-
oder ein AND-Zustand
gilt, wird als Zustandshierarchie eines UML-Zustandsdiagramms bezeichnet. Er-
füllt eine Zustandshierarchie֌ diese Eigenschaften, wird dies durch die Kurzno-
tation֌
SC
gekennzeichnet. Die Zustandshierarchie eines UML-Zustandsdiagramms
für die Zustandsmenge S wird dann mit
S
֌
SC
abgekürzt beschrieben.
Nachdem durch die vorangegangenen Deﬁnitionen Zustände charakterisiert und in Be-
zug auf ihre Hierarchie erfasst werden können, lassen sich die Begriﬀe des direkten
Sichtbarkeitsbereichs und des Sichtbarkeitsbereich eines Zustands wie folgt beschreiben.
Definition 4.12 Direkter Sichtbarkeitsbereich eines Zustands
Der direkte Sichtbarkeitsbereich dSB(s) eines Zustands s ∈ S ist deﬁniert durch
dSB(s) = {s′ ∈ S | s 6= s′ ∧ ∃s′′ ∈ S mit s′′֌ s ∧ s′′֌ s′}
Damit sind alle direkten Nachbarn eines Zustands s ∈ S Elemente des direkten Sicht-
barkeitsbereichs dSB(s). Für dSB(root) gilt dSB(root) = ∅. Der erweiterte direkte
Sichtbarkeitsbereich edSB(s) mit edSB(s) = dSB(s) ∪ {s} beinhaltet zusätzlich den
Zustand s selbst. Analog zur vorangegangenen Deﬁnition erfolgt die Beschreibung eines
Sichtbarkeitsbereiches eines Zustands.
Definition 4.13 Sichtbarkeitsbereich eines Zustands
Sei dN(s) die Menge der direkten Nachfolger eines Zustands s ∈ S. Dann de-
ﬁniert SB(s) = dSB(s) ∪ dN(s) den Sichtbarkeitsbereich eines Zustands s. Der
erweiterte Sichtbarkeitsbereich eSB = SB(s) ∪ {s} schließt den Zustand s mit
ein.
Damit sind alle Nachbarn und die direkten Nachfolger dN(s) eines Zustands s ∈ S
Elemente des Sichtbarkeitsbereichs SB(s). Auf Basis dieser Deﬁnition wird die Ver-
wendbarkeit von Namen für Zustände wie folgt eingeschränkt.
Definition 4.14 Zulässige Zustandsnamen
Die Verwendung eines Zustandsnamen name ∈ Namen für einen Zustand s ∈ S
mit Name(s) = name wird als zulässig bezeichnet, wenn für alle s′ ∈ SB(s) gilt:
Name(s′) 6= name.
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Damit ist die Verwendung identischer Namen name nur noch in unterschiedlichen Ästen
der Zustandshierarchie oder mit dem Abstand von mindestens einer Hierarchieebene
möglich. Für die Unterscheidung zweier Zustände s, s′ ∈ S in Bezug auf die graﬁsche
Darstellung gewährleistet diese Einschränkung Übersichtlichkeit und Diskutierbarkeit,
indem nicht alle Zustände eines Sichtbarkeitsbereiches mit identischen Namen versehen
sind. Im Folgenden wird mit dem Namen eines Zustands ein zulässiger Zustandsname
im Sinne der Deﬁnition assoziiert und angegeben, wenn von dieser Annahme abgewi-
chen wird.
Für den Zugriﬀ auf die initialen Zustände wird die Funktion Initial wie folgt deﬁniert.
Definition 4.15 Initiale Zustände
Die Funktion Initial : S → 2S mit s, s′ ∈ S und
Initial(s) =


∅ für Typ(s) = einfach
S ′ für Typ(s) = XOR mit S ′ ⊆ {s′ ∈ S | s֌ s′}
S ′′ für Typ(s) = AND mit S ′′ = {s′′ ∈ S | s֌ s′′}
beschreibt die initialen Zustände aus der Sicht eines jeden Zustands s ∈ S.
An dieser Stelle werden bewußt initiale Zustände von Startzuständen eines UML-
Zustandsdiagramms abgegrenzt. Da Startzustände zu den optionalen Pseudo-Zustän-
den zählen, müssen sie nicht in UML-Zustandsdiagrammen vorkommen. Entfallen Start-
zustände innerhalb eines XOR- bzw. AND-Zustands s, werden damit alle direkten Un-
terzustände von s zu initialen Zuständen von s. Durch die vorangegangene Deﬁnition
besteht nun die Möglichkeit einzelne Unterzustände als initiale Zustände innerhalb von
XOR- und AND-Zuständen zu betrachten. Die Menge der aktiven Systemzustände wird
somit wie folgt deﬁniert.
Definition 4.16 Aktive Zustände
Die Menge der aktiven Zustände AS ⊆ S mit s ∈ S ist die Teilmenge der Zustände
S, für die gilt Status(s) = aktiv. Sei s ∈ S, so gilt für XOR- und AND-Zustände:
• Typ(s) = XOR ∧ ∃s′ ∈ S : s
∗
֌ s′ ∧ Status(s′) = aktiv ⇒ Status(s) = aktiv
und
Typ(s) = XOR ∧ Status(s) = aktiv ⇒ ∃s′ ∈ S : s
∗
֌ s′ ∧ Status(s′) = aktiv
• Typ(s) = AND ∧ Status(s) = aktiv ⇒ ∀s′ ∈ dN(s) : Status(s′) = aktiv
und
Typ(s) = AND ∧ ∃s′ ∈ dN(s) : Status(s′) = aktiv ⇒ Status(s) = aktiv
Damit ist gewährleistet, dass durch die Aktivierung eines Unterzustands s auch
alle Zustände entlang des Pfades path(s) aktiviert werden und dass bei Akti-
vierung eines Oberzustands auch immer ein Unterzustand zu aktivieren ist. Die
Beschreibung, ein Objekt beﬁndet sich in Zustand s ∈ S, beschreibt, dass s ∈ AS
gilt.
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4.2.4 Pseudo-Zustände
UML-Zustandsdiagramme bieten zusätzlich zu den Basiselementen aller Zustandsüber-
gangsdiagrammen weitere Notationselemente, um spezielle Zustände zu kennzeichnen
oder um komplexere Beziehungen zwischen Zuständen einfacher darstellen zu können.
Sie repräsentieren keinen eigenen Zustand des Systems und werden deshalb als Pseudo-
Zustände bezeichnet. In den folgenden Abschnitten werden einzelne Pseudo-Zustände
betrachtet und Transformationen in Zustandsdiagramme ohne Pseudo-Zustände ange-
geben, um deren Verwendung in Modellen gestatten zu können ohne die Veriﬁzierbar-
keit eines UML-Zustandsdiagramms zu beeinträchtigen.
Entscheidungspunkt An einem Entscheidungspunkt ist die an der eingehenden
Transition notierte Aktivität bereits abgearbeitet worden. Im Entscheidungspunkt wer-
den die an ausgehenden Transitionen notierten Guards überprüft. Hierbei muss gewähr-
leistet sein, dass immer mindestens eine der Guard-Bedingungen erfüllt ist, so dass eine
Transition zwischen Zuständen als Transaktion erfolgen kann.
Abbildung 4.9: Bei vorliegendem Ereignis e1 in s1 wird die Transition zu s3 aktivierbar,
wenn nach der Ausführung der Aktion a1 die Bedingung c1 erfüllt ist.
Vom Entscheidungspunkt wird unmittelbar zu einem der Zielzustände verzweigt, für
den die Bedingung zu wahr ausgewertet werden kann. Die Darstellung eines Entschei-
dungspunktes kann durch eine nicht ausgefüllte Raute (vgl. Abbildung 4.9) oder einen
ebenfalls nicht ausgefüllten Kreis erfolgen. Die Angabe des Operators als Beschriftung
des Entscheidungspunktes ist optional.
Abbildung 4.10: Nachbildung eines Entscheidungspunktes.
Folgt auf einen einfachen Zustand s1 eine Transition zu einem Entscheidungspunkt,
wird s1 in einen XOR-Zustand umgewandelt (vgl. Abbildung 4.10 auf der folgenden Sei-
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te) und in s1 ein AND-Zustand s˜1 erzeugt, in dessen erster paralleler Region ein Zustand
s′1 den ursprünglichen Zustand s1 widerspiegelt. Für jede vom ehemaligen Zustand s1
ausgehende Transition wird eine weitere parallele Region in s˜1 angelegt, die ebenfalls
nur jeweils einen Zustand beinhaltet. Innerhalb eines weiteren AND-Zustands s˜′1 erfolgen
für sämtliche Kombinationen von aktivierten Transitionen Aktionen a′1, . . . , a
′
n auf tem-
poräre Attribute attr′1, . . . , attr
′
m. In Abhängigkeit der tatsächlich aktivierbaren vom
ursprünglichen Zustand s1 ausgehenden Transitionen werden bei Auswahl einer dieser
Transitionen die an dieser verwendeten Attribute attri durch die temporären Attibute
attr′i überschrieben (attr
′
i → attri).
Die hier beschriebene Transformation eines Entscheidungspunktes verwendet Gabelun-
gen (Fork), Vereinigungen (Join) und Kreuzungspunkte, die weitere Pseudo-Zustände
darstellen. In den folgenden Abschnitten werden weitere Transformationen für diese
Pseudo-Zustände beschrieben, um diese Vereinfachungen der graﬁschen Darstellung
auf Zustände und Transitionen abzubilden.
Kreuzungspunkt Kreuzungspunkte sind mit Entscheidungspunkten verwandt. Im
Gegensatz zum Entscheidungspunkt wird die Kombination von eingehender und aus-
gehender Transition, für die Trigger und Guard erfüllt sind, aktiviert. Erst nach dieser
Auswahl wird die an der Transition notierte Aktivität (vgl. 4.2.5 Ereignisse, Bedingun-
gen und Aktionen ab Seite 63) ausgeführt und in den Zielzustand gewechselt.
Abbildung 4.11: Links: Bei Eintreﬀen des Ereignisses e wird in Abhängigkeit davon, ob
Bedingung c1 oder Bedingung c2 erfüllt ist, Aktion a1 oder Aktion a2 ausgeführt und in
den Zustand s2 bzw. s3 gewechselt. Rechts: Durch Entfaltung kann ein Kreuzungspunkt
nachgebildet werden.
Ein Kreuzungspunkt mit n eingehenden und m ausgehenden Transitionen, der durch
einen ausgefüllten Kreis repräsentiert wird, bietet somit eine kompakte Repräsentation
um die n · m möglichen Transitionen darzustellen. Für die n eingehenden Transitio-
nen von Zuständen si1 , . . . , sin ∈ S und m ausgehenden Transitionen zu Zuständen
sj1, . . . , sjm ∈ S erfolgt eine Entfaltung, so dass die n ·m Transitionen für alle Kombi-
nationen {si1 , . . . , sin}×{sj1, . . . , sjm} explizit dargestellt werden (vgl. Abbildung 4.11
auf der vorigen Seite).
Eintritts-/Austrittspunkt Ein Eintrittspunkt dient zur Zusammenfassung meh-
rerer Transitionen r1, r2, . . . , rn, die einen Unterzustand s eines XOR-Zustand sXOR als
gemeinsamen Zielzustand aufweisen. Eintrittspunkte werden als nicht ausgefüllte Krei-
se auf dem Rand des jeweiligen XOR-Zustands notiert.
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Abbildung 4.12: Ein- und Austrittspunkte fassen ein- bzw. ausgehende Transitionen
zusammen.
Die Transitionen r1, r2, . . . , rn werden dann so gezeichnet, dass sie den Eintrittspunkt
als Zielzustand kennzeichnen. Eine vom Eintrittspunkt zum Zustand s verlaufende
Transition schließt die Vereinfachung der Darstellung mittels Eintrittspunkten ab (vgl.
Abbildung 4.12). Austrittspunkte werden ebenfalls auf dem Rand eines XOR-Zustands
dargestellt. Im Unterschied zu Eintrittspunkten fassen sie einzelne aus dem XOR-Zustand
sXOR verlaufende Transitionen r1, r2, . . . , rn mit gemeinsamen Zielzustand s zusammen.
Die Transitionen r1, r2, . . . , rn werden so gezeichnet, dass sie den Austrittspunkt als
Zielzustand besitzen. Durch eine vom Austrittspunkt zum Zustand s verlaufende Tran-
sition wird die Vereinfachung der Darstellung abgeschlossen (vgl. Abbildung 4.12).
Abbildung 4.13: Die Entfaltung von Ein- und Austrittspunkten stellt die zusammen-
gefassten Transitionen aus Abbildung 4.12 explizit dar.
Auch für Ein- und Austrittspunkte, die eine kompakte Darstellung aller möglichen
Kombinationen der ein- und ausgehenden Transitionen realisieren, wird eine Entfaltung
wie für Kreuzungspunkte durchgeführt (vgl. Abbildung 4.13).
Nach der Betrachtung von Entscheidungs-, Kreuzungs-, Ein- und Austrittspunkten,
deren Intention eine Verbesserung der Darstellung durch eine Reduktion möglicher
Kreuzungen von Transitionen ist, werden History- und DeepHistory-Zustände zur
Speicherung von Systemzuständen, um diese zu einem späteren Zeitpunkt wieder be-
treten zu können, betrachtet.
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Flache Historie (History/ShallowHistory) Wird durch einen XOR-Zustand sxor
eine Funktionalität beschrieben, die in Folge eines Ereignisses durch eine ausgehende
Transition unterbrochen wird, besteht ohne explizite Speicherung des letzten aktiven
Zustands s in sxor keine Möglichkeit, zu s zurückzukehren. UML-Zustandsdiagramme
bieten hierzu das Konzept der ﬂachen Historie (ShallowHistory), welches die Rückkehr
in den letzten aktiven Zustand s in sxor ermöglicht.
Abbildung 4.14: Durch Ausnutzung von ShallowHistory besteht die Möglichkeit nach
dem Verlassen von sxor bei Wiederbetreten von sxor über den History-Zustand zum
letzten aktiven Zustand in sxor zurückzugehen.
Flache Historie ist hierbei immer auf die direkten Unterzustände si eines XOR-Zustands
sxor beschränkt. Hierzu wird in sxor ein mit H beschrifteter Kreis als History-Zustand
gezeichnet (vgl. Abbildung 4.14). Wann immer sich einer der Unterzustände in sxor
ändert, wird diese Änderung aufgezeichnet. Wird sxor nicht durch seinen Endzustand
verlassen und schließlich durch eine in den History-Zustand mündende Transition
betreten, wird zum letzten vermerkten aktiven Zustand in sxor gewechselt.
Wurde sxor durch den Endzustand regulär verlassen oder liegt keine Aufzeichnung vor,
da sxor zuvor noch nicht aktiviert wurde, wird zum Initialzustand von sxor verzweigt
sofern keine vom History-Zustand ausgehende Transition existiert, die stattdessen
aktiviert würde. Das erstmalige Betreten von sxor über den History-Zustand in Ab-
bildung 4.14 bewirkt somit die Aktivierung des Zustands s3.
[FSKR05] bemerken, dass die Semantik von History-Zuständen der UML 2.0 Zu-
standsdiagramme diverse Inkonsistenzen enthält und unvollständig ist. So wird bei-
spielsweise darauf hingewiesen, dass keine Semantik für einen History-Zustand inner-
halb einer Region eines AND-Zustands deﬁniert ist.
Für die Transformation eines History-Zustand im Unterzustandsdiagramm eines XOR-
Zustands sxor wird die Menge der direkten Nachfolger dN(sxor) von sxor betrachtet.
Ein zusätzliches Attribut history, das als Werte die durch dN(sxor) angegebenen Zu-
stände aufnehmen kann, wird der Menge der Attribute hinzugefügt und bei jedem
Zustandswechsel zu einem Zustand s′ ∈ dN(sxor) aktualisiert.
Die alternative Modellierung eines History-Zustands kann dann über Transitionen mit
Bedingungen c1, . . . , cn mit ci := si ∈ history zu einem jeden Zustand si ∈ dN(sxor)
von allen Zuständen s ∈ S, von denen Transitionen zum History-Zustand führen,
erfolgen und wie folgt die durch [FSKR05] aufgezeigte Problematik beseitigen. history
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wird bei Aktivierung des UML-Zustandsdiagramms mit history = ∅ initialisiert (vgl.
Abbildung 4.15).
Abbildung 4.15: Nach Ersetzung des History-Zustands in Abbildung 4.14 erfolgt ein
Update des Attributs history bei jedem Zustandswechsel zu Zuständen in sxor. Eine
Transition zu einem Initialzustand von sxor und eine vom History-Zustand ausge-
hende Transition sind durch Kombination der Einzelbedingungen zu einer Transition
verschmolzen worden.
Zusätzlich werden von allen Zuständen s Transitionen zu Zuständen s′ ∈ dN(sxor)
mit einer Bedingung c := history = ∅ eingeführt, genau dann wenn vom History-
Zustand eine Transition zu s′ vorliegt. Existieren keine expliziten vom History-Zustand
ausgehenden Transitionen, wird von jedem Zustand s zu jedem Initialzustand s′′ ∈
Initial(sXOR) in sxor eine Transition mit der Bedingung c′′ := history = ∅ hinzugefügt.
Transitionen zu einem Endzustand in sxor reinitialisieren history durch history = ∅.
Tiefe Historie (DeepHistory) Flache Historie ermöglicht nur die Aufzeichnung des
letzten aktiven Zustands einer Hierarchieebene, so dass die Informationen bezüglich der
Aktivierung von Zuständen tieferer Ebenen hiermit nicht gespeichert werden können.
UML-Zustandsdiagramme deﬁnieren hierzu das Konzept der tiefen Historie, welches die
Rückkehr in die letzten aktiven Zustände einer jeden Hierarchieebene in sxor ermöglicht.
Ein solcher DeepHistory-Zustand wird durch einen nicht ausgefüllten Kreis der mit
H∗ beschriftet ist, dargestellt (vgl. Abbildung 4.16 auf Seite 61).
Auch für DeepHistory-Zustände bemerken [FSKR05] diverse Probleme in der durch
[OMG04] beschriebenen Semantik. So wird z.B. der Fall, dass die Koexistenz von
History-Zuständen unterhalb eines DeepHistory-Zustands die Aktivierung durch His-
tory-Zustände durchaus beeinﬂussen kann.
Die alternative, diese Prolematik vermeidende Modellierung eines DeepHistory-Zu-
standes erfolgt analog der Umsetzung für History-Zustände. Durch die Hinzunahme
eines zusätzlichen Attributes deephistory, das als Werte die durch N(sXOR) angegebe-
nen Zustände aufnehmen kann, kann die alternative Modellierung eines DeepHistory-
Zustands erfolgen. Hierzu können die gleichen Transformationsschritte wie für einfache
History-Zustände unter Verwendung von deephistory anstatt history in den an den
Transitionen notierten Bedingungen umgesetzt werden. Für das in Abbildung 4.16
dargestellte Beispiel gilt N(s) = {s3, s4, s5, s6, s7}.
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Abbildung 4.16: DeepHistory ermöglicht den unmittelbaren Wechsel zu einem Unter-
zustand von s5 bei Wiederbetreten von sxor über den DeepHistory-Zustand.
History-Zustände dienen dazu, Zustandsinformationen zu speichern, um zu einem spä-
teren Zeitpunkt die Arbeit an der Stelle, an der sie unterbrochen wurde, wieder fortzu-
setzen. So kann zum Beispiel nach der Behebung einer Fehlersituation in den Betriebs-
zustand gewechselt werden, der vor Eintritt in den Fehlerzustand vorlag. Im Anschluss
erfolgt eine Betrachtung, wie Start- und Endzustände explizit gekennzeichnet werden
können und welche Semantik sie besitzen.
Startzustand, Endzustand und Terminator Der Startzustand, welcher durch
einen ausgefüllten Kreis dargestellt ist (vgl. Abbildung 4.17), kennzeichnet, wo ein
UML-Zustandsdiagramm betreten wird. Vom Startzustand führt eine Transition zum
ersten beobachtbaren Zustand des Systems. Die Transition darf an einen Trigger und
an das Ausführen einer Aktivität geknüpft sein. Eine solche Aktivität könnte z.B.
die Initialisierung von Attributen sein. Wird ein Zustandsdiagramm ohne dedizier-
ten Startzustand betreten, wird einer der Zustände des Zustandsdiagramms nicht-
deterministisch ausgewählt und aktiviert.
Abbildung 4.17: Nach Betreten von s3 wird der darin enthaltene Startzustand s4 ak-
tiviert. Schaltet bei vorliegendem Ereignis e7 die Transition zu Zustand s6, terminiert
das Zustandsdiagramm und die Existenz des Objektes ist beendet. Im anderen Fall
wird s3 über den Endzustand verlassen und das Objekt suspendiert.
Startzustände eines UML-Zustandsdiagramms dienen somit lediglich als Zeiger auf
einen Zustand s ∈ S, der als Initialzustand im Sinne der Deﬁnition 4.15 auf Seite 55
Verwendung ﬁndet. Wird ein UML-Zustandsdiagramm über einen Startzustand betre-
ten, wird der zugehörige initiale Zustand s aktiviert (Status(s) = aktiv).
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Wird in einem UML-Zustandsdiagramm ein Endzustand erreicht, kann dieser durch
keine Transition mehr verlassen werden. Der Zustandsautomat hat damit das durch ihn
deﬁnierte Verhalten erfolgreich geleistet. Der Endzustand wird als ausgefüllter Kreis,
welcher durch einen weiteren nichtausgefüllten Kreis umschlossen ist, dargestellt (vgl.
Abbildung 4.17) und darf keine ausgehende Transition besitzen.
Ein Endzustand eines UML-Zustandsdiagramms kennzeichnet das reguläre, d.h. fehler-
freie Beenden der dargestellten Zustandsmaschine. Für eine jede Transition zu einem
Endzustand in einem XOR-Zustand sxor ∈ S werden Transitionen zu den Zuständen
s′ ∈ S, zu denen Transitionen von sxor führen, erzeugt. Die Beschriftung der angeleg-
ten Transitionen entspricht der Beschriftung zu den Zuständen s′. Die ursprünglichen
Transitionen zum Endzustand und zu den Zuständen s′ werden entfernt. Wird das
gesamte UML-Zustandsdiagramm über eine solche Transition beendet, erfolgt die In-
aktivitätskennzeichnung des UML-Zustandsdiagramms durch Modus = inaktiv.
Ist innerhalb eines XOR-Zustands sxor 6= root ein Endzustand deﬁniert, wird bei Errei-
chen dieses Endzustands so verfahren, dass alle Unterzustände von sxor und sxor selbst
mit inaktiv gekennzeichnet werden. Das Erreichen eines Endzustands ist nicht mit der
Terminierung des Objektes gleichzusetzen. Zur Darstellung, dass ein Objekt in Folge
bestimmter Zustandswechsel terminiert wird, existiert zusätzlich der Pseudo-Zustand
Terminator.
Abbildung 4.18: Wird s3 betreten erfolgt die Aktivierung des Startzustands s4. Das
Verlassen von s6 in den Terminator-Zustand bewirkt, dass keine weiteren Transitionen
mehr aktivierbar sind und die Deaktivierung des Zustandsdiagramms. Der Endzustand
ist durch Transitionen zu sämtlichen möglichen Folgezustände ersetzt worden.
Das Erreichen eines Terminators, der durch ein X gekennzeichnet ist, beendet die Exis-
tenz eines Objektes mit sofortiger Wirkung. Es erfolgt keine Sicherung von Daten.
Die Terminierung kann zu unterschiedlichen Zwecken verwendet werden. Zum einen
kann durch sie beschrieben werden, wie ein dynamisch erzeugtes Objekt zur Laufzeit
beendet wird. Zum anderen lassen sich durch Terminatoren Fehlerzustände in einem
System modellieren, die unter keinen Umständen erreicht werden dürfen. Um den zwei-
ten Aspekt eﬃzient nutzen zu können, ist vor Erreichen des Terminators eine geeignete
Protokollierung notwendig.
Bei Erreichen eines Terminators eines UML-Zustandsdiagramms wird ähnlich wie für
einen Endzustand vorgegangen, jedoch werden alle Terminatoren in einem Zustand


X ∈ S als direkten Nachfolger des root-Zustands verschmolzen (vgl. Abbildung 4.18
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auf der vorigen Seite) und die Transitionen zu den einzelnen Terminatoren auf die-
sen Zustand umgelenkt. Sobald



X betreten wird, werden sämtliche Zustände s ∈ S
des UML-Zustandsdiagramms und das UML-Zustandsdiagramm selbst als inaktiv ge-
kennzeichet. Das Erreichen eines Terminators führt damit zur sofortigen Beendigung
des gesamten UML-Zustandsdiagramms.
4.2.5 Ereignisse, Bedingungen und Aktionen
Nachdem Zustände typisiert sind und für deren strukturelle Beziehungen untereinan-
der eine Zustandshierarchie eingeführt wurde, gilt es nun, die Zustandsübergänge zu
beschreiben. Hierzu werden zunächst die Aktionen Act, die ein Objekt bei einem Zu-
standsübergang ausführen kann, näher betrachtet.
In [OMG07c] werden die Erzeugung eines Ereignisses und die Ausführung einer sons-
tigen Aktion unterschieden. Eine solche Aktion kann hierbei eine elementare Aktion
a ∈ Act oder aber eine Sequenz [a1; . . . ; an] von Aktionen a1, . . . , an ∈ A mit A ⊆ Act
sein. An dieser Stelle wird in der vorliegenden Arbeit von der Deﬁnition in [OMG07c]
abgewichen und stattdessen eine Menge von Aktionen betrachtet. Die Angabe einer
dedizierten Reihenfolge zur Abarbeitung von Aktion kann durch die Modellierung von
Zwischenzuständen und -transitionen, durch deren Abfolge die Reihenfolge der abzu-
arbeitenden Aktionen explizit festgelegt werden, erfolgen. Soll keine Aktion bei einem
Zustandsübergang ausgeführt werden, kennzeichnet dies die leere Aktion aε.
Für die Teilmenge Actr ⊆ Act der an einer Transition r notierten Aktionen gelte
Konﬂuenz, so dass jede Reihenfolge der Abarbeitung der Aktionen in Actr die gleiche
Auswirkung ermöglicht. Die Konfluenz von Aktionen ist wie folgt deﬁniert.
Definition 4.17 Konﬂuenz von Aktionen
Sei Actr ⊆ Act die Menge der Aktionen, die beim Zustandsübergang r von
s ∈ S zu s′ ∈ S ausgeführt wird, und sei PActr die Menge der Permutation
der Aktionen a1, . . . , an ∈ Actr. Dann gilt bei Bezeichnung von s′ infolge des
Zustandsübergangs r von s zu s′ mit pActr durch s
′
s,pActr
für alle Permutationen
pActr , p
′
Actr ∈ PActr
Konf (s′s,pActr ) = Konf (s
′
s,p′
Actr
).
Diese Eigenschaft, dass für alle Ausführungsreihenfolgen der Aktionen a1, . . . , an ∈
Actr die identische Attributkonﬁguration Konf (s′) gilt, heißt Konfluenz von Ak-
tionen.
Die Aktivierung eines Zustandsübergangs r und die damit verbundene Ausführung
der Aktionen Actr kann gemäß [OMG07c] an Ereignisse Ev und Bedingungen Cond
geknüpft sein. Die folgende Betrachtung beginnt mit den Ereignissen.
Sobald auf die Angabe eines Ereignisses für einen Zustandsübergang r verzichtet wird,
wird dies vom leeren Ereignis eε beschrieben. Für die Aktivierung des Zustandsüber-
gangs r muss dann auf kein Ereignis gewartet werden. Die vorliegende Arbeit schränkt
die Menge der betrachteten Triggerarten als Ereignisäquivalent auf die Menge der
Signal- und ChangeTrigger ein und gibt Transformationen anderer Triggerarten auf
diese an, so dass ein einheitlicher Ereignisbegriﬀ geprägt wird und damit eine einfache
Transformation in kommunizierende Zustandsmaschinen (vgl. Kapitel 4.2.7) angegeben
werden kann.
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SignalTrigger Werden SignalTrigger an Transitionen verwendet, wird damit das
Warten auf das Eintreten eines externen Ereignisses modelliert. Solange das Signal e bei
aktivem Zustand s ∈ S nicht eingetroﬀen ist, erfolgt keine Auswertung der Bedingung
c. Damit ist die Transition r := s
e[c]/a
−−−→ s′ nicht aktivierbar. Bei Eintreﬀen des Signals
e wird dieses bei erfüllter Bedingung c durch die Transition verbraucht und steht damit
im folgenden Zustand s′ ∈ S nicht mehr zur Verfügung – die Nachricht wurde zugestellt.
Triﬀt Signal e im Zustand s ein und kann die Bedingung c nicht zu wahr ausgewertet
werden, verfällt das Signal und ist für eine erneute Überprüfung abermals zu empfan-
gen. Soll das Signal e lediglich beobachtet und nicht konsumiert werden, ist der Trigger
durch defer zu kennzeichnen. Die alternative Modellierung kann durch eine Wieder-
holung des Signals e an allen vom Zielzustand ausgehenden Transitionen erfolgen.
TimeTrigger Zur Modellierung von zeitgesteuertem Verhalten stehen in UML-Zu-
standsdiagramm TimeTrigger zur Verfügung. Ist der Ausgangszustand einer mit einem
TimeTrigger beschrifteten Transition r aktiv und tritt das durch den Trigger beschrie-
bene Ereignis ein, wird die Transition schaltbar. Soweit keine Transitionen mit höhe-
rer Priorität aktivierbar sind, erfolgt der Übergang in den Zielzustand der Transition
r := s
after(5s)/a
−−−−−−→ s′ von Zustand s ∈ S zu Zustand s′ ∈ S.
Es besteht zum einen die Möglichkeit, einen absoluten Zeitpunkt für einen TimeTrigger
anzugeben, zu dem eine Transition bei aktiviertem Ausgangszustand schalten soll. Zum
anderen können TimeTrigger relative Zeitpunkte nach Betreten des Ausgangszustands
beschreiben und damit das Verlassen des Ausgangszustands nach Ablauf der spezi-
ﬁzierten Zeitspanne fordern. In beiden Fällen werden die im Ausgangszustand noch
andauernden Aktivitäten bei Eintreten des TimeTrigger -Ereignisses beendet und die
Transition zum Zielzustand geschaltet.
Die Umsetzung eines TimeTriggers für eine relative Zeitangabe kann z.B. durch eine
ereignisgenerierende Aktion start(Zeit in Sekunden) an einer jeden Transition r˜′ zu Zu-
stand s und einen SignalTrigger abgelaufen realisiert werden. Bei einem Timerobjekt
stößt start(Zeit in Sekunden) eine Zeitzählung für die angegebene Zeit in Sekunden an.
Nach Ablauf dieser Zeit sendet das Timerobjekt das Ereignis abgelaufen, woraufhin das
triggernde Ereignis als SignalTrigger vorliegt. So kann durch
s˜
e/start(5s)
−−−−−−→ s und s
abgelaufen/a
−−−−−−−→ s′
eine zu s bestehende Transition r′ von s˜ ∈ S um die Nachricht start(5s) an das Timer-
objekt erweitert und der TimeTrigger after(5s) an Transition r durch den SignalTrigger
abgelaufen ersetzt werden.
Für absolute Zeitpunkte wird direkt bei der Initialiserung des Zustandsdiagramms ein
entsprechendes Timerobjekt mit den Alarmzeiten für absolute TimeTrigger instruiert,
bei Erreichen ein entsprechendes Signal abgelaufen für einen jeden Zeitpunkt zu gene-
rieren. Timerobjekte sind hierbei nicht Objekte des Systems sondern der Umwelt und
weisen idealisierte Eigenschaften wie absolute Ganggenauigkeit etc. auf.
CallTrigger Bei der Verwendung eines CallTriggers wird der Zustandsübergang als
Reaktion auf die als Trigger notierte Operation betrachtet. Für Transition r ist die
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Aktivierbarkeit von r := s
a1[c]/a2
−−−−→ s′ durch Verwendung des CallTriggers a1 und der
Bedingung c beschränkt. Der CallTrigger bewirkt bei erfolgreicher Ausführung der
Aktion in a1 und erfüllter Bedingung c einen Zustandsübergang unter Ausführung der
Aktion a2 von s nach s′.
Die Verwendung komplexer Operationen als CallTrigger ist prinzipiell möglich. Wenn
für einen Zustand mehrere ausgehende Transitionen vorliegen, die mit CallTriggern
versehen sind, müssen zur Prüfung, welche Transitionen aktivierbar sind, alle Call-
Trigger -Operationen ausgeführt werden. Bei der nachfolgenden Auswahl einer Transi-
tion werden sämtliche CallTrigger -Operationen anderer ausgehender Transitionen zu-
rückgesetzt, so dass nur die Auswirkungen der aktivierten Transition persistent werden.
Die Transformation eines CallTriggers an einer Transition r := s
a1[c]/a2
−−−−→ s′ kann mit
Hilfe einer Transition r1 := s
/a′1−−→ 3 zu einem Entscheidungspunkt sowie davon ausge-
henden Transitionen erfolgen. Die vom Entscheidungspunkt ausgehende Transition r2
mit r2 := 3
[¬c′]/
−−−→ s wird aktiviert, wenn die Bedingung c′ nach Ausführung von a′1 nicht
zu wahr ausgewertet werden kann. a′1 führt hierzu die in a1 angegebenen Aktionen auf
temporären Attributen aus, auf denen auch die angepasste Bedingung c′ ausgewertet
wird. Die vom Entscheidungspunkt ausgehende Transition r3 mit r3 := 3
[c′]/a′1→a1−−−−−−→  
wird aktiviert, wenn die Bedingung c′ nach Ausführung von a′1 zu wahr ausgewertet
werden kann. Abschließend erfolgen die Ausführung von a2 und der Zustandsübergang
r′3 mit r
′
3 :=  
/a2
−−→ s′ zu s′. Der Kreuzungspunkt wird verwendet, um die Zuweisung
an die in der Aktion a1 verwendeten Attribute vor der Aktion a2 auszuführen.
ChangeTrigger Ein ChangeTrigger überwacht die in der Bedingung notierten Va-
riablen und wird ausgelöst, sobald sich der Wert einer dieser Variablen ändert und die
Bedingung c zu wahr ausgewertet werden kann. Die Transition r mit r := s
[c]/a
−−→ s′ bei
aktiviertem Zustand s ∈ S kann somit erst dann aktiviert werden, wenn Bedingung
c erfüllt ist. ChangeTrigger werden nicht explizit notiert, so dass als Beschriftung der
Transition lediglich die Bedingung c und eine eventuelle Aktion a dienen.
AnyTrigger AnyTrigger erfassen alle anderen bis dahin nicht explizit an ausgehen-
den Transitionen erfasste Ereignisse Evunberücksichtigt ⊆ Evin.
Abbildung 4.19: Für die in der linken Abbildung nicht verwendeten Ereignisse e′ und
e′′ entsteht bei Auﬂösung des AnyTriggers in der rechten Abbildung jeweils eine zu-
sätzliche Transition.
Durch Entfaltung und damit Einführung expliziter Transitionen für alle diese Ereignisse
e ∈ Eunberücksichtigt sind AnyTrigger ebenfalls darstellbar (siehe Abbildung 4.19 auf der
vorigen Seite).
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Guards Die Einschränkung der Aktivierbarkeit eines Zustandsübergangs kann nach
[OMG07c] ebenfalls durch eine Bedingung bzw. einen Guard erfolgen, welcher einem
Term der Aussagenlogik entspricht und unter anderem als Bedingung in ChangeTrig-
gern Verwendung ﬁndet. Als Prädikate können hier Vergleiche von Attributwerten mit
Konstanten usw. verwendet werden. Die Menge der Bedingungen Cond besteht somit
aus logischen Aussagen C über die Attribute Attr und deren Belegungen V alues.
Sobald auf die Angabe einer einschränkenden Bedingung für einen Zustandsübergang
r verzichtet wird, wird von der leeren Bedingung cε gesprochen. Die leere Bedingung
cε wird immer zu wahr ausgewertet.
Nach dieser Betrachtung der Beschriftungsmöglichkeiten eines Zustandsübergangs, be-
schreibt der folgende Abschnitt Zustandsübergänge (Transitionen). Nach einer kurzen,
allgemeinen Charakterisierung von Transitionen werden Fork- und Join-Transitionen,
zum Starten oder Zusammenführen paralleler Abläufe, beschrieben.
4.2.6 Transitionen
Das Schalten einer Transition — der Wechsel von einem Ausgangszustand in einen Ziel-
zustand — ist an mehrere Voraussetzungen geknüpft. Zum einen muss der Zustand, der
Ausgangspunkt einer Transition ist, aktiviert sein. Zum anderen muss die Kombination
von Trigger e und Guard (Bedingung) c, an die eine Transition r mit r := s
e[c]/a
−−−→ s′
geknüpft ist, erfüllt sein. Der Zustandswechsel zu s′ erfolgt unter Ausführung der Ak-
tion a. Sind mehrere Transitionen gleichzeitig aktivierbar, schaltet diejenige mit der
höchsten Priorität.
In den Statecharts von Harel ([Har87]) besitzen die Transitionen eine höhere Priori-
tät, die zum Verlassen eines Oberzustands führen (vgl. 4.2.2 Hierarchie) gegenüber
Transitionen innerhalb des Oberzustands, während in UML-Zustandsdiagrammen der
Version 2.1 die Priorität einer Transition abhängig von ihrem Ausgangszustand ist. Je
tiefer sich der Ausgangszustand einer Transition in der Hierarchie beﬁndet, desto höher
ist die Priorität einer Transition sobald mehrere Transitionen aktiviert werden können.
Für den Fall, dass von den Transitionen mit höchster Priorität mehrere aktivierbar
sind, wird nicht-deterministisch eine von ihnen ausgewählt.
Definition 4.18 Transitionen
Seien SStart, SZiel ⊆ 2S. Dann heißt R ⊆ SStart ×Evin × Cond× 2Act × SZiel mit
S ′Start ∈ SStart ∧ S
′
Ziel ∈ SZiel und
• S ′Start: endliche Menge von Startzuständen einer Transition
• S ′Ziel: endliche Menge von Zielzuständen einer Transition
• Evin: endliche Menge von eingehenden Ereignissen
• Cond: endliche Menge von Bedingungen
• Act: endliche Menge von Aktionen
die Menge der Transitionen oder Menge der Zustandsübergänge. Transitionen,
deren Start- und Zielzustände im gleichen erweiterten direkten Sichtbarkeitsbe-
reich (vgl. 4.2.3) liegen oder über identische Start- und Zielzustände verfügen,
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werden als Inter-Level-Transitionen bezeichnet. Alle anderen Transitionen hei-
ßen Intra-Level-Transitionen.
Der neuartige Ansatz, einen Übergang von einer Zustandsmenge in eine andere Zu-
standsmenge zu beschreiben, ermöglicht nicht nur, Übergänge zwischen einzelnen Zu-
ständen zu deﬁnieren. Stattdessen kann durch diese Deﬁnition der Start und das Been-
den nebenläuﬁgen Verhaltens unmittelbar dargestellt werden. UML-Zustandsdiagram-
me bieten hierzu die Pseudo-Zustände Gabelung (Fork) und Vereinigung (Join), die
im Folgenden betrachtet werden.
Gabelung (Fork) Die Aktivierung von bestimmten Zuständen in den einzelnen Re-
gionen eines AND-Zustands ist durch eine Gabelung möglich. Ausgehend von einem
Zustand bzw. einer Zustandsmenge außerhalb des AND-Zustands verweist eine durch
das Gabelungssymbol (vgl. Abbildung 4.20) aufgespaltene Transition auf dedizierte
Zustände in den einzelnen Regionen. Das Betreten der Regionen erfolgt synchron.
Abbildung 4.20: Gezielte Aktivierung der Zustände in parallelen Regionen: Liegt Er-
eignis e1 in Zustand s1 nicht vor, werden die Unterzustände s′4 und s
′
5 aktiviert.
Auf Basis der Deﬁnition für Transitionen wird der Pseudo-Zustand Fork durch Tran-
sitionen wie folgt beschrieben.
Definition 4.19 Fork-Transitionen
Seien SStartFork ⊆ S und sAND ∈ S mit Typ(sAND) = AND und sAND /∈ SStartFork.
Verweist eine durch das Gabelungssymbol (Fork) aufgespaltene Transition rfork ∈
R von allen Zuständen aus SStartFork auf dedizierte Zustände s1, . . . , sn ∈ S in
jeweils einer der n Regionen von sAND, so dass ∃b1, . . . , bn ∈ S mit Typ(bi) = XOR
für alle 2 ≤ i ≤ n: sAND ֌ bi ∧ ∄c ∈ S : sAND ֌ c ∧ c 6= b1, . . . , bn und für ein
jedes bi gilt bi
∗
֌ si ∧ bi
∗
6֌ sj , si 6= sj, so ergibt sich durch
rfork := (SStartFork, eε, cε, {aε}, {s1, . . . , sn})
die Darstellung eines Fork-Pseudo-Zustands als Fork-Transition.
Für eine Fork-Transition sind sämtliche Zielzustände explizit anzugeben, so dass in
diesem Fall eine Einschränkung gegenüber dem Pseudo-Zustand Fork in [OMG07b,
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OMG07c], der die Aktivierung der Startzustände von parallelen Regionen bewirkt,
auch wenn diese über keine eingehende Transition von einem Pseudo-Zustand Fork
verfügen, vorliegt, sobald der Pseudo-Zustand Fork aktiviert wird.
Vereinigung (Join) Die Vereinigung stellt das Gegenstück zur Gabelung dar. Durch
eine Vereinigung erfolgt die Zusammenfassung von mehreren Transitionen auf einen
gemeinsamen Zielzustand oder eine Zielzustandsmenge außerhalb des AND-Zustands.
Auch in diesem Fall erfolgt der Austritt synchronisiert.
Abbildung 4.21: Sind die Zustände s4 und s5 aktiv und liegen die Ereignisse e1 und e2
nicht vor, wird der Zustand s1 über die Vereinigung aktiviert.
Sobald sämtliche auf das Vereinigungssymbol verweisenden Transitionen aktivierbar
sind (vgl. Abbildung 4.21), kann die Transition geschaltet werden. Analog zu Fork-
Transitionen werden Join-Transitionen wie folgt deﬁniert.
Definition 4.20 Join-Transitionen
Seien SEndJoin ⊆ S und sAND ∈ S mit Typ(sAND) = AND und sAND /∈ SEndJoin.
Verweist eine durch das Vereinigungssymbol zusammengeführte Transition rjoin ∈
R von dedizierten Zuständen s1, . . . , sn ∈ S aus jeweils einer der n Regionen von
sAND zu allen Zuständen in SEndJoin, so dass ∃b1, . . . , bn ∈ S mit Typ(bi) = XOR
für alle 2 ≤ i ≤ n: sAND ֌ bi ∧ ∄c ∈ S : sAND ֌ c ∧ c 6= b1, . . . , bn und für ein
jedes bi gilt bi
∗
֌ si ∧ bi
∗
6֌ sj, si 6= sj , so ergibt sich durch
rjoin := ({s1, . . . , sn}, eε, cε, {aε}, SEndJoin)
die Darstellung eines Join-Pseudo-Zustands als Join-Transition.
Die durch Fork- und Join-Transitionen eingeführten Einschränkungen vermeiden un-
beabsichtigte Aktivierungen/Deaktivierungen von Zuständen in parallelen Regionen,
für die keine Transitionen von Fork- oder zu Join-Pseudozuständen existieren.
Durch diese Deﬁnitionen der Fork- und Join-Transitionen besteht jedoch die Möglich-
keit, eine wie in Abbildung 4.22 auf der folgenden Seite dargestellte Kaskade von Fork-
und Join-Transitionen zu beschreiben, ohne explizit einzelne Start- oder Zielzustän-
de zu fordern. Eine Transition r ∈ R mit r := ({s1, . . . , sn}, eε, cε, {aε}, {s′1, . . . , s
′
m})
charakterisiert die in Abbildung 4.22 dargestellte Fork-/Join-Kaskade mit sämtlichen
Start- und Zielzuständen.
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Abbildung 4.22: Kaskade von Fork- und Join-Transitionen
Zur Beschreibung der Aktivierung von Zuständen in Folge des Schaltens einer Transi-
tion r ∈ R sind der Vor- und Nachbereich einer Transition wie folgt deﬁniert.
Definition 4.21 Vor-/Nachbereich einer Transition
Alle Zustände s ∈ S, die unmittelbar vor dem Schalten einer Transition r ∈ R
aktiv sind, so dass für alle s ∈ AS gilt, bilden den Vorbereich VB der Transition
r. Hierbei beschreibt VB(r) den Vorbereich der Transition r.
Alle Zustände s ∈ S, die unmittelbar nach dem Schalten einer Transition r ∈ R
aktiv sind, so dass für alle s ∈ AS gilt, bilden den Nachbereich NB der Transition
r. Damit beschreibt NB(r) den Nachbereich der Transition r.
Das Schalten einer Transition r ∈ R kann somit als Deaktivierung aller Zustände ihres
Vorbereiches verstanden werden, auf die eine Aktivierung aller Zustände ihres Nach-
bereiches folgt. Die nicht zu den hierdurch deaktivierten und unmittelbar reaktivierten
Zustände werden zum Schaltbereich einer Transition wie folgt zusammengefasst.
Definition 4.22 Schaltbereich einer Transition
Die Menge aller Zustände SBT mit SBT(r) = (VB(r)∪NB(r))\(VB(r)∩NB(r))
heißt Schaltbereich einer Transition r ∈ R.
Damit ergeben sich die effektiven Vor- und Nachbereiche einer Transition r ∈ R wie
folgt.
Definition 4.23 Eﬀektiver Vor-/Nachbereich einer Transition
Die Menge aller Zustände eVB mit eVB(r) = VB(r) \ SBT(r) ist der effektive
Vorbereich einer Transition r ∈ R.
Die Menge aller Zustände eNB mit eNB(r) = NB(r) \ SBT (r) ist der effektive
Nachbereich einer Transition r ∈ R.
Durch die vorherigen Deﬁnitionen können die Zustände, die durch den eﬀektiven Vor-
bereich eVB(r) einer schaltenden Transition r ∈ R bestimmt sind, bei Aktivierung
von r deaktiviert werden. Im Gegenzug sind die Zustände, die durch den eﬀektiven
Nachbereich eNB(r) zusammengefasst werden, zu aktivieren. Weitere Zustandsüber-
gänge können dann in Abhängigkeit von den durch den Nachbereich NB(r) aktivierten
Zuständen aus durchgeführt werden.
Nach der Beschreibung der einzelnen Bestandteile eines UML-Zustandsdiagramms wird
eine UML-Zustandsmaschine wie folgt deﬁniert.
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Definition 4.24 UML-Zustandsmaschine
Eine SM := (S,
S
֌
SC
,Evin,Cond,Act, R,Attr ,Modus) mit
• S: eine endliche nicht leere Menge von Zuständen
•
S
֌
SC
: Zustandshierarchie der Zustände in S
• Evin: eine endliche nicht leere Menge von Ereignissen, die vom Objekt emp-
fangen werden können
• Cond: eine endliche nicht leere Menge von Bedingungen
• Act: eine endliche nicht leere Menge von Aktionen
Act = Evout ∪Op mit
Evout: Menge der vom Objekt generierbaren Ereignisse und
Op: Menge der vom Objekt ausführbaren Operationen auf den Attributen
Attr
• R ⊆ SStart × Evin × Cond × 2Act × SZiel: endliche Menge von Transitionen
• Attr : eine endliche nicht leere Menge von Attributen
Attr = Attr static ∪Attrdynamic
Attr static: Menge der Attribute, die nicht verändert werden können
Attrdynamic: Menge der Attribute, die durch Operationen verändert werden
können
• Modus ∈ {inaktiv, aktiv}: Zustandsdiagrammaktivitätskennzeichnung
heißt UML-Zustandsmaschine.
Hierbei entsprechen die Mengen Evin,Cond,Act und Attr der Zustandsmaschine SMOi
den Mengen EvOiin , Cond
Oi, ActOi und AttrOi des Objektes Oi ∈ O, i ∈ I.
4.2.7 Transformation von UML-Zustandsdiagrammen in kom-
munizierende Zustandsmaschinen
Nachem bereits in Kapitel 4.1.3 gezeigt wurde, wie kommunizierenden Zustandsmaschi-
nen auf erweiterte Kripke-Strukturen abgebildet werden können, wird die Zerlegung
eines UML-Zustandsdiagramms in eine Menge von kommunizierenden Zustandsma-
schinen in den folgenden Abschnitten beschrieben, so dass schließlich die Veriﬁkation
von UML-Zustandsdiagrammen ermöglicht wird. Gemäß der Deﬁnition beﬁndet sich
innerhalb eines jeden XOR-Zustands ein eigenes Zustandsdiagramm, dessen Verhalten
durch Aktivierung des XOR-Zustands abgerufen wird. Bei Verlassen des XOR-Zustands
wird das Verhalten der darin eingebetteten Zustandsmaschine beendet. Die Aktivie-
rung kann hierbei mit einem Funktionsaufruf in einer Programmiersprache verglichen
werden, während das Verlassen des XOR-Zustands oder andere Unterbrechungen der
Abarbeitung durch z.B. ausgehende Transitionen als Beenden der Funktion betrachtet
werden können.
Auf Basis dieser Idee erfolgt die Zerlegung eines UML-Zustandsdiagramms in eine Men-
ge von kommunizierenden Zustandsmaschinen, die über gemeinsame Aktionssymbole
synchronisiert werden.
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Die folgenden Schritte zur Ermittlung der Mengen S, S0,Prio,Evin, Synch,Cond,Act,
R,Attr und Modus werden für eine jede kommunizierende Zustandsmaschine durchge-
führt. Hierzu wird die kommunizierende Zustandsmaschine
CSMsXOR = (S, S0,Prio,Evin, Synch,Cond,Act, R,Attr ,Modus)
für ein jedes Zustandsdiagramm innerhalb eines jeden XOR-Zustands sXOR ∈ S wie folgt
generiert.
• Für einen jeden direkten Nachfolgezustand s ∈ dN(sXOR) wird ein Zustand s ∈ S
mit Name(s) = Name(s) und Status(s) = Status(s) generiert.
Sei N(s) = {s′ ∈ S | s
∗
֌ s′} die Menge der Nachfolger eines Zustands s ∈ S.
Gilt sXOR 6= root, wird ein Zustand sextern mit Name(sextern) = extern zur Menge
S hinzugefügt, in dem sich das kommunizierende Zustandsdiagramm beﬁndet,
wenn ein Zustand s′ /∈ N(sXOR) des UML-Zustandsdiagramms aktiv ist. Ist ein
Terminator im UML-Zustandsdiagramm enthalten, so wird, sofern sXOR nicht der
root-Zustand ist, der durch die beschriebene Transformation den Terminatorzu-
stand bereits in Form eines einfachen Zustands als Nachfolger besitzt, ein Zustand
sTerminator mit Name(sTerminator) = Terminator zur Menge S hinzugefügt. Für
sämtliche Zustände s ∈ S gilt Status(s) = inaktiv. Die Aktivierung durch das
Setzen von Status(s) = aktiv erfolgt erst durch eine synchronisierte Initialtran-
sition.
• Ist entlang des Pfades path(s0) für einen Zustand s0 ∈ Initial(sXOR) ein jeder Zu-
stand Initialzustand, gilt s0 ∈ S0. Ist mindestens ein Zustand des Pfades path(s0)
kein Initialzustand, ist sextern ∈ S0.
• Zur Bestimmung der Transitionsrelation R wird eine Fallunterscheidung für Tran-
sitionen r ∈ R mit r := (SStart, e, c, A, SZiel) und Start- und Zielzustandsmengen
SStart, SZiel ⊆ S durchgeführt. Seien s ∈ SStart und s′ ∈ SZiel und seien s und s′
die transformierten Zustände von s und s′.
Zunächst werden Transitionen r zwischen Zuständen s und s′ betrachtet, die
innerhalb des erweiterten direkten Sichtbarkeitsbereichs edSB(s) = edSB(s′)
verlaufen.
1. Seien s, s′ ∈ S ∧ Typ(s) = einfach ∧ Typ(s′) = einfach, existiert eine
Transition r ∈ R mit r := (s, depth(s), e, c, σε, A, s′).
2. Seien s, s′ ∈ S ∧ ((Typ(s) = einfach ∧ Typ(s′) 6= einfach) ∨ (Typ(s) 6=
einfach ∧ Typ(s′) = einfach)), existiert eine Transition r ∈ R mit r :=
(s, depth(s), e, c, σSStart,SZiel, A, s
′).
Durch 1. und 2. werden Inter-Level-Transitionen, die zwischen direkten
Nachfolgezuständen eines XOR-Zustands verlaufen, deren Pendants in der
Zustandsmenge der kommunizierenden Zustandsmaschine vorliegen, trans-
formiert.
Im Folgenden werden Transitionen, die den erweiterten direkten Sichtbar-
keitsbereichs edSB(s) verlassen und damit Hierarchiegrenzen überschreiten,
betrachtet.
3. Seien s ∈ S und s′ /∈ S. Es existiert eine Transition r ∈ R mit r :=
(s, depth(s), e, c, σSStart,SZiel, A, sextern).
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4. Seien s /∈ S und s′ ∈ S. Es existiert eine Transition r ∈ R mit r :=
(sextern, depth(s), e, c, σSStart,SZiel, A, s
′).
Durch 3. und 4. werden Transitionen, deren Start- oder Zielzustand ein di-
rekter Nachfolgezustand eines XOR-Zustands ist und dessen Pendant in der
Zustandsmenge der kommunizierenden Zustandsmaschine existiert, trans-
formiert.
5. Seien s, s′ /∈ S und sei A′ ⊆ A die Menge der Attribute, auf die in der
kommunizierenden Zustandsmaschine zugegriﬀen wird:
(a) Seien s′′, s′′′ ∈ S, s′′ 6= s′′′, s′′, s′′′ ∈ S, s ∈ N(s′′) sowie s′ ∈ N(s′′′), exis-
tiert eine Transition r ∈ Rmit r := (s, depth(s), eε, cε, σSStart,SZiel, A
′, s′).
Hierdurch werden Transitionen zwischen Oberzuständen von Start- und
Zielzuständen erzeugt, deren Pendants in der Zustandsmenge der kom-
munizierenden Zustandsmaschine vorliegen.
(b) Seien s′′, s′′′ ∈ S, s′′ ∈ S, s′′′ /∈ S, s ∈ N(s′′), s′′ ∈ N(s′′′), s′ ∈ N(s′′′),
s′ /∈ N(s′′), dann existiert eine Transition r ∈ R mit
r := (s′′, depth(s), eε, cε, σSStart,SZiel, A
′, sextern).
(c) Seien s′′, s′′′ ∈ S, s′′ /∈ S, s′′′ ∈ S, s ∈ N(s′′), s′′′ ∈ N(s′′), s′ ∈ N(s′′′),
s /∈ N(s′′′), dann existiert eine Transition r ∈ R mit
r := (sextern, depth(s), eε, cε, σSStart,SZiel, A
′, s′′′).
Durch b) und c) werden für die Pendants von XOR-Zuständen, deren
Nachfolger Start- oder Zielzustände einer Transition sind, Transitionen
erzeugt.
(d) Seien s1, s2, s3 ∈ S, s3 ∈ S, s1, s2 /∈ S, s ∈ N(s1), s1 ∈ N(s2), s′ ∈
N(s2), s3 ∈ N(s1), s3 /∈ N(s), s /∈ N(s3), s′ /∈ N(s1), s1 /∈ N(s′),
s3 ∈ eVB(r), dann existiert eine Transition r ∈ R mit
r := (s3, depth(s), eε, cε, σSStart,SZiel, A
′, sextern).
(e) Seien s1, s2, s3 ∈ S, s3 ∈ S, s1, s2 /∈ S, s′ ∈ N(s1), s1 ∈ N(s2), s′ ∈
N(s2), s3 ∈ N(s1), s3 /∈ N(s′), s′ /∈ N(s3), s /∈ N(s1), s1 /∈ N(s),
s3 ∈ eNB(r), dann existiert eine Transition r ∈ R mit
r := (sextern, depth(s), eε, cε, σSStart,SZiel, A
′, s3).
Durch d) und e) werden für sämtliche indirekt abhängigen Zustände
z.B. aus parallelen Regionen, die ebenfalls zu deaktivieren sind, oder
abhängige zu aktivierende Initialzustände Transitionen generiert.
6. Für alle s0 ∈ S0 werden Initialtransitionen r ∈ R mit
r := (•, 0, eε, cε, σinitial, {aε}, s0)
generiert. Dies bewirkt eine simultane Aktivierung aller kommunizierenden
Zustandsmaschinen, die die einzelnen Objektteile repräsentieren.
• Die Attributmenge Attr setzt sich aus den Attributen der Menge Attr zusammen,
die in Bedingungen Cond oder Aktionen Op in Transitionen aus R verwendet
werden.
• Die Menge der Bedingungen Cond setzt sich aus den Bedingungen der Menge
Cond zusammen, die an Transitionen aus R Verwendung ﬁnden.
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• Die Menge der eingehenden Ereignisse Evin setzt sich aus den Ereignissen der
Menge Evin zusammen, die an Transitionen aus R notiert sind.
• Die Menge der Aktionen Act setzt sich aus den Aktionen der Menge Act zusam-
men, die in Transitionen aus R verwendet werden.
• Die Menge der Synchronisationssymbole Synch besteht aus den Synchronisati-
onssymbolen, die an Transitionen aus R notiert sind.
• Die Menge der Prioritäten Prio setzt sich aus den an Transitionen aus R notierten
Prioritäten zusammen.
• Der Modus entspricht dem Modus des UML-Zustandsdiagramms.
4.2.8 Bisimulation eines UML-Zustandsdiagramms und einer
Menge kommunizierender Zustandsmaschinen
Durch die angegebene Transformation eines UML-Zustandsdiagramms in eine Menge
kommunizierender Zustandsmaschinen, die wiederum auf erweiterte Kripke-Strukturen
abgebildet werden können, besteht die Möglichkeit, UML-Zustandsdiagramme mit Mo-
del Checking zu überprüfen.
Um die Model Checking Ergebnisse über die kommunizierenden Zustandsmaschinen auf
das UML-Zustandsdiagramm übertragen zu können, wird eine Bisimulationsrelation
zwischen einem UML-Zustandsdiagramm und der durch Transformation gewonnenen
Menge von kommunizierenden Zustandsmaschinen wie folgt deﬁniert.
Definition 4.25 Bisimulationsrelation eines UML-Zustandsdiagramms und einer
Menge von kommunizierenden Zustandsmaschinen
SM = (S,
S
֌
SC
,Evin,Cond,Act, R,Attr ,Modus)
sei ein UML-Zustandsdiagramm über Attribute Attr und deren Werte V alues.
Weiterhin sei CSM die Menge kommunizierender Zustandsmaschinen
CSMsXOR = (S, S0,Prio,Ev, Synch,Cond,Op, R,Modus)
über Attribute Attr und Werte V alues, die für das UML-Zustandsdiagramm in
einem jeden XOR-Zustand sXOR ∈ S erzeugt wurden.
Mit S
sXOR und R
sXOR werden die Zustandsmenge S und die Transitionsmenge R
der kommunizierenden Zustandsmaschine CSMsXOR bezeichenet. Seien S˜ und R˜
Mengen von Zuständen bzw. Mengen von Transitionen unterschiedlicher kom-
munizierender Zustandsmaschinen aus CSM, so dass S˜ maximal einen Zustand
s ∈ S
sXOR und R˜ maximal eine Transition r ∈ R
sXOR enthalten und alle Transitio-
nen in R˜ das gleiche Synchronisationssymbol besitzen. Dann ist B ⊆ 2S × 2S˜ für
eine Zustandsmenge Sˆ = VB(r) einer Transition r ∈ R und der Zustandsmenge
S, die die korrespondierenden Zustände s der Zustände s ∈ S, die zum Vorbereich
VB(r) einer Transition r ∈ R zählen, enthält eine Bisimulationsrelation zwischen
SM und CSM genau dann wenn für alle Sˆ ∈ 2S und alle S ∈ 2S˜ mit B(Sˆ, S) die
folgenden Bedingungen gelten.
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1. Für alle sˆ ∈ Sˆ und alle s ∈ S gelten:
Die Attributmengen der einzelnen kommunizierenden Zustandsmaschinen,
deren Zustände in S vertreten sind, bilden Teilmengen der Attributmenge
Attr. Die Wertebereiche der einzelnen kommunizierenden Zustandsmaschi-
nen, deren Zustände in S vertreten sind, bilden Teilmengen der Wertebe-
reiche in V alues und für alle sˆ1, sˆ2 ∈ Sˆ gilt Konf(sˆ1) = Konf(sˆ2) und
Konf(sˆ)⇒ Konf(s).
2. Für jede Zielzustandsmenge SZiel ⊆ NB(r) einer Transition r ∈ R mit r :=
(SStart, e, c, A, SZiel) existieren eine Menge S˜ ⊆ S
′
und S
′
∈ 2S˜ sowie eine
Menge von Transitionen R ⊆ R˜, so dass jede einzelne dieser Transitionen
r ∈ R einen Zielzustand s ∈ S˜ besitzt und es gilt B(NB(r), S
′
).
3. Für jede Menge S˜ mit S˜ ⊆ S
′
und eine Menge von Transitionen R, so dass
jede einzelne dieser Transitionen r ∈ R einen Zielzustand s ∈ S˜ besitzt,
existieren eine Zielzustandsmenge SZiel ⊆ NB(r) und eine Transition r :=
(SStart, e, c, A, SZiel) mit r ∈ R und es gilt B(NB(r), S
′
).
Die Bisimulationsrelation setzt die Zustände eines UML-Zustandsdiagramms mit den
Zuständen der kommunizierenden Zustandsmaschinen in Beziehung, so dass bei Aus-
führung einer Transition r im UML-Zustandsdiagramm von Startzuständen SStart zu
Zielzuständen SZiel simultan eine korrespondierende Menge von Transitionen innerhalb
der kommunizierenden Zustandsmaschinen ausgeführt wird, deren Start- und Zielzu-
stände aus den Zuständen bestehen, die durch Transformation aus den Zuständen
des eﬀektiven Vorbereichs eVB(r) und des eﬀektiven Nachbereichs eNB(r) gebildet
wurden. Darauf aufbauend wird die Bisimulationsäquivalenz eines UML-Zustandsdia-
gramms und einer Menge von kommunizierenden Zustandsmaschinen wie folgt deﬁ-
niert.
Definition 4.26 Bisimulationsäquivalenz eines UML-Zustandsdiagramms
und einer Menge von kommunizierenden Zustandsmaschinen
Ein UML-Zustandsdiagramm SM und eine Menge kommunizierender Zustands-
maschinen CSM heißen bisimulationsäquivalent, falls für die Menge S0 der initia-
len Zustände von SM und die Menge aller Startzustände S0 der CSM ∈ CSM
die Bisimulationsrelation B(S0, S0) gilt.
Satz 4.27
SM = (S,
S
֌
SC
,Evin,Cond,Act, R,Attr ,Modus)
sei ein UML-Zustandsdiagramm über Attribute Attr und deren Werte V alues.
Weiterhin sei CSM die Menge kommunizierender Zustandsmaschinen
CSMsXOR = (S, S0,Prio,Ev, Synch,Cond,Op, R,Modus)
über Attribute Attr und Werte V alues, die für das UML-Zustandsdiagramm in
einem jeden XOR-Zustand sXOR ∈ S erzeugt wurden. Dann ist B(Sˆ, S) für eine
Zustandsmenge Sˆ = VB(r) einer Transition r ∈ R und der Zustandsmenge S,
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die die korrespondierenden Zustände s der Zustände s ∈ S, die zum Vorbereich
VB(r) einer Transition r ∈ R zählen, eine Bisimulationsrelation für alle Sˆ ∈ 2S
und alle S ∈ 2S˜. Hierbei seien S˜ und R˜ Mengen von Zuständen bzw. Mengen von
Transitionen unterschiedlicher kommunizierender Zustandsmaschinen aus CSM,
so dass S˜ maximal einen Zustand s ∈ S
sXOR und R˜ maximal eine Transition r ∈
R
sXOR enthalten und alle Transitionen in R˜ das gleiche Synchronisationssymbol
besitzen.
Beweis:
1. In einem UML-Zustandsdiagramm weisen sämtliche aktiven Zustände, die
den Vorbereich einer Transition bilden, die gleiche Zuordnung von Werten
zu den global sichtbaren Attributen Attr auf, so dass für alle sˆ1, sˆ2 ∈ Sˆ gilt:
Konf(sˆ1) = Konf(sˆ2). Da die Attribut- und Wertebereichsmengen einer
kommunizierenden Zustandsmaschine jeweils Teilmengen der Attribut- und
Wertebereichsmengen des UML-Zustandsdiagramms darstellen, giltKonf(sˆ)
⇒ Konf(s).
2. S˜ ⊆ S
′
existiert entsprechend den Transformationsregeln und stellt in dem
Fall, dass es sich um eine Transition von einem Zustand zu sich selbst han-
delt, sowohl Start- als auch Zielzustandsmenge (VB(r) = NB(r)) dar. Im
anderen Fall entsprechen sie den Pendants der Zustände aus eNB(r). Der
Nachbereich NB(r) mit eNB(r) ⊆ NB(r) bildet die zu S
′
korrespondie-
rende Menge der Zustände, die nach dem Schalten von r aktiviert sind.
B(NB(r), S
′
) gilt mit NB(r) = VB(r′) für eine Folgetransition r′ ∈ R.
3. Wird eine Menge von Zuständen S˜ mit S˜ ⊆ S
′
durch eine Menge von Transi-
tionen R aktiviert, bildet S˜ das Pendant zum eﬀektiven Nachbereich eNB(r)
des Schaltens einer Transition r ∈ R, da jede Transition r ∈ R einen
Zielzustand s ∈ S˜ besitzt. Mit eNB(r) ⊆ NB(r) und Zielzustandsmenge
SZiel ⊆ NB(r) für eine Transition r := (SStart, e, c, A, SZiel) mit r ∈ R exis-
tiert NB(r) und es gilt B(NB(r), S
′
), da B(NB(r), S
′
) mit NB(r) = VB(r′)
für eine Folgetransition r′ ∈ R gilt. Für den Fall, dass R nur eine Transition
enthält, die von einem Zustand zu sich selbst verläuft, gilt VB(r) = NB(r),
so dass ebenfalls B(NB(r), S
′
) folgt.
Durch den synchronen initialen Zustandsübergang aller kommunizierenden Zu-
standsmaschinen in CSM bilden die eingenommenen Startzustände der kommu-
nizierenden Zustandsmaschinen das Abbild des Nachbereichs der Initialisierung
des UML-Zustandsdiagramms und damit den des Vorbereichs weiterer Transitio-
nen r′ ∈ R, so dass für ein UML-Zustandsdiagramm und die daraus abgeleiteten
kommunizierenden Zustandsmaschinen Bisimulationsäquivalenz vorliegt.
Crane und Dingel geben in [CD05] eine Kategorisierung für unterschiedliche Semanti-
ken von UML-Zustandsdiagrammen an. In Anlehnung an diese Kategorisierung kann
die in dieser Arbeit vorgeschlagene Transformation in kommunizierende Zustandsma-
schinen respektive erweiterte Kripke-Strukturen in die Kategorie Transformationen in
Transitionssysteme bzw. in die Kategorie Übersetzungen in die Sprache eines Model
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Checkers eingeordnet werden. Im Gegensatz zu den in [CD05] betrachteten Semanti-
ken ([GLM02, Kwo00, LMM99]) dieser Kategorien, werden durch die Transformation in
kommunizierende Zustandsmaschinen zusätzlich History- und DeepHistory-Zustände
sowie Kreuzungs- und Entscheidungspunkte betrachtet.
Ohne an dieser Stelle auf Model Checking und die damit verbundene Problematik
der Explosion des Zustandsraums einzugehen, ist ersichtlich, dass durch die Zerlegung
eines UML-Zustandsdiagramms in letztendlich erweiterte Kripke-Strukturen und un-
ter Verwendung einer geeigneten, modularen bzw. iterativen Veriﬁkationsmethodik die
Prüfung auch komplexer UML-Zustandsdiagramme gegen adäquat speziﬁzierte Anfor-
derungen möglich wird.
4.3 Weitere Verhaltensmodelle zur Verhaltensspe-
zifikation
Neben UML-Zustandsdiagrammen ﬁnden weitere Speziﬁkationsprachen/-methoden wie
Prozessalgebren oder Petri-Netze zur Beschreibung des Verhaltens kommunizierender
zustandsbasierter Systeme Verwendung. Die folgenden Abschnitte diskutieren einige
dieser Sprachen/Methoden, deren Anwendung im industriellen Umfeld im Vergleich zu
UML-Zustandsdiagrammen nur vereinzelt erfolgt.
Prozessalgebren
Prozessalgebren bilden eine Familie von Ansätzen zur formalen Modellierung nebenläu-
ﬁger Systeme. Sie ermöglichen eine abstrakte Beschreibung von Interaktion, Kommuni-
kation und Synchronisation für eine Menge unabhängiger Prozesse. Durch algebraische
Gesetze können Prozessbeschreibungen analysiert und umgeformt werden.
Communicating Sequential Processes Die von Hoare in [Hoa78] vorgestellte, pro-
zessalgebraische Modellierungssprache Communicating Sequential Processes (CSP) er-
möglicht die Beschreibung von Systemen, die aus nebenläuﬁgen, miteinander kommuni-
kativ verbundenen Prozessen bestehen. Communicating Sequential Processes besitzen
ein klares semantisches Modell, das Konzepte wie Kommunikation, Nichtdeterminis-
mus, Nebenläuﬁgkeit, interne und externe Aktionen erklärt. So sind Prozesse über
Kanäle miteinander verbunden, durch die Nachrichten in Form von Ereignissen ausge-
tauscht werden können.
Eigenschaften von CSP-Prozessen können automatisch mit Hilfe eines Reﬁnement Che-
ckers [FW07, For07], der zwei CSP-Prozesse in markierte Transitionssysteme überführt
und bestimmt, ob einer Prozess eine Abstraktion des anderen ist, überprüft werden.
Eine Untersuchung von Echtzeiteigenschaften einer CSP-Modellierung ist jedoch schwie-
rig, da Communicating Sequential Processes keine zeitbehafteten Konstrukte zur Ver-
fügung stellen. Timed CSP [RR86] erweitern Communicating Sequential Processes um
Zeitkonstrukte und ermöglichen somit auch die Modellierung und Analyse von Echt-
zeitaspekten. Die von Josephs vorgeschlagene Receptive Process Theory [Jos92] stellt
eine Erweiterung dar, die CSP nicht-blockierende Ereignisse zu den Communicating Se-
quential Processes hinzufügt, so dass hierdurch asynchrone Kommunikation dargestellt
werden kann.
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Die Communicating Sequential Processes weisen eine starke Ähnlichkeit zu den in 4.1
vorgestellten kommunizierenden Zustandsmaschinen auf. Während die Kommunikation
in CSP immer gerichtet erfolgen muss, bieten kommunizierende Zustandsmaschinen die
Möglichkeit, Objekte spontan ungerichtet zu synchronisieren.
Calculus of Communicating Systems Milner stellt in [Mil80] mit dem Calculus
of Communicating Systems (CCS) einen Kalkül zur Beschreibung eines Systems von
Repräsentanten, die synchron und asynchron über Nachrichtenaustausch miteinander
kommunizieren, vor. In CCS besitzt jedes Objekt Schnittstellen bzgl. des Ein- und Aus-
gangs von Nachrichten. Die Kommunikation ist hierbei immer auf genau ein sendendes
und genau ein empfangendes Objekt beschränkt. Der Calculus of Communicating Sys-
tems zählt wie die Communicating Sequential Processes zu den Prozessalgebren.
Der Calculus of Synchrony and Asynchrony (CSA) [CLM97] stellt eine Erweiterung
von CCS um lokale Uhren dar. Während der Nachrichtenaustausch synchron zwischen
den miteinander kommunizierenden Objekten erfolgt, werden Uhrenticks via Broadcast
weitergegeben.
Die Analyse von mit CCS modellierten Systemen erfolgt wie bei CSP über markier-
te Transitionssysteme. Analysewerkzeuge wie die Edinburgh Concurrency Workbench
[CPS90, MS07] unterstützen hier Reﬁnement und Model Checking.
π-Kalkül Ein Nachteil von CSP und CCS besteht darin, daß die Kommunikationss-
truktur zwischen den Prozessen statisch ist, so dass es nicht möglich ist, Kanalverbin-
dungen zwischen Prozessen dynamisch zu ändern. Diese Einschränkung an Beschrei-
bungsfähigkeiten wird im π-Kalkül ([MPW92a, MPW92b]) aufgehoben und damit die
Modellierung eines ﬂexibleren Verhaltens der Prozesse ermöglicht.
Der π-Kalkül wird deshalb auch Prozessalgebra für mobile Prozesse genannt und ver-
wendet sehr wenige und einfache Sprachelemente. Um die dadurch umfangreiche Be-
schreibung mancher Sachverhalte auszugleichen, existieren Erweiterungen (wie z.B. der
getypte π-Kalkül von Honda et al. ([HYB04])) zum einfachen π-Kalkül.
Ereignis-Strukturen
Ereignisstukturen wurden von Winskel und Nielsen ([WN95]) zur Modellierung echt
nebenläuﬁgen Verhaltens entwickelt. Sie ermöglichen eine direkte Beschreibung von
Nebenläuﬁgkeit ohne diese durch spezielle Komposition wie bei Kripke-Strukturen si-
mulieren zu müssen. Ereignisstrukturen betrachten das Verhalten eines Systems als
Beschreibung von Ereignissen. Ein azyklischer, gerichteter Graph, dessen Pfade Le-
benszyklen des Systems repräsentieren, stellt das Verhalten des Systems dar.
Ereignisstrukturen fanden unter anderem zur Beschreibung der nebenläuﬁgen Ausfüh-
rung von Objekten in der Speziﬁkationssprache TROLL ([GKK+98, Fil00, Eck01])
und in den von Pinger gegebenen Semantikdeﬁnitionen der Temporallogiken in [Pin02]
Anwendung.
Petri-Netze
Die Netztheorie bietet durch die Petri-Netze ([Rei85, Rei82]), die auf die Arbeiten
von Carl Adam Petri (u.a. [Pet62]) aus den 60er Jahren zurückgehen, wie Ereigniss-
trukturen die Möglichkeit, echte Nebenläuﬁgkeit zu beschreiben. Winskel beschreibt
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diese Ähnlickeit in [Win89]. Petri-Netze sind eine formale Sprache zur Modellierung
und Ausführung von Prozessen wie z.B. technischen Prozessen oder Geschäftsprozes-
sen. Die besondere Stärke von Petri-Netzen ist ihre Möglichkeit zur mathematischen
Analyse der modellierten Prozesse. Hier kommen Methoden der linearen Algebra und
der linearen Programmierung zum Einsatz.
Die ursprüngliche Form der Petri-Netze nennt man auch Bedingungs- oder Ereignisnetz.
Endliche Automaten und Bedingungs- oder Ereignisnetze sind gleichmächtig. Ein Petri-
Netz ist ein bipartiter und gerichteter Graph. Er besteht aus Stellen und Transitionen.
Stellen und Transitionen sind durch gerichtete Kanten verbunden, wobei keine direkten
Verbindungen zwischen zwei Stellen oder zwei Transitionen bestehen. Beim Schalten
einer Transition werden aus deren Eingangsstellen entsprechend den Kantengewichten
Marken entnommen und bei den Ausgangsstellen entsprechend den Kantengewichten
Marken hinzugefügt.
Petri-Netz Sprachen umfassen verschiedene Dialekte. Die Marken eines Petri-Netzes
sind in ihrer einfachsten Form voneinander nicht unterscheidbar. Für komplexere, aus-
sagekräftigere Petri-Netze sind Erweiterungen wie Markeneinfärbungen [Jen97, Jen94],
Aktivierungszeiten [Ram74] und Hierarchien [Feh90] deﬁniert worden.
4.4 Verhaltensspezifikation mit UML-Zustandsdia-
grammen
Die objektorientierte Modellierung (sicherheitskritischer) Eisenbahnsysteme ([Ara05,
Ara03, Mas02, BBHP04, Ber06, BBHP06, BH06]) konzentriert sich zunehmend auf die
Verwendung der Uniﬁed Modelling Language (UML) oder dafür geschaﬀener Proﬁle,
da die UML den derzeitigen de-facto Standard (vgl. u.a. [Win05, Spe05, JRH+04b])
von Diagrammen und Methoden für objektorientierte Softwareentwicklung darstellt.
Auch die Version 2 der UML bietet noch keine durchgängig formale und vollständige
Fundierung (vgl. [FSKR05, JRH+04a]). Erst Einschränkungen, mathematische Fun-
dierungen oder Erweiterungen, wie sie im Forschungsprojekt OPRAIL ([HBPL07]) mit
der Safe UML ([HRW07]) oder in dieser Arbeit beschrieben werden, ermöglichen deren
Anwendung als ein formales Beschreibungsmittel.
Im Gegensatz zu den teilweise starken Einschränkungen, die mit der Abbildung von
UML-Zustandsdiagrammen auf Symbolic Transition Systems im OPRAIL-Projekt vor-
genommen werden, so dass z.B. eine Interleaving-Semantik eingeführt wird, bewahrt die
in dieser Arbeit beschriebene Transformation in kommunizierende Zustandsmaschinen
bzw. mehrfach erweiterte Kripke-Strukturen nicht nur die strukturellen Beziehungen
in UML-Zustandsdiagrammen im weitesten Sinn. Durch die gemeinsame Basis mit
den in Kapitel 3 beschriebenen Multi-Objektlogiken in Form von mehrfach erweiterten
Kripke-Strukturen besteht zudem die Möglichkeit einer formalen Veriﬁkation, die im
folgenden Kapitel betrachtet wird.
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Während bei der Anforderungsspeziﬁkation eines Systems dessen Beschreibung im Vor-
dergrund steht, ist der Nachweis der Gültigkeit der Anforderungen Φ am Systemmodell
M Gegenstand der Veriﬁkation. Somit kann die Veriﬁkation als Nachweisprozess ver-
standen werden, der zeigt, dass das System auf die richtige Art und Weise entwickelt
wird, während die Prüfung des Systems auf dessen Eignung für seinen Einsatzzweck
nach Balzert (vgl. [Bal98]) als Validierung bezeichnet wird.
Eine Veriﬁkation kann prinzipiell auf zwei Arten erfolgen. So besteht zum einen die
Möglichkeit, ein System am Ende des Entwicklungsprozesses zu veriﬁzieren. Ein of-
fensichtlicher Nachteil dieser Vorgehensweise besteht darin, dass die Beseitigung von
Fehlern, die in der Veriﬁkationsphase entdeckt werden, vielfach hohe Neuentwicklungs-
kosten verursachen. Boehm stellt bereits in [Boe81] heraus, dass sich die Kosten für
die Beseitigung eines Entwicklungsfehlers in Abhängigkeit von seinem Erkennungszeit-
punkt entwickeln; je später ein Fehler im Entwicklungsprozess detektiert wird, desto
teurer ist seine Beseitigung.
Ein anderer Veriﬁkationsansatz besteht durch Verfahren, die bereits während der Ent-
wicklung des Systems angewendet werden können. Auf diese Art und Weise kann si-
chergestellt werden, dass die einzelnen Teile eines Systems den an sie gestellten An-
forderungen genügen. Hierzu sind die Anforderungen Φ entsprechend mit den in den
einzelnen Entwicklungsphasen verwendeten Beschreibungsmittel zu formulieren. Für
diese Art der Veriﬁkation stehen Model Checker und Theorembeweiser zur Verfügung,
durch deren Hilfe Aussagen über Modelle — die Anforderungen an das System —
veriﬁziert werden können.
Wie bereits im Rahmen der Anforderungsspeziﬁkation erwähnt wurde, ist die direkte
Ableitung eines gesamten Systemmodells aus den Anforderungen in vielen Fällen un-
möglich. Selten kann auch nur für einzelne Komponenten oder Teile von diesen eine
Synthese aus den Anforderungen erfolgen.
Nachdem in den vorangegangenen Kapiteln Modelle zur Anforderungsspeziﬁkation und
zur Beschreibung des Systemverhaltens betrachtet wurden, werden an dieser Stelle
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Anforderungs- und Verhaltensspeziﬁkation kombiniert und gezeigt, wie das Systemmo-
dell veriﬁziert werden kann. Während für die Anforderungen eine Menge temporallo-
gischer Formeln Φ verwendet werden, werden UML-Zustandsdiagramme zur Beschrei-
bung des Verhaltens genutzt.
Mittels eines solchen formalen Verhaltensmodells besteht zum einen die Möglichkeit
einer Simulation oder Animation von Szenarien, die auf Basis der (formalen) Anfor-
derungen entwickelt worden sind. So können Reaktionen des fertigen Systems bereits
zu einem sehr frühen Zeitpunkt analysiert werden. Zum anderen bietet das Modell die
Möglichkeit zur Veriﬁkation in Form eines mathematischen Beweises, dass das Modell
eine bestimmte Speziﬁkation erfüllt.
Nach einer Betrachtung der Arbeitsweise von Theorembeweisern zur automatisierten
Unterstützung eines Beweises, dass ein Systemmodell korrekt aus der Anforderungs-
speziﬁkation abgeleitet wurde, werden Methoden des Model Checking und dazu ver-
wandter Techniken zur automatischen Veriﬁkation charakterisiert.
Im Rahmen dieser Betrachtung erfolgt eine Konzentration auf die Methode des Multi-
Object Checking, dessen Wurzeln auf CTL und LTL Model Checking zurückgehen.
Hierzu werden Erweiterungen von Multi-Object Checking vorgestellt, die dieses zum
einen um die Fähigkeit der Veriﬁkation von Systemen erweitern, in denen die Objekte
über gerichtete synchrone Kommunikation interagieren. Zusätzlich wird dargelegt, wie
Gegenbeispielszenarien generiert werden können, die die Behebung von Fehlern im
Systemmodell M erleichtern, wenn eine Prüfbedingung ϕ ∈ Φ zu falsch ausgewertet
wird.
Abschließend erfolgt eine Betrachtung von Multi-Object Checking im Rahmen einer
modellbasierten Testunterstützung. Hierdurch erfährt der Validierungsprozess dahin-
gehend Unterstützung, als dass Multi-Object Checking Veriﬁkationsergebnisse für die
Generierung von Testfällen adaptiert und automatisiert erzeugt werden können.
5.1 Theorembeweisen (Theorem Proving)
Veriﬁkationsbeweise sind zumeist sehr aufwendig und komplex, da es nahezu unmög-
lich ist, eine Beweiskette aus der Anforderungsmenge Φ zum Modell M intuitiv zu
bestimmen. Theorembeweiser (Theorem Prover) wie Isabelle/HOL ([ISA07, NPW02])
oder PVS ([PVS07]) unterstützen die Beweisführung, indem sie dem Benutzer zum
einen Veriﬁkationsschritte vorschlagen, den Beweis von Hilfssätzen anregen oder aber
versucht werden kann, die Beweisführung ausschließlich unter Zuhilfenahme bereitge-
stellter Beweisbibliotheken automatisch vorzunehmen.
Die Herleitung eines Sachverhaltes — in diesem Fall die Existenz des Modells M aus
einer Menge gegebener Anforderungen Φ — kann hierbei unter Anwendung diverser
Beweisregeln wie dem direkten oder indirekten Schluss oder der vollständigen Induktion
erfolgen. Da die automatische Beweisführung nur unter der Voraussetzung, dass das von
den Beweisbibliotheken des Theorembeweisers zur Verfügung gestellte Wissen in Form
implementierter Beweisregeln ausreichend ist, erfolgreich angewendet werden kann, er-
folgt die Führung eines Veriﬁkationsbeweises zumeist in Interaktion mit dem Benutzer.
Insbesondere die Auswahl oder die Erweiterung geeigneter Beweisbibliotheken obligen
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diesem, um eine automatische oder unterstützte Beweisführung zu ermöglichen.
Die Beweisführung mittels eines Theorembeweisers kann auf zwei verschiedene Arten
bzw. in zwei verschiedenen Richtungen erfolgen. Die erste Variante besteht darin, den
Beweis in Form von Vorwärtsbeweisen — von der Anforderungsmenge Φ Richtung Mo-
dell M — zu führen. Alternativ kann der Beweis durch Rückwärtsbeweise erfolgen, so
dass Zwischenbeweise, die die Ableitung von M ermöglichen, herzuleiten sind, bis dass
schließlich über weitere Rückwärtsbeweise eine Beweiskette von der Anforderungsmen-
ge Φ bis zum Modell M entstanden ist.
Wie bereits erwähnt, verwenden Theorembeweiser unterschiedliche Methoden, um ei-
ne automatische oder unterstützte Beweisführung durchzuführen. Die Tableaumethode
kann hierbei als eine Art Widerspruchsbeweis verstanden werden. Nach Generierung
von Unterfällen werden in einer Fallunterscheidung schließlich elementare Widersprüche
aufgezeigt. Die notwendigen Fallunterscheidungen werden hierzu aus der Annahme ge-
neriert. Die Beweisstruktur entspricht einem endlichverzweigten Baum, dessen Blätter
markierte Behauptungen enthalten und dessen innere Knoten die Fallunterscheidungen
bilden.
Für einen automatischen Beweis unter Verwendung der Tableaumethode bilden sowohl
die Anforderungen Φ als auch das Modell M — in negierter Form — die Wurzel des
Baumes. Im Anschluß werden die Anforderungen betrachtet, eine ausgewählt und eine
Fallunterscheidung in Form von Kindknoten unterhalb der Wurzel formuliert. Dieses
Verfahren wird auf jeden Kindknoten angewendet, bis ein Knoten in Bezug auf das
ModellM zu einemWiderspruch geführt werden kann, so dass ein Blattknoten entsteht.
Liegt für alle Blattknoten ein Widerspruch vor, wird durch die Tableaumethode die
Herleitbarkeit von M aus Φ gezeigt.
Theorembeweiser sind in diverse Klassen einteilbar. Hier soll lediglich eine Unterschei-
dung in Theorembeweiser für Prädikatenlogik erster Stufe (First-Order Logic — FOL)
sowie in Theorembeweiser für Logiken höherer Ordnung (Higher-Order Logics — HOL)
erfolgen. ACL2 ([KMM00b, KMM00a]), Waldmeister ([Wal07]) oder Prover9 ([Pro07])
seien als Beispiele für Theorembeweiser der ersten Klasse genannt. Theorembeweiser
wie Coq ([COQ07]), PVS ([PVS07]) oder Isabelle/HOL ([ISA07, NPW02]) für Logiken
höherer Ordnung implementieren nicht nur einen Theorembeweiser für Prädikatenlogik
erster Stufe sondern verfügen über Erweiterungen des λ-Kalküls. Generische Theorem-
beweiser wie Isabelle/HOL unterstützen diverse Logiken wie FOL, HOL, LCF (Logic
of Computational Functions), FOLP (FOL mit Proof Terms) etc. zur Formulierung
von Modell und Anforderungen.
Die Verwendung von Theorembeweisern ist vielfältig. So verwendet Pavlovic Isabel-
le/HOL in [Pav05] zur Veriﬁkation eines Achszählverfahrens. Auch die Veriﬁkation
des Java Bytecode Veriﬁers (JBV) durch Klein erfolgte unter Verwendung von Isabel-
le/HOL (vgl. hierzu [Kle03]). Im Bereich der Hardwareveriﬁkation erfolgte die Veri-
ﬁkation eines IEEE-Standards für Gleitpunktzahlen (IEEE-854) für unterschiedliche
Schaltkreise in [Jac02, BJ01, Car95]. Der Theorembeweiser Coq wurde unter anderem
zum Beweis des Gödelschen Unvollständigkeitssatzes in [O’C05] und zur Beschreibung
eines veriﬁzierten Model Checkers für den modalen µ-Kalkül in [Spr98] verwendet.
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5.2 Model Checking
Theorembeweiser erfordern zumeist eine Interaktion mit dem Benutzer, wenn ein au-
tomatischer Schluss im Beweisprozess unmöglich ist, wohingegen Model Checker eine
Methode zur vollständig automatisierten Veriﬁkation zur Verfügung stellen. Im Ge-
gensatz zu Theorembeweisern, mit deren Hilfe Probleme über nahezu beliebigen Logi-
ken formuliert und veriﬁziert werden können, ist das Anwendungsgebiet eines Model
Checkers klar eingegrenzt.
Während das zu veriﬁzierende Modell M in Form eines Zustandsübergangssystems,
welches intern als Kripke-Struktur dargestellt ist, vorliegen muss, erfolgt die Formu-
lierung von Anforderungen Φ zumeist mittels temporaler Logiken wie CTL oder LTL.
CTL erweist sich im Vergleich dieser Logiken als für eine algorithmische Behandlung
wesentlich besser geeignet als LTL (vgl. Kapitel 3). Demgegenüber erscheint LTL dem
Anwender nach Vardi als leichter verständlich (vgl. [Var01]) und ermöglicht die Spezi-
ﬁkation von Lebendigkeitseigenschaften, die mit CTL nicht ausdrückbar sind.
Im Gegensatz zur Ableitung des Modells aus den Anforderungen durch einen Theorem-
beweiser überprüft ein Model Checker, ob das Modell M die einzelnen Formeln ϕ ∈ Φ
erfüllt. Aus der Gültigkeit aller Formeln ϕ wird schließlich geschlossen, dass das Modell
M die Anforderungen in Φ erfüllt.
Nach Eingabe des Modells und der zu überprüfenden Speziﬁkation berechnet ein Model
Checker, ob die Speziﬁkation in dem Modell gültig ist. Hierzu muss gegebenenfalls der
gesamte Zustandsraum aus allen Zuständen sowie der ausführbaren Zustandsübergänge
durchsucht werden. Verläuft die Berechnung negativ, werden üblicherweise Gegenbei-
spiele ausgegeben, die eine speziﬁkationsverletzende Ausführung des Modells illustrie-
ren und die Ursache für die Verletzung der Prüfbedingung erkennen lassen. Bei positi-
vem Verlauf wird nur ein wahr zurückgeliefert. Dieses algorithmische Verfahren wurde
in den 80er-Jahren unabhängig voneinander durch Clarke und Emerson in [CE82] und
Quielle und Sifakis in [QS81] beschrieben.
Für Model Checking existieren drei unterschiedliche Ansätze: Explicit State Model
Checking, Symbolic Model Checking und Bounded Model Checking. Während Explicit
State Model Checking die Gültigkeit der Prüfbedingung für das Modell explorativ über-
prüft, kann Symbolic Model Checking als Fixpunktberechnung charakterisiert werden.
Im Gegensatz zu diesen Ansätzen überprüft Bounded Model Checking nicht den ge-
samten Zustandsraum sondern betrachtet nur eine endliche Anzahl von Entwicklungen
des Modells, wodurch die Grenze (Bound) festgelegt wird.
Nach der Beschreibung eines allgemeinen Model Checking Verfahrens wird zunächst
Symbolic Model Checking detaillierter betrachtet. Hierbei erfolgt eine Konzentration
auf die Darstellung von CTL Model Checking, da für LTL Model Checking Redukti-
onsverfahren auf CTL Model Checking mit Fairness existieren. Während beim Expli-
cit State Model Checking zu einer gegebenen Formel sämtliche Zustände betrachtet
werden, berechnet Symbolic Model Checking nur die Zustände der Kripke-Struktur, in
denen die Prüfbedingung gültig ist. Nach einer Vorstellung grundlegender Algorithmen
des Explicit State Model Checking für CTL-Formeln erfolgt eine Charakterisierung von
Bounded Model Checking, welches auf einer Transformation in ein Erfüllbarkeitspro-
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blem basiert.
Die Berechnung für eine Prüfbedingung erfolgt sukzessive, indem mit den Zuständen
begonnen wird, in denen atomare Aussagen gültig sind. Während die atomaren Aussa-
gen unmittelbar aus der Belegung bzw. Markierung eines Zustands abgelesen werden
können, erfolgt die Berechnung der jeweiligen temporallogischen Konstrukte von in-
nen nach außen. Aussagenlogische Konstrukte wie ∨ oder ¬ werden entsprechend ihrer
Semantik gehandhabt. Zur Veriﬁkation einer Prüfbedingung ϕ ∨ ψ werden somit
sämtliche Zustände der Kripke-Struktur markiert, die durch die Labelfunktion L der
Kripke-Struktur mit ϕ, ψ oder ϕ und ψ markiert sind. Zustände, die nicht mit dem
Label ϕ versehen sind, werden mit ¬ϕ markiert. Analog wird für ψ verfahren. Die
grundlegende Markierungsfunktion lautet damit wie folgt.
Algorithmus 5.1 Basismarkierungsfunktion
function LABEL(φ)
begin
case
φ = ⊥ : return ∅;
φ ∈ P : return {s ∈ S | φ ∈ L(s)};
φ = ¬ϕ : return S \ LABEL(ϕ);
φ = ϕ ∨ ψ : return LABEL(ϕ) ∪ LABEL(ψ);
esac
end
5.2.1 CTL Model Checking
Die weitere Betrachtung des Markierungsalgorithmus konzentriert sich auf auf CTL
Model Checking, für das eﬃziente Algorithmen existieren, bevor auf LTLModel Checking
näher eingegangen wird. Hierzu ist die Markierungsfunktion zur Markierung der Zu-
stände, für die Formeln EX ϕ, AX ϕ, E[ϕ U ψ] und A[ϕ U ψ] entsprechend zu erweitern.
Die Formeln EX ϕ und AX ϕ sind jeweils unmittelbar auswertbar, sobald ein oder alle
Folgezustände s′ eines Zustands s für s, s′ ∈ S markiert sind. Der Markierungsalgo-
rithmus wird somit wie folgt um zwei weitere Fälle ergänzt.
Algorithmus 5.2 Basismarkierungsfunktion — Erweiterung
function LABEL(φ)
begin
case
. . .
φ = EX ϕ : return {s | ∃s mit (s, s′) ∈ R : s′ ∈ LABEL(ϕ)};
φ = AX ϕ : return {s | ∀s mit (s, s′) ∈ R : s′ ∈ LABEL(ϕ)};
esac
end
Für die Konnektoren EU und AU bzw. damit beschriebene Formeln E[ϕ U ψ] und
A[ϕ U ψ] ist keine unmittelbare Auswertung möglich. In der Literatur werden un-
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terschiedliche Algorithmen zur Bestimmung der zu markierenden Zustände angegeben.
Vor der Betrachtung eﬃzienter Algorithmen auf der Basis starker Zusammenhangskom-
ponenten1 werden elementare Markierungsfunktionen für E[ϕ U ψ] respektive A[ϕ U ψ]
angegeben.
Zur Bestimmung der mit E[ϕ U ψ] zu markierenden Zustände werden sämtliche Zustän-
de, die bereits durch ψ markiert sind, ebenfalls mit E[ϕ U ψ] beschriftet. Im Anschluss
werden ebenfalls jene Zustände durch E[ϕ U ψ] markiert, die durch ϕ beschriftet sind
und von denen ein Nachfolgezustand bereits das Label E[ϕ U ψ] trägt. Dieser Schritt
wird solange wiederholt, bis schließlich keine weiteren Zustände markierbar sind. Diese
Vorgehensweise ist in der folgenden Markierungsfunktion für E[ϕ U ψ] festgehalten.
Algorithmus 5.3 Markierungsfunktion für E[ϕ U ψ]
function LABELE[ϕ U ψ](ϕ, ψ)
variable A,B,C;
begin
A := LABEL(ϕ); B := LABEL(ψ); C := S;
while C 6= B do
C := B;
B := B ∪ (A ∩ {s | ∃s′ ∈ B mit (s, s′) ∈ R});
end while
return B;
end
Nahezu analog können die Zustände markiert werden, in denen die Formel A[ϕ U ψ]
gilt; es muss jedoch darauf geachtet werden, dass alle Folgezustände mit A[ϕ U ψ]
beschriftet sein müssen. Die Markierungsfunktion für A[ϕ U ψ] lautet damit wie folgt.
Algorithmus 5.4 Markierungsfunktion für A[ϕ U ψ]
function LABELA[ϕ U ψ](ϕ, ψ)
variable A,B,C;
begin
A := LABEL(ϕ); B := LABEL(ψ); C := S;
while C 6= B do
C := B;
B := B ∪ (A ∩ {s | ∀s′ ∈ B mit (s, s′) ∈ R});
end while
return B;
end
Die Markierung der gültigen Zustände der UNTIL-Formeln E[ϕ U ψ] und A[ϕ U ψ]
erfolgt rückwärts entlang der Zustandsübergangsrelation. Es werden zunächst alle Zu-
stände markiert, die die Formel ψ erfüllen. Von da an werden nur die Zustände hinzu-
genommen, für die ein (E[ϕ U ψ])- bzw. alle (A[ϕ U ψ])-Nachfolger die Formel E[ϕ U ψ]
1Ein gerichteter Graph, in dem jeder Knoten von jedem anderen aus durch einen Pfad erreich-
bar ist, heißt stark zusammenhängend (strongly connected). Eine starke Zusammenhangskomponente
(strongly connected component — SCC) ist ein maximaler stark zusammenhängender Teilgraph.
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bzw. A[ϕ U ψ] erfüllen und in denen ϕ (repräsentiert durch die Menge A) Gültigkeit
besitzt. Die Iteration bricht jeweils ab, wenn keine neuen Zustände mehr beschriftet
werden.
Das Verfahren terminiert immer, da auf einer endlichen Anzahl von Zuständen operiert
wird und sich nach der Markierungsberechnung eines jeden Zustands die Anzahl der
beschrifteten Zustände im letzten Schritt nicht mehr erhöhen kann. Durch Erweiterung
der Markierungsfunktion LABEL zur Bestimmung der Markierungen für die Formeln
E[ϕ U ψ] und A[ϕ U ψ] lautet der vollständige Markierungsalgorithmus damit wie folgt.
Algorithmus 5.5 Markierungsfunktion
function LABEL(φ)
begin
case
φ = ⊥ : return ∅;
φ ∈ P : return {s ∈ S | φ ∈ L(s)};
φ = ¬ϕ : return S \ LABEL(ϕ);
φ = ϕ ∨ ψ : return LABEL(ϕ) ∪ LABEL(ψ);
φ = EX ϕ : return {s | ∃s mit (s, s′) ∈ R : s′ ∈ LABEL(ϕ)};
φ = AX ϕ : return {s | ∀s mit (s, s′) ∈ R : s′ ∈ LABEL(ϕ)};
φ = E[ϕ U ψ] : return LABELE[ϕ U ψ](ϕ, ψ);
φ = A[ϕ U ψ] : return LABELA[ϕ U ψ](ϕ, ψ);
esac
end
Dieser Ansatz besitzt eine Zeitkomplexität von O(k×|S|×(|S|+|R|)), wobei k der An-
zahl der Junktoren in einer CTL-Formel entspricht. Unter Ausnutzung der folgenden,
für CTL-Formeln geltenden Äquivalenzen (vgl. [HR00]), kann CTL Model Checking
auf die Betrachtung von drei temporallogischen Quantoren reduziert sowie die Lauf-
zeitkomplexität verringert werden.
• A[ϕ U ψ] = ¬(E[¬ϕ U (¬ϕ ∧ ¬ψ)] ∨ EG(¬ψ))
• AX ϕ = ¬EX ¬ϕ
• AG ϕ = ¬EF ¬ϕ
• AF ϕ = A[⊤ U ϕ]
In der Literatur wird zumeist die Operatorenmenge EX, EU und EG als adäquate Menge
zur Syntaxbeschreibung von CTL-Formeln verwendet, da zur Berechnung einer Formel
EG ϕ ein eﬃzienter Algorithmus existiert. Dieser Algorithmus verwendet echte, starke
Zusammenhangskomponenten, über denen dann EG ϕ ausgewertet wird. Starke Zu-
sammenhangskomponenten sind wie folgt deﬁniert.
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Definition 5.6 Starke Zusammenhangskomponente
Ein gerichteter Graph G, in dem jeder Knoten v von jedem anderen Knoten v′
aus durch einen Pfad p erreichbar ist, heißt stark zusammenhängend (strongly
connected).
Eine starke Zusammenhangskomponente (strongly connected component — SCC)
ist ein maximaler stark zusammenhängender Teilgraph von G. Eine starke Zu-
sammenhangskomponente heißt echt, wenn sie nichtleere Pfade enthält.
Starke Zusammenhangskomponenten bilden mit der Erreichbarkeitsrelation als
Kantenrelation einen azyklischen Graphen, der SCC-Zerlegung des Graphen G
genannt wird.
Ein Zustand s einer Kripke-Struktur wird mehrfach von dem gleichen Pfad p erreicht,
wenn s auf einer Schleife liegt. Somit gehört s zur gleichen starken Zusammenhangs-
komponente und es ist zur Markierung der Zustände s ∈ S, in denen EG ϕ gilt, ausrei-
chend, die Betrachtung auf die Zustände S ′ zu reduzieren, die bereits durch ϕ markiert
sind.
Algorithmus 5.7 Markierungsfunktion für EG ϕ
function LABELEG ϕ(ϕ)
variable S ′, SCC, T,SEG ϕ;
begin
S ′ := {s ∈ S | ϕ ∈ L(s)};
SEG ϕ := S ′;
SCC := {C | C ist echte SCC von S ′};
T :=
⋃
C∈SCC{s | s ∈ C};
for all s′ ∈ T do
L(s′) := L(s′) ∪ {EG ϕ};
SEG ϕ := SEG ϕ ∪ {s′};
end for
while T 6= ∅ do
wa¨hle s ∈ T ;
T := T \ {s};
for all s′′ mit s′′ ∈ S ′ und (s′′, s) ∈ R do
if EG ϕ /∈ label(s) then
L(s′′) := L(s′′) ∪ {EG ϕ};
SEG ϕ := SEG ϕ ∪ {s′′};
T := T ∪ {s′′};
end if
end for
end while
return SEG ϕ;
end
Der vorangegangene Algorithmus markiert zuerst die Zustände s′ in echten SCCs von
S ′ mit EG ϕ. Im Anschluss werden rückwärts all jene Zustände s′′ ∈ S ′ gekennzeichnet,
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von denen eine Transition zu einem bereits mit EG ϕ markierten Zustand s besteht. Da
durch den Tarjan-Algorithmus ([Tar72]) SCCs in linearer Zeit, O(|S|+ |R|), bestimmt
werden können, reduziert dies den Gesamtmarkierungsaufwand auf die Größenordnung
von O(k×(|S|+|R|)), wobei k der Anzahl der Junktoren in der CTL-Formel entspricht.
Für die Veriﬁkation eines Modells M gegen eine in Form von CTL-Formeln gegebene
Anforderungsmenge Φ ist es nach vollständiger Markierung aller Zustände ausreichend
zu zeigen, dass für alle Anforderungen ϕ ∈ Φ die Erfüllbarkeit von ϕ im Startzustand
s0 von M gilt: Ist s0 mit ϕ markiert, ist M, s0  ϕ erfüllt.
5.2.2 Symbolic CTL Model Checking
Der Begriﬀ des Symbolischen Model Checkings (Symbolic Model Checking) wurde
durch die Dissertation von Ken McMillan ([McM92]) geprägt. McMillan verwendet ei-
ne Variante der binären Entscheidungsdiagramme (Reduced Ordered Binary Decision
Diagrams — ROBDDs), um eine kompakte Darstellung von Zuständen und Zustands-
übergängen der Kripke-Struktur zu erzielen. Durch die Verwendung von Symbolischem
Model Checking können wesentlich größere Zustandsräume als bei Explicit State Model
Checking betrachtet werden, da deutlich größere Anzahlen von Zuständen im Haupt-
speicher eﬃzient bearbeitet werden können.
Die Darstellung von Kripke-Strukturen durch zunächst binäre Entscheidungsdiagram-
me bzw. Entscheidungsbäume (BDD) geht auf die Arbeiten von Lee ([Lee59]) und Akers
([Ake78]) zurück. Während die Menge der Zustände S in Form von Bit-Vektoren durch
eine Abbildung [[ ]] : S → {0, 1}n codiert ist, wird die Transitionsrelation R durch eine
charakteristische Funktion fR wie folgt dargestellt.
fR(s, s
′) =

1 für (s, s
′) ∈ R
0 sonst
Die charakteristische Funktion fR kann dann wiederum in Form eines binären Ent-
scheidungsdiagramms als BDD BR dargestellt werden. Hierzu werden die einzelnen
Bit-Vektoren des Start- und Zielzustands einer Transition r := (s, s′) mit r ∈ R bit-
weise betrachtet. Seien [[s]] und [[s′]] die Bit-Vektoren der Zustände s und s′, so ist [[s]]
aus den Bits b0b1 . . . bk zusammengesetzt, wohingegen die Bits b′0b
′
1 . . . b
′
k den Zustand
[[s′]] darstellen. Die Anordnung dieser Bits in einer festen Reihenfolge in einem Ent-
scheidungsbaum mit einer Identiﬁkation des rechten Nachfolgers als gesetztes Bit (1)
bzw. linkem Nachfolger als nicht gesetztes Bit (0) ermöglicht dann die Speicherung des
Wertes der charakteristischen Funktion in den Blättern des Baumes. Die Berechnung
eines bestimmten Funktionswertes entspricht damit einem Durchlauf des Baumes von
der Wurzel bis zu einem der Blätter.
Die auf diese Art und Weise generierten Entscheidungsbäume tragen jedoch noch nicht
zu einer Reduktion des Speicherbedarfes bei, da sie Redundanzen enthalten. Diese Ent-
fernung der Redundanzen zur Gewinnung einer kanonischen Form für eine bestimmte
Variablenanordnung wird in der Literatur auch als Minimierung bezeichnet und ist erst-
mals von Bryant in [Bry86] beschrieben worden. Das Minimierungsverfahren verläuft
wie folgt.
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Algorithmus 5.8 Minimierung eines OBDD
procedure MINIMIZE(B)
begin
Ersetze alle 0-Blätter und alle 1-Blätter durch jeweils ein einzelnes 0-Blatt
bzw. 1-Blatt.
while (Es gibt einen Knoten s ∈ B, von dem beide ausgehenden Kanten
zum selben Knoten s′ verlaufen, oder es gibt Knoten s, s′, s′′ ∈ B bei denen
sowohl die 1-Kanten als auch die 0-Kanten von s und s′ zu s′′ führen.) do
if (Es gibt einen Knoten s ∈ B, von dem beide ausgehenden Kanten zum
selben Knoten s′ verlaufen.) then
Entferne den Knoten s (und leite die eingehenden Kanten entsprechend
um).
end if
if (Es gibt Knoten s, s′, s′′ ∈ B, bei denen sowohl die 1-Kanten als auch
die 0-Kanten von s und s′ zu s′′ führen.) then
Verschmelze s und s′.
end if
end while
end
Die Minimierung, die in Beispiel 5.9 über die Abbildung der Kripke-Struktur zur Be-
schreibung der Änderung der Weichenlage in einen ROBDD illustriert wird, transfor-
miert dabei den eigentlichen Baum in einem gerichteten azyklischen Graphen, der in der
Literatur als reduziertes, geordnetes, binäres Entscheidungsdiagramm (ROBDD) be-
zeichnet wird. Der Algorithmus erhält dabei die festgelegte Reihenfolge der Variablen.
Die Größe des erzeugten ROBDD ist somit von der gewählten Variablenreihenfolge ab-
hängig. Das Auﬃnden der am besten für diese Aufgabe geeigneten Variablenreihenfolge
ist jedoch NP-vollständig, so dass nur heuristische Verfahren für eine möglichst starke
Komprimierung des ROBDD Verwendung ﬁnden können.
Beispiel 5.9 Transformation einer Kripke-Struktur in einen ROBDD
Gegeben sei die Kripke-Struktur aus Beispiel 3.2 (vgl. folgende Abbildung).
Abbildung 5.1: Kripke-Struktur zur Beschreibung der Änderung der Weichenlage.
Der erste Schritt der Transformation besteht darin, die Zustände wie folgt auf
Bit-Vektoren abzubilden.
S = {links, linksfrei , umlaufend1, umlaufend2, rechtsfrei , rechts}
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⇓ [[ ]]
[[links]] := 000; [[linksfrei]] := 001; [[umlaufend1]] := 010;
[[umlaufend2]] := 011; [[rechtsfrei ]] := 100; [[rechts]] := 101
Im zweiten Schritt wird entsprechend der Zustandsübergangsrelation R das in-
itiale geordnete, binäre Entscheidungsdiagramm, in dem eine gestrichelte Kante
anzeigt, dass das zugehörige Bit nicht gesetzt ist, generiert, während eine durch-
gezogene Kante das gesetzte Bit symbolisiert.
R = {(linksfrei, links), (links, linksfrei), (rechtsfrei , rechts), (rechts, rechtsfrei),
(linksfrei, umlaufend1), (umlaufend1, rechtsfrei), (rechtsfrei , umlaufend2),
(umlaufend2, linksfrei)}
⇓ BR
b0
b1 b1
b2 b2 b2 b2
b′0 b
′
0 b
′
0 b
′
0 b
′
0 b
′
0 b
′
0 b
′
0
b′1 b
′
1 b
′
1 b
′
1 b
′
1 b
′
1 b
′
1 b
′
1 b
′
1 b
′
1 b
′
1 b
′
1 b
′
1 b
′
1 b
′
1 b
′
1
b′2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2 b
′
2
0100000010100000010010000000000000010100000010000000000000000000
Abschließend erfolgt im dritten Schritt die Minimierung des geordneten, binären
Entscheidungsdiagramms ⇒ BRmin .
b0
b1 b1
b2 b2 b2
b′0 b
′
0b
′
0 b
′
0
b′1 b
′
1 b
′
1
b′2 b
′
2
1 0
Zur Anwendung von symbolischem CTL Model Checking werden nach [HR00, McM92]
die Bit-Vektoren der Zustandscodierung aus den Markierungen L abgeleitet. Hierzu ist
sicherzustellen, dass keine zwei Zustände s, s′ ∈ S identische Markierungen besitzen.
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Dies kann gegebenenfalls durch Erweiterung der Prädikate P erfolgen. Im Folgenden
soll Bp den ROBDD bezeichnen, der das Prädikat p ∈ P beschreibt.
Weiterhin werden die Anfangszustände S0 und schließlich die zu überprüfende CTL
Formel ϕ durch ROBDDs BS0 und Bϕ codiert. Um die Frage zu beantworten, ob das
durch die Kripke-Struktur EKS bzw. die daraus abgeleiteten OBDDs beschriebene
Modell eine Prüfbedingung ϕ erfüllen, ist lediglich zu überprüfen, ob die Menge der
Startzustände S0 eine Teilmenge der Zustände ist. Dies entspricht der Antwort auf
die Frage: Gilt BS0 ⇒ Bϕ? Diese Überprüfung kann durch Anwendung der in [HR00,
McM92] beschriebenen Algorithmen, die in den Model Checkern SMV ([McM92]) und
NuSMV ([CCG+02]) bzw. den dort verwendeten Programmbibliotheken realisiert sind,
erfolgen.
5.2.3 LTL Model Checking mit Büchi-Automaten
Die Überprüfung, ob ein Modell M eine LTL Prüfbedingung φ erfüllt, kann auf un-
terschiedliche Arten erfolgen. Der auf den Arbeiten von [EL87, WVS83] entwickelte
automaten-theoretische Ansatz basiert darauf, dass die Prüfbedingung in einen endli-
chen erkennenden Automaten übersetzt wird, der genau die Zustandsfolgen akzeptiert,
die einen gültigen Ablauf des Modells darstellen. Das Modell, welches selbst durch einen
endlichen erkennenden Automaten beschrieben wird, erfüllt genau dann die Prüfbedin-
gung, wenn die Sprache, die durch den Automaten des Modells beschrieben wird, eine
Teilmenge der Sprache ist, die von der Prüfbedingung beschrieben wird. Die Beschrei-
bung von Modell M und Prüfbedingung φ wird durch Büchi-Automaten, einer speziel-
len Form der ω-Automaten, vorgenommen. Büchi-Automaten sind wie folgt deﬁniert.
Definition 5.10 Büchi-Automat
Ein Modell BA = (S,∆,R,L,S⊙) mit
• S : endliche Menge der Zustände mit s0 ∈ S als Startzustand
• ∆ : endliche Menge von Zeichen, das Eingabealphabet
• R ⊆ S × S : Zustandsübergangsrelation
• L : S → ∆ : Markierungsfunktion
• S⊙ ⊆ S : Menge der akzeptierenden Zustände (Endzustände)
heißt Büchi-Automat.
Die unendliche Sequenz ρmit ρ = s0s1 . . . von Zuständen mit (si, s′i) ∈ R für i ≥ 0 wird
auch als Lauf über einem Büchi-Automaten BA bezeichnet. Büchi-Automaten erkennen
ein Wort aus Zeichen δ ∈ ∆ und damit einen gültigen Lauf, wenn ein Endzustand
s⊙ ∈ S⊙ unendlich oft durchlaufen wird.
Nach [WVS83] kann jede LTL-Formel φ in einen Büchi-Automaten BAφ über dem Ein-
gabealphabet der Prädikate in P (∆ = 2P) transformiert werden. Ein Büchi-Automat
BAφ beschreibt damit die unendlichen Sequenzen von Mengen atomarer Aussagen, die
die LTL-Formel φ erfüllen.
Für die Veriﬁkation, ob ein Modell M der LTL-Prüfbedingung φ genügt, wird anstatt
des PSPACE-vollständigen und damit ineﬃzienten direkten Vergleichs, der durch die
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Büchi-Automaten des Modells (BAM) und der Prüfbedingung (BAφ) beschriebenen
Sprachen, die Negation der Prüfbedingung betrachtet. Hierzu wird zuerst die synchrone
Komposition der Büchi-Automaten BAM und BA¬φ gebildet. Entspricht die durch diese
Komposition beschriebene Sprache der leeren Menge, so weist das Modell M nicht
das durch BA¬φ beschriebene, ungewünschte Verhalten ¬φ auf. Daraus kann gefolgert
werden, dass M damit φ erfüllt.
Um zu zeigen, dass der durch die Komposition entstandene Büchi-Automat ausschließ-
lich die leere Sprache akzeptiert, ist ein Zyklus in M zu identiﬁzieren, der einen End-
zustand s⊙ ∈ S⊙ beinhaltet. Wird ein solcher Zyklus gefunden, bedeutet dies, dass
ein Wort über ∆ entlang des Pfades über diesen Zyklus akzeptiert wird und damit die
Sprache des komponierten Büchi-Automaten nicht leer ist. Damit schlägt die Veriﬁka-
tion fehl und liefert ein Gegenbeispiel in Form des gefundenen Pfades. Nach Emerson
und Lei [EL87] kann ein solcher Zyklus in linearer Zeit gefunden werden, so dass sich
die Gesamtkomplexität aus der Komposition der Automaten von Modell und Prüfbe-
dingung ergibt. Im schlimmsten Fall müssen 2|ϕ| Knoten im Büchi-Automaten BA¬ϕ
mit Mengen von Unterformeln markiert werden. Damit beträgt der Gesamtaufwand
O(|S| × 2|ϕ|).
LTL Model Checking wird unter anderem von den Model Checkern SPIN ([Hol97]),
SMV ([McM92]) und NuSMV ([CCG+02]) unterstützt. SPIN basiert auf dem zuvor
beschriebenen automaten-theoretischen Ansatz und stellt eine Veriﬁkationsumgebung
zur Verfügung, die eine eigene Modellierungssprache (PROMELA) beinhaltet, die ins-
besondere die Veriﬁkation von Kommunikationsprotokollen unterstützt. PROMELA
ermöglicht es synchrone und asynchrone Kommunikationskanäle zu speziﬁzieren, über
die ein Datenaustausch erfolgen kann.
Die Speziﬁkation der Prüfbedingungen erfolgt ebenfalls in PROMELA, wobei der
Büchi-Automat automatisiert aus einer LTL-Formel synthetisiert werden kann. SPIN
unterstützt zudem eine eﬃziente Veriﬁkation von LTL-Formeln unter Anwendung einer
Halbordnungsreduktion (partial order reduction). Führen in einem Modell unabhän-
gige, nebenläuﬁge Schritte in beliebiger Reihenfolge von einem Zustand s in einen
anderen Zustand s′, ist unter Verwendung der Halbordnungsreduktion im Rahmen der
Veriﬁkation lediglich einer dieser Pfade von s zu s′ zu betrachten.
Halbordnungsreduktionsverfahren, welche während der Veriﬁkation (on-the-ﬂy) ange-
wendet werden können, basieren auf stotternd äquivalenten Modellen. Zwei Modelle
M,M ′ sind anschaulich dann stotternd äquivalent, wenn sämtliche Teilpfade der bei-
den Modelle die gleiche Reihenfolge besitzen und sich die Teilpfade höchstens in der
Anzahl der Wiederholung einzelner Zustände innerhalb der Teilpfade unterscheiden.
Für LTL-Formeln ϕ ohne Verwendung des neXt-Operators (LTL−X) kann gezeigt wer-
den, dass deren Gültigkeit auf einem stotternd äquivalenten Modell M ′ von M die
Gültigkeit von ϕ in M impliziert. Der Model Checker SPIN besitzt eine entsprechende
Unterstützung für die Anwendung von Halbordnungsreduktionen. Die Model Checker
SMV und NuSMV bieten keine direkte Unterstützung für LTL Model Checking son-
dern führen eine Transformation auf ein CTL Model Checking Problem mit Fairness
durch, die im folgenden Abschnitt betrachtet wird.
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5.2.4 Symbolic LTL Model Checking
Die Verwendung des Begriﬀs Symbolic LTL Model Checking, welcher durch Clarke et
al. in [CGH97] geprägt wurde, assoziiert im Hinblick auf Symbolic CTL Model Checking
wiederum die Verwendung von binären Entscheidungsdiagrammen als Repräsentation
von ModellM und Prüfbedingung ϕ unter Anwendung von LTL Model Checking. Diese
Ableitung ist insofern richtig, als dass die Darstellung des Modells M und Prüfbedin-
gung ϕ in Form von OBDDs erfolgt. Andererseits verfolgt der in [CGH97] vorgestellte
Ansatz kein LTL Model Checking auf Basis von Büchi-Automaten sondern basiert auf
CTL Model Checking mit Fairness der Komposition MT des Modells M und einer
Kripke-Struktur T , der sogenannten Tableaudarstellung einer Prüfbedingung ϕ.
Für die Bestimmung der Kripke-Struktur T des Tableaus einer Prüfbedingung ϕ ver-
wenden [CGH97] in Anlehnung an [BCM+92] elementare Unterformeln el(ϕ), die wie
folgt deﬁniert sind.
Definition 5.11 Elementare Unterformeln
Die Menge el(ϕ) mit
• el(ϕ) := {ϕ} gdw. ϕ ∈ P.
• el(¬ϕ) := el(ϕ).
• el(ϕ ∨ ψ) := el(ϕ) ∪ el(ψ).
• el(X ϕ) := {X ϕ} ∪ el(ϕ).
• el(ϕ U ψ) := {X (ϕ U ψ)} ∪ el(ϕ) ∪ el(ψ).
beschreibt die elementaren Unterformeln von ϕ rekursiv.
Damit ergibt sich die Menge der Zustände ST der Kripke-Struktur T als ST := 2el(ϕ). Als
Markierungsfunktion fungiert analog zur Deﬁnition einer Kripke-Struktur in Kapitel
3.1 die Funktion LT (s) mit LT : S → 2P , die jedem Zustand s ∈ ST eine Menge der
gültigen atomaren Aussagen zuordnet. Die Beschreibung der Transitionsrelation erfolgt
von Clarke et al. ([CGH97]) mit Hilfe der Funktion sat(ϕ) wie folgt.
Definition 5.12 Transitionsrelation des Tableaus
Die Funktion sat(ϕ) mit
• sat(ϕ) := {s | ϕ ∈ s} mit ϕ ∈ el(φ).
• sat(¬ϕ) := {s | ϕ /∈ sat(ϕ)}.
• sat(ϕ ∨ ψ) := sat(ϕ) ∪ sat(ψ).
• sat(ϕ U ψ) := sat(ψ) ∪ (sat(ϕ) ∩ sat(X (g U ψ))).
bestimmt die Menge der Zustände aus ST , in denen die elementare Unterformel
ϕ von φ in ST erfüllt ist. Damit bildet
RT (s, s
′) =
∧
Xϕ∈el(φ)
s ∈ sat(X g)⇔ s′ ∈ sat(ϕ)
die Transitionsrelation der Kripke-Struktur T .
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Die auf diese Art und Weise bestimmte Transitionsrelation RT besitzt nicht die Fä-
higkeit die Gültigkeit von Formeln, die eine Möglichkeit beschreiben, auszudrücken, so
dass in [CGH97] für jede Unterformel ϕ U ψ von φ die Gültigkeit auf faire Pfade in der
Kripke-Struktur eingeschränkt wird. Das eigentliche Model Checking erfolgt schließlich
auf der Komposition MT von Modell M und Tableau T , die wie folgt deﬁniert ist.
Definition 5.13 Komposition MT von Modell M und Tableau T
Ein System MT = (SMT ,RMT ,LMT ), welches als Produkt von Modell M =
(S,R,L) und Tableau T = (ST ,RT ,LT ) mit
• SMT = {(s, s′) | s ∈ ST , s′ ∈ SM ∧ L(s′) ∩ P = LT (s)}
• RMT ((s, s′), (t, t′)) gdw. RT (s, t) ∧R(s′, t′)
• LMT ((s, s′)) = LT (s)
entsteht, heißt Komposition MT von Modell M und Tableau T .
Clarke et al. demonstrieren in [CGH97] schließlich die Generierung des Tableaus T
sowie zusätzlicher Fairness-Bedingungen als Erweiterung des SMV Model Checkers.
Bereits in Abschnitt 3.2 wurde erwähnt, dass CTL∗-Formeln zur Formulierung von
Sicherheits-, Lebendigkeits- und Fairness-Bedingungen verwendet werden können. CTL
Model Checking mit Fairness verlangt hierzu, dass sämtliche Pfade innerhalb der Zu-
standsübergangsrelation einer Kripke-Struktur fair sind, so dass dort jede formulierte
Fairness-Bedingung unendlich oft wahr ist.
Für CTL Model Checking mit Fairness ist eine Anpassung der Algorithmen des CTL
Model Checking notwendig. Clarke et al. zeigen in [CGP00], dass es ausreichend ist, eine
faire Variante des CTL-Junktors EG zu betrachten, da sich die übrigen CTL-Junktoren
auf diesen sowie die bereits vorgestellten Algorithmen für CTL Model Checking wie
folgt zurückführen lassen.
Sei EGfair ϕ die Variante des CTL-Junktors EG, die beschreibt, dass es einen fairen
Pfad gibt, auf dem ϕ gilt, so sind die fairen Varianten der CTL-Junktoren EX und EU
deﬁniert durch:
• EXfair ϕ := EX(ϕ ∧ (EGfair ⊤))
• Efair [ϕ U ψ] := E[ϕ U (ψ ∧ (EGfair ⊤))]
Eine Formel φ = E ϕ ist nach [CGH97] genau dann gültig, wenn es einen Zustand
s ∈ ST gibt, so dass (s, s′) ∈ sat(ϕ) gilt und dass MT, (s, s′)  EG ⊤ unter den durch
{sat(¬(α U β)∨ β) | α U β liegt in ϕ vor} beschriebenen Fairness-Bedingungen erfüllt
ist. Die Betrachtung von (allquantiﬁzierten) LTL-Formeln A ϕ = ¬E ¬ϕ impliziert
entsprechend die CTL-Formel ϕCTL = ¬(sat(¬ϕ) ∧ EG ⊤) = ¬(S¬ϕ ∧ EG ⊤) sowie
die zugehörige Fairnessbedingung θϕ1Uϕ2 = ¬sϕ1Uϕ2 ∨ sϕ2 für durch ϕ1 U ϕ2 markierte
Zustände.
Durch den von Emerson und Lei in [EL87] vorgestellten Algorithmus zur Bestimmung
der Menge der Zustände für die EGfair ϕ gilt bzw. durch Anpassung der Baumopera-
tionen für ROBDDs, wird Symbolic Model Checking von LTL-Formeln möglich.
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5.2.5 Bounded Model Checking
Obwohl Symbolic Model Checking die durch das Problem der Zustandsexplosion, wel-
che durch Valmari in [Val90] beschrieben wird, gelegten Grenzen veriﬁzierbarer Syste-
me gegenüber Explicit State Model Checking auf Modelle mit mehr als 1020 Zuständen
([BCM+92]) verschieben konnte, besitzen insbesondere verteilte Systeme Zustandsräu-
me, die weit jenseits dieser Grenzen liegen, so dass Symbolic Model Checking keine
Verwendung ﬁnden kann. Die wesentliche Ursache besteht hierbei darin, dass die ei-
gentliche Analyse, ob ein Modell M einer Prüfbedingung ϕ genügt, für das gesamte
Modell durchgeführt wird.
Bounded Model Checking nach Biere et al. in [BCCZ99] verfolgt eine Art partiellen An-
satz, indem das Modell nur bis zu einer gewissen Evolutionsstufe analysiert wird. Hierzu
erfolgt eine Beschränkung der Länge der betrachteten Pfade in der Kripke-Struktur des
Modells bis zu einer Grenze (Bound). Bounded Model Checking verwendet zur Speziﬁ-
kation von Prüfbedingungen eine Variante von LTL, die dieser Grenze Rechnung trägt.
Die folgende Deﬁnition einer k-Schleife nach [BCCZ99] bildet hierfür die Grundlage.
Definition 5.14 k-Schleife
Sei l ≤ k und bestimme ρ(n) das n-te Element eines Pfades ρ, dann heißt ein Pfad
ρ (k, l)-Schleife, wenn (ρ(k), ρ(l)) ∈ R ist, wobei ρ := κλ∞ mit κ := ρ(0) . . . ρ(l−
1) und λ := ρ(l) . . . ρ(k) gelten2.
Ein Pfad ρ heißt k-Schleife, wenn 0 ≤ l ≤ k existiert, so dass ρ eine (k, l)-Schleife
ist.
Während die in Deﬁnition 3.13 auf Seite 25 beschriebene Semantik für LTL-Formeln
für Pfade, die eine k-Schleife darstellen, erhalten bleibt, gilt dies nicht für Pfade, die
keine k-Schleife beschreiben, da im k-ten Zustand kein Nachfolgezustand existiert. Zur
Charakterisierung der Erfüllbarkeit der Bounded Semantik von LTL ohne Schleife ver-
wenden Biere et al. in [BCCZ99] die Notation ρ |=ik ϕ zur Beschreibung, dass Suﬃx ρ
i
die Formel ϕ erfüllt und i die aktuelle Position im Preﬁx von ρ ist. Auf dieser Notation
aufbauend ist die Bounded Semantik von LTL ohne Schleife wie folgt deﬁniert.
Definition 5.15 Bounded Semantik von LTL ohne Schleife
Sei 0 ≤ k und sei ρ ein Pfad, der keine k-Schleife darstellt. Dann beschreibt die
Erfüllbarkeitsrelation ρ |=k ϕ die Gültigkeit der LTL-Formel ϕ auf Pfad ρ.
ρ |=k ϕ gdw. ρ |=
0
k ϕ
ρ |=ik p gdw. p ∈ π2P(L(ρ(i)))
ρ |=ik ¬p gdw. p /∈ π2P(L(ρ(i)))
ρ |=ik mMi gdw. mMi ∈ πMi(L(ρ(i)))
ρ |=ik ¬mMi gdw. mMi /∈ πMi(L(ρ(i)))
ρ |=ik ϕ1 ∨ ϕ2 gdw. ρ |=
i
k ϕ1 oder ρ |=
i
k ϕ2
ρ |=ik ϕ1 ∧ ϕ2 gdw. ρ |=
i
k ϕ1 und ρ |=
i
k ϕ2
2Auf das Prefix κ folgt ein Zyklus, der durch λ∞ beschrieben wird.
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ρ |=ik X ψ1 gdw. i < k ∧ ρ |=
i+1
k ψ1
ρ |=ik F ψ1 gdw. ∃j, i ≤ j ≤ k : ρ |=
j
k ψ1
ρ |=ik G ψ1 ist immer falsch
ρ |=ik ψ1 U ψ2 gdw. ∃j, i ≤ j ≤ k : ρ |=
j
k ψ2 ∧ ∀n, i ≤ n < j : ρ |=
n
k ψ1
ρ |=ik ψ1 R ψ2 gdw. ∃j, i ≤ j ≤ k : ρ |=
j
k ψ1 ∧ ∀n, i ≤ n < j : ρ |=
n
k ψ2
Wie bereits erwähnt wurde, stellt die Verwendung von ROBDDs keine Option dar.
Die Grundidee von Bounded Model Checking besteht vielmehr in einer Umwandlung
des Model Checking Problems in ein Erfüllbarkeitsproblem der Aussagenlogik. Ein
Erfüllbarkeitsproblem der Aussagenlogik kann dann von einem SAT-Solver wie z.B.
Chaﬀ ([MMZ+01]) analysiert werden.
Für die Kripke-Struktur EKS und die LTL-Formel ϕ wird eine aussagenlogische Formel
[[EKS, ϕ]]k konstruiert. In dieser Formel beschreiben Variablen s0, . . . , sn eine endli-
che Zustandsfolge in einem Pfad ρ, wobei jedes si einen Bit-Vektor der dort gültigen
atomaren Aussagen P darstellt und damit die Entfaltung der Markierungsfunktion L
beschreibt. Die Formel [[EKS, ϕ]]k stellt dann eine Einschränkung auf den Variablen
si dar, so dass aus der Erfüllbarkeit der Formel [[EKS, ϕ]]k auf die Gültigkeit von ϕ
in EKS rückgeschlossen werden kann.
Für die Konstruktion der aussagenlogischen Formel [[EKS, ϕ]]k wird die Zustandsüber-
gangsrelation R der Kripke-Struktur EKS genau k-mal abgerollt, wenn ein Pfad der
Länge k betrachet wird. Damit ist der aus der Zustandsübergangsrelation R einﬂie-
ßende Anteil [[EKS]]k von [[EKS, ϕ]]k wie folgt deﬁniert.
Definition 5.16 aussagenlogische Darstellung der Transitionsrelation R
Sei I(s) ein aussagenlogisches Prädikat, welches die Belegung von s im initia-
len Zustand charakterisiert. Weiterhin beschreibe das aussagenlogische Prädikat
T (s, s′) einen Zustandsübergang vom Zustand s in den Zustand s′. Damit be-
schreibt
[[EKS]]k = I(s0) ∧
k−1∧
0=i
T (si, si+1)
die Zustandsübergangsrelation R als aussagenlogische Formel.
Im Anschluß wird die LTL-Formel ϕ in eine aussagenlogische Darstellung überführt.
Hierzu werden die Fälle mit und ohne k-Schleife separat betrachtet. [BCCZ99] be-
trachten zunächst eine aussagenlogische Formel Ll k und deﬁnieren deren Gültigkeit
über der Existenz einer Transition (sk, sl) ∈ R. Auf Basis dieser Deﬁnition wird die
Schleifenbedingung wie folgt formuliert.
Definition 5.17 Schleifenbedingung
Die Schleifenbedingung Lk für eine Pfad ρ ist erfüllt, wenn es eine Schleife von
sk zu einem bereits besuchten Zustand s auf ρ gibt:
Lk :=
k∨
l=0
Ll k
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Die rekursive Deﬁnition für den Fall, dass der Pfad ρ eine k-Schleife darstellt, erfolgt
durch Formeln [[ϕ]]il k, in denen l die Anfangsposition der Schleife im Pfad, k die obere
Schranke und i die aktuelle Position in ρ beschreiben.
Definition 5.18 Nachfolger in einer LTL-Formel mit Schleife
Seien i, k, l ∈ N mit i, l ≤ k. Dann ist der Nachfolger succ(i) für i in einer
(k, l)-Schleife deﬁniert durch
succ(i) :=

i+ 1 falls i < kl falls i = k
Die Deﬁnition des Nachfolgers succ(i) ermöglicht die induktive Beschreibung von LTL-
Formeln für den Fall, dass der Pfad ρ eine k-Schleife ist, nach [BCCZ99] wie folgt.
Definition 5.19 Übersetzung von LTL-Formeln mit Schleife
Seien i, l, k ≤ 0 und gelte i, l ≤ k. Dann ist die Transformation einer LTL-Formel
ϕ für einen zu betrachtenden Pfad ρ der Länge k induktiv deﬁniert durch:
[[p]]il k := p ∈ π2P(L(ρ(i))) [[¬p]]
i
l k := p /∈ π2P(L(ρ(i)))
[[mMi]]
i
l k := mMi ∈ πMi(L(ρ(i))) [[¬mMi ]]
i
l k := mMi /∈ πMi(L(ρ(i)))
[[ϕ ∧ ψ]]il k := [[ϕ]]
i
l k ∧ [[ψ]]
i
l k [[ϕ ∨ ψ]]
i
l k := [[ϕ]]
i
l k ∨ [[ψ]]
i
l k
[[G ϕ]]il k := [[ϕ]]
i
l k ∧ [[G ϕ]]
succ(i)
l k [[F ϕ]]
i
l k := [[ϕ]]
i
l k ∨ [[F ϕ]]
succ(i)
l k
[[ϕ U ψ]]il k := [[ψ]]
i
l k ∨ ( [[ϕ]]
i
l k ∧ [[ϕ U ψ]]
succ(i)
l k )
[[ϕ R ψ]]il k := [[ψ]]
i
l k ∧ ( [[ϕ]]
i
l k ∨ [[ϕ R ψ]]
succ(i)
l k )
[[X ϕ]]il k := [[ϕ]]
succ(i)
l k
Für den Fall, dass der Pfad ρ keine k-Schleife besitzt, gilt entsprechend der Transfor-
mationsbeschreibung in [BCCZ99] das folgende Übersetzungsschema.
Definition 5.20 Übersetzung von LTL-Formeln ohne Schleife
Die Transformation einer LTL-Formel ϕ für einen zu betrachtenden Pfad ρ der
Länge k erfolgt induktiv über:
[[p]]ik := p ∈ π2P(L(ρ(i))) [[G ϕ]]
i
k := [[ϕ]]
i
k ∧ [[G ϕ]]
i+1
k
[[¬p]]ik := p /∈ π2P(L(ρ(i))) [[F ϕ]]
i
k := [[ϕ]]
i
k ∨ [[F ϕ]]
i+1
k
[[mMi ]]
i
k := mMi ∈ πMi(L(ρ(i))) [[ϕ U ψ]]
i
k := [[ψ]]
i
k ∨ ([[ϕ]]
i
k ∧ [[ϕ U ψ]]
i+1
k )
[[¬mMi ]]
i
k := mMi /∈ πMi(L(ρ(i))) [[ϕ R ψ]]
i
k := [[ψ]]
i
k ∧ ([[ϕ]]
i
k ∨ [[ϕ R ψ]]
i+1
k )
[[ϕ ∧ ψ]]ik := [[ϕ]]
i
k ∧ [[ψ]]
i
k [[X ϕ]]
i
k := [[ϕ]]
i+1
k
[[ϕ ∨ ψ]]ik := [[ϕ]]
i
k ∨ [[ψ]]
i
k [[ϕ]]
k+1
k := ⊥
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Das Übersetzungsschema für LTL-Formeln ohne Schleife führt für Zustände jenseits der
Grenze k eine konservative Approximation durch, indem jede Prüfbedingung ϕ durch
[[ϕ]]k+1k := ⊥ als falsch angesehen wird. Die aussagenlogischen Formel [[EKS, ϕ]]k
kann nun als Konjunktion der Modellrepräsentation [[EKS]]k und der Disjunktion für
den Fall mit und ohne Schleife wie folgt gebildet werden (vgl. [BCCZ99]).
Definition 5.21 Aussagenlogische Darstellung von [[EKS, ϕ]]k
Sei ϕ eine LTL-Formel und beschreibe EKS eine Kripke-Struktur. Dann be-
schreibt
[[EKS, ϕ]]k := [[EKS]]k ∧
(
(¬Lk ∧ [[ϕ]]
0
k) ∨
k∨
l=0
( Ll k ∧ [[ϕ]]
0
l k)
)
das LTL Model Checking Problem EKS, ρ |= ϕ für einen Pfad ρ der Länge
k als aussagenlogisches Erfüllbarkeitsproblem. Ist [[EKS, ϕ]]k erfüllbar, so gilt
EKS, ρ |= ϕ für einen Pfad ρ der Länge k.
Während die linke Seite der Disjunktion den Fall betrachtet, dass der Pfad ρ schlei-
fenfrei ist, repräsentiert die rechte Seiten eine Pfad mit (k, l)-Schleife. Die Komplexität
von [[EKS, ϕ]]k ist somit abhängig von der Grenze k, der Prüfbedingung ϕ sowie der
Modellgröße, die durch die Repräsentation von Initialzuständen S0 und der Zustands-
übergangsrelation R bestimmt ist, und beträgt O(|ϕ| × k × (|S0|+ |R|)).
Model Checker wie SMV ([McM92]) oder NuSMV ([CCG+02]), die Bounded Model
Checking unterstützen, verwenden eine leichte Variation für die Generierung der aus-
sagenlogischen Darstellung des LTL Model Checking Problems EKS, ρ |= ϕ. Anstatt
die Prüfbedingung ϕ zu betrachten, wird deren Negation ¬ϕ in die aussagenlogischen
Darstellung eingebracht. Gelingt es einem SAT-Solver, eine gültige Belegung der Va-
riablen in [[EKS,¬ϕ]]k zu ﬁnden, so folgt daraus nicht nur, dass ϕ nicht für EKS
gilt, sondern auch dass ein Gegenbeispiel existiert, welches durch k Zustände und Zu-
standsübergänge angegeben werden kann. Um minimale Gegenbeispiele zu generieren,
wird die Grenze k schrittweise beginnend mit k = 1 erhöht, bis dass schließlich eine
erfüllende Belegung für [[EKS,¬ϕ]]k berechnet ist.
Diese Vorgehensweise beweist lediglich die Abwesenheit eines Gegenbeispiels für Pfade
der Länge k, nicht jedoch die Allgemeingültigkeit von ϕ in EKS solange die Grenze
k nicht die Vollständigkeitsgrenze ct — completeness threshold — überschreitet. Gilt
[[EKS, ϕ]]k mit k ≥ ct, ist EKS, ρ |= ϕ für Pfade beliebiger Länge gültig. Diverse An-
sätze ([CKOS05, Kro06, CKSO04, KS03]), die Vollständigkeitsgrenze für ein beliebiges
LTL Model Checking Problem zu bestimmen, verwenden Überapproximationen wie die
Länge des längsten zyklenfreien Pfades für LTL-Formeln, die lediglich die Junktoren
G und F verwenden. Die Abschätzung für ct ist im schlechtesten Fall exponentiell in
Bezug auf die Anzahl der Zustandsvariablen S.
Temporale Induktion nach Sheeran et al. ([SSS00])3 verwendet ein Bounded Mo-
del Checking Resultat als Induktionsanfang, welches zeigt, dass eine Prüfbedingung ϕ
3Sheeran et al., die den Begriff prägten, sprechen in [SSS00] noch von Induktion.
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für die ersten k Evolutionsschritte des Modells gilt. Die Prüfbedingung stellt in diesem
Fall eine Sicherheitsbedingung dar. Der Induktionsschritt beschreibt, dass die Prüfbe-
dingung ϕ ebenfalls im k + 1-ten Schritt gilt, wenn sich sämtliche Zustände s, s′ ∈ S
eines beliebigen Pfades ρ := s0s1 . . . sksk+1 . . ., auf dem die Eigenschaft ϕ in den ersten
k Schritten erfüllt ist, paarweise unterscheiden. Eén und Sörensson beschreiben einen
Algorithmus für temporale Induktion in [ES03] wie folgt.
Algorithmus 5.22 Temporale Induktion
function INDUCET (ϕ)
variable k;
begin
k := 0;
while (wahr) do
if (prüfe(Induktionsanfang gilt für k Schritte) ist nicht erfüllt) then
return ϕ ist nicht gültig; {Gegenbeispiel durch Bounded Model Checking}
end if
if (prüfe(Induktionsschritt für k + 1 Schritte kann gezeigt werden) ist
erfüllt) then
return ϕ ist gültig;
end if
k := k + 1;
end while
end
Der Algorithmus terminiert, wenn für die erste Abbruchbedingung ein Gegenbeispiel
generiert wird oder der Induktionsschritt unter der Voraussetzung der Einzigartigkeit
der Zustände s, s′ entlang des Pfades ρ bewiesen werden kann4.
5.3 Multi-Object Checking
Das in der Dissertation von Pinger ([Pin02]) vorgestellte Veriﬁkationsverfahren Multi-
Object Checking stellt einen kompositionalen Ansatz zur Veriﬁkation von Multi-Objekt
Systemen dar. Während andere kompositionale Ansätze ([CIP04, GL91, Jos90, CLM89,
Jos87, MC81]), die auf Model Checking aufbauen, Einschränkungen bezüglich der
verwendeten Temporallogiken bedürfen, nicht vollständig automatisierbar oder nur
für speziell strukturierte Systeme anwendbar sind, bietet Multi-Object Checking ein
vollständig automatisierbares Verfahren, welches in [EKP03, Pin02] am Beispiel des
Dampfgenerators aus [ABL96] vorgestellt wird.
5.3.1 Verifikation durch Multi-Objekt Checking
Multi-Object Checking verwendet zur Speziﬁkation von Prüfbedingungen ψ ∈ Ψ die
Multi-Objektlogik D1, so dass das Verhalten einzelner Objekte auf Objektebene spezi-
ﬁziert wird5. Interaktionen von Objekten werden implizit durch eingebettete Formeln
4Der Beweis erfolgt ebenfalls durch SAT-Solving.
5Die in [EKP03, Pin02] beschriebenen Multi-Objektlogiken D1 und D0 basieren auf CTL anstelle
der in Abschnitt 3.3 ab Seite 26 vorgestellten Logiken, die LTL als Basislogik verwenden.
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beschrieben.
Zu den Eingaben für das Multi-Object Checking Verfahren zählen neben den Prüfbe-
dingungen Ψ in D1 Kommunikationsbeschreibungen Λ der Objekte sowie deren Ver-
haltensmodelle. Pinger verwendet in seiner Dissertation den Model Checker NuSMV,
in dessen Eingabesprache die Kripke-Strukturen EKS der einzelnen Objekte formu-
liert sind. Die Interaktionsbeschreibungen liegen in einer separaten Datei vor, die die
Zuordnung der Kommunikationssymbole von Objekten untereinander beschreibt.
An dieser Stelle erfolgt eine Betrachtung des Algorithmus von Pinger ([Pin02]), der
dem Multi-Objeckt Checking Verfahren zugrunde liegt. Für die Veriﬁkation einer D1-
Formel ψ ∈ Ψ erfolgt deren Übersetzung in eine Menge D0-Formeln ΨD0 nach der von
Ehrich und Caleiros in [EC00] vorgestellten Transformation am Beispiel ungerichteter
synchroner Interaktion wie folgt.
D1 − Formel ψ: ψ ≡ i.(. . . j:(ϕ) . . .)
ւ ց
D0 − Formeln ΨD0 : ψ
′
1 ≡ i.(. . . q:j . . .) ψ
′
2 ≡ j.(q:i ⇒ ϕ)
Kommunikationsformeln ∆: δ1 ≡ i.(q:j ⇒ j:(q:i)) δ2 ≡ j.(q:i ⇒ i:(q:j))
Abbildung 5.2: Übersetzung einer D1-Formel ψ in D0-Formeln ΨD0.
Die beiden Kommunikationsformeln6 δ1 und δ2 beschreiben den synchronen Zustands-
übergang aus der jeweils eigenen Sicht der Objekte i und j. Die D0-Formeln ψ′1 und ψ
′
2
sind lokal überprüfbar, sofern in ihnen keine Formelbestandteile, die eine Interaktion
mit anderen Objekten repräsentieren, enthalten sind. Sind weitere Objekte involviert,
müssen diese Teilformeln in analoger Weise nach D0 transformiert werden, bis schließ-
lich eine reine D0-Formel vorliegt und keine Interaktionen mit anderen Objekten mehr
vorkommen. Bei einer von innen nach außen durchgeführten Übersetzung terminiert
diese Vorgehensweise immer. Die Transformation für gerichtete synchrone Kommuni-
kation in einer D1-Formel verläuft analog. Die eigentliche Veriﬁkation der D1-Formel
vollzieht dann der folgende Algorithmus nach dem durch Pinger in [Pin02] beschriebe-
nen Verfahren.
Algorithmus 5.23 Multi-Object Checking Veriﬁkation
function checkD1(ψ, Λ)
variable ΨD0 , ∆, Ω;
begin
D1ToD0(ψ) → ΨD0,∆;
{ΨD0 := Durch Transformation von ψ erzeugte D0-Formeln,}
{die in Bezug auf ihr Vorkommen in ψ von innen nach außen sortiert sind.}
{∆ := Bei der Transformation von ψ generierte Kommunikationsformeln.}
for all (ψ′ ∈ ΨD0) do
for all durch ein ω ∈ Ω bestimmtes q:i in der an j gebundenen Formel ψ′
do
6Die Kommunikationsformeln stellen ebenfalls D0-Formeln dar.
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Ersetze q:i in ψ′ durch die Disjunktion der Elemente in ω.
end for
if (∃q:i: q:i liegt in ψ′ vor und q:i ist durch kein ω ∈ Ω bestimmt) then
variable ωψ′ ;
for all (λ ∈ Λ: λ ist Symbol für q:i in der an j gebundenen Formel ψ′)
do
if (Verify(ψ′ nach Ersetzung von q:i)) then
Füge q:j aus δl ≡ i.(q:j ⇒ j:(q:i)) bzw. δm ≡ j.(q:i ⇒ i:(q:j)) zu ωψ′
hinzu.
end if{mit δl, δm ∈ ∆}
end for
if (ωψ′ nicht leer) then Ω := Ω ∪ ωψ′ end if
ΨD0 := ΨD0 \ ψ
′;
else
return Verify(ψ′); {ψ′ ist letzte D0-Formel.}
end if
end for
end
Die Veriﬁkation von D1-Formeln erfolgt analog der Zerlegung in D0-Formeln von innen
nach außen. Im Anschluß an die Bestimmung der D0-Formeln ψ′, ψ′′, . . . , ψn ∈ ΨD0 so-
wie der Kommunikationsformeln Λ, wird für eine jede D0-Formel ψk ∈ ΨD0 geprüft, ob
diese Kommunikationen q beinhaltet. Sämtliche Interaktionen q, für die in vorangegan-
genen Veriﬁkationsschritten Kommunikationssymbole bestimmt und in einem ω ∈ Ω
gespeichert wurden, werden durch die Disjunktion der Einträge in den ω ∈ Ω ersetzt.
Für eine unbestimmte Interaktion q erfolgt dann für ein jedes λ ∈ Λ die Analyse, ob
ψk nach Einsetzen von λ für q erfüllt ist. Sämtliche λ, für die ψk zu wahr ausgewer-
tet werden kann, werden als neues ω′ ∈ Ω gespeichert. Der Algorithmus terminiert,
sobald in der letzten D0-Formel ψ′ sämtliche Kommunikationen q durch Kommunika-
tionssymbole aus Ω ersetzt werden konnten, so dass ψ′ veriﬁziert werden kann. Nach
[EC00] kann aus dem Veriﬁkationsergebnis von ψ′ auf die Gültigkeit der D1-Formel ψ
geschlossen werden.
Der auf Basis des in Abbildung 5.3 beschriebenen Ablaufs im Rahmen einer studen-
tischen Arbeit ([Hör01]) entstandene Prototyp implementiert das beschriebene Zerle-
gungsverfahren nach [EC00] sowie den von Pinger ([Pin02]) angegeben Algorithmus.
Dieser Prototyp stellt ein erstes Multi-Object Checking Veriﬁkationswerkzeug, welches
den Model Checker NuSMV als Backend verwendet, dar. Für die Fehleranalyse wie z.B.
der Angabe eines Fehlerszenarios in dem Fall, dass eine D1-Prüfbedingung ψ zu falsch
ausgewertet wird, existierte in [Hör01] jedoch keine Unterstützung. Eine Methode der
Fehlerszenariogenerierung, die die Veriﬁkationsmethode Multi-Object Checking abrun-
det, wird in Kapitel 5.3.2 vorgestellt.
Die textuelle Beschreibung des Verhaltens der einzelnen Objekte in Form von Kripke-
Strukturen stellt ebenfalls ein Akzeptanzhemmnis dar, so dass eine industrielle An-
wendung des Multi-Object Checking Verfahrens ausblieb. Auch die manuelle Formu-
lierung der D1-Prüfbedingungen ist fehleranfällig und trotz der Verwendung der in-
tuitiven Basislogik LTL ([Var01]) für Laien ungeeignet. Schablonenbasierte Ansätze
5.3 Multi-Object Checking 101
Abbildung 5.3: Ablauf der Veriﬁkation durch Multi-Objekt Checking.
([KHP+05, Bit01]) oder die Verwendung interaktiver Oberﬂächen ([Ost07]) können
diese Arbeit bereits erfolgreich unterstützen bzw. entsprechend erweitert werden.
Eine Unterstützung zur Generierung von Kripke-Strukturen aus UML-Zustandsdia-
grammen, die in Kapitel 4 vorgestellt wurde, oder die Verwendung anderer Trans-
formationswerkzeuge wie z.B der Synchronous Verilog nach SMV Übersetzer vl2smv
([McM03]), die Verhaltensbeschreibungen in Kripke-Strukturen überführen, bilden eine
weitere Möglichkeit, die Benutzerfreundlichkeit und damit die Akzeptanz des Multi-
Object Checking Verfahrens zu verbessern.
5.3.2 Multi-Object Checking Fehlerszenariengenerierung
Die Analyse der Multi-Objeckt Checking Veriﬁkation einer Kripke-Struktur EKSi des
Objektes i gegen eine D1-Prüfbedingung ψ im Fehlerfall (EKSi 6|= ψ) ist selbst durch
Betrachtung des Gegenbeispiels, welches ein Model Checker bei der Auswertung der
letzten D0-Formel ψ′ ∈ ΨD0 generiert, in der Regel unzureichend.
Das für eine Kripke-Struktur EKSi und die Formel ψ′ generierte Gegenbeispiel be-
schreibt lediglich einen Pfad ρ, durch den illustriert wird, wie die Anforderung ψ′ durch
das Modell EKSi verletzt wird. Der Pfad ρ kann hierbei folgende Struktur aufweisen.
1. Eine endliche wiederholungsfreie Sequenz von n Zuständen s0, s1, . . . , sn ∈ Si
und s0 ∈ Si0, so dass ρ := s0s1 . . . sn gilt.
2. Eine endliche Sequenz von n Zuständen, wobei ein Zyklus in ρ existiert, so dass
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ρ := s0s1 . . . si(si+1 . . . sn)∞ mit s0, s1, . . . , sn ∈ Si, s0 ∈ Si0 und 0 ≤ i + 1 < n
gilt.
Der generierte Pfad ρ kann in beiden Fällen Kommunikationssymbole aufweisen, die
eine Interaktion mit anderen Objekten beschreiben. Ist ρ frei von Kommunikations-
symbolen, so wird ψ′ durch das Modell EKSi selbst unabhängig von einer Interaktion
mit anderen Objekten j ∈ I mit j 6= i verletzt und der Pfad ρ ist in diesem Fall auch
ein globales Fehlerszenario.
Im anderen Fall beinhaltet der Pfad ρ Kommunikationssymbole qa, qb, . . ., die eine In-
teraktion mit anderen Objekten anzeigen. ρ beschreibt somit nur einen Ausschnitt
aus einem globalen Fehlerszenario. Die Betrachtung des durch ρ beschriebenen Feh-
lerszenarios verdeutlicht für Multi-Object Checking somit nicht, in welchem der durch
Kommunikationssymbole qa, qb, . . . involvierten Objekte j, k, . . . ∈ I mit j, k, . . . 6= i
der Fehler vorliegt. Der folgende, im Rahmen der vorliegenden Arbeit entwickelte Al-
gorithmus beschreibt die Konstruktion eines globalen Fehlerszenarios für Multi-Object
Checking auf Basis des initialen Teilszenarios in Form des Pfades ρ.
Algorithmus 5.24 Multi-Object Checking Fehlerszenario-Generierung
function MCSzenario(ρ)
variable FI,ψ, Mon, Mon′, k, k′, K, K′, ϕ, ρk;
begin
SetMon(Mon+i , ρ);
FI,ψ := {ρ};
K := ErmittleKommunikationspartner(ρ);
Mon := GeneriereMonitore(ρ);
UpdateMonitore(Mon, i);
for all k ∈ K do UpdateMonitore(Mon, k); end for
while ¬((Mon+K∪{i} = Mon
+
K∪{i} und Mon
−
K∪{i} = Mon
−
K∪{i})∨Mon
+
K∪{i} = ∅)
do
Wähle k ∈ K mit (mon, false) ∈Mon+k oder (mon, false) ∈Mon
−
k ;
Bilde parallele Komposition pKk aller Monitore mon der Tupel
(mon, {true, false}) ∈ Mon+k ∪Mon
−
k und der Kripke-Struktur EKS
k;
ϕ := "Das Verhalten der Monitoremon+ der Tupel (mon+, {true, false}) ∈
Mon+k kann nicht beobachtet werden, wenn das Verhalten der Monitore
mon− der Tupel (mon−, {true, false}) ∈Mon−k nicht beobachtet wird.";
ρk :=ModelChecking(pKk |= ϕ);
if (ρk existiert) then
FI,ψ := FI,ψ ∪ {ρk};
SetMon(Mon+k ∪Mon
−
k , ρk);
K′ := ErmittleKommunikationspartner(ρk);
Mon′ := GeneriereMonitore(ρk);
UpdateMonitore(Mon′, k);
for all k′ ∈ K′ do UpdateMonitore(Mon′, k′); end for
K := (K ∪K′) \ {i};
else Neu(); end if
end while
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if (Mon+K∪{i} = ∅) then return ∅; else return FI,ψ; end if
end
Der Algorithmus zur Generierung eines Multi-Object Checking Fehlerszenarios FI,ψ
verwendet für jedes Objekt i ∈ I durch Kripke-Stukturen dargestellte Monitore mon1,
mon2, . . . ∈ Mon, die die Kommunikation mit anderen Objekten j ∈ I beobachten.
Ein Monitor mon−1 beschreibt dann das adäquate, spiegelbildliche Kommunikations-
muster für ein Objekt j für j 6= i. Ein Tupel (mon, true) der Menge Mon+i symboli-
siert, dass das gültige Kommunikationsmuster mon von i beobachtet wurde, während
(mon, false) dessen Abwesenheit beschreibt. Analog bedeutet das Vorhandensein eines
Tupels (mon′, false) in der Menge Mon−i , dass das durch mon dargestellte, ungülti-
ge Kommunikationsmuster nicht durch das Verhalten von i realisiert ist. (mon, true)
charakterisiert schließlich das Auftreten des ungültigen Kommunikationsmusters mon.
Während in Mon+i zu realisierende Kommunikationsmuster verwaltet werden, dient
Mon−i zur Registrierung ungültiger Kommunikationsmuster. Die Teilmenge Mon
+
i mit
Mon
+
i ⊆ Mon
+
i enthält dabei nur jene Tupel, deren zweite Position mit true gekenn-
zeichnet ist, während Mon−i ⊆ Mon
−
i nur Tupel beinhaltet, deren zweite Position mit
false belegt ist.
Zusätzlich werden die Fehlerszenarien/Pfade ρ der an einem globalen Fehlerszenario
FI,ψ beteiligten Objekte gespeichert. Ein Element ρi ∈ FI,ψ beschreibt darin den Anteil
des Szenarios, der von Objekt i einﬂießt. Gelten Mon+i = Mon
+
i und Mon
−
i = Mon
−
i ,
so beschreibt ρi ein gültiges Teilszenario für Objekt i.
Initialisierung Der Algorithmus MCSzenario wird durch das Fehlerszenario für
Objekt i in Form des Pfades ρ aktiviert. Die Funktion ErmittleKommunikationspart-
ner(ρ) bestimmt daraufhin die Objekte K ⊆ I, mit denen Objekt i interagiert. Hierzu
werden die Label πM(s) für die Zustände s des Pfades ρ ausgewertet. Die Generie-
rung der Monitore Mon durch GeneriereMonitore(ρ) erzeugt dann für Objekt i sowie
jedes Objekt k ∈ K Monitore. Da die Monitore für i bereits in Pfad ρ beobachtet
werden konnten, werden die Tupel für i durch UpdateMonitore(Mon, i) zu Mon+i und
Mon
+
i zugeordnet. Für alle Objekte k ∈ K erfolgt durch UpdateMonitore(Mon, k) die
Zuordnung zu Mon+k jedoch nicht zu Mon
+
k , wodurch angezeigt wird, dass das Kom-
munikationsmuster noch nicht für Objekt k beobachtet wurde.
Wiederholung Nach der Initialisierung betrachtet der Algorithmus die Monitormen-
gen solange nicht für alle k ∈ K∪{i} gültige Teilszenarien vorliegen, so dass Mon+K∪{i} =
Mon+K∪{i} und Mon
−
K∪{i} = Mon
−
K∪{i} gelten, oder keine gültige Teilszenarien ermittelt
werden können: Mon+K∪{i} = ∅.
Schritt 1 Ist keine der Abbruchbedingungen erfüllt, so wird ein Objekt k ∈ K aus-
gewählt, das mindestens ein Tupel (mon, false) ∈ Mon+k oder (mon, true) ∈ Mon
−
k
aufweist. Für Objekt k wird dann die parallele Komposition pKk aller Monitore mon
der Tupel (mon, {true, false}) ∈Mon+k ∪Mon
−
k und der Kripke-Struktur EKS
k ge-
bildet. Zusätzlich wird die Prüfbedingung ϕ generiert. ϕ beschreibt, dass das Verhalten
der Monitore mon+ nicht beobachtet werden kann, wenn das Verhalten der Monitore
mon− nicht beobachtet wird.
Schritt 2a Durch Model Checking wird für pKk |= ϕ ein Gegenbeispielpfad ρk als
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lokales Fehlerszenario generiert, wenn pKk 6|= ϕ gilt. Hierzu wird ein zweistuﬁger An-
satz verfolgt, indem zunächst durch Symbolic LTL Model Checking überprüft wird, ob
ein Fehlerszenario existiert. Im Anschluss wird, bei existentem Fehlerszenario, inkre-
mentelles Bounded Model Checking verwendet, wobei die Länge des Fehlerszenarios
des Symbolic LTL Model Checking Durchlaufs, die Anzahl maximal zu betrachten-
der Evolutionsstufen vorgibt. Auf diese Art und Weise wird ein lokales Fehlerszenario
minimaler Länge generiert.
Dieses lokale Fehlerszenario zeigt dann das zu den Monitoren konforme Verhalten von
k auf. Analog zur Initialisierungsphase werden die Kommunikationspartner K′ durch
Aufruf von ErmittleKommunika- tionspartner(ρk) bestimmt und MonitoreMon′ durch
GeneriereMonitore(ρk) erzeugt. Sämtliche Tupel (mon, false) ∈ Mon
+
k werden mit-
tels UpdateMonitore(Mon′, k) durch (mon, true) ersetzt; Tupel (mon, true) ∈ Mon−k
erfahren hierdurch ebenfalls eine Transformation in Tupel (mon, false) — das lokale
Teilszenario existiert. Durch UpdateMonitore(Mon′, k′) werden für alle k′ ∈ K′ Tupel
(mon′l, false) zu Mon
+
k′ hinzugefügt, wenn (mon
′
l, true) nicht bereits in Mon
+
k′ ent-
halten ist. Anschließend werden die Abbruchbedingungen überprüft und gegebenenfalls
die Schritte ab Schritt 1 wiederholt.
Schritt 2b Existiert kein Gegenbeispielpfad ρk, bewirkt Neu() die Entfernung sämt-
licher (mon, false) ∈ Mon+k sowie die Erzeugung der Einträge (mon, true) ∈ Mon
−
k .
Weiterhin löscht Neu() sämtliche (mon′, true) ∈ Mon+m für alle Objekte m ∈ I mit
m 6= i und m 6= k unter Generierung der Tupel (mon, true) ∈ Mon−m. Hierdurch wer-
den sämtliche Objektem wieder zur erneuten Bestimmung eines Teilszenarios markiert.
Nach einer positiv verlaufenen Überprüfung der Wiederholungsbedingungen werden die
Schritte ab Schritt 1 wiederholt.
Terminierung Der beschriebene Algorithmus terminiert entweder nach Ermittlung
sämtlicher Teilszenarien und damit nach Bestimmung des Fehlerszenarios FI,ψ, wenn
ein jedes Kommunikationsmuster nachgewiesen wurde oder wenn keines der Kommuni-
kationsmuster nachweisbar war. Die Terminierung im ersten Fall erfolgt durch immer
weitere Reduktion der zulässigen Zustände und Transitionen, solange Monitore für
unerwünschtes Verhalten generiert werden.
Dadurch, dass das Teilszenario und damit die Monitore von i nicht verändert wer-
den dürfen, wird garantiert, dass kein beliebiges Teilszenario für i generiert wird,
welches den Kommunikationsmustern der anderen Objekte genügt, das Verletzen der
Prüfbedingung ψ jedoch nicht mehr illustriert. In Rahmen einer studentischen Arbeit
([Obe07]) ist eine Teilimplementierung des vorgestellten Algorithmus erfolgt, durch den
Fehlerszenarien FI,ψ erzeugt werden können, wenn keine Modiﬁkation des initialen lo-
kalen Fehlerszenarios durchgeführt werden müssen.
Im Folgenden werden die Vorgehensweisen für die Darstellung von Fehlerszenarien FI,ψ,
die Struktur der Monitore und Prüfbedingungen sowie Mechanismen für die Ermittlung
eines Fehlerszenarios FI,ψ in dem Fall, dass der Algorithmus ohne ein solches terminiert,
entwickelt.
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5.3.3 Darstellung von Multi-Object Checking Fehlerszenarien
Für die Illustration eines Fehlerszenarios sind zunächst die einzelnen Teilszenarien
FI ∈ FI,ψ zu betrachten. Jedes Teilszenario stellt ein Model Checking Gegenbeispiel
dar, welches in Form eines Pfades ρ von aufeinander folgenden Zuständen beschrieben
ist. Ein solcher Pfad kann hierbei die in Abbildung 5.4 dargestellten Ausprägungen
annehmen.
Abbildung 5.4: Links: endlicher Gegenbeispielpfad ρ1 := s0s1s2s3; rechts: Gegenbei-
spielpfad ρ2 := s0(s1s2s3)∞ mit Zyklus.
Im ersten Fall besteht das Gegenbeispiel aus einem endlichen Pfad ρ1 von aufeinander
folgenden Zuständen. Im anderen Fall beginnt der Pfad ρ2 analog der Deﬁnition einer
k-Schleife (vgl. Deﬁnition 5.14 auf Seite 94) mit einem endlichen Preﬁx von aufeinander
folgenden Zuständen s0 . . . si. Ab dem Zustand si+1 werden Zustände si+1 . . . sj zyklisch
betreten.
Pfade ρ beschreiben damit Kripke-Strukturen, deren Zustände Sρ durch die Zustände
von ρ deﬁniert sind, für die s0 ∈ S
ρ
0 gilt und deren Transitionsrelation R
ρ aus den
Zustandsübergängen der durch ρ beschriebenen Abfolge von Zuständen gegeben ist.
Die Zustandsmarkierungen Lρ(s) entsprechen den L(s) der Kripke-Struktur EKS des
jeweiligen Objektes.
In beiden Fällen besteht die Möglichkeit einen Pfad ρ als regulären Ausdruck über
dem Alphabet seiner Zustände zu beschreiben. Diese kompakte Darstellung ist jedoch
kein Darstellungsmittel der Uniﬁed Modeling Language (UML [OMG07b, OMG07c]).
Aus diesem Grund stellt diese Repräsentationsform für Modellierungen unter Verwen-
dung der UML keine geeignete Option dar. Auch die Rücktransformation in UML-
Zustandsdiagramme ermöglicht zumeist keine Adhoc-Analyse, da Zusammenhänge über
einzelne Zustandsdiagramme verteilt darzustellen sind.
UML-Sequenzdiagramme (vgl. Abbildung 5.5 auf Seite 107) ermöglichen hingegen die
Darstellung von Abläufen über Objektgrenzen hinweg. Sie bieten unter anderem die
Möglichkeiten Kommunikation zwischen Objekten, deren Systemzuständen sowie Zu-
standsabfolgen abzubilden. Hierzu verwenden UML-Sequenzdiagramme für jedes Ob-
jekt eine Lebenslinie, an der — von oben nach unten gelesen — die einzelnen Elemente
wie Systemzustände oder Ereignisein- und -abgänge in Bezug auf ihre Reihenfolge no-
tiert sind.
Für die Transformation eines Fehlerszenarios FI,ψ in ein UML-Sequenzdiagramm er-
folgt die Erzeugung einer Lebenslinie für ein jedes beteiligtes Objekt, die zu oberst den
Objektbezeichner in einem unausgefüllten Rechteck besitzt (z.B. |i| ). Für jedes Ob-
jekt i werden beginnend mit Zustand s0 Zustände sk des Pfades ρi mit 0 ≤ k ≤ n von
oben nach unten entlang der Lebenslinie aufgetragen. Die einzelnen Zustände werden
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hierzu wie in den UML-Zustandsdiagrammen durch an den Ecken abgerundete Recht-
ecke dargestellt. Sie repräsentieren Zustandsinvarianten, die mit Prädikaten p ∈ P aus
L beschriftet werden (




|p1, . . . , pm| ). Zwischen zwei aufeinanderfolgenden Zuständen
si, si+1 werden aus der Transitionsbeschriftung die Bedingung c sowie die ausgeführten
Aktionen a1, . . . , an entsprechend der Markierungen L der Zustände notiert. Eine Be-
dingung c wird hier in eckigen Klammern notiert ([c]), während Aktionen a1, . . . , an in
einem nicht ausgefüllten Rechteck |a1, . . . , an| dargestellt werden.
Für die Darstellung der synchronen, gerichteten Kommunikation zwischen zwei Ob-
jekten i und k werden entsprechend der UML-Syntax- und Semantikdeﬁnition für Se-
quenzdiagramme durchgezogene Pfeile mit ausgefüllten Pfeilspitzen verwendet. Als Be-
schriftung dient hier der Ereignisbezeichner. Für Zustände si, sˆi ∈ Si und sk, sˆk ∈ Sk,
zwischen denen ein Ereignis e von i an k beim Übergang von si zu sˆi verschickt und
beim Übergang von sk nach sˆk empfangen wird, führt dann der Pfeil von einem Punkt l
auf der Lebenslinie von i zu einem Punkt l′ auf der Lebenslinie von k. Hierbei liegt der
Ausgangspunkt l zwischen den Zuständen si und sˆi, während sich der Punkt l′ zwischen
sk und sˆk beﬁndet. Oberhalb des Pfeils sind gegebenenfalls Bedingungen c, c′ notiert.
Die Darstellung von Aktionen erfolgt hingegen unterhalb des Pfeils. Das Ereignis e ist
hierbei in den Markierungen L der Zustände sˆi und sk enthalten. In Zustand sˆi stellt
das Ereignis e eine Nachbedingung der Transition zu sˆi dar, während es in Zustand sk
als Vorbedingung für die Transition zu sˆk dient.
Zur Darstellung von unendlichen Zyklen in den Pfaden wird das Schleifenkonstrukt
(loop) der UML-Sequenzdiagramme eingesetzt. Hierzu wird ein unausgefülltes Recht-
eck um die Elemente gezeichnet, die wiederholt dargestellt werden sollen. Zur Kenn-
zeichnung der unendlich often Wiederholung wird das Rechteck mit der Beschriftung
loop * gekennzeichnet. Teilsequenzen von Pfaden ρi, ρj von Objekten i, j, die gemein-
sam zu wiederholen sind, werden in einer Schleife zusammengefasst.
Für die Darstellung spontaner, ungerichteter synchroner Kommunikation, die in Kapi-
tel 4.1 für die Synchronisation zweier kommunizierender Zustandsmaschinen eingeführt
wird, besitzen UML-Sequenzdiagramme keinen eigenen Mechanismus. Für die Darstel-
lung, dass Objekte i und j über ein Ereignis σ spontan von Zuständen si und sj in
Zustände sˆi und sˆj übergehen, wird ebenfalls eine Zustandsinvariante verwendet. In
diesem Fall erstreckt sich die Zustandsinvariante über sämtliche Lebenslinien, die an
der spontanen, ungerichteten synchronen Kommunikation über das Ereignis σ beteiligt
sind. Die Zustandsinvariante




|σ| wird hierzu unmittelbar vor den Zuständen sˆi und
sˆj dargestellt.
Die Lebenslinien sowie sämtliche Sequenzdiagrammelemente werden durch ein Recht-
eck eingeschlossen, welches durch sd mit dem darauﬀolgenden Namen des (Fehler-)
szenarios gekennzeichnet ist.
Beispiel 5.25 Sequenzdiagramm eines Fehlerszenarios FI,ψ
Seien i, j, k ∈ I die an einem Fehlerszenario FI,ψ beteiligten Objekte. Für die
einzelnen Objekte seien auf Basis des initialen lokalen Fehlerszenarios für Objekt
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j mit ρj := s0s1(s2s3)∞ die lokalen Fehlerszenarien für die Objekte i und k durch
ρi := s0s1 und ρk := s0s1(s2s3)∞ bestimmt. Es gelten
({s0}, eε, cε, {e1}, {s1}) ∈ R
i,
({s0}, e1, cε, {aε}, {s1}) ∈ R
j , ({s1}, eε, cε, {e2}, {s2}) ∈ R
j ,
({s2}, e3, cε, {aε}, {s3}) ∈ R
j , ({s3}, eε, cε, {e2}, {s2}) ∈ R
j ,
({s0}, e2, cε, {aε}, {s1}) ∈ R
k, ({s1}, eε, cε, {e3}, {s0}) ∈ R
k.
Abbildung 5.5: Sequenzdiagramm des Fehlerszenarios FI,ψ.
Das in Abbildung 5.5 dargestellte Sequenzdiagramm beginnt mit einer initialen
Synchronisation der Objekte i, j, k über das Interaktionssymbol σ07 und der Ein-
nahme des jeweiligen Startzustandes. Nach Betreten der Wiederholungsschleife
werden in j und k die Zustände s2 und s3 im Wechsel eingenommen, während
die Ereignisse e2 und e3 eintreten.
Beinhaltet das UML-Zustandsdiagramm SM i eines Objektes i Unterzustandsdiagram-
me oder nebenläuﬁge Subprozesse, werden durch die Transformation in kommunizie-
rende Zustandsdiagramme (CSM ) weitere Objekte i1, i2, . . .mit kommunizierenden Zu-
standsdiagrammen CSM i1 ,CSM i2 , . . . generiert. Das Verhalten bzw. die dafür generier-
ten Fehlerszenarien ρi1 , ρi2 , . . . beschreiben dann den Teil des Verhaltens von Objekt i,
der innerhalb des entsprechenden Unterzustandsdiagramms abläuft.
Beispiel 5.26 Sequenzdiagramm sd FI,ψ eines lokalen Fehlerszenarios FI,ψ bei Vor-
liegen paralleler Subprozesse in Objekt i
7In diesem Fall kennzeichnet die Zustandsinvariante σ0 die Objekte i, j, k als nebenläufig interagie-
rende Teile des Gesamtsystems, welche simultan aktiviert werden. σ0 wurde bei der Transformation
in kommunizierende Zustandsmaschinen erzeugt.
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Das Sequenzdiagramm in Abbildung 5.6 beschreibt ein Szenario für einen Ablauf
von Zustand s0 zu Zustand s8 für Objekt i. Bei Aktivierung von Zustand s1
werden die Initialzustände in den parallelen Regionen, welche in kommunizierende
Zustandsmaschinen CSM is2 ,CSM is3 transformiert wurden, synchronisiert über
Interaktionssymbol σs0,s1 betreten. Bei Verlassen der parallelen Regionen erfolgt
abermals eine Synchronisation. Über das gemeinsame Interaktionssymbol σs1,s8
wird das übergeordnete Zustandsdiagramm von i mit den Zustandsdiagrammen
der parallelen Regionen s2, s3 synchronisiert.
Abbildung 5.6: Das Sequenzdiagramm sd FI,ψ (rechts) für ein Fehlerszenario FI,ψ
eines in kommunizierende Zustandsdiagramme CSM i,CSM is2 ,CSM is3 (links un-
ten) zerlegten UML-Zustandsdiagramms SM i von i (links oben) stellt das Ver-
halten in den Subprozessen s2 und s3 als Verhalten der Objekte is2 und is3 dar.
5.3.4 Aufbau von Multi-Object Checking Fehlerszenario-Mo-
nitoren und -prüfbedingungen
Multi-Object Checking Fehlerszenario-Monitore dienen zur Beobachtung von Kommu-
nikationsmustern der Interaktion zweier Objekte i und j. Wie bereits in Abschnitt
5.3.2 erwähnt, besteht ein Teilszenario von Objekt i aus einem Pfad ρi, der Zustän-
de der Zustandsmenge Si der Kripke-Struktur EKSi enthält. Hierzu werden zunächst
jene Teilszenarien für einen wiederholungsfreien Pfad ρi betrachtet, bevor Pfade mit
Zyklen analysiert werden. Für die Konstruktion eines Monitors zur Beobachtung der
Interaktionssymbole in Objekt j wird ein endlicher Kommunikationsausschnitt κj eines
Pfades ρi wie folgt deﬁniert.
Definition 5.27 Endlicher Kommunikationsausschnitt κj eines Pfades ρi
Sei ρi gegeben durch ρi := s0s1 . . . sn. Dann beschreibt κj(ρi) den endlichen
Kommunikationsausschnitt aller Zustände des Pfades ρi, in denen L Interakti-
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onssymbole der Objekte i und j enthält, wobei die Reihenfolge der gemeinsamen
Zustände in ρi und κj(ρi) identisch ist.
Auf Basis eines endlichen Kommunikationsausschnitts κj wird der Monitor moni zur
Beobachtung des von ρi geforderten Kommunikationsmusters als kommunizierende Zu-
standsmaschine CSMκj(ρi) wie folgt gebildet.
Definition 5.28 Monitor moni als kommunizierende Zustandsmaschine
Sei κj(ρi) der endliche Kommunikationsausschnitt κj eines Pfades ρi. Dann be-
schreibt CSMκj(ρi) = (S
κj(ρi), S
κj(ρi)
0 ,Prio
κj(ρi),Ev
κj(ρi), Synch
κj(ρi),Cond
κj(ρi),Op
κj(ρi), R
κj(ρi),
Modus
κj(ρi)) mit
• S
κj(ρi) := {block} ∪ {Zustände s von κj(ρi) als s}
• S
κj(ρi)
0 := {s
′}
• Prio
κj(ρi) = {0}
• Ev
κj(ρi) = Ev
j
• Synch
κj(ρi) = Synch
j
• Cond
κj(ρi) = {cε}
• Op
κj(ρi) = {aε}
• R
κj(ρi) ⊆ S
κj(ρi)×Prio
κj(ρi)×Ev
κj(ρi)
in ×Synch
κj(ρi)×Cond
κj(ρi)×2Act
κj (ρi)
×
S
κj(ρi): endliche Menge von Transitionen mit Act
κj(ρi) als endliche nichtleere
Menge von Aktionen, so dass Act
κj(ρi) = Ev
κj(ρi)
out ∪ Op
κj(ρi) gilt:
– Initialtransition (•, 0, eε, σ0, cε, {aε}, s′) ∈ R
κj(ρi) zum ersten Zustand s′
von κj(ρi)
– (si, 0, e, σ, cε, E, s′i) ∈ R
κj(ρi), gdw. si Vorgänger von s′i in κj(ρi) ist und
e ∈ L(si) sowie E ⊆ L(s′i) gelten.
– (block, 0, eε, σ, cε, {aε}, block) ∈ R
κj(ρi)
– (si, 0, e′, σ′, cε, E
′
, block) ∈ R
κj(ρi), gdw. si Vorgänger von s′i in κj(ρi) ist
und e 6∈ L(si) oder E 6⊆ L(s′i) mit E ∩E
′
= ∅ gilt.
• Modus
κj(ρi) = ∅
den Monitor moni für einen endlichen Kommunikationsausschnitt κj als kommu-
nizierende Zustandsmaschine CSMκj(ρi).
Die in Kapitel 4.1.3 angegebene Transformation einer kommunizierenden Zustandsma-
schine in eine erweiterte Kripke-Struktur ermöglicht schließlich eine Komposition mit
der Kripke-Struktur des Objektes j. Diese erfolgt so, dass eine Transition des Monitors
moni immer synchron mit einer Transition der Kripke-Struktur EKSi ausgeführt wird,
wenn Zielzustände mit in Bezug auf Kommunikationssymbole σ identischen Markie-
rungen betreten werden.
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Für Pfade ρi, die Zyklen aufweisen, wird ein Kommunikationsausschnitt κˆj in Analogie
zum endlichen Kommunikationsausschnitt κj wie folgt deﬁniert.
Definition 5.29 Kommunikationsausschnitt κˆj eines Pfades ρi
Sei ρi gegeben durch ρi := s0s1 . . . si(si+1 . . . sn)∞. Dann beschreibt κˆj(ρi) den
Kommunikationsausschnitt aller Zustände des Pfades ρi, in denen die Markie-
rungsfunktion L Interaktionssymbole der Objekte i und j enthält, wobei die Rei-
henfolge der gemeinsamen Zustände in ρi und κˆj(ρi) identisch ist und in dem
sämtliche nichtleeren Zyklen erhalten sind.
Die Generierung des Monitors moni für einen Kommunikationsausschnitt κˆj als kom-
munizierende Zustandsmaschine CSM κˆj(ρi) basiert auf der der Bestimmung der kom-
munizierende Zustandsmaschine CSMκj(ρi) im zyklenfreien Fall. Sei κ˜j die zyklenfreie
Projektion von κˆj, so beschreibt CSM κ˜j(ρi) das zyklenfreie Kommunikationsverhalten
des Monitors moni. CSM κˆj(ρi) ergibt sich somit zu CSM κ˜j(ρi) unter Ergänzung der
Transitionsrelation R
κ˜j(ρi) um die Transitionen rκˆj(ρi) ∈ R
κˆj(ρi), die das zyklische Ver-
halten ermöglichen. Damit ist (si, 0, e, σ, cε, E, s′i) ∈ R
κj(ρi), genau dann wenn si Ende
eines Zyklus in κˆj(ρi) ist, s′i dessen Anfang bildet und e ∈ L(si) sowie E ⊆ L(s
′
i) gelten.
Ferner ist (si, 0, e′, σ′, cε, E
′
, block) ∈ R
κj(ρi), genau dann wenn si der letzte Zustand in
κˆj ist, s′i der zugehörige Anfangszustand der Schleife ist und e 6∈ L(si) oder E
′
6⊆ L(s′i)
mit E ∩E
′
= ∅ gelten.
Für die Anwendung des Algorithmus zur Generierung von Multi-Object Checking Feh-
lerszenarien sind Multi-Object Checking Fehlerszenario-Prüfbedingungen über Eigen-
schaften der Monitore zu formulieren. Ist die Erreichbarkeit eines Zustands im zyklen-
freien Fall nachzuweisen, wird eine Erreichbarkeitsbedingung als Prüfbedingung ver-
wendet, während die Überprüfung von Lebendigkeitseigenschaften dem Nachweis von
zyklischem Verhalten dient. Um schließlich ein lokales Fehlerszenario ρi eines Objekts
i ∈ I zu generieren, werden anstelle des Erreichbarkeits- oder Lebendigkeitsnachweises
Prüfbedingungen ϕ verwendet, die die Nichtexistenz von Erreichbarkeit oder Leben-
digkeit unterstellen.
Für die Generierung eines lokalen Fehlerszenarios ρi im zyklenfreien Fall ergibt sich die
Prüfbedingung ϕzyklenfrei auf Basis des aus ρj := s0s1 . . . sn erzeugten Monitors monj
durch
ϕzyklenfrei := G F ¬sn.
Enthält ein lokales Fehlerszenario ρ′j := s0s1 . . . si(si+1 . . . , sn)
∞ hingegen Zyklen, ist
nachzuweisen, dass ein jeder Zustand sj mit i+1 ≤ j ≤ n immer wieder erreichbar ist.
Gesucht ist somit die Prüfbedingung ϕzyklenbehaftet, die behauptet, dass die Zustände sj
nicht immer wieder eingenommen werden. Die Prüfbedingung ϕzyklenbehaftet ergibt sich
damit zu
ϕzyklenbehaftet := G

F ¬G ∧
i+1≤j≤n
F sj

 .
Die Beschreibung einer Prüfbedingung ϕunerwünschtes Verhalten berücksichtigt, die sowohl Mo-
nitore mon−, deren Verhalten nicht beobachtet werden darf, und Monitore mon+, de-
ren Verhalten zu beobachten ist, berücksichtigt, ergibt sich schließlich als Kombination
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von Prüfbedingungen ϕ− ∈ Φ− für Monitore mon− und Prüfbedingungen ϕ+ ∈ Φ+ für
Monitore mon+ durch
ϕunerwünschtes Verhalten berücksichtigt := G

¬ ∨
ϕ−∈Φ−
ϕ− ⇒ ¬
∧
ϕ+∈Φ+
ϕ+

 .
In Abwesenheit des durch die Prüfbedingungen ϕ− speziﬁzierten Verhaltens sei das
Verhalten der Prüfbedingungen ϕ+ nicht nachweisbar. Ein lokales Fehlerszenario ρ,
welches unter Auswertung von ϕunerwünschtes Verhalten berücksichtigt generiert wird, zeigt da-
mit auf, wie das Verhalten eines Objektes bei erfolgreicher Beobachtung durch die
Monitore mon+ beschrieben ist, wenn das durch die Monitore mon− zu beobachtende
Verhalten ausgeschlossen wird.
5.3.5 Generierung von Multi-Object Checking Fehlerszenari-
en im nicht trivialen Fall
In dem Fall, dass basierend auf dem initialen lokalen Fehlerszenario ρi des Objektes i
für eine Prüfbedingung ψ kein globales Fehlerszenario FI,ψ bestimmt werden konnte,
ist für i ein alternatives initiales lokales Fehlerszenario ρ′i zu generieren, welches das
in ρi beschriebene Verhalten nicht widerspiegelt. Hierzu wird eine Prüfbedingung ϕ
entsprechend des vorangegangenen Abschnitts generiert und als Ausschlusskriterium
verwendet. Durch
ψ′ := G (¬ϕ⇒ ¬ψ)
wird damit das in ρi beschriebene Verhalten ausgeschlossen, während das gewünschte
Verhalten durch ψ in i beobachtet wird. Ist dieser Schritt für i wiederholt für Aus-
schlusskriterien Φ anzuwenden, ergibt sich damit allgemein
ψ′ := G

¬ ∨
ϕ∈Φ
ϕ⇒ ¬ψ

 .
Hierdurch wird der Betrachtungsraum in Objekt i bei der Hinzunahme einer jeden
Ausschlussbeobachtung ϕ reduziert. Damit konvergiert das Verfahren bis schließlich
ein globales Gegenbeispiel FI,ψ generiert ist, welches auf Grund der Korrektheit des
Multi-Object Checking Verfahrens ([Pin02]) existiert.
5.3.6 Anwendung von Multi-Object Checking Szenarien
Der Algorithmus zur Bestimmung von Multi-Object Checking Fehlerszenarien dient
zum einen dazu, die Entwicklung eines korrekten Systemmodells zu unterstützen, wenn
Multi-Object Checking als Veriﬁkationsmethode verwendet wird. Auf Basis des veri-
ﬁzierten Systemmodells erfolgt dann die Realisierung des Systems durch Soft- und
Hardware. Um schließlich die Eignung des implementierten Systems für dessen Ein-
satzzweck nachzuweisen, ist eine Überprüfung der Systemanforderungen am System
selbst notwendig.
Während eine ausführbare Simulation oder Demonstration eines Systems ausgewählte
Szenarien auf prototypischer Basis visualisieren oder auf einer Referenzhardware ex-
emplarisch ausführen kann, besteht ein Systemtest aus dem Nachweis der Erfüllung
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sämtlicher (Test-)anforderungen. Dieser Nachweis ist dann auch das Testendekriteri-
um. Gegenüber einer manuellen Erstellung von Testfällen bietet modellbasiertes Testen
([HP07, Pre05, PLP01, RdBJ00, Bin99]) die Möglichkeit, Testfälle automatisiert auf
Basis der Systemanforderungen und dem Systemmodell zu generieren. Für eine jede
Systemanforderung ϕ ∈ Φ ist dann eine Menge disjunkter Testfälle Tϕ am System zu
validieren.
Im Rahmen dieser Betrachtung erfolgt eine Konzentration auf Sicherheitsanforderun-
gen zur Gewährleistung der funktionalen Sicherheit eines Systems. Eine Sicherheitsan-
forderung ϕ ∈ Φ wird hier als Formel verstanden, die unter Anwendung eines Veriﬁ-
kationsverfahrens nachweislich durch das Systemmodell erfüllt sein muss. Eine solche
Formel ϕ ∈ Φ besitzt z.B. in LTL den folgenden Grundaufbau:
ϕ := G (α⇒ F β).
Unter Gültigkeit einer Menge von Prämissen α :=
∧n
i=1 αi erfüllt das System (in der
Zukunft) die Konklusion β. Beschreibt eine solche Sicherheitsanforderung eine Situation
eindeutig, kann die Testbedingung ϕTest durch
ϕTest := G (α⇒ ¬F β)
formuliert und hiermit durch Bestimmung des Fehlerszenarios FI,ϕTest der Testfall t ∈
Tϕ automatisch bestimmt werden. Durch ϕTest wird behauptet, dass bei Gültigkeit von
α nicht auf das Eintreten von β geschlossen werden kann. Das Fehlerszenario FI,ϕTest
beschreibt dann auf Modellebene, welche Schritte — in Form von Systemzuständen —
hierzu erfolgen müssen.
Durch Verfeinerung können diese Systemzustände, Ereignisse etc. dann auf reale Spei-
cherbelegungen oder Signale abgebildet werden, so dass das Fehlerszenario FI,ϕTest als
Testszenario Verwendung ﬁnden kann. Erfolgt eine automatische Transformation vom
Systemmodell in Programmcode der Zielplattform, kann diese automatisierte Trans-
formation ebenfalls für das Testszenario angewendet werden.
Hierdurch kann jedes einzelne Objekt und damit jede einzelne Komponente des Systems
gegen das Testszenario in einem Hardware-in-the-Loop-Test validiert werden, bei dem
jeweils eine der am Testszenario beteiligten Komponenten durch eine reale Komponente
ersetzt ist. Verhalten sich sämtliche Komponenten dem Testszenario entsprechend, ist
der Test der Sicherheitsbedingung ϕ erfolgreich verlaufen.
Alternative Testfälle t′ ∈ Tϕ können ebenfalls automatisch generiert werden, indem
wiederum der Ansatz verfolgt wird, dass das Verhalten sämtlicher bereits generierter
Testfälle t ∈ Tϕ ausgeschlossen wird. Terminiert die wiederholt ausgeführte Erzeugung
alternativer Testfälle, so dass kein weiterer Testfall t′ generiert wird, stellt Tϕ eine
vollständige Menge disjunkter Testfälle dar. Für endliche Systeme oder Systeme mit
zyklischer Zurücksetzung des Systems kann Tϕ auf diese Weise eindeutig bestimmt
werden.
5.4 Alternative Ansätze der Szenariengenerierung
Die Generierung von (Gegen-)beispielen zur Illustration von Sachverhalten wird sowohl
für die Erzeugung von Simulationen eines Systems als auch für die Bestimmung von
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Fehlerszenarien in der Veriﬁkationsphase bzw. als Testszenarien verwendet. Während
für Simulationszwecke zumeist ein zufälliger Ablauf von Systemereignissen Verwendung
ﬁndet, wird beabsichtigt Quantität und Qualität von Fehler- und Testszenarien zu
optimieren. In Bezug auf Veriﬁkationsszenarien wird für einen konkreten Fehlerfall die
Generierung eines Fehlerszenarios mit einer minimalen Anzahl von Systemzuständen
angestrebt, um die Lokalisation und die Korrektur des Fehlers zu erleichtern.
Die eﬃziente Bestimmung einer minimalen Menge von Testfällen ist Gegenstand aktu-
eller Forschung [BPG07, FAW07, SR07, WASF07, YL04, YWC04]. Diese Problematik
kann wie folgt charakterisiert werden. In Abhängigkeit eines angewendeten Testende-
kriteriums — der Nachweis der Erfüllung eines in Bezug auf die Sicherheit/das Risiko
hinreichenden Prozentsatzes aller Testfälle — ist die minimale Anzahl der Testfälle zu
bestimmen, so dass durch diese ein Abdeckungskriterium eingehalten wird. Als Ab-
deckungskriterium ﬁnden sowohl Pfad- als auch Anweisungsüberdeckung Verwendung,
während als Testendekriterium der positiv verlaufene Test des Testfälle bzw. eines Re-
präsentanten einer jeden Äquivalenzklasse von Testfällen dienen kann.
An dieser Stelle erfolgt eine Betrachtung alternativer Verfahren zur Generierung von
Szenarien für Veriﬁkation und Validierung. Hierbei werden zunächst die Erzeugung
von Gegenbeispielszenarien im Zuge der Veriﬁkation näher analysiert. Veriﬁkationsge-
genbeispiele werden zumeist durch ein Model Checking Werkzeug wie SMV/NuSMV
[McM03, CCG+02] als eine Folge von Zuständen präsentiert.
Symbolische Model Checking Werkzeuge durchsuchen hierzu die starken Zustammen-
hangskomponenten (SCC), die einen azyklischen Graphen bilden, nach einem Zustand
s ∈ S, in dem eine Prüfbedingung ¬ψ erfüllt wird. Den Anfang bildet hier die Zusam-
menhangskomponente sccs0, die den Startzustand s0 ∈ S enthält. Gehört s zu sccs0,
ist lediglich der Pfad von s0 zu s zu ermitteln. Kann s nicht in sccs0 lokalisiert werden,
sind die Zusammenhangskomponenten scc zu analysieren, die auf sccs0 folgen. Dieses
Vorgehen wird iteriert, bis schließlich s gefunden ist. Diese Strategie, welche von Clarke
et al. in [CGL94] detailliert beschrieben wird, generiert somit für den Fall, dass ψ nicht
gilt, das entsprechende Fehlerszenario in einem komponierten Zustandsraum.
Für verteilte Veriﬁkationsmechanismen existiert keine Adaption, um dem Zustandsex-
plosionsproblem zu begegnen. Ansätze ([IB06, GHS01]) die Veriﬁkationsgeschwindig-
keit durch Verwendung einer Multi-Prozessor-/Multi-Rechner-Architektur zu steigern
oder durch Betrachtung mächtigerer Temporallogiken wie CTL∗, führen durch dabei
auftretenden Overhead zumeist zu einer Reduktion der betrachtbaren Zustandsräume.
Model Checking Werkzeuge, die inkrementelles Bounded Model Checking unterstüt-
zen, generieren, sobald eine Prüfbedingung ψ für eine Tiefe von k Evolutionsschritten
nicht erfüllt ist, ein Gegenbeispiel minimaler Länge mit exakt k Zuständen, wobei die-
se einen Zyklus enthalten können. Der von Ganai et al. in [GGYA06] beschriebene
Ansatz ein SAT-Problem durch Partitionierung zu lösen, ermöglicht trotz eines Over-
heads von etwa 30 Prozent eine Szenariogenerierung für deutlich komplexere Systeme
als auf symbolischem Model Checking oder Single-Client SAT-Solving beruhende An-
sätze. Die Fallstudie in [GGYA06] führt einen Vergleich des Multi-Client SAT-Solvers
mit fünf Rechnern und einem monolitischen SAT-Solver an. Hierbei skaliert die Leis-
tungsfähigkeit des Multi-Client SAT-Solvers mit der Leistungsfähigkeit der einzelnen
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Rechner.
Dieser vielversprechende Ansatz bedarf weiterer Evaluation sowie einer Unterstüt-
zung durch existierende Model Checking Werkzeuge, so dass industriell eingesetzte
Modellierungs- und Veriﬁkationswerkzeuge weiter Verwendung ﬁnden können. Weiter-
hin ist die Entwicklung eines Multi-Client SAT-Instanzgenerators notwendig, um aus
einem komplexen Bounded Model Checking Problem automatisch eine verteilte SAT-
Instanz generieren zu können.
Black-Box Tests betrachten Tupel von Eingabe, erwarteter Ausgabe sowie erfolgter
Ausgabe, um Funktionalitäten an einem Prototypen oder aber einem System zu über-
prüfen. Erfolgt die Auswahl dieser Testvektoren zufällig, wird von kombinatorischem
Testen gesprochen. Eine andere Variante besteht in der Bildung von Äquivalenzklassen
und einer anschließenden Selektion von Repräsentanten für die Testausführung.
Bei einem phasenorientierten Vorgehen, wie es für sicherheitskritische Systeme ange-
messen und vorgeschrieben ist, besteht zusätzlich die Möglichkeit, neben Black- und
White-Box Tests modellbasierte Tests durchzuführen. Hierbei dienen die Anforderungs-
speziﬁkation und das (abstrakte) Modell zur Generierung von Testfällen (vgl. Abschnitt
5.3.6), indem Ausführungspfade am Modell ermittelt und im Anschluss nach Verfeine-
rung bzw. Anpassung an die Hardware gegen das System oder einzelne Komponenten
ausgeführt werden. Während die Eingaben und erwarteten Reaktionen auf Basis des
Modells bestimmt werden, komplettieren die beobachteten Reaktionen den entspre-
chenden Testvektor.
Die vorherrschenden Techniken zur Generierung von modellbasierten Testszenarien bil-
den derzeit Model Checking unter Ausnutzung der Generierung von Gegenbeispielen
und SAT-Solving (vgl. [BPG07, FAW07, SR07, WASF07]), während die UML vermehrt
den Einsatz zur Deﬁnition des Testmodells ﬁndet (vgl. [BGL+07, KH07, OMG07a,
Dai04]).
5.5 Verifikation und Validation durch Multi-Object
Checking
Die Veriﬁkation von Systemen oder Software in einem industriellen Umfeld bedarf nicht
nur der prinzipiellen Durchführbarkeit. Vielmehr wird insbesondere für sicherheitskri-
tische Systeme im Sinn von Normen wie den CENELEC-Normen DIN EN 50126, 50128
und 50129 eine nachvollziehbare Prüfung von Anforderungen in Veriﬁkation und Test
gefordert, so dass der hierfür zu erbringende Aufwand zu minimieren ist.
Im Gegensatz zu teilautomatisierten Verfahren wie Theorem-Proving erfüllen vollau-
tomatisierte Verfahren wie SAT-Solving, Model Checking oder Multi-Object Checking
diese Ansprüche insofern, als dass die Veriﬁkation nach der Formulierung von Prüf-
bedingungen und der Erstellung des Modells automatisch ausgeführt werden kann.
Während sowohl SAT-Solving als auch Model Checking bisher nur auf Systeme mode-
rater Komplexität anwendbar sind, wird die Veriﬁzierbarkeitsgrenze bei der Anwendung
von Multi-Object Checking von der Veriﬁzierbarkeit der in Bezug auf die Anzahl der
Zustände größten Einzelkomponente des Systems bestimmt.
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Zur Ermöglichung eines sicheren Betriebsablaufs in Eisenbahnsystemen dienen Stell-
werke zur Ansteuerung von Signalen, Weichen und anderen beeinﬂussbaren Kompo-
nenten. Hierzu werden nach Pachl ([Pac04a]) auf Anlagenseite — in der Stellwerkslo-
gik — alternativ eine Verschlusstabelle bzw. das Spurplanprinzip verwendet. Während
die Verschlusstabelle eine Sammlung gleichzeitig einstellbarer Fahrstraßen beschreibt,
werden die Infrastrukturelemente als logische Objekte entsprechend der Topologie der
zu steuernden Gleisanlage bei Anwendung des Spurplanprinzips verstanden. Hierbei
werden die Objekte durch ihren Zustand, ihr Verhalten und ihre Lage zueinander be-
schrieben. Bei Anwendung des Spurplanprinzips entspricht dann jedes reale Objekt
(Weiche, Signal, etc.) einem logischen.
Die Betrachtung eines sicherheitskritischen Systems als Menge nebenläuﬁg interagie-
render Objekte/Komponenten ist damit insbesondere in der Domäne Eisenbahn ge-
rechtfertigt. Neben den Fahrzeugen existieren innerhalb der Infrastruktur diverse Ele-
mente wie Weichen, Gleisfreimeldeanlagen, Signale etc. deren Interaktionen nicht nur
die Fahrtrichtungen oder Geschwindigkeiten der Züge beeinﬂussen sondern auch zur
Vermeidung von Kollisionen und damit zur Gewährleistung von Sicherheit dienen. Die
Vorgabe eines festen Fahrplans, der sämtliche Fahrstraßeninformationen enthält, kann
dieser Aufgabe nicht gerecht werden, zumal Wartungs- und Instandhaltungsmaßnah-
men oder Betriebsstörungen diesen jederzeit obsolet werden lassen können. Eine Ad-
hoc-Erstellung eines alternativen, sicheren Fahrplans ist durch die NP-Vollständigkeit
der Aufstellungsproblematik nicht möglich.
Während Multi-Objektlogiken ein verständliches, formales Beschreibungsmittel für die
Anforderungsspeziﬁkation darstellen, ermöglicht deren Verwendung als Multi-Object
Checking Prüfbedingungen für ein formalisiertes Modell unter Anwendung des von Pin-
ger ([Pin02]) vorgestellten, vollautomatisierbaren Verfahrens Multi-Object Checking
nicht mehr nur dessen Veriﬁkation.
Durch die in dieser Arbeit durchgeführte Erweiterung des Verfahrens auf die Generie-
rung von Fehlerszenarien, wenn eine dieser Prüfbedingungen nicht zu wahr ausgewertet
werden kann, besteht neben der Möglichkeit, das Modell zu korrigieren, auch die Mög-
lichkeit, die Generierung von Testfällen zu automatisieren. Damit erweist sich die An-
wendung des so erweiterten, vollautomatisierbaren Verfahrens Multi-Object Checking
sowohl für die Veriﬁkation als auch für die Validationsunterstützung als probate Me-
thodik.
Im folgenden Kapitel werden die Anwendung von Multi-Object Checking Prüfbedin-
gung zur Anforderungsspeziﬁkation, die Verwendung von UML-Zustandsdiagrammen
zur Verhaltensspeziﬁkation sowie die Veriﬁkation und Validation mit Multi-Object
Checking anhand eines Fallbeispiels — der Entwicklung einer Stellwerkslogik — de-
monstriert.
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Kapitel 6
Fallbeispiel und vergleichende
Bewertung
In verkehrstechnischen Systemen kommen neben passiven Sicherheitsmassnahmen wie
Airbags in Personenkraftwagen vermehrt aktive Komponenten/Teilsysteme zur Ge-
währleistung von Sicherheit zum Einsatz. Beispiele hierfür sind das Traﬃc Alert and
Collision Avoidance System (TCAS) in der Luftfahrt oder Fahrerassistenzsysteme zur
Vermeidung von Auﬀahrunfällen oder Kollisionen.
Im Eisenbahnwesen erfolgt bereits seit Jahrzehnten eine aktive Sicherung — neben
dem Einsatz von hochqualiﬁziertem Personal in Gestalt der Triebfahrzeugführer —
von Zugfahrten, um das bestehende Restrisiko für Unfälle zu reduzieren. So muss bei-
spielsweise der Triebfahrzeugführer innerhalb regelmäßiger Intervalle seine Bereitschaft
signallisieren. Auch das Zusammenspiel von an der Strecke und an Fahrzeugen instal-
lierten Zugbeeinﬂussungssystemen trägt zur Sicherung vor Kollisionen, Entgleisungen
etc. bei, indem gegebenfalls eine Zwangsbremsung bei Vorbeifahren an einem Halt
zeigenden Signal ausgelöst wird.
Neben der Berücksichtigung des Interesses, eine möglichst wirtschaftliche Auslastung
der Strecken zu erreichen, ist die Schaﬀung eines permanent sicheren Systemzustandes
nur durch sorgfältige Planung und Überwachung des Zugverkehrs zu gewährleisten. Die
Gewährleistung dieser Sicherheit kann beispielsweise durch Fahrstraßen1 erzielt werden.
Während die Generierung eines Fahrplans zunächst kein Sicherheitsrisiko bedeutet,
können bei dessen Umsetzung durch konkrete Massnahmen wie der Einstellung von
Weichen oder der Anzeige bestimmter Signalbegriﬀe sicherheitskritische Situationen
entstehen.
Insbesondere die Einstellung von Signalbegriﬀen oder Weichen muss unter Berücksich-
tigung des aktuellen Betriebszustandes erfolgen. Die Umstellung einer Weiche unter
einem (fahrenden) Zug kann leicht zu Entgleisungen führen. Für eine Zugfahrt ist
somit der exklusive Zugriﬀ auf die einzelnen zu befahrenden Infrastrukturelemente
1Eine Fahrstraße stellt eine gegen andere einfahrende Züge unter anderem durch Signale und von
der Fahrstraße abweisend ausgerichtete Weichen gesicherte Strecke von einem Start- bis zum Zielpunkt
einer Zugfahrt dar.
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notwendig. Neben dieser Primärfunktion als zu befahrendes Element können einzel-
ne Infrastrukturelemente gegebenenfalls Sekundärfunktionen wahrnemen, um andere
Zugfahrten zu sichern.
6.1 Industrielles Beispiel – Objektorientiertes Stell-
werk
Sicherheitskritische Aufgaben wie die Einstellung von Weichen und Signalen für Zug-
fahrten in, durch oder aus Bahnhöfen heraus erfolgen derzeit zentral durch Stellwerke
(vgl. [Pac04a]). Diese sind über Jahrzehnte in mechanischen, relaistechnischen und
elektronischen Bauformen realisiert worden. Auch elektronische und damit rechner-
bzw. softwaregesteuerte Stellwerke bedürfen eines normkonformen Entwicklungspro-
zesses, durch den und den darin getroﬀenen Massnahmen die Einhaltung konkreter
Sicherheitsanforderungen gewährleistet ist.
In den folgenden Abschnitten werden elementare Anforderungen an einem exemplari-
schen Stellwerk diskutiert und in Form von Multi-Objektprüfbedingungen formuliert,
bevor das Stellwerk mit UML-Zustandsdiagrammen modelliert und im Anschluss durch
Multi-Object Checking geprüft wird. Hierbei dient der in Abbildung 6.1 abgebildete
Bahnhof als durchgängiges Beispiel.
Abbildung 6.1: Bahnhof von Cstadt.
Für die Einfahrt in Bahnhof Cstadt sind vom jeweiligen Einfahrsignal (A aus Rich-
tung Bheim und F aus Richtung Dwald) Fahrstraßen auf ein Zielsignal (P1, P2, N1
oder N2) einzustellen. Eine Fahrstraße setzt sich bei Annahme eines Startsignals als
Fahrstraßenstart und eines Zielsignals alsFahrstraßenziel aus folgenden Bestandteilen
zusammen:
• Fahrstraßenstart (Startsignal)
• Fahrstraßenziel (Zielsignal)
• Fahrweg
• Durchrutschweg2
• Flankenschutz
Das in Abbildung 6.2 auf der folgenden Seite dargestellte UML-Klassendiagramm be-
schreibt die Komponentenbeziehung zur Fahrstraße.
2nicht bei Ausfahrzugstraßen und Rangierstraßen
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Abbildung 6.2: Start- und Zielsignal als Komponenten einer Fahrstraße.
Um eine sichere Einfahrt aus Richtung Bheim von Startsignal A zum Zielsignal N1
gewährleisten zu können, ist sicherzustellen, dass nicht nur die Fahrwegelemente ver-
wendbar sondern auch ein entsprechender Durchrutschweg sowie Flankenschutz für
Fahr- und Durchrutschweg vorhanden sind. Im Rahmen dieser Arbeit wird der Gleis-
abschnitt, an dem das Startsignal steht, ebenfalls als Fahrwegelement betrachtet. Damit
sind A, GA1, W1, GA2 und N1 Fahrwegelemente. Der Fahrweg ist Bestandteil einer
jeden Fahrstraße (vgl. Abbildung 6.2) und nach [NP04] wie folgt deﬁniert.
Definition 6.1 Fahrweg (FW)
Alle zu befahrenden Gleiselemente (wie Weichen, Gleisabschnitte, . . .) zwischen
einem Startpunkt (z.B. Einfahrsignal) und einem Zielpunkt (z.B. Ausfahrsignal)
gehören zum Fahrweg.
Für die Bestimmung des Durchrutschwegs, welcher eine Komponente einer Einfahrzug-
straße darstellt (vgl. Abbildung 6.2), ist die Lage des Gefahrpunkts relevant, welcher
nach [NP04] die erste auf ein Hauptsignal folgende Stelle im Gleis ist, an der beim
Durchrutschen3 eines Zuges (z.B. in Folge einer zu geringen Bremsung) eine Gefähr-
dung eintreten kann. Zwischenfahrstraßen, Zugstraßen mit Start- und Zielpunkt inner-
halb eines Bahnhofs, sind analog zu Einfahrzugstraßen zu behandeln und werden in
dieser Arbeit nicht weiter behandelt. In Richtline 819 ([DB03]) der Deutsche Bahn AG
ist der Durchrutschweg wie folgt beschrieben.
Definition 6.2 Durchrutschweg (D-Weg)
Der Abstand zwischen dem Zielsignal einer Einfahrt und dem maßgebenden Ge-
fahrpunkt wird als Durchrutschweg bezeichnet und ist Bestandteil der Einfahr-
zugstraße.
3Unbeabsichtiges Vorbeifahren an einem Halt zeigenden Signal
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In den folgenden Abschnitten werden auch an Gleisen in Fahrtrichtung stehende Signa-
le als Elemente von Fahr- und Durchrutschweg betrachtet, obwohl an diesen lediglich
vorbeigefahren wird. Dient der Fahrweg einer direkten Kollisionsvermeidung, indem
Gleisabschnitte etc. exklusiv zur Verfügung gestellt werden, so ﬁndet der Durchrutsch-
weg zur Vermeidung von Unfällen in Folge des (unbeabsichtigten) Überfahrens des
Zielsignals Verwendung. Neben Fahr- und Durchrutschweg dient die Bereitstellung von
Flankenschutz der Unfallvermeidung. Nach Hein ([Hei00]) ist für jede Weiche oder
Kreuzung im Fahr- und Durchrutschweg Flankenschutz bereitzustellen.
Die Bereitstellung von Flankenschutz hat zum Ziel, Flankengefährdungen einer Fahrt
durch seitliches Einfahren in den Fahrweg und bei Einfahrzugstraßen in den Durch-
rutschweg zu verhindern. Die Infrastrukturelemente zwischen dem Flankenschutz for-
dernden/suchenden Fahrweg- bzw. Durchrutschwegelement und den Flankenschutz bie-
tenden Elementen bilden den Flankenschutzraum. Abbildung 6.3 beschreibt die Abhän-
gigkeiten zwischen Flankenschutz suchenden, transportierenden und bietenden Infra-
strukturelementen in einem weiteren UML-Klassendiagramm4.
Abbildung 6.3: Lage- und Flankenschutzbeziehungen zwischen Infrastrukturelementen.
Die Verwendung von UML-Klassendiagrammen5 als erstes formales Beschreibungsmit-
tel zur Strukturierung von Objekten und deren Beziehungen untereinander ermög-
licht noch keine Darstellung derart, dass konkurrierende Fahrstraßen FS1 und FS2 in
beliebiger Reihenfolge nacheinander realisierbar sind. Ebensowenig wird durch UML-
Klassendiagramme das Verhalten der Objekte beschrieben, um einen korrekten Stell-
befehl zur Einstellung einer Fahrstraße von z.B. Startsignal A zum Zielsignal N1 in
Abbildung 6.1 umzusetzen.
Während Gleisfreimeldeeinrichtungen Besetzt- und Freimeldungen für einen Strecken-
abschnitt generieren, repräsentieren Ein-/Ausbruchsknoten die freie Strecke.
4Das UML-Klassendiagramm enthält keine vollständige Darstellung sämtlicher Infrastrukturele-
mente und damit auch nicht sämtliche Flankenschutzbeziehungen.
5Mehrere Klassendiagramme können durch Verwendung identischer Klassen kombiniert werden.
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6.1.1 Anforderungsspezifikation mit Multi-Objektlogiken
Während das UML-Klassendiagramm in Abbildung 6.2 auf Seite 119 eine exklusive
Zuordnung von Infrastrukturelementen zu einem Fahrweg beschreibt, ist diese Anfor-
derung und damit der Ausschluss konkurrierender Fahrstraßen am Modell und später
am System nachzuweisen. UML-Entwicklungswerkzeuge unterstützen die Überwachung
solcher Anforderungen — insbesondere zur Laufzeit — nur begrenzt und animieren
bzw. simulieren ein objektorientiertes System zumeist als eine Menge interagierender,
interpretierter Programme, die auf einem einzelnen Rechner ablaufen.
Diese Betrachtungsweise ist jedoch nicht auf ein Stellwerk, welches mehrere Quadratki-
lometer an Infrastruktur kontrolliert, übertragbar und auch nicht in Echtzeit ausführ-
bar. Anstatt die einzelnen Infrastrukturelemente zentral vom Stellwerk einzustellen,
kann nach Pasternok ([Pas91]) Kommunikation zwischen benachbarten Infrastruktur-
elementen diese Aufgabe ersetzen, so dass beispielsweise die Bestimmung der Elemente
des Flankenschutzes für z.B. eine Weiche im Fahrweg automatisch bei deren Reservie-
rung initiiert wird.
Beispielhaft werden die Fahrstraßen FS1, FS2 und FS3 betrachtet. Beschreibe FS1 die
Fahrstraße für die Einfahrt von Signal A zu Signal N1, sei A ebenfalls Startsignal für
Fahrstraße FS2 zum Zielsignal N2. Ferner sei die Fahrstraße FS3 als Durchfahrzugstraße
aus Richtung Dwald nach Bheim gegeben. Für die Einstellung von Fahrstraße FS3 dient
ein lediglich in Software realisiertes Signal V1 als gedachter Punkt auf der freien Strecke
Richtung Bheim als Zielpunkt (vgl. Abbildung 6.4). Diese „Softwaresignale“ werden im
Folgenden als virtuelle Signale bezeichnet.
Abbildung 6.4: Fahrstraßen FS1, FS2 und FS3 im Bahnhof von Cstadt.
Wenn keine direkte Einstellung einer Durchfahrzugstraße für Fahrstraße FS3 erfolgt,
sind durch die in Abbildung 6.2 beschriebene Aggregierungsbeziehung sowohl eine Ein-
fahrzugstraße FS3ein als auch eine Ausfahrzugstraße FS3aus einzustellen. Der Fahrweg
der Einfahrzugstraße FS3ein erstreckt sich beginnend bei Startsignal F zum Zielsignal
P1, während bei diesem die Ausfahrzugstraße FS3aus beginnt und auf der freien Strecke
endet. Hierzu wird ein virtuelles Signal V2 als Zielsignal angenommen.
Zur Bildung der Einfahrzugstraße FS3ein sind die Elemente GA4, W2, N1 und GA2
zwischen Startsignal F und Zielsignal P1 als Fahrwegelemente zu betrachten6. Wei-
terhin ist für die Weiche W2 Flankenschutz zu gewährleisten, der durch Verschluss
von Weiche W3 in Rechtslage oder in Form des Halt zeigenden Signals N2 bereitge-
stellt werden kann. Obwohl die Einfahrzugstraße FS3ein nur einen Teil der gesamten
Fahrstraße FS3 ausmacht, ist für diese zunächst ein Durchrutschweg vorzusehen.
6Im weiteren Verlauf werden Start- und Zielsignal ebenfalls als Fahrwegelemente angesehen.
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Für die Ausfahrzugstraße FS3aus sind analog zur Entwicklung von FS3ein, die Elemen-
te P1, GA2, W1, GA1 und V1 zu reservieren und zu verschließen. Die gleichzeitige Ver-
wendung der Elemente P1 und GA2 für zwei Fahrwege kann nur in dem Fall erfolgen,
dass beide Fahrwege zu einer Durchfahrzugstraße FS3 gehören, in der diese gemeinsa-
men Elemente die Überlappung der Fahrstraßen bilden. Mit Bildung von FS3ein und
FS3aus — in beliebiger Reihenfolge7 — werden diese Fahrstraßen unter Löschung des
Durchrutschwegs von FS3ein zur Fahrstraße FS38. Damit ergeben sich die Prüfbedin-
gungen ϕ1, ϕ2 und ϕ3 aus Sicht des Objekts Stellwerk in der Multi-Objektlogik D1 wie
folgt.
ϕ1 ::= Stellwerk.(G((F
−1 (FS3ein!(Fahrstrasse FS3ein erfolgreich gebildet) ∧
¬FS3aus!(Fahrstrasse FS3aus erfolgreich gebildet)) ∧
FS3aus!(Fahrstrasse FS3aus erfolgreich gebildet))⇒
X FS3?(Fahrstrasse FS3 erfolgreich gebildet)))
ϕ2 ::= Stellwerk.(G((F
−1 (FS3aus!(Fahrstrasse FS3aus erfolgreich gebildet) ∧
¬FS3ein!(Fahrstrasse FS3ein erfolgreich gebildet)) ∧
FS3ein!(Fahrstrasse FS3ein erfolgreich gebildet))⇒
X FS3?(Fahrstrasse FS3 erfolgreich gebildet)))
Prüfbedingung ϕ1 beschreibt, dass Fahrstraße FS3 unmittelbar, d.h. im nächsten Zu-
stand, nach Bildung der Ausfahrzugstraße FS3aus, der die Meldung der Bildung von
Einfahrzugstraße FS3ein vorausging, als erfolgreich gebildet gekennzeichnet wird. ϕ2
beschreibt die Bildung von Fahrstraße FS3 mit Bildung der Ausfahrzugstraße FS3aus
vor Bildung der Einfahrzugstraße FS3ein.
ϕ3 ::= Stellwerk.(G(FS3!(Fahrstrasse FS3 erfolgreich gebildet)⇒
F(¬FS3ein?(Fahrstrasse FS3ein erfolgreich gebildet) ∧
¬FS3aus?(Fahrstrasse FS3aus erfolgreich gebildet))))
Die Prüfbedingung ϕ3 beschreibt hingegen, dass die Einfahrzugstraße FS3ein und die
Ausfahrzugstraße FS3aus in der Fahrstraße FS3 aufgegangen sind.
Die Formelteile bezüglich der Ein- und Ausfahrzugstraße könnten bei Kommunikation
unter den Fahrstraßen direkt aus der Sicht der Fahrstraße FS3 wie folgt mit ϕ′1 und ϕ
′
2
formuliert werden.
ϕ′1 ::= FS3.(G (F
−1 (FS3ein!(Fahrstrasse FS3ein erfolgreich gebildet) ∧
¬FS3aus!(Fahrstrasse FS3aus erfolgreich gebildet)) ∧
FS3aus!(Fahrstrasse FS3aus erfolgreich gebildet))⇒
X (Fahrstrasse FS3 erfolgreich gebildet))
7Wird FS3ein nach FS3aus gebildet, kann die Bildung des Durchrutschwegs von FS3ein entfallen.
8Alternativ kann unmittelbar eine Fahrstraße FS3′ vom Start- zum Zielsignal eingestellt werden.
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ϕ′2 ::= FS3.(G (F
−1 (FS3aus!(Fahrstrasse FS3aus erfolgreich gebildet) ∧
¬FS3ein!(Fahrstrasse FS3ein erfolgreich gebildet)) ∧
FS3ein!(Fahrstrasse FS3ein erfolgreich gebildet))⇒
X (Fahrstrasse FS3 erfolgreich gebildet))
Für ϕ3 ergäbe sich ϕ′3 entsprechend.
ϕ′3 ::= FS3.(G(gebildet⇒ F(¬FS3ein?(Fahrstrasse FS3ein erfolgreich gebildet) ∧
¬FS3aus?(Fahrstrasse FS3aus erfolgreich gebildet))))
Damit zeigt sich eine hohe Variabilität in der Formulierung inhaltlich äquivalenter
Prüfbedingungen in Form von Formeln in der Multi-Objektlogik D1. Entscheidend für
die Formulierung einer Prüfbedingung ist jedoch immer die Auswahl der Objekte, die
eine Anforderung beschreiben und beobachten können. Während Fahrstraße FS3 die
Bildung von Ein- und Ausfahrzugstraße in ϕ′1 bis ϕ
′
3 selbst beobachten könnte, ist ent-
sprechend des UML-Klassendiagramms in Abbildung 6.2 nur vom Objekt Stellwerk di-
rekt beobachtbar, welche Fahrstraßen eingestellt sind. Prüfbedingung ϕ4 fordert hierzu,
dass es keinen Zustand gibt, in dem gleichzeitig die Fahrstraßen FS1 und FS3 gebildet
sind9.
ϕ4 ::= Stellwerk.(G ¬(FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
FS3!(Fahrstrasse FS3 erfolgreich gebildet)))
Damit eine Bedingung an eine Fahrstraße korrekt ausgewertet werden kann, ist zu
konkretisieren, was unter der Formulierung erfolgreich gebildet zu verstehen ist. Für
Fahrstraße FS1 bedeutet dies beispielsweise, dass sowohl der Fahrstraßenstart A, das
Fahrstraßenziel N1 als solche vorliegen, und dass ein gesicherter Fahrweg und ein eben-
falls gesicherter Durchrutschweg gebildet wurden. Damit kann ϕ4 wie folgt formuliert
werden.
ϕ4 ::= Stellwerk.(G ¬(FS1!(A!(Startsignal von FS1 ∧ zeigt Fahrt) ∧
N1!(Zielsignal von FS1 ∧ zeigt Halt) ∧
FahrwegFS1!(Fahrweg mit Flankenschutz für FS1 erfolgreich
gebildet) ∧
D-WegFS1!(Durchrutschweg mit Flankenschutz für FS1 erfolgreich
gebildet) ∧ FS3!(Fahrstrasse FS3 erfolgreich gebildet)))
In weiteren Schritten werden Fahrweg, Durchrutschweg und Flankenschutz für Fahr-
und Durchrutschweg einer Fahrstraße sowie zeitliche Abhängigkeiten in Bezug auf deren
Bildung konkretisiert. Dabei wird eine spätere Implementierung bereits durch entspre-
chende Formulierung einer Prüfbedingung in einer bestimmten Richtung beeinﬂusst.
Sollen sämtliche Elemente direkt von der Fahrstraße angesprochen werden, werden die
Objekte Fahr- und Durchrutschweg obsolet. In ϕ4 kann dann unter Verwendung des
inversen next-Operators (X−1) sowie des inversen future-Operators (F−1) zur Angabe
der zeitlichen Abhängigkeiten FahrwegFS1 wie folgt substituiert werden.
9Für den Beweis, dass die gleichzeitige Bildung konkurrierender Fahrstraßen ausgeschlossen ist, ist
eine vollständige, paarweise Betrachtung ausreichend.
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ϕ′4 ::= Stellwerk.(G ¬(FS1!(X
−1 A!(zeigt Fahrt)) ∧
F
−1 FahrwegFS1!(X−1 A!((Startsignal von FS1) ∧
X
−1 GA1!(für FS1 verschlossen ∧
X
−1 W1!((für FS1 eingestellt und verschlossen ∧ Flankenschutz für
W1 vorhanden) ∧
X
−1 GA2!(für FS1 verschlossen ∧
F
−1 P1!(Signal im Fahrweg von FS1 ∧ zeigt Halt) ∧
F
−1 N1!(zeigt Halt ∧ F−1(Zielsignal von FS1))))))) ∧
F
−1 D-WegFS1!(Durchrutschweg mit Flankenschutz für FS1
erfolgreich gebildet)) ∧
FS3!(Fahrstrasse FS3 erfolgreich gebildet)))
Durch diese Formulierung wird ausgedrückt, dass die Fahrstraßenbildung mit Anzeige
des Fahrtbegriﬀes und dem Setzen von Start- und Zielsignal nach Verschluss sämtlicher
Fahr- und Durchrutschwegelemente, für die jeweils Flankenschutz existiert, erfolgreich
abgeschlossen ist.
Zur Entwicklung einer Fahrstraße nach dem Spurplanprinzip von Pasternok ([Pas91])
erfolgt jedoch keine direkte Kommunikation zwischen der Fahrstraße und ihren Elemen-
ten. Stattdessen wird die Bildung gesicherter Fahrstraßen über das Startsignal initiiert
und nach erfolgreicher Bildung einer Fahrstraße durch entsprechende Markierung und
Einstellung der Objekte an den Fahrdienstleiter als Initator der Suche zurückmeldet.
Um die seit Jahrzehnten verwendeten Termini Fahrweg, Durchrutschweg und Flanken-
schutz weiterhin zu verwenden, werden diese in dieser Arbeit als Objekte umgesetzt.
Damit realisieren sie eine Zwischenschicht, die die bestehende Terminologie erhält und
das Spurplanprinzip von Pasternok in tieferen Ebenen verwendbar macht.
So wird die Fahrwegbildung vom Fahrweg am Startsignal beginnend initiiert. Nach des-
sen erfolgreicher Bildung erfolgt die Rückmeldung an den Fahrweg, worauf die Fahrstra-
ße über dessen erfolgreiche Bildung informiert wird. Mit Anzeige des Fahrtbegriﬀs am
Startsignal gilt die Fahrstraße schließlich als gebildet. ϕ′4 beschreibt diese Anforderung
wie folgt.
ϕ′4 ::= Stellwerk.(G ¬(FS1!(X
−1 A!(zeigt Fahrt) ∧
F
−1 FahrwegFS1!(X−1 A!((Startsignal von FS1) ∧
X
−1 GA1!(für FS1 verschlossen ∧
X
−1 W1!((für FS1 eingestellt und verschlossen ∧ Flankenschutz für
W1 vorhanden) ∧
X
−1 GA2!(für FS1 verschlossen ∧
X
−1 N1!(zeigt Halt ∧ F−1(Zielsignal von FS1))))))) ∧
F
−1 D-WegFS1!(Durchrutschweg mit Flankenschutz für FS1
erfolgreich gebildet)) ∧
FS3!(Fahrstrasse FS3 erfolgreich gebildet)))
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Sobald das Startsignal A für FS1 (X−1 A!(zeigt Fahrt)) den Fahrtbegriﬀ anzeigt, ist
die Fahrstraße FS1 eingestellt. Bei Anzeige des Fahrtbegriﬀs durch das Startsignal A
für FS1 hat Gleisabschnitt GA1 den Verschluss an Signal A gemeldet und selbst zuvor
durch die Weiche W1 die Information erhalten, dass diese ebenfalls für FS1 verschlossen
ist und Flankenschutz vorliegt. Bevor die Weiche W1 diese Meldung durchführt, ist sie
zuvor von Gleisabschnitt GA2 über dessen Verschluss informiert worden, nachdem GA2
wiederum die informiert wurde, das Signal N1 Zielsignal (X−1 N1!(Zielsignal von FS1))
ist und Halt zeigt. Die Zielsignalfestlegung kann bereits in früheren Zuständen erfolgt
sein, so dass statt des inversen next-Operators (X−1) die inverse Variante des future-
Operators (F−1) Verwendung ﬁndet.
Auch die Fahrstraßen FS1 und FS2 stehen zueinander in Konkurrenz, da beide die
Elemente A, GA1 und W1 im Fahrweg exklusiv beanspruchen. Damit ist analog zur
vorherigen Betrachtung der Ausschluss der gleichzeitigen Einstellung dieser Fahrstra-
ßen sicherzustellen.
ϕ5 ::= Stellwerk.(G ¬(FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
FS2!(Fahrstrasse FS2 erfolgreich gebildet)))
Prüfbedingung ϕ5 besitzt damit die gleiche Struktur wie Prüfbedingung ϕ4. Allge-
mein kann der Aufbau dieser Art von Prüfbedingungen für sämtliche Kombinationen
von zwei Fahrstraßen verwendet werden, so dass eine automatisierte Ableitung der
Prüfbedingungen für jede Kombination möglich und damit eine vollständige Prüfung
durchführbar wird.
Weiterhin ist zu zeigen, dass beide Fahrstraßen nacheinander eingestellt werden können.
Damit sind die folgenden Prüfbedingungen ϕ6a, ϕ6b und ϕ6c wie folgt ableitbar.
ϕ6a ::=Stellwerk.((G F(¬(FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
FS2!(Fahrstrasse FS2 erfolgreich gebildet)))⇒
F((¬FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
FS2!(Fahrstrasse FS2 erfolgreich gebildet)) ∨
(FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
¬FS2!(Fahrstrasse FS2 erfolgreich gebildet))))))
Prüfbedingung ϕ6a stellt die alternative Einstellbarkeit der Fahrstraßen FS1 und FS2
für den Fall dar, dass wenn weder Fahrstraße FS1 noch Fahrstraße FS2 eingestellt ist,
entweder Fahrstraße FS1 oder Fahrstraße FS2 eingestellt werden kann.
ϕ6b ::=Stellwerk.((G F(¬FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
FS2!(Fahrstrasse FS2 erfolgreich gebildet))⇒
F((¬(FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
FS2!(Fahrstrasse FS2 erfolgreich gebildet))) ∨
(FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
¬FS2!(Fahrstrasse FS2 erfolgreich gebildet))))))
Die zweite Bedingung (ϕ6b) drückt aus, dass aus einem Zustand, in dem Fahrstraße
FS2 bereits gebildet ist, in der Zukunft (F) Zustände erreichbar sind, so dass keine der
beiden Fahrstraßen eingestellt sind oder dass an Stelle von FS2 die Fahrstraße FS1
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eingestellt ist. Die dritte Bedingung (ϕ6c) beschreibt die gleiche Situation aus der Sicht
bei eingestellter Fahrstraße FS1.
ϕ6c ::=Stellwerk.((G F(FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
¬FS2!(Fahrstrasse FS2 erfolgreich gebildet))⇒
F((¬FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
FS2!(Fahrstrasse FS2 erfolgreich gebildet)) ∨
(¬(FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
FS2!(Fahrstrasse FS2 erfolgreich gebildet))))))
Durch weitere Verfeinerung kann auf diese Art und Weise jede durch eine Multi-
Objektlogikformel darstellbare Anforderung abgeleitet werden, die dann für die Veriﬁ-
kation mit konkreten Zustandsvariablen bzw. Prädikaten an Stelle von Formulierungen
wie Fahrstrasse FS1 erfolgreich gebildet oder Flankenschutz für den Durchrutschweg
von FS1 vorhanden instanziiert wird.
6.1.2 Verhaltensspezifikation mit UML-Zustandsdiagrammen
Im Rahmen der Verhaltensspeziﬁkation eines Stellwerks erfolgt die Verhaltensmodellie-
rung unter Verwendung der UML mit UML-Zustandsdiagrammen. Jede einzelne Klasse
ist hierzu in Bezug auf deren Eigenschaften und Aufgaben so zu beschreiben, dass die-
se gemeinsam die Anforderungsspeziﬁkation erfüllen. Diese Prüfung erfolgt dann im
Rahmen der Veriﬁkation in Abschnitt 6.1.3 ab Seite 136 an ausgewählten Beispielen.
Die Verhaltensmodellierung für das durchgängige Beispiel von Bahnhof Cstadt ist in
einer studentischen Arbeit ([Hon06]) begonnen und in [HK07, KH07] vorgestellt wor-
den. An Stelle einer vollständigen Wiederholung werden in den folgenden Abschnitten
die Konzepte der erwähnten Arbeiten erläutert.
Im Rahmen dieser Arbeit erfolgt eine Konzentration auf die Infrastrukturelemente, die
Objekte Fahrstraße und Fahrweg sowie das Objekt Stellwerk. Während für die Funk-
tionalität eines Stellwerks die Eingabe von Stellbefehlen durch einen Bediener wie z.B.
einen Fahrdienstleiter und deren Weitergabe an die Fahrstraßenobjekte inklusive deren
Verwaltung bis hin zur Auﬂösung relevant ist und für jede Fahrstraße in identischer
Form erfolgen kann, besitzen Infrastrukturelemente wie eine Weiche unterschiedliche
Funktionalitäten, die zum Teil nebenläuﬁg realisiert werden können.
Ein Objekt Fahrweg hingegen kommuniziert primär mit dem Startsignal einer Fahr-
straße. Die einzelnen Infrastrukturelemente interagieren daraufhin, um einen sicheren
Fahrweg vom Start- zum Zielsignal zu bilden. Ähnlich wird für den beim Zielsignal
beginnenden Durchrutschweg vorgegangen. Sind Fahr- und Durchrutschweg erfolgreich
gebildet worden, geben diese Objekte die Information an das Objekt Fahrstraße weiter,
welches die Information an das Stellwerk überträgt.
Stellwerk
Bei Eingabe eines syntaktisch korrekten Stellbefehls ist dieser bei Einstellbarkeit durch
das Stellwerk durch Bildung eines gesicherten Fahrwegs (und der Bereitstellung eines
gesicherten Durchrutschwegs bei Einfahrzugstraßen) umzusetzen. Idealerweise erfolgt
6.1 Industrielles Beispiel – Objektorientiertes Stellwerk 127
eine detaillierte Rückmeldung für den Fall, dass eine Fahrstraße nicht gebildet werden
kann. Gründe für das Abweisen eines Stellbefehls können der Verschluss für eine andere
Fahrstraße oder die Belegung von Fahrwegelementen sein. Auch die Nichterreichbarkeit
des Fahrstraßenziels10, in Form einer einzelnen Fahrstraße kann eine derartige Abwei-
sung zur Folge haben. Die vorliegende Arbeit führt diese Diﬀerenzierung nicht durch,
da sie keine Sicherheitsrelevanz besitzt.
Abbildung 6.5: UML-Zustandsdiagramm (Ausschnitt) des Stellwerks
Wie in Abbildung 6.5 dargestellt, verwaltet das Stellwerk für eine jede mögliche Fahr-
straße einen eigenen Zustandsautomaten innerhalb einer parallelen Region, so dass
Einstellungen und Verwaltungsaufgaben für mehrere Fahrstraßen nebenläuﬁg erfolgen
können. Der Initialzustand eines jeden Fahrstraßenautomaten wird durch den Zustand
nicht gebildet beschrieben. Erfolgt die Eingabe eines entsprechenden Stellbefehls, der
durch ein externes Ereignis „FSx einstellen“ dargestellt wird, wird der Bildungsvorgang
für eine Fahrstraße durch Weitergabe des Stellbefehls mittels „FSx erstellen“ an das
Fahrstraßenobjekt eingeleitet. Das Stellwerk wechselt hierzu innerhalb der parallelen
Region für die betroﬀene Fahrstraße in den Zustand Fahrstraßenbildung.
Sendet die Fahrstraße das Ereignis „Fahrstrasse FSx erfolgreich gebildet“, ist das Stell-
werk dahingehend informiert, dass eine gesicherte Fahrstraße existiert. Daraufhin wech-
selt das Stellwerk unter Generierung des Ereignisses „Fahrstrasse FSx gebildet“ in den
Zustand wird befahren. Bei Auﬂösung der Fahrstraße empfängt das Stellwerk das Er-
eignis „Fahrstrasse FSx aufgeloest“, welches wiederum an den Bediener als Ereignis
„FSx aufgeloest“ weitergegeben wird. Mit Weitergabe dieses Ereignisses wechselt das
Stellwerk zurück in den Zustand nicht gebildet.
Kann die Fahrstraße nicht gebildet werden, da nicht alle notwendigen Infrastruktu-
relemente verfügbar sind, erfolgt anstatt des Wechsels in den Zustand FSx gebildet
wiederum der Zustandsübergang in den Zustand nicht gebildet. Im Zuge dieser nicht
erfolgreichen Einstellung der Fahrstraße erfolgt eine Statusmeldung in Form des Ereig-
nisses „Fahrstraßenbildung von FSx nicht moeglich“ an den Bediener.
10Eine solche Situation liegt zum Beispiel beim Versuch der Bildung einer Fahrstraße, die eines
Rangiervorgangs über einer Weiche bedarf und damit keine Fahrstraße darstellt, vor.
128 Kapitel 6 – Fallbeispiel und vergleichende Bewertung
Fahrstraße
Jede Fahrstraße kommuniziert mit ihrem Fahrweg und gegebenenfalls einem Durch-
rutschweg. In diesem Fallbeispiel erfolgt lediglich eine Betrachtung für den Fahrweg,
da der Durchrutschweg nahezu analog zum Fahrweg behandelt werden kann.
Abbildung 6.6: UML-Zustandsdiagramm von Fahrstrasse FSx
In einer ersten Phase (vgl. Abbildung 6.6) erfolgt nach Empfang des vom Objekt Stell-
werk generierten Ereignisses „FSx erstellen“ die Beauftragung des Fahrwegobjekts mit
der Bildung eines Fahrwegs vom Startsignal S zum Zielsignal Z durch Erzeugung von
Ereignis „Bilde Fahrweg von S nach Z“. Das Objekt Fahrstraße geht hierbei in den Zu-
stand Bildung der Fahrstrasse über. Vom Zustand nicht gebildet wechselt der Fahrwe-
ganteil dabei in den Zustand Bildung des Fahrwegs. Die Bildung des Durchrutschwegs
wird, sofern es sich um eine Einfahrzugstraße handelt, ebenfalls initiiert. Durchrutsch-
weg relevante Elemente des UML-Zustandsdiagramms sind grau dargestellt.
Kann der Fahrweg nicht eingestellt werden, erfolgt bereits im Objekt Fahrweg ein Ab-
bruch unter Versand der Nachricht „Fahrweg fuer FSx nicht vorhanden“ an die Fahr-
straße, so dass diese dem Stellwerk die Nichteinstellbarkeit durch „Fahrstrassenbildung
von FSx unmoeglich“ meldet. Analog wird vorgegangen, wenn der Durchrutschweg nicht
zur Verfügung steht.
Sind sowohl der Fahrweg als auch der Durchrutschweg erfolgreich gebildet worden,
erfolgt nach Empfang des Ereignisses „Startsignal von FSx zeigt Fahrtbegriff “ vom
Startsignal der Zustandsübergang in den Zustand wird befahren. Diese Information
wird durch Generierung des Ereignisses „Fahrstrasse FSx erfolgreich gebildet“ an das
Stellwerk weitergegeben und damit angezeigt, dass die Bildung der Fahrstraße erfolg-
reich war.
Nach Befahrung des Fahrwegs und Erreichen des Zielsignals erfolgt die Auﬂösung des
Fahrwegs. Mit dessen erfolgter Auﬂösung, die durch das Ereignis „Fahrweg von FSx
ist aufgeloest“ der Fahrstraße angezeigt wird, initiiert die Fahrstraße die Auﬂösung
des Durchrutschwegs mit Erzeugung des Ereignisses „D-Weg aufloesen“, wobei ein
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Zustandswechsel in den Zustand Fahrweg aufgeloest erfolgt. Nach der Auﬂösung des
Durchrutschwegs, die durch den Empfang des Ereignisses „D-Weg von FSx aufgeloest“
angezeigt wird, wird die Rückmeldung über die Auﬂösung der Fahrstraße an das Stell-
werk durch das Ereignis „Fahrstraße FSx aufgelöst“ generiert. Die Fahrstraße wechselt
durch Übergang in den Zustand nicht gebildet in ihren Initialzustand zurück.
Wird für eine Fahrstraße kein Durchrutschweg benötigt, kann der Zustand Fahrweg
aufgeloest entfallen. Ein- und ausgehende Transitionen werden zu einer Transition ver-
schmolzen, die dann durch das Ereignis „Fahrweg von FSx ist aufgeloest“ und die
Aktion „Fahrstraße FSx aufgelöst“ beschriftet sind. Auch die parallele Region Bildung
des D-Wegs kann entfallen.
Fahrweg
Der Fahrweg einer Fahrstraße FSx führt im Initialzustand nicht gebildet nach Empfang
des Ereignisses „Bilde Fahrweg von S nach Z“ einen Zustandsübergang in den Zustand
Fahrwegbildung mit Generierung des Ereignisses „Bilde Fahrweg nach Z für FSx“ zum
Empfang beim Startsignal der Fahrstraße, welches das erste Element des Fahrwegs
darstellt, durch (vgl. Abbildung 6.7).
Abbildung 6.7: UML-Zustandsdiagramm eines Fahrwegs
Bestätigt das Startsignal S die Bildung des gesicherten Fahrwegs mit dem Ereignis
„Fahrwegbildung fuer FSx erfolgreich“, erfolgt ein Zustandswechsel in den Zustand
Fahrwegbildung abgeschlossen und die Generierung des Ereignisses „Fahrweg fuer FSx
gebildet“, um dem Stellwerk diese Information zukommen zu lassen.
Kann kein sicherer Fahrweg zum Zielsignal Z gebildet werden, wird dies dem Fahrweg
durch das Ereignis „Fahrweg fuer FSx kann nicht gebildet werden“ vom Startsignal S
als erstem vom Fahrweg angesprochenen Element mitgeteilt. Daraufhin wechselt der
Fahrweg aus dem Zustand Fahrwegbildung unter Erzeugung des Ereignisses „Fahrweg
fuer FSx nicht vorhanden“ zurück in den Zustand nicht gebildet. In den Zustand nicht
gebildet erfolgt ebenfalls ein Wechsel aus dem Zustand Fahrwegbildung abgeschlossen,
wenn die Auﬂösung der Fahrstraße vom Startsignal S nach erfolgter Be- und Freifahrung
sämtlicher Fahrwegelemente durch das Ereignis „Fahrweg von FSx wurde aufgeloest“
mitgeteilt wird. Hierbei wird das Ereignis „Fahrweg von FSx ist aufgeloest“ für die
Fahrstrasse generiert.
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Durchrutschweg
Der Durchrutschweg wird analog zum Fahrweg gebildet. Den wesentlichen Unterschied
bildet der Startpunkt. Dieser entspricht dem Zielpunkt des Fahrwegs/dem Zielsignal
Z.
Weiche
Weichen und Kreuzungsweichen ermöglichen es, die Fahrtrichtung eines Zuges zu beein-
ﬂussen und Gleiswechsel durchzuführen. Durch ihre Verwendung können diverse Gleise
innerhalb eines Bahnhofs an die wenigen Gleise der freien Strecke angebunden werden.
Abbildung 6.8: UML-Zustandsdiagramm einer Weiche
Zur Einstellung einer Weiche im Fahr- oder Durchrutschweg und deren Verschluss
für eine Fahrstraße werden Zustandsmaschinen innerhalb der parallelen Regionen La-
geeinstellung, Verschlussbehandlung, Fahrwegbildung bzw. Durchrutschwegbildung im
UML-Zustandsdiagramm einer Weiche (vgl. Abbildung 6.8) verwendet.
Abbildung 6.9: Zustandsdiagramm für die Fahrwegbildung durch eine Weiche
Erhält eine Weiche von einem Nachbarelement ISEy die Auﬀorderung, einen Fahrweg
zu einem Zielsignal bereitzustellen, muss sich die parallele Region Fahrwegbildung im
Zustand nicht gebildet beﬁnden. Die Weiche darf nicht verschlossen und für keinen
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Fahrweg in Verwendung sein, um den Übergang in den Zustand Bildung des Restfahr-
wegs durchzuführen. Die Auﬀorderung kann hierbei von der Spitze der Weiche oder
vom rechten bzw. linken Strang eingetroﬀen sein. Die Anfrage wird an jedes Nachbar-
element weitergegeben. Ein Abbruch der Fahrwegbildung erfolgt in der parallelen Re-
gion in Richtung ISEy. Die Anzahl der bei der Fahrwegbildung auftretenden Abbrüche
wird im Unterzustandsdiagramm Bildung des Restfahrwegs bzw. den darin enthaltenen
Suchrichtungen (vgl. Abbildung 6.10) aufsummiert.
Abbildung 6.10: Links: Bildung des Restfahrwegs. Rechts: Bildung des Restfahrwegs
von der Spitze über den rechten Strang bzw. vom rechten Strang zur Spitze.
Liegt für jede Suchrichtung ein Abbruch vor, der durch die Bedingung [Abbrueche >=
2] registriert wird, wechselt die Fahrwegbildung zurück in den Zustand nicht gebildet.
Konnte in einer Suchrichtung ein Fahrweg zum Zielsignal ermittelt werden, ist die
Bedingung [Fahrweg 6= {}] erfüllt und die Fahrwegbildung initiiert die Flankenschutz-
bildung bei dem Nachbarelement der Weiche, das selbst nicht Element des bis dahin
ermittelten Fahrwegs ist. Ist die Flankenschutzbildung nicht erfolgreich, kehrt die Fahr-
wegbildung in den Zustand nicht gebildet zurück. Hierbei werden der Fahrweg zurückge-
setzt (Fahrweg := {}) und die Infrastrukturelemente, die bis zur Weiche einen Fahrweg
bereitgestellt haben, angewiesen, diesen ebenfalls zurückzusetzen.
Nach erfolgreicher Flankenschutzbildung, kann die Flankenschutz suchende Weiche,
wenn sie nicht belegt ist, in die jeweilige Solllage gebracht werden (vgl. Abbildung 6.11
auf der folgenden Seite). Beim Übergang in den Zustand Umlaufen wird die Lagean-
passung der Istlage an die Solllage initiiert. Scheitert der Umstellvorgang, kehrt die
Fahrwegbildung in den Zustand nicht gebildet zurück. Analog zur missglückten Bereit-
stellung von Flankenschutz für die Weiche ist hier der bisher gebildete Restfahrweg
zum Zielsignal aufzuheben. Zusätzlich muss der für Weiche gebildete Flankenschutz
zurückgesetzt werden.
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Abbildung 6.11: Zustandsdiagramm für die Lageeinstellung einer Weiche
Abbildung 6.11 stellt das Zustandsdiagramm für die Lageeinstellung einer Weiche mit
initialem Zustand Linkslage dar. Die die Fahrtrichtung beeinﬂussende Lage der Weiche
darf nur im nicht verschlossenen Zustand (Verschluss = Nein) erfolgen. Weichen Ist-
und Solllage voneinander ab, kann im unverschlossenen Zustand der Umlauf von rechts
nach links oder umgekehrt angestoßen werden. Bei erfolgtem Umlauf wird die Istlage
aktualisiert und der entsprechende Zustand Rechtslage/Linkslage eingenommen.
In Folge einer „Umlaufstoerung“ wird der Zustand Umlauﬀehler eingenommen. Durch
das vom Fahrdienstleiter generierte Ereignis „Umlaufwdh“ kann der Umlaufvorgang
erneut begonnen werden. Weitere Fehlerbeahndlung werden im Rahmen dieser Arbeit
nicht betrachtet.
Nach erfolgreichem Umlauf, der durch das Ereignis „in Solllage“ angezeigt wird, wech-
selt die Fahrwegbildung vom Zustand Umlaufen in den Zustand Verschliessen (vgl.
Abbildung 6.12). Scheitern der Verschluss oder dessen Aufhebung kann analog zur La-
geeinstellung wiederholt versucht werden, den Verschluss durchzuführen oder dessen
Aufhebung zu erreichen.
Abbildung 6.12: Zustandsdiagramm für die Verschlusssteuerung einer Weiche
Gelingt der Verschluss der Weiche, geht die Fahrwegbildung in den Zustand Bildung
abgeschlossen über. Wurde die Weiche vom Zug passiert, was durch die zugehörige
Gleisfreimeldeeinrichtung in Form des Ereignisses „freigefahren“ angezeigt wird, wird
der in der Weiche hinterlegte Fahrweg zurückgesetzt und die Aufhebung des Flanken-
schutzs beim Übergang in den Zustand nicht gebildet initiiert.
Die Ereignisse „umgelaufen von links nach rechts“, „umgelaufen von rechts nach links“,
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„Umlauf gescheitert“, „verschlossen fuer FSx“, „Verschluss fuer FSx aufgehoben“ und
„Verschlussstoerung“ sind hierbei von der Weichenhardware generierte Eingaben. Um-
gekehrt werden die Ereignisse „Verschluss fuer FSx“, „loese Verschluss“, „umlaufen
links→rechts“ und „umlaufen rechts→links“ als Eingaben an die Hardware weitergege-
ben.
Informationen zur Flankenschutzsuche oder zur Flankenschutzweiterleitung können der
Arbeit von Hon ([Hon06]) entnommen werden.
Verzweigungsfreier Gleisabschnitt
Verzweigungsfreie Gleisabschnitte können zusätzlich über Signale verfügen. Durch diese
Signale oder benachbarte Weichen ist bei einer Auﬀorderung zur Flankenschutzbereit-
stellung dann Flankenschutz zu gewährleisten. Ein verzweigungsfreier Gleisabschnitt
kann somit nur Flankenschutz transportieren.
Abbildung 6.13: UML-Zustandsdiagramm eines verzweigungsfreien Gleisabschnitts
Das Verhalten eines verzweigungsfreien Gleisabschnitts ist analog zu dem einer Wei-
che innerhalb des Betriebszustandes mit mehreren parallelen Regionen nebenläuﬁg in
Abbildung 6.13 dargestellt.
Abbildung 6.14: UML-Zustandsdiagramm der Fahrwegbildung in einem verzweigungs-
freien Gleisabschnitt
Wird ein verzweigungsfreier Gleisabschnitt durch ein benachbartes Element (Signal,
Weiche etc.) beauftragt einen Fahrweg zu einem Zielsignal Z zu bilden (vgl. Abbil-
dung 6.14), ist die Gültigkeitsrichtung des Signals bzw. die Lage des Nachbarelementes
ausschlaggebend für die Suchrichtung.
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Unter der Annahme, dass eine von der linken Seite des Stellbereiches nach rechts auf-
steigende Kilometrierung vorliegt, sind die in Abbildung 6.15 in Form paralleler Re-
gionen dargestellten Beauftragungsvarianten zu berücksichtigen.
Erfolgt die Beauftragung zum Beispiel durch ein Signal in Kilometrierungsrichtung, ist
vom Gleisabschnitt nach rechts ein Fahrweg zu entwickeln.
Abbildung 6.15: Links: Bildung des Restfahrwegs. Rechts: Bildung des Restfahrwegs
von einem Signal in Kilometrierungsrichtung nach rechts (in Kilometrierungsrichtung).
Abbildung 6.15 beschreibt die Initiierung der Suche bei Eintreﬀen des Ereignisses „ISEx
benoetigt Fahrweg fuer FSy von S nach Z“ und unter der Bedingung, dass das beauf-
tragende Signal in Kilometrierungsrichtung steht. Auf diese Art und Weise kann für
jedes beauftragende Infrastrukturelement die adäquate Suchrichtung verfolgt werden.
Weitere Informationen bezüglich Flankenschutz können wiederum [Hon06] entnommen
werden.
Signal
Signale dienen nicht nur als Start-und Zielpunkte von Fahrstraßen. Ihre Aufgabe be-
steht vielmehr in der Anzeige gesperrter bzw. befahrbarer Bereiche, von Höchstge-
schwindigkeiten, Fahrtrichtungen etc. Neben der Anzeige des Fahrt- oder Haltbegriﬀs
ist durch ein Startsignal beispielsweise die Weitergabe dieser Information in Form eines
Ereignisses bzw. einer Nachricht an das Stellwerk die erfolgreiche Bildung einer Fahr-
straße anzuzeigen. Aufgabe des Zielsignals ist es, bei Anforderung eines Durchrutsch-
wegs, diesen zu bilden zu lassen und dessen Existenz nach erfolgreicher Erstellung an
den Durchrutschweg weiterzumelden. Im Rahmen dieser Arbeit werden ausschließlich
Signale, die einen Halt-/Fahrtbegriﬀ anzeigen können, betrachtet.
Abbildung 6.16: UML-Zustandsdiagramm eines Signals
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Um diesen Anforderungen gerecht zu werden, besteht der Betriebszustand im UML-
Zustandsdiagramm eines Signals aus den parallelen Regionen Signalbegriff, Startsignal,
Zielsignal, Signal am Fahrweg, Signal am Durchrutschweg, Fahrweg, Durchrutschweg
und Flankenschutz (vgl. Abbildung 6.16).
Abbildung 6.17: Zustandsdiagramm zur Einstellung des Signalbegriﬀs
Abbildung 6.17 beschreibt, dass nur dann ein Wechsel von Halt zu Fahrt erfolgt, wenn
das Signal in Fahrtrichtung als Startsignal oder als Signal entlang des Fahrwegs ver-
wendet wird.
Abbildung 6.18: Zustandsdiagramm zur Einstellung eines Signals als Startsignal
Die Startsignalfunktion nimmt ein Signal nur dann an, wenn es sich um das direkt vom
Fahrweg angesprochene Signal zur Bildung eines Fahrwegs handelt und es nicht bereits
Element eines Fahr- oder Durchrutschwegs ist (vgl. Abbildung 6.18).
Abbildung 6.19: Zustandsdiagramm zur Einstellung eines Signals als Zielsignal
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Im Gegensatz dazu erfolgt die Kennzeichnung als Zielsignal erst dann, wenn das Signal
vom zugehörigen Gleisabschnitt als Fahrwegelement angefragt wird (vgl. Abbildung
6.19). Hierbei wird nicht nur die Kennzeichnung durchgeführt sondern auch das Signal
als bisher ermittelter Fahrweg an den Gleisabschnitt mitgeteilt, so dass nun die weitere
Festlegung der Elemente rückwärts vom Zielsignal zum Startsignal erfolgen kann. Wird
der Gleisabschnitt, an dem das Zielsignal steht, schließlich durch den einfahrenden Zug
belegt, verliert das Signal die Zielsignalfunktion.
Das Signal verliert ebenfalls seine Zielfunktionalität, wenn es sich um ein Zielsignal
einer Einfahrzugstraße handelt, die in einer Durchfahrzugstraße nach Bildung der Aus-
fahrzugstraße aufgeht. Das Zielsignal der Ausfahrzugstraße ist dann auch Zielsignal
der Durchfahrzugstraße. Für das Startsignal der Ausfahrzugstraße wird hierbei keine
Startsignalfunktion aktiviert.
Bei umgekehrter Einstellung einer zusammengesetzten Durchfahrzugstraße erfolgt kei-
ne Aktivierung der Zielsignalfunktionalität des Zielsignals der Einfahrzugstraße. Statt-
dessen wird das Startsignal der Ausfahrzugstraße als solches deaktiviert.
6.1.3 Verifikation durch Multi-Object Checking
Für die Anwendung automatisierter Veriﬁkationstechniken wie Model Checking oder
Multi-Object Checking, sind das zu überprüfende Modell und die Prüfbedingungen in
das Eingabeformat des jeweiligen Veriﬁkationswerkzeugs zu übersetzen. Nach Trans-
formation der in der Multi-Objeklogik D1 formulierten Prüfbedingungen in äquivalente
D0-Formeln können diese unmittelbar in die Eingabesprache eines Model Checkers wie
NuSMV ([CCG+02]) übersetzt werden. Eine abstrakte D0-Formel
ϕ := A.(q ⇒ zeigt Fahrt)
wird somit nach Konkretisierung durch die Entsprechungen im UML-Zustandsdiagramm
als LTL-Formel für den Model Checker NuSMV durch
ϕNuSMV := LTLSPEC (Betrieb.Signalbegriff .AanFSx⇒
Betrieb.Signalbegriff .Zustand = Fahrt)
beschrieben. Durch die Aufspaltung in kommunizierende Zustandsmaschinen liegt für
die parallele Region Signalbegriﬀ eine eigene Kripke-Struktur vor, die mit der Fahr-
straße kommuniziert. Hierdurch kann ϕNuSMV direkt für diese Kripke-Struktur bzw.
das NuSMV-Pendant mit
ϕNuSMV := LTLSPEC (AanFSx⇒ Zustand = Fahrt)
formuliert werden. AanFSx dient hierbei als Platzhalter für die einzelnen Nachrichten
die von Signal A an Fahrstraße FSx gesendet werden können. Zur Bestimmung der
Kommunikationssymbole, die Zustand = Fahrt in A.Betrieb.Signalbegriff implizieren,
wird AanFSx sukzessive durch die von Signal A an die Fahrstraße FSx ausgehenden
Kommunikationssymbole ersetzt und durch Model Checking überprüft, ob bei Vorlie-
gen eines bestimmten Kommunikationssymbols m die Formel
ϕNuSMV := LTLSPEC (m⇒ Zustand = Fahrt)
erfüllt ist.
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Beim Übergang vom Halt-Zustand in den Zustand Fahrt werden die Ereignisse „Signal
am Fahrweg von FSx zeigt Fahrtbegriff “ und „Fahrt anzeigen“ bzw. „Startsignal von
FSx zeigt Fahrtbegriff “ und „Fahrt anzeigen“ generiert. Dabei ist „Startsignal von FSx
zeigt Fahrtbegriff “ das einzige an Fahrstraße FSx versendete Ereignis. Liegt „Startsignal
von FSx zeigt Fahrtbegriff “ vor, gilt auch Zustand = Fahrt. Damit wird „Startsignal
von FSx zeigt Fahrtbegriff “ zum einzigen Symbol zur Einsetzung in eine D0-Formel ψ,
die die Formel ϕ als Unterformel besitzt. Jedes Auftreten von ϕ kann dann durch die
Disjunktion aller ermittelten Symbole ersetzt werden. In diesem Fall erfolgt lediglich
eine Ersetzung durch das Symbol „Startsignal von FSx zeigt Fahrtbegriff “. Im Rahmen
dieser Arbeit wurden die Prüfbedingungen ϕ1 bis ϕ4 sowie ϕ6a bis 6c (vgl. Seiten 122–
126) veriﬁziert.
Für eine korrekte Veriﬁkation dieser Prüfbedingungen ist entscheidend, dass bei zuneh-
mender Konkretisierung und damit zunehmender Schachtelungstiefe der D1-Formeln
identische Objekte auch identische Aussagen treﬀen. Die Information, dass zum Bei-
spiel ein verzweigungsfreier Gleisabschnitt zum Fahrweg der Fahrstraße FSx gehört,
muss für sämtliche Nachbarobjekte übernommen werden. Wenn dies für den linken
Nachbarn die erfolgreiche Bildung des Fahrwegs von FSx signalisiert, bedeutet dies für
den rechten Nachbarn gegebenfalls das Scheitern der Fahrwegbildung für eine andere
Fahrstraße FSy.
Als entscheidender Kostenfaktor in Bezug auf den Veriﬁkationsaufwand erweisen sich
die Anzahl der möglichen Zustände bei der Verwendung von Model Checking — so auch
bei Anwendung als darunterliegende Veriﬁkationsmethode bei der Veriﬁkation durch
Multi-Object Checking. Während die Anzahl der Zustände in den UML-Zustandsdia-
grammen sowie den durch Zerlegung entstandenen kommunizierenden Zustandsdia-
grammen sehr gering ist, wächst die Anzahl der Zustände in den einzelnen Kripke-
Strukturen stark an, da Variablen und Ereignisse ebenfalls in Form von Zustandsva-
riablen codiert werden müssen.
Symbolische Model Checker bilden zuerst den Zustandsraum aller möglichen Zustände
vor einer Minimierung auf. Damit ist die Größe der analysierbaren Kripke-Strukturen
durch die maximale Größe des inital darstellbaren OBDDs beschränkt. Die in Kapitel
4.2.7 beschriebene Zerlegung der UML-Zustandsdiagramme in kommunizierende Zu-
standsmaschinen reduziert primär die Anzahl von Kombinationen von Zuständen eines
UML-Zustandsdiagramms.
Abbildung 6.20: Bahnhof von Cstadt mit Fahrstraßen FS1, FS2, FS3 und FS4.
Bei Betrachtung des UML-Zustandsdiagramms des Objekts Stellwerk (vgl. Abbildung
6.21) am Beispiel des Bahnhofs von Cstadt (vgl. Abbildung 6.20) existieren in jeder
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Fahrstraße drei Zustände. An den Transitionen zwischen diesen Zuständen sind ins-
gesamt acht unterschiedliche Ereignisse notiert. Hiervon dienen vier Ereignisse dazu,
Zustandsübergänge zu steuern. Für einen jeden der drei Zustände im UML-Zustands-
diagramm kann somit das steuernde Ereignis vorliegen oder nicht. Damit existieren
bereits zwölf unterschiedliche Zustände für jede parallele Region. Werden die bei Zu-
standsübergängen generierten vier Ereignisse ebenfalls betrachtet, ergeben sich damit
bereits 48 verschiedene Zustände pro paralleler Region. Für die im Beispiel angegeben
vier Fahrstraßen ergeben sich damit 484 = 5308416 verschiedene Zustände, in denen
sich das Objekt Stellwerk potentiell beﬁnden kann.
Abbildung 6.21: UML-Zustandsdiagramm (Ausschnitt) des Stellwerks
Für eine allgemeine Betrachtung, die sämtliche möglichen Fahrstraßen beinhaltet, ist
die Anzahl der Signale innerhalb eines Bahnhofs maßgeblich. Der Bahnhof von Cstadt
besitzt beispielsweise inklusive der gedachten Signale V1 und V2 acht Signale. Da-
mit existieren 8 ∗ 7 = 56 verschiedene Kombinationen, Fahrstraßen zwischen zwei un-
terschiedlichen Signalen zu bilden. Wenn V1 und V2 als Startsignale ausgeschlossen
werden, verbleiben immer noch 6 ∗ 7 = 42 Fahrstraßen. Damit ergeben sich für das
UML-Zustandsdiagramms des Stellwerks insgesamt 4842 > 4 ∗ 1070 mögliche Zustände.
Ohne an dieser Stelle vorhandenes Systemwissen einﬂießen zu lassen, ist damit eine
Veriﬁkation allein dieser Einzelkomponente durch den NuSMV Model Checker nicht
mehr durchführbar, so dass eine Veriﬁkation des Produktautomaten mit weiteren Kom-
ponenten ebenfalls unmöglich ist.
Bereits an dieser Stelle scheitern herkömmliche Entfaltungsansätze für UML-Zustands-
diagramme zur Veriﬁkation mit Model Checking Werkzeugen, so dass auch Multi-
Object Checking in diesem Fall nicht anwendbar gewesen wäre und nur durch die
in dieser Arbeit entwickelte Zerlegung in kommunizierende Zustandsmaschinen (vgl.
Kapitel 4.2.7) anwendbar wurde.
Für die Überprüfung der Einstellbarkeit zweier Fahrstrassen werden bei Verwendung
von Multi-Object Checking das Stellwerk, die beiden zu betrachtenden Fahrstraßen,
deren Fahrwege etc. und die durch die Transformation generierten kommunizierende
Zustandsmaschinen separat betrachtet. Während die Veriﬁkation der Prüfbedingungen
gegen den Produktautomaten aller dieser Objekte in Folge eines Speicherüberlaufs11 wie
11Sun-Fire-V490 mit maximal 16 Gigabyte Hauptspeicher pro Prozess.
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erwartet scheiterte, ermöglichte die Anwendung des Multi-Object Checking Verfahrens
die sukzessive Veriﬁkation der generierten D0-Formeln gegen die einzelnen Objekte
bzw. deren Komponenten und damit die Veriﬁkation der D1-Prüfbedingungen.
Die im Rahmen dieser Arbeit entwickelte Erweiterung des Multi-Object Checking Ver-
fahrens um die Generierung von Fehlerszenarien ermöglichte schließlich die Aufdeckung
eines bei der manuelle Transformation entstandenen, unbemerkten Fehlers, durch den
Prüfbedingung
ϕ7 := Stellwerk.(AG((FS1!(nicht gebildet) ∧ FS2!(nicht gebildet))⇒
EF(FS3!(Fahrstrasse FS3 erfolgreich gebildet) ∨
FS4!(Fahrstrasse FS4 erfolgreich gebildet))))
nicht zu wahr ausgewertet werden konnte. Die Ungültigkeit der Prüfbedingung ϕ7, die
CTL als lokale Logik für die Speziﬁkation des Stellwerkverhaltens verwendet, besagte
damit, dass ein Pfad existierte, so dass Fahrstrasse FS4 von Signal A zu Signal V2 oder
Fahrstrasse FS3 niemals erfolgreich eingestellt werden konnten.
Dieser Pfad konnte durch die Fehlerszenariengenerierung reproduziert werden, so dass
damit das fehlerhafte Verhalten, welches in Abbildung 6.22 auszugsweise dargestellt
ist, korrigiert werden konnte. Für den Fall, dass Gleisabschnitt GA2 gleichzeitig vom
rechten und vom linken Nachbarelement eine Anfrage zur Bildung eines Fahrwegs er-
hielt, wurde in der fehlerhaften Kripke-Struktur eine Transition ausgeführt, die für
beide Nachbarelemente ein Ereignis generierte, dass das Scheitern der Fahrwegbildung
anzeigte. Daraufhin konnte die NuSMV-Datei des Gleisabschnitts GA2 entsprechend
korrigiert werden. Die anschließende Veriﬁkation bestätigte die Gültigkeit von Prüfbe-
dingung ϕ7.
Abbildung 6.22: Fehlerszenario: Gleisabschnitt GA2 weist gleichzeitige Fahrweganfra-
gen ab.
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Damit illustriert bereits dieses für ein Stellwerk kleine Beispiel die Anwendbarkeit des
im Rahmen dieser Arbeit um die Generierung von Fehlerszenarien erweiterte Multi-
Object Checking Verfahren zur Veriﬁkation von UML-basierten Stellwerken.
6.1.4 Ableitung von Testfällen aus Gegenbeispielszenarien
Im Rahmen der Validation eines sicherheitskritischen Systems ist dessen korrekte Funk-
tion nicht nur für richtige sondern auch für fehlerhafte Eingaben oder fehlerhaftem Ver-
halten von Komponenten nachzuweisen. Während beispielsweise die Einstellung einer
Fahrstraße bei Verfügbarkeit aller dazu notwendigen Gleiselemente erfolgen muss, darf
die Einstellung einer Fahrstraße nicht erfolgen, sobald eines der Gleiselemente nicht für
die Fahrstraße verwendet werden kann. Beispielhaft wird an dieser Stelle Prüfbedin-
gung ϕ6a betrachtet.
ϕ6a ::=Stellwerk.((G F(¬(FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
FS2!(Fahrstrasse FS2 erfolgreich gebildet)))⇒
F((¬FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
FS2!(Fahrstrasse FS2 erfolgreich gebildet)) ∨
(FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
¬FS2!(Fahrstrasse FS2 erfolgreich gebildet))))))
Prüfbedingung ϕ6a beschreibt die sukzessive Einstellbarkeit für die Fahrstraßen FS1
und FS2 für den Fall, dass weder Fahrstraße FS1 noch Fahrstraße FS2 eingestellt
ist. Durch die Disjunktion sind die Bildung von FS1 und FS2 als zwei Unterfälle zu
betrachten.
ϕ6a1 ::=Stellwerk.((G F(¬(FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
FS2!(Fahrstrasse FS2 erfolgreich gebildet)))⇒
F((¬FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
FS2!(Fahrstrasse FS2 erfolgreich gebildet))))))
Während ϕ6a1 den Fall betrachtet, dass Fahrstraße FS2 eingestellt wird, beschreibt
ϕ6a2 das Szenario der Einstellung von FS1.
ϕ6a2 ::=Stellwerk.((G F(¬(FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
FS2!(Fahrstrasse FS2 erfolgreich gebildet)))⇒
F((FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
¬FS2!(Fahrstrasse FS2 erfolgreich gebildet))))))
Um das korrekte Verhalten, welches in diesem Fall die Einstellung der Fahrstraße FS1
bzw. FS2 darstellt, nachzuweisen, ist entsprechend der in Kapitel 5.3.6 auf Seite 112
beschriebenen Vorgehensweise jeweils die Konklusion zu negieren.
ϕTest6a1 ::=Stellwerk.((G F(¬(FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
FS2!(Fahrstrasse FS2 erfolgreich gebildet)))⇒
¬F((¬FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
FS2!(Fahrstrasse FS2 erfolgreich gebildet))))))
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ϕTest6a2 ::=Stellwerk.((G F(¬(FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
FS2!(Fahrstrasse FS2 erfolgreich gebildet)))⇒
¬F((FS1!(Fahrstrasse FS1 erfolgreich gebildet) ∧
¬FS2!(Fahrstrasse FS2 erfolgreich gebildet))))))
Beide Testanforderungen behaupten nun, dass in der Zukunft kein Zustand existiert,
so dass eine der beiden Fahrstraßen gebildet ist, wenn die andere nicht existiert. Durch
Anwendung von Multi-Object Checking sind beide Prüfbedingungen zu falsch aus-
wertbar, so dass Gegenbeispiele in Form von Fehlerszenarien FϕTest6a1 und FϕTest6a2 generiert
werden können.
Beide Testszenarien beschreiben eine Sequenz von Zuständen und Kommunikation zwi-
schen den beteiligten Objekten. Bei beispielhafter Betrachtung des Testszenarios FϕTest6a2
(vgl. Auszug in Abbildung 6.23) können die einzelnen Zustände sowie die zwischen den
Objekten erzeugten Nachrichten abgelesen und für Validationszwecke verwendet wer-
den.
Abbildung 6.23: Die Bildung von FS1 ist möglich, wenn FS2 nicht gebildet wird.
Für den Test des Objekts/der Komponente Stellwerk kann so ein Testobjekt generiert
werden, welches die Kommunikation zwischen dem Stellwerk und dessen Umwelt, die
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im Beispiel aus den übrigen Objekten (Fahrstraße FS1 etc.) nachahmt. Nach Empfang
des Ereignisses „FS1 erstellen“ generiert das Testobjekt zunächst das Ereignis „Fahr-
strasse FS1 erfolgreich gebildet“, um anschließend das Ereignis „FS1 aufgeloesst“ an
das Stellwerk zu senden. Das Objekt Stellwerk muss dazu in der parallelen Region für
Fahrstraße FS1 die Zustände nicht eingestellt, Fahrstrassenbildung und schließlich wird
befahren einnehmen. Für den Test sind die Zustände sowie die jeweiligen Ereignisse auf
die verwendeten Kommunikationsmechanismen des Stellwerks bzw. dessen Hardware-
zustände abzubilden. Schlägt dieser Test fehl, liegt eine fehlerhafte Implementierung
der Stellwerkskomponente bzw. der parallelen Region für Fahrstraße FS1 vor.
Um schließlich zu überprüfen, ob das Stellwerk bei einer abweichenden Kommunika-
tionssequenz dennoch das zyklische Verhalten aufweist, können Mutationen des Test-
szenarios FϕTest6a2 verwendet werden. Diese Mutanten verwenden an Stelle der Ereignis-
se des Testzenarios FϕTest6a2 andere mögliche Ereignisse, die Stellwerk und Umgebung
austauschen können. Im Beispiel kann so das Ereignis „Fahrstrasse FS1 erfolgreich
gebildet“ durch das Ereignis „Fahrstrassenbildung von FS1 unmoeglich“ ausgetauscht
werden. Erreicht das Stellwerk in Folge des Eintreﬀens dieses Ereignisses im Zustand
Fahrstrassenbildung dennoch den Folgezustand wird befahren, wird ebenfalls ein Imple-
mentierungsfehler (nicht vorhandener Zustandsübergang im Modell) erkannt.
Die beschriebene Vorgehensweise mit Bildung eines Testobjektes und der Generierung
von Mutanten kann sukzessive für alle an einem Testszenario beteiligten Objekte er-
folgen. Bei erfolgreichem Test gegen das Testszenario und negativem Test gegen sämt-
liche Mutanten kann dann das gesamte System in Bezug auf diesen Testfall bzw. die
Prüfbedingung als validiert angesehen werden. Die Vorgehensweise ist vollständig au-
tomatisierbar und beschreibt zudem ein sinnvolles Abbruchkriterium für das Ende der
Testaktivitäten für eine konkrete Prüfbedingung, so dass das System nach Validierung
sämtlicher Prüfbedingung mit entsprechender Dokumentation als sicher klassiﬁziert
werden kann.
6.2 Vergleich mit bestehenden Ansätzen
Im Rahmen dieser Arbeit wurden die Temporallogiken D1 und D0 vorgestellt und de-
ren Anwendung am Fallbeispiel in den vorherigen Abschnitten demonstriert. In der
Systementwurfs- und -modellierungsphase entwickelte, zustandsbasierte Systemmodel-
le können dann, wie bereits Pinger in [Pin02] gezeigt hat, automatisch gegen Formeln
in D1 und D0 iterativ und damit die Zustandsexplosion vermeidend veriﬁziert werden.
Auch die Veriﬁkation wurde am Fallbeispiel demonstriert.
Durch Anwendung des ebenfalls im Rahmen dieser Arbeit entwickelten Fehlerszena-
riogenerierungsalgorithmus konnte ein Fehler im NuSMV-Modell aufgedeckt und kor-
rigiert werden. Dieser Bestand darin, dass im Fall einer gleichzeitigen Anforderung
eines Gleisabschnitts als Element unterschiedlicher Fahrwege die Bildung beider Fahr-
wege abgewiesen wurde, ohne einen von beiden zu priorisieren. Der Algorithmus wurde
ebenfalls erfolgreich zur Generierung von Testfällen zur Validierung der in D1- bzw.
D0-Formeln notierten Anforderung eingesetzt.
Im Gegensatz zu den in dieser Arbeit verwendeten Multi-Objektlogiken nutzt das
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OPRAIL-Projekt eine Teilmenge von Live Sequence Charts, aus denen CTL Prüf-
bedingungen abgeleitet werden. Nur für den Fall, dass sämtliche Prüfbedingungen in
Form von CTL-Formeln notierbar sind, ergibt sich durch deren graﬁsche Erzeugbarkeit
ein Bedienungsvorteil in Bezug auf die Anforderungsspeziﬁkation. Sobald eine Prüfbe-
dingung nicht als Live Sequence Chart darstellbar ist, ist ein weiterer Formalismus für
die Anforderungsspeziﬁkation notwendig, an den der OPRAIL-Prozess anzupassen ist.
Die Entwicklung der Safe-UML ([HRW07]) im Forschungsprojekt OPRAIL ([HBPL07])
ermöglicht deren Anwendung als ein formales Beschreibungsmittel in der System-
entwurfs- und -modellierungsphase. Mit der dort vorgestellten Abbildung von UML-
Zustandsdiagrammen auf Symbolic Transition Systems wurde die Mächtigkeit der UML-
Zustandsdiagramme teilweise stark eingeschränkt, indem z.B. eine Interleaving-Seman-
tik eingeführt und diverse Modellierungsmöglichkeiten unterbunden wurden. Hierdurch
erwächst ein höherer Schulungsbedarf für die Modellierer, der durch die in dieser Arbeit
vorgestellten Transformationen reduziert ist.
Die unﬂexible Formulierung der OPRAIL-Prozesses durch die Festlegung auf Live Se-
quence Charts als Anforderungsspeziﬁkationssprache für CTL-Formeln und damit die
Einschränkung auf die Mächtigkeit von CTL, die für UML-Zustandsdiagramme einge-
führten Einschränkungen und der nur für diese Konstellation ausgerichtete Veriﬁkati-
onsmechanismus schränken die Anwendbarkeit des OPRAIL-Prozesses stark ein. Jede
neue Anforderung muss zunächst auf Konformität zum Prozess geprüft werden, bevor
dieser angewendet werden kann oder modiﬁziert werden muss.
Die Anwendung des Rhapsody®-eigenen Testfallgenerators ATG™ [Tel07] zur Gene-
rierung von Testfällen stellt ebenfalls eine Einschränkung für den Entwicklungsprozess
dar, indem nicht nur eine Methodik sondern ein spezielles Werkzeug Prozessbestandteil
wird. Dessen Verfügbarkeit bzw. der Zwang zu dessen Nutzung schaﬀt Abhängigkeiten,
die die Entwicklung von Produkten mit langen Lebenszyklen gefährden.
Ein beispielhafte Entwicklung und Veriﬁkation von Stellwerken auf Basis von Com-
municating Sequential Processes (CSP) ist von Winter in [Win02] vorgestellt worden.
Das in der Arbeit von Winter betrachtete Stellwerk implementiert jedoch eine statische
Verschlusstabelle, so dass eine Vergleichbarkeit schwierig ist. Winter stellt zusammen-
fassend heraus, dass die Modellierung mit CSP schwierig umzusetzten und für Fachper-
sonal von Seiten des Stellwerkherstellers schwer verständlich war. Eine Abschätzung,
ob die Entwicklung und Veriﬁkation von Stellwerken auf Basis von CSP geeignete Ska-
lierungseigenschaften aufweist, geht Winter nicht ein. Die Andeutung, in zukünftigen
Arbeiten auf den Model Checker SMV zu setzen, lässt jedoch eine eingeschränkte An-
wendbarkeit des von Winter vorgestellten Ansatzes schließen.
Die von Cimatti et al. in [CGM+98] vorgestellte Modellierung eines Bahnübergangs
als Promela-Modell zur anschließenden Veriﬁkation der Anforderung in LTL durch
den SPIN Model Checker konnte bereits für diesen Ausschnitt aus der Eisenbahnleit-
und Sicherungstechnik erst nach Modellvereinfachungen erfolgreich angewendet wer-
den. Arabestani beschreibt in [Ara05] ebenfalls ein Bahnübergangsmodell. Die Mo-
dellierung erfolgte jedoch mit UML-Zustandsdiagrammen, die für die Veriﬁkation mit
SMV entfaltet wurden. Während Arabestani die Veriﬁkation der beschrieben Anfor-
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derungen anführt, werden keine Informationen bezüglich Skalierbarkeit, Komplexität
oder Veriﬁkationsszeiten gegeben.
Borälv beschreibt in [Bor98] einen vom Stellwerkhersteller ADtranz (heute Bombar-
dier) verfolgten Ansatz auf aussagenlogischer Basis unter zusätzlicher Verwendung von
Integerarithmetik. Als Veriﬁkationswerkzeug wird schließlich ein Theorembeweiser ein-
gesetzt. Borälv führt an, dass die Beweisführung für viele Sicherheitseigenschaften au-
tomatisch erfolgt sei. Informationen bezüglich der Validation werden in [Bor98] nicht
gegeben. Petersen führt in [Pet98] ergänzend an, dass die Veriﬁkation lediglich für
einzelne Objekte automatisch erfolgt sei, so dass Skalierbarkeit auch bei Verwendung
dieser Methode nicht gewährleistet scheint.
Die von Bernardeschi et al. in [BFG+98] beschriebene Modellierung einer Stellwerkslo-
gik auf Basis des Calculus of Communicating Systems und deren Veriﬁkation mit Hilfe
des Veriﬁkationswerkzeugs JACK konnte ebenfalls nicht automatisch erfolgen.
Im Anhang werden die unterschiedlichen Ansätze zur Anforderungs- und Verhaltens-
speziﬁkation sowie der Überprüfung von Stellwerkslogiken zusammenfassend tabella-
risch gegenübergestellt.
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Kapitel 7
Zusammenfassung und Ausblick
In der vorliegenden Arbeit ist die Entwicklung sicherheitskritischer rechnergestützter
Systeme untersucht und eine Methodik vorgestellt worden, die diese Entwicklung von
der Anforderungsspeziﬁkation bis hin zur Testfallgenerierung unterstützt. Hierzu sind
sicherheitskritische Systeme am Beispiel von Systemen der Leit- und Sicherungstechnik
im Eisenbahnwesen betrachtet worden. Schwerpunkte wurden hierbei auf Normkom-
formität sowie auf die aktuellen Tendenzen in der Anwendung von Softwaretechnik
gelegt.
Die als leicht erlernbar geltende Uniﬁed Modelling Language (UML) wird auch für die
objektorientierte Modellierung von sicherheitskritischen Eisenbahnsystemen favorisiert.
Die in der vorliegenden Arbeit beschriebene Methodik verwendet Klassen-, Objekt-,
Zustands- und Sequenzdiagramme der UML zur graﬁschen Darstellung, um den kon-
struktiven Anteil, die eigentliche Entwicklung des Systems, unter Berücksichtigung vor-
handener Anwenderkenntnisse zu unterstützen. Da sich die UML jedoch als noch nicht
durchgängig formal und vollständig erweist, hätte eine normkonforme Entwicklung un-
ter ihrer alleinigen Verwendung nur in Form von manueller Beweisführung, Reviewing
oder ähnlichen nicht automatisierbaren Techniken ermöglicht werden können. Eine in-
dustrielle Anwendung wäre damit unwirtschaftlich geworden.
Obwohl bereits Erweiterungen der UML-eigenen Object Constraint Language tem-
porallogische Konstrukte zur Erstellung einer formalen Anforderungsspeziﬁkation bein-
halten, haben diese bisher keinen Einzug in verfügbare UML-Werkzeuge gefunden. Aus
diesem Grund wurden in verwandten Arbeiten Diagrammtypen außerhalb der UML
(z.B. Live Sequence Charts im Forschungsprojekt OPRAIL [HBPL07]) verwendet, um
eine graﬁsche Notation bereit zu stellen. Dabei erfolgte eine Fixierung der Temporal-
logik durch die verwendeten Diagrammtypen.
In der vorliegende Arbeit wurde aus diesem Grund bewusst die Verwendung einer
starren, graﬁschen Notation vermieden. Stattdessen wurden Multi-Objektlogiken D1
und D0, die es ermöglichen, für die Speziﬁkation des Verhaltens eines Objekts eine
individuelle, lokale Temporallogik zu verwenden, zur Erstellung einer formalen Anfor-
derungsspeziﬁkation vorgeschlagen. In einem Fallbeispiel wurde der Umgang mit der
Multi-Objektlogik D1 zur Formulierung funktionaler Anforderungen an ein System il-
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lustriert. Lokal dienten hierbei die Temporallogiken LTL und CTL zur Beschreibung
der Anforderungen an die einzelnen Objekte.
Die Multi-Objektlogiken wurden auf der Basis mehrfach erweiterter Kripke-Strukturen
deﬁniert, die in der vorliegenden Arbeit eingeführt wurden. Die Erweiterung umfasst die
Möglichkeit, zusätzliche Zustandsmarkierungen durchzuführen, so dass Symbole unter-
schiedlicher Menge ergänzend zu in einem Zustand gültigen, aussagenlogischen Prädika-
ten notiert werden können. Zur Beschreibung gerichteter und ungerichteter synchroner
Kommunikation von Objekten sind in der vorliegende Arbeit Symbolmengen für Kom-
munikationssymbole eingeführt worden, deren Vorliegen in Zuständen unterschiedlicher
Kripke-Strukturen die Synchronisation dieser Kripke-Strukturen beschreibt.
Mehrfach erweiterte Kripke-Strukturen bilden auch die Grundlage für die im Rahmen
dieser Arbeit eingeführten kommunizierenden Zustandsmaschinen, welche eine abstrak-
te Darstellung gerichtet und ungerichtet synchronisierender Prozesse/Objekte ermögli-
chen. Eine verhaltenserhaltende Transformation von kommunizierenden Zustandsma-
schinen in mehrfach erweiterte Kripke-Strukturen wurde in der vorliegenden Arbeit
vorgestellt.
Im Gegensatz zu UML-Zustandsmaschinen unterstützen kommunizierende Zustands-
maschinen weder Nebenläuﬁgkeit noch Hierarchiekonzepte. Sie können stattdessen mit
synchron interagierenden Transitionssystemen verglichen werden. Im Rahmen dieser
Arbeit wurde ein Dekompositionsverfahren einer UML-Zustandsmaschine in eine Men-
ge kommunizierender Zustandsmaschinen vorgestellt. Für diese Transformation konnte
wiederum gezeigt werden, dass die UML-Zustandsmaschine und die Menge kommuni-
zierender Zustandsmaschinen identisches Verhalten besitzen.
Durch die Dekomposition einer UML-Zustandsmaschine in eine Menge kommunizie-
render Zustandsmaschinen und anschließender Transformation in mehrfach erweiterte
Kripke-Strukturen konnten Anforderungs- und Verhaltensspeziﬁkation auf ein gemein-
sames Beschreibungsmodell zurückgeführt und damit die Anwendung des automati-
schen Veriﬁkationsmechanismus Multi-Object Checking ermöglicht werden.
Im Rahmen von Veriﬁkation und Validation wurde das Multi-Object Checking Ver-
fahren ausgebaut, so dass es nicht nur die Adaption auf mehrfach erweiterte Kripke-
Strukturen erfuhr sondern zusätzlich ein Verfahren zur Generierung von Fehlersze-
narien ergänzt wurde. Neben der Anwendung zur Korrektur des auf UML-Zustands-
maschinen basierenden Verhaltensmodells konnte die Verwendung des Algorithmus zur
Fehlerszenariengenerierung ebenfalls erfolgreich auf die Erzeugung von Testfällen im
Rahmen einer speziﬁkations-/modellbasierten Validation übertragen werden. Im vor-
gestellten Fallbeispiel wurde die Anwendung des Verfahrens zur Generierung von Feh-
lerszenarien sowohl für die Veriﬁkation als auch die Validation demonstriert.
Für eine Anwendung im industriellen Umfeld ist die Bereitstellung eines Werkzeugs zur
Umsetzung der Methodik notwendig. Dieses Werkzeug sollte keine unmittelbare Inte-
gration in ein vorhandenes UML-Werkzeug erfahren, so dass keine Festlegung auf die
Software eines bestimmten Herstellers erfolgt. Das Werkzeug sollte dabei erweiterbar
sein, so dass zum Beispiel lokale Logiken wie CTL oder LTL im Rahmen der Anforde-
rungsspeziﬁkation sukzessive ergänzt werden können. Auch die Hinzunahme einzelner
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Veriﬁkationswerkzeuge sollte modular implementiert werden.
Weitere Formalismen wie zum Beispiel Petri-Netze, die ebenfalls auf kommunizieren-
de Zustandsmaschinen oder mehrfach erweiterte Kripke-Strukturen abgebildet werden
können, könnten durch Bereitstellung weiterer Transformationskonzepte neben UML-
Zustandsdiagrammen integriert werden. Damit bietet die Methodik ebenfalls einen An-
satz zur Integration unterschiedlicher Verhaltensbeschreibungen.
Bereits Pinger [Pin02] führte eine graﬁsche Darstellung von Multi-Objektlogikformeln
in Form von Sequenzdiagrammen als anwenderfreundlich an. Für die Nutzung bzw.
Entwicklung einer Art von Sequenzdiagrammen zur Darstellung von Formeln in der
Multi-Objektlogik D1 ist ein ﬂexibles Konzept notwendig, so dass eine große Anzahl ein-
und mehrstelliger (temporallogischer) Operatoren verständlich darstellbar ist. An Stelle
eines solchen Ansatzes könnten auch schablonenbasierte Verfahren [HAT+04, Bit01]
treten, die für bestimmte textuell formulierte Anforderungen eine adäquate D1-Formel
generieren.
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Symbole und Abkürzungen
Mengensymbole
e ∈ E e ist Element von E.
M ∪N Vereinigungsmenge von M und N
M ∩N Schnittmenge von M und N
M ⊆ N M ist Teilmenge von N .
M ⊂ N M ist echte Teilmenge von N .
M \N Diﬀerenzmenge von M und N : M \N = {x ∈M | x ∈M ∧x 6∈ N}
|M | Mächtigkeit der Menge M , auch ♯M
∅ Leere Menge, auch {}
Logiksymbole
∀ψ . . . Für alle ψ gilt . . .
∃ψ . . . Es existiert ψ, so dass . . .
¬ψ Negation: ψ gilt nicht.
ϕ ∧ ψ Konjunktion: Es gelten ϕ und ψ.
ϕ ∨ ψ Disjunktion: Es gelten ϕ oder ψ.
ϕ⇒ ψ Implikation: ϕ impliziert ψ / aus phi folgt ψ
A ψ Auf allen Pfaden gilt ψ.
E ψ Auf einem Pfad gilt ψ.
X ψ Im nächsten Zustand gilt ψ.
F ψ In einem zukünftigen Zustand gilt ψ.
G ψ In allen Zuständen gilt ψ.
ϕ U ψ ϕ gilt, bis ψ gilt.
X−1 ψ Im vorherigen Zustand galt ψ.
F−1 ψ In einem Zustand in der Vergangenheit galt ψ.
G−1 ψ In allen Zuständen in der Vergangenheit galt ψ.
ϕ U−1 ψ Bis zum Eintreten von ψ galt ϕ.
AX ψ Auf allen Pfaden im nächsten Zustand gilt ψ.
AF ψ Auf allen Pfaden in einem zukünftigen Zustand gilt ψ.
AG ψ Auf allen Pfaden in allen Zuständen gilt ψ.
A ϕ U ψ Auf allen Pfaden gilt ϕ, bis ψ gilt.
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EX ψ Auf einem Pfad im nächsten Zustand gilt ψ.
EF ψ Auf einem Pfad in einem zukünftigen Zustand gilt ψ.
EG ψ Auf einem Pfad in allen Zuständen gilt ψ.
E ϕ U ψ Auf einem Pfad gilt ϕ, bis ψ gilt.
i.(ϕ) D1-/D0-Formel: Aus der Sicht von Objekt i gilt ϕ.
i.(j!(ϕ)) D1-Formel: Während der von j initiierten Kommunikation mit i,
gilt ϕ in Objekt j.
i.(j?(ϕ)) D1-Formel: Während der von i initiierten Kommunikation mit j,
gilt ϕ in Objekt j.
i.(j:(ϕ)) D1-Formel: Während der Kommunikation von i und j, gilt ϕ in
Objekt j.
i.(@!j) D1-/D0-Formel: Es ﬁndet eine von j initiierte Kommunikation mit
i statt.
i.(@?j) D1-/D0-Formel: Es ﬁndet eine von i initiierte Kommunikation mit
j statt.
i.(@:j) D1-/D0-Formel: Es ﬁndet eine Kommunikation zwischen i und j
statt.
Sonstige Symbole und Abkürzungen
eε Leeres Ereignis
cε Leere Bedingung
aε Leere Aktion
N Verwendete Notation für Bestandteile von Kripke-Strukturen
N Verwendete Notation für Bestandteile von kommunizierenden Zu-
standsmaschinen
N verwendete Notation für Bestandteile von UML-Zustandsdiagram-
men
A Verwendete Notation für temporallogische Operatoren
N Natürliche Zahlen
Z Ganze Zahlen
R Reelle Zahlen
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Glossar
.
Das Glossar wurde auf Basis der Richtlinie 408 der Deutsche Bahn AG [DB06], dem
Kommentar von Thoma et al. ([TPW01]) zur Eisenbahn-Bau- und Betriebsordnung
sowie dem Online-Glossar zu ‘Systemtechnik des Schienenverkehrs’ [Pac04b] zusam-
mengestellt.
Ausfahrzugstraße
Eine Ausfahrzugstraße ist eine Zugstraße zur Fahrt in ein Gleis der freien Strecke.
Bahnanlage
Bahnanlagen sind alle Grundstücke, Bauwerke und sonstigen Einrichtungen einer
Eisenbahn, die unter Berücksichtigung der örtlichen Verhältnisse zur Abwicklung
oder Sicherung des Reise- oder Güterverkehrs auf der Schiene erforderlich sind.
Bahnhof
Bahnhöfe sind Bahnanlagen mit mindestens einer Weiche, wo Züge beginnen,
enden, halten, kreuzen, überholen oder wenden dürfen.
Blocksignal
Hauptsignal, das auf der freien Strecke die Einfahrt in eine Blockstrecke sichert.
Blockstrecke, Blockabschnitt
Gleisabschnitt, in den ein Zug beim Fahren im festen Raumabstand nur einfahren
darf, wenn er frei von Fahrzeugen ist.
Blockteilung
Unterteilung der Streckenabschnitte zwischen den Zugmeldestellen in mehrere
Blockstrecken zur Verbesserung des Leistungsverhaltens der Strecke.
Direkte Durchfahrzugstraße
Eine direkte Durchfahrzugstraße wird von einem Gleis der freien Strecke durch
einen Bahnhof auf ein Gleis der freien Strecke eingestellt.
Durchfahrzugstraße
Eine Zugstraße die von einem Gleis der freien Strecke durch einen Bahnhof auf
ein Gleis der freien Strecke führt.
Durchrutschweg
Der Abstand zwischen dem Zielsignal der Einfahrten und dem maßgebenden Ge-
fahrpunkt wird als Durchrutschweg bezeichnet und ist Bestandteil der Einfahr-
zugstraße.
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Einfahrzugstraße
Eine Einfahrzugstraße ist eine Zugstraße von einem Gleis der freien Strecke zur
Fahrt in ein Bahnhofsgleis.
Fahrstraße
Eine Fahrstraße stellt eine gegen andere einfahrende Züge unter anderem durch
Signale und von der Fahrstraße abweisend ausgerichtete Weichen gesicherte Stre-
cke von einem Start- bis zum Zielpunkt einer Zugfahrt dar.
Fahrstraßenfestlegung
Einrichtung, die die Rücknahme des Fahrstraßenverschlusses verhindert, bis der
Zug die Fahrstraßenzugschlussstelle freigefahren hat oder am vorgeschriebenen
Halteplatz zum Halten gekommen ist.
Fahrweg
Alle zu befahrenden Gleiselemente (wie Weichen, Gleisabschnitte, . . .) zwischen
einem Startpunkt (z.B. Einfahrsignal) und einem Zielpunkt (z.B. Ausfahrsignal)
gehören zum Fahrweg.
Festlegung
Die Fahrstraßenfestlegung ist ein unabhängig von der Signalfahrtstellung wirken-
des Sicherungsstadium einer Fahrstraße, in dem der Fahrstraßenverschluss durch
Regelbedienungen nicht mehr aufgehoben werden kann.
Fiktives Signal
In der Realität nicht vorhandenes Hauptsignal, das in den Infrastrukturdaten
von Programmen zur Fahrplankonstruktion und Leistungsuntersuchung verwen-
det wird.
Flankenschutz
Maßnahme, die verhindern soll, dass Fahrzeuge über einen einmündenden Fahr-
weg in eine sicherungstechnisch freigegebene Fahrstraße gelangen können. Es wird
zwischen mittelbarem, der ausschließlich durch betriebliche Anordnungen (Ran-
gierverbote) gewährleistet wird, und unmittelbarem Flankenschutz, der durch
technische Flankenschutzeinrichtungen (Schutzweichen, Gleissperren, Signale) be-
wirkt wird, unterschieden.
Freie Strecke
Durchgehende Hauptgleise außerhalb von Bahnhöfen.
Hauptsignal
Signal, durch das im Regelbetrieb die Einfahrt eines Zuges in den auf das Signal
folgenden Gleisabschnitt zugelassen wird.
Istlage
Lage, die ein stellbares Infrastrukturelement inne hat.
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Mehrabschnittssignal
Hauptsignal, welches Informationen über das Freisein von einem vorausliegenden
Blockabschnitt anzeigen kann (Kombination aus Haupt- und Vorsignal).
Rangierfahrt
Fahrten mit Eisenbahnfahrzeugen unter vereinfachten Bedingungen innerhalb von
Bahnhöfen und Anschlussstellen zum Bilden und Zerlegen von Zügen, Umsetzen
von Fahrzeugen, Bedienen von Ladestellen und ähnlichen Zwecken. Rangierfahr-
ten werden auf Sicht mit stark reduzierter Geschwindigkeit durchgeführt.
Rangierstraße
Fahrstraße zur Sicherung des Fahrwegs einer Rangierfahrt. Im Gegensatz zu einer
Zugstraße wird auf eine Freiprüfung des Fahrwegs, auf einen Durchrutschweg und
in der Regel auf Flankenschutz verzichtet.
Regelbetrieb
Züge verkehren in der Reihenfolge des gedruckten Fahrplans.
Signalgeführter Betrieb
Im engeren Sinne Betriebsweise, bei der die Zustimmung zur Zugfahrt im Regel-
betrieb durch Fahrtstellung ortsfester Signale erteilt wird.
Solllage
Lage, die ein stellbares Infrastrukturelement innerhalb einer Fahrstraße einneh-
men muss.
Verschluss
Sicherung zur Verhinderung der Umstellung von Weichen einer Fahrstraße.
Vorsignal
Im Abstand des Regelbremsweges vor einem Hauptsignal aufgestelltes Signal, das
den Signalbegriﬀ dieses Hauptsignals ankündigt.
Weiche
Infrastrukturelement, an dem sich Gleise mittels beweglicher Zungen und eines
Herzstücks verzweigen.
Zugstraße
Fahrstraße zur Sicherung der von Zügen im Regelbetrieb benutzten Fahrwege.
Zusammengesetzte Durchfahrzugstraße
Eine zusammengesetzte Durchfahrzugstraße wird unter Bildung einer Einfahr-
zugstraße in einen Bahnhof hinein und einer Ausfahrzugstraße aus dem Bahnhof
heraus eingestellt.
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Zwischenfahrstraße
Eine Zugstraße, die an einem Signal im Bahnhof beginnt und an einem Zielpunkt
innerhalb des Bahnhofs endet.
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