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1. Introduction
The aim of quantum control is to manipulate the dynamics of
a nuclear wavepacket by modulating the amplitude, frequen-
cies, and phases of a laser pulse used to excite a system.
Owing to the development of laser technologies, this has been
achieved up to a certain point[1–3] and is principally realized by
using a closed loop-learning algorithm. However, while control
of the quantum dynamics can be achieved, this is often done
without a close understanding of the underlying molecular
mechanism. Until recently, most quantum control experiments
and simulations were performed on isolated atoms or mole-
cules in the gas phase.[4–8] However, this field has recently been
extended to a wider variety of problems such as, for example,
the manipulation of coherent phonons in solids,[9] energy flow
and isomerization processes in biomolecules,[10–12] discrimina-
tion of molecules,[13–15] and bond formations on catalytic surfa-
ces.[16] In addition, the concepts of quantum control have been
applied to nonlinear spectroscopy and microscopy.[17] In this
last case, shaped femtosecond pulses have been used to en-
hance resolution (e.g. by controlling off-diagonal features)[18]
and to improve detection. On even shorter timescales, attosec-
ond spectroscopy can potentially be used to directly control
the electron dynamics in molecules.[19]
To understand the underlying mechanisms of the control dy-
namics and/or the effects of a specific shaped laser pulse, the-
oretical simulations are often important. A variety of different
theoretical methods have been developed to perform control
simulations[20–22] or to rationalize experimental pulse-shaping
results.[23] Among them, optimal control theory has been the
most widely used. In this approach, a pulse is optimized
through variation of a properly defined functional[24] or by
means of a learning algorithm in analogy with the experimen-
tal optimization procedures.[7] This approach has been imple-
mented almost exclusively within the framework of quantum
wavepacket simulations, and therefore, the computational ex-
pense of solving the time-dependent Schrçdinger equation
many times and the requirement of having precalculated po-
tential energy surfaces (PESs) has limited its applications to
model systems with a maximum of four degrees of freedom
(DOF). Although such methods are usually sufficient for the
study of small molecules predominantly addressed thus far by
coherent control experiments, they are not generally suitable
to address the dynamics of larger systems, such as biomole-
cules or solids.
To study the effect of shaped laser pulses for larger systems
in an explicit environment, the most feasible and attractive ap-
proach is mixed quantum/classical dynamics. Indeed, the cou-
pling of such approaches with external time-dependent elec-
tric fields has a long tradition.[25,26] Of particular interest for the
simulation of realistic systems in their full, unconstrained con-
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figuration space are quantum/classical approaches based on
on-the-fly techniques such as trajectory surface hopping
(TSH),[27] where all necessary quantities required for the nuclear
dynamics are computed locally at a given nuclear configura-
tion. Several electronic structure methods have so far been
successfully coupled with TSH, among which the most com-
monly used are ab initio[28,29] and semiempirical methods[30, 31]
and linear-response time-dependent density functional theory
(LR-TDDFT).[32,33] Recent extensions of TSH to include arbitrary
coupling terms have also been proposed.[34–46] In particular,
a LR-TDDFT-based TSH ab initio molecular dynamics scheme
that couples the electronic and nuclear dynamics to external
time-dependent electric fields[37] was recently extended to
allow for the “on-the-fly” design of laser pulses with desired
properties, including, for instance, the ability to selectively
populate a target excited state by using local control theory
(LCT).[38] LCT coupled with TSH ab initio molecular dynamics,[38]
TSH/LCT, offers a powerful alternative to the more sophisticat-
ed optimal control algorithm. In the standard LCT approach,
a target is defined and a control pulse that ensures the in-
crease (or decrease) of the target expectation value is comput-
ed on-the-fly by using exclusively instantaneous electronic
structure quantities evaluated at each time step, which avoids
the need for forward/backward iterations. Despite its simplicity,
LCT can be successfully applied whenever the optimization
process deals with only a few observables at a time.[39–41] In
particular, as only a single time-propagation is required, LCT is
particularly attractive in combination with nonadiabatic ab ini-
tio molecular dynamics for the treatment of medium to large
sized molecules in their full configuration space.
In this work, we adopt a particular variant of LCT, in which
the desired target quantity is the selective population of
a given excited state.[38] Starting from a system evolving in its
ground state, the designed TSH/LCT pulse will transfer ampli-
tude to the desired electronic state eventually to lead to a hop
of the (classical) trajectory into the target state: a TSH realiza-
tion of the photoabsorption process. The effect of the de-
signed pulse will therefore be to drive the dynamics from an
initial electronic state (in most cases the ground state) to a se-
lected excited-state PES, on which new chemical processes can
be observed. However, it is important to stress that in this way
the external field only influences the nuclear dynamics indirect-
ly, as the nuclear wavefunction does not enter, at any time, in
the pulse-shaping process. As a consequence, TSH/LCT pulses
do not directly drive the nuclear degrees of freedom, which
only react to the change in PES induced by the surface hop.
Finally, this flavor of TSH/LCT, which targets exclusively elec-
tronic state populations, can also be employed as an ab initio
technique to start nonadiabatic molecular dynamics calcula-
tions on a desired excited state without performing an ad hoc
promotion of initial ground-state configurations in a desired
excited electronic state.
As an application of our LCT approach based on TSH in the
framework of LR-TDDFT, we present results on the ultrafast
photochemical intramolecular proton-transfer reaction in the
molecular system 4-hydroxyacridine (4-HA).[42,43] This process
has already been studied both experimentally and theoretical-
ly, however, in the latter case, by static calculations only.[42,43]
These studies have reported that in the ground state the intra-
molecular proton transfer is hindered by a prohibitively high
energy barrier that is highly reduced if the molecule is excited
into its first excited state (S1). (With the presence of a bridging
water molecule between the donor and the acceptor site, the
proton transfer is even expected to become barrierless.[43]) This
is made possible by the electronic character of the S1 state,
which—at the ground-state geometry—is predominantly as-
signed to a HOMO–LUMO transition (88.5%, see Figure 1) with
an enhanced acidity of the hydroxyl group and a stronger ba-
sicity of the nitrogen atom in the acridine ring.[42,43]
2. Theory
Tully’s fewest switches trajectory surface hopping (TSH)[27] dy-
namics can easily be coupled to external electromagnetic
fields, as shown in a number of recent publications.[25,34–37]
Within this approach, the molecule of interest is first prepared
in its ground state. Through coupling with an external electro-
magnetic field EðtÞ, the amplitude is transferred to an excited
state depending on the size of the associated transition dipole
moment mjiðR½a¤Þ. The corresponding modified TSH equation
for the amplitude C½a¤j associated to an electronic state j and
a trajectory a is [Eq. (1)]:
ih _C ½a¤j ðtÞ ¼X1
i
C ½a¤i ðtÞ Eelj ðR½a¤Þdji ¢ ih _R½a¤ ¡ djiðR½a¤Þ ¢ EðtÞ ¡ mjiðR½a¤Þ
  ð1Þ
In Equation (1), Eelj ðRÞ is defined as [Eq. (2)]
Eelj ðRÞ ¼
Z
drF*j ðr;RÞH^elFjðr;RÞ ð2Þ
and are the matrix elements of the electronic Hamiltonian H^el
in the set of basis functions F:ðr;RÞf g that are solutions to the
electronic time-independent Schrçdinger equation for fixed
nuclear coordinates R (r represents the collective vector of all
Figure 1. Top) 4-Hydroxyacridine (4-HA) (in the xy plane). Bottom) Kohn–
Sham HOMO (left) and LUMO (right) of 4-HA at the DFT/PBE level of theory.
Orbitals are plotted with an isovalue of 0.03.
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electrons in the system). The nonadiabatic coupling vectors be-
tween two electronic states j and i are given by [Eq. (3)]:
djiðRÞ ¼
Z
drF*j ðr;RÞrRFiðr;RÞ ð3Þ
and _R
½a¤
in Equation (1) is a collective notation to denote the
velocity of the classical nuclei for the trajectory a. For more de-
tails on LR-TDDFT-based TSH dynamics, the reader is referred
to recent literature on the subject.[44,45]
In the following, pulse shaping is achieved through LCT.[40]
As previously mentioned, the aim of this approach is to
design, on-the-fly, the electric field that ensures an increase (or
decrease) in some predefined expectation values such as the
population of a target excited state.
Starting from the time dependence of the expectation value
of an arbitrary operator B^ governed by the total Hamiltonian
H^ ¼ H^mol þ H^int [Eq. (4)]:
dhB^iðtÞ
dt
¼ i
h
Z Z
drdRY*ðr;R; tÞ½H^mol; B^¤Yðr;R; tÞ
þ i
h
Z Z
drdRY*ðr;R; tÞ½H^int; B^¤Yðr;R; tÞ
ð4Þ
(in which H^mol is the molecular Hamiltonian and H^int ¼ ¢m^EðtÞ
is the matter-field interaction Hamiltonian) and by assuming
that H^mol commutes with B^ (which is only true in the absence
of nonadiabatic couplings) we obtain [Eq. (5)]:
dhB^iðtÞ
dt
¼ ¢EðtÞ i
h
Z Z
drdRY*ðr;R; tÞ½m^; B^¤Yðr;R; tÞ ð5Þ
Note that in the presence of nonadiabatic couplings Equa-
tion (5) will contain an additional time-dependent term (see
refs. [41, 46, 47]). To control the population of a particular elec-
tronic state jFii, we introduce the projector operator
P^i ¼ jFiihFij. The time evolution of the state population is
simply given by [Eq. (6)]:
dhP^iiðtÞ
dt
¼ ¢EðtÞ i
h
Z Z
drdRY*ðr;R; tÞ½m^; P^i¤Yðr;R; tÞ ð6Þ
Using the TSH ansatz for a classical trajectory a [Eq. (7)]:
Y ½a¤ðr;R; tÞ ¼
X1
j
C ½a¤j ðtÞFjðr;RÞ ð7Þ
and the corresponding representation of the nuclear density
by a delta function, Equation (6) becomes [Eq. (8)]:
dhP^½a¤i iðtÞ
dt
¼ ¢ 2
h
E½a¤ðtÞ
X1
j
= C ½a¤*i ðtÞmijðR½a¤ÞC ½a¤j ðtÞ
h i
ð8Þ
with mijðR½a¤Þ ¼ ¢e
PNel
k
R
drF*i ðr;R½a¤ÞrˆkFjðr;R½a¤Þ. From inspec-
tion of Equation (8) it becomes evident that the electric field
[Eq. (9)]:
E½a¤ðtÞ ¼ l
X1
j
= C ½a¤*i ðtÞmijðR½a¤ÞC ½a¤j ðtÞ
h i
ð9Þ
will ensure that hP^½a¤i iðtÞ increases (minus sign) or decreases
(plus sign) at all times. We note that modification of the TSH
algorithm proposed in this work is valid as long as the gener-
ated pulse is not too strong, that is, that it does not trigger an
excessively large number of hops during the dynamics or that
it does not strongly alter the shape of the adiabatic PESs.[48] It
is important to stress that all approximations related to the
use of the TSH ansatz for nonadiabatic dynamics with classical
trajectories (e.g. see ref. [49]) will also impact the quality of the
computed LCT pulse. For example, the missing description of
decoherence inherent to the standard TSH algorithm can play
a role in the pulse-shaping process, as noted in ref. [38] and
further stressed in recent work on field-coupled TSH dynam-
ics.[50]
In summary, if a targeted chemical process can be associated
to a well-defined excited-state transition, local control theory
coupled to TSH dynamics offers a potentially valuable tool for
the optimization of the external time-dependent electric field
able to efficiently trigger the desired reaction, as it will be dis-
cussed in the next sections for the case of the intramolecular
proton transfer in 4-HA.
3. System Setup and Computational Details
We consider an isolated 4-HA molecule placed in a simulation
box of dimensions 16Õ16Õ10 æ. If not specified differently,
the calculations were performed by using the CPMD pack-
age,[51] by employing Martins–Troullier-type pseudopoten-
tials,[52] a cutoff of 100 Ry for the plane wave basis set, and
a convergence threshold of 10¢7 au for the wavefunction. The
ground state (GS) and the first three excited states (S1, S2, and
S3) were included in the calculations, and the LR-TDDFT equa-
tions were solved within the Tamm–Dancoff approximation
(TDA) to obtain all excitation energies and nuclear forces.[53]
The Perdew–Burke–Ernzerhof (PBE) xc functional[54] was used,
together with the adiabatic approximation for the correspond-
ing xc kernel. The quality of the PBE functional for the excited-
state dynamics was assessed by comparison with energies ob-
tained by using LR-TDDFT with the hybrid functional PBE0[55]
on geometries sampled along a selected PBE TSH/LCT trajecto-
ry (see the Supporting Information). In the latter case, the en-
ergies of the electronic states visited during the nonadiabatic
dynamics mainly showed a rigid shift relative to the ground
state that depended on the amount of exact exchange, and
this left the energy differences between the excited states es-
sentially unperturbed. The molecule was equilibrated at 300 K
by using ground-state Born–Oppenheimer molecular dynamics,
as implemented in CPMD.[51] From the equilibrated ground-
state Boltzmann distribution, different initial configurations
were randomly selected and used as starting geometries for
the nonadiabatic dynamics. Initial velocities were set equal to
the corresponding ground-state values.
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For the TSH dynamics with the P pulse, the vector potential
AðtÞ is given by [Eq. (10)]:
AðtÞ ¼ ¢A0elexp ¢
ðt ¢ t0Þ2
T2
 
sinðwtÞ ð10Þ
with a frequency w centered at the value of the energy gap
EelS1 ¢ EelGS ¼ 2:55 eV computed at the ground-state optimized
geometry, and A0=c ¼ 0:1067, t ¼ 2000 au, and T ¼ 800 au.
The TSH/LCT calculation was initiated by a seeding phase of
2.4 fs, during which an external field of 0.005 au was used to
promote an infinitesimal starting population into the target
state. This was necessary to initiate the LCT dynamics, which
remained ineffective as long as the target state had exactly
zero population according to Equation (9). The rest of the TSH/
LCT dynamics was performed with a coupling strength l of 0.1
with an external electric field polarized along the y axis (see
Figure 1 for the orientation of 4-HA). As a reference, we note
that, at the optimized ground-state geometry, the following
transition dipole moments were observed: myGS=S1 ¼ 0:398 au,
myGS=S2 ¼ ¢0:084 au, and m
y
GS=S3
¼ 0:235 au. The nonadiabatic dy-
namics was initiated in the electronic molecular ground state,
and at each nuclear time step the field derived in Equation (9)
was constructed and applied to the dynamics of the ampli-
tudes according to Equation (1). The time step for the integra-
tion of the nuclear degrees of freedom was set to 1 au. We
only considered the transition dipole moments between the
GS and the excited states, and consequently, the summation in
Equation (9) was restricted to j ¼ 0. This implies that the popu-
lation of the target state S1 could only originate from depopu-
lation of the ground state. This approximation is validated by
the fact that only weak amplitude transfer between GS and S2
or S3 was observed along the dynamics (see Figure 3, discussed
later in the text). The final pulse is therefore expected to be es-
sentially unaffected by this approximation. A complete account
of the implementation of LCT theory in the framework of LR-
TDDFT-based TSH dynamics in the CPMD code[51] is given in
refs. [38, 44] .
Frequency-resolved optical grating (FROG) analysis of the
computed LCT pulses was performed by using the XFROG utili-
ty distributed within the Heidelberg MCTDH package.[56,57] All
molecular representations were produced with VMD[58] version
1.9.1.
4. Results and Discussion
We first discuss the dynamics of 4-HA under the influence of
a P pulse parametrized according to Equation (10) and depict-
ed in the bottom panel of Figure 2. During the first 50 fs of
the dynamics, population is smoothly transferred between GS
and S1. However, the maximum of jCS1ðtÞj2 never reaches
a value higher than 42%, and the trajectory hops to the target
state S1 for only a short period of time at approximately t~
77 fs. In conclusion, this rather weak P pulse (Emaxy ¼ 0:01 au)
is unable to efficiently promote the selective population of S1
and rather leads to a mixing of the population of the GS and
S1 state. (It is worth stressing here that this result was obtained
with a single trajectory and its only purpose was to compare
the two approaches, TSH/LCT and TSH/P-pulse, for a common
set of initial conditions.)
In contrast, the TSH/LCT dynamics initialized by using the
same conditions applied to the P-pulse dynamics gives
a smooth and almost complete amplitude transfer from the
ground state to the targeted excited state (Figure 3, top
panel), with a trajectory hop occurring approximately 10 fs
after the maximum of the pulse (when the population of S1 is
75.7%). Interestingly, only a weak population of the two other
electronic states (S2 and S3) is observed along the entire dy-
namics. The Fourier transform (FT) of the LCT pulse (Figure 3,
inset of the middle panel) exhibits a distribution of frequencies
centered around the GS¢S1 energy gap (2.6–2.65 eV with
a standard deviation of 0.3 eV) with some additional satellite
peaks appearing below 2.0 eV that originate from the part of
the dynamics evolving on the excited surface (relaxation in S1).
In fact, the TSH/LCT approach designs a pulse, the frequencies
of which closely follow the energy gap between the ground
and target states along the dynamics (see below), but it also
contains additional features. This complexity of the TSH/LCT
frequency spectra relative to that of the one obtained for the
P-pulse dynamics characterized by a single narrow peak
(Figure 2, inset of middle panel) can explain the better per-
formance of the LCT pulse in promoting the population to the
target state by using a comparable field strength. At the end
of the LCT pulse, the dynamics remains bound to the excited
state S1. After about 160 fs of dynamics in S1, the state ampli-
tudes start to oscillate rapidly due to an increase in the nona-
diabatic couplings that accompanies the proton-transfer pro-
cess (see the discussion below).
Figure 3a–d (bottom) reports some relevant structures of 4-
HA sampled along the trajectory (labels refer to times indicat-
ed in the top panel). The dynamics start in the ground state
with the proton linked to the oxygen atom (Figure 3a). After
Figure 2. Dynamics of 4-HA under the action of a polarized P pulse with
central frequency w=2.55 eV. Top panel) Time series of the potential energy
curves obtained with DFT/PBE and LR-TDDFT/PBE/TDA calculations. Color
code: GS (black), S1 (blue), S2 (orange) and S3 (red). The green line with cir-
cles highlights the force (driving) state. Middle panel) Probability (jCjðtÞj2) of
each state for one trajectory. The inset shows the Fourier transform of the
entire P pulse. Bottom panel) Applied vector potential component AyðtÞ
(c) and corresponding electric field EyðtÞ (c).
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the surface hop to S1 (at ~60 fs) the pp* character of the excit-
ed state induces a sizeable transfer of electronic density from
the oxygen atom (donor) to the nitrogen atom (acceptor). As
a consequence, we observe a shortening of the N···H distance
and an increase in the O¢H bond length (Figure 3c and left
panel of Figure 4), which leads to the formation of the product
after about 200 fs of dynamics (Figure 3d and left panel of
Figure 4).
To assess the dependence of the LCT pulse on the initial
conditions of the dynamics we ran an additional five trajecto-
ries starting from different geometries sampled along the
preparative GS Born–Oppenheimer dynamics while keeping all
other parameters unchanged. All trajectories reproduce a simi-
lar behavior to the one presented above, consisting of smooth
population transfer from GS to S1 followed by an irreversible
surface hop to the excited electronic state S1. Interestingly, the
profile of the TSH-averaged S1 population (hjCS1ðtÞj2i6) and the
one of the ensemble trajectory population (corresponding to
the percentage of trajectories that at a given time t are driven
by the forces of the target state, S1) agree quite well (Figure 5,
inset), which indicates that the TSH dynamics is internally con-
sistent.[50,59] Hops to S3 are sometimes observed during the
control process, but they are always followed by rapid decay
back to the GS. The FTs of the generated LCT pulses (Figure 5)
preserve most of the features observed for the first trajectory.
The frequency differences can be correlated with the different
regions of the molecular configuration space sampled during
the pulse-shaping process, whereas the difference in the mod-
ulation of the intensities can be linked to the time spent in
those regions during the control process. The average of the
six frequency spectra preserves the same features observed for
the single trajectories, and this confirms the physical nature of
the different components, which do not get washed out in the
averaging process. Another interesting observation that we
gain from the analysis of this ensemble of trajectories is that
the proton-transfer process mainly occurs (for five out of six
Figure 3. TSH/LCT dynamics of 4-HA, representative trajectory 1. Top panel)
Potential energy curves obtained by using DFT/PBE and LR-TDDFT/PBE/TDA
calculations. Color code: GS (black), S1 (blue), S2 (orange) and S3 (red). The
green line highlights the force (driving) state. Middle panel) Occupations
(jCjðtÞj2) of all relevant electronic states along the same trajectory. The inset
shows the Fourier transforms computed for the entire LCT pulse (c) and
for the first part of the pulse until the trajectory hop occurs (light gray area).
Bottom panel) Computed local control pulse. Panels (a)–(d) report 4-HA
structures sampled along the trajectory (labels refer to times indicated in
the top panel).
Figure 4. Time evolution of relevant nuclear degrees of freedom of 4-HA
along the TSH/LCT dynamics (trajectory 1). The solid green area represents
the time window during which the molecule is in its ground state.
Figure 5. Fourier-transformed TSH/LCT pulses for six trajectories started with
different initial conditions (initial structures given in the lower inset). Dark
orange line reproduces the average of the six FT spectra. The top inset
shows the time evolution of averaged S1 state population (computed as the
averaged number of trajectories) (hPopS1 ðtÞi6) together with the correspond-
ing averaged probability (hjCS1 ðtÞj2i6).
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trajectories) after the control process, at which point the inten-
sity of the applied field is negligibly small. From a more funda-
mental perspective, it is important to stress that, due to the in-
dependent trajectory approximation, LCT within a TSH scheme
does not include quantum decoherence effects of the nuclear
wavepackets evolving on the same or different electronic
states.
More information about the sequence of events that pre-
cede and accompany the proton transfer event can be gained
from FROG analysis of the pulse frequencies. We applied FROG
to the analysis of the dynamics reported in Figure 3: the pulse
is initially dominated by a frequency close to the Franck–
Condon gap (around 2.5 eV) and undergoes a down-chirp
when the trajectory hops into S1 (after ~60 fs) (see Figure 6).
Upon superimposing the time series of the EelS1 ¢ EelGS
 
energy
gap (gray line in Figure 6) to the FROG trace we observe
a clear match of the two time evolutions with the line follow-
ing the maximum of the spectra at all times. This is once more
a clear indication of the nature of the TSH/LCT pulse, which
acts in such a way as to guarantee the best population transfer
to the target state, as the system evolves in time changing its
structure, energy gap, and transition dipole orientation, and
which reflects the independent classical trajectory approxima-
tion of TSH (see ref. [38] for a discussion on this approximation
and its expected consequences in the context of TSH/LCT).
However, there are additional interesting and subtle features
that one can obtain from the FROG trace. In particular, we ob-
serve the presence of a series of additional weak peaks in the
frequency interval between 0.1 and 0.2 eV, which become
more intense once the trajectory is transferred to the excited
state (note that these weak peaks are present in all six trajecto-
ries, see Figure 5), contributing in promoting the population
transfer to S1. These frequencies can be matched with some
high-frequency normal modes of the molecular scaffold that,
among others, promote the movement of the -OH group to-
wards the acceptor nitrogen atom (see vector plots in
Figure 6). In fact, along the dynamics in S1 we clearly observe
significant contraction of the C5¢O bond together with activa-
tion of the C1¢C2 and C3¢C4 modes of the aromatic rings
(Figure 4, right panel). Once more, it is clear that these compo-
nents of the FT of the LCT pulse “monitor” the progression of
the proton-transfer process in S1 rather than drive the reaction
itself. Nonetheless, we believe that from the analysis of the
FROG trace a good deal can be learned about the detailed
mechanisms underlying an intramolecular reaction of this type.
5. Conclusions
This work demonstrated the ability of the trajectory surface
hopping/local control theory (TSH/LCT) algorithm to control
the photoexcited dynamics of a complex molecule without
having to limit the sampling of configurational space to few
critical modes. In addition, this approach offers the possibility
to guide any molecular system to a selected excited state in
a more physical way through the action of an explicit time-de-
pendent field, instead of by applying the usual procedure in
TSH based on the instantaneous switch of the ground-state
forces with those of the target excited state. In particular, the
effect of the relative orientation between the transition dipole
moments of the compound and the polarization axes of the
laser field can be investigated and used in the optimization
process.
We also showed that careful analysis of the frequencies con-
tributing to the LCT pulse revealed important and somehow
unexpected insight into the complex dynamics underlying the
photoinduced proton transfer. The LCT pulse indeed moni-
tored (and did not drive) all molecular vibrations and distor-
tions that took actively part in the process of interest, as re-
vealed from the time dependent analysis of the Fourier trans-
form of the pulse (frequency-resolved optical grating analysis).
Of particular interest for the case of the intramolecular proton
transfer reaction in 4-hydroxyacridine are all those high-fre-
quency vibrational modes of the molecular scaffold that favor
the approaching of the proton donor and acceptor groups. In-
vestigations performed on low-dimension model systems of
the same compound (e.g. by using constraint dynamics) are
likely to miss the contribution of some of these collective
modes that are difficult to predict a priori.
The method proposed in this study is, however, still in its in-
fancy and more theoretical and numerical studies are necessa-
ry to access some pending issues. For instance, the influence
of the initial conditions on the characteristics of the designed
pulse should still be carefully addressed as well as the effects
related to the quantum mechanical and statistical average
over an ensemble of trajectories. In fact, while a single-mole-
cule pulse obtained for a given TSH trajectory is able to effi-
ciently transfer population from the ground state to a desired
electronic state (triggering the reaction of interest), its effect
on the ensemble population is not guaranteed. However, by
using a limited sampling of trajectories (six in total), we were
able to show that some of the most relevant features of the
Figure 6. Time-frequency analysis of the control pulse (trajectory 1) calculat-
ed by using the frequency-resolved optical grating algorithms;[56, 57] it repro-
duces the time evolution of the LCT pulse spectrum computed in time win-
dows along the trajectory. The gray line depicts the EelS1 ¢ EelGS
 
gap mea-
sured along the same dynamics. Insets : Vector plots of two representative
high-frequency modes that contribute to the excited-state dynamics pro-
moting the contraction of the N¢H distance and the breathing mode of the
carbon rings. (The modes were computed at the GS optimized geometry at
DFT/PBE/cc-pVDZ level of theory.)
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frequency spectra are common to all trajectories, which there-
fore suggests a possible way to construct an effective pulse for
an ensemble of molecules.
Finally, further studies are needed to shed light on the ef-
fects of nuclear wavepacket decoherence in the pulse-shaping
process,[50] which are still neglected in the standard TSH ap-
proaches due to the independent trajectory approxima-
tion.[38,60]
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