Basin-scale internal waves provide the driving forces for vertical and horizontal fluxes in a stratified lake below the wind-mixed layer. Thus, correct modeling of lake mixing and transport requires accurate modeling of basinscale internal waves: examining this capability with a hydrostatic, z-coordinate three-dimensional (3D) numerical model at coarse grid resolutions is the focus of this paper. It is demonstrated that capturing the correct thermocline forcing with a 3D mixed-layer model for surface dynamics results in a good representation of low-frequency internal wave dynamics. The 3D estuary and lake computer model ELCOM is applied to modeling Lake Kinneret, Israel, and is compared with field data under summer stratification conditions to identify and illustrate the spatial structure of the lowest-mode basin-scale Kelvin and Poincaré waves that provide the largest two peaks in the internal wave energy spectra. The model solves the unsteady Reynolds-averaged Navier-Stokes equations using a semi-implicit method similar to the momentum solution in the TRIM code with the addition of quadratic Euler-Lagrange discretization, scalar (e.g., temperature) transport using a conservative flux-limited approach, and elimination of vertical diffusion terms in the governing equations. A detailed description is provided of turbulence closure for the vertical Reynolds stress terms and vertical turbulent transport using a 3D mixed-layer model parameterized on wind and shear energy fluxes instead of the convential eddy viscosity/diffusivity assumption. This approach gives a good representation of the depth of the mixed-layer at coarse vertical grid resolutions that allows the internal waves to be energized correctly at the basin scale.
Wind stresses, surface heating, and density currents form the driving energy fluxes of a stratified lake. The basin-scale energy flux from the wind is of particular interest because of its dominant role in setting the thermocline in motion, which, in the absence of inflows and outflows, is the primary energy store for transport and mixing below the wind-mixed layer. Thus, modeling the basin-scale internal wave behavior is an a priori requirement to modeling and quantifying the flux paths of nutrients in a stratified lake (Imberger 1994) . This paper takes a first step in this direction by analyzing our ability to model basin-scale internal waves that are seen in Lake Kinneret, Israel.
Energy flux path in a stratified lake-Energy flux through a stratified lake has a fundamental dependence on forced and free baroclinic motions. The wind imparts both momentum and turbulent kinetic energy (TKE) to the water in the surface layer. The TKE distributes momentum vertically in the water column, initiating downwind transport in the surface layer, which results in metalimnion depression at the downwind end and upwelling at the upwind end (for general discussion, see Mortimer 1974; Imberger and Patterson 1990) . When the wind duration exceeds one quarter of the basinscale internal wave period, the forced metalimnion tilt overshoots the equilibrium position (i.e., the balance between barotropic and baroclinic tilts), resulting in a long internal wave response (Heaps and Ramsbottom 1966) . If the horizontal length scales are larger than the internal Rossby radius of deformation, the response will be rotational Kelvin and Poincaré waves (Csanady 1967 ) whose evolution is modified by nonlinear wave steepening (Bennett 1973; Farmer 1978) , topography (Romea and Allen 1984; Thorpe 1998) , wavewave interaction (Phillips 1977 §5.4) , and dissipation (Hopfinger 1987; Imberger and Ivey 1991; Ivey and Imberger 1991) . The episodic nature of wind events allows internal waves to develop into a symphony of free and forced internal waves at a variety of scales that may be affected by resonance between periodicity of wind forcing and the waves' natural frequencies. Finally, there is a feedback loop between the internal wave field and stratification: vertical mixing, energized by internal waves, changes the stratification, which, in turn, changes the dynamics of the internal waves (Imberger 1994) .
Boundary layers and mixing by internal waves-Recent
evidence shows that seiching by long-period, basin-scale waves in a stratified lake generates a turbulent benthic boundary layer that can be many meters thick in the hypolimnion (Lemckert and Imberger 1998) . At the other end of the spectrum, it has been demonstrated in laboratory settings that higher-frequency waves with short horizontal wavelengths break on sloping boundaries and lose most of their energy (Ivey and Nokes 1989; DeSilva et al. 1997; Michallet and Ivey 1999) . The resulting boundary layer turbulence en-hances mixing and resuspension of fine sediment where sloping boundaries intersect the metalimnion. Simple energy arguments show that an important component of vertical mass flux in a stratified lake is through this composite benthic boundary layer sustained, at the beginning of a wind event, by high-frequency internal waves breaking on the slopes, and later by seiche-generated turbulence in the hypolimnion. The vertical transport through the benthic boundary layer is critical to understanding the long-term behavior of the stratification in a lake and thus the long-term dynamical response to wind forcing. Small errors in modeling vertical transport will accumulate into large errors in the evolution of the density structure, resulting in poor representation of the long-term evolution of physics and ecology of a lake.
Biogeochemical effects of internal waves-The internal wave field was recently shown to have implications for the distributions of variables such as dissolved oxygen, nitrate, hydrogen sulfide, and the redox potential in the metalimnion and in the benthic boundary layer (Nishri et al. 2000) . Measurements from Lake Kinneret showed that the temporal evolution of these variables is slower than the periods of most of the basin-scale internal wave field in the metalimnion, resulting in what has been previously described as a frozen-diffusive flow (Imberger et al. 1983 ) that has little impact on the biogeochemical processes. On the other hand, the cyclic turbulence induced by the basin-scale Kelvin wave seems to have a dramatic effect on the anaerobic bacteria in the benthic boundary layer. The vertical exchange through the benthic boundary layer and the metalimnion appears to keep pace with the slow chemical changes observed in the hypolimnion .
Thus, there exists a wealth of evidence showing that basin-scale motions of the metalimnion provide the driving forces for vertical and horizontal fluxes in a stratified lake beneath the surface layer. It follows that correct modeling of mixing requires correct modeling of the basin-scale internal waves. Indeed, it is a requirement that the latter issue be addressed before adequate modeling of the former can be conducted. In this paper, a three-dimensional (3D) numerical model is applied to a stratified lake with comparison of results with field data to examine the limitations and capabilities of the modeling approach in capturing basin-scale internal waves. This is seen as a necessary first step, whereas the next and perhaps more challenging step is developing accurate models of mixing processes that capture the correct vertical transport in the interior and through the benthic boundary layer. This requires effective control of numerical diffusion of the density structure and accurate modeling of the energy transfer from basin-scale seiching to the solitary wave trains that transport internal wave energy to the boundaries with associated wave-breaking, dissipation, and mixing (Horn et al. 1999) . Until the development of turbulence closure models that include internal wave dynamics and numerical methods that eliminate cumulative effects of numerical diffusion, our ability to apply 3D modeling to capture the seasonal evolution of stratified lake density structure will continue to be severely constrained by accumulation of small errors in the vertical transport.
Numerical methods
Application of numerical models to stratified lakes-Although the literature is replete with 3D models for densitystratified flows, the application of such models to natural lakes is relatively sparse. A brief review can be found in Beletsky et al. (1997) . In theory, almost any method that includes wind forcing, surface thermodynamics, stratification, and variable bathymetry may be applied to modeling lake hydrodynamics. However, a successful model must accurately capture the forced and free internal waves in the metalimnion setup by downwind transport in the surface wind-mixed layer. This requires a turbulence closure scheme that provides accurate modeling of the depth and spatial evolution of the mixed layer at the coarse vertical grid resolution typically required for geophysical scale models. The development of a ''perfect'' closure that is insensitive to grid resolution remains an unsolved problem of hydrodynamic modeling. The level 2.5 model (MY2.5) of Mellor and Yamada (1982) has seen extensive use for 3D turbulence closure in oceanic circulation models; however, as noted by Rodi (1987) , there are significant weaknesses in its representation of stratified flows. Martin (1985) demonstrated that MY2.5 underpredicts the mixed-layer depth in 1D oceanic models and speculated that the parameterization of shear production is likely ''insufficient to completely describe wind-driven mixing.'' This result is critical to modeling stratified lakes because underprediction of the mixed-layer depth results in underprediction of the thermocline setup due to wind forcing and cascades into underprediction of internal wave amplitudes. Thus, before we can attempt modeling boundary mixing with internal wave effects, we must first have a method to adequately predict the surface mixed-layer depth. This has motivated the development of a 3D mixed-layer model to capture the spatial and temporal evolution of the wind-mixed layer in a stratified lake. The present work extends the 1D modeling approach (e.g., Kraus and Turner 1967; Spigel et al. 1986; McCormick and Meadows 1988) that applies an integral formulation of the energy budgets in the mixed-layer region. Previous extension of 1D mixed-layer models into 3D for use with general ocean circulation models (e.g., Alderson 1990; Chen et al. 1994; Sterl and Kattenberg 1994) has emphasized resolution of seasonal transformations of the mixed layer with coarse grid resolution. The present work appears to be the first 3D mixed-layer model applied in lakes where thermocline seiching on diurnal time scales plays an important dynamical role.
Description of the model-The unsteady Reynolds-averaged, hydrostatic, Boussinesq, Navier-Stokes, and scalar (e.g., potential temperature, salinity, or tracer) transport equations with an eddy-viscosity/diffusivity closure for the horizontal turbulence correlations are used as the basis for the estuary and lake computer model (ELCOM). We do not assume a relationship between the vertical Reynolds stress terms and the resolved shear, but instead apply a mixing model to directly compute the vertical turbulent transport. Molecular diffusion in the vertical direction is neglected as turbulent transport and numerical diffusion are generally dominant. The free-surface evolution is governed by vertical integration of the continuity equation for incompressible flow in the water column applied to the kinematic boundary condition (e.g., Kowalik and Murty 1993) .
Heat exchange through the water's surface is governed by standard bulk transfer models found in the literature (e.g., Amorocho and DeVries 1980; Imberger and Patterson 1981; Jacquet 1983 ). The energy transfer across the free surface is separated into nonpenetrative components of long-wave radiation, sensible heat transfer, and evaporative heat loss, complemented by penetrative shortwave radiation. Nonpenetrative effects are introduced as sources of temperature in the surface-mixed layer, whereas penetrative effects are introduced as source terms in one or more grid layers on the basis of an exponential decay and an extinction coefficient (Beer's law). In this paper, the discussion of the numerical method will remain general; details of the discretization and implementation will be found in Hodges (2000) . ELCOM computes a model time step in a staged approach consisting of (1) introduction of surface heating/cooling in the surface layer, (2) mixing of scalar concentrations and momentum using a mixed-layer model, (3) introduction of wind energy as a momentum source in the wind-mixed layer, (4) solution of the free-surface evolution and velocity field, (5) horizontal diffusion of momentum, (6) advection of scalars, and (7) horizontal diffusion of scalars. The fundamental numerical scheme is adapted from the TRIM approach of Casulli and Cheng (1992) with modifications for accuracy, scalar conservation, numerical diffusion, and implementation of a mixed-layer turbulence closure. Other adaptations of TRIM can be found in Casulli and Cattani (1994) , Casulli (1997) , and Gross et al. (1998) ; hereinafter these are collectively referred to as the TRIM method. The solution grid uses rectangular Cartesian cells with fixed ⌬x and ⌬y (horizontal) grid spacing, whereas the vertical ⌬z spacing may vary as a function of z but is horizontally uniform. The grid stencil is the Arakawa C-grid: Velocities are defined on cell faces with the free-surface height and scalar concentrations on cell centers. Sidewall and bottom boundary conditions are no-slip. The free-surface height in each column of grid cells moves vertically through grid layers as required by the free-surface evolution equation. Replacement of the standard vertical turbulent diffusion equation with a mixed-layer model (see ''Vertical Mixing Model'') eliminates the tridiagonal matrix inversion for each horizontal velocity component and transported scalar required for each grid water column in the original TRIM scheme. This provides computational efficiency and allows sharper gradients to be maintained with coarse grid resolution.
Wind momentum model-The momentum input of the wind is typically modeled (e.g., Casulli and Cheng 1992) using a stress boundary condition at the free surface: in place of the Reynolds stress terms in the momentum and scalar transport equations, terms that are modeled in the present work using the 3D mixed-layer model. As demonstrated by Glorioso and Davies (1995) , the formulation chosen for eddy viscosity has a dramatic influence on the development of pressure-driven upwind flows in a wind-forced homogenous system. Using an eddy-viscosity/diffusivity approach in a stratified system, the depth, downwind velocity, and velocity shear in the wind-mixed layer are functions of the values used for eddy viscosity and diffusivity above the thermocline. The resulting prediction of mixed-layer depth using a coarse vertical grid resolution is generally unsatisfactory. Even at fine resolutions, the capability of k Ϫ ⑀ and algebraic stress models may be suspect on the basis of the 1D results of Martin (1985) . As the purpose of the eddy-viscosity term is to model the introduction of momentum into the windmixed layer, we can substitute a model for predicting the wind-mixed layer depth (see ''Vertical Mixing Model'') and a model for the distribution of momentum over the depth. The wind-mixed layer is the mixed layer that includes the free surface, with depth (h) of the wind-mixed layer computed in a discrete form as:
where k a and k b are the lower and upper grid cell indices of the discrete wind-mixed layer in the water column (i, j) that has free surface grid cell k . To first order, we can approximate the introduction of wind momentum as a uniform distribution over the mixed layer (Imberger and Patterson, 1990) :
where is the free surface height in water column (i, j). Equation 3 is applied separately in the x and y directions to provide a direct increase in the velocity field in the windmixed layer before solution of the Navier-Stokes equations.
Vertical mixing model ELCOM models the vertical Reynolds stress terms (and thus the turbulent fluxes) in momentum and transport equations with a 3D mixed-layer approach derived from the mixing energy budgets developed for 1D lake modeling (Imberger and Patterson 1981; Spigel et al. 1986; Imberger and Patterson 1990) . Whereas 1D mixed-layer models are typically Lagrangian, regridding the vertical domain to match the number of mixed regions in the water column, the present 3D method uses an Eulerian fixed-grid framework as Lagrangian 3D methods typically obtain highly skewed grid cells when horizontal gradients in mixing occur. The present model applies a separate 1D mixed-layer model to each water column to provide vertical turbulent transport, whereas 3D transport of TKE is used to provide the dynamic effect of 3D motions on the TKE available for vertical mixing. Table 3 ). (h) Decrement k and return to (b) until the bottom of the water column (k ϭ k ) is reached.
Energy terms in the mixed layer model-To understand the present mixed-layer approach, it is useful to qualitatively define some of the energy fluxes (quantitative definitions are provided in a later paragraph). First, we can characterize four energy terms: (1) the TKE available for mixing, E A ; the TKE required for mixing, E R ; (3) the TKE dissipated, E ⑀ ; and (4) the residual mixing energy, E M . Of these, only the last, which is effectively the sum of the others at the end of the mixing algorithm, is considered a transported variable. Second, it is useful to characterize two types of mixing events in a stratified fluid: (1) convective mixing of unstable density gradients that decreases the potential energy of the fluid and releases TKE and (2) mixing of stable density gradients that dissipates TKE and increases the system potential energy. The former is one of the TKE sources for mixing (E A ), whereas the latter is exactly the local energy required to mix (E R ). These two density gradient terms are computed from the vertical buoyancy scale (Eq. 15), with the magnitude of a negative value providing the convective contribution to E A and a positive value providing E R . The distinction between the positive and negative forms of the buoyancy scale is critical to the model, as an unstable density gradient will always create E A , whereas a stable gradient (E R ) will consume E A only when E A ϩ E M Ն E R . Finally, we need a definition for a ''mixed layer''; this is taken to be a set of vertically contiguous grid cells that share the same density, scalar concentrations, and grid-scale velocity. According to this definition, the discrete version of a linear stratification with seven grid cells shown in Fig. 1a is a system with seven mixed layers, whereas the system in Fig. 1c has the same number of vertical grid cells but only four mixed layers. Note that in this mixed-layer model, the layers do not have a dynamical existence outside the mixing algorithm and do not carry forward from time step to time step. That is, when the mixing routine is called, the layers are computed from the present density structure and mixing energy without explicit reference to any prior layer structure.
The present approach is considerably simpler than many 1D models (e.g., Spigel et al. 1986 ) in that differential equations coupling layer thickness, entrainment rates, and heat transfer through the surface are not used. The fundamental presumption of our modeling approach is that the vertical grid resolution for practical 3D lake models is too coarse to adequately compute the solution of differential equations for mixed-layer evolution or heat transfer with gradient boundary conditions. Indeed, the need to model with coarse vertical grid resolution was the impetus for abandoning the vertical eddy-diffusion differential equations generally used for mixing. The surface thermodynamics in ELCOM enter the system as discrete changes to the temperature structure in the upper grid cells rather than as boundary conditions on transport or mixing equations. At the beginning of a time step, nonpenetrative heat flux (e.g., long-wave radiation, convective heat transfer) is added to the uppermost grid cell while solar radiation is added to the water column using exponential decay over depth. The heat transfer changes the density stratification, either providing E A (unstable density gradients produced by net cooling) or increasing E R (stable stratification produced by net warming). Once the new density field is calculated, the mixing process is modeled on a layer-by-layer basis through each (i, j) water column by comparing the available mixing energy (E A ) from convective overturns, shear production, wind stirring, and TKE storage (E M ) to the potential energy increase (E R ) required to mix a grid cell up into the mixed layer above itself. This mixing process is explained in detail in the following paragraphs, first in a qualitative sense, then using quantitative energy budgets. Tables 1-3 provide a summary of the algorithm. Table 3 . Details of stable mixing algorithm (step 5 in Table 1 ), which cycles through grid layers in a water column. 
into the current mixed layer. (f) If mixing did not occur in (e), skip to (k). (g) Reduce available mixing energy for the potential energy required to mix and move to the new mixed layer base:
, and E A (k). (i) Decrement k to k Ϫ 1, the new mixed layer base for the current mixed layer.
(l) Decrement k to k Ϫ 1 and continue at (a) in the next mixed layer unless the bottom is reached.
Discrete mixing of vertical layers-The mixing process for any property per unit mass of the system, ⌫ (e.g., potential temperature, velocity), in grid cell i, j, k can be defined by the operator M( ):
where k is the grid cell containing the free surface; k is the grid cell containing the lake bottom; ␦ i,j,k is the total thickness of the mixed layer that includes the (i, j, k) cell; (k a , k b ) are the lower and upper grid cells that define the mixed layer, and is the potential density. The tilde (˜) indicates a value after mixing. The above is simply a convoluted mathematical way of stating that a property per unit mass within a mixed layer is equal to the integral of the property in all the grid cells of the layer before mixing, divided by the mass in the layer. The new potential density, , is determined by
and the layer thickness is simply
Unstable density gradients and mixing-Consider the linearly stratified water column in Fig. 1a . In this system, each grid vertical grid cell is considered to be a separate mixed layer (i.e., a vertical region with uniform scalar and momentum properties); thus, the grid resolution defines the maximum number of layers. If surface cooling is applied, the density gradient becomes unstable (Fig. 1b) . The unstable gradient is then mixed downward through successive grid cells until the system is stable (Fig. 1c) . Unstable mixing releases convective TKE that is stored as a characteristic of this interim density structure (i.e., the mixed-layer structure due to unstable mixing). The model continues its sweep down through the water column checking for any other density inversions and mixing these downward to form additional mixed regions.
Mixing of stable density gradients-Once mixing of unstable density gradients is completed, the model begins a second downward sweep through each water column to mix stable density gradients where the energy available for mixing exceeds the energy required for mixing. The downward sweep was chosen to capture the dominant effect of wind mixing in stratified lakes. This is similar to the upward mixing sweep used in a 1D mixing model (Monismith and Fong 1996) developed for shallow estuarine flows that are dominated by turbulence produced at the bottom. Starting with the uppermost mixed layer of the interim density structure (described in the preceding paragraph), the energy required (E R ) to mix the next lower grid cell into the mixed layer above is computed. The energy available for mixing (E A ) is computed from the TKE produced by unstable mixing, velocity shear, and wind stirring (the latter applying only to the wind-mixed layer), and is added to the residual mixing energy of the previous time step (E M ) from both the current mixed layer and the grid cell below. Complete mixing between the lower grid cell and the mixed layer above occurs when the available mixing energy is greater than the energy required to mix. After mixing, the available mixing energy is reduced by the amount required for mixing. This computation mixes the next lower cell into the entire mixed layer above (see ''Discussion'' for bias effects associated with the downward sweep and upward mixing of the present model). Where two separate mixed layers are vertically adjacent, the upper layer will entrain the lower layer one grid cell at a time, as illustrated in Fig. 2 . If mixing occurs, the sweep downward through the water column continues with the shear production between the mixed layer and the subsequent lower grid cell being added to the available mixing energy. When the downward sweep reaches the base of a mixed layer, i.e., E A ϩ E M (k) ϩ E M (k Ϫ 1) Ͻ E R , the remaining available mixing is reduced by dissipation (E ⑀ ) and is distributed through that mixed layer for later transport as the residual mixing energy scalar Ẽ M . The model then steps down to the next mixed layer (which may or may not be only one grid cell) and the downward sweep continues by computing the available mixing energy from the velocity shear between this layer and the grid cell below its base, along with any residual mixing energy in this mixed layer and the lower grid cell. Using this approach, regions of strong shear or weak stratification in the center of the water column or along the bottom boundaries may form additional mixing regions, the number of which is only limited by the number of grid cells in the vertical direction.
Energy budgets for mixing-To determine the mixing energy budget, the vertical mixing model requires computation of the energies available for mixing (E A ), required for mixing (E R ), and dissipated (E ⑀ ). Derivation of the mixing energies is based upon the 3D TKE transport equation: Fig. 2 . Downward sweep of stable mixing algorithm: (a) energy available for mixing exceeds energy required for mixing at the base of mixed layer 1, resulting in the top of mixed layer 2 entrained into mixed layer 1; (b) mixed layer 1 no longer has sufficient mixing energy to entrain further in mixed layer 2; however, the shear between mixed layer 2 and the grid cell below is sufficient to overcome the stratification and entrain the lower grid cell into mixed layer 2, as shown in (c). The mixing process continues after (c) in a similar manner, starting at the new base of mixed layer 2 and on down through the water column.
where E ϵ u i u i /2 is the TKE, R ij ϵ u i u j is the Reynolds stress tensor, and ⑀ is the dissipation, defined as
If we neglect the viscous transport terms and horizontal gradients (appropriate simplifications for modeling at coarse grid resolutions) and simplify our tensor notation by using w ϭ u 3 and z ϭ x 3 , we obtain
which adds 3D advective transport terms to the 1D form of the equation in Spigel et al. (1986) . The vertical gradients in Eq. 9 are negligible in the interior of a mixed layer, so the right-hand side can be written as the sum of the changes through dissipation and buoyant production within the mixed layer and the production through shear, turbulent pressure work, and turbulent transport at the boundaries of the mixed layer:
where subscripts a and b represent the lower and upper bounds of a mixed layer. Following Spigel et al. (1986) , we neglect the turbulent ''leakage'' for any interior edge of a mixed layer as well as at the bottom boundary wpЈ Ew ϩ ഠ 0 (for nonfree surface mixed-layer edges) 0
Then Q a and Q b are the fluxes of TKE through the lower and upper boundaries of a mixed layer:
where the leakage term (Eq. 11) is nonzero only for Q b at the free surface. ⌬U and ⌬V are the velocity shear in the vertical direction for the x and y components of velocity, computed between the base of a mixed layer and the top of the layer below. For any mixed layer boundary other than the upper boundary of the surface mixed layer, the shear ⌬U is modeled as
At the bottom boundary, the shear is computed on the basis of the no-slip condition enforced on a ghost cell outside the boundary. An expression similar to Eq. 14 models ⌬V in the y direction. This approach has the unfortunate effect of making the shear a function of the vertical grid resolution (see ''Discussion''). The last term in Eq. 10 is a buoyancy term that can act either as a source or a sink of TKE. Where there is an unstable density gradient, this term is production of TKE in convective overturns; for a stable density gradient, it is conversion of TKE into potential energy as heavier water is mixed upward. We define this term as the buoyancy scale w*, and model using the potential energy released or consumed by mixing Internal waves in a stratified lake
where the density after complete mixing is given as
For reasons previously stated, it will be convenient to define w* u as the unstable buoyancy term (TKE source) and w* s as the stable buoyancy term (TKE sink), such that
Equation 10 may be reformulated in terms of energy available for mixing, energy required for mixing, and dissipation:
from which it follows that the storage of mixing energy in a layer after mixing is obtained from
The sources of TKE for mixing in Eq. 18 and 19 are
a u * The production due to wind stirring (ϪQ b at the free surface) is parameterized as
where C N is an empirically determined coefficient and u* is the wind shear velocity scale. The shear production between the bottom of one layer (k) and the top of the layer below (k Ϫ 1) is parameterized with the coefficient C S :
When k is the bottom boundary, the ghost cells are designated such that ⌬z kϪ1 ϭ ⌬z k . Summarizing the above, the energy available for mixing is modeled as
where u is nonzero only in the mixed layer containing the 3 * free surface. The energy required for mixing grid layer k Ϫ 1 into the mixed layer whose bottom is k is modeled as
Finally, the dissipation of TKE is
This is modeled with the coefficient C E and the available mixing energy (Spigel et al. 1986 ) such that
Using the above representations of E A , E R , and E ⑀ , the right-hand side of the mixing energy evolution (Eq. 18) is computed. After sweeping vertically through the domain to determine mixing, the remaining mixing energy (Ẽ M ) is advected in 3D using the scalar transport equation. The mixing model requires three empirical coefficients to represent the efficiencies of the processes that convert TKE into mixing. Given the first-order approximations used in deriving the mixed-layer model, use of these coefficients to calibrate a 3D model to reproduce specific results is of doubtful validity. Empirical values for these coefficients are discussed in Spigel et al. (1986) , which provides the values used for all the modeling herein: C n ϭ 1.33, C e ϭ 1.15 and C s ϭ 0.2.
Results
Lake Kinneret has been the subject of an extensive body of research because of its central role in providing drinking water for Israel. The preponderance of previous research has been directed at water quality issues (e.g., Kalikhman et al. 1992) . Studies of Lake Kinneret physical dynamics relevant to the present work include: general observations of wind, currents, and basin-scale seiches provided by Serruya (1975) ; modeling of two-layer rotational flow by Ou and Bennett (1979) ; seiche-induced mixing investigated by Ostrovsky et al. (1996) and Lemckert and Imberger (1998) ; and investigations of internal waves on the basis of field experiments in 1997 , 1998 (Antenucci et al. 2000 . Lake Kinneret, as shown in Fig. 3 , is ovoid in shape, the north-south length is 20 km, east-west width is 12 km, and the maximum depth is 42 m. A strong diurnal signature of the wind and its resonance with the periodic motion of the basin during summer stratification allows field studies of internal wave motion under conditions that are fairly consistent from day to day. A typical summer wind record is shown in Fig. 4 . The summer sea breeze has an impulsive appearance, starting between the hours of 1300 to 1600 out of the NW to WNW with a duration of 6 to 8 h. The basin-scale internal wave motions that have been identified are a Kelvin wave with a 24-h period (Ou and Bennett 1979 ) and a uninodal seiche with a 12-h period (Ou and Bennett 1979; Lemckert and Imberger 1998) . The latter has been identified as a horizontal-mode-one, vertical-mode-one Poincaré wave (Antenucci et al. 2000) . Recent analysis of 1998 field data has shown that there exists Poincaré waves with periods near 24 h and 12 h that have vertical modes of one through three (Antenucci et al. 2000) . Consistent with the above, the present analysis of the 1997 field data shows peaks in the isotherm displacement spectra near 24 h and 12 h. There also appears to be a third energy spike in the field data for waves with 6-to 8-h periods; however the nature of these waves has not been identified and their power spectral density is poorly represented in the present model. Table 4 . Scales of a two-layer flow that approximate Lake Kinneret: reduced gravity gЈ; total height of water column H; thickness of upper layer h 1 ; thickness of lower layer h 2 ; length of domain L; period of 1st mode seiche T 1 ; applied wind stress u , equilibrium 2 * pycnocline displacement ␦.
Parameter
Value Units Grid resolution-The sea-breeze wind events that dominate the environmental forcing have a duration on the order of 6 h, whereas the natural period of the lowest-mode seiche (T 1 ) is typically near 12 h. Thus, the model must be able to capture the wind-induced thermocline setup that occurs over the time scale 0.25 T 1 to 0.5 T 1 . As it is not practical to conduct a grid resolution study for the entire Lake Kinneret basin, it is useful to examine the effects of grid resolution on a simpler two-layer stratification in a rectangular box that has similar scales of motion (see Table 4 ). In Fig. 5 the central pycnocline for three different grid resolutions are plotted at the start, as the pycnocline passes through the equilibrium position, and at maximum excursion, showing that the results are insensitive to grid refinement. Furthermore, the setup due to wind forcing can be estimated from a balance of wind stress and free surface gradient (Heaps and Ramsbottom 1966; Spigel and Imberger 1980) such that the equilibrium interface tilt is
where 12 is the interface between the upper fluid (1) and the lower fluid (2), gЈ ϭ g⌬ Ϫ1 is the reduced gravity of the two-layer system, h 1 is the undisturbed thickness of the upper layer, ␦ is the equilibrium displacement at one end, and L is the basin length. In the transition to steady state, the interface should oscillate about the equilibrium tilt with a period of T 1 . At 0.25 T 1 , the interface should pass through the equilibrium tilt and (neglecting friction) at 0.5 T 1 the interface should reach twice the equilibrium tilt. Fig. 5 shows that the model approximates the theoretical tilt at all tested grid resolutions.
Modeling Lake Kinneret in 3D-The model of Lake Kinneret is initialized with a flat free surface, while a single profile obtained from the mean of the eight thermistor chains is used to initialize the temperature field throughout the lake. We consider that the fundamental forcing period of Lake Kinneret internal waves (24 h) provides a sufficient model spin-up time to minimize the effects of the horizontally homogeneous initial conditions. This short spin-up time is consistent with (1) our focus on modeling the physics of basinscale internal waves, (2) the uniform wind field used to drive the model, and (3) the amplified decay of basin-scale Kelvin Fig. 5 . Two-layer pycnocline setup passing through the equilibrium tilt position (t ϭ 0.275T) and at maximum displacement (t ϭ 0.55T) for three different grid resolutions. The near-identical results produced with 800, 3200, and 12,800 grid cells indicates that the coarsest grid resolution (with 500 ϫ 1 m cells) is sufficient for the physical scales in Table 4 . This figure shows the entire length of the domain and the limited vertical region Ϫ2␦ Ͻ z Ͻ 2␦ surrounding the pycnocline initial position. The pycnocline passes through the equilibrium tilt and maximum tilt at a time that is ϳ10% slower than inviscid theory because of wall friction. The slopes at equilibrium and maximum excursion are approximately 2␦L Ϫ1 and 4␦L
Ϫ1
as predicted from Eq. 27. waves (see ''Discussion''). Table 5 provides a summary of model parameters. Time series of meteorological data were available from the field experiment conducted in 1997 and were used to provide model forcing for wind speed, wind direction, air temperature, relative humidity, cloud cover, and shortwave solar radiation (starting from 1200 h on 13 June 1997, day 164). Net long-wave radiation is computed using water surface temperature and the meteorological data. As a measure of the overall numerical ''quality'' or internal consistency of a model run, we compute the conservation of heat energy (i.e., the net change in the heat content of the model domain minus the net heat input). This measure encompasses possible errors from (1) numerical nonconservation of mass, (2) surface thermodynamics implementation, and (3) nonconservation of scalar transport. Over the course of a 12-d model run, the cumulative change is less than 0.004% of the total heat budget, equivalent to a discrete error in the temperature field of O (10 Ϫ3 )ЊC at every grid cell in the domain. The error per time step is less than 10 Ϫ5 ЊC in each grid cell, and is clearly at the level of numerical truncation error.
Power spectra-The field data in 1997 were collected at eight thermistor chains shown in Fig. 3 , with sampling periods ranging from 10 to 120 s, recording features at high frequencies and small wavelengths that cannot be resolved by the model on a 400-m grid with a 450-s time step (approximately twice the period of the buoyancy frequency of the metalimnion). Details of the field deployment are found in Lemckert and Imberger (1998) . To provide a common basis for comparison, the field data were low-pass filtered at 10 Ϫ3 Hz and resampled at the model time step. Figure 6 shows the estimated power spectra at four thermistor chains that are representative of comparisons between field and model data. At chain T1 (the first chain the free Kelvin wave reaches after its release from wind forcing) we see the worst results in power spectra comparisons for the 24-h peak. The representation of the 12-h peak appears quite good for the chains along the boundaries (chains T7 and T9, as well as chains T2 and T5, which are not shown). Chain T1 located at the north end of the lake (and T3, not shown, located near the center) shows a weak 12-h peak in the model data. Results for model chain T6 are somewhat anomalous, as the 12-h signal appears to be part of a broad-band peak that covers 8 to 12 h. The 8-h peak is identifiable but weak (T1, T2, and T9), appears shifted to a longer period (10 h in T7), or truncated across a broader spectrum (T5, not shown). We do not expect the spectra to match exactly at frequencies higher than the basin-scale motions, as higher-frequency in- ternal waves have shorter wavelengths and are poorly resolved on the 400-m grid. However, it is gratifying to see that the rate of decay is well-represented by the model for frequencies below 10 Ϫ4 Hz. This decay scales as Ϫ2 (where is the frequency) and has been documented as a characteristic of the internal wave energy spectra in oceans (Garrett and Munk 1972) and in stratified lakes (Saggio and Imberger 1998) . Chain T7 appears anomalous in this regard as the decay rate begins to diverge near the frequency of the 8-h peak. The rapid divergence of the model and field signals for all chains at frequencies higher than 10 Ϫ4 Hz is a consequence of dissipation occurring at numerical grid and temporal scales in the model, whereas the real lake dissipates energy at scales and frequencies that are unresolvable in the model.
Basin-scale internal waves-
The basin-scale motions of particular interest in the present study are the rotational Kelvin and Poincaré internal waves of the metalimnion. As these waves are a critical component of the transport below the wind-mixed layer and their literature is mathematically dense, a qualitative discussion of their structure in lakes is appropriate. The Kelvin wave is a trapped boundary wave that decays exponentially towards the interior, and is typically illustrated as a coastal wave in oceanic flows, as shown in Fig. 7a . The Kelvin wave solution in a closed circular basin for linear inviscid waves (Csanady 1967) can be determined analytically using Bessel functions; however, a more intuitive (albeit heuristic) understanding can be obtained starting with a coastal Kelvin wave that has a wavelength exactly equal to the perimeter of a circular basin. Imagining this wave wrapped around the basin (i.e., a transformation from Cartesian to polar coordinates) results in the circular-basin Kelvin wave shown in Fig. 7b . The Kelvin wave propagates counterclockwise (in the northern hemisphere) and can be visualized as similar to the solid-body rotation of a spinning coin just before it falls flat. The velocity field and particle transport of a Kelvin wave (neglecting topographic and nonlinear effects; see Ou and Bennett 1979) are simple back-and-forth oscillations, parallel to the boundary with zero cross-boundary velocities. The number of Kelvin waves supported in a circular basin is a function of the basin size and latitude, with a circular basin of the scale of Lake Kinneret at 32ЊN being a limiting case with a single basin-scale Kelvin wave.
In contrast to boundary-trapped Kelvin waves, Poincaré waves are an interior solution to the inviscid linear equations of motion. A simple vertical cross-section showing the surface displacement of a Poincaré wave in 2D is generally indistinguishable from a linear seiche (Antenucci et al. 2000) , so one can visualize the fundamental motions of Poincaré waves on the metalimnion as familiar standing and progressive linear wave modes. However, in the horizontal plane, Poincaré waves have an important difference: the wave-induced velocity is not simply a linear back-and-forth motion, but a rotation of velocity vectors in a clockwise sweep (northern hemisphere) that results in horizontal orbital transport. This is illustrated for Poincaré waves of horizontal mode two and vertical modes one and two in Fig. 8 . Internal waves in a stratified lake Identifying internal waves in model results-The existence of well-defined peaks in the isotherm displacement spectra (Fig. 6) allows components of the basin-scale motion to be separated by temporal band-pass filtering model data. In each water column of the numerical grid, the evolution of a selected isotherm is filtered to isolate displacements within a particular frequency range. The 24-h peak (ϳ10 Ϫ5 Hz) was filtered over the band ͗9.5 ϫ 10 Ϫ6 , 1.5 ϫ 10 Ϫ5 ͘ Hz, whereas the 12-h peak (ϳ2.3 ϫ 10 Ϫ5 Hz) was filtered over the band ͗2.0 ϫ 10 Ϫ5 , 2.6 ϫ 10 Ϫ5 ͘ Hz. The isotherms analyzed using this technique were at 17, 21, and 25ЊC, which roughly correspond to the lower edge, center, and upper edge of the metalimnion during the modeled period. Results of this analysis are consistent with previous analysis of field data and demonstrate that the 24-h signal is a vertical-modeone, basin-scale Kelvin wave that propagates cyclonically about the boundaries. In Fig. 9 the evolution of the model results for a single period of the Kelvin wave is shown in a manner similar to the classic sketch of Mortimer (1974) . The thermocline displacements in this figure compare qualitatively with Serruya (1975) . The downwelling to the right of the wind and upwelling to the left of the wind in the period from 1800 to 0000 h agrees with the Ou and Bennett (1979) prediction of a phase-shift due to friction such that resonant wind-energy input is maximized. The 12-h signal is more complicated, as it contains a superposition of vertical modes one and two, a result consistent with the analysis by Antenucci et al. (2000) of the 1998 field data. As the verticalmode-one signature requires isotherms in the metalimnion to move in unison, it can be extracted from the data by taking the mean displacement of the three isotherms that characterize the metalimnion (i.e., 17, 21, and 25ЊC). The resulting evolution shown in Fig. 10 can be visually identified as a vertical-mode-one, horizontal-mode-one Poincaré wave seiching across the east-west axis. Subtracting this wave from each of the three 12-h filtered isotherms results in the wave shown in Fig. 11 , which is visually identifiable as a horizontal-mode-two, vertical-mode-two Poincaré wave that is progressive in an east-west direction.
Temperature contours-The time evolution of temperature profiles are graphically compared with thermistor chain data collected in the field experiments in Fig. 12 for 4 d in 1997. To avoid the clutter of numerically unresolvable highfrequency motions, the field data is low-pass filtered using a Butterworth filter with a cutoff frequency of 10 Ϫ4 Hz and resampled at the model time step. This frequency is intentionally lower than the frequency used to low-pass filter the power spectra. For power spectra, filtering limit served to remove data with a finer time scale than the model time step, which is a priori unresolvable. However, it is clear from the spectra, Fig. 6 , that the model is unable to resolve motions at frequencies higher than 10 Ϫ4 Hz, so this a posteriori limit is used as the cutoff for comparisons of temperature profiles. The dotted lines in Fig. 12 mark 0000 h for each day, by which time the sea breeze has generally dropped below 4 ms Ϫ1 (see Fig. 4 ). The solid line marks the propagation of the Kelvin wave depression initiated on the eastern side of the lake (T5 and T7) at the end of day 166. This depression can be seen to have a 24-h period that coincides with the eastern-side downwelling caused by wind forcing on the afternoon of day 167. A companion wave with a period of 12 h is also visible. The fundamental physics of the basin-scale motions are well-represented over the 4-d period. In particular, the model captures the nature of the peaks and troughs in the thermocline signature and the depth of the wind-mixed layer at each thermistor chain. However, differences can be seen in wave phases, amplitudes, and steepness in the temperature signal. For example, in chain T2, the field data shows a two-peak signature with similar crest amplitudes (slightly higher near midnight) and a deep trough at midday. In the model data, the two-peak signature is present, but the early morning peak is somewhat truncated and the depth and steepness of the midday trough is reduced.
Numerical damping of the Kelvin wave-Over the full 12-d model run (not shown), data comparisons have mixed results that provide insight into the model performance. Although the qualitative structure of the internal waves is maintained, a significant drop in the wave crest amplitude occurs for the model around day 172. In Fig. 4c the momentum input by the wind is integrated over each 24-h period, from which it can be seen that days 171 and 172 have significantly less momentum input by the wind. On day 173, the wind increases and the model results have increased wave amplitudes. However, the decline in momentum input on days 171 and 172 does not have a visible response in any of the field data thermistor chains, suggesting that the resonance of the internal wave period with the diurnal wind forcing allows continued ''ringing'' of the thermocline even when the wind momentum input has been significantly reduced. To determine if the wind momentum drop is responsible for the wave amplitude decrease in the model data, we conducted a numerical experiment where the wind velocities on days 171 and 172 were increased by 33 and 50%, respectively. The wave crest amplitudes with the increased wind were similar to previous days, indicating that the numerical model has significant damping in the propagation of the internal Kelvin wave. A second numerical experiment was conducted to examine the model propagation of internal waves without periodic wind forcing. At 0000 h on day 167, the momentum input of the wind was stopped so the remaining wave structure, would be free rather than forced waves. For the first 12 h after the wind shut-down, the results were similar to Fig. 12 , indicating that the low wind speeds between midnight and noon have little effect on the internal wave dynamics. However, without the wind forcing in the afternoon of day 167, the amplitude of the Kelvin wave depression was reduced more than 50% by midnight. Only a slight wave signature was detectable in day 169 and beyond. Thus, it appears that forced Kelvin waves are well-represented in the present model, whereas free waves suffer from excessive numerical damping.
Wave phases-The arrival of the Kelvin wave trough at each thermistor chain (as shown in Fig. 12 ) illustrates a phase difference between the model and field results, varying from the model leading by 5 h at T6 to the model lagging by 2.5 h at T5 (see Table 6 ). There also appear to be phase Fig. 9 . Modeled propagation of 24-h Kelvin wave on 21ЊC isosurface in Lake Kinneret starting at 2100 h on day 168. Depth contours at 2.5-m intervals are compressed by 50% relative to isotherm displacement to provide clearer illustration. Figure is comparable with sketch of Kelvin wave for medium-sized lakes in Mortimer (1974) . Isosurfaces of 17ЊC and 25ЊC (not shown) are similar and in phase with the 21ЊC isosurface, from which it follows that the Kelvin wave is vertical mode one.
differences in the 12-h signal that are most readily seen in the wave crests. For example, the 12-h crest signal in the field data at T7 is consistently at midnight, whereas the model shows the crest slightly after midnight on day 166 and slightly before midnight on day 169. At this point, it is not clear what, if any, impact this wave phase error will have on computation of transport in the lake. However, it is clear that phase errors in the interactions between wave modes distort the details of the isopyncnal deformations in the model. Quantitative error analysis-The L1 and L2 norms of the difference between the model and the field data temperature profiles are computed from Fig. 12 and are provided in Table  6 . The norms are computed using only the depth range that includes the basin-scale internal wave motions; thus, the consistent temperatures in the hypolimnion, and epilimnion do not artificially bias the computed norms. As the temperature profile field data are low-pass filtered as described above, the norms reflect the ability of the model to resolve the large-scale features in the lake. By themselves, the error norms are not particularly enlightening, as it is not immediately clear how they represent the skill of the model. A better understanding of the error norms can be obtained by considering a theoretical hyperbolic temperature profile, , that undergoes a sinusoidal oscillation according to:
where M, A, and T are the metalimnion thickness, amplitude (half the wave height), and wave period that are similar to Lake Kinneret, approximated as 4 m, 4 m, and 24 h. and L2 norms for the difference between the resulting temperature field and the base case over a single wave period (normalized by the temperature difference across the metalimnion), we developed a 6D data set that shows the sensitivity of the system to possible combinations of errors ranging from Ϯ20% of the base values. We find that the L1 and L2 norms are completely insensitive to metalimnion thickness and relatively insensitive to the wave amplitude within these ranges. Indeed, it can be shown that the system with a zero wave amplitude results in an L1 norm of 0.28, the same L1 error norm achieved with a phase lead or lag of 20% of the base period. The L1 and L2 norms appear to be most sensitive to phase error and slightly less sensitive to period error. Table 7 shows the range of c i values for which the theoretical model showed norms less than the range in the model/field data comparison (Table 6 ). These data imply that the L1 and L2 norms are primarily measures of the skill with which model the basin-scale period and phase match the field data. This is consistent with Table 6 , which shows that the model 24-h-period Kelvin wave has a phase error that varies from 25% leading (at T6) to 10% lagging (at T5). From analysis of the theoretical wave in Eq. 28, the phase error alone is sufficient to explain the magnitude of the L1 and L2 norms in the field/model data comparison. However, this analysis approach neglects a 7th dimension: the wave shape, which is likely to have effects similar to the wave phase or period.
Discussion
This paper demonstrates that a coarse-resolution hydrostatic model can capture the fundamental basin-scale mo- Fig. 11 . Modeled evolution of 12-h-period, horizontal-mode-two, vertical-mode-two Poincaré wave in Lake Kinneret over one period. The mode-one seiche (illustrated in Fig. 10 ) has been subtracted from band-pass filtered isosurfaces to isolate the mode-two behavior. The spatial means of the filtered, mode-two isosurfaces at 17, 21, and 25ЊC in the EW and NS directions are shown as solid lines. The progressive EW propagation of the mode-two Poincaré wave is clearly visible. tions of a stratified lake when the wind mixed-layer depth is adequately modeled. Comparison of model results and field data show that forced basin-scale waves are resolved quite well, whereas numerical damping of the free Kelvin wave limits resonant amplification by the wind. In both the real lake and the model, the wind forcing of the thermocline must result in a balance between dissipation and input of energy. However, the rate at which the dissipation rate drops off with decreasing wave amplitudes appears to be poorly represented in the model. In the real lake, a small decrease in wave amplitude causes a large drop in the dissipation rate so that lower wind speeds maintain a resonant wave of large amplitude. In contrast, the model dissipation rate appears to drop more slowly with decreasing wave amplitude, requiring greater wave damping to reach a balance of energy input and dissipation at lower wind speeds. This may account for the underprediction of the energy present in the 24-h wave shown in the power spectra (Fig. 6) .
Neglected effects of the wind-Data on spatial variability in the wind field of Lake Kinneret for the 1997 model period is limited to two stations that may be described as upwind and downwind of the sea breeze (Assouline and Mahrer 1996) ; however, in the present work, the spatial variability in the cross-wind direction is more critical from a dynamical perspective. Surface water that is transported downwind in excess of the surface hydrostatic pressure gradient supportable by the wind stress must be recirculated upwind in the lake. Using the present mixed-layer model and a uniform wind field, this recirculation will be preferentially an underflow (i.e., upwind circulation at the base of the surface layer) and horizontal circulation gyres in the surface layer will be driven only by topographical effects. In contrast, cross-wind spatial gradients of the wind field allow development of recirculation gyres in the horizontal plane that are directly driven by the horizontal gradient in the wind stress. It is possible that such gyres (modeled by Pan et al. 1998 ) could provide additional resonant forcing of the Kelvin wave and may be another reason for underprediction of energy in the 24-h wave.
Advantages and limitations of the mixing model-
The mixing model outlined herein is a first attempt at a coarsegrid 3D mixed-layer model for lakes. Therefore, it has some limitations in its derivation and implementation, which will be subject to later improvement. The primary advantage of this mixed-layer model is its ability to capture the correct depth of the wind-mixed layer at coarse vertical grid resolutions, and thereby obtain the first-order dynamic forcing of the thermocline. A secondary advantage is elimination of the vertical diffusion equation, thus forgoing multiple tridiagonal inversions in each water column for momentum and scalar transport required with implicit vertical diffusion methods (e.g., Casulli and Cheng 1992) . Algorithm limitations include the use of a simple downward sweep through the water column to determine mixing layers. This leads to a bias in the directions of entrainment and mixing that is inappropriate for shear layers and the benthic boundary layer. In particular, this artificially limits the thickness of the benthic boundary layer, a problem that can be addressed by inverting the mixing algorithm for an upward sweep from the benthic boundary. Additionally, the algorithm is binary in that grid layers must mix completely or not at all, which neglects the possibility of partial mixing between layers due to billows or slow entrainment rates. Limitations of the model derivation include the neglect of the entrainment time and a characterization of shear that is fundamentally grid-dependent. The former allows the wind to mix the surface layer to the mixed-layer depth in a single time step, whereas the latter leads to underestimation of shear production of TKE at coarse grid resolutions. As a result of these simplifications, mixing dynamics are not invariant to the size of the model time step or the vertical grid resolution. In the context of the present work, these drawbacks do not appear to significantly affect the ability of the method to capture the basin-scale internal wave field in Lake Kinneret. The downward bias of the mixing algorithm in shear regions and the grid-dependence of the shear term can be considered small errors compared with the cumulative effect of numerical diffusion that artificially thickens the metalimnion. Furthermore, the code appears to excessively damp the Kelvin wave propagation around the basin so the additional frictional effects of an upward-sweeping mixing model in the benthic boundary would merely exacerbate an existing problem. The lack of temporal dynamics in the entrainment means that the model effectively sees a deeper wind-mixed layer than might be otherwise predicted during the onset of the wind. However, given the uncertainties in the spatial variation of the wind field and the numerical errors associated with coarsegrid solutions, it is difficult to argue that this is of first-order importance in modeling summer stratifications in Lake Kinneret. It appears that numerical diffusion and damping are critical problems to address in this model, after which further refinements to the mixing model can be considered.
Future work-Numerical modeling issues that remain unsolved are (1) the damping of the Kelvin wave, (2) numerical diffusion of the metalimnion, and (3) subgrid-scale modeling of internal wave effects. The first issue may be related to the use of no-slip lateral boundaries in the present work. Davey et al. (1983) and Hsieh et al. (1983) showed decay of model Kelvin waves to be sensitive to lateral viscosities when no-slip boundaries are used. The second issue arises because of the use of a fixed grid to discretize the regime. As the internal wave field evolves, isopycnals pass through the fixed grid and undergo numerical diffusion, resulting in vertical mixing (Griffies et al. 2000) . This problem can be ameliorated with a moving isopycnal coordinate system, which introduces another set of nontrivial numerical problems (e.g., changes to grid topology due to isopycnal compression, gravity currents, or unstable stratifications). To some extent, numerical diffusion of the density field can be minimized by careful choice of advective schemes and grid resolution; however, it is fair to say that numerical diffusion will, for the near future, remain the single most important issue in conducting long-term (seasonal or multiyear) prognostic or diagnostic models of stratified lakes at coarse resolution on a fixed grid. The third issue, subgrid-scale modeling of internal wave effects, is a fundamental flaw in all numerical models that do not resolve the full range of internal waves from basin-scale to the small-scale dissipative motions at the buoyancy frequency. The closure schemes adopted in the literature, whether simple eddy-viscosity closure, k Ϫ ⑀, algebraic stress, large eddy simulation (LES), or mixed-layer models, do not take into account the transfer of energy from resolved to subgrid-scale internal-wave motions. As basin-scale waves degenerate into nonlinear solitary waves (Horn et al. pers. comm.) , energy is propagated through the domain and may be dissipated by wave-breaking on the boundaries (Michallet and Ivey 1999) . In a numerical model that does not resolve solitary waves, energy extracted from the basin-scale waves is dissipated locally by a turbulence model (or numerical dissipation) and generally results in local mixing (Horn et al. 1999) , thus overestimating interior mixing at the expense of boundary mixing. This is particularly troublesome in the use of coupled biogeochemical/hydrodynamic models, as the motivation for using 3D (vice 1D) techniques is the desire to capture the heterogeneity of the ecology. If the mixing energetics at the boundary are not captured, the benthic resuspension processes and the vertical flux along sloping boundaries will be in error and the nutrient dynamics cannot be correctly modeled.
