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Time-frequency analysis is a branch of harmonic analysis which has been studied for many
years by numerous mathematicians. Due to its ability to treat time and frequency contents
simultaneously, many useful practical applications were developed ranging from scientific
computing to signal processing. For example, in signal processing, we have the well-known
radar (when radio waves are used) and sonar (when sound waves are used), both of which
are indispensable tools in our lives today.
This thesis focuses on two special classes of signal processing functions, namely the am-
biguity function and the Wigner distribution. Considerable effort has been invested in these
two functions over the years. This thesis aims to not just recollect and review the materials
present, but more to explore different families of functions (such as orthonormal bases,
frames, Riesz bases, biorthogonal Riesz bases) that generate cross-ambiguity functions and
cross-Wigner distributions using the tools on hand, with the final goal of presenting them
in a unified and concise format. A detailed and rigorous study is conducted to investigate
how the two above-mentioned functions behave in subspaces and the whole space. Along
the way, a few interesting properties to characterize these functions are also covered.
This thesis commences in Chapter 1 with some preliminaries regarding bases and frames
in Hilbert spaces, L1 and L2 spaces, Fourier analysis, ambiguity and cross-ambiguity func-
tions (see [4], [5], [9], [7], [10], [13] and [15]). Special attention is given to the study of
ii
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Fourier analysis and measures are taken to ensure different kinds of Fourier transforms are
carefully differentiated to avoid confusion in the later part of the thesis. The other results
collected in this chapter will equip the reader with the tools necessary for discussions in
subsequent chapters. The chapter winds up with a short exposition on some practical
applications of the cross-ambiguity function (see [8], [16], and [17]).
Chapter 2 presents a concise treatment of the behavior of different classes of ambiguity/
cross-ambiguity functions in subspaces and the whole space. In Section 2.1, the important
unitary onto Ω map is first introduced (see [17]) and some properties of the Ω map acting on
the cross-ambiguity functions are developed so as to lay the ground for discussions in the rest
of the sections. Section 2.2 marks the start of our new investigations of ambiguity/ cross-
ambiguity functions forming orthonormal bases, frames, Riesz bases and biorthogonal Riesz
bases for the subspaces that they generate. Equipped with the results from Section 2.2,
Section 2.3 seeks to extend the above cases from a subspace setting to the whole space
L2(R2). We remark that the orthonormal basis and frame cases have been established
before for the L2(R2) space (see [14] and [17]), however, the method used to prove the
frame case was different from the one given here.
Motivated by the discussion in [1] on characterizing the radar ambiguity function, Chap-
ter 3 is dedicated to characterizing any general ambiguity function using special classes
of known ambiguity functions with favorable entities (such as an orthonormal basis or a
frame). For example, in Section 3.1, since the dilates of the sinc function forms an orthonor-
mal basis for PWa, the cross-ambiguity functions generated by this collection of functions
(see [8]) is used to form the backbone in characterizing other general ambiguity functions.
We expand this idea in the next section, Section 3.2, where the sinc function is replaced by
a function which has a more gradual cutoff in the Fourier domain, resulting in a faster decay
in the time domain. In a similar fashion, we establish results for a simple Gabor system in
Section 3.3, where modulates and dilates of the Haar function are taken. Building on what
was discussed in the previous section, we apply the same techniques to Section 3.4, where
a more general class of functions, the Gabor frames, is investigated. The chapter ends with
a short discussion on some properties of ambiguity functions in Section 3.5.
Chapter 4 marks the start of an exciting journey into the Wigner distributions, a close
iv
relative of the ambiguity functions. The detailed study of Wigner distributions is developed
in a similar way as before, with the Ω˜ map being introduced in Section 4.1. Subspaces are
discussed in Section 4.2 while the characterizing of Wigner distributions is presented in
Section 4.3. In Section 4.4, a general abstract approach to all the results presented in this
thesis is established. Starting with a unitary onto operator U in a general Hilbert space H,
we re-develop the cases for orthonormal bases, frames, dual frames, canonical dual frames,
Riesz bases and biorthogonal Riesz bases for the closed linear span of a sequence {fk}k∈Z
mapping onto the closed linear span of {Ufk}k∈Z. The results can then be extended to the
entire Hilbert space H. Using the above as a guideline, we review all the results presented
in this thesis, both the subspaces and the whole space L2(R2), to show the importance
of the unitary onto operators Ω and Ω˜ for cross-ambiguity functions and cross-Wigner
distributions respectively. Finally, we draw the conclusion that the tensor products, cross-
ambiguity functions and cross-Wigner distributions are inextricably related and once any
of the properties (orthonormal basis, frame, dual frames, canonical dual frames, Riesz basis





1.1 Bases and Frames in Hilbert Spaces . . . . . . . . . . . . . . . . . . . . . . 1
1.2 L1 and L2 Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Fourier Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Ambiguity and Cross-Ambiguity Functions . . . . . . . . . . . . . . . . . . 18
2 Bases and Frames of Cross-Ambiguity Functions 24
2.1 The Ω Map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2 Ambiguity Functions in Subspaces . . . . . . . . . . . . . . . . . . . . . . . 29
2.2.1 Orthonormal Bases . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2.2 Orthonormal Bases for PWa . . . . . . . . . . . . . . . . . . . . . . 30
2.2.3 Frames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.2.4 Riesz Bases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.2.5 Biorthogonal Bases . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
v
Contents vi
2.3 Ambiguity Functions in L2(R2) . . . . . . . . . . . . . . . . . . . . . . . . 41
2.3.1 Orthonormal Bases . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.3.2 Frames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.3.3 Riesz Bases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.3.4 Biorthogonal Bases . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3 Characterizing Ambiguity Functions 46
3.1 Orthonormal Bases for PWa . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2 Alternative Series Expansions for PWa . . . . . . . . . . . . . . . . . . . . 52
3.3 Orthonormal Bases for L2(R) . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.4 Frames for L2(R) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.5 Properties of Ambiguity Functions . . . . . . . . . . . . . . . . . . . . . . 69
4 Wigner Distributions 73
4.1 The Ω˜ Map for Wigner Distributions . . . . . . . . . . . . . . . . . . . . . 73
4.2 Wigner Distributions in Subspaces . . . . . . . . . . . . . . . . . . . . . . 76
4.3 Characterizing Wigner Distributions . . . . . . . . . . . . . . . . . . . . . 79




This chapter serves as a review of the tools that we will need for the rest of the thesis. We
begin with the definitions and some important consequences of orthonormal bases, frames,
Riesz bases and biorthogonal Riesz bases for a general Hilbert space setting. A quick recap
of the Lebesgue integrable spaces, which this thesis depends heavily on, will be discussed.
The materials found in this chapter serve the purpose of familiarizing readers with the
relevant basic concepts (coupled with some in-depth discussions), all of which can be found
in most good textbooks (see [4], [5], [10], [13] and [15]).
1.1 Bases and Frames in Hilbert Spaces
A Hilbert space, denoted by H, is a complete inner product space (complete in the metric
defined by the inner product). The inner product is denoted to be 〈·, ·〉 and its norm, ‖ · ‖.
We proceed to give the definition of an orthonormal basis.






and for any k, j ∈ Z,
〈fk, fj〉 = δk,j.
1
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To aid us with our discussion on orthonormal basis, we have the following theorem (see
Theorem 3.4.2 of [4]) which gives equivalent conditions for an orthonormal system.
Theorem 1.2. For an orthonormal system {fk}k∈Z, the following are equivalent.
(i) {fk}k∈Z is an orthonormal basis.
(ii) For any f ∈ H, f = ∑k∈Z〈f, fk〉fk.
(iii) For any f, g ∈ H, 〈f, g〉 = ∑k∈Z〈f, fk〉〈fk, g〉.
(iv) For any f ∈ H, ∑k∈Z |〈f, fk〉|2 = ‖f‖2.
(v) clos〈{fk}k∈Z〉 = H, where clos〈{fk}k∈Z〉 denotes the closed linear span of the sequence
{fk}k∈Z.
(vi) If 〈f, fk〉 = 0 for every k ∈ Z, then f = 0.
Orthonormal bases provide the simplest kind of structure in a Hilbert space but they
are the most inflexible ones as well. We shall now introduce the concept of frames and
some important results.
Definition 1.3. A sequence of elements {fk}k∈Z that belongs to H is said to be a frame




|〈f, fk〉|2 ≤ B‖f‖2. (1.1)
The constants A and B are known as frame bounds and are not unique. In this thesis,
B is taken to be the optimal upper frame bound, i.e. the infimum over the collection of
all upper frame bounds, and A the optimal lower frame bound, i.e. the supremum over
all lower frame bounds. Expanding from Definition 1.3, we have the following: A frame is
tight if it is possible to choose A = B as frame bounds. Furthermore, an exact frame is
one which ceases to be a frame when any of its elements is removed.
Riding on the concept of frames, we have the definition of Bessel sequences, which
essentially is the upper half of the frame inequality (1.1).
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Definition 1.4. A sequence of elements {fk}k∈Z that belongs to H is said to be a Bessel
sequence for H if there exists a constant B > 0 such that for every f ∈ H,∑
k∈Z
|〈f, fk〉|2 ≤ B‖f‖2. (1.2)
We have the following interesting result on density of a subset in H.
Lemma 1.5. For a sequence {fk}k∈Z in H, if there exists a constant B > 0 such that∑
k∈Z
|〈f, fk〉|2 ≤ B‖f‖2
for every f in a dense subset E of H, then {fk}k∈Z is a Bessel sequence with bound B.
Proof: Take g ∈ H. Since E is dense, there exist hl ∈ E, l ∈ N, such that hl → g as






|〈hl, fk〉|2 ≤ B‖hl‖2.













|〈g, fk〉|2 ≤ B‖g‖2.
Letting N → ∞, we have ∑k∈Z |〈g, fk〉|2 ≤ B‖g‖2. Since g is arbitrary in H, the proof is
complete.
We now look at a few operators related to frames and their properties.
The pre-frame operator or the synthesis operator is defined as




As a frame {fk}k∈Z is a Bessel sequence, T is well-defined and bounded (see [4]). Its adjoint
operator T ∗, where T ∗ : H → l2(Z), is given by
T ∗f = {〈f, fk〉}k∈Z,
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which is also known as the analysis operator.
The frame operator S is defined as




We state without proof some properties of the frame operator in the following lemma.
Theorem 1.6. Let {fk}k∈Z be a frame with frame operator S and frame bounds A,B. Then
(i) S is bounded, invertible, self-adjoint and positive.
(ii) {S−1fk}k∈Z is a frame with bounds B−1, A−1 and its frame operator is denoted by
S−1. Furthermore, if A, B are the optimal bounds for {fk}k∈Z, then the bounds B−1,
A−1 are optimal for {S−1fk}k∈Z.
We shall see in the next theorem on frame decomposition that every element in H can
be expressed as an infinite sum involving the frame elements. The proof of this can be
found in [4].











Furthermore, the series converges unconditionally for all f ∈ H.
From Theorem 1.7, we observe that for any given f ∈ H, all the information is con-
tained in the sequence {〈f, S−1fk〉}k∈Z. The numbers 〈f, S−1fk〉 are also known as frame
coefficients. Drawing from the result in Lemma 1.5, the following lemma shows that it
suffices to check the frame condition on a dense set.
Lemma 1.8. Let {fk}k∈Z be a sequence of elements in H and assume there exist constants




|〈f, fk〉|2 ≤ B‖f‖2 (1.3)
for all f in a dense subset E of H. Then {fk}k∈Z is a frame for H with bounds A, B.
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Proof: From Lemma 1.5 and (1.3), we have the upper frame inequality as {fk}k∈Z is a
Bessel sequence with upper bound B. Hence, it suffices to prove that the lower frame
inequality of (1.3) holds for all f in H. Writing in terms of the pre-frame operator T ,
(1.3) implies that for every f ∈ E, A‖f‖2 ≤ ‖T ∗f‖2. Since E is dense in H, for any
f ∈ H, there exist gl ∈ E, l ∈ N, such that gl → f as l → ∞. It follows that for l ≥ 1,
A‖gl‖2 ≤ ‖T ∗gl‖2. Let l → ∞ and by the continuity of the norm and the boundedness of
T ∗, we have A‖f‖2 ≤ ‖T ∗f‖2.
Given a frame {fk}k∈Z with frame operator S, the canonical dual of {fk}k∈Z, also known
as the canonical dual frame, is defined to be {f˜k}k∈Z where f˜k := S−1fk for any k ∈ Z.
At the expense of flexibility, the frame operator cements the canonical dual into a rigid
structure, locking the two frames together, element-wise. By relaxing the condition slightly,
we shall introduce a more general class of duals.
Definition 1.9. Let {fk}k∈Z be a frame for H. We say that {f˜k}k∈Z in H is a dual frame










We state without proof a result on dual frames (see Lemma 5.6.2 of [4]).




k∈Z〈f, gk〉fk for any f ∈ H.
(ii) f =
∑
k∈Z〈f, fk〉gk for any f ∈ H.
(iii) 〈f, g〉 = ∑k∈Z〈f, fk〉〈gk, g〉 for any f, g ∈ H.
In case the equivalent conditions are satisfied, {fk}k∈Z and {gk}k∈Z are dual frames for H.
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Now for a pair of dual frames {fk}k∈Z and {f˜k}k∈Z, they are both Bessel sequences.




〈f, fk〉〈g, f˜k〉, f, g ∈ H. (1.6)
Next, we have an important lemma which states that in order to show the duality of frames,
it suffices to establish (1.6) over a dense subset of H.




〈f, fk〉〈g, gk〉 (1.7)
for all f and g in a dense subset E of H, then {fk}k∈Z and {gk}k∈Z are dual frames for H.
Proof: We first show that (1.7) holds for all f ∈ H and all g ∈ E. Fix f ∈ H and g ∈ E.
Since E is dense in H, for any ε > 0, there exists h ∈ E such that ‖f − h‖ ≤ ε. Now as




∣∣∣∣∣〈f, g〉 − 〈h, g〉+∑
k∈Z






∣∣∣∣∣〈f − h, g〉 −∑
k∈Z
〈f − h, fk〉〈g, gk〉
∣∣∣∣∣ .
Note that by Cauchy-Schwartz inequality and the Bessel condition (1.2), the infinite sum∑
k∈Z〈h, fk〉〈g, gk〉 −
∑
k∈Z〈f, fk〉〈g, gk〉 is absolutely convergent and hence justifies the
above rearrangement. Applying the triangle inequality, Cauchy-Schwartz inequality and
the Bessel condition on both {fk}k∈Z and {gk}k∈Z, we obtain∣∣∣∣∣〈f, g〉 −∑
k∈Z
〈f, fk〉〈g, gk〉
∣∣∣∣∣ ≤ ‖f − h‖‖g‖+B1/2‖f − h‖B˜1/2‖g‖
≤ ε‖g‖(1 +B1/2B˜1/2),
where B and B˜ are positive constants in the Bessel condition (1.2). Letting ε → 0 shows
that (1.7) holds for all f ∈ H and g ∈ E. With this, we conclude that (1.7) holds for all
f, g ∈ H by invoking the same arguments again.
We now proceed to look at another class of functions, namely, Riesz bases.
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Definition 1.12. A sequence of elements {fk}k∈Z is a Riesz basis for H if {fk}k∈Z is















where I is a finite subset of Z.
Note that if {fk}k∈Z is a Riesz basis for H, then {fk}k∈Z forms a frame for H. We state
without proof the following lemma which gives the relationship between Riesz bases and
biorthogonal canonical dual frames (see Theorem 6.1.1 of [4]).
Lemma 1.13. Let {fk}k∈Z be a frame for H. Then {fk}k∈Z is a Riesz basis for H if and
only if {fk}k∈Z and its canonical dual {f˜k}k∈Z are biorthogonal, that is, for any k, j ∈ Z,
〈fk, f˜j〉 = δk,j.
Apart from Riesz bases and their canonical duals, it is also possible to have certain pairs
of Riesz bases to satisfy the biorthogonal relations.
Definition 1.14. If two Riesz bases {fk}k∈Z, {gk}k∈Z for H satisfy the biorthogonal rela-
tion, that is, for any k, j ∈ Z,
〈fk, gj〉 = δk,j,
then they are called biorthogonal Riesz bases for H.
For any given sequence {fk}k∈Z in H, the linear span given by 〈{fk}k∈Z〉 denotes the
vector space consisting of all finite linear combinations of vectors fk. We now introduce the
definition of the closed linear span of a sequence, which we briefly mentioned in Theorem 1.2.
Definition 1.15. For a given sequence {fk}k∈Z in H, U is said to be the closed linear span
of {fk}k∈Z, written as
U = clos〈{fk}k∈Z〉,





where Ij is a finite set of Z, for which
‖f − gj‖ → 0 as j →∞.
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Often, we have {fk}k∈Z forming an orthonormal basis / frame / Riesz basis of its closed
linear span.
Proposition 1.16. Let {fk}k∈Z be a frame for U = clos〈{fk}k∈Z〉. Then for any f ∈ U ,





Proof: If {fk}k∈Z is a frame (which includes orthonormal and Riesz bases) for its closed
linear span U , then for any f ∈ U , there exists {ck}k∈Z ∈ l2(Z) such that f =
∑
k∈Z ckfk.










|〈f, S−1fk〉|2 ≤ 1
A
‖f‖2 <∞,
as by Theorem 1.6, {S−1fk}k∈Z is the canonical dual frame with upper frame bound 1A .
When{fk}k∈Z forms a frame (which includes orthonormal and Riesz bases) for a closed
subspace V , we have the next result which relates clos〈{fk}k∈Z〉 to V .
Proposition 1.17. Let V be a closed subspace of H. If {fk}k∈Z in V forms a frame for
V , then clos〈{fk}k∈Z〉 = V .
Proof: Since V is a closed subspace of H, V is a Hilbert space (see Theorem 3.2-4 of [12]).
In addition, we note that for any nonempty subset M of a Hilbert space V , the span of M
is dense in H if and only if M⊥ = {0} (see Lemma 3.3-7 of [12]). We take M = {fk}k∈Z in
V . Hence, we have
clos〈{fk}k∈Z〉 = V ⇔M⊥ = {0}.
Now let f ∈ V such that f ⊥M , that is, for any k ∈ Z, 〈f, fk〉 = 0. By the frame inequality
on V , A‖f‖2 ≤ ∑k∈Z |〈f, fk〉|2 ≤ B‖f‖2 which implies that A‖f‖2 ≤ 0. It follows that
f = 0 and hence M⊥ = {0}. We conclude that clos〈{fk}k∈Z〉 = V .
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For the notion of closed linear span, we have the corresponding definition of biorthogonal
Riesz bases.
Definition 1.18. Two sequences {fk}k∈Z and {f˜k}k∈Z are biorthogonal Riesz bases for their
respective closed linear spans U and U˜ if {fk}k∈Z and {f˜k}k∈Z are Riesz bases of U and U˜
respectively and for any k, j ∈ Z,
〈fk, f˜j〉 = δk,j.
In this section, we have reviewed various sequences of elements in the Hilbert space
setting. We now move on to define a few common definitions in the Lebesgue spaces, where
the bulk of this thesis depends heavily on.
1.2 L1 and L2 Spaces
The class of Lp spaces is an important collection of Banach spaces. For 1 ≤ p <∞, Lp(Rn)
is the Banach space of all measurable functions f such that |f |p is integrable with respect
to the Lebesgue measure, that is,






|f(x1, . . . , xn)|pdx1 . . . dxn <∞}.







|f(x1, . . . , xn)|pdx1 . . . dxn
)1/p
<∞.
In this thesis, we restrict our discussions to p = 1, 2 and n = 1, 2, namely, L1(R), L2(R),








f(x1, . . . , xn)g(x1, . . . , xn)dx1 . . . dxn f, g ∈ L2(Rn).
For f ∈ L2(Rn), its norm is also given by ‖f‖L2(Rn) = 〈f, f〉 12 . Throughout the thesis, if
it helps to indicate explicitly the variables involved, we sometimes abuse notations slightly
to write f ∈ L2(R2) as f(x, y) ∈ L2(R2).
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For many proofs in this thesis, we often need to switch the order of integration in a
double integral. To enable us to do so, we will need Fubini’s and Tonelli’s theorems, which
we state without proof in this section. Interested readers may refer to [15] for their proofs.
Theorem 1.19 (Fubini). Let f be an integrable function on R2. Then
(i) For almost all x ∈ R, fx = f(x, ·) is an integrable function on R.
(ii) For almost all y ∈ R, fy = f(·, y) is an integrable function on R.
(iii)
∫
R f(·, y)dy is an integrable function on R.
(iv)
∫












Theorem 1.20 (Tonelli). Let f be a nonnegative measurable function on R2. Then
(i) For almost all x ∈ R, fx = f(x, ·) is a measurable function on R.
(ii) For almost all y ∈ R, fy = f(·, y) is a measurable function on R.
(iii)
∫
R f(·, y)dy is a measurable function on R.
(iv)
∫












From the above two theorems, we have the following useful lemma, which we state
without proof. This lemma enables us to interchange the order of the summation and
integral signs.

























1.3 Fourier Analysis 11
We remark that Lemma 1.21 is a consequence of a more abstract form of Fubini’s and
Tonelli’s theorems, where one measure is the Lebesgue measure and the other the counting
measure.
In the study of signal analysis, we are interested in the translation, modulation and
dilation of functions in L2(R). To aid us in our future discussions, we introduce the three
operators involved, namely, the translation, modulation and dilation operators. We will
be using the translation and dilation operators frequently, and the modulation operator is
used to bridge our discussions when the operators are coupled with the Fourier transform,
which we shall see in due course. These operators are as follows:
(i) Translation operator, for a ∈ R:
Ta : L
2(R)→ L2(R), Taf(x) := f(x− a); (1.8)
(ii) Modulation operator, for b ∈ R:
Eb : L
2(R)→ L2(R), Ebf(x) := e2piibxf(x); (1.9)
(iii) Dilation operator, for a 6= 0:
Da : L
2(R)→ L2(R), Daf(x) := 1√|a|f(xa ).
With the above operators, we have
TaEbf(x) = e
2piib(x−a)f(x− a), TbDaf(x) = 1√|a|f(xa − ba).
We shall move on to introduce another commonly used operator, the Fourier transform
operator, in the next section under the topic of Fourier analysis.
1.3 Fourier Analysis
Fourier analysis is an integral part in the study of signal analysis. In this thesis, we
will focus on the Fourier transform applied to functions f and F in L2(R) and L2(R2)
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respectively. Although the Fourier transform is only formally defined for functions lying in
L1(R), through some appropriate manipulations, its definition can be extended to functions
in L2(R). We begin with the formal definition of the Fourier transform.
Definition 1.22. The Fourier transform F of a function f ∈ L1(R) is defined by
fˆ(η) = (Ff)(η) :=
∫ ∞
−∞
f(x)e−2piixηdx, η ∈ R.
We have the corresponding definition on the inverse Fourier transform.
Definition 1.23. Let fˆ ∈ L1(R) be the Fourier transform of some function f ∈ L1(R).




fˆ(η)e2piixηdη, x ∈ R.
We now state without proof the following important result [5] which is essential in
extending the notion of Fourier transform to include functions in L2(R).
Theorem 1.24. If f ∈ L1(R)∩L2(R), then fˆ ∈ L2(R), and satisfies the Parseval’s identity
‖fˆ‖L2(R) = ‖f‖L2(R).
To define the Fourier transform on a function f ∈ L2(R), we first begin with a function
fk ∈ L1(R) ∩ L2(R), where fk(x) = f(x) · χ[−k,k](x). Using Theorem 1.24 and taking the
Cauchy limit of fk, we can then extend the definition of the Fourier transform to f .
Definition 1.25. The Fourier transform F1 of a function f ∈ L2(R), denoted by fˆ , is
defined as the Cauchy limit of {fˆk}∞k=1, where fk(x) = f(x) · χ[−k,k](x). It is written as






f(x)e−2piixηdx, η ∈ R,
where the above limit refers to the Cauchy limit in L2(R).
With this definition, we are now ready to extend the Parseval’s identity stated in The-
orem 1.24 to all of L2(R), which we state without proof.
Theorem 1.26 (Parseval’s Identity). For any f, g ∈ L2(R), we have ‖fˆ‖L2(R) = ‖f‖L2(R)
and 〈fˆ , gˆ〉 = 〈f, g〉.
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From the above, since ‖F1f‖L2(R) = ‖fˆ‖L2(R) = ‖f‖L2(R) for all f ∈ L2(R), we observe
that ‖F1‖ = 1. Indeed, we first note that ‖F1f‖L2(R) ≤ ‖f‖L2(R) implies ‖F1‖ ≤ 1. Further-
more, we observe the opposite implication from ‖f‖L2(R) = ‖F1f‖L2(R) ≤ ‖F1‖‖f‖L2(R). As
a result, the Fourier transform F1 is a bounded, linear unitary operator, explicitly written
as
F1 : L2(R)→ L2(R),
where ‖F1‖ = 1.
Recall from Definition 1.23 that the inverse Fourier transform, given by F−1, is applicable
to f ∈ L1(R) and fˆ ∈ L1(R). The following theorem states that F−1 can be extended to
functions in L2(R) and the proof can be found in [5].
Theorem 1.27. The Fourier transform F1 is a one-to-one map of L2(R). In addition,
for every g ∈ L2(R), there exists one and only one corresponding f ∈ L2(R) such that
fˆ = F1f = g.
Coupled with the translation and modulation operators from the previous section, we
state some properties of the Fourier transform of a function f ∈ L2(R), whose proofs can
be shown using the arguments above. For any f ∈ L2(R) and a ∈ R,
(F1Taf(·))(η) = ̂f(· − a)(η) = e−2piiaηfˆ(η) = E−a(F1f(·))(η) (1.10)
and
(F1Eaf(·))(η) = ̂e2piia·f(·)(η) = fˆ(η − a) = Ta(F1f(·))(η). (1.11)
Extending the results on the one-dimensional Fourier transform, we have the two-
dimensional Fourier transform of a function F ∈ L2(R2).
Definition 1.28. The Fourier transform F2 of a function F ∈ L2(R2), denoted by Fˆ , is
defined as the Cauchy limit of {Fˆk}∞k=1, where Fk(x, y) = F (x, y) · χ[−k,k]×[−k,k](x, y) which
lies in L1(R2) ∩ L2(R2). It is written as
(F2F )(η, ξ) = Fˆ (η, ξ) = lim
k→∞






F (x, y)e−2piixηe−2piiyξdxdy, (η, ξ) ∈ R2,
where the above limit refers to the Cauchy limit in L2(R2).
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As in the case of the one-dimensional Fourier transform, we state without proof the
extension of the Parserval’s identity to all of L2(R2).
Theorem 1.29 (Parseval’s Identity). For any F,G ∈ L2(R2), we have ‖Fˆ‖L2(R2) = ‖F‖L2(R2)
and 〈Fˆ , Gˆ〉 = 〈F,G〉.
Similar to the one-dimensional Fourier transform, the two-dimensional Fourier transform
F2 is a bounded, linear unitary operator, explicitly written as
F2 : L2(R2)→ L2(R2),
such that ‖F2‖ = 1.
The following theorem is on the inverse of the two-dimensional Fourier transform, which
is an extension of the one-dimensional case.
Theorem 1.30. The Fourier transform F2 is a one-to-one map of L2(R2). In addition,
for every G ∈ L2(R2), there exists one and only one corresponding F ∈ L2(R2) such that
Fˆ = F2F = G.
Consider a function F ∈ L2(R2) such that F (x, y) = f(x)g(y), where f, g ∈ L2(R). The
following lemma relates F2F to F1f and F1g.
Lemma 1.31. Consider F ∈ L2(R2) such that
F (x, y) = f(x)g(y), (x, y) ∈ R2,
where f, g ∈ L2(R). Then for almost every (η, ξ) ∈ R2,
(F2F )(η, ξ) = (F1f)(η)(F1g)(ξ). (1.12)
Proof: We first note that (1.12) holds when f, g ∈ L1(R) ∩ L2(R). Indeed, since F ∈
L1(R2) ∩ L2(R2), for almost (η, ξ) ∈ R2,
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For f, g ∈ L2(R), fk = f · χ[−k,k], gk = g · χ[−k,k] are in L1(R) ∩ L2(R) and by definition,
we have ‖F1f − F1fk‖L2(R) → 0, ‖F1g − F1gk‖L2(R) → 0 as k → ∞. Now let Fk(x, y) =
fk(x)gk(y) and consequently, F2Fk satisfies (1.12) as fk, gk ∈ L1(R) ∩ L2(R). Since fk =
f · χ[−k,k], gk = g · χ[−k,k], using the fact that F (x, y) = f(x)g(y), we have
Fk(x, y) = f(x) · χ[−k,k](x) · g(y) · χ[−k,k](y) = F (x, y) · χ[−k,k]×[−k,k](x, y),
and ‖F2F −F2Fk‖L2(R2) → 0 as k →∞. We observe that
‖F2F (η, ξ)− (F1f)(η)(F1g)(ξ)‖L2(R2)
≤ ‖F2F (η, ξ)−F2Fk(η, ξ)‖L2(R2) + ‖F2Fk(η, ξ)− (F1fk)(η)(F1gk)(ξ)‖L2(R2)+
‖(F1fk)(η)(F1gk)(ξ)− (F1f)(η)(F1g)(ξ)‖L2(R2), (1.13)
where the first term on the left-hand side of (1.13) tends to 0 as k → ∞, and the second
term is exactly 0. For the third term of the left-hand side of (1.13), by triangle inequality
and Parserval’s identity,
‖(F1fk)(η)(F1gk)(ξ)− (F1f)(η)(F1g)(ξ)‖L2(R2)
= ‖(F1fk −F1f)(η)(F1g)(ξ) + (F1f)(η)(F1gk −F1g)(ξ) + (F1fk −F1f)(η)(F1gk −F1g)(ξ)‖L2(R2)
≤ ‖(F1fk −F1f)(η)(F1g)(ξ)‖L2(R2) + ‖(F1f)(η)(F1gk −F1g)(ξ)‖L2(R2)+
‖(F1fk −F1f)(η)(F1gk −F1g)(ξ)‖L2(R2)
≤ ‖F1fk −F1f‖L2(R)‖F1g‖L2(R) + ‖F1f‖L2(R)‖F1gk −F1g‖L2(R)+
‖F1fk −F1f‖L2(R)‖F1gk −F1g‖L2(R) → 0,
as k → ∞. We conclude that ‖F2F (η, ξ) − (F1f)(η)(F1g)(ξ)‖L2(R2) = 0 and this implies
(1.12).
For reasons which will be clear later, we introduce two different types of partial Fourier
transforms acting on one variable of functions F from L2(R2).
Definition 1.32. For any F ∈ L2(R2), the Fourier transform F2,1 of F is the one-
dimensional Fourier transform acting on the first variable of F while fixing the second
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variable and is defined as
(F2,1F )(η, y) := (F1F (·, y))(η), (η, y) ∈ R2.
We claim that F2,1 is a unitary operator from L2(R2) onto L2(R2). Indeed, for any
F ∈ L2(R2), it follows from Fubini’s theorem that for almost every y ∈ R, F (·, y) ∈ L2(R).
Let G(η, y) = (F2,1F )(η, y) = (F1F (·, y))(η). Fixing y, by the one-dimensional Parseval’s





|F (x, y)|2dx. (1.14)










which can be written as ‖G‖2L2(R2) = ‖F‖2L2(R2).
Now for any G ∈ L2(R2), by Fubini’s Theorem, for almost every y ∈ R, G(·, y) ∈ L2(R).
Let F (x, y) = (F∗1G(·, y)) (x), where (x, y) ∈ R2. Hence,
(F2,1F ) (η, y) = (F1F (·, y))(η) = (F1(F∗1G(·, y)))(η) = G(η, y).
This shows that F2,1 is a unitary operator from L2(R2) onto L2(R2).
In a similar fashion, we introduce the partial Fourier transform F2,2.
Definition 1.33. For any F ∈ L2(R2), the Fourier transform F2,2 of F is the one-
dimensional Fourier transform acting on the second variable of F while fixing the first
variable, and is defined as
(F2,2F )(x, ξ) := (F1F (x, ·))(ξ), (x, ξ) ∈ R2.
We claim that F2,2 is a unitary operator from L2(R2) onto L2(R2). Indeed, for any
F ∈ L2(R2), it follows from Fubini’s theorem that for almost every x ∈ R, F (x, ·) ∈ L2(R).
Let H(x, ξ) = (F2,2F )(x, ξ) = (F1F (x, ·))(ξ). Fixing x, by the one-dimensional Parseval’s





|F (x, y)|2dy. (1.15)
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which can be written as ‖H‖2L2(R2) = ‖F‖2L2(R2).
Now for any H ∈ L2(R2), by Fubini’s Theorem, for almost every x ∈ R, H(x, ·) ∈ L2(R).
Let F (x, y) = (F∗1H(x, ·)) (y), where (x, y) ∈ R2. Hence,
(F2,2F ) (x, ξ) = (F1F (x, ·))(ξ) = (F1(F∗1H(x, ·)))(ξ) = H(x, ξ).
This shows that F2,2 is a unitary operator from L2(R2) onto L2(R2).
Using a similar argument as above, the partial inverse Fourier transforms acting on the
first and second variables, denoted by F∗2,1 and F∗2,2 respectively, are unitary mappings from
L2(R2) onto L2(R2). They have the explicit expressions
(F∗2,1F )(x, ξ) = (F∗1F (·, ξ))(x) and (F∗2,2F )(η, y) = (F∗1F (η, ·))(y).
The next lemma gives the relationship between F2,1, F2,2 and F2.
Lemma 1.34. For any F ∈ L2(R2), F2,2 ◦ F2,1F = F2,1 ◦ F2,2F = F2F .
Proof: We first establish the relation
F2,2 ◦ F2,1F = F2F, (1.16)
for any F ∈ L1(R2)∩L2(R2). Now for F ∈ L1(R2)∩L2(R2), since F (·, y) ∈ L1(R) for almost
every y ∈ R, we let G(η, y) = F2,1F (η, y) =
∫
R F (x, y)e
−2piiηxdx. Then G(η, ·) ∈ L1(R) for






















F (x, y)e−2piiηxe−2piiξydxdy = (F2F )(η, ξ).
Hence F2,2F2,1F = F2F for all F ∈ L1(R2) ∩ L2(R2).
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Next, we shall extend (1.16) to all F ∈ L2(R2). Since L1(R2)∩L2(R2) is dense in L2(R2),
given any F ∈ L2(R2), let {Fk}∞k=1 ⊂ L1(R2) ∩ L2(R2) such that Fk → F in L2(R2) norm
as k → ∞. By triangle inequality and (1.16) on L1(R2) ∩ L2(R2), and using the fact that
F2,1 and F2,2 are unitary operators, observe that
‖F2,2 ◦ F2,1F −F2F‖L2(R2)
≤ ‖F2,2 ◦ F2,1F −F2,2 ◦ F2,1Fk‖L2(R2) + ‖F2,2 ◦ F2,1Fk −F2Fk‖L2(R2) + ‖F2Fk −F2F‖L2(R2)
≤ ‖F2,2‖‖F2,1‖‖F − Fk‖L2(R2) + ‖F2‖‖Fk − F‖L2(R2) = 2‖Fk − F‖L2(R2),
where the right-hand side tends to zero as k tends to infinity.
The proof for the case F2,1 ◦ F2,2F = F2F is similar and therefore omitted.
We move on to the basic definitions and some properties of ambiguity and cross-
ambiguity functions in the next section.
1.4 Ambiguity and Cross-Ambiguity Functions
The ambiguity function is commonly used in the study of radar and its applications. In
fact, it is also known as the Woodward ambiguity function or the radar ambiguity function.
We begin with the precise definition of ambiguity and cross-ambiguity functions.









)e−2piiytdt, (x, y) ∈ R2, (1.17)









)e−2piiytdt, (x, y) ∈ R2, (1.18)
The cross-ambiguity function Au,v(x, y) is well defined as |Au,v(x, y)| ≤ ‖u‖L2(R)‖v‖L2(R)





L2(R). Indeed, observe that if we let α = t− x
2






∣∣∣∣u(t− x2 )v(t+ x2 )




|u(α)|2|v(β)|2dαdβ = ‖u‖2L2(R)‖v‖2L2(R) <∞,
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) ∈ L1(R) by Cauchy-Schwartz
inequality, we can write (1.18) as








(y), (x, y) ∈ R2. (1.19)
For a fixed nonzero function g known as the window function, the short-time Fourier




f(t)g(t+ x)e−2piiytdt, (x, y) ∈ R2.
The short-time Fourier transform is a linear and continuous time-frequency representation.
It is commonly used in many applications of signal analysis as the choice of a smooth
cut-off window function g eliminates the many discontinuities and problems found in any
particular local frequency spectrum.
Now by a change of variables, the ambiguity and cross-ambiguity functions in (1.17) and
(1.18) can be related to the STFT. Indeed,
Au(x, y) = e−piixy
∫
R
u(t)u(t+ x)e−2piiytdt = e−piixyVuu(x, y), (x, y) ∈ R2,
and
Au,v(x, y) = e−piixy
∫
R
u(t)v(t+ x)e−2piiytdt = e−piixyVu,v(x, y), (x, y) ∈ R2. (1.20)
Hence, the ambiguity and cross-ambiguity functions enjoy most of the properties of the
STFT.
The following lemma gives the relationship between cross-ambiguity functions generated
by u, v and their Fourier transforms, uˆ, vˆ. The corresponding result for ambiguity functions
follows by setting u = v.
Lemma 1.36. For any u, v ∈ L2(R), let uˆ and vˆ denote the respective Fourier transforms.
Then
Au,v(x, y) = Avˆ,uˆ(y, x), (x, y) ∈ R2.
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Proof: By (1.10) and (1.11), we have ̂(u(·)e−2pii·y)(η) = uˆ(η + y) and ̂v(·+ x)(η) =
vˆ(η)e2piixη. By Parseval’s identity and (1.20), we have for any u, v ∈ L2(R),
Au,v(x, y) = e−piixy
∫
R
u(t)v(t+ x)e−2piiytdt = e−piixy〈u(·)e−2pii·y, v(·+ x)〉




uˆ(η + y)vˆ(η)e2piixηdη = e−piixy
∫
R
vˆ(η)uˆ(η + y)e−2piixηdη = Avˆ,uˆ(y, x).
The next theorem relates the inner product of cross-ambiguity functions with that of
the functions used to generate them.
Theorem 1.37. For any u1, u2, v1, v2 ∈ L2(R), we have
〈Au1,v1 ,Au2,v2〉 = 〈u1, u2〉〈v1, v2〉. (1.21)












































By (1.19), the left-hand side of the above equation is equal to 〈Au1,v1(x, ·),Au2,v2(x, ·)〉L2(R).
Writing in terms of integrals, we have∫
R
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v1(β)v2(β)dβ = 〈u1, u2〉〈v1, v2〉,
and the result follows.
We remark that for any u, v ∈ L2(R), it follows from (1.21) that
‖Au,v‖2L2(R2) = ‖u‖2L2(R)‖v‖2L2(R) <∞. (1.22)
Thus Au,v ∈ L2(R2). In addition, by Fubini’s theorem, for almost every x and y in R,
Au,v(x, ·) ∈ L2(R) and Au,v(·, y) ∈ L2(R).
Ambiguity and cross-ambiguity functions have many applications in signal analysis and
time frequency representation. Here, we briefly describe two of them.
The first practical application we are going to introduce is on the radar problem (see
[17]). We first consider a radar system X that is fixed in space and we assume that there
are a number of objects O1, O2 . . . , ON moving in the environment of X. The aim of the
radar system is to determine precisely the number of objects N , their ranges R1, R2, . . . , RN
and velocities v1, v2, . . . , vN , within a predetermined instant of time. This is carried out by
transmitting an electromagnetic wave or a pulse and analyzing the echo reflected off the
objects. By studying the amplitude of the transmitted pulse s(t) and the amplitude of the
received echo e(t), a rough estimation of the number, ranges and velocities of objects can
be determined easily.
However, to determine precisely the above quantities, we need to take into account the
time delay in the echo due to the range of the object and the Doppler shift in the echo, due
to the object’s velocity. For a single object, an equation governing the above-mentioned
properties is related to the square of the absolute value of the ambiguity function and is of
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the form
I(x, y) = |A(x0 − x, y0 − y)|2.
This can be set up to project onto a screen as a brightness pattern with the range and
velocity identified to be the brightest spot in the pattern.
For multiple objects, since the ranges and velocities fluctuate randomly, the echoes
received are incoherent. It follows that the equation becomes
I(x, y) = M21 |A(x1 − x, y1 − y)|2 +M22 |A(x2 − x, y2 − y)|2 + . . . ,
where M1,M2, . . . depend on the ranges and radar cross sections of the objects. Hence,
I(x, y) is determined by the ambiguity function A(x, y). The number, ranges and velocities
are not completely represented by the pattern I(x, y), and the ambiguity involved in the
determination process is governed by the structure A(x, y). As such, A(x, y) is called the
ambiguity function for the waveform.
Another practical application of cross-ambiguity functions lies in the estimation of time-
difference-of-arrival and frequency-difference-of-arrival of signals which will lead to deter-
mining the exact location of an emitter. Suppose an emitter transmits a signal s(t) at time
t from an unknown location. We begin with three sensors located at three different known
places, receiving the delayed versions of s(t) as time is needed to travel from the emitter
to the sensors. Incorporating the possibility of a relative movement between the emitter
and the sensors using the Doppler shift concept, the three sensors receives three signals
s(t− t1)eiω1t, s(t− t2)eiω2t and s(t− t3)eiω3t respectively, where t1, t2 and t3 represent time
delays and ω1, ω2 and ω3 represent Doppler shifts respectively.
Now, the time difference of arrival (TDOA) is defined to be the difference between the
arrival time of the signal to two sensors, namely τ12 = t1−t2 and τ13 = t1−t3. Similarly, the
frequency difference of arrival (FDOA) is the difference between the frequency difference
between two signals received by respective sensors, namely ν12 = ω1−ω2 and ν13 = ω1−ω3.
The TDOA and FDOA can be computed accurately if the time and the frequency at
which the emitter begins transmitting are known. However, these information are often
unknown entities. Our problem is further worsened by the unknown noises corrupting and
contaminating our signals.
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The solution to this problem is by computing the cross-ambiguity function between the
signals received at two sensors. By keeping one of the received signals fixed in time, the
cross-ambiguity generates a series of numbers by either delaying or advancing the other
received signal with respect to the first signal. It is noted that the maximum number
occurs when the two signals are closely matched and this is the desired TDOA. In addition,
if the frequency is shifted also in the above process, a surface will be produced and the
maximum peak that occurs corresponds to a TDOA and a FDOA.
In [16], algorithms were proposed to estimate this peak of the cross-ambiguity function.
Since then, various other methods surfaced in the literature. As signals in practice are
often bandlimited, recently in [8], an accurate and efficient approach to estimate TDOA
and FDOA of bandlimited signals is developed. The strategy is to represent the bandlimited
signals in terms of their Shannon series, which gives an explicit series expansion of their
cross-ambiguity function. This explicit expression of the cross-ambiguity function enables
its maximum to be computed accurately and efficiently. In addition, the approach has been
found to be robust to noise.
Chapter2
Bases and Frames of Cross-Ambiguity
Functions
The behaviour of special classes of functions in different spaces has always been an in-
teresting topic of study. This chapter is dedicated to investigating the ambiguity/cross-
ambiguity function’s adaptability to a handful of selected spaces of L2(R2). We shall see
that many mathematical properties from sequences in L2(R) can be carried over to that of
ambiguity/cross-ambiguity functions in L2(R2). We kick start this chapter by introducing
the Ω map, which allows us to manipulate the ambiguity/cross-ambiguity functions so as
to ease our discussions in the L2(R2) space.
2.1 The Ω Map
The Ω map, to be defined below, will be a composite mapping from L2(R2) to L2(R2). To
aid us in our discussions, we introduce the following set of variables:
t = y − η
2















(s+ φ), ξ = s− φ. (2.1)
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With these variables on hand, we introduce a mapping Γ : L2(R2)→ L2(R2) such that for
any G(η, y) ∈ L2(R2),
(ΓG)(t, τ) := G(τ − t, 1
2
(t+ τ)) = f(t, τ).




























R |f(t, τ)|2dtdτ , which implies that ‖G‖2L2(R2) = ‖f‖2L2(R2).
Thus we conclude that Γ : L2(R2)→ L2(R2) is a unitary onto mapping. We are now ready
for the Ω map. For F ∈ L2(R2), define
(ΩF )(t, τ) := (Γ ◦ F∗2,2F )(t, τ) =
(F∗2,2F)(τ − t, t+ τ2
)







Since F∗2,2 and Γ are unitary mappings of L2(R2) onto L2(R2), using the fact that the
composition of two unitary operators is unitary, we conclude that Ω is a unitary mapping
from L2(R2) onto L2(R2).
Let us examine the inverse map Ω∗. Defining t and τ by (2.1) as before, we note that
for any f(t, τ) ∈ L2(R2),





) = G(η, y).
Thus











In short, the above Ω map is like a partial Fourier transform acting on the second
variable of any given function in L2(R2) followed by transforming the coordinates. In a
similar fashion, we introduce the Ω′ map, which involves a partial Fourier transform acting
on the first variable.
Define s = x+ ξ
2
and φ = x− ξ
2
as in (2.1). We introduce a mapping Γ′ : L2(R2)→ L2(R2)
such that for any G′(x, ξ) ∈ L2(R2),
(ΓG′)(s, φ) := G′(
1
2
(s+ φ), s− φ) = f ′(s, φ).
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R |f ′(s, φ)|2dsdφ, which implies that ‖G′‖2L2(R2) = ‖f ′‖2L2(R2).
We conclude that Γ : L2(R2)→ L2(R2) is a unitary onto mapping. Now for any F ∈ L2(R2),
define
(Ω′F )(s, φ) := (Γ′ ◦ F∗2,1F )(s, φ) =
(F∗2,1F)(s+ φ2 , s− φ
)







Since F∗2,1 and Γ′ are unitary mappings of L2(R2) onto L2(R2), Ω′ is a unitary mapping
from L2(R2) onto L2(R2).
The next theorem shows that any cross-ambiguity function can be broken down into
its respective components using the Ω map. By replacing u = v, the theorem holds for
ambiguity function as well.
Theorem 2.1. If Au,v is a cross-ambiguity function, then
(ΩAu,v)(t, τ) = u(t)v(τ) (2.5)
and
(Ω′Au,v)(s, φ) = uˆ(s)vˆ(φ). (2.6)
Proof: Since Au,v ∈ L2(R2) by (1.22), it follows from (2.2), the relations in (2.1) and (1.19)
that
(ΩAu,v)(t, τ) = (F∗2,2Au,v)
(
τ − t, t+ τ
2
)
























as required. Similarly, from (2.4) and Lemma 1.36,
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Remark. We note that if Au,v(x, ·) ∈ L1(R) and Au,v(·, y) ∈ L1(R) for almost every










Armed with the definition of the Ω map, we are ready to show the relationship between
the closed linear spans of the sequence {um(t)vn(τ)}m,n∈Z and the corresponding cross-
ambiguity functions. For the sake of convenience, we introduce the following notations.
Given {um}m∈Z, {vn}n∈Z ∈ L2(R), we let the respective closed linear spans be U and V ,
that is,
U := clos〈{um}m∈Z〉 (2.7)
and
V := clos〈{vn}n∈Z〉. (2.8)
Note that both U and V are closed subspaces of L2(R). Denoting the cross-ambiguity
function Aum,vn by Am,n, we let X be the closed linear span of the sequence {Am,n}m,n∈Z,
that is,
X := clos〈{Am,n}m,n∈Z〉. (2.9)
Now for any m,n ∈ Z, define the tensor product of um and vn by
Bm,n(t, τ) := (um ⊗ vn)(t, τ) = um(t)vn(τ), (t, τ) ∈ R2,
and let
Y := clos〈{Bm,n}m,n∈Z〉. (2.10)
The following theorem shows that X and Y are related by Ω and its inverse.
Theorem 2.2. The unitary operators Ω and Ω∗ of (2.2) and (2.3) map X onto Y and Y
onto X respectively, that is,
Ω : X → Y and Ω∗ : Y → X.
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Proof: We first show that ΩX ⊂ Y . For any F (η, ξ) ∈ X, there exists a sequence {Fj}j∈N,












as j tends to ∞. Applying the unitary operator Ω throughout (2.11) and from (2.5) of













which tends to 0 as j tends to ∞. Therefore, ΩF lies in Y and it follows that ΩX ⊂ Y .
On the other hand, for any f(t, τ) ∈ Y , there exists a sequence {fk}k∈N, where for each












as k tends to ∞. Applying the unitary operator Ω∗ throughout (2.12) and from (2.5) of














which tends to 0 as k tends to ∞. Hence, Ω∗f lies in X and we conclude that Ω∗Y ⊂ X.
Applying Ω on both sides of Ω∗Y ⊂ X, we have ΩΩ∗Y ⊂ ΩX, which is Y ⊂ ΩX. We
conclude that Y = ΩX and so X = Ω∗Y .
Although we have difficulty in finding an explicit expression for X, we do know from the
following proposition that all cross-ambiguity functions of functions in U and V lie inside
X. In some practical applications, these cross-ambiguity functions are exactly the elements
of X which are of interest.
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Proposition 2.3. With U, V and X as in (2.7), (2.8) and (2.9), the collection of cross-
ambiguity functions {Af,g ∈ L2(R2) : f ∈ U, g ∈ V } lies inside the subspace X.
Proof: For any f ∈ U and g ∈ V , there exists a sequence {fj}j∈N in 〈{um}m∈Z〉 and
{gj}j∈N in 〈{vn}n∈Z〉 such that fj → f and gj → g. We claim that Afj ,gj → Af,g. Observe
that
Af,g −Afj ,gj = Af−fj ,g +Afj ,g −Afj ,gj = Af−fj ,g +Afj ,g−gj
= Af−fj ,g +Af,g−gj −Af,g−gj +Afj ,g−gj
= Af−fj ,g +Af,g−gj −Af−fj ,g−gj .
Then by the triangle inequality and Theorem 1.37,
‖Af,g −Afj ,gj‖L2(R2) ≤ ‖Af−fj ,g‖L2(R2) + ‖Af,g−gj‖L2(R2) + ‖Af−fj ,g−gj‖L2(R2)
= ‖f − fj‖L2(R)‖g‖L2(R) + ‖f‖L2(R)‖g − gj‖L2(R) + ‖f − fj‖L2(R)‖g − gj‖L2(R),
which tends to 0 as j →∞. But each Afj ,gj lies in the linear span 〈{Am,n}m,n∈Z〉. Hence,
Af,g ∈ X.
In this section, we have seen how the Ω map allows us to travel freely from the sub-
space X to the subspace Y , breaking down cross-ambiguity functions into their respective
components. The flexibility of the Ω map will come in handy in the next section when we
handle different kinds of subspaces of L2(R2), some of which are impossible to deal with
without any referencing from the subspace Y .
2.2 Ambiguity Functions in Subspaces
In Section 2.1, in order to construct the cross-ambiguity functions {Am,n}m,n∈Z, we start
off with two sequences, {um}m∈Z and {vn}n∈Z, both of which lie in L2(R). A natural
question to ask is: if we begin with sequences {um}m∈Z and {vn}n∈Z with some special
properties in some subspaces of L2(R), will the corresponding cross-ambiguity functions
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enjoy similar properties in some subspace of L2(R2)? The answer is positive and this
section is dedicated to investigating the subspaces generated by specific classes of initial
sequences {um}m∈Z, {vn}n∈Z of L2(R).
2.2.1 Orthonormal Bases
We begin with the case when the initial sequences form orthonormal bases for their respec-
tive subspaces.
Theorem 2.4. Suppose {um}m∈Z and {vn}n∈Z are orthonormal bases for their respective
closed linear spans U and V . Then {Am,n}m,n∈Z is an orthonormal basis for its closed linear
span X.
Proof: We first show the orthogonality relation of {Am,n}m,n∈Z. For any Am1,n1 , Am2,n2 ,
where m1,m2, n1, n2 ∈ Z, by (1.21), we have
〈Am1,n1 , Am2,n2〉 = 〈Aum1 ,vn1 ,Aum2 ,vn2 〉 = 〈um1 , um2〉〈vn1 , vn2〉 = δum1 ,um2 · δvn1 ,vn2 ,
where the last expression follows from the orthogonality relations of {um}m∈Z and {vn}n∈Z.
Since X = clos〈{Am,n}m,n∈Z〉, it follows from Theorem 1.2 that {Am,n}m,n∈Z forms an
orthonormal basis for X.
With this general result in our bag, we now focus on a special class of orthonormal bases
which has many practical applications.
2.2.2 Orthonormal Bases for PWa
For any a > 0, the Paley-Wiener space, denoted by PWa, is defined as
PWa := {f ∈ L2(R) : suppfˆ ⊆ [−a, a]}.
This is the space of all functions whose Fourier transforms have support restricted to the
interval [−a, a]. In signal analysis, this means the frequencies of such signals are limited
to the range [−a, a]. For any f in PWa, f is then said to be a-bandlimited. The space
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PWa is a closed subspace of L
2(R), and therefore a Hilbert space. The leading example of
a function in PWa is the sinc function,




With respect to the sinc function, PWa is a reproducing kernel Hilbert space, that is,
PWa = {f ∈ L2(R) : 2a(f ∗ k) = f},
where ∗ denotes the convolution operator (see for instance [3]).
For some a, b > 0, let {um}m∈Z and {vn}n∈Z be orthonormal bases for PWa and PWb
respectively. Since PWa and PWb are closed subspaces of L
2(R), by Proposition 1.17, the
subspaces U and V defined in (2.7) and (2.8) satisfy U = PWa and V = PWb. Thus,
Theorem 2.4 can be applied to the spaces PWa and PWb to give the following result.
Theorem 2.5. Suppose {um}m∈Z and {vn}n∈Z are orthonormal bases for PWa and PWb
respectively. Then {Am,n}m,n∈Z is an orthonormal basis for its closed linear span X.
Taking a closer look at Theorem 2.5, an interesting problem surfaces almost immediately.
What is the subspace X that the sequence of cross-ambiguity functions has formed an
orthonormal basis for? Can we say a bit more or even give a characterization for the
structure of X? Recall from Theorem 2.2 that X = Ω∗Y . Hence, the problem now reduces
to finding a characterization for Y and in doing so, we can describe X with the Ω∗ mapping.
Theorem 2.6. Suppose that {um}m∈Z and {vn}n∈Z are orthonormal bases for PWa and
PWb respectively. Then Y = {F ∈ L2(R2) : suppF2F ⊆ [−a, a]× [−b, b]}.
Proof: For any m,n ∈ Z, Bm,n ∈ Y and we note from Lemma 1.31 that for almost every
(η, ξ) ∈ R2,
(F2Bm,n)(η, ξ) = (F1um)(η) · (F1vn)(ξ) = (F1um)(η)(F1vn)(−ξ).
Since suppF1um ⊆ [−a, a] and suppF1vn ⊆ [−b, b], it follows that suppF2Bm,n ⊆ [−a, a]×
[−b, b]. Let Z := {F ∈ L2(R2) : suppF2F ⊆ [−a, a] × [−b, b]}. Then Bm,n ∈ Z. We
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also note that {Bm,n}m,n∈Z is an orthonormal sequence as for any m1,m2, n1, n2 ∈ Z,
〈Bm1,n1 , Bm2,n2〉 = 〈um1 , um2〉〈vn1 , vn2〉 = δ(m1,n1),(m2,n2).
We proceed to show that Z is closed in L2(R2). Let gj ∈ Z such that gj → f in L2(R2).
As gj ∈ Z, we have gˆj = 0 on R2\[−a, a] × [−b, b], which means
∫
R2\[−a,a]×[−b,b] |gˆj|2 = 0.
Since |gˆj − fˆ |2 − 2|fˆ − gˆj| · |gˆj|+ |gˆj|2 =
(
|gˆj − fˆ | − |gˆj|
)2
≥ 0, observe that
|fˆ |2 ≤
(
|fˆ − gˆj|+ |gˆj|
)2
≤ |gˆj − fˆ |2 + |gˆj|2 + 2|fˆ − gˆj| · |gˆj|
≤ |gˆj − fˆ |2 + |gˆj|2 + |gˆj − fˆ |2 + |gˆj|2 = 2|gˆj − fˆ |2 + 2|gˆj|2.
Consequently, by Parserval’s identity,∫
R2\[−a,a]×[−b,b]
|fˆ |2 ≤ 2
∫
R2\[−a,a]×[−b,b]







|gˆj − f |2 ≤ 2
∫
R2
|gˆj − fˆ |2 = 2
∫
R2
|gj − f |2 → 0
as j →∞. Hence, fˆ = 0 on R2\[−a, a]× [−b, b] which implies that f ∈ PWa. We conclude
that Z is a closed subspace of L2(R2) and hence, a Hilbert space.
Finally, to show {Bm,n}m,n∈Z is an orthonormal basis for Z, by Theorem 1.2, it suffices
to show that given any F ∈ Z with the property that for any m,n ∈ Z, 〈F,Bm,n〉 = 0, we
have F = 0. Now for any m,n ∈ Z, as F2,2 is an unitary operator from L2(R2) to L2(R2)
and from the fact that (F2,2Bm,n) (t, ξ) = F1(um(t)vn(·))(ξ) = um(t) (F1vn) (ξ), observe
that








































|(F2,2F )(t, ξ)|2 dtdξ = ‖F2,2F‖2L2(R2) = ‖F‖2L2(R2) <∞.
Hence, (2.13) implies that
0 = 〈cm,F1vn〉 = 〈F∗1 cm, vn〉 = 〈F∗1 cm, vn〉. (2.14)
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We wish to show that F∗1 cm ∈ PWb. Clearly, F∗1 cm ∈ L2(R). Next, observe that




Furthermore, as F2,1 ◦ F2,2 = F2 from Lemma 1.34 implies F2,2 = F∗2,1 ◦ F2, we have
(F2,2F )(t,−ξ) = (F∗2,1F2F )(t,−ξ) = F∗1 ((F2F )(·,−ξ))(t) = 0 if ξ 6∈ [−b, b],
because (F2F )(·,−ξ) = 0 when ξ 6∈ [−b, b]. It follows that F1(F∗1 cm)(ξ) = 0 when ξ 6∈
[−b, b] and so F∗1 cm ∈ PWb. Since {vn}n∈Z is an orthonormal basis for PWb, therefore
〈F∗1 cm, vn〉 = 0 for all n ∈ Z in (2.14) implies F∗1 cm = 0 and we conclude that cm = 0,
which holds for all m ∈ Z. It follows that for any m ∈ Z and for any fixed ξ,
〈(F2,2F )(·, ξ), um〉 = 0. (2.15)





|(F2,2F )(t, ξ)|2dtdξ = ‖F2,2F‖2L2(R2) = ‖F‖2L2(R2) <∞,
we have gξ = F2,2F (·, ξ) ∈ L2(R) for almost every ξ. Now since F2 = F2,1 ◦ F2,2, we have
(F1gξ)(η) = F1((F2,2F )(·, ξ))(η) = F2,1(F2,2F )(η, ξ) = (F2F )(η, ξ) = 0 if η 6∈ [−a, a].
Hence gξ ∈ PWa. Since {um}m∈Z is an orthonormal basis for PWa, 〈gξ, um〉 = 0 for all
m ∈ Z in (2.15) implies gξ = 0 and we conclude that F2,2F (·, ξ) = 0. As ξ is arbitrary in R,
F2,2F = 0 almost everywhere and it follows that F (η, ξ) = 0 for almost every (η, ξ) ∈ R2.
Using the Ω∗ mapping and the characterization of Y provided by Theorem 2.6, we have
X = Ω∗Y = {Ω∗F ∈ L2(R2) : suppF2F ⊆ [−a, a]× [−b, b]}.
2.2.3 Frames
The concept of frames is well liked by many researchers due to its flexibility in characterizing
spaces and thus, leading to many practical applications. In the next theorem, we look at
cross-ambiguity functions generated by frames and examine the frame properties present.
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Theorem 2.7. Suppose {um}m∈Z and {vn}n∈Z form frames for their respective closed linear
spans U and V . If Am,n = Aum,vn denotes the cross-ambiguity function generated by um
and vn, then {Am,n}m,n∈Z forms a frame for closed linear span X, that is, for any F ∈ X,






|〈F,Am,n〉|2 ≤ B‖F‖2L2(R2). (2.16)
Proof: Since Ω : X → Y , for any F ∈ X, let f = ΩF ∈ Y . Applying the unitary











|〈f(t, τ), um(t)vn(τ)〉|2 ≤ B‖f‖2L2(R2). (2.17)
Together with Lemma 1.8, it suffices to show that (2.17) holds for any dense subset of Y .
In this connection, since Y = clos〈{um(t)vn(τ)}m,n∈Z〉, we consider the function f(t, τ) =∑
(ν,n)∈I cν,nuν(t)vn(τ), where I is a finite subset of Z2. For any m ∈ Z, let hm(τ) :=∫





















cν,n〈uν , um〉vn(τ) ∈ clos〈{vn}n∈Z〉.
Since {vn}n∈Z is a frame for V = clos〈{vn}n∈Z〉, {vn}n∈Z is a frame for clos〈{vn}n∈Z〉. Thus




|〈hm, vn〉|2 ≤ B′‖hm‖2L2(R).

















|〈f(·, τ), um〉|2 ≤ B′′‖f(·, τ)‖2L2(R).
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∣∣∣∣2 dτ ≤ B′′‖f‖2L2(R2).




‖hm‖22 ≤ B′′‖f‖2L2(R2). (2.19)






|〈hm, vn〉|2 ≤ B′B′′‖f‖2L2(R2). (2.20)






































|〈f(t, τ), um(t)vn(τ)〉|2 ≤ B‖f‖2L2(R2)
where A = A′A′′ and B = B′B′′, and the theorem is proved.
We remark that if we begin with two tight frames {um}m∈Z and {vn}n∈Z, then it follows
that {Am,n}m,n∈Z is a tight frame for X by using the argument above as A′ = B′ = 1 and
A′′ = B′′ = 1.
With reference to [14], we shall look at the case where the frames involved in the con-
struction of cross-ambiguity functions are reciprocal to one another. More specifically, we
begin with a sequence {um}m∈Z, which forms a frame for U = clos〈{um}m∈Z〉 with frame
operator Su. We then denote the canonical dual frame of {um}m∈Z to be {u˜m}m∈Z, where
u˜m := S
−1
u um for m ∈ Z. Permutating the two reciprocal frames to form ambiguity/cross-
ambiguity functions, we have the following corollaries.
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Corollary 2.8. Suppose {um}m∈Z forms a frame for U = clos〈{um}m∈Z〉 with {u˜m}m∈Z the
corresponding canonical dual frame. If Am,n = Aum,u˜n denotes the cross-ambiguity function
generated by um and u˜n, then {Am,n}m,n∈Z forms a frame for X.
Proof: The result follows from Theorem 2.7 by letting {vn}n∈Z be {u˜n}n∈Z and V be
U . It is possible to take V to be U here because {u˜m}m∈Z is also a frame for U and by
Proposition 1.17, clos〈{u˜m}m∈Z〉 = U .
Corollary 2.9. Suppose {um}m∈Z forms a frame for U = clos〈{um}m∈Z〉. If Am,n = Aum,un
denotes the cross-ambiguity function generated by um and un, then {Am,n}m,n∈Z forms a
frame for X.
Proof: The proof follows from Theorem 2.7 by letting {vn}n∈Z be {un}n∈Z and V be U .
Corollary 2.10. Suppose {um}m∈Z forms a frame for U = clos〈{um}m∈Z〉 with {u˜m}m∈Z
the corresponding canonical dual frame. If Am,n = Au˜m,u˜n denotes the cross-ambiguity
function generated by u˜m and u˜n, then {Am,n}m,n∈Z forms a frame for X.
Proof: The proof follows from Theorem 2.7 by letting {um}m∈Z be {u˜m}m∈Z, {vn}n∈Z be
{u˜n}n∈Z and V be U . Note that {u˜m}m∈Z forms a frame for U and by Proposition 1.17,
clos〈{u˜m}m∈Z〉 = U .
We introduce the following proposition in preparation for Theorem 2.12.
Proposition 2.11. Suppose {um}m∈Z and {vn}n∈Z form frames for U = clos〈{um}m∈Z〉
and V = clos〈{vn}n∈Z〉 respectively. Let {u′m}m∈Z in U be another frame for U and
{v′n}n∈Z in V be another frame for V . Then X ′ = clos〈{Au′m,v′n}m,n∈Z〉 is exactly X =
clos〈{Aum,vn}m,n∈Z〉.
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µ∈Z |α(µ)|2 <∞ and
∑






α(µ)β(ν)Auµ,vν ∈ clos〈{Auµ,vν}µ,ν∈Z〉 = X.
So 〈{Au′m,v′n}m,n∈Z〉 ⊆ X which implies that clos〈{Au′m,v′n}m,n∈Z〉 ⊆ clos(X) = X. In other
words, X ′ ⊆ X.
Interchanging the role of {um}m∈Z and {vn}n∈Z with that of {u′m}m∈Z and {v′n}n∈Z results
in X ⊆ X ′ and the proposition is proved.
Like canonical dual frames, we wish to find conditions where cross-ambiguity functions
are reciprocal to one another. The next theorem illustrates our intention. We will need the
fact that if {um}m∈Z forms a frame for U with {u˜m}m∈Z the corresponding canonical dual
frame, then for any f ∈ U , f = ∑m∈Z〈f, u˜m〉um = ∑m∈Z〈f, um〉u˜m.
Theorem 2.12. Suppose {um}m∈Z and {vn}n∈Z form frames for their respective closed
linear spans U and V with {u˜m}m∈Z and {v˜n}n∈Z the corresponding canonical dual frames.
Let Am,n = Aum,vn and A˜m,n = Au˜m,v˜n denote the cross-ambiguity functions generated by
um, vn and u˜m, v˜n respectively. If Sx is the frame operator of the frame {Am,n}m,n∈Z for its
closed linear span X, then {A˜m,n}m,n∈Z is the corresponding canonical dual frame for X
and
SxA˜m,n = Am,n, (2.21)
for any m,n ∈ Z.
Proof: Since both {um}m∈Z and {u˜m}m∈Z are frames for U and {vn}n∈Z and {v˜n}n∈Z are
frames for V , it follows from Proposition 2.11 thatX = clos〈{Am,n}m,n∈Z〉 = clos〈{A˜m,n}m,n∈Z〉.
We first show that {Am,n}m,n∈Z and {A˜m,n}m,n∈Z are dual frames for X, that is, for any
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As both collections are frames by Theorem 2.7 and hence are Bessel sequences, the equation







Together with Lemma 1.11, the problem reduces to showing (2.23) for any dense subset of
X.
Since Ω : X → Y , for any F = ∑m,n∈I cm,nAm,n and G = ∑m,n∈J dm,nAm,n, where I





















〈f(t, τ), um(t)vn(τ)〉〈u˜m(t′)v˜n(τ ′), g(t′, τ ′)〉. (2.25)
It suffices to prove (2.25) for all f and g of the form (2.24).
For any m ∈ Z, let hm(τ) =
∫
R f(t, τ)um(t)dt and km(τ) =
∫
R g(t, τ)u˜m(t)dt. From
the proof of Theorem 2.7, we know that hm ∈ clos〈{vn}n∈Z〉. Since {vn}n∈Z is a frame
for V = clos〈{vn}n∈Z〉 with canonical dual {v˜n}n∈Z, {vn}n∈Z is a frame for clos〈{vn}n∈Z〉
with canonical dual {v˜n}n∈Z. Thus hm ∈ clos〈{vn}n∈Z〉 implies that hm =
∑
n∈Z〈hm, vn〉v˜n.


























g(t′, τ ′)u˜m(t′)v˜n(τ ′)dt′dτ ′
)
. (2.26)























〈f(t, τ), um(t)vn(τ)〉〈u˜m(t′)v˜n(τ ′), g(t′, τ ′)〉. (2.27)
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Note that the right-hand side of (2.27) is exactly the right-hand side of (2.25). Therefore,
it suffices to show 〈f, g〉 = ∑m∈Z〈hm, km〉.
With f of the form (2.24), since f(·, τ) ∈ U for almost every τ ∈ R, this implies that
f(·, τ) = ∑m∈Z〈f(·, τ), um〉u˜m. Then 〈f(·, τ), g(·, τ)〉 = ∑m∈Z〈f(·, τ), um〉〈u˜m, g(·, τ)〉 or
equivalently,∫
R














































which can be written as 〈f, g〉 = ∑m∈Z〈hm, km〉, as required.
To show (2.21), we first prove that for any m,n, l, k ∈ Z, 〈A˜m,n, Al,k〉 = 〈Am,n, A˜l,k〉.
Indeed, since the frame operator of {um}m∈Z, Su, and the frame operator of {vn}n∈Z, Sv,
are self-adjoint, by (1.21), we have
〈A˜m,n, Al,k〉 = 〈Au˜m,v˜n ,Aul,vk〉 = 〈u˜m, ul〉〈vk, v˜n〉 = 〈u˜m, Suu˜l〉〈Svv˜k, v˜n〉
= 〈Suu˜m, u˜l〉〈v˜k, Svv˜n〉 = 〈um, u˜l〉〈v˜k, vn〉 = 〈Am,n, A˜l,k〉. (2.29)












〈Am,n, A˜l,k〉Al,k = Am,n,
and the theorem is proved.
So far, our discussions on dual frames in Theorem 2.12 are restricted to that of the
canonical dual. We shall now look at more general duals.
We will employ two sets of dual frames for our construction process. Beginning with
two sequences {um}m∈Z and {vn}n∈Z which form frames for their respective closed linear
spans U and V , we denote corresponding dual frames in U and V to be {u˜m}m∈Z and
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n∈Z〈g, vn〉v˜n. Revisiting Theorem 2.12, we have the following
result. Its proof is essentially the same as that for the first half of Theorem 2.12.
Theorem 2.13. Suppose {um}m∈Z and {vn}n∈Z form frames for their respective closed
linear spans U and V with {u˜m}m∈Z and {v˜n}n∈Z corresponding dual frames in U and V .
Let Am,n = Aum,vn and A˜m,n = Au˜m,v˜n denote the cross-ambiguity functions generated by
um, vn and u˜m, v˜n respectively. Then {A˜m,n}m,n∈Z is a corresponding dual frame of the
frame {Am,n}m,n∈Z for its closed linear span X.
2.2.4 Riesz Bases
We now turn our attention to another class of functions, namely, the Riesz bases.
Theorem 2.14. Suppose {um}m∈Z and {vn}n∈Z form Riesz bases for their respective closed
linear spans U and V . If Am,n = Aum,vn denotes the cross-ambiguity function generated by
um and vn, then {Am,n}m,n∈Z is a Riesz basis for its closed linear span X.
Proof: Since{um}m∈Z and {vn}n∈Z are Riesz bases for U and V , they form frames for
U and V respectively. By Theorem 2.7, {Am,n}m,n∈Z forms a frame for X, and therefore
satisfies the hypothesis of Lemma 1.13. We note that since {um}m∈Z and {vn}n∈Z are Riesz
bases for U and V respectively, both sequences are frames and therefore by Lemma 1.13,
biorthogonal to their canonical duals {u˜m}m∈Z and {v˜n}n∈Z. Using Theorem 1.37 and
Theorem 2.12, we have
〈Am,n, S−1x Am′,n′〉 = 〈Aum,vn , S−1x Aum′ ,vn′ 〉 = 〈Aum,vn ,Au˜m′ ,v˜n′ 〉 = 〈um, u˜m′〉〈vn, v˜n′〉 = δm,m′ · δn,n′ ,
and the result follows by an application of Lemma 1.13.
2.2.5 Biorthogonal Bases
Next, we investigate the parallel problem for biorthogonal Riesz bases. Note that in this
case, the closed linear spans of {Am,n}m,n∈Z and {A˜m,n}m,n∈Z need not be the same.
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Theorem 2.15. Suppose {um}m∈Z and {u˜m}m∈Z form biorthogonal Riesz bases for their
respective closed linear spans U and U˜ , and {vn}n∈Z and {v˜n}n∈Z form biorthogonal Riesz
bases for their respective closed linear spans V and V˜ . Let Am,n = Aum,vn and A˜m,n =
Au˜m,v˜n denote the cross-ambiguity functions generated by um, vn and u˜m, v˜n respectively.
Then {Am,n}m,n∈Z and {A˜m,n}m,n∈Z form biorthogonal Riesz bases for their respective closed
linear spans X and X˜.
Proof: By Theorem 2.14, we note that {Am,n}m,n∈Z and {A˜m,n}m,n∈Z form Riesz bases for
X and X˜ respectively. Hence, we are left to show the biorthogonality relation between the
cross-ambiguity functions Am,n and A˜m,n. For any m,m
′, n, n′ ∈ Z, by the biorthogonality
of {um}m∈Z and {u˜m}m∈Z, and {vn}n∈Z and {v˜n}n∈Z, it follows from (1.21) that
〈Am,n, A˜m′,n′〉 = 〈Aum,vn ,Au˜m′ ,v˜n′ 〉 = 〈um, u˜m′〉〈v˜n′ , vn〉 = δm,m′ · δn′,n,
and the theorem is proved.
With that, we wrap up our discussions on subspaces and move on to the whole space
L2(R) in the next section.
2.3 Ambiguity Functions in L2(R2)
In this section, we aim to generalize the results on subspaces of L2(R) in Section 2.2 to the
whole space L2(R). Some of the results in this section, such as cross-ambiguity functions
forming orthonormal bases (Theorem 2.17) and frames (Theorems 2.18 and 2.19) for L2(R2)
are already known (see [14] and [17]), albeit with proofs which are fairly complicated. We
seek to resolve this problem using an easier method and this is achieved by tapping on the
theorems proved in the previous section.
2.3.1 Orthonormal Bases
Let us first state without proof the following theorem (see [6]), which gives a relationship
between orthonormal bases in L2(R) and L2(R2).
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Theorem 2.16. Suppose {um}m∈Z and {vn}n∈Z are orthonormal bases for L2(R). Let
Bm,n(t, τ) := um(t)vn(τ), for (t, τ) ∈ R2. Then {Bm,n}m,n∈Z is an orthonormal basis for
L2(R2).
Using Theorem 2.16, we give the result for cross-ambiguity functions.
Theorem 2.17. Suppose {um}m∈Z and {vn}n∈Z are orthonormal bases for L2(R). Then
{Am,n}m,n∈Z is an orthonormal basis for L2(R2).
Proof: By Theorem 2.4, it suffices to show that X = L2(R2), where X is the closed
linear span of {Am,n}m,n∈Z. Clearly, X ⊆ L2(R2). We proceed by showing the opposite
implication, L2(R2) ⊆ X. For any F ∈ L2(R2), since Ω is a unitary onto operator from
L2(R2) to L2(R2), there exists f ∈ L2(R2) such that f = ΩF . By Theorem 2.16, since











































which tends to 0 as N tends to infinity. We conclude that F ∈ X.
Hence, the above result shows that the cross-ambiguity functions from two orthonormal
bases for L2(R) form an orthonormal basis for L2(R2).
2.3.2 Frames
As in the previous subsection, we also extend the result in Theorem 2.7 to the whole space,
that is, the cross-ambiguity functions from two frames for L2(R) form a frame for L2(R2).
Theorem 2.18. Suppose {um}m∈Z and {vn}n∈Z form frames for L2(R). Then X = L2(R2),
where X is as defined in (2.9), and {Am,n}m,n∈Z forms a frame for L2(R2).
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Proof: We claim that Y = clos〈{um(t)vn(τ) : m,n ∈ Z}〉 = L2(R2). Indeed, for any
f ∈ L2(R2), by Fubini’s theorem, for a fixed τ ∈ R, f(·, τ) ∈ L2(R). Since {um}m∈Z forms




〈f(·, τ), S−1u um〉um.


















where Au is the lower frame bound for the frame {uν}ν∈Z. Let Sv be the frame operator
of {vn}n∈Z. Since hm(τ) ∈ L2(R), hm(τ) ∈ L2(R) and there exists {dm,n}n∈Z such that∑
n∈Z |dm,n|2 <∞ and hm(τ) =
∑



























































|f(t, τ)|2dtdτ = 1
AuAv
‖f‖22 <∞,
where Av be the lower frame bound for the frame {vn}n∈Z, and Fubini’s and Tonelli’s
Theorems are used to justify the interchange of integral and summation signs. Hence,
(2.30) implies that f(t, τ) lies in Y .
By Theorem 2.7, it suffices to show that X as defined in (2.9) is exactly L2(R2). Clearly,
X ⊆ L2(R2). We proceed by showing the opposite implication, L2(R2) ⊆ X. Take F (η, ξ) ∈
L2(R2). Since Ω is a unitary onto operator from L2(R2) to L2(R2), there exists f ∈ L2(R2)
such that f = ΩF . As Y = L2(R2) and so f ∈ Y , we conclude from Theorem 2.2 that
F = Ω∗f ∈ X.
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We now extend Theorem 2.12 to that of the whole space, and we focus on recovering
the result in [14].
Theorem 2.19. Suppose {um}m∈Z forms a frame for L2(R) with {u˜m}m∈Z the correspond-
ing canonical dual frame. Let Am,n = Aum,u˜n and A˜m,n = Au˜m,un denote the cross-ambiguity
functions generated by um, u˜n and u˜m, un respectively. If Sx is the frame operator of the
frame {Am,n}m,n∈Z for L2(R2), then {A˜m,n}m,n∈Z is the corresponding canonical dual frame
for L2(R2) and
SxA˜m,n = Am,n,
for any m,n ∈ Z.
Proof: By letting {vn}n∈Z be {u˜m}m∈Z in Theorem 2.18, we conclude that X = L2(R2).
Hence the result follows from Theorem 2.12.
For more general dual frames, we have the following result.
Theorem 2.20. Suppose {um}m∈Z and {vn}n∈Z form frames for L2(R) with {u˜m}m∈Z and
{v˜n}n∈Z corresponding dual frames. Let Am,n = Aum,vn and A˜m,n = Au˜m,v˜n denote the
cross-ambiguity functions generated by um, vn and u˜m, v˜n respectively. If {Am,n}m,n∈Z forms
a frame for L2(R2), then {A˜m,n}m,n∈Z is a corresponding dual frame.
Proof: By Theorem 2.18, we conclude that X = L2(R2). Hence the result is a consequence
of Theorem 2.13.
2.3.3 Riesz Bases
We turn our attention to the Riesz basis case.
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Theorem 2.21. Suppose {um}m∈Z and {vn}n∈Z form Riesz bases for L2(R). If Am,n =
Aum,vn denotes the cross-ambiguity function generated by um and vn, then {Am,n}m,n∈Z is
a Riesz basis for L2(R2).
Proof: Since {um}m∈Z and {vn}n∈Z are Riesz bases for L2(R), they are frames for L2(R).
By Theorem 2.18, X = L2(R2). Hence Theorem 2.14 gives the result.
2.3.4 Biorthogonal Bases
With reference to Theorem 2.15, we have the following result for the whole space.
Theorem 2.22. Suppose {um}m∈Z and {u˜m}m∈Z form biorthogonal Riesz bases for L2(R),
and so do {vn}n∈Z and {v˜n}n∈Z. Let Am,n = Aum,vn and A˜m,n = Au˜m,v˜n denote the cross-
ambiguity functions generated by um, vn and u˜m, v˜n respectively. Then {Am,n}m,n∈Z and
{A˜m,n}m,n∈Z form biorthogonal Riesz bases for L2(R2).
Proof: As in the proof of Theorem 2.21, X = clos〈{Am,n}m,n∈Z〉 = L2(R2) and X˜ =
clos〈{A˜m,n}m,n∈Z〉 = L2(R2). The result is an immediate consequence of Theorem 2.15.
In this chapter, we have looked at how cross-ambiguity functions inherit the different
properties of the sequences they are built from. With the above discussions in mind, we are
now ready to look at a few examples of cross-ambiguity functions constructed from special
functions in the next chapter.
Chapter3
Characterizing Ambiguity Functions
Ambiguity functions play important, fundamental roles in many areas of mathematical
research. They are indispensable in the discussions of mathematical radar theory, the
Wigner distributions and are even credited for the discovery of the uncertainty principle
of quantum theory. Furthermore, certain special classes of ambiguity functions can be
computed easily, which are useful for practical applications. With this in mind, this chapter
looks at several different classes of ambiguity functions and the corresponding ambiguity
and cross-ambiguity functions they characterize. We end the chapter with some results
about the set of ambiguity functions.
3.1 Orthonormal Bases for PWa
Recall from Section 2.2.2 that PWa is the space PWa = {f ∈ L2(R) : suppfˆ ⊆ [−a, a]}. A
leading example in PWa is the sinc function




In the subject of sampling, the sinc function φ in (3.1) is important for its role in the
classical sampling theorem (see [3]). Also known as the Shannon’s sampling theorem, it
gave important information such as the minimum sampling rate, which is called the Nyquist
rate, required for perfect reconstruction of functions in PWa based on their sampled values.
We state without proof this remarkable theorem, specialized to the situation of interest of
46
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the current section.
Theorem 3.1. Let 0 < a ≤ 1
2














We note that {f(n)}n∈Z is a sequence in l2(Z).
From (3.1), the translates of the function φ is defined to be
φn(t) = Tnφ(t) = φ(t− n),
for any n ∈ Z. In relation to Theorem 3.1, it is also known that the collection of functions
{φn}n∈Z forms an orthonormal basis for PWa, where 0 < a ≤ 12 .



















e2piix(a+y) − e−2piixa) , if −2a ≤ y < 0,
0, otherwise.
(3.2)






























Since Tτf(t) = f(t − τ) and Mγf(t) = e2piiγtf(t), by the commutator relations, we have
T̂τf(w) = e















φ(γ + y) = e−piix(γ+y)φˆ(γ + y), (3.4)







φ(γ) = epiixγφˆ(γ). (3.5)
We claim that φˆ(γ) = 1
2a
































)e−2piiy·(γ) = e−piix(γ+y) · 1
2a




























We now consider the different cases of y. If y < −2a or y > 2a, then [−a−y, a−y]∩ [−a, a]
is empty and consequently, Aφ(x, y) = 0. If 0 ≤ y ≤ 2a, then [−a − y, a − y] ∩ [−a, a] =
[−a, a− y] and hence,























e2piixa − e−2piix(a−y)) ,
as required. If −2a ≤ y < 0, then [−a− y, a− y] ∩ [−a, a] = [−a− y, a] and hence,























e2piix(a+y) − e−2piixa) ,
and the theorem is shown.
For any m,n ∈ Z, the cross-ambiguity function of φm and φn is defined to be
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The following theorem shows that any cross-ambiguity function of the form (3.6) can be
expressed in terms of the ambiguity function given in (3.2).
Theorem 3.3. For any m,n ∈ Z, the cross-ambiguity function Am,n(x, y) given in (3.6)
can be written as Am,n(x, y) = e










e2pii(x+m−n)(a+y) − e−2pii(x+m−n)a) , if −2a ≤ y < 0,
0, otherwise.
(3.7)

















Let u = t− m+n
2













= e−piiy(m+n) · Aφ(x+m− n, y),
as required. Equation (3.7) follows from an application of Theorem 3.2.
The first part of Theorem 3.3 shows the general relationship between the ambiguity
function generated by a function φ and the cross-ambiguity function generated by any two
translates of the same function φ. The following theorem describes the representation of
the ambiguity or cross-ambiguity functions generated by any given functions in PWa using
the ambiguity function defined in (3.2). Note that by Shannon’s sampling theorem, for
0 ≤ a ≤ 1
2





Theorem 3.4. Let 0 < a ≤ 1
2
. For any p, q ∈ PWa, the corresponding ambiguity and
cross-ambiguity functions generated by p and q can be written as





p(m)p(n) · e−piiy(m+n) · Aφ(x+m− n, y) (3.8)
and





p(m)q(n) · e−piiy(m+n) · Aφ(x+m− n, y), (3.9)
where the convergence is in the L2(R2)-norm.
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Proof: As (3.8) is a special case of (3.9), it suffices to establish (3.9). For any p, q ∈ PWa,
and for some M,N ∈ N, let






p(m)q(n)e−piiy(m+n)Aφ(x+m− n, y). (3.10)
By Theorem 3.3, (3.10) has another formulation,






where pM(t) = 2a
∑M
m=−M p(m)φm(t) and qN(t) = 2a
∑N
n=−N q(n)φn(t). Hence, checking
limM,N→∞ ‖Ap,q − AM,Np,q ‖2 = 0 reduces to verifying limM,N→∞ ‖Ap,q −ApM ,qN‖2 = 0. Now
by an application of triangle inequality and Theorem 1.37, we have
‖Ap,q −ApM ,qN‖L2(R2) = ‖Ap−pM ,q +ApM ,q−qN‖L2(R2) ≤ ‖Ap−pM ,q‖L2(R2) + ‖ApM ,q−qN‖L2(R2)
= ‖p− pM‖L2(R)‖q‖L2(R) + ‖pM‖L2(R)‖q − qN‖L2(R)
≤ ‖p− pM‖L2(R)‖q‖L2(R) + (‖p− pM‖L2(R) + ‖p‖L2(R))‖q − qN‖L2(R) → 0,
as M,N tends to infinity and the theorem is proved.
Hence, for any p, q ∈ PWa, the corresponding ambiguity or cross-ambiguity functions
can be expressed as a series which involves integer-shift translations of the x variable of the
ambiguity function given in (3.2).
Now suppose that {um}m∈Z, {vn}n∈Z form orthonormal bases for U = PWa and V =
PWb respectively, where a, b > 0. Define Bm,n(t, τ) := um(t)vn(τ) and recall from The-
orem 2.6 that if Y = clos〈{Bm,n}m,n∈Z〉, then Y is exactly {F ∈ L2(R2) : suppF2(F ) ⊆
[−a, a] × [−b, b]}. We have seen previously in Theorem 2.5 that the collection of cross-
ambiguity functions {Am,n}m,n∈Z (generated by orthonormal bases {um}m∈Z and {vn}n∈Z)
forms an orthonormal basis for X, where X = Ω∗Y , the inverse mapping of Ω defined in
(2.3) acting on Y .
Now, we take 0 < a = b ≤ 1
2
and let um = φm and vn = φn. Since {φm}m∈Z forms an
orthonormal basis for PWa, given any F (x, y) ∈ X, we have











n∈Z |γ(m,n)|2 <∞. We proceed to characterize the ambiguity functions of
X in the following theorem.
Theorem 3.5. Let 0 < a ≤ 1
2
. For any F (x, y) ∈ X, F (x, y) of the form (3.11) converges
in the L2(R2)-norm to an ambiguity function if and only if for any m,n, k ∈ Z,
γ(m,m) ≥ 0, (3.12)
γ(m,n) = γ(n,m), (3.13)
γ(m,n)γ(k,m) = γ(m,m)γ(k, n). (3.14)
Proof: If F (x, y) ∈ X is an ambiguity function, then there exists p ∈ PWa such that










m∈Z |α(m)|2 < ∞ and α(m) = 2ap(m), m ∈ Z. We
now compare the coefficients of Am,n in (3.11) and (3.15) as {Am,n}m,n∈Z is an orthonormal
basis of X. When m = n, we have γ(m,m) = α(m)α(m) = |α(m,m)|2 ≥ 0, which is
(3.12). For fixed m,n ∈ Z, γ(m,n) = α(m)α(n) and γ(n,m) = α(n)α(m). We conclude
that γ(m,n) = γ(n,m), which is (3.13). To prove the last expression (3.14), since for fixed
m,n ∈ Z, γ(m,n) = α(m)α(n) and for fixed k,m ∈ Z, γ(k,m) = α(k)α(m), observe that
γ(m,n)γ(k,m) = |α(m)|2α(n)α(k) = γ(m,m)γ(k, n).
On the other hand, suppose F (x, y) ∈ X of the form (3.11) satisfies (3.12) to (3.14).
If γ(m,m) = 0 for every m ∈ Z, then (3.13) and (3.14) imply that for every m,n ∈ Z,
|γ(m,n)|2 = γ(m,n)γ(m,n) = γ(m,n)γ(n,m) = γ(m,m)γ(n, n) = 0. Hence, F (x, y) is the
zero function. If there exists k ∈ Z such that γ(k, k) > 0, let α(m) = γ(m,k)√
γ(k,k)
. By (3.14),
we have γ(m,n) = γ(k,n)γ(m,k)
γ(k,k)
= α(m)α(n). Therefore, F (x, y) is an ambiguity function
and the theorem follows.
In this section, we have investigated the ambiguity and cross-ambiguity functions in
the Paley-Wiener space and classified them accordingly. An interesting point to note is
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the versatility of the all important sinc function in representing the ambiguity and cross-
ambiguity functions. The techniques used in this section will be employed to investigate the
entire space L2(R) for the cases of orthonormal bases and frames in the upcoming sections.
3.2 Alternative Series Expansions for PWa
In Section 3.1, the Shannon’s sampling theorem gives us an idea of reconstructing functions
using a sinc function to create an orthonormal basis for PWa. This is a beautiful but often
impractical mathematical result due to the rigidity of the sinc function. In this section,
we shall extend Theorem 3.1 with another function which has a more gradual cutoff in the
Fourier domain, which results in a faster decay in the time domain. We state without proof
the following Regular Sampling Extension Theorem (see [3]) in the context on hand.
Theorem 3.6. Let 0 < a ≤ 1
2
. Suppose that s ∈ PW 1
2
satisfies the condition sˆ = 1 on





where the convergence is in the L2(R)-norm.
Note that when a = 1
2
, Theorem 3.6 is precisely Shannon’s sampling theorem (The-
orem 3.1). However, for the case when a < 1
2
, Theorem 3.6 provides alternative series






1−2a , if γ ∈ [−12 ,−a],




1−2a , if γ ∈ [a, 12 ],
0 otherwise.
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Proof: Breaking (3.16) into three parts and taking the inverse Fourier transform part by









































e−2piita − e−piit)) . (3.17)
For the second part of (3.16),∫
R
χ[−a,a](γ) · e2piitγdγ =
∫ a
−a
e2piitγdγ = 2a sinc(2pita). (3.18)







































epiit − e2piita)) . (3.19)




















































(e−2piita + e2piita − e−piit − epiit)
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as required.
Thus, when a < 1
2
, sˆ has a more gradual cutoff than the Fourier transform of the sinc
function and s(t) = O( 1
t2
) as t→∞.
Theorem 3.8. For 0 < a < 1
2











takes the following form. If 1
6





f1(x, |y|), if 12 + a < |y| ≤ 1,
f2(x, |y|), if 2a < |y| ≤ 12 + a,
f3(x, |y|), if 12 − a < |y| ≤ 2a,
f4(x, |y|), if 0 ≤ |y| ≤ 12 − a,
(3.20)





f1(x, |y|), if 12 + a < |y| ≤ 1,
f5(x, |y|), if 12 − a < |y| ≤ 12 + a,
f6(x, |y|), if 2a < |y| ≤ 12 − a,



















(−2piixy − 2pi2x2y + pi2x2 + 2 + 4pi2x2ya+ 4piixa














epiix(2a+1) (−2piixy + piix− 1 + 2piixa) + e2piixy) ,









(−2piixy − 2pi2x2y + pi2x2 + 2 + 4pi2x2ya


















epiix (2piixy + 2) + e2piix(y+a)
(
2piixy − 2piix− 2pi2x2y + pi2x2







4e2piix(y+a) (2piixy + 2piixa− 1− piix) + 4e2piixa (1 + piix− 2piixa) +









2piixy − 2piix+ 2pi2x2y − pi2x2 + 2 + 4pi2x2a− 4pi2x2ya+











2piixy − 2pi2x2y + pi2x2 + 2 + 4pi2x2ay − 4piixa− 4pi2x2a2)+
e2piixy (2piixy − 2− 2piix))+ e−piixy
2piix
(







epiix + e−2piix(a−y) (piix+ 2piixa− 2piixy)) ,








epiix (2piixy + 2) + e2piix(y+a) (2piixy − 2piix−
















pi2x2 + 2− 2piixy − 2pi2x2y+











2piixy − 2piix+ 2pi2x2y − pi2x2 + 2 + 4pi2x2a− 4pi2x2ay+









epiix (2piixy + 2) + e2piix(y+a) (2piixy − 2piix−

















e2piixy (piix− 1− 2piixa)







e2piixy (2piixy − 2)
+e−piix(2a−1)
(
2piixy − 2piix+ 2pi2x2y − pi2x2 + 2 + 4pi2x2a− 4pi2x2ay+
4piixa− 4pi2x2a2)) .
Proof: Since sˆ is real-valued, it follows from Lemma 1.36 that for all (x, y) ∈ R2,









This implies that As(x,−y) = As(x, y). Thus it suffices to establish (3.20) and (3.21) for
y ≥ 0.
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)(γ) = epiixγ sˆ(γ). (3.24)
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We shall study (3.25) in greater detail. Now observe that if the support of the first
three characteristics functions in (3.25) does not overlap with the support of the next three
characteristics functions, then As = 0. This occurs when 12 − y < −12 or 12 < −12 − y, which
implies that 1 < y or y < −1. On the other hand, for −1 ≤ y ≤ 1, after multiplying out
the product in the integrand of (3.25), the number of terms obtained depends on the value
of y, which we now examine. We now consider the following cases.
First, we deal with 1
2
≤ 2a (or 2a ≥ 1
2
). Since 2a < 1 and 1
2
≤ 2a, it follows that
0 < 1
2
− a and 1
2
− a ≤ a which lead to 0 < 1
2
− a ≤ a. Next, as 2a < 1 implies 2a < 1
2
+ a
and together with 1
2
≤ 2a, we have 1
2
≤ 2a < 1
2
+ a. To see which region 1
2
+ a lies in, since
2a < 1 implies 1
2
+ a < 1, this gives, 2a < 1
2
+ a < 1.
We now consider the subcases (i) 1
2




−a ≤ y ≤ 2a,
and (iv) 0 ≤ y ≤ 1
2
−a, separately and only the detailed arguments for the first subcase will
be shown as the rest of the calculations are similar and straightforward though tedious.
For subcase (i) where 1
2
+ a ≤ y ≤ 1, since 1
2
− a ≤ 1
2













− y ≤ −a.
Hence, (3.25) becomes


























For subcase (ii) where 2a ≤ y ≤ 1
2
+ a, (3.25) gives




































For subcase (iii) where 1
2
− a ≤ y ≤ 2a, (3.25) reduces to



































dγ = f3(x, y).
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Finally for subcase (iv) where 0 ≤ y ≤ 1
2
− a, (3.25) becomes



















































Next, we consider the region 2a ≤ 1
2
≤ 3a (or 1
3
≤ 2a ≤ 1
2
). Although the arguments
are different from that of the case when 2a ≥ 1
2
as different supports are considered, the
answers are the same as before.
Lastly, we handle 3a ≤ 1
2
(or 2a ≤ 1
3
). Then we have the following subcases (i) 1
2
+ a ≤
y ≤ 1, (ii) 1
2
− a ≤ y ≤ 1
2
+ a, (iii) 2a ≤ y ≤ 1
2
− a, and (iv) 0 ≤ y ≤ 2a.
We note that subcase (i) is similar to the subcase (i) of the case when 2a ≥ 1
2
. For
subcase (ii) where 1
2
− a ≤ y ≤ 1
2
+ a, calculations reveal that (3.25) is




































As for subcase (iii) where 2a ≤ y ≤ 1
2
− a, (3.25) becomes


























































3.3 Orthonormal Bases for L2(R) 60
Finally for subcase (iv) where 0 ≤ y ≤ 2a, (3.25) yields

















































For any m,n ∈ Z, the cross-ambiguity function of um and un is defined to be









Similar to Theorem 3.3, the following theorem shows that any cross-ambiguity function of
the form (3.26) can be expressed in terms of the ambiguity function given in (3.20) when
1
6
≤ a < 1
2
and (3.21) when 0 < a < 1
6
.
Theorem 3.9. For any m,n ∈ Z, the cross-ambiguity function Am,n(x, y) given in (3.26)
can be written as Am,n(x, y) = e
−piiy(m+n) · As(x+m− n, y).
Proof: The proof is the same as the first half of Theorem 3.3 as both involve integer
translates of a single function.
3.3 Orthonormal Bases for L2(R)
We now shift our focus to the useful and interesting Gabor system, which is instrumental
in the study of discrete time-frequency representations. Beginning with a given nonzero
window function in L2(R), a Gabor system is the collection of the translated and modulated
functions of the window function. We note that the Gabor system is also shift invariant
in this sense. We begin by studying orthonormal Gabor systems in this section before
proceeding to Gabor frames in Section 3.4.
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For any function θ, the modulates and translates of θ is defined to be
θm,n(t) := EmTnθ(t) = e
2piimtθ(t− n), (3.27)
for any m,n ∈ Z. We begin with the collection of functions {θm,n}m,n∈Z, where each
member θm,n depends on the two indices m and n, which forms an orthonormal basis for
L2(R). To this end, the simplest example would be the Haar function
θ(t) =






















, if |x| < 1,
0, if |x| ≥ 1.
(3.29)
Proof: If we let u = t− x
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−x](u) = 0 and consequently, Aθ(x, y) = 0. We now
consider the case where x is positive and |x| < 1. Then (3.30) becomes




















The argument for negative x is the same as above and hence, we have shown (3.29).
For any m1,m2, n1, n2 ∈ Z, the cross-ambiguity function of θm1,n1 and θm2,n2 is defined
to be
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The following theorem shows that any cross-ambiguity function of the form (3.31) can be
expressed in terms of the ambiguity function given in (3.29).
Theorem 3.11. For any m1,m2, n1, n2 ∈ Z, the cross-ambiguity function A(m1,n1),(m2,n2)(x, y)
given in (3.31) can be written as
A(m1,n1),(m2,n2)(x, y) = (−1)(n1+n2)(m1−m2)·e−pii((m1+m2)x−(n1+n2)y)·Aθ(x+n1−n2, y+m2−m1).



















− n1)e2piim2(t+x2 )θ(t+ x
2
− n2)e−2piiytdt.
Let u = t− n1+n2
2





θ(u− x+ n1 − n2
2
)θ(u+
x+ n1 − n2
2




θ(u− x+ n1 − n2
2
)θ(u+
x+ n1 − n2
2
) · e2piiu(m1−m2−y) · e−pii((m1+m2)x+(n1+n2)y)×
epii(n1+n2)(m1−m2)du
= epii(n1+n2)(m1−m2) · e−pii((m1+m2)x+(n1+n2)y)×∫
R
θ(u− x+ n1 − n2
2
)θ(u+
x+ n1 − n2
2
) · e−2piiu(y+m2−m1)du
= (−1)(n1+n2)(m1−m2) · e−pii((m1+m2)x−(n1+n2)y) · Aθ(x+ n1 − n2, y +m2 −m1),
as required.
As a consequence of Theorem 3.11, using the explicit expression given in (3.29), we have
the following observation.
Corollary 3.12. For any m1,m2, n1, n2 ∈ Z, the cross-ambiguity function A(m1,n1),(m2,n2)(x, y)
has the explicit expression
A(m1,n1),(m2,n2)(x, y)
= (−1)(n1+n2)(m1−m2) · e−pii((m1+m2)x−(n1+n2)y) · sin pi(1− |x+ n1 − n2|)(y +m2 −m1)
pi(y +m2 −m1)
in the region |x+ n1 − n2| < 1 and equals zero elsewhere.
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Proof: From (3.29), observe that
Aθ(x+ n1 − n2, y +m2 −m1) =

sinpi(1−|x+n1−n2|)(y+m2−m1)
pi(y+m2−m1) , if |x+ n1 − n2| < 1,
0, otherwise.
(3.32)
Substituting (3.32) into Theorem 3.11 proves the corollary.
In general, Theorem 3.11 shows the relationship between the ambiguity function gen-
erated by a function θ and the cross-ambiguity function generated by any two modulates
and translates of the same function θ. We remark that the next two theorems also hold
for any Gabor system of the form (3.27) forming an orthonormal basis for L2(R). The first
theorem describes the representation of the ambiguity or cross-ambiguity functions gener-
ated by any given functions in L2(R) using the ambiguity function defined in (3.29). We






























n∈Z |β(m,n)|2 < ∞. The corresponding










α(m1, n1)α(m2, n2) · (−1)(n1+n2)(m1−m2) · e−pii((m1+m2)x−(n1+n2)y)











α(m1, n1)β(m2, n2) · (−1)(n1+n2)(m1−m2) · e−pii((m1+m2)x−(n1+n2)y)
×Aθ(x+ n1 − n2, y +m2 −m1). (3.34)
Proof: The proof of this theorem is fairly similar to that of Theorem 3.4 and we are only in-
terested in proving (3.34) as (3.33) is a special case of (3.34). Now, instead of using sampled
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values p(m) and q(m) as in the proof of Theorem 3.4, α(m,n) and β(m,n) are employed
in the formulation of the partial sum of ApM1,N1 ,qM2,N2 , which has the representation









α(m1, n1)β(m2, n2)A(m1,n1),(m2,n2)(x, y),
for some M1,M2, N1, N2 ∈ N. An application of Theorem 3.11 and following the idea in
the proof of Theorem 3.4 gives us the result.
Hence, for any p, q ∈ L2(R), the corresponding ambiguity or cross-ambiguity functions
can be expressed as a series involving integer-shift translations of the x and y variables of
the ambiguity function given in (3.29).
Now suppose that {um}m∈Z, {vn}n∈Z form orthonormal bases for L2(R). If we define
Bm,n(t, τ) := um(t)vn(τ) and let Y = clos〈{Bm,n}m,n∈Z〉, then Y is equal to L2(R2) by
Theorem 2.16. We have seen previously from Theorem 2.17 that the collection of cross-
ambiguity functions {Am,n}m,n∈Z (generated by orthonormal bases {um}m∈Z and {vn}n∈Z)
forms an orthonormal basis for X = L2(R2), where X = Ω∗Y , the inverse mapping of Ω on
Y . Let um = θm and vn = θn. Since {θm}m∈Z forms an orthonormal basis for L2(R), given
any F (x, y) ∈ L2(R2), we have


















n2∈Z |γ((m1, n1), (m2, n2))|2 <∞. We proceed to character-
ize the ambiguity functions of L2(R2) in the following theorem.
Theorem 3.14. For any F (x, y) ∈ L2(R2), F (x, y) of the form (3.35) converges in the
L2(R2)-norm to an ambiguity function if and only if for any m1,m2,m3, n1, n2, n3 ∈ Z,
γ((m1, n1), (m1, n1)) ≥ 0,
γ((m1, n1), (m2, n2)) = γ((m2, n2), (m1, n1)),
γ((m1, n1), (m2, n2))γ((m3, n3), (m1, n1)) = γ((m1, n1), (m1, n1))γ((m3, n3), (m2, n2)).
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Proof: Suppose F (x, y) ∈ L2(R2) is an ambiguity function. Then there exists p ∈ L2(R)
such that


















n∈Z |α(m,n)|2 <∞. The rest of the
proof follows from Theorem 3.5 by replacing m, n and k by (m1, n1), (m2, n2) and (m3, n3)
respectively.
As with the sinc function in Section 3.1, the ambiguity functions generated by modulates
and translates of the Haar function are used to classify the ambiguity and cross-ambiguity
functions in L2(R2). This also works for any Gabor system forming an orthonormal basis
for L2(R). Some of these results on Gabor systems can be extended from orthonormal
bases to frames, which we will investigate in the next section.
3.4 Frames for L2(R)
Beginning with a fixed window function g ∈ L2(R), we denote the modulates and translates
of g by
gmb,na(t) := EmbTnag(t) = e
2piimbtg(t− na), (3.36)
where a, b > 0. Note that if a = b = 1, (3.36) becomes (3.27). If {gmb,na}m,n∈Z forms a
frame for L2(R), then the collection of functions is known as a Gabor frame, which is a
more relaxed condition as compared to the collection of functions {θm,n}m∈Z forming an
orthonormal basis for L2(R) in Section 3.3. A Gabor frame is also called a Weyl-Heisenberg
frame. We state without proof a few fundamental necessary/ sufficient conditions for
obtaining Gabor frames (see [4] and [9]).
Theorem 3.15. Let g ∈ L2(R) and a, b > 0 be given. Then the following hold:
(i) If ab > 1, then {gmb,na}m,n∈Z is not a frame for L2(R).
(ii) If {gmb,na}m,n∈Z is a frame, then ab = 1 if and only if {gmb,na}m,n∈Z is a Riesz basis.
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Theorem 3.16. Let g ∈ L2(R) and a, b > 0 be given. The Gabor system {gmb,na}m,n∈Z is
a frame for L2(R) if and only if {gm/a,n/b}m,n∈Z is a Riesz basis for its closed linear span.










g(x− na)g(x− na− k/b)
∣∣∣∣∣ <∞.

















then {gmb,na}m,n∈Z is a frame for L2(R) with bounds A,B.










Now for any a1, a2, b1, b2 > 0 and m1,m2, n1, n2 ∈ Z, the cross-ambiguity function of
gm1b1,n1a1 and gm2b2,n2a2 is defined to be
A(m1b1,n1a1),(m2b2,n2a2)(x, y)










As before, the following theorem shows that any cross-ambiguity function of the form (3.38)
can be expressed in terms of the ambiguity function given in (3.37).
Theorem 3.18. For any a1, a2, b1, b2 > 0 and m1,m2, n1, n2 ∈ Z, the cross-ambiguity
function A(m1b1,n1a1),(m2b2,n2a2)(x, y) given in (3.38) can be written as
A(m1b1,n1a1),(m2b2,n2a2)(x, y) = (−1)(n1a1+n2a2)(m1b1−m2b2) · e−pii((m1b1+m2b2)x−(n1a1+n2a2)y)×
Ag(x+ n1a1 − n2a2, y +m2b2 −m1b1).
Proof: The proof is similar to Theorem 3.11. From (3.38), for any a1, a2, b1, b2 > 0 and



















− n1a1)e2piim2b2(t+x2 )g(t+ x
2
− n2a2)e−2piiytdt.
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Let u = t− n1a1+n2a2
2





g(u− x+ n1a1 − n2a2
2
)g(u+
x+ n1a1 − n2a2
2





= (−1)(n1a1+n2a2)(m1b1−m2b2) · e−pii((m1b1+m2b2)x−(n1a1+n2a2)y)Ag(x+ n1a1 − n2a2, y +m2b2 −m1b1),
(3.39)
as required.
Hence, as before, we observe that Theorem 3.18 gives us a way to represent the cross-
ambiguity function generated by any two modulates and translates of the same function
g using the ambiguity function generated by a function g. Using the ambiguity function
defined in (3.37), the next theorem states that the ambiguity or cross-ambiguity functions
generated by any given functions in L2(R) can be expressed as linear combinations of (3.37).
Proposition 1.16 ensures that it is always possible to have expansions of the form (3.40)
below.
Theorem 3.19. Suppose that for a1, b1, a2, b2 > 0, {gmb1,na1}m,n∈Z and {gmb2,na2}m,n∈Z are




















n∈Z |β(m,n)|2 < ∞. The corresponding










α(m1, n1)α(m2, n2) · (−1)(n1+n2)a1(m1−m2)b1×











α(m1, n1)β(m2, n2) · (−1)(n1a1+n2a2)(m1b1−m2b2)×
e−pii((m1b1+m2b2)x−(n1a1+n2a2)y) · Ag(x+ n1a1 − n2a2, y +m2b2 −m1b1). (3.42)
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Proof: The proof of this theorem is fairly similar to that of Theorem 3.4 and as (3.41) is
a unique case of (3.42), we shall show (3.42). Now, instead of using sampled values p(m)
and q(m) as given in the proof of Theorem 3.4, α(m,n) and β(m,n) are used in the partial
sum of ApM1,N1 ,qM2,N2 , which has the representation









α(m1, n1)β(m2, n2)A(m1b1,n1a1),(m2b2,n2a2)(x, y),
for some M1,M2, N1, N2 ∈ N. An application of Theorem 3.18 and following the idea in
the proof of Theorem 3.4 gives us the result.
In Theorem 3.19, since both {gmb1,na1}m,n∈Z and {gmb2,na2}m,n∈Z are frames for L2(R),




















n∈Z |β(m,n)|2 < ∞. Then the ambiguity










α(m1, n1)β(m2, n2) · (−1)(n1a1+n2a2)(m1b1−m2b2)×
e−pii((m1b1+m2b2)x−(n1a1+n2a2)y) · Ag(x+ n1a1 − n2a2, y +m2b2 −m1b1).
Now suppose that {um}m∈Z, {vn}n∈Z form frames for L2(R). We have seen previously in
Theorem 2.18 that the collection of cross-ambiguity functions {Am,n}m,n∈Z (generated by
frames {um}m∈Z and {vn}n∈Z) forms a frame for L2(R2). For any a, b > 0, if {gmb,na}m,n∈Z
forms a frame for L2(R), the collection of the corresponding cross-ambiguity functions
{A(m1b,n1a),(m2b,n2a)}m1,n1,m2,n2∈Z forms a frame for L2(R2). As noted in Proposition 1.16,
given any F (x, y) ∈ L2(R2), we may write


















n2∈Z |γ((m1, n1), (m2, n2))|
2 <∞.
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Theorem 3.20. Suppose that for a, b > 0, {gmb,na}m,n∈Z is a frame for L2(R). For any
F (x, y) ∈ L2(R2), F (x, y) of the form (3.43) converges in the L2(R2)-norm to an ambiguity
function if for any m1,m2,m3, n1, n2, n3 ∈ Z,
γ((m1, n1), (m1, n1)) ≥ 0,
γ((m1, n1), (m2, n2)) = γ((m2, n2), (m1, n1)),
γ((m1, n1), (m2, n2))γ((m3, n3), (m1, n1)) = γ((m1, n1), (m1, n1))γ((m3, n3), (m2, n2)).
Proof: Starting with F (x, y) of the form (3.43), the result follows from the second half
of the proof of Theorem 3.5 by replacing m, n and k by (m1, n1), (m2, n2) and (m3, n3)
respectively.
We remark that the converse of Theorem 3.20 need not be true as frame expansions are
not unique. Hence, unlike the orthonormal bases in the earlier sections, the converse of the
above proof breaks down as we cannot compare the coefficients of (3.43) with those of the
corresponding expansion of F (x, y) if it is an ambiguity function.
3.5 Properties of Ambiguity Functions
In this section, we will discuss two important consequences of the set of ambiguity func-
tions. We begin with the following characterization of the addition property of ambiguity
functions, which first appeared in [2]. However, Janssen provided simpler proofs in [11] and
we shall produce those proofs in this section.
Theorem 3.21. Let p, q ∈ L2(R) and suppose Ap and Aq are ambiguity functions of p and
q respectively. Then Ap+Aq is an ambiguity function if and only if p and q are proportional
to some r ∈ L2(R).
Proof: Suppose p and q are proportional to r and let c1, c2 ∈ C such that p = c1r and
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We conclude that Ap +Aq is an ambiguity function.
On the other hand, let p, q, r ∈ L2(R) and assume that Ar = Ap +Aq. Suppose p is not
proportional to r and using the idea of an orthogonal projection, there exists some c ∈ C
and some nonzero function s ∈ L2(R) such that 〈r, s〉 = 0 and
p = cr + s. (3.44)
By (1.21) and from (3.44), we observe that
0 = |〈r, s〉|2 = 〈Ar,As〉 = 〈Ap,As〉+ 〈Aq,As〉 = |〈p, s〉|2 + |〈q, s〉|2
= |〈cr + s, s〉|2 + |〈q, s〉|2 = |〈s, s〉|2 + |〈q, s〉|2,
which implies that s = 0, contradicting the assumption. Hence, p is proportional to r. By
replacing p by q in the above argument, we see that q is also proportional to r.
Here, we give an alternative proof for one direction of Theorem 3.21 by using the Ω map
as defined in (2.2). Together with Theorem 2.1,
Ω(Ap +Aq)(x, y) = p(x)p(y) + q(x)q(y) = c1r(x)c1r(y) + c2r(x)c2r(y)
= |c1|2r(x)r(y) + |c2|2r(x)r(y) = (|c1|2 + |c2|2)r(x)r(y) = ΩA√|c1|2+|c2|2·r(x, y).
It is natural to ask whether some form of Theorem 3.21 holds for cross-ambiguity func-
tions. To this end, observe that for any p1, p2, q1, q2 ∈ L2(R), if p1, q1 are proportional to
r1 and p2, q2 are proportional to r2, then it follows from the proof of Theorem 3.21 that
Ap1,p2 +Aq1,q2 = Aα1r1,α2r2 for some α1, α2 ∈ C. Therefore, one direction of Theorem 3.21
holds for cross-ambiguity functions. We claim that the converse of this is not true in gen-
eral. Indeed, suppose we have p, q 6= 0 such that p is not proportional to q. Let p1 = p,
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q1 = q, p2 = q2 = p+ q. Then we have
Ap1,p2 +Aq1,q2 = Ap,p+q +Aq,p+q = Ap+q,p+q,
which is a cross-ambiguity function (in fact, an ambiguity function) and yet, p1 is not
proportional to q1.
Returning to ambiguity functions, the next theorem shows that the limit of a convergent
sequence of ambiguity functions is an ambiguity function.
Theorem 3.22. For n ∈ N, let pn ∈ L2(R) and Apn be the corresponding ambiguity
function. If limn→∞ ‖Apn − F‖L2(R2) = 0 for some F ∈ L2(R2), then F = Ap for some
p ∈ L2(R).
Proof: Suppose F 6≡ 0 and there exists q ∈ L2(R) such that by (1.21),
lim
n→∞
|〈pn, q〉|2 = lim
n→∞
〈Apn ,Aq〉 = 〈F,Aq〉 > 0. (3.45)
Therefore, we may assume that |〈pn, q〉| is bounded away from 0. Now we let qn = cnpn,
where cn =
〈pn,q〉

















)e−2piiytdt = Apn .
Hence, the ambiguity function of qn equals Apn and by (3.45),
lim
n→∞
|〈qn, q〉|2 = lim
n→∞
〈Aqn ,Aq〉 = lim
n→∞
〈Apn ,Aq〉 = 〈F,Aq〉 > 0. (3.46)
Note that 〈qn, q〉 = cn〈pn, q〉 = |〈pn, q〉| and 〈qn, q〉 > 0 by (3.46). For any r ∈ L2(R), since
〈Aqn ,Ar,q〉 = 〈qn, r〉〈qn, q〉, we write
〈qn, r〉 = 〈Aqn ,Ar,q〉〈qn, q〉
. (3.47)
Taking limits on both sides of (3.47) and from (3.46), for any r ∈ L2(R),
lim
n→∞











By Riesz representation theorem, we conclude that there exists p ∈ L2(R) such that
〈qn, r〉 → 〈p, r〉 for any r ∈ L2(R). Now for any r, s ∈ L2(R),
〈F,Ar,s〉 = lim
n→∞
〈Aqn ,Ar,s〉 = lim
n→∞
〈qn, r〉〈qn, s〉 = 〈p, r〉〈p, s〉 = 〈Ap,Ar,s〉. (3.48)
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Let {um}m∈Z be any orthonormal basis for L2(R). Then by Theorem 2.17, {Aum,un}m,n∈Z
is an orthonormal basis for L2(R2). Choose r = um, s = un for m,n ∈ Z. Then (3.48)
implies that F = Ap and the result follows.
Chapter4
Wigner Distributions
So far, our focus has been on the cross-ambiguity functions. We have studied the different
classes of cross-ambiguity functions generated by different functions and some properties of
the ambiguity functions as well. Armed with these knowledge, we wish to do the same for
another family of quadratic time-frequency representation, the Wigner distribution. Due to
its ability in achieving optimality in a few criteria of an ideal time-frequency representation,
the Wigner distribution is one of the most popular and well-studied topic in signal analysis.
We shall study this special family of functions using the techniques developed in the earlier
chapters, alongside with Gro¨chenig’s book [9].
4.1 The Ω˜ Map for Wigner Distributions
We begin with the formal definitions of the Wigner and cross-Wigner distributions.




















Similar to the cross-ambiguity function in Section 1.4, the cross-Wigner distribution
73
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Wu,v(x, y) is well defined as |Wu,v(x, y)| ≤ 16‖u‖L2(R)‖v‖L2(R) by Cauchy-Schwartz inequal-










We proceed to revisit some of the results presented earlier for the cross-ambiguity func-
tion. Recall that in Chapter 2, an Ω map was introduced to facilitate the decomposition
of the cross-ambiguity function into its components. We wish to do the same for the cross-
Wigner distribution. As before, to aid us in our discussions, we introduce a set of variables
as follows:
t = η − y
2






(t+ τ), y = τ − t.
Let us first introduce a new mapping, Γ˜, for the purpose of decomposing the cross-Wigner
distribution. Define a mapping Γ˜∗ : L2(R2)→ L2(R2) such that for any G(t, τ) ∈ L2(R2),





) = f(η, y). (4.1)



























R |f(η, y)|2dηdy, which implies that ‖G‖2L2(R2) = ‖f‖2L2(R2).
We conclude that Γ˜∗ : L2(R2) → L2(R2) is a unitary onto mapping. Hence, we can refor-
mulate Definition 4.1 as follows.
Lemma 4.2. For any u, v ∈ L2(R),
Wu,v = F2,2Γ˜∗(u⊗ v), (4.2)
where (u⊗ v)(t, τ) = u(t)v(τ).
Proof: From the right-hand side of (4.2),(
F2,2Γ˜∗(u⊗ v)
)
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which is the left-hand side of (4.2).
With Lemma 4.2, we have the following theorem (see [9]), which is the corresponding
result to Theorem 1.37 for cross-Wigner distributions.
Theorem 4.3. For any u1, u2, v1, v2 ∈ L2(R),
〈Wu1,v1 ,Wu2,v2〉 = 〈u1, u2〉〈v1, v2〉. (4.3)
Proof: From (4.2) and since both F2,2 and Γ˜∗ are unitary operators, we have
〈Wu1,v1 ,Wu2,v2〉 = 〈F2,2Γ˜∗(u1 ⊗ v1),F2,2Γ˜∗(u2 ⊗ v2)〉
= 〈u1 ⊗ v1, u2 ⊗ v2〉 = 〈u1, u2〉〈v1, v2〉,
as required.
Now we let the inverse mapping of Γ˜∗ be denoted by Γ˜, where Γ˜ : L2(R2) → L2(R2)
with the explicit expression that for any f ∈ L2(R),




(t+ τ), τ − t
)
= G(t, τ).
Observe that if we let an Ω˜ map to be defined as Ω˜ : L2(R2)→ L2(R2), where
(Ω˜F )(t, τ) := (Γ˜◦F∗2,2F )(t, τ) =











(τ − t) ,
(4.4)
for any F ∈ L2(R2), then from Lemma 4.2, Ω˜ decomposes any cross-Wigner distribution
into its components u(t)v(τ). Furthermore, since F∗2,2 and Γ˜ are unitary mappings of L2(R2)
onto L2(R2), using the fact that the composition of two unitary operators is unitary, we
conclude that Ω˜ is a unitary onto mapping from L2(R2) onto L2(R2). Here, we note that the
inverse mapping of Ω˜ can be defined in a similar fashion and it has the explicit expression
that, for any f ∈ L2(R2),













We remark that the cross-Wigner distribution is closely related to the cross-ambiguity
function, and hence, the STFT as well. In fact, the next lemma (see [9]) shows that any
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cross-Wigner distribution can be represented by a cross-ambiguity function. As a result
of this relationship, we shall see that the cross-Wigner distribution also enjoys the many
properties we have illustrated earlier for the cross-ambiguity function.
Lemma 4.4. For any u, v ∈ L2(R),
Wu,v = F2RAu,v, (4.5)
where R is the rotation (RF )(x, y) := F (y,−x) for any function F on R2.
Proof: From (4.1) and Lemma 4.2, since F2 = F2,2F2,1, we have




















= Au,v(y,−x) = (RAu,v) (x, y),
as required.
We observe that the rotation operator R : L2(R2)→ L2(R2) is a unitary map as for any
F (x, y) ∈ L2(R2), we have ‖F (x, y)‖L2(R2) = ‖F (y,−x)‖L2(R2).
In Figure 4.1, we depict the relationships among cross-ambiguity functions, cross-Wigner
distributions and tensor products of any two functions u and v in L2(R).
4.2 Wigner Distributions in Subspaces
As before, we are interested in studying the relationship between the closed linear spans
of the sequence {um(t)vn(τ)}m,n∈Z and the corresponding cross-Wigner distributions. We
have the following notations for convenience sake.
Given {um}m∈Z, {vn}n∈Z ∈ L2(R), we let the respective closed linear spans be U and V ,
that is, U := clos〈{um}m∈Z〉 and V := clos〈{vn}n∈Z〉. Denoting the cross-Wigner distribu-
tionWum,vn by Wm,n, we let X˜ be the closed linear span of the sequence {Wm,n}m,n∈Z, that


















Now for any m,n ∈ Z, define Bm,n(t, τ) := um(t)vn(τ) and let Y := clos〈{Bm,n}m,n∈Z〉.
Theorem 4.5. The unitary operators F2R and R∗F∗2 of (4.5) map X onto X˜ and X˜ onto
X respectively.
Proof: The proof is similar to that of Theorem 2.2, where elements from X and X˜, instead
of X and Y , are taken and we use Lemma 4.4 along the way.
Theorem 4.6. Suppose {um}m∈Z and {vn}n∈Z are orthonormal bases for U and V respec-
tively. Then {Wm,n}m,n∈Z is an orthonormal basis for X˜.
Proof: By Theorem 4.3, for m1, n1,m2, n2 ∈ Z,
〈Wm1,n1 ,Wm2,n2〉 = 〈um1 , um2〉〈vn1 , vn2〉 = δum1 ,um2 · δvn1 ,vn2 ,
which shows the orthogonality relation. The result then follows from Theorem 1.2.
For the Paley-Wiener subspaces case, we have the following consequence whose proof is
similar to that of Theorem 2.5.
4.2 Wigner Distributions in Subspaces 78
Theorem 4.7. Suppose {um}m∈Z and {vn}n∈Z are orthonormal bases for PWa and PWb
respectively. Then {Wm,n}m,n∈Z is an orthonormal basis for X˜.
With reference to Theorem 2.7, the next theorem is on subspaces generated by frames
for cross-Wigner distributions.
Theorem 4.8. Suppose {um}m∈Z and {vn}n∈Z form frames for U and V respectively.
If Wm,n = Wum,vn denotes the cross-Wigner distribution generated by um and vn, then






|〈F˜ ,Wm,n〉|2 ≤ B‖F˜‖2L2(R2).
Proof: We note that from Theorem 2.7, given the hypothesis above, for any F ∈ X, there






|〈F,Am,n〉|2 ≤ B‖F‖2L2(R2). (4.6)
Now for any F˜ ∈ X˜, by Theorem 4.5, there exists F ∈ X such that F˜ = F2RF . Hence,
the theorem follows by applying the unitary operators F2R to (4.6).
The next two theorems on Riesz and biorthogonal bases are analogous to Theorems 2.14
and 2.15. Their proofs are similar to that of Theorem 4.8.
Theorem 4.9. Suppose {um}m∈Z and {vn}n∈Z form Riesz bases for U and V respectively.
If Wm,n = Wum,vn denotes the cross-Wigner distribution generated by um and vn, then
{Wm,n}m,n∈Z is a Riesz basis for X˜.
Theorem 4.10. Suppose {um}m∈Z and {u˜m}m∈Z form biorthogonal Riesz bases for their
respective closed linear spans U and U˜ , and {vn}n∈Z and {v˜n}n∈Z form biorthogonal Riesz
bases for their respective closed linear spans. Let Wm,n = Wum,vn and W˜m,n = Wu˜m,v˜n
denote the cross-Wigner distributions generated by um, vn and u˜m, v˜n respectively. Then
{Wm,n}m,n∈Z and {W˜m,n}m,n∈Z form biorthogonal Riesz bases for their respective closed
linear spans.
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Here, we remark that Theorems 4.6, 4.8, 4.9 and 4.10 on subspaces can be extended to
the whole space L2(R2), and the results are analogous to those in Section 2.3.
4.3 Characterizing Wigner Distributions
We will now study the Wigner distributions in greater detail by tapping on the results
found in Chapter 3 and using Lemma 4.4 as a bridge between ambiguity functions and
Wigner distributions. We begin with the setting in Section 3.3.
For any function θ ∈ L2(R), the modulates and translates of θ is defined to be
θm,n(t) := EmTnθ(t) = e
2piimtθ(t− n),
for any m,n ∈ Z. We are interested in the collection of functions {θm,n}m,n∈Z that forms
an orthonormal basis for L2(R). An example would be the Haar function
θ(t) =




0, if |t| ≥ 1
2
.










For any m1,m2, n1, n2 ∈ Z, the cross-Wigner distribution of θm1,n1 and θm2,n2 is defined to
be










The following theorem shows that any cross-Wigner distribution of the form (4.8) can be
expressed in terms of the Wigner distribution given in (4.7).
Theorem 4.11. For any m1,m2, n1, n2 ∈ Z, the cross-Wigner distribution W(m1,n1),(m2,n2)(x, y)
given in (4.8) can be written as
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Proof: For any m1,m2, n1, n2 ∈ Z, from Lemma 4.4, Theorem 3.11 and the commutator
relations,
W(m1,n1),(m2,n2)(x, y) = F2RA(m1,n1),(m2,n2)(x, y)
= F2R
(










































= (−1)(n2−n1)(m1+m2) · e2pii((m1−m2)x+(n1−n2)y) · Wθ(x− 1
2
(n1 + n2), y − 1
2
(m1 +m2)),
where we have applied a two-dimensional combined version of (1.8) and (1.9), namely,
for Ta1,a2F (x, y) := F (x − a1, y − a2) and Eb1,b2F (x, y) := e2pii(b1x+b2y)F (x, y), there holds
F2Eb1,b2Ta1,a2F (x, y) = Tb1,b2E−a1,−a2F2F (x, y).
Hence, Theorem 4.11 shows the relationship between the Wigner distribution gener-
ated by a function θ with one variable and the cross-Wigner distribution generated by any
two modulates and translates of the same function θ. The next theorem describes the
representation of the Wigner or cross-Wigner distributions generated by any given func-
tions in L2(R) using the Wigner distribution defined in (4.7). We omit the proof as it
is similar to that of Theorem 3.13. Note that since {θm,n}m,n∈Z is an orthonormal ba-
























n∈Z |β(m,n)|2 < ∞. The corresponding










α(m1, n1)α(m2, n2) · (−1)(n1−n2)(m1+m2) · e2pii((m1−m2)x+(n1−n2)y)
×Wθ(x− 1
2
(n1 + n2), y − 1
2
(m1 +m2))











α(m1, n1)β(m2, n2) · (−1)(n1−n2)(m1+m2) · e2pii((m1−m2)x+(n1−n2)y)
×Wθ(x− 1
2
(n1 + n2), y − 1
2
(m1 +m2)).
As before, we begin an orthonormal basis {θm,n}m,n∈Z for L2(R). By Theorem 4.7, the
collection of cross-Wigner distributions {W(m1,n1),(m2,n2)}m1,n1,m2,n2∈Z forms an orthonormal
basis for L2(R2). Therefore, given any F (x, y) ∈ L2(R2), we have


















n2∈Z |γ((m1, n1), (m2, n2))|2 < ∞. Hence, we can character-
ize the Wigner distributions of L2(R2) in the following theorem, whose proof is identical to
that of Theorem 3.14.
Theorem 4.13. For any F (x, y) ∈ L2(R2), F (x, y) of the form (4.9) converges in the
L2(R2)-norm to a Wigner distribution if and only if for any m1,m2,m3, n1, n2, n3 ∈ Z,
γ((m1, n1), (m1, n1)) ≥ 0,
γ((m1, n1), (m2, n2)) = γ((m2, n2), (m1, n1)),
γ((m1, n1), (m2, n2))γ((m3, n3), (m1, n1)) = γ((m1, n1), (m1, n1))γ((m3, n3), (m2, n2)).
In general, we can extend the above results in this section to a general Gabor frame
with a fixed window function g.
We turn our attention to some properties of Wigner distributions, whose results are
analogous to those of Section 3.5. We state without proof the next two theorems, whose
proofs can be replicated from Theorems 3.21 and 3.22 by using the relation (4.3).
Theorem 4.14. Let p, q, r ∈ L2(R) and suppose Wp and Wq are Wigner distributions of
p and q respectively. Then Wp +Wq is a Wigner distribution if and only if p and q are
proportional to r.
Theorem 4.15. For n ∈ N, let pn ∈ L2(R) and Wpn be the corresponding Wigner dis-
tribution. If limn→∞ ‖Wpn − F‖L2(R2) = 0 for some F ∈ L2(R2), then F = Wp for some
p ∈ L2(R).
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4.4 An Overview in Abstract Perspective
In this thesis, we have dealt with many interesting classes of bases and frames, constructing
cross-ambiguity functions and cross-Wigner distributions in the process. Tedious but fruit-
ful calculations have been performed to analyze how cross-ambiguity functions and cross-
Wigner distributions behave in subspaces as well as L2(R2) and the outcome: promising
results shown. On hindsight, let us take a step back and review what we have done from
another perspective.
We begin with a Hilbert space H and let U : H → H be a unitary onto operator and




The following theorem shows that X and Y are related by U and its inverse.
Theorem 4.16. The unitary operators U and U∗ map X onto Y and Y onto X respectively.
Proof: We only give an outline of the proof as it is similar to Theorem 2.2. To show that
UX ⊂ Y , for any F in X, there exists a sequence {gj}j∈N in the linear span 〈{fk}k∈Z〉
which converges to F . Applying the unitary operator U and using the fact that {Ugj}j∈N
lies in Y , it follows that UX ⊂ Y . The converse is similar, where we take f in Y and apply
the inverse operator U∗.
Next, we investigate the relationship between orthonormal bases, frames and dual frames
of X and Y in Theorems 4.17, 4.18 and 4.19.
Theorem 4.17. The sequence {fk}k∈Z is an orthonormal basis for X if and only if {Ufk}k∈Z
is an orthonormal basis for Y .
Proof: We note that {fk}k∈Z is an orthonormal system if and only if {Ufk}k∈Z is an
orthonormal system. To show the orthogonality relationship, since U is unitary, for any
4.4 An Overview in Abstract Perspective 83
k, l ∈ Z, we have
〈fk, fl〉 = 〈Ufk,Ufl〉 = δk,l.
The result follows from Theorem 1.2.
Theorem 4.18. The sequence {fk}k∈Z is a frame for X if and only if {Ufk}k∈Z is a frame
for Y .




|〈F, fk〉|2 ≤ B‖F‖2.









|〈f, Ufk〉|2 ≤ B‖f‖2.
The proof of the converse is similar, where we use the fact that U maps X onto Y and we
interchange the roles of {fk}k∈Z and {Ufk}k∈Z.
Theorem 4.19. The sequence {fk}k∈Z is a frame for X with dual frame {f˜k}k∈Z in X if
and only if {Ufk}k∈Z is a frame for Y with dual frame {U f˜k} in Y .
Proof: Suppose {f˜k}k∈Z in X is a dual frame of {fk}k∈Z. By Theorem 4.18, {U f˜k}k∈Z is a
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and by a partial sum argument, we conclude that f =
∑
k∈Z〈f,U f˜k〉Ufk. The converse can
be proved in the same manner.
Moving a step further, let us investigate a particular kind of dual frame, the canonical
dual. Suppose {fk}k∈Z forms a frame for X and {Ufk}k∈Z a frame for Y . Let Sx and Sy
be their respective frame operators. We shall show in the next theorem that the canonical
dual of {Ufk}k∈Z in Y is the image of the canonical dual of {fk}k∈Z in X under the mapping
U . Recall that the canonical dual of {Ufk}k∈Z in Y is {S−1y (Ufk)}k∈Z and the canonical
dual of {fk}k∈Z in X is {S−1x fk}k∈Z.
Theorem 4.20. For any k ∈ Z,
S−1y (Ufk) = U(S−1x fk).
Proof: For any j, k ∈ Z, since U is unitary and S−1x a self-adjoint operator,
〈U(S−1x fk),Ufj〉 = 〈S−1x fk, fj〉 = 〈fk, S−1x fj〉.
Then for any k ∈ Z, by the definition of a frame operator,
Sy
(U (S−1x fk)) = ∑
j∈Z
〈U (S−1x fk) ,Ufj〉Ufj = ∑
j∈Z
〈fk, S−1x fj〉Ufj.
By a partial sum argument and using the frame expansion, we have
Sy






This shows that U (S−1x fk) = S−1y (Ufk).
Using Theorem 4.20 and Lemma 1.13, the Riesz basis case can be dealt with easily.
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Theorem 4.21. The sequence {fk}k∈Z is a Riesz basis for X if and only if {Ufk}k∈Z is a
Riesz basis for Y .
Proof: We first suppose {fk}k∈Z is a Riesz basis for X and hence, a frame for X. By
Theorem 4.18, {Ufk}k∈Z is a frame for Y . Therefore, by Lemma 1.13, it suffices to show
the biorthogonal relationship, that is, for any j, k ∈ Z,
〈S−1y (Ufk) ,Ufj〉 = δk,j.
We note that since {fk}k∈Z is a Riesz basis forX and henceforth by Lemma 1.13, 〈S−1x fk, fj〉 =
δk,j for any k, j ∈ Z. Using Theorem 4.20, we have




,Ufj〉 = 〈S−1x fk, fj〉 = δk,j,
for any k, j ∈ Z.
The converse can be proved in a similar way.
We take a look at biorthogonal Riesz bases in the following theorem.
Theorem 4.22. The sequences {fk}k∈Z and {f˜k}k∈Z form biorthogonal Riesz bases for X =
clos〈{fk}k∈Z〉 and X˜ = clos〈{f˜k}k∈Z〉 respectively if and only if the sequences {Ufk}k∈Z and
{U f˜k}k∈Z form biorthogonal Riesz bases for Y = clos〈{Ufk}k∈Z〉 and Y˜ = clos〈{U f˜k}k∈Z〉
respectively.
Proof: Suppose {fk}k∈Z and {f˜k}k∈Z form biorthogonal Riesz bases for X and X˜ re-
spectively. Then {Ufk}k∈Z and {U f˜k}k∈Z are Riesz bases for Y and Y˜ respectively by
Theorem 4.22. The biorthogonality follows from
〈Ufk,U f˜j〉 = 〈fk, f˜j〉 = δk,j,
for any k, j ∈ Z.
The converse can also be established by the same approach.
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We remark that the above results for closed linear spans of sequences can be generalized
to the whole space H, when X = Y = H and X˜ = Y˜ = H.
Equipped with the ideas presented above, let us revisit the operators and results we have
discussed in this thesis. Henceforward, H = L2(R2). For cross-ambiguity functions and
cross-Wigner distributions, the unitary operators U we chose were Ω in (2.2) and Ω˜ in (4.4)
respectively. We have also shown an equivalent result of Theorem 4.16 in Theorems 2.2
and 4.5 for cross-ambiguity functions and cross-Wigner distributions respectively.
Moving on to the orthonormal basis case in Theorem 4.17, reviewing Theorems 2.4 and
4.17 gives us a parallel result for cross-ambiguity functions and cross-Wigner distributions.
Likewise for frames in Theorem 4.18, we have Theorems 2.7 and 4.8 which give the proofs
of how the Ω and Ω˜ maps function. The dual frame scenario set in Theorem 4.19 was
shown in Theorem 2.13 for the cross-ambiguity function. The bulk of the derivations in
Theorems 2.7 and 2.13 lie in showing that the sequence of tensor products {um⊗ vn}m,n∈Z
forms a frame for its closed linear span, and establishing dual frames of this family.
To study the canonical dual in Theorem 4.20, we have shown the result A˜m,n = S
−1
x Am,n
in (2.21) of Theorem 2.12 for cross-ambiguity functions. Applying the Ω∗ map, we have
Ω∗
(
S−1y (um ⊗ vn)
)
= S−1x (Ω
∗(um ⊗ vn)) ,
and consequently,
S−1y (um ⊗ vn) = ΩS−1x (Ω∗(um ⊗ vn)) .
For the Riesz basis case in Theorem 4.21, proofs were given in Theorems 2.14 and 4.9 for
cross-ambiguity functions and cross-Wigner distributions respectively. Theorem 4.21 then
enables us to conclude that the tensor product of two Riesz bases is a Riesz basis. Similarly,
biorthogonal Riesz bases as presented in Theorem 4.22 was proved in Theorem 2.15 for
cross-ambiguity functions and Theorem 4.10 for cross-Wigner distributions.
In short, for the part on frame and dual frames, we essentially obtain results on tensor
products to derive the desired conclusions on cross-ambiguity functions. However, for the
part on canonical dual frame, Riesz basis, biorthogonal Riesz bases, we prove the results on
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cross-ambiguity functions directly and they allow us to deduce results on tensor products.
We remark that it is also possible to proceed the other way round, that is, from tensor
products to cross-ambiguity functions. We first show that the canonical dual of tensor
frames is the tensor of canonical duals of frames.
Theorem 4.23. Given two sequences {um}m∈Z and {vn}n∈Z in L2(R), let U, V and Y be as
defined in (2.7), (2.8) and (2.10) respectively. Suppose Su, Sv and Sy are frame operators
of {um}m∈Z, {vn}n∈Z and {um ⊗ vn}m,n∈Z, then
S−1y (um ⊗ vn) =
(
S−1u um
)⊗ (S−1v vn). (4.11)
Proof: Equation (4.11) has an equivalent formulation
(um ⊗ vn) = Sy
((
S−1u um
)⊗ (S−1v vn)) .




























= um(t)vn(τ) = (um ⊗ vn) (t, τ).
Theorem 4.24. Let the sequences {um}m∈Z and {vn}n∈Z in L2(R) be Riesz bases for their
respective closed linear spans U and V . Suppose Su, Sv and Sx are frame operators of
{um}m∈Z, {vn}n∈Z and {um ⊗ vn}m,n∈Z, then the tensor product sequence {um ⊗ vn}m,n∈Z
forms a Riesz basis for its closed linear span Y .
Proof: Since {um}m∈Z and {vn}n∈Z are Riesz bases for U and V , they are frames and
hence by the proof of Theorem 2.7, {um⊗ vn}m,n∈Z forms a frame for Y . Now observe that
for any m,n, µ, ν ∈ Z, by Theorem 4.23,
〈S−1x (um ⊗ vn), uµ ⊗ vν〉 = 〈
(
S−1u um
)⊗ (S−1v vn), uµ ⊗ vν〉 = 〈S−1u um, uµ〉〈S−1v vn, vν〉 = δm,µ · δn,ν .
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The result follows from Lemma 1.13.
Theorem 4.25. Let the sequences {um}m∈Z, {u˜m}m∈Z in L2(R) be biorthogonal Riesz bases
for their respective closed linear spans U and U˜ , and {vn}n∈Z, {v˜n}n∈Z in L2(R) be biorthog-
onal Riesz bases for their respective closed linear spans V and V˜ . Then the tensor product
sequences {um⊗vn}m,n∈Z, {u˜m⊗ v˜n}m,n∈Z form biorthogonal Riesz bases for their respective
closed linear spans Y and Y˜ .
Proof: Since {um}m∈Z, {u˜m}m∈Z, {vn}n∈Z, {v˜n}n∈Z are Riesz bases for U , U˜ , V and V˜
respectively, by Theorem 4.24, {um⊗ vn}m,n∈Z, {u˜m⊗ v˜n}m,n∈Z form Riesz bases for Y and
Y˜ respectively. To show the biorthogonal relationship, we note that for any m,n, µ, ν ∈ Z,
〈um ⊗ vn, u˜µ ⊗ v˜ν〉 = 〈um, u˜µ〉〈vn, v˜ν〉 = δm,µ · δn,ν .
Building on the results we discussed earlier for subspaces, we now look at the whole
space and in this case, we need to show that X = Y = L2(R2). For the orthonormal
case, recall from Theorem 2.16 that the tensor product family forms an orthonormal basis
for Y = L2(R2). Using that fact, we proceed to show in Theorem 2.17 that X = L2(R2)
and hence, the collection of cross-ambiguity functions generated by any sequences {um}m∈Z
and {vn}n∈Z, where each forms an orthonormal basis for L2(R), is an orthonormal basis for
L2(R2).
Similarly, for the frame case, we showed in Theorem 2.18 that given any sequences
{um}m∈Z and {vn}n∈Z which each forms a frame for L2(R), the closed linear span of their
tensor products, Y , is the entire space L2(R2), and therefore X = L2(R2). Consequently,
the cross-ambiguity functions form a frame for L2(R2). The Riesz basis and biorthogonal
Riesz bases cases follow from the frame result.
In summary, due to the unitary maps between X (generated by cross-ambiguity func-
tions), Y (generated by tensor products) and X˜ (generated by cross-Wigner distributions)
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shown in Figure 4.1, once we have established orthonormal basis, frame, dual frames, canon-
ical dual frames, Riesz basis, biorthogonal Riesz bases for any one of the three spaces, we
will get the same property for the other two classes as well.
Based on the discussions in this section, we remark that to obtain the different properties
readily, one of the most important tasks is to find an appropriate unitary onto operator U .
However, this is by no means an easy feat. A great deal of work has to be done to get the
unitary onto operator and often, we begin with something used in practice to squeeze out
U . As shown in this thesis, choosing Ω∗ and Ω˜∗ as U will result in the transformation of the
tensor products to cross-ambiguity functions and cross-Wigner distributions respectively.
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