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1. Bevezete´s
Az alkalmazott matematika egyik legfontosabb feladata a biolo´giai, fizikai e´s
ke´miai jelense´gek modelleze´se e´s vizsga´lata. A biomatematika e´lettudoma´nyi
proble´ma´kat vizsga´l. Feladata ezen jelense´gek kutata´sa e´s mo´dszerek fejleszte´se
matematikai eszko¨zo¨k e´s ismeretek seg´ıtse´ge´vel.
Ennek egy re´sze´t ke´pezi a popula´cio´dinamika, amely a ku¨lo¨nfe´le e´lo˝le´nyek
egyedsza´ma´nak va´ltoza´sa´val e´s u¨teme´nek vizsga´lata´val, illetve ido˝beli e´s te´rbeli
eloszla´sa´val foglalkozik. A ko¨ru¨lo¨ttu¨nk e´lo˝ e´lo˝le´nyek egyedsza´mai folyamatosan
va´ltoznak, ı´gy meghata´rozo´ szerepet to¨ltenek be az emberek e´lete´ben. Gondol-
junk pe´lda´ul a betegse´get okozo´ v´ırusokra, bakte´riumokra vagy a lakossa´got
vesze´lyezteto˝ ja´rva´nyokra. Ilyen jellegu˝ ke´rde´sek ma´r e´vekkel ezelo˝tt is az
e´rdeklo˝de´s ko¨ze´ppontja´ban a´lltak [38]. A tova´bbiakban ezen modelleket te-
kintju¨k a´t.
Az elso˝ ilyen te´ma´val foglalkozo´ tudoma´nyos mu˝ a 18. sza´zadban jelent
meg. Thomas Robert Malthaus, angol demogra´fus elso˝k ko¨zo¨tt foglalkozott
popula´cio´dinamikai ke´rde´sekkel [38]. Az a´ltala vizsga´lt modellben, ha u(t) egy






alaku´ kezdetie´rte´k-feladat ı´rja le. A modell alapfelteve´se, hogy a no¨vekede´si
ara´ny egyenesen ara´nyos az egyedsza´mmal. Malthus modellje´ben a popula´cio´
no¨vekede´si ra´ta´ja konstans e´rte´ku˝. Pozit´ıv ra´ta esete´n a deriva´lt e´rte´ke pozit´ıv,
ı´gy a popula´cio´ me´rete no˝ e´s exponencia´lis sebesse´ggel tart ve´gtelenbe. Ellen-
kezo˝ esetben pedig a deriva´lt e´rte´ke negat´ıv, exponencia´lis sebesse´ggel cso¨kken,
tova´bba´ a popula´cio´ me´rete pedig a nulla´hoz tart. Ezt a modellt eze´rt ex-
ponencia´lis no¨vekede´si modellnek is nevezzu¨k, hiszen az (1.1) megolda´sa az
u(t) = u0e
rt fu¨ggve´ny.
Malthaus o¨sszehasonl´ıtotta a huma´n ne´pesse´g no¨vekede´se´nek gyorsasa´ga´t az
e´lelmiszer termele´s no¨vekede´si u¨teme´vel. A termele´s no¨vekede´se´ro˝l azt gondolta
hogy linea´risan no˝. Ezt azt jelenti teha´t, hogy a termele´s no¨vekede´s lassabb
u¨temben no˝ a lakossa´g no¨vekede´se´hez ke´pest. Szerinte ez a ke´t jelense´g egyu¨tt
katasztro´fa´t okozhat.
Az exponencia´lis no¨vekede´si modell hia´nyossa´ga, hogy nem veszi figyelembe
a rendelkeze´sre a´llo´ ve´ges ero˝forra´sokat. Kisebb ko¨zo¨sse´gekben azonban megfi-
gyelheto˝ ilyen u¨temu˝ ne´pesse´g no¨vekede´s.
Az exponencia´lis no¨vekede´si modell tova´bbfejleszte´se a logisztikus no¨vekede´si
modell. A modell Pierre-Francois Verhulst belga sza´rmaza´su´ matematikus neve´-
hez fu˝zo˝dik, melyet a 19. sza´zad eleje´n publika´lt [57], [58].
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alaku´ kezdetie´rte´k-feladattal modellezte. A modell ma´r figyelembe veszi, hogy
a ne´pesse´g sza´ma´ra ve´ges ero˝forra´sok a´llnak rendelkeze´sre, mint pe´lda´ul ivo´v´ız,
e´lelem, termo˝fo¨ld. Ezt a K konstans e´rte´ket Verhulst eltarto´ke´pesse´gnek nevez-
te. Az r e´rte´k ebben az esetben is a popula´cio´ no¨vekede´se´t fejezi ki.
Ha az u(t) e´rte´k ko¨zel keru¨l az eltarto´ke´pesse´ghez, akkor a deriva´lt e´rte´ke
nulla´hoz tart, teha´t a ne´pesse´g no¨vekede´s lelassul. Tova´bba´, ha a popula´cio´
me´rete meghaladja az eltarto´ke´pesse´g e´rte´ke´t, a popula´cio´ elemsza´ma elkezd
cso¨kkenni e´s a K e´rte´khez tart. Ha a kezdeti popula´cio´ me´rete elemsza´ma
megegyezik az eltarto´ke´pesse´ggel, akkor a popula´cio´ konstans e´rte´ku˝ marad,
teha´t u(t) = K.
A logisztikus no¨vekede´si modell esete´n ha figyelembe vesszu¨k, hogy a po-
pula´cio´ jelen ido˝beli me´rete egy τ ido˝vel elo˝tti e´rte´kto˝l is fu¨gg, akkor ke´sleltetett









alaku´ ke´sleltetett differencia´legyenlettel modellezhetju¨k, ahol τ > 0 a ke´sleltete´s
e´rte´ke. A τ e´rte´k jelo¨lheti pe´lda´ul emberek esete´n a terhesse´get. Ekkor teha´t
a ne´pesse´gno¨vekede´st befolya´solja a t ido˝beli e´s a τ ido˝vel elo˝tti a´llapot. En-
nek seg´ıtse´ge´vel a popula´cio´ no¨vekede´st egy realisztikusabb modell seg´ıtse´ge´vel
ı´rhatjuk le. Ugyanakkor ezen modellek vizsga´lata bonyolult, algebrai proble´ma´k-
ra vezetheto˝ vissza. Ilyen jellegu˝ algebrai proble´ma´kkal foglalkozik pe´lda´ul az
[52] mu˝.
A legfo˝bb eredme´nyek a 20. sza´zad eleje´re teheto˝ek. Ebben az ido˝szakban
a popula´cio´s interakcio´kat vizsga´lo´ modellek keru¨ltek a kutata´s ko¨ze´ppontja´ban
[36], [59], [60]. Amı´g az egyszereplo˝s modellekne´l azt vizsga´ljuk, hogy egy adott
popula´cio´ o¨nmaga´ban hogyan fejlo˝dik, addig a to¨bbszereplo˝s modellek esete´n a
popula´cio´k ko¨zo¨tti kapcsolatokat is vizsga´ljuk [16], [45], [56].
A popula´cio´s ko¨lcso¨nhata´sokat csoportos´ıthatjuk aszerint, hogy milyen hata´s-
sal vannak a popula´cio´ egyedsza´ma´ra. Ilyen pe´lda´ul a szimbio´zis vagy a kom-
menzalizmus. A szimbio´zis ke´t vagy to¨bb faj ko¨zo¨tti egyu¨tte´le´st jelent, melynek
sora´n mindke´t fe´l elo˝nyo¨kho¨z jut. A kommenzalizmus az egyik fe´l sza´ma´ra
elo˝nyo¨s, mı´g a ma´sik fe´l sza´ma´ra ko¨zo¨mbo¨s kapcsolatot jelent.
Ha az egyik popula´cio´ me´rete no˝, a ma´sike´ pedig cso¨kken az interakcio´
hata´sa´ra, akkor besze´lhetu¨nk ragadozo´-zsa´kma´ny modellekro˝l. Ekkor ragadozo´k
e´s zsa´kma´nya´llatok sza´ma´nak va´ltoza´sa´t vizsga´ljuk figyelembe ve´ve a ke´t faj
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ko¨zo¨tti ko¨lcso¨nhata´sokat. Nagy me´retu˝ ragadozo´ popula´cio´ esete´n a zsa´kma´ny-
a´llatok sza´ma cso¨kken. Ez a ragadozo´k sza´ma´nak cso¨kkene´se´t is jelenti, hiszen
kevesebb ta´pla´le´k ele´rheto˝ sza´mukra. Kisebb me´retu˝ ragadozo´ popula´cio´ pedig
a zsa´kma´nya´llatok sza´ma´nak cso¨kkene´se´t okozza. Ez a folyamat pedig periodi-
kusan isme´tlo˝dik.
Ennek a le´ıra´sa´ra ke´sz´ıtett matematikai modellt egyma´sto´l fu¨ggetlenu¨l
Alfred J. Lotka e´s Vito Volterra, melyet az 1920-as e´vekben dolgoztak ki [35],
[42]. A modell ke´t popula´cio´, nevezetesen a ragadozo´ e´s zsa´kma´ny popula´cio´k
ko¨zo¨tti kapcsolatot vizsga´lja az ala´bbi felteve´sekkel:
• a zsa´kma´ny popula´cio´ sza´ma exponencia´lisan no˝ ragadozo´k jelenle´te ne´lku¨l,
• a ragadozo´ popula´cio´ sza´ma exponencia´lisan cso¨kken zsa´kma´ny popula´cio´
hia´nya´ban,
• a ke´t faj tala´lkoza´sa a ragadozo´k sza´ma´ra elo˝nyo¨s, mı´g a zsa´kma´ny po-
pula´cio´ sza´ma´ra ha´tra´nyos.
Ha N(t) jelo¨li a zsa´kma´nya´llatok sza´ma´t, P (t) pedig a ragadozo´k sza´ma´t,
akkor a Lotka–Volterra modell
dN(t)
dt
= aN(t)− bN(t)P (t)
dP (t)
dt
= cN(t)P (t)− dP (t)
(1.4)
alaku´ differencia´legyenlet–rendszer, ahol az a, b, c e´s d a popula´cio´k ko¨zo¨tti
ko¨lcso¨nhata´sokat le´ıro´ parame´terek.
Umberto D’Ancona olasz zoolo´gus a ha´rom Adriai-tengeri kiko¨to˝ben fo-
gott porcoshalak (pl. ca´pa´k, ra´ja) teljes kifogott halmennyise´ghez viszony´ıtott
ara´nya´t hasonl´ıtotta o¨ssze az 1905 e´s 1923 ko¨zo¨tti ido˝szakban. D’Ancona azt
tapasztalta, hogy ez az ara´ny no˝tt az I. vila´gha´boru´ e´veiben. Mivel az e
halak zsa´kma´nya´ul szolga´lo´ kisebb halfe´le´k ara´nya cso¨kkent, u´gy la´tszo´dott,
hogy a hala´szat cso¨kkene´se a ragadozo´k sza´ma´ra kedvezo˝en hatott. Lotka az
(1.4) modellt haszna´lta a jelense´g magyara´zata´ra. Modellje´ben N(t) jelo¨lte a
zsa´kma´nyhalak, P (t) pedig a ragadozo´halak sza´ma´t jelenti. Volterra e´szrevette,
hogy a rendszer megolda´sai periodikusan oszcilla´lnak.
Az amerikai sza´rmaza´su´ Alfred Lotka hasonlo´ eredme´nyre jutott Analytical
note on certain rhytmic relations in organic systems c´ımu˝ 1920-ban megjelent
mu˝ve´ben. Ebben igazolta, hogy ke´t biolo´giai fajt le´ıro´ modell folyamatosan
oszcilla´lo´ viselkede´st mutathat. Ennek modelleze´se´re Volterra´hoz hasonlo´an o˝
is a (1.4) alaku´ modellt haszna´lta.
Kisza´molta, hogy a rendszernek ke´t egyensu´lyi helyzete van: a (0, 0) trivia´lis







belso˝ egyensu´lyi pont. Lotka megmutatta azt is, hogy


















alaku´ egyenletet kapta. Integra´la´ssal pedig a
cN(t)− d lnN(t) = a lnP (t)− bP (t) +K (1.6)
o¨sszefu¨gge´st, ahol a K konstans e´rte´k csak a kezdeti felte´telekto˝l fu¨gg. A meg-
olda´sok teha´t a cN − d lnN = a ln p− bP +K egyenletu˝ za´rt go¨rbe´n maradnak.
A modell felte´telei a terme´szetben ritka´n fordulnak elo˝, de bizonyos perio-
dikus viselkede´s jo´l magyara´zhato´ vele. A Lotka–Volterra modell ma´s ke´so˝bbi
modellek alapja´t jelentette, sza´mos va´ltozata le´tezik [12], [13], [14].
A 20. sza´zad eleje´n ja´rva´nyterjede´s folyamata´t le´ıro´ modellekkel kezdtek el
foglalkozni [32], [40]. A ja´rva´nyok terjede´se´nek folyamata´t differencia´legyenletek-
kel modellezhetju¨k, majd ezen modellek seg´ıtse´ge´vel ve´do˝olta´sok hata´sa´t vizsga´l-
hatjuk. A matematikai modellek fele´p´ıte´se´hez a ne´pesse´get ku¨lo¨nbo¨zo˝ diszjunkt
oszta´lyokba soroljuk:
• a ferto˝zheto˝ek S oszta´lya
• a ferto˝zo¨ttek azon E oszta´lya, akik maguk nem ferto˝znek
• a ferto˝zo˝ek I oszta´lya
• R pedig azon egyedek oszta´lya akik to¨bbe´ nem ferto˝zo˝ek e´s nem ferto˝zheto˝ek.
Az egyes oszta´lyokban le´vo˝ egyedek sza´ma az ege´sz popula´cio´t me´rete´t adja
meg. A legegyszeru˝bb az SI modell, mely a betegse´get terjeszto˝ e´s a ferto˝zheto˝








alaku´ differencia´legyenlet–rendszer seg´ıtse´ge´vel. Teha´t a ferto˝zheto˝ek e´s ferto˝zo¨k
sza´ma fu¨gg a tala´lkoza´sok sza´ma´to´l, amelyet a c ra´ta´val adhatunk meg.
A modell tova´bbfejleszte´se a Kermack-McKendrick modell SIR modell [32],
amely az SI modell kiege´sz´ıte´se olyan egyedekkel, akik ma´r nem ferto˝zheto˝ek.












alakban ı´rhato´ fel, ahol r > 0 a ferto˝ze´si ra´ta, a > 0 a ferto˝zo˝k cso¨kkene´se´nek
ra´ta´ja. Ezen modellek seg´ıtse´ge´vel ja´rva´nyok terjede´se´t vizsga´lhatjuk, mint a
pestis vagy pe´lda´ul az ebola ja´rva´ny. A modell nem veszi figyelembe az egyedek
kora´t e´s neme´t, tova´bba´ a fo¨ldrajzi elhelyezkede´st. A modellnek ma´s va´ltozatai
is le´teznek, illetve ezek ke´sleltete´ssel valo´ kiege´sz´ıte´se, mely figyelembe veszi a
betegse´gek lappanga´si ideje´t is [8], [62], [63], [65].
Emellett sza´mos ma´s betegse´g terjede´se´t vizsga´lta´k, ilyen pe´lda´ul a Ronald
Ross fe´le mala´ria modell [47], [48]. Ebben a modellben a ferto˝ze´st nem ko¨zvet-
lenu¨l a ferto˝zo¨ttek okozza´k, hanem a betegse´g egy ko¨zvet´ıto˝ (mala´ria esete´n a
no˝ste´ny szu´nyog) a´ltal terjed. Tova´bba´ fontos szerepet kaptak a genetika´val
foglalkozo´ modellek vizsga´lata [22], [23].
Mint la´thattuk, ezen jelense´gek matematikai modellje´t ko¨zo¨nse´ges differen-
cia´legyenletek seg´ıtse´ge´vel ı´rhatjuk le, melyek a popula´cio´ egyedsza´ma´nak ido˝beli
va´ltoza´sa´t mutatja´k. Ha az ido˝beli va´ltoza´sok mellett a biolo´giai jelense´gek
te´rbeli va´ltoza´sa´t is vizsga´ljuk, akkor ennek modelleze´se´re parcia´lis differen-
cia´legyenleteket alkalmazhatunk [18], [29], [51].
Ebben az esetben a popula´cio´ elemsza´ma´t le´ıro´ fu¨ggve´ny to¨bbva´ltozo´s:
• t jelo¨li az ido˝va´ltozo´t,
• x, y, . . . pedig a te´rbeli va´ltozo´kat.
A popula´cio´ egyedeinek te´rbeli eloszla´sa´nak bevona´sa´val olyan modelleket
nyerhetu¨nk, amelyek egyre´szt jobban le´ırja´k a valo´sa´got, ma´sre´szt pedig vizsga´la-
tuk eredme´nye a gyakorlatban jobban felhaszna´lhato´. Pe´lda´ul ja´rva´nyterjede´si
modellek esete´n, ha az egyes oszta´lyok te´rbeli elhelyezkede´se´t is ismerju¨k, akkor
leheto˝se´g van a ve´do˝olta´sokat hate´kony alkalmazni. Ismerju¨k tova´bba´, hogy
mely teru¨leteken e´lo˝ket kell beoltani, illetve hol tala´lhato´ak a legferto˝zo¨ttebb
teru¨letek [18].
Mindezek alapja´n joggal a´ll´ıthato´, hogy a dolgozat ta´rgya´t ke´pezo˝ mate-
matikai modellek analitikus, numerikus e´s sza´mı´to´ge´pes vizsga´lata nemcsak
o¨nmaga´ban e´rdekes proble´ma, hanem hozza´seg´ıt sza´mos ta´rsadalmi e´s biolo´gia
jelense´g jobb mege´rte´se´hez e´s azok kezele´se´hez.
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A dolgozat fele´p´ıte´se
A dolgozat te´ma´ja popula´cio´dinamikai modellek folytonos e´s diszkre´t fel-
adata´nak vizsga´lata. Ez azt jelenti teha´t, hogy a differencia´legyenletek pontos
megolda´sa ne´lku¨l, a megolda´sok hosszu´ ta´vu´ viselkede´se´t elemezzu¨k, tova´bba´
olyan ko¨zel´ıto˝ megolda´sokkal foglalkozunk, amelyek mego˝rzik a folytonos feladat
fo˝bb jellemzo˝it.
Elo˝szo¨r a Hu´sve´t-sziget e´lo˝vila´ga´t le´ıro´ differencia´legyenlet–rendszert ismer-
tetju¨k. Tova´bbi ce´lunk a kora´bban kidolgozott e´s matematikailag vizsga´lt mo-
dell tova´bbfejleszte´se e´s annak matematikai e´s biolo´giai szempontok szerinti
anal´ızise.
A dolgozat ma´sodik re´sze´ben a Lotka–Volterra differencia´legyenlet–rendszer
numerikus megolda´sa´val foglalkozunk opera´tor–szeletele´s alkalmaza´sa´val. Ce´lunk
a rendszerre alkalmazott numerikus mo´dszerek geometriai tulajdonsa´gainak vizs-
ga´lata, tova´bba´ megfelelo˝ numerikus mo´dszer alkalmaza´sa.
A dolgozat o¨t fejezetbo˝l a´ll:
• Az elso˝ fejezete´ben ko¨zo¨nse´ges e´s ke´sleltetett differencia´legyenletek foly-
tonos feladata´nak stabilita´sa´t, azaz azt a tulajdonsa´got, hogy az adott
egyenletnek le´tezik-e ido˝ben a´llando´ megolda´sa, tova´bba´ kis kezdeti felte´te-
lek va´ltoztata´sa hogyan hat a feladat megolda´sa´ra.
A´ttekintju¨k a legegyszeru˝bb linea´ris esetet, majd megvizsga´ljuk, hogy
nemlinea´ris esetben hogyan a´ltala´nos´ıthato´ rendszerek stabilita´sa e´s ho-
gyan lehet elemezni.
• A ma´sodik fejezetben a ko¨zo¨nse´ges e´s a ke´sleltetett differencia´legyenletek
numerikus megolda´sa´val foglalkozunk. Ekkor a feladatot diszkre´t mo-
dellel ko¨zel´ıtju¨k, melybo˝l a pontos megolda´s viselkede´se´re ko¨vetkeztet-
hetu¨nk. Ehhez definia´ljuk a legegyszeru˝bb egyle´pe´ses algoritmusokat,
majd az a´ltala´nos Runge-Kutta mo´dszereket.
Ezen mo´dszerek o¨sszehasonl´ıta´sa´ra definia´ljuk a numerikus mo´dszerek kon-
zisztencia´ja´t, stabilita´sa´t e´s konvergencia´ja´t, azaz a ko¨zel´ıto˝ megolda´s
mennyire jo´l illeszkedik a pontos megolda´sra.
• A harmadik fejezetben a szakirodalmakban szereplo˝ legegyszeru˝bb po-
pula´cio´dinamikai modellekkel foglalkozunk: az egyszereplo˝s e´s to¨bbsze-
replo˝s modellekkel. Egyszereplo˝s modellek ko¨zu¨l a Malthus-fe´le expo-
nencia´lis no¨vekede´si modellt e´s annak egy tova´bbfejleszte´se´t a logisztikus
no¨vekede´si modellt ismertetju¨k re´szletesen. To¨bbszereplo˝s esetben a raga-
dozo´-zsa´kma´ny kapcsolatot le´ıro´ Lotka–Volterra modellt elemezzu¨k, mely
egy ke´so˝bbi fejezet alapmodellje´t jelenti.
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• A dolgozat negyedik fejezete ismerteti a ha´romszereplo˝s popula´cio´dinami-
kai modellt: a Hu´sve´t–sziget o¨kosziszte´ma´ja´t modellezo˝ differencia´legyenlet–
rendszert [5], [6] e´s a hozza´ kapcsolo´do´ eddigi eredme´nyeket. Megvizsga´ljuk
tova´bba´ ezen modell kiterjeszte´seit: linea´ris cso¨kkente´s e´s ke´sleltetett
egyenletekkel valo´ modelleze´se esete´n. Ezen eredme´nyeket a [49], [50]
munka´ink ismertetik. Vizsga´ljuk ezen modellek folytonos e´s diszkre´t fel-
adata´nak tulajdonsa´gait.
• A ko¨vetkezo˝ fejezetben egy zsa´kma´ny-ragadozo´ modell, a Lotka–Volterra
egyenlet numerikus megolda´sa´t dolgozza fel. Ismerteti a geometrikus in-
tegra´torok alapjait e´s eddigi eredme´nyeit [26], [41], azaz olyan numerikus
mo´dszereket melyek mego˝rzik a feladat geometriai jellemzo˝it. Vizsga´ljuk
a Lotka–Volterra egyenletrendszer numerikus megolda´sa´val az opera´tor–
szeletele´s alkalmaza´sa´val, melyben a [20], [21] munka´ink eredme´nyeit fog-
laljuk o¨ssze.
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2. Ko¨zo¨nse´ges e´s ke´sleltetett differencia´legyenletek
folytonos feladata´nak stabilita´svizsga´lata
Ko¨zo¨nse´ges e´s ke´sleltetett differencia´legyenletek seg´ıtse´ge´vel modellezhetju¨k az
ido˝beli va´ltoza´sokat le´ıro´ jelense´geket. Ha az ismeretlen fu¨ggve´ny egyva´ltozo´s,
akkor ko¨zo¨nse´ges differencia´legyenletnek nevezzu¨k. Ha a differencia´legyenlettel
le´ırt folyamat egy adott ido˝pontbeli a´llapota to¨bb mu´ltbeli a´llapotto´l is fu¨gg,
akkor ke´sleltetett differencia´legyenletro˝l besze´lu¨nk.
Alapveto˝en a ko¨vetkezo˝ ke´rde´sekre keressu¨k a va´laszt:
• le´tezik-e megolda´s? (egzisztencia)
• ha´ny megolda´sa van a feladatnak?
• milyen felte´telek mellet van csak egyetlen megolda´sa? (unicita´s)
• folytonosan fu¨gg-e a feladat megolda´sa (vagy megolda´sai) a modellt le´ıro´
parame´terekto˝l? (stabilita´s)
Fontos ke´rde´s, hogy egzisztencia e´s unicita´s esete´n meg tudjuk-e hata´rozni a
megolda´st, e´s ha igen, akkor hogyan. Tova´bba´, ha egy differencia´legyenlet ma´s
kezdeti e´rte´kbo˝l ind´ıtott megolda´sai valamely ido˝pillanatban a pontos megolda´s
egy ko¨rnyezete´be keru¨lnek, akkor ezen megolda´sok ido˝ eltelte´vel hogyan visel-
kednek. Ha a megolda´s ko¨rnyezete´ben maradnak, akkor Ljapunov-e´rtelemben
stabilnak nevezzu¨k.
Ebben a fejezetben elo˝szo¨r a ko¨zo¨nse´ges majd pedig a ke´sleltetett ko¨zo¨nse´ges
differencia´legyenletre vonatkozo´ egzisztencia, majd pedig stabilita´s vizsga´latra
vonatkozo´ elme´leti re´szt foglaljuk o¨ssze a [2], [3], [33], [55] munka´k alapja´n.
2.1. Ko¨zo¨nse´ges differencia´legyenletek stabilita´svizsga´lata




= f(t, u) (2.1)
alaku´ egyenlet elso˝rendu˝ ko¨zo¨nse´ges differencia´legyenletnek nevezzu¨k.
1. Megjegyze´s. Ha d > 1, akkor KDE rendszernek szoka´sos nevezni. Mi a
dolgozatban nem teszu¨nk ku¨lo¨nbse´get a skala´ris (d = 1) e´s ezen eset ko¨zo¨tt.
2. Defin´ıcio´. Azt az u : I → Rd (I egy R-beli ny´ılt intervallum) folytonosan
differencia´lhato´ fu¨ggve´nyt, amelyre teljesu¨lnek a
• {(t, u(t)) : t ∈ I} ⊂ D,
• du(t)dt = f(t, u(t)) minden t ∈ I,
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felte´telek, a (2.1) megolda´sa´nak nevezzu¨k.
Ha a (2.1) olyan megolda´sa´t keressu¨k, amelyre teljesu¨l valamely u0 ∈ Rd esete´n
az
u(t0) = u0 (2.2)
felte´tel, akkor a feladatot kezdetie´rte´k-feladatnak, ma´s szo´val Cauchny-feladatnak
nevezzu¨k. Ha pe´lda´ul egy jelense´g ido˝beli va´ltoza´sa´t vizsga´ljuk, akkor ez azt je-
lenti, hogy ismerju¨k a rendszer a´llapota´t egy adott ido˝pillanatban (a´ltala´ban
kezdeti), e´s annak ido˝beli fejlo˝de´se´ro˝l szeretne´nk to¨bbet megtudni.
3. Defin´ıcio´. Legyen D ⊂ R × Rd egy tartoma´ny, (t0, u0) ∈ D egy adott pont






feladatot kezdetie´rte´k-feladatnak vagy Cauchy-feladatnak nevezzu¨k.
Egy kezdetie´rte´k-feladat megolda´sa´n azt e´rtju¨k, hogy meghata´rozzuk az
o¨sszes olyan u : R→ Rd fu¨ggve´nyt, amely kiele´g´ıti az (2.3) feladatot.
(A megolda´sfu¨ggve´ny e´rtelemszeru˝en C1-beli, azaz folytonosan differencia´lhato´.)
Kezdetie´rte´k-feladatok vizsga´latna´l fontos a megolda´s le´teze´se´nek e´s egye´rtel-
mu˝se´ge´nek vizsga´lata. Jelo¨lje H a ko¨vetkezo˝ halmazt
H(t0, u0) = {(t, u) : |t− t0| ≤ α, ||u− u0|| ≤ β} ⊂ D. (2.4)





1. Te´tel (Picard–Lindelo¨f). Tegyu¨k fel, hogy le´tezik olyan H(t0, u0) ⊂ D
re´szhalmaz, melyen f folytonos e´s a ma´sodik va´ltozo´ja´ban lipschitzes, azaz le´tezik
olyan L > 0 a´llando´, hogy minden (t, u1), (t, u2) ∈ H(t0, u0) pontban teljesu¨l az
||f(t, u1)− f(t, u2)|| ≤ L||u1 − u2|| (2.6)
felte´tel. Ekkor a (2.3) feladatnak le´tezik egye´rtelmu˝ megolda´sa az
I0 = {t ∈ I : |t− t0| ≤ T} (2.7)






Az elo˝zo˝ te´tel a loka´lis megoldhato´sa´g felte´teleiro˝l besze´l, amelyhez elegendo˝
ha a jobb oldal ma´sodik va´ltozo´ja szerint loka´lisan lipschitzesse´ge. Ha teljesu¨l a
globa´lis lipshitzesse´g felte´tele, akkor a megolda´s az ege´sz tartoma´nyon le´tezik.
A tova´bbiakban feltesszu¨k teha´t, hogy az f(t, u) fu¨ggve´ny eleget tesz az elo˝zo˝
te´tel felte´teleinek, ekkor teha´t a (2.3) alaku´ Cauchy-feladatnak le´tezik loka´lisan
egye´rtelmu˝ megolda´sa. A feladatok megolda´sa sora´n fontos megvizsga´lnunk, ha
a kezdetie´rte´k-feladatban a kezdeti felte´telt hiba´val terhelju¨k, akkor az elte´re´s
hogyan befolya´solja a pontos megolda´st.
A fenti fogalmak bemutata´sa´hoz tekintsu¨nk ke´t pe´lda´t.
1. Pe´lda. A stabilita´selme´leti alapfogalmak mege´rte´se´hez tekintsu¨k az ala´bbi
pe´lda´t. Legyen adott egy golyo´, tova´bba´ egy δ > 0 me´lyse´gu˝ go¨do¨r vagy domb.
A ko¨vetkezo˝ eseteket vizsga´ljuk a golyo´ elhelyezkede´se´to˝l fu¨ggo˝en. A golyo´ a
1. go¨do¨r alja´n,
2. a domb teteje´n,
3. egy v´ızszintes s´ıkfelu¨leten
helyezkedik el. Mindegyik esetben a golyo´ egyensu´lyi helyzetben van, azaz moz-
dulatlan, helyzete´t nem va´ltoztatja. Ez azt jelenti, ha nem e´ri ero˝hata´s a golyo´t,
akkor helyben marad. Azonban ha kicsit elmozd´ıtjuk akkor mindha´rom esetben
ma´s fog to¨rte´nni.
1. Az elso˝ esetben a golyo´ visszagurul az eredeti helye´re a go¨do¨r alja´ra, ha
az elmozd´ıtott kezdeti a´llapota´nak magassa´ga δ e´rte´ke´ne´l nem nagyobb
me´rte´kbe´l te´r el a go¨do¨r alja´to´l.
2. A ma´sodik esetben a golyo´ legurul a dombro´l e´s elta´volodik a kezdeti hely-
zetto˝l.
3. A harmadik esetben a golyo´ nem te´r vissza, de nem is ta´volodik az eredeti
helyzete´to˝l.
Eredme´nyu¨l teha´t azt kaptuk, hogy az elso˝ esetben, ha a kezdeti felte´telt ki-
csit megva´ltoztatjuk, akkor a megolda´s vissza te´r az eredeti megolda´shoz, azaz a
ta´volsa´guk nulla´hoz tart. A ma´sodik esetben ez ma´r nem teljesu¨l, a megolda´sok
ta´volsa´ga ve´gtelenhez tart. A harmadik eset az elso˝ esethez hasonlo´, a meg-
olda´sok korla´tosak maradnak, viszont a ta´volsa´guk nulla´hoz tarta´sa ma´r nem
teljesu¨l.
2. Pe´lda. A ma´sodik pe´lda´ban tekintsu¨k az SI ja´rva´nyterjede´si modellt. A
modell a ferto˝zheto˝ e´s ferto˝zo¨tt egyede kapcsolata´t vizsga´lja. Ha egy ferto˝zo¨tt
e´s egy ferto˝zheto˝ egyed tala´lkozik, akkor a c > 0 parame´ter fejezi, hogy mi-
lyen valo´sz´ınu˝se´ggel va´lik ferto˝zo¨tte´ egy ferto˝zheto˝ egyed. A ferto˝zheto˝ek S e´s









alaku´ ko¨zo¨nse´ges differencia´legyenlettel ı´rhatjuk le.
1. A rendszer egy egyensu´lyi helyzete, ha nincsenek ferto˝zheto˝ egyedek. Ek-
kor ha elmozd´ıtjuk ebbo˝l a helyzetbo˝l, azaz pa´r egyed is megferto˝zo˝dik a
ferto˝zheto˝ek sza´ma megno˝ e´s elta´volodik a nulla´to´l.
2. Ma´sik egyensu´lyi helyzet esete´n nincsenek ferto˝zo˝ egyedek. Ekkor, ha a
rendszert elmozd´ıtjuk ebbo˝l a helyzetbo˝l, teha´t megjelennek a ferto˝zo˝ egye-
dek, akkor betegse´g to¨r ki e´s a rendszer elmozdul a kezdeti a´llapota´bo´l.
Jelo¨lje u(t, t0, u0) a (2.3) feladat (t0, u0) pontbo´l ind´ıtott megolda´sa´t. Defi-
nia´ljuk mit e´rtu¨nk a megolda´s stabilita´sa´n.
4. Defin´ıcio´. Azt mondjuk, hogy a (2.3) feladat u(t, t0, u0) megolda´sa stabil,
ha minden ε > 0 esete´n le´tezik olyan δ > 0, hogy minden olyan u¯0 ∈ Rd kezdeti
vektor esete´n, amelyre
||u0 − u¯0|| < δ, (2.9)
teljesu¨lnek a ko¨vetkezo˝k
• az u(t, t0, u¯0) megolda´s le´tezik a [t0,∞) intervallumon,
• minden t > t0 esete´n
||u(t, t0, u0)− u(t, t0, u¯0)|| < ε. (2.10)
5. Defin´ıcio´. Azt mondjuk, hogy a (2.3) feladat u(t, t0, u0) megolda´sa aszimp-
totikusan stabil, ha
• a megolda´s stabil,
• teljesu¨l ra´ a
lim
t→∞ ||u(t, t0, u0)− u(t, t0, u¯0)|| = 0 (2.11)
egyenlo˝se´g.
6. Defin´ıcio´. Ha a (2.3) feladat u(t, t0, u0) megolda´sa nem stabil, akkor insta-
bilnak nevezzu¨k.
Az fentiekben definia´lt stabilita´si fogalmakat szoka´s Ljapunov-fe´le stabi-
lita´snak nevezni. Vizsga´ljuk az egyenlet stabilita´sa´t specia´lis alaku´ jobb oldal
esete´n.
Ha a jobb oldal f(t, u) = A(t)u alaku´, ahol A(t) egy n × n ma´trix minden





alaku´ egyenletet homoge´n linea´ris differencia´legyenlet rendszernek nevezzu¨k. Ha
A(t) = A minden t ≥ t0, azaz a ma´trix nem fu¨gg t-to˝l, akkor a
du(t)
dt
= Au(t), t > t0
u(t0) = u0
(2.13)
feladatot a´llando´ egyu¨tthato´s linea´ris differencia´legyenlet–rendszernek nevezzu¨k.
2. Te´tel (A´llando´ egyu¨tthato´s linea´ris rendszerek stabilita´sa.). Tegyu¨k
fel, hogy az A ma´trix diagonaliza´lhato´. Ekkor a (2.13) kezdetie´rte´k-feladat meg-
olda´sa
• pontosan akkor stabil, ha az A ma´trix minden saja´te´rte´ke´nek valo´s re´sze
nem pozit´ıv, azaz Re(λi) ≤ 0 minden i = 1, 2, . . . esete´n,
• pontosan akkor aszimptotikusan stabil, ha az A ma´trix minden saja´te´rte´ke´nek
valo´s re´sze negat´ıv, azaz ha Re(λi) < 0 minden i = 1, 2, . . . esete´n,
• minden egye´b ma´s esetben, azaz ha az A ma´trixnak le´tezik pozit´ıv valo´s
re´szu˝ saja´te´rte´ke instabil.
Linea´ris differencia´legyenletek elme´letben a kezdetie´rte´k-feladat megolda´sa´nak
stabilita´sa nem fu¨gg a kezdeti felte´tel konkre´t megva´laszta´sa´to´l, hanem csak
maga´to´l az egyenletto˝l. Eze´rt linea´ris esetben a differencia´legyenlet stabilita´sa´ro´l
besze´lu¨nk.
Ha a (2.3) egyenlet jobb oldala nem fu¨gg explicit mo´don t-to˝l, akkor az
egyenletet autono´mnak nevezzu¨k. (Minden nem-autono´m feladat – egy u´j isme-
retlen fu¨ggve´ny hozza´ada´sa´val – a´t´ırhato´ autono´m rendszerre´.) A tova´bbiakban
ilyen alaku´ egyenleteket vizsga´lunk, azaz tekintsu¨k a
du(t)
dt




7. Defin´ıcio´. A (2.14) autono´m differencia´legyenlet egyensu´lyi pontja´nak ne-
vezzu¨k az u? ∈ Rd megolda´st, ha u(t) = u? = constant teljesu¨l t ≥ t0 esete´n.
Ha u? egyensu´lyi pontja a (2.14) autono´m differencia´legyenletnek, erre az
e´rte´kre a (2.14) bal oldala nulla. Eze´rt u? deriva´ltja nulla e´rte´ku˝. Teha´t a
rendszer egyensu´lyi pontjait az
f(u?) = 0 (2.15)
algebrai egyenletrendszer megolda´saibo´l kapjuk. Autono´m rendszerek esete´n
az egyensu´lyi pontok e´s stabilita´suk seg´ıtse´ge´vel a rendszer ido˝beli viselkede´se´t
vizsga´lhatjuk. Hasonlo´an definia´lhato´ autono´m esetben is egyensu´lyi pontok
stabilita´sa.
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8. Defin´ıcio´. Azt mondjuk, hogy a (2.14) feladat u? egyensu´lyi pontja stabil,
ha minden ε > 0 esete´n le´tezik olyan δ > 0, hogy minden u¯0 ∈ Rd kezdeti vektor
esete´n, amelyre
||u¯0 − u?|| < δ (2.16)
esete´n teljesu¨l
||u(t, t0, u¯0)− u?|| < ε. (2.17)
9. Defin´ıcio´. Azt mondjuk, hogy a (2.14) feladat u? egyensu´lyi pontja aszimp-
totikusan stabil, ha
• stabil,
• teljesu¨l ra´ a
lim
t→∞ ||u(t, t0, u¯0)− u
?|| = 0 (2.18)
egyenlo˝se´g.
Minden ma´s esetben az egyensu´lyi pontot instabilnak nevezzu¨k.




alaku´ differencia´legyenletet, ahol λ ∈ R, tova´bba´ u(0) = u0 > 0 kezdeti felte´tel.
Az egyenlet egyensu´lyi pontja´t teha´t a
λu? = 0 (2.20)
egyenlet megolda´saibo´l kapjuk, azaz u? = 0. Arra vagyunk k´ıva´ncsiak, hogy
ku¨lo¨nbo¨zo˝ λ ∈ R esete´n az egyensu´lyi pont ko¨zele´ben halado´ megolda´sok ta´volodnak
vagy ko¨zelednek-e.
A kezdetie´rte´k-feladat megolda´sa az u(t) = u0e
λt fu¨ggve´ny.
• Ha λ < 0, akkor a megolda´sok hata´re´rte´ke nulla t → ∞ esete´n. Ez azt
jelenti, hogy a megolda´sok az egyensu´lyi pont ko¨zele´ben maradnak. Ekkor
az u? egyensu´lyi pont aszimptotikusan stabil.
• Ha λ < 0, akkor a megolda´sok hata´re´rte´ke´nek ku¨lo¨nbse´ge kino˝ a ve´gtelenbe
t→∞ este´n. Ekkor a megolda´sok teha´t ta´volodnak az egyensu´lyi pontto´l,
teha´t a nulla megolda´s instabil.
• Ha λ = 0, akkor a megolda´sok konstans e´rte´ku˝ek. Teha´t se nem ko¨zeled-
nek, se nem ta´volodnak az u? = 0 egyensu´lyi pontto´l. Ebben az esetben
teha´t az u? megolda´s stabil.
2. Megjegyze´s. Linea´ris egyenletek esete´n ha a jobb oldali A ma´trix fu¨gg t-to˝l
is, akkor a va´ltozo´ egyu¨tthato´s rendszer stabilita´sa nem fu¨gg ko¨zvetlenu¨l az A(t)
ma´trix saja´te´rte´keito˝l.
Nemlinea´ris differencia´legyenletek esete´n a stabilita´s eldo¨nte´se bonyolultabb.
Erre haszna´lhato´ mo´dszer a lineariza´la´s lesz.
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Egyensu´lyi pont stabilita´svizsga´lata lineariza´la´ssal
Nemlinea´ris esetben a stabilita´s eldo¨nte´se´hez tegyu¨k fel, hogy u? ∈ Rd egyensu´lyi
pontja a (2.14) rendszernek, azaz f(u?) = 0. Tegyu¨k fel tova´bba´, hogy f egy
differencia´lhato´ fu¨ggve´ny. Legyen
y(t) = u(t)− u?, (2.21)
azaz azt vizsga´ljuk, hogy az egyensu´lyi pont ko¨zele´bo˝l ind´ıtott u(t) megolda´sokra
az u(t)− u? ku¨lo¨nbse´g hogyan va´ltozik ido˝ben. Az y deriva´la´sa´val az
y′(t) = f(y(t) + u?) (2.22)
o¨sszefu¨gge´st kapjuk. Az f fu¨ggve´ny differencia´lhato´, ı´gy
f(u? + q) = f ′(u?)q + a(q), (2.23)





||q|| = 0. (2.24)
Jelo¨lje A azt az Rd×d ma´trixot, amelyre A = f ′(u?). Ekkor az y fu¨ggve´nyre az
ala´bbi fo˝re´sze´ben linea´ris differencia´legyenletet tekintju¨k:
y˙(t) = Ay(t) + a(y(t)). (2.25)
Azt kaptuk teha´t, hogy lineariza´la´ssal az egyensu´lyi pont stabilita´sa´t a linea´ris
re´sz, azaz A ma´trix saja´te´rte´keinek seg´ıtse´ge´vel do¨nthetju¨k el.
3. Te´tel. 1. Ha az A ma´trix minden saja´te´rte´ke negat´ıv valo´sre´szu˝, akkor a
u? egyensu´lyi pont aszimptotikusan stabil egyensu´lyi pontja a (2.14) rend-
szernek.
2. Ha az A ma´trixnak van pozit´ıv valo´sre´szu˝ saja´te´rte´ke, akkor az u? meg-
olda´s instabil egyensu´lyi pontja a (2.14) rendszernek.
3. Ha az A ma´trix minden saja´te´rte´ke nem pozit´ıv valo´sre´szu˝ e´s Re(λ) = 0
esete´n λ multiplicita´sa a minima´lpolinomban egy, akkor az egyensu´lyi pont
stabil.
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A gyakorlatban sokszor nagyme´retu˝ rendszerek stabilita´sa´t vizsga´ljuk. Ezek-
ben az esetekben a saja´te´rte´kek meghata´roza´sa gyakorlatilag kivitelezhetetlen.
Stabilita´s szempontja´ban azonban neku¨nk csak a saja´te´rte´kek valo´s re´sze´t kell
figyelembe vennu¨nk. A ko¨vetkezo˝ te´tel erre az esetre vonatkozik.
4. Te´tel (Routh-Hurwitz-krite´rium, [11]). Legyen p(x) = xn+an−1xn−1+
. . .+a1x+a0 egy tetszo˝leges n-ed foku´ polinom. A p(x) polinom minden gyo¨ke´nek
valo´sre´sze pontosan akkor negat´ıv, ha az
an−1 1 0 . . . . . . 0













0 . . . 0 a0 a1 a2
0 . . . . . . . . . 0 a0

(2.26)
n× n-es ma´trix pozit´ıv definit, azaz a fo˝minorjai pozit´ıvak.
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2.2. Ke´sleltetett differencia´legyenletek stabilita´svizsga´lata
A biolo´gia´ban, fizika´ban vagy mu˝szaki teru¨leten elo˝fordulo´ folyamatokat ko¨zo¨n-
se´ges differencia´legyenletekkel modellezhetju¨k. Azonban a megolda´s nem mindig
ı´rja le adekva´t mo´don a jelense´get. Elo˝fordulhat hogy a jelen a´llapotot to¨bb
mu´ltbeli a´llapot is meghata´rozza. Ezeket a differencia´legyenleteket nevezzu¨k
ke´sleltetett differencia´legyenleteknek [15], [37], [66].




= aN(t)− bN(t)P (t)
dP (t)
dt
= cN(t)P (t)− dP (t)
(2.27)
ahol N(t) jelo¨li a zsa´kma´ny popula´cio´t, P (t) pedig a ragadozo´kat, tova´bba´ az
a, b, c, d > 0 pedig a popula´cio´k elemsza´ma´nak va´ltoza´sa´t kifejezo˝ parame´terek.
Az a e´s d parame´terek a popula´cio´k no¨vekede´se´t, b e´s c parame´terek pedig a
ke´t faj ko¨zo¨tti interakcio´t fejezik ki. A modell a ke´t popula´cio´ jelen ido˝pontbeli
elemsza´ma´t az ebben pillanatban e´lo˝ egyedek sza´ma´val fejezi ki. A modell teha´t
nem tu´l realisztikus, hiszen nem veszi figyelembe, hogy az elemsza´mot befolya´solja
az u´jonnan megszu¨leto˝ egyedek sza´ma is. Felteve´seink teha´t a ko¨vetkezo˝k:
• Feltesszu¨k, hogy a zsa´kma´nya´llatok jelen ido˝beli sza´ma´t azok a ragadozo´k
tudja´k cso¨kkenteni, akik τ1 ido˝ eltelte´vel kifejlett ragadozo´k lettek e´s ke´pesek
a vada´szatra.
• A ragadozo´k jelen ido˝beli sza´ma´t azon zsa´kma´nya´llatok no¨velik, amelyek
τ2 ido˝ eltelte´vel a ragadozo´k sza´ma´ra ele´rheto˝ve´ va´ltak.
I´gy kapjuk a Lotka–Volterra egyenletek ke´sleltete´st tartalmazo´ va´ltozata´t [53]:
dN(t)
dt
= aN(t)− bN(t)P (t− τ1)
dP (t)
dt
= cN(t− τ2)P (t)− dP (t)
(2.28)
ahol N(t) jelo¨li a zsa´kma´ny popula´cio´t, P (t) pedig a ragadozo´kat, a, b, c, d > 0
pedig az interakcio´kat kifejezo˝ parame´terek, τ1, τ2 > 0 pedig a geszta´cio´t jelo¨lo˝
ke´sleltete´sek. A modell realisztikusabban mutatja be a ragadozo´-zsa´kma´ny kap-
csolatot.
Ilyen t´ıpusu´ modelleket elo˝szo¨r az 1700-as e´vek ko¨zepe´n Euler vizsga´lta,
majd Volterra volt az elso˝ aki re´szletesebben le´ırta e´s tanulma´nyozta ezeket
ne´ha´ny ragadozo´-zsa´kma´ny modell kapcsa´n. Ezuta´n a ke´sleltetett differen-
cia´legyenletek elme´lete´ben a 20. sza´zad ma´sodik fele´ben to¨rte´nt jelento˝s fejlo˝de´s.
Sza´mos betegse´g terjede´se modellezheto˝ realisztikusabban ke´sleltetett egyenle-
tekkel [43], [44], [63].
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10. Defin´ıcio´. Ke´sleltetett differencia´legyenlet nevezzu¨k a
du(t)
dt
= f(t, u(t− τ1), u(t− τ2), . . . , u(t− τd)) (2.29)
alaku´ differencia´legyenletet, ahol τ1, τ2, . . . , τd > 0 e´rte´ku˝ek, indexek szerint mo-
noton no¨vekszenek, tova´bba´ fu¨gghetnek a t e´rte´ke´to˝l is.
A ke´sleltete´s mindig nemnegat´ıv e´rte´ku˝. Ha a ke´sleltete´s e´rte´ku˝ konstans,
akkor konstans e´rte´ku˝ ke´sleltetett differencia´legyenletro˝l besze´lu¨nk.
A ko¨zo¨nse´ges differencia´legyenletekhez hasonlo´an ke´sleltetett esetben is meg-
adhato´ felte´tel a feladat megolda´sa´nak le´teze´se´re e´s egye´rtelmu˝se´ge´re.
5. Te´tel ([15]). Tekintsu¨k a
du(t)
dt
= f(t, u(t− τ1), u(t− τ2), . . . , u(t− τd)),
u(t) = φ(t), t0 − τd ≤ t ≤ t0
(2.30)
ke´sleltetett differencia´legyenletet, ahol a fenna´ll a 0 ≤ τ1 < τ2 < . . . < τd
egyenlo˝se´g. Legyen tova´bba´ D ⊂ [t0, t0+β]×Rd konvex tartoma´ny e´s tegyu¨k fel,
hogy f : D → Rd folytonos D-n, tova´bba´ φ(t) : [t0−τd]→ D. Ekkor a ke´sleltetett
differencia´legyenletnek egye´rtelmu˝ megolda´sa van a [t0, t0 + β] intervallumon.
Ke´sleltetett differencia´legyenletek esete´n is, ha a jobb oldal nem fu¨gg ko¨zvet-
lenu¨l t-to˝l akkor autono´mnak nevezzu¨k. A tova´bbiakban tekintsu¨k teha´t a
du(t)
dt
= f(u(t− τ)) (2.31)
alaku´ autono´m ke´sleltetett differencia´legyenletet. Ko¨zo¨nse´ges differencia´legyen-
letek esete´n vizsga´ltuk az autono´m egyenletek egyensu´lyi pontjait e´s stabi-
lita´sukat. Ezek a fogalmak ke´sleltetett differencia´legyenletek este´n is definia´lha-
to´ak.






Ez azt jelenti, hogy egyensu´lyi pont nem fu¨gg a τ ke´sleltete´s e´rte´ke´to˝l.
Ke´sleltetett differencia´legyenletek esete´n is definia´lhato´ az egyensu´lyi pontok
stabilita´sa.
12. Defin´ıcio´. Tegyu¨k fel, hogy a u? ∈ D egyensu´lyi pontja a (2.31) autono´m
ke´sleltetett differencia´legyenletnek. Az u? pontot stabilnak nevezzu¨k, ha minden
ε > 0-hoz le´tezik olyan δ > 0 e´rte´k, melyre minden olyan ϕ ∈ C([t0, t0 + r],R)
fu¨ggve´nyre, melyre |ϕ| < δ e´s t ∈ [t0, t0 + r] esete´n
|u(t, ϕ)| < ε. (2.33)
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A u? egyensu´lyi pontot aszimptotikusan stabilnak nevezzu¨k, ha stabil e´s a ha
le´tezik δ > 0 sza´m, melyre |ϕ| < δ esete´n
lim
t→∞u(t, ϕ) = 0. (2.34)
Tekintsu¨k az A ∈ C(R,Rd×d) folytonos fu¨ggve´nyt e´s vizsga´ljuk az autono´m








ahol Ai, i = 1, . . . , d a ke´sleltete´st tartalmazo´ ismeretlen fu¨ggve´ny egyu¨tt-
hato´ma´trixa.










egyenletet e´rtju¨k, ahol Ai egy konstans n× n ma´trix.
La´ttuk, hogy ko¨zo¨nse´ges differencia´legyenletek esete´n a Routh-Hurwitz krite´-
rium seg´ıtse´ge´vel eldo¨ntheto˝ az egyensu´lyi pont stabilita´sa a karakterisztikus
egyenlet gyo¨keinek meghata´roza´sa ne´lku¨l. Ke´sleltetett differencia´legyenletek
esete´n enne´l bonyolultabb mo´dszert kell alkalmaznunk.
Tegyu¨k fel, hogy a jobboldal csak a τ ke´sleltete´sto˝l fu¨gg, ekkor a ko¨vetkezo˝
te´tel seg´ıtse´ge´vel pedig egy felte´telt kapunk arra, hogy a rendszer tetszo˝leges
τ ke´sleltete´s esete´n stabil maradjon, vagy pedig le´tezik egy olyan τ? kritikus
ke´sleltete´s mely uta´n a rendszer mindig instabil lesz.
6. Te´tel. [9] Legyen H = {z ∈ C : Re(z) ≥ 0}, H ⊂ D, P,Q : D → D holom-
orf fu¨ggve´nyek, melyek kiele´g´ıtik a ko¨vetkezo˝ felte´teleket:
1. P e´s Q nem rendelkezik ko¨zo¨s imagina´rius ze´rushelyekkel,
2. P¯ (−iy) = P (iy) e´s Q¯(−iy) = Q(iy), ha y ∈ R,
3. P (0) +Q(0) 6= 0,
4. lim sup
{∣∣∣Q(z)P (z) : z →∞, Re(z) ≥ 0∣∣∣} ≤ L < 1
5. F (y) = |P (iy)2| − |Q(iy)|2 fu¨ggve´nynek legfeljebb ve´ges sok ze´rushelye van
y ∈ R-re.
Jelo¨lje tova´bba´ Hτ (z) = P (z) +Q(z)e
−zτ . Ekkor a ko¨vetkezo˝k teljesu¨lnek:
• Tegyu¨k fel, hogy F (y) = 0 fu¨ggve´nynek nincsenek pozit´ıv gyo¨kei, ekkor ha
Hτ stabil τ = 0 esete´n, akkor stabil minden τ ≥ 0 esete´n is. Ha pedig nem
az, akkor semmilyen ma´s τ ≥ 0-ra nem stabil.
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• Tegyu¨k fel, hogy F (y) = 0-nak van legala´bb egy pozit´ıv gyo¨ke e´s hogy min-
den pozit´ıv gyo¨k egyszeres. Ekkor le´tezik olyan τ? ≥ 0 melyre minden
τ ≥ τ? este´n Hτ instabil, valamint a [0, τ?] intervallumon legfeljebb ve´ges
sok stabilita´sva´lta´s fordul elo˝.
O¨sszefoglala´s
Ebben a fejezetben ko¨zo¨nse´ges e´s ke´sleltetett differencia´legyenletek folytonos
feladata´val foglalkoztunk. Elo˝szo¨r megvizsga´ltuk, hogy milyen felte´telek mellett
le´tezik egye´rtelmu˝ megolda´sa az egyenleteknek, majd pedig a stabilita´svizsga´latra
te´rtu¨nk a´t, azaz azt vizsga´ltuk teha´t, hogy a pontos megolda´s ko¨zele´ben le´vo˝
megolda´s ta´volodnak vagy ko¨zelednek-e.
• Definia´ltuk ko¨zo¨nse´ges e´s ke´sleltetett differencia´legyenletek esete´n az egyen-
su´lyi pont fogalma´t, mit e´rtu¨nk ezen pont stabilita´sa´n, aszimptotikus sta-
bilita´sa´n e´s instabilita´sa´n.
• Linea´ris homoge´n kezdetie´rte´ke-feladat esete´n a jobb oldalt meghata´rozo´
ma´trix saja´te´rte´kei do¨ntik el az egyensu´lyi helyzet stabilita´sa´t. Ha a
saja´te´rte´kek valo´s re´sze negat´ıv, akkor aszimptotikusan stabil egyensu´lyi
pontro´l besze´ltu¨nk. Ha pedig le´tezik pozit´ıv valo´s re´szu˝ saja´te´rte´k, akkor
instabil egyensu´lyi pontro´l.
• Nemlinea´ris differencia´legyenletek esete´n a lineariza´lt jobb oldal, azaz a
Jacobi-ma´trix saja´te´rte´keit kell figyelembe vennu¨nk.
• Nagyme´retu˝ rendszerek esete´n a Routh-Hurwitz-krite´rium seg´ıtse´ge´vel a
karakterisztikus egyenlet gyo¨keinek meghata´roza´sa ne´lku¨l kapunk egy szu¨k-
se´ges e´s ele´gse´ges felte´telt a stabilita´sra.
• Ke´sleltetett differencia´legyenletek esete´n definia´ltuk a megolda´s stabilita´sa´t.
La´thattuk, hogy ebben az esetben sokkal o¨sszetettebb e´s nehezebb a hely-
zet, hiszen a stabilita´st a τ ke´sleltete´s ideje is befolya´solja.
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3. Differencia´legyenletek numerikus megolda´si
mo´dszerei
Az elo˝zo˝ re´szben differencia´legyenletek folytonos feladata´nak vizsga´lata´t ta´rgyal-
tuk. A´ltala´ban ezen egyenletek analitikus megolda´sa nem adhato´ meg vagy csak
nagyon specia´lis esetben. Helyette a feladatok megolda´sa´ra numerikus ko¨zel´ıte´st
alkalmazunk. Ekkor az e´rtelmeze´si tartoma´ny egyes pontjaiban ko¨zel´ıtju¨k a
feladat pontos megolda´sa´t. A fejezetben a ko¨zo¨nse´ges e´s ke´sleltetett differen-
cia´legyenletek kezdetie´rte´k-feladata´nak numerikus megolda´si mo´dszereit ismer-
tetju¨k a [7], [19], [25], [34], [64] mu˝vek alapja´n.
3.1. Ko¨zo¨nse´ges differencia´legyenletek




= f(t, u(t)), t ∈ [0, T ]
u(t0) = u0
(3.1)
alaku´ kezdetie´rte´k-feladatot. Tegyu¨k fel, hogy a feladatnak le´tezik egye´rtelmu˝
megolda´sa a [0, T ] intervallumon. Az egyszeru˝se´g kedve´e´rt csak a skala´ris esettet
ta´rgyaljuk,. (A rendszerek ta´rgyala´s hasonlo´ mo´don to¨rte´nik.)
Numerikus megolda´s sora´n a [0, T ] intervallum diszkre´t pontjaiban ko¨zel´ıtju¨k









ahol N ∈ N, h pedig a feloszta´s nagysa´ga, u´n. le´pe´sko¨ze. A megolda´s ko¨zel´ıte´se´t
a h finomsa´gu´ ra´csha´lo´ esete´n a tn pontban jelo¨lje
yn := yh(tn), (3.3)
ahol yh a keresett ra´csfu¨ggve´ny.
Ha a tn+1-beli ko¨zel´ıte´s kisza´mı´ta´sa´hoz csak az elo˝zo˝ pontbeli tn-beli ko¨zel´ıte´s
e´rte´ke´t haszna´ljuk fel a numerikus mo´dszert egyle´pe´sesnek nevezzu¨k.
14. Defin´ıcio´. A (3.1) feladat megolda´sa´ra fel´ırt numerikus mo´dszert egyle´pe´ses
numerikus mo´dszernek nevezzu¨k, ha
yn+1 = yn + hΦ(h, tn, yn, yn+1) (3.4)
alakban adhato´ meg, ahol Φ a numerikus mo´dszert definia´lo´ fu¨ggve´ny. Ha Φ nem
fu¨gg yn+1-to˝l a mo´dszert explicitnek nevezzu¨k, ellenkezo˝ esetben pedig implicit
mo´dszernek.
22
Ku¨lo¨nbo¨zo˝ numerikus mo´dszerek o¨sszehasonl´ıta´sa´hoz definia´ljuk, hogy mit
e´rtu¨nk a pontos e´s ko¨zel´ıto˝ megolda´sok ko¨zelse´ge´n. Jelo¨lje t? a [0, T ] intervallum
egy ro¨gz´ıtett pontja´t.
15. Defin´ıcio´. Az eh(t
?) = yn−u(t?), (nh = t?) ra´csfu¨ggve´nyt a Φ numerikus
mo´dszer t? pontbeli globa´lis hiba´ja´nak nevezzu¨k. Azt mondjuk, hogy a Φ nu-





?) = 0. (3.5)
Ha Φ numerikus mo´dszer konvergens a [0, T ] intervallum minden pontja´ban,
akkor konvergens mo´dszernek nevezzu¨k.
Ha a pontos megolda´sbo´l kiindulva egy le´pe´st teszu¨nk a Φ numerikus mo´dszerrel,




− hΦ(h, tn, u(tn), u(tn+1)) (3.6)
fu¨ggve´nyt, melynek rendje a feladat pontos megolda´sa ne´lku¨l is meghata´rozhato´
Taylor-sorfejte´ssel.
16. Defin´ıcio´. A dn(h) fu¨ggve´nyt a Φ numerikus mo´dszer ti ∈ ωh pontbeli
loka´lis hiba´nak nevezzu¨k. Azt mondjuk, hogy a Φ numerikus mo´dszer p-ed rend-
ben konzisztens, ha
dn(h) = O(hp). (3.7)
A loka´lis hiba teha´t azt mutatja meg, hogy a pontos megolda´s milyen pon-
tossa´ggal ele´g´ıti ki a Φ numerikus mo´dszert.
17. Defin´ıcio´. Azt mondjuk, hogy a Φ numerikus mo´dszer zero–stabil, ha le´tezik








Az Euler-mo´dszer az egyik legegyszeru˝bb numerikus mo´dszer az elso˝rendu˝ ko¨zo¨n-
se´ges differencia´legyenletek numerikus megolda´sa´ra. A tova´bbiakban tekintsu¨k










u(tn + h)− u(tn)
h
. (3.9)




yh(tn + h)− yh(tn)
h
. (3.10)
18. Defin´ıcio´. A (3.1) feladat megolda´sa´ra haszna´lt
yn+1 − yn
h
= f(tn, yn), n = 0, 1, . . .
y(t0) = u0
(3.11)
alaku´ numerikus mo´dszert explicit Euler-mo´dszernek nevezzu¨k.
Vila´gos, hogy ekkor a Φ fu¨ggve´ny f(tn, yn) alaku´ e´s a numerikus mo´dszeru¨nk
yn+1 = yn + hf(tn, yn), (3.12)
azaz az yn+1 e´rte´ke ko¨zvetlenu¨l meghata´rozhato´ az elo˝zo˝ ko¨zel´ıte´s e´rte´ke´bo˝l.
7. Te´tel. Tegyu¨k fel, hogy f folytonosan differencia´lhato´ e´s a ma´sodik va´ltozo´-
ja´ban lipschitzes, ekkor a (3.1) feladat megolda´sa´ra haszna´lt explicit Euler-mo´dszer
elso˝ rendben konvergens.
Bizony´ıta´s: Az explicit Euler-mo´dszer konvergencia´ja´nak bizony´ıta´sa´hoz jelo¨lje
ei a ti pontbeli hiba´t
ei = yi − u(ti), i = 0, 1, . . . , N. (3.13)
Az explicit Euler-mo´dszer ke´plete´be helyettes´ıtve az yi = ei+u(ti) kifejeze´st,
a ko¨vetkezo˝ egyenlo˝se´get kapjuk
ei+1 − ei = −(u(ti+1)− u(ti)) + hf(ti, ei + u(ti))
= [hf(ti, u(ti))− (u(ti+1)− u(ti)]
+ h [f(ti, ei + u(ti))− f(ti, u(ti))] .
(3.14)
Tova´bbi bevezetve a
gi = hf(ti, u(ti))− (u(ti+1)− u(ti))
ψi = f(ti, ei + u(ti))− f(ti, u(ti))
(3.15)
jelo¨le´seket a
ei+1 − ei = gi + hψi (3.16)
24
o¨sszefu¨gge´st kapjuk, melyet hibaegyenletnek nevezu¨nk. Az f fu¨ggve´ny lipschi-
tzes, ı´gy
|ψi| = |f(ti, ei + u(ti))− f(ti, u(ti))| ≤ L|(ei + u(ti))− u(ti)| = L|ei|. (3.17)
A hibaegyenletre teha´t a ko¨vetkezo˝ becsle´st kapjuk
|ei+1| ≤ |ei|+ |gi|+ h|ψi| ≤ (1 + hL)|ei|+ |gi| (3.18)
minden i = 0, 1, . . . n− 1 esete´n. Eze´rt teha´t
|en| ≤ (1 + hL)|en−1|+ |gn−1|
≤ (1 + hL) [(1 + hL)|en−2|+ |gn−2|] + |gn−1|
= (1 + hL)2|en−2|+ [(1 + hL)|gn−2|+ |gn−1|]
. . .













Tetszo˝leges pozit´ıv x esete´n fenna´ll a 1+x < ex o¨sszefu¨gge´s, eze´rt az nh = t?
egyenlo˝se´g miatt
(1 + hL)n < enhL = eLt
?
(3.20)









kapjuk. A |gi| kifejeze´st is szeretne´nk felu¨lro˝l becsu¨lni. Ehhez Taylor-sorfejte´s
felhaszna´la´sa´val
u(ti+1)− u(ti) = u(ti + h)− u(ti) = hu′(ti) + 1
2
u′′(ξi)h2, (3.22)




h2, M2 = max
[0,t?]
|u′′(t)| (3.23)















o¨sszefu¨gge´st kapjuk. Mivel e0 = 0, eze´rt




teljesu¨l. Ekkor h→ 0 esete´n en → 0, tova´bba´ en = O(h).
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Implicit Euler-mo´dszer
A ma´sik legegyszeru˝bb egyle´pe´ses mo´dszer az implicit Euler-mo´dszer. Ekkor a
jobboldalon szereplo˝ fu¨ggve´ny e´rte´ke´t a tn+1 helyen approxima´ljuk.
19. Defin´ıcio´. A (3.1) feladat megolda´sa´ra fel´ırt
yn+1 − yn
h
= f(tn+1, yn+1), n = 0, 1, . . .
y(t0) = u0
(3.26)
alaku´ numerikus mo´dszert implicit Euler-mo´dszernek nevezzu¨k.
Ekkor a´talak´ıta´ssal kapjuk, hogy a Φ fu¨ggve´ny f(tn+1, yn+1) alaku´, a nume-
rikus mo´dszeru¨nk
yn+1 = yn + hf(tn+1, yn+1) (3.27)
alaku´, azaz az yn+1 e´rte´ke´nek meghata´roza´sa´hoz szu¨kse´ges yn+1 e´rte´k is. Ha´tra´ny
teha´t, hogy minden le´pe´sben egy nemlinea´ris egyenletet kell megoldanunk. Az
implicit Euler-mo´dszer elso˝ rendu˝ konvergencia´ja is bela´thato´. Csak a konzisz-
tencia´ja´t mutatjuk meg, a konvergencia viszonylag bonyolult.
8. Te´tel. Tegyu¨k fel, hogy f folytonosan differencia´lhato´, ekkor a (3.1) feladat
megolda´sa´ra haszna´lt implicit Euler-mo´dszer elso˝ rendben konzisztens.
Bizony´ıta´s: Az implicit Euler-mo´dszer konzisztencia´ja´nak vizsga´lata´hoz alkal-
mazzuk a Taylor-sorfejte´st a ti+1 pont ko¨ru¨l
u(ti+1)− u(ti) = u(ti+1)− u(ti+1 − h) = hu′(ti+1)− 1
2
u′′(ξi)h2 (3.28)




becsle´st kapjuk, azaz h → 0 esete´n a mo´dszer elso˝ rendben konzisztens.
Tova´bb bela´thato´, hogy a numerikus mo´dszer stabil is, teha´t az implicit Euler-
mo´dszer elso˝ rendben konvergens numerikus mo´dszer.
A ze´ro´–stabilita´s e´s a konzisztencia seg´ıtse´ge´vel a numerikus mo´dszer kon-
vergencia´ja´t tudjuk biztos´ıtani.
9. Te´tel. Ha a (3.1) feladatra alkalmazott Φ numerikus mo´dszer konzisztens e´s




A trape´z-mo´dszer az elo˝zo˝ekben ismertetett explicit e´s implicit-Euler mo´dszerek
kombina´cio´ja´nak tekintheto˝, ugyanis a ke´t mo´dszer sza´mtani ko¨zepe´vel sza´mol.
Ebben az esetben a Φ fu¨ggve´ny
1
2
[f(tn, yn) + f(tn+1, yn+1)] (3.30)
alaku´.






[f(tn, yn) + f(tn+1, yn+1)] , n = 0, 1, . . .
y(t0) = u0
(3.31)
alaku´ numerikus mo´dszert trape´z-mo´dszernek nevezzu¨k.
A trape´z-mo´dszer teha´t egy implicit mo´dszer, mely ma´sodrendben konver-
gens. Ezt az elo˝zo˝ekben ismertetett Euler-mo´dszerekhez hasonlo´an bizony´ıthatjuk.
10. Te´tel. A (3.1) feladat megolda´sa´ra haszna´lt trape´z-mo´dszer ma´sodrendben
konvergens.
3. Megjegyze´s. Az eddig ismertetett egyle´pe´ses mo´dszerek a´ltala´nos´ıta´sa a Theta-
mo´dszer, mely a ko¨vetkezo˝ itera´cio´t alkalmazza
yn+1 − yn
h
= (1− θ)f(tn, yn) + θf(tn+1, yn+1), n = 0, 1, . . . (3.32)
ahol θ ∈ [0, 1]. A θ parame´ter specia´lis megva´laszta´sa´val kapjuk az eddig ismer-
tetett mo´dszereket, nevezetesen
• θ = 0 esete´n az explicit Euler-mo´dszert,
• θ = 1 megva´laszta´ssal az implicit Euler-mo´dszert,
• θ = 12 e´rte´k esete´n pedig a tape´z-mo´dszert.
4. Megjegyze´s. Ezen mo´dszerek konvergencia´ja´nak bizony´ıta´sa bonyolult, meg-
tala´lhato´ a [19] mu˝ben.
Runge-Kutta-mo´dszerek
Az elo˝zo˝ekben la´ttuk teha´t, hogy az elo˝bbi egyszeru˝bb numerikus mo´dszerek
alacsony rendben konverga´lnak. Ce´lunk magasabb rendu˝ numerikus mo´dszerek
konstrua´la´sa.
Ennek egy leheto˝se´ge ha ke´t ra´cspont ko¨zo¨tti u´jabb e´rte´kek felhaszna´la´sa´val
magasabb rendet e´ru¨nk el. Ezeket az egyle´pe´ses mo´dszereknek nevezzu¨k Runge-
Kutta t´ıpusu´ numerikus mo´dszereknek.
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21. Defin´ıcio´. A (3.1) feladat megolda´sa´ra fel´ırt
k1 = f(tn, yn)
k2 = f(tn + a2h, yn + hb21k1)
k3 = f(tn + a3h, yn + hb31k1 + hb32k2)
...
ks = f(tn + ash, yn + hbs1k1 + hbs2k2 + . . .+ hbs,s−1ks)
yn+1 = yn + h(c1k1 + c2k2 + . . .+ csks)
(3.33)
mo´dszert s-le´pcso˝s explicit Runge-Kutta-mo´dszernek nevezzu¨k, ahol
a1, . . . , a2, b21, . . . , bs,s−1, c1, . . . , cs adott parame´terek.
Egy adott mo´dszer rendje fu¨gg a parame´terek megva´laszta´sa´to´l. I´gy fel´ırhato´
o¨sszefu¨gge´s a rend e´s a Runge-Kutta-mo´dszerek parame´terei ko¨zo¨tt. A ko¨nnyebb
a´ttekintheto˝se´ge´rt a parame´terek egy ta´bla´zatba rendezheto˝ek, ezt nevezzu¨k
Butcher-ta´bla´nak.
a1 b11 . . . b1s







c1 . . . cs
(3.34)
5. Pe´lda. Tekintsu¨k a ke´t le´pcso˝s Runge-Kutta mo´dszereket, melyek
k1 = f(tn, yn)
k2 = f(tn + a2h, yn + hb21k1)
yn+1 = yn + h(c1k1 + c2k2)
(3.35)
alakban adhato´ak meg. Ekkor a legmagasabb ele´rheto˝ konzisztencia rend e´rte´ke
ketto˝, erre pedig felte´tel is adhato´ a parame´terek seg´ıtse´ge´vel. Ilyen pe´lda´ul a
jav´ıtott explicit Euler-mo´dszer, mely egy ma´sodrendu˝ mo´dszer
k1 = f(tn, yn)
k2 = f(tn + 0.5h, yn + 0.5hk1)
yn+1 = yn + hk2.
(3.36)
6. Pe´lda. Legyenek
k1 = f(tn, yn)
k2 = f(tn + 0.5h, yn + 0.5hk1)
k3 = f(tn + 0.5h, yn + 0.5hk2)
k4 = f(tn + h, yn + hk3)
(3.37)
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ke´plettel meghata´rozott k1, k2, k3 e´s k4 e´rte´kek, tova´bba´
yn+1 = yn +
h
6
= (k1 + 2k2 + 2k3 + k4). (3.38)
Az ı´gy definia´lt mo´dszert klasszikus negyedrendu˝ Runge-Kutta mo´dszernek ne-
vezzu¨k, mely egy negyedrendu˝ numerikus mo´dszer.
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3.2. Ke´sleltetett differencia´legyenletek




= f(t, u(t− τ1), u(t− τ2), . . . , u(t− τd)),
u(t) = φ(t), t0 − τd ≤ t ≤ t0
(3.39)
alaku´ ke´sleltetett differencia´legyenletet, ahol a fenna´ll a 0 ≤ τ1 < τ2 < . . . < τd
egyenlo˝se´g. A tova´bbiakban ke´sleltetett differencia´legyenletek numerikus meg-
olda´sa´t vizsga´ljuk, azaz keresu¨nk egy olyan fu¨ggve´nyt mely jo´ ko¨zel´ıte´se a feladat
pontos megolda´sa´nak.
Le´pe´sek mo´dszere
A le´pe´sek mo´dszere´nek ta´rgyala´sa´hoz tegyu¨k fel, hogy a jobb oldal csak a τ
ke´sleltete´s e´rte´ke´to˝l fu¨gg, azaz
du(t)
dt
= f(t− τ, u(t− τ)),
u(t) = φ(t), t− τ ≤ t ≤ t0.
(3.40)
A [t0, t0 + τ ] intervallumon az egyenlet jobb oldala´t integra´lva
u(t) = φ(t0) +
∫ t
t0
f(s− τ, u(s− τ))ds = φ(t0) +
∫ t
t0
f(s− τ, g(s− τ))ds
(3.41)
megkaptuk a megolda´st a [t0, t0 + τ ] intervallumon. Ezt a le´pe´st folytatva,
tegyu¨k fel hogy ismerju¨k a megolda´st [t0, t0 + kτ ] intervallumon valamely k > 0
ege´szre. Ekkor a ko¨vetkezo˝ le´pe´s [t0 + kτ, t0 + (k + 1)τ ] k = 1, 2, . . .-ra
y(t) = y(t0 + kτ) +
∫ t
t0+kτ
f(s− τ, y(s− τ))ds. (3.42)
Ha az integra´lt meghata´rozzuk a [t0 + (k − 1)τ, t0 + kτ ] intervallumon ak-
kor az egyenlet jobb oldala´n minden ismert, ı´gy az integra´la´s erre a le´pe´sre is
elve´gezheto˝.





u(t) = 1, t ∈ [−τ, 0].
(3.43)
• Ez azt jelenti teha´t, hogy a megolda´s e´rte´ke´t ismerju¨k a [−1, 0] intervallu-
mon, itt
u(t) = 1. (3.44)
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• Hata´rozzuk meg teha´t a megolda´st a ko¨vetkezo˝ intervallumon, amely a
[0, 1]-en. Integra´la´ssal teha´t a megolda´s
u(t) = 1 +
∫ t
0
−1ds = 1− t. (3.45)
• A ko¨vetkezo˝ le´pe´sben a [1, 2] intervallumon hata´rozzuk meg a megolda´st,
ekkor
u(t) = 1− t+
∫ t
1






A megolda´st teha´t az elo˝zo˝ le´pe´sben kisza´molt fu¨ggve´ny seg´ıtse´ge´vel sza´mı´thatjuk
ki az intervallum hossza´nak no¨vele´se´vel.
Runge-Kutta mo´dszerek
Az elo˝zo˝ekben la´ttuk ko¨zo¨nse´ges differencia´legyenletek kezdetie´rte´k-feladata´ra
vonatkozo´ numerikus megolda´saina´l a Runge-Kutta t´ıpusu´ megolda´si mo´dszereket.
Ekkor a magasabb rend ele´re´se´t ke´t ra´cspont ko¨zo¨tti u´jabb e´rte´kek felhaszna´la´sa´val
e´rtu¨k el. A Runge-Kutta mo´dszerek kis mo´dos´ıta´ssal ke´sleltetett differencia´legyen-
letek megolda´sa´ra is haszna´lhato´ak.
Az yn a pontos megolda´s ko¨zel´ıte´se´t jelentette a tn helyen az u(t), legyen
yn−τ pedig a pontos megolda´s ko¨zel´ıte´se a tn − τ helyen, azaz
yn−τ ≈ u(tn − τ). (3.47)
Ke´sleltetett differencia´legyenletek esete´n teha´t a jobboldalt nemcsak a tn helyen,
hanem a tn − τ helyen is approxima´ljuk.
22. Defin´ıcio´. A (3.40) feladat megolda´sa´ra fel´ırt
k1 = f(tn, yn−τ )
k2 = f(tn + a2h, yn−τ + hb21k1)
k3 = f(tn + a3h, yn−τ + hb31k1 + hb32k2)
...
ks = f(tn + ash, yn−τ + hbs1k1 + hbs2k2 + . . .+ hbs,s−1ks)
yn+1 = yn−τ + h(c1k1 + c2k2 + . . .+ csks)
(3.48)
mo´dszert s-le´pcso˝s explicit Runge-Kutta-mo´dszernek nevezzu¨k ke´sleltetett diffe-
rencia´legyenletekre, ahol a1, . . . , a2, b21, . . . , bs,s−1, c1, . . . , cs adott parame´terek.
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O¨sszefoglala´s
Ebben a fejezetben ko¨zo¨nse´ges e´s ke´sleltetett differencia´legyenletek kezdetie´rte´k-
feladata´nak numerikus megolda´sa´val foglalkoztunk. Ekkor a megolda´s e´rtelme-
ze´si tartoma´nya´n egy h finomsa´gu´ ekvidiszta´ns ra´csha´lo´t e´rtelmeztu¨nk, majd
pedig ezekben a pontokban kisza´molt e´rte´kekkel ko¨zel´ıtettu¨k a folytonos fel-
adatot. Az ı´gy kapott numerikus mo´dszereknek vizsga´ltuk a pontossa´ga´t, azaz
hogy mennyire ko¨zel´ıti a feladat pontos megolda´sa´t.
• A legegyszeru˝bb numerikus mo´dszer az Euler-mo´dszer. Explicit esetben
az elo˝zo˝ le´pe´sben kisza´molt e´rte´k seg´ıtse´ge´vel egy itera´cio´t e´p´ıtu¨nk fel.
Implicit esetben viszont ma´r egy nemlinea´ris egyenletet is meg kell olda-
nunk minden le´pe´sben. La´ttuk, hogy ezek a mo´dszerek elso˝rendu˝ek voltak.
Vizsga´ltuk tova´bba´ a trape´z mo´dszert, mely egy implicit ma´sodrendben
pontos ko¨zel´ıto˝ formula.
• Magasabb rendet az u´gynevezett Runge-Kutta mo´dszerek seg´ıtse´ge´vel e´rhe-
tu¨nk el, ekkor ke´t ra´cspont ko¨zo¨tti e´rte´ket is felhaszna´lunk. I´gy a rend
no¨velheto˝, de no˝ a sza´mı´ta´sok mennyise´ge is. A numerikus mo´dszert
meghata´rozo´ egyu¨tthato´k ta´bla´zatba rendezheto˝ek, ı´gy kapjuk a Butcher
ta´bla´t.
• A ko¨zo¨nse´ges differencia´legyenletek megolda´sa´ra alkalmazott numerikus
mo´dszerek a´tviheto˝k ke´sleltetett egyenletekre is. A legegyszeru˝bb ko¨zel´ıto˝
mo´dszer az u´n. le´pe´sek mo´dszere, mely intervallumonke´nt haladva egy
hata´rozott integra´l seg´ıtse´ge´vel ko¨zel´ıti a pontos megolda´s. Definia´lhato´ak
tova´bba´ ebben az esetben is a Runge-Kutta mo´dszerek, mely a Runge-
Kutta mo´dszer ke´sleltete´ssel valo´ kiege´sz´ıte´se´t jelenti.
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4. Popula´cio´dinamikai modellek
Popula´cio´ alatt egy egy adott faj, adott teru¨leten e´lo˝ egyedeinek o¨sszesse´ge´t
e´rtju¨k. Az popula´cio´ sza´ma´nak va´ltoza´sa´t a szu¨lete´si e´s hala´loza´si ra´ta, tova´bba´
az egyedek be-e´s kiva´ndorla´sa befolya´solja. Forma´lisan teha´t a popula´cio´ dina-
mika´ja´t a ko¨vetkezo˝ egyenlet ı´rja le:
Egyedsza´m va´ltoza´s = Szu¨lete´s - Hala´loza´s + Beva´ndorla´s - Kiva´ndorla´s.
Ezt az o¨sszefu¨gge´st a popula´cio´ egyensu´lyi egyenlete´nek is nevezik. A po-
pula´cio´t za´rtnak nevezzu¨k, ha nincs be-e´s kia´ramla´s az egyedek ko¨zo¨tt. Ha
le´tezik migra´cio´ e´s/vagy emigra´cio´ az adott teru¨leten, akkor pedig nyitott po-
pula´cio´nak vagy nyitott rendszernek nevezzu¨k. Za´rt popula´cio´ pe´lda´ul egy to´ban
e´lo˝ halak ko¨zo¨sse´ge, ny´ılt rendszert alkot egy folyo´ban e´lo˝ popula´cio´.
Jelo¨lje a tova´bbiakban u(t) a t ido˝pillanatban d darab popula´cio´ nagysa´ga´t.




alaku´ ko¨zo¨nse´ges differencia´legyenlettel ı´rhatjuk fel, ahol f egy folytonos leke´peze´s
fu¨gg a szu¨lete´s, hala´loza´s, migra´cio´ e´s emigra´cio´ e´rte´ke´to˝l. Ha f : D ⊂ Rd → Rd,
akkor azt jelenti, hogy az f fu¨ggve´ny d darab popula´cio´ kapcsolata´t ı´rja le. A
tova´bbiakban a´ttekintju¨k a legfontosabb modelleket, amely a ke´so˝bbi fejezetek-
ben a modellek alapja´ul szolga´lnak [16], [42], [45], [56].
4.1. Egyszereplo˝s modellek
Egyszereplo˝s modellek esete´n egy adott popula´cio´ ido˝beli va´ltoza´sa´t vizsga´ljuk,






kezdetie´rte´k-feladat ı´rja le, ahol a f : R → R folytonos fu¨ggve´ny. A´ltala´ban a
jobb oldalt definia´lo´ fu¨ggve´ny fu¨gg ku¨lo¨nbo¨zo˝ parame´terekto˝l, melyek a folyamat
dinamika´ja´nak le´ıra´sa´ra szolga´lnak.
Korla´tlan no¨vekede´s modell
A legegyszeru˝bb egyszereplo˝s modell a Malthus1-fe´le korla´tlan no¨vekede´si mo-
dell. Ekkor egy adott popula´cio´ ido˝beli va´ltoza´sa´t vizsga´ljuk, tova´bba´ a ko¨vet-
kezo˝ felteve´seket tesszu¨k:
1Thomas Robert Malthaus (1766-1834) angol demogra´fus
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1. A ko¨zo¨sse´g za´rt, azaz nincs be – e´s kiva´ndorla´s.
2. Az egyedek sza´ma´ra a´llando´, ve´gtelen ta´pla´le´k a´ll rendelkeze´sre.
3. Az egyedek szaporoda´sa ara´nyos a ta´pla´le´kkal valo´ tala´lkoza´sok sza´ma´val.
Ekkor ∆t ido˝ alatt a popula´cio´ megva´ltoza´sa az
u(t+ ∆t) = u(t) + ∆t · k · u(t), (4.3)
alaku´ egyenlettel ı´rhato´ le, ahol k a no¨vekede´si ra´ta jelenti a va´ltoza´sa´t nagysa´ga´t
e´s ira´nya´t. Ha ∆t nagyon kicsi, akkor az egyenletet a´trendezve,
u(t+ ∆t)− u(t)
∆t
= k · u(t) (4.4)




differencia´legyenletet kapjuk, azaz f(u(t)) = ku(t). Az u(t0) = u0 kezdeti
felte´tel megada´sa´val az egyenletet megolda´sa a
u(t) = u0e
kt0 (4.6)
fu¨ggve´ny, ahol u0 a popula´cio´ kezdeti nagysa´ga. Ha a k no¨vekede´si ra´ta po-
zit´ıv akkor a popula´cio´ korla´tlanul no¨vekszik, negat´ıv k esete´n pedig cso¨kken a
popula´cio´ me´rete e´s nulla´hoz tart.
1. a´bra. Ku¨lo¨nbo¨zo˝ megolda´sok pozit´ıv no¨vekede´si ra´ta esete´n.
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2. a´bra. Ku¨lo¨nbo¨zo˝ megolda´sok negat´ıv no¨vekede´si ra´ta esete´n.
Az 1. e´s 2. a´bra´k az exponencia´lis no¨vekede´s modellje´t mutatja´k ku¨lo¨nbo¨zo˝
k e´rte´kek esete´n.
Mivel a Fo¨ld eltarto´ ke´pesse´ge kora´ntsem ve´gtelen, eze´rt Malthus azt a
mega´llap´ıta´st tette, hogy az exponencia´lis modellne´l finomabb modellre van
szu¨kse´g.
Logisztikus no¨vekede´s modell
Malthus modellje´nek tova´bbfejleszte´se a logisztikus no¨vekede´si modell, ame-
lyet Verhulst2-fe´le modellnek is neveznek. A modell figyelembe veszi, hogy a
vizsga´lt popula´cio´ ve´ges ero˝forra´sokkal ma´s szo´val, eltarto´ke´pesse´ggel rendel-
kezik. A no¨vekede´s za´rt ko¨rnyezetben, korla´tozott ero˝forra´sok mellett folyik,
amely hata´ssal van a popula´cio´ a no¨vekede´se´re. A ko¨rnyezet eltarto´ke´pesse´ge´t
a tova´bbiakban jelo¨lju¨k K ∈ R-val. A modell tova´bbi vizsga´lata´na´l teha´t a
ko¨vetkezo˝ felteve´seket tesszu¨k:
1. A popula´cio´ sza´ma´ra ve´ges mennyise´gu˝ ta´pla´le´k a´ll rendelkeze´sre.
2. Az egyedek szaporoda´sa´nak u¨teme ara´nyos a ta´pla´le´kkal valo´ tala´lkoza´sok
sza´ma´val.
3. A ko¨zo¨sse´g za´rt, azaz nincs be-e´s kiva´ndorla´s.
2Pierre-Francois Verhulst (1804-1849) belga matematikus
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alaku´ differencia´legyenlet ı´rja le, ahol k a no¨vekede´si ra´ta, K pedig az el-




K + u0(ekt − 1) (4.8)
fu¨ggve´nyt kapjuk, ahol u0 a popula´cio´ kezdeti nagysa´ga a t0 = 0 ido˝pontban.








egyenlet megolda´saibo´l kapjuk. A kapott ke´t egyensu´lyi pont
u?1 = 0 e´s u
?
2 = K. (4.10)
Az f(u(t)) fu¨ggve´ny deriva´la´sa´val kapjuk, hogy a megolda´s monoton no˝,
ha u0 < K. Teha´t a u
?
1 = 0 egyensu´lyi pont instabil, azaz a ko¨zele´bo˝l indulo´
megolda´sok ta´volsa´ga no˝. Ha u0 > K, akkor f(u(t)) deriva´ltja negat´ıv, teha´t
az u?2 = K egyensu´lyi pont stabil. Ez azt jelenti teha´t, ha a kezdeti popula´cio´
kisebb mint az eltarto´ke´pesse´g e´rte´ke, akkor a popula´cio´ me´rete monoton no˝
e´s tart a K e´rte´khez. Ha a kezdeti popula´cio´ nagyobb mint az eltarto´ke´pesse´g,
akkor pedig monoton cso¨kkenve tart az eltarto´ke´pesse´g e´rte´ke´hez. Ezt la´thatjuk
az 3. a´bra´n.
3. a´bra. A logisztikus no¨vekede´s modellje´nek megolda´sa, ha K = 5, tova´bba´ a
kezdeti felte´telek e´rte´kei u0 = 1, 2 e´s 8.
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4.2. Funkciona´lis va´lasz
A funkciona´lis va´lasz a ragadozo´ egyed fogyaszta´si ara´nya e´s a ta´pla´le´k mennyise´ge
ko¨zo¨tti viszonyt fejezi ki. Ennek a seg´ıtse´ge´vel vizsga´lhatjuk a popula´cio´k
egyedsza´ma´nak alakula´sa´t, amikor egy ragadozo´ vagy ku¨lso˝ beavatkoza´s to¨rte´nik
[28], [61]. A terme´szetben erre pe´lda a ragadozo´-zsa´kma´ny modellek esete´n a
ro´ka´k e´s nyulak kapcsolata. Jelo¨lje a tova´bbiakban a funkciona´lis va´laszt ki-







alaku´ differencia´legyenlettel ı´rhatjuk le.
• 0. t´ıpusu´ funkciona´lis va´lasz
Ekkor a cso¨kkente´s kifejezo˝ fu¨ggve´ny konstans e´rte´ku˝, azaz
H(u(t)) = c, (4.12)
ahol c > 0 adott parame´ter. Ez azt jelenti teha´t, hogy a popula´cio´
egyedsza´ma´t minden ido˝pillanatban ugyanazzal az e´rte´kkel cso¨kkentju¨k.
• I. t´ıpusu´ funkciona´lis va´lasz
Ebben az esetben felte´telezzu¨k, hogy a ragadozo´ ve´letlenszeru˝en keresi
zsa´kma´nya´t, a´llando´ ido˝tartamot to¨lt el a zsa´kma´ny kerese´se´vel, azaz
H(u(t)) = cu(t) (4.13)
alaku´, ahol c ∈ R adott konstans. A fentiek teljesu¨le´se esete´n a zsa´kma´ny-
popula´cio´ su˝ru˝se´ge´nek no¨vekede´se´vel az egy ragadozo´ a´ltal elfogyasztott
zsa´kma´nya´llatok sza´ma a zsa´kma´nya´llatok su˝ru˝se´ge´nek no¨vekede´se´vel line-
a´risan no˝.
• II. t´ıpusu´ funkciona´lis va´lasz
Ekkor a zsa´kma´nya´llatok su˝ru˝se´ge´nek no¨vekede´se´vel az elfogyasztott zsa´k-






fu¨ggve´nnyel ı´rjuk le, ahol c1, c2 ∈ R adott konstansok.
A 4. a´bra´n a ha´romfe´le funkciona´lis va´laszt le´ıro´ fu¨ggve´nye´ket a´bra´zolja.
Konstans esetben minden ido˝pillanatban a ragadozo´k a´ltal elfogyasztott zsa´kma´ny-
a´llatok sza´ma konstans e´rte´ku˝. Ez I e´s II. t´ıpus esete´n a zsa´kma´nya´llatok
sza´ma´val no˝. Az I. t´ıpusu´ fu¨ggve´ny esete´n linea´risan, II. t´ıpus esete´n pedig
tart egy tel´ıtettse´gi szinthez.
37
4. a´bra. Funkciona´lis va´lasz
A H(u(t)) fu¨ggve´ny bevona´sa´val u´j modellt kapunk, majd azt vizsga´ljuk,
hogy ez milyen hata´ssal van az egyensu´lyi pontokra.

















− C0 = 0 (4.16)
egyenlet gyo¨keinek meghata´roza´sa´bo´l kapjuk, azaz
u?1,2 =
k ±√k2 − 4kC0/K
2k/K
. (4.17)
A stabilita´s eldo¨nte´se´hez lineariza´ljuk a (4.15) egyenlet jobboldala´t




majd behelyettes´ıtju¨k az egyensu´lyi pontokat. Eredme´nyu¨l azt kapjuk, hogy az u?1






felte´tel teljesu¨l, e´s ekkor a popula´cio´ elemsza´ma a 0-hoz tart. Azt kaptuk teha´t,
hogy konstans e´rte´ku˝ funkciona´lis va´laszt esete´n a logisztikus no¨vekede´ssel le´ırt
popula´cio´ elemsza´ma cso¨kkeno˝ lesz e´s a kihala´shoz tart az e´rte´ke. Ma´s t´ıpusu´
funkciona´lis va´lasz esete´n az egyensu´lyi pontok e´rte´ke megva´ltozik, a popula´cio´
egyedsza´ma azonban minden esetben cso¨kken a H(u(t)) fu¨ggve´ny hata´sa´ra.
4.3. To¨bbszereplo˝s modellek
Az eddigi modellek egy a´ltala´nos´ıta´sa´t jelentik a to¨bbszereplo˝s modellek. Eb-
ben az esetben to¨bb popula´cio´ ko¨zo¨tti kapcsolatot, egyma´sra gyakorolt hata´sa´t
vizsga´ljuk [30], [39], [67]. Az interakcio´k ha´rom fajta´ja´t ku¨lo¨nbo¨ztetju¨k meg:
1. Ragadozo´-zsa´kma´ny modellek
A popula´cio´k sza´ma´ra a kapcsolat ellente´tes ira´nyu´. A zsa´kma´nya´llatok
sza´ma´ra kedvezo˝tlen, mivel ennek hata´sa´ra cso¨kken az e´lettartamuk. A
ragadozo´k sza´ma´ra elo˝nyo¨s hata´st jelent, hiszen ta´pla´le´khoz jutnak.
2. Kompet´ıcio´
Ebben az esetben a versengo˝ felek sza´ma´ra a kapcsolat ko¨lcso¨no¨sen ha´tra´nyos
lehet.
3. Szimbio´zis
A szimbio´zis vagy az ide tartozo´ mutualizmus ke´t vagy to¨bb faj egyedeinek
szoros kapcsolata´t jelenti, amely minden fe´l sza´ma´ra elo˝nyo¨kkel ja´r.
Jelo¨lje az u1(t), u2(t), . . . , un(t) n darab popula´cio´ nagysa´ga´t a t ido˝pillanatban.
Ekkor az egyes popula´cio´k ido˝beli va´ltoza´sa´t a
du1(t)
dt
= f1(u1(t), u2(t), . . . , un(t))
du2(t)
dt




= fn(u1(t), u2(t), . . . , usn(t))
(4.20)
alaku´ differencia´legyenlet ı´rja le, ahol az fi fu¨ggve´nyek a popula´cio´k ko¨zo¨tti
ko¨lcso¨nhata´sokat fejezik ki.
Ragadozo´-zsa´kma´ny modell
A ragadozo´ e´s zsa´kma´ny ko¨zo¨tti kapcsolatot le´ıro´ legegyszeru˝bb modell az u´n.
Lotka–Volterra–fe´le modell.
Vito Volterra kora´nak ismert olasz professzora volt. O¨kolo´giai jelense´gek ma-
tematikai le´ıra´sa´val veje, a biolo´gus Umberto D’Ancona megfigyele´sei kapcsa´n
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kezdett foglalkozni. A fiatal biolo´gus az Adriai-tenger hala´szati adatainak elem-
ze´se sora´n arra a mega´llap´ıta´sra jutott, hogy az I. vila´gha´boru´ ideje´n, amikor a
hadi eseme´nyek e´s ko¨ru¨lme´nyek ero˝sen korla´tozta´k a hala´szatot, a kora´bbiakhoz
ke´pest jelento˝sen megva´ltozott a lehala´szott halfajok ara´nya. Bizonyos raga-
dozo´ halak gyakrabban keru¨ltek a hala´szok ha´lo´iba, ugyanakkor a ta´pla´le´kukat
ke´pezo˝ fajok ara´nya lecso¨kkent. Fo¨lfigyelt arra is, hogy a kifogott ragadozo´ e´s
a zsa´kma´ny halak sza´ma e´s ara´nya ciklikusan va´ltozik. Ebbo˝l a halpopula´cio´k
nagysa´ga´nak perio´dikus va´ltoza´sa´ra ko¨vetkeztetett.
Szinte ezzel egyido˝ben, Volterra´to´l fu¨ggetlenu¨l az amerikai Alfred J. Lotka
hasonlo´ eredme´nyekro˝l sza´molt be. Ba´r egyiku¨k egy a gyakorlatban fo¨lmeru¨lo˝
proble´ma re´ve´n jutott el az a´ltala´nosabb elme´leti ke´rde´sek matematikai megfo-
galmaza´sa´ig, ma´sikuk alapveto˝en azzal a sza´nde´kkal fordult o¨kolo´giai proble´ma´k
fele´, hogy matematikai modellt tala´ljon bizonyos jelense´gek le´ıra´sa´hoz, eredme´-
nyeik tu´lmutattak az o¨kolo´gia tudoma´nya´n, hiszen a ke´so˝bbiekben ma´s tu-
doma´nyteru¨letekhez ko¨theto˝ proble´ma´kkal kapcsolatban is sikeresen alkalmazta´k
azokat.
Jelo¨lje N(t) a zsa´kma´nya´llatok, P (t) pedig a ragadozo´ popula´cio´ nagysa´ga´t.
Tegyu¨k fel, hogy zsa´kma´nya´llatok sza´ma exponencia´lisan no¨vekszik ku¨lso˝ hata´s
hia´nya´ban, tova´bba´ a ragadozo´ cso¨kkenti a popula´cio´ egyedeit. A zsa´kma´nyola´s
me´rte´ke pedig atto´l fu¨gg, hogy milyen gyakran tala´lkoznak. Ezt a folyamatot a
dN(t)
dt
= aN(t)− bN(t)P (t) (4.21)
egyenlet ı´rja le, ahol a, b ∈ R adott pozit´ıv konstansok.
A ragadozo´ a´llatok no¨vekede´se ara´nyos a zsa´kma´nya´llatok sza´ma´val, an-
nak hia´nya´ban pedig exponencia´lisan cso¨kken. A ragadozo´ a´llatok sza´ma´nak
va´ltoza´sa´t le´ıro´ egyenlet teha´t
dP (t)
dt
= cN(t)P (t)− dP (t) (4.22)
ahol c, d pozit´ıv valo´s parame´terek.
A Lotka–Volterra modell teha´t az
dN(t)
dt
= aN(t)− bN(t)P (t)
dP (t)
dt
= cN(t)P (t)− dP (t)
(4.23)
alaku´ differencia´legyenlet–rendszer, mely a legalapveto˝bb ke´tszereplo˝s ragadozo´-
zsa´kma´ny modellt ı´rja le [35], [42]. A (4.23) rendszer egyensu´lyi pontjainak
meghata´roza´sa´hoz oldjuk meg a
aN? − bN?P ? = 0
cN?P ? − dP ? = 0 (4.24)
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egyenletrendszert. Ezeket a pontokat jelo¨lje











A ma´sodik esetben az egyensu´lyi pontot belso˝ egyensu´lyi pontnak is nevezzu¨k.
A rendszerhez tartozo´ Jacobi-ma´trix valamely egyensu´lyi pontban
J(N?, P ?) =
(
a− bP ? −bP ?
cP ? cN? − d
)
(4.26)







melynek a saja´te´rte´kei a e´s−d, teha´t a (0, 0) instabil egyensu´lyi pont. Hasonlo´an
















alaku´ Jacobi-ma´trixot kapjuk, melynek a saja´te´rte´kei a ±i√ad komplex sza´mok.
Ebben az esetben a p?2 egyensu´lyi pont centrum lesz.
A Lotka–Volterra-egyenletekkel le´ırt ragadozo´-zsa´kma´ny rendszer megolda´sai
periodikusan oszcilla´lnak. Ez azt jelenti, hogy ha a ragadozo´ a´llatok mennyise´ge
no˝, akkor a zsa´kma´nya´llatok sza´ma mennyise´ge cso¨kkenni fog, ha viszont annyi-
ra lecso¨kken ez a mennyise´g, hogy ma´r nem ke´pes a ragadozo´kat eltartani, ak-
kor a ragadozo´k le´tsza´ma fog cso¨kkenni, ami viszont u´jra a zsa´kma´nya´llatok
mennyise´ge´nek no¨vekede´se´hez vezet, e´s ı´gy tova´bb.
A terme´szetben ilyen szaba´lyosan, zavartalanul mu˝ko¨do˝ rendszer azonban
nem le´tezik. A Lotka–Volterra-modell tu´lsa´gosan leegyszeru˝s´ıti a valo´sa´got, a
ragadozo´ e´s a zsa´kma´ny viselkede´se´nek, o¨kolo´gia´ja´nak sza´mos, fontos jellem-
vona´sa´t figyelmen k´ıvu¨l hagyja.
5. Megjegyze´s. A Lotka–Volterra modellnek sza´mos va´ltozata le´tezik. Ezek
realisztikusabban ı´rja´k le a ragadozo´–zsa´kma´ny kapcsolatot. Feltehetju¨k pe´lda´ul
azt, hogy a zsa´kma´nya´llatok sza´ma nem exponencia´lisan no¨vekszik, hanem fi-












= cN(t)P (t)− dP (t)
(4.29)
alaku´ differencia´legyenlet–rendszert kapjuk. Ma´s modellek figyelembe veszik,
hogy a zsa´kma´nya´llatok sza´ma´t szaba´lyozza´k [10], ezt I vagy II t´ıpusu´ funkci-
ona´lis va´lasz seg´ıtse´ge´vel ı´rja´k le.
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Kompet´ıcio´
Popula´cio´k ko¨zo¨tti kompet´ıcio´ akkor le´p fel, ha ugyanazt a korla´tozottan ren-
delkeze´sre a´llo´ forra´st hasznos´ıtja. A kompet´ıcio´ elso˝sorban a ta´pla´le´ke´rt e´s az
e´lette´re´rt folyhat. Tekintsu¨k pe´ldake´nt a Lotka–Volterra kompetit´ıv modellt,




















alaku´ differencia´legyenlet–rendszer ı´rja le. A modell felteve´sei a ko¨vetkezo˝k:
• A ke´t popula´cio´ no¨vekede´se´t a logisztikus modell ı´rja le. A no¨vekede´si
ra´ta´k r1, r2, az eltarto´ke´pesse´gek e´rte´ke pedig K1 e´s K2.
• A ke´t faj kapcsolata´t a b12 e´s b21 parame´terek ı´rja´k le. A b12 az u1 po-
pula´cio´ u2-re gyakorolt hata´sa´t, a b21 pedig u2 popula´cio´ u1-re gyakorolt
hata´sa´t fejezi ki.
A kompet´ıcio´ to¨bb popula´cio´ versenge´se´t is kifejezheti, az e´lelemforra´se´rt, lako´-
helye´rt.
Szimbio´zis
A szimbio´zis ketto˝ vagy to¨bb faj ko¨zo¨tti ko¨lcso¨no¨sen elo˝nyo¨s egyu¨ttmu˝ko¨de´st
jelent, amely mindegyiku¨k sza´ma´ra elo˝nyo¨s. Gyakran fontos szerepet ja´tszik
egyes fajok fenntarta´sa´ban. A legegyszeru˝bb szimbio´zis modell a Lotka–Volterra
ragadozo´-zsa´kma´ny modell mo´dos´ıta´sa, amely a
du1(t)
dt
= r1u1(t) + a1u1(t)u2(t)
du2(t)
dt
= r2u2(t) + a2u1(t)u2(t)
(4.31)
alaku´ differencia´legyenlet–rendszer seg´ıtse´ge´vel ı´rhato´ fel. A modell felteve´sei a
ko¨vetkezo˝k:
• A ke´t popula´cio´ exponencia´lisan no˝. A no¨vekede´si ra´ta´kat az r1 e´s r2
jelo¨lik.
• A ke´t faj ko¨zo¨tti kapcsolat me´rte´ke´t pedig az a1, a2 pozit´ıv konstansok
fejezik ki.
A modellben a ke´t popula´cio´ me´rete korla´tlanul no¨vekszik, hiszen a ke´t po-
pula´cio´ ko¨zo¨tti kapcsolat mindke´t fe´l sza´ma´ra elo˝nyo¨s.
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O¨sszefoglala´s
A fejezetben a popula´cio´k ido˝beli va´ltoza´sa´t le´ıro´ modellekkel foglalkoztunk. Az
x1(t), x2(t), . . . , xn(t) n darab popula´cio´ nagysa´ga´t a t ido˝pillanatban a
dx1(t)
dt
= f1(x1(t), x2(t), . . . , xn(t))
dx2(t)
dt




= fn(x1(t), x2(t), . . . , xn(t))
(4.32)
alaku´ differencia´legyenlet–rendszer ı´rja le. A fejezetben ennek a rendszernek a
stabilita´sa´val e´s numerikus megolda´sa´val foglalkoztunk.
• Egyszereplo˝s modellek esete´n egy adott popula´cio´ viselkede´se´t, to¨bbsze-
replo˝s esetben pedig to¨bb popula´cio´ egyma´sra gyakorolt hata´sa´t vizsga´lhat-
juk.
• Az egyszereplo˝s modellek ko¨zu¨l a legre´gebbi a korla´tlan no¨vekede´si mo-
dell, mely sora´n a popula´cio´ elemsza´ma exponencia´lisan no¨vekszik illet-
ve cso¨kken. Ennek egy tova´bbfejleszte´se a logisztikus no¨vekede´si mo-
dell, melynek sora´n figyelembe vesszu¨k a rendelkeze´sre a´llo´ ero˝forra´sokat.
Ebben az esetben a popula´cio´ elemsza´ma korla´tos marad e´s tart az el-
tarto´ke´pesse´g e´rte´ke´hez.
• Vizsga´ltuk tova´bba´ a ragadozo´k funkciona´lis va´lasza´t, azaz azt a jelense´get
ha egy popula´cio´ elemsza´ma´t egy ma´sik popula´cio´ ha´tra´nyosan befolya´solja.
Ez a´ltal a biolo´giai jelense´geket me´g valo´sa´gosabb modellekkel jellemez-
hetju¨k.
• To¨bbszereplo˝s modellek to¨bb popula´cio´ egyma´s ko¨zo¨tti interakcio´it mu-
tatja. Ezeket csoportos´ıthatjuk aszerint, hogy az egyedek sza´ma´ra milyen
hata´ssal ja´r. Ilyen pe´lda´ul a ragadozo´–zsa´kma´ny modellek, mely esete´n a
zsa´kma´nya´llatok sza´ma´ra ha´tra´nyos, a ragadozo´k sza´ma´ra kedvezo˝ hata´s
alakul ki.
Ezek ko¨zu¨l az egyik alapmodellnek sza´mı´to´ ragadozo´-zsa´kma´ny modellt,
a Lotka–Volterra egyenleteket vizsga´ltuk. A modellben a ke´t faj sza´ma
periodikusan oszcilla´lo´ viselkede´st mutat. Ezen k´ıvu¨l le´teznek ma´s raga-
dozo´–zsa´kma´ny modellek is, melyek realisztikusabb mo´don mutatja´k be a
popula´cio´k ko¨lcso¨nhata´sait.
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5. Hu´sve´t–sziget e´lo˝vila´ga´nak matematikai
modelleze´se
A Hu´sve´t–sziget a Csendes-o´cea´n de´lkeleti re´sze´n tala´lhato´. A sziget h´ıres
kultu´ra´ja´ro´l e´s mintegy 900 darab fennmaradt ko˝szobra´ro´l. A poline´z o˝slakosok
letelepede´se´vel jelento˝s kultu´ra´t hoztak le´tre, akik a terme´szeti adottsa´gok ki-
haszna´la´sa´val alak´ıtotta´k ki civiliza´cio´jukat. A ne´pesse´gsza´m ugra´sszeru˝ no¨ve-
kede´se´vel a tu´lne´pesede´s a civiliza´cio´ e´s a sziget e´lo˝vila´ga´nak kihala´sa´hoz veze-
tett.
A fo¨ldmu˝vele´s ko¨vetkezte´ben a fa´kat kiva´gta´k, ami talajero´zio´hoz e´s v´ızhia´ny-
hoz vezetett. A terme´szeti ero˝forra´sok lecso¨kkentek majd e´lelmiszerhia´ny le´pett
fel a szigeten. A tu´lne´pesede´s visszaford´ıthatatlan ka´rokat okozott a sziget
e´lete´ben. A 15. sza´zadra a szigetro˝l az utolso´ fa´k is eltu˝ntek, ve´gu¨l polga´rha´boru´
to¨rt ki.
Terry Hunt antropolo´gus szerint az o¨kolo´giai katasztro´fa´e´rt a pa´lmafa´k re-
genera´cio´ja´t megakada´lyozo´ poline´z patka´ny volt felelo˝s, amelyeket valo´sz´ınu˝leg
a telepesek hozhattak be magukkal. A ra´gcsa´lo´k a pa´lmafa gyu¨mo¨lcse´t e´s mag-
jait fogyasztotta. Az antropolo´gusok szerint a poline´z patka´nyok irtotta´k ki a
pa´lmafa´kat a Hawaii-o¨bo¨lben is.
A Hu´sve´t–sziget ku¨lo¨nleges se´ru¨le´kenyse´ge´hez az is hozza´ja´rulhatott, hogy a
szigeten nem volt olyan csu´csragadozo´ja, ami a patka´nyok szaporoda´sa´t korda´ban
tartotta volna, tova´bba´ a pa´lmafa´k sem no˝ttek ele´g magasra ahhoz, hogy a
patka´nyok ne tudja´k lera´gni a terme´st.
A sziget e´lo˝vila´ga´nak modelleze´se´re 2008-ban Basener, Brooks, Radin e´s
Wiandt egy matematikai modellt ke´sz´ıtett [5], [6]. Ebben ha´rom faj: az embe-
rek, fa´k e´s patka´nyok kapcsolata´t vizsga´lja´k e´s modellezik ko¨zo¨nse´ges differen-
cia´legyenletek seg´ıtse´ge´vel.
A modellben P (t) jelo¨li az emberek sza´ma´t, R(t) jelo¨li azon patka´nyok
sza´ma´t, amelyet egyse´gnyi fa terme´se el tud tartani. Az egy ember a´ltal fel-
haszna´lt fa mennyise´ge´t jelo¨lju¨k T (t)-vel.
• A huma´n popula´cio´ nagysa´ga´nak va´ltoza´sa´t a logisztikus no¨vekede´si mo-
dell ı´rja le, ahol az a ∈ R parame´ter a no¨vekede´si ra´ta. Az eltarto´ke´pesse´get










alaku´ differencia´legylet ı´rja le.
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• Hasonlo´ke´ppen a patka´nypopula´cio´ no¨vekede´se´t a logisztikus no¨vekede´si
egyenlet ı´rja le. Jelo¨lje c ∈ R a no¨vekede´si ra´ta´t, az eltarto´ke´pesse´ge´t









differencia´legyenlet seg´ıtse´ge´vel adhatjuk meg.
• A fa´k sza´ma´nak va´ltoza´sa´t a logisztikus no¨vekede´si egyenlet ı´rja le, b ∈ R
no¨vekede´si ra´ta´val e´s M ∈ R eltarto´ke´pesse´ggel, ami a sziget ero˝forra´sa´t
jelenti. Tova´bba´ a patka´ny popula´cio´ cso¨kkente´se´nek nagysa´ga´t a fa´kra
az f parame´ter ı´rja le. A huma´n popula´cio´ hata´sa´t pedig I. t´ıpusu´ funkci-
ona´lis va´laszt kifejezo˝ fu¨ggve´ny mutatja a h parame´ter seg´ıtse´ge´vel. Teha´t











− hP (t). (5.3)



























alaku´ ko¨zo¨nse´ges differencia´legyenlet–rendszer seg´ıtse´ge´vel modellezte´k.
A modellben szereplo˝ a, b, c, f, h e´s M parame´terek pozit´ıv valo´s pozit´ıv
e´rte´keket jelo¨lnek. A pontos meghata´roza´suk lehetetlen, hiszen kihalt popula´cio´k-
ro´l besze´lu¨nk. Azonban megadhato´ egy parame´tertartoma´ny ma´s hasonlo´ o¨ko-
sziszte´ma me´re´si eredme´nyei seg´ıtse´ge´vel [5], [6].
• A huma´n popula´cio´ no¨vekede´se´t le´ıro´ a parame´ter e´rte´ke 0.005 e´s 0.05
ko¨zo¨tt tartoma´nyban helyezkedik el. Az ipari forradalom elo˝tti civiliza´cio´k
esete´n ez az e´rte´k 0.0045 ko¨ru¨li.
• A fa popula´cio´ no¨vekede´si ra´ta´ja´t a b parame´ter jelo¨li. Ennek e´rte´ke 0.01
e´s 1 ko¨zo¨tt tala´lhato´ no¨ve´nyfe´le´kto˝l fu¨ggo˝en.
• A patka´ny popula´cio´ no¨vekede´si ra´ta´ja´t a c parame´ter jelo¨li. Ennek e´rte´ke
5 e´s 25 ko¨zo¨tt tala´lhato´. Valo´sz´ınu˝s´ıtheto˝, hogy a szigeten to¨bb mint 2
millio´ patka´ny e´lt.
• Az f parame´ter azt mutatja, hogy a patka´ny popula´cio´ milyen me´rte´kben
cso¨kkentik a fa´k sza´ma´t. Ennek e´rte´ke felteheto˝leg 0.001 nagysa´grendu˝,
ugyanakkor a modell nagyon e´rze´keny ezen parame´ter va´ltoza´sa´ra.
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• A h parame´ter a huma´n popula´cio´ hata´sa´t mutatja a fa´kra. Ennek meg-
hata´roza´sna´l feltesszu¨k, hogy e´rte´ke 0.25 ko¨ru¨li, azaz minden negyedik
szigetlako´ va´g ki egy egyse´gnyi fa´t e´vente.
A [5] cikkben vizsga´lta´k a (5.4) rendszer egyensu´lyi pontjait e´s azok stabilita´sa´t.
23. Defin´ıcio´. A (P ?, R?, T ?) pontokat a (5.4) egyensu´lyi pontjainak nevezzu¨k,























− hP ∗ = 0.
Egyszeru˝ sza´mı´ta´sokkal megmutathato´, hogy az (5.5) egyenletrendszer meg-

























Mint la´ttuk, az egyensu´lyi pontok stabilita´sa´t a Jacobi ma´trix saja´te´rte´kei
seg´ıtse´ge´vel tudjuk meghata´rozni. Ha a Jacobi ma´trixnak van pozit´ıv valo´s re´szu˝
saja´te´rte´ke akkor instabil, ha a ha´rom saja´te´rte´k valo´s re´sze negat´ıv akkor pedig
aszimptotikusan stabil egyensu´lyi pontro´l besze´lu¨nk.
• Az elso˝ esetben a sziget a poline´z telepesek e´rkeze´se elo˝tti a´llapota´t tu¨kro¨zi.
A szigeten nincsen emberek e´s patka´nyok, a fa´k az eltarto´ke´pesse´gu¨k ma-
ximuma´n. A P1 egyensu´lyi pont instabil. Az egyensu´lyi pont ko¨zele´ben
az emberek e´s fa´k sza´ma no˝, a patka´nyok sza´ma pedig cso¨kken.
• A P2 egyensu´lyi pont esete´n a fa e´s patka´ny popula´cio´ e´l a szigeten. Az
elo˝zo˝ esethez hasonlo´an a P2 egyensu´lyi pont is instabil.
• A harmadik esetben nincsenek patka´nyok a szigeten, csak az emberek e´s
fa´k. Ebben az esetben a P3 egyensu´lyi pont instabil.
• Az utolso´ esetben a ha´rom popula´cio´ egyu¨tt e´l, ezt nevezzu¨k belso˝ egyensu´lyi
pontnak. A P4 egyensu´lyi pont stabil, a parame´terekre kapott felte´telrendszer
teljesu¨le´se mellett.
46
A fejezet tova´bbi re´sze´ben a ko¨vetkezo˝ ke´rde´seket vizsga´ljuk:
• Ha le´tezett volna csu´csragadozo´ a patka´ny popula´cio´val szemben, hogyan
alakult volna a sziget e´lo˝vila´ga?
• Elke´pzelheto˝-e valo´sa´ghu˝bb modell az eredeti modellhez ke´pest?
• Hogyan hat a parame´terek megva´laszta´sa a rendszer viselkede´se´re?
5.1. Hu´sve´t–sziget e´lo˝vila´ga´nak matematikai modelleze´se I.
t´ıpusu´ funkciona´lis va´lasz seg´ıtse´ge´vel
Ebben a szakaszban egy u´j modellt vizsga´lunk a Hu´sve´t–sziget e´lvila´ga´nak ma-
tematikai modelleze´se´re. Ahogyan la´ttuk a huma´n e´s a patka´ny popula´cio´k
cso¨kkentik a faj mennyise´ge´t. A szigeten nem e´lt olyan ragadozo´, amely meg
tudta volna ga´tolni az elterjede´su¨ket. E´rdekes lehet teha´t megvizsga´lni azt az
esetet, amikor a ra´gcsa´lo´k sza´ma´t valamilyen csu´csragadozo´ vagy a huma´n po-
pula´cio´ cso¨kkenti.
A ko¨vetkezo˝kben azt az esetet vizsga´ljuk, amikor a funkciona´lis va´lasz I.
t´ıpusu´ fu¨ggve´ny, azaz
H = −gR(t) (5.10)
alaku´. Ekkor a g > 0 parame´ter, azon ra´gcsa´lo´k sza´ma amellyel egyse´gnyi ido˝










Ezzel azt szeretne´nk ele´rni, hogy a huma´n popula´cio´ e´s a fa popula´cio´ me´rete
ne cso¨kkenjen. Arra vagyunk teha´t k´ıva´ncsiak, hogy ha vissza lehetett volna
szor´ıtani a patka´nyok sza´ma´t, akkor hogyan va´ltozott volna a sziget e´lo˝vila´ga.




























alaku´, ahol a, b,M, f, h, c e´s g adott pozit´ıv parame´terek. Vizsga´ljuk meg az
u´j rendszer egyensu´lyi pontjainak a stabilita´sa´t, amelynek nagy szerepe van
o¨kolo´giai szempontbo´l is.
A rendszer egyensu´lyi pontjait egy egyenletrendszer megolda´sa´bo´l kapjuk.
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24. Defin´ıcio´. A P ?, R?, T ? pontokat a (5.12) differencia´legyenlet–rendszer egyen-
























− hP ∗ = 0.





























ahol E jelo¨li az
E =
cM(b− h)
cb+ fhM(c− g) . (5.17)
kifejeze´st.
5.1.1. Egyensu´lyi pontok stabilita´svizsga´lata
Az egyensu´lyi pontok stabilita´sa´nak tova´bbi vizsga´lata´hoz meghata´rozzuk a
(5.12) rendszerhez tartozo´ Jacobi-ma´trixot
J(P, T,R) =
 a− 2aPT aP
2
T 2 0
−h b(M−2T )(1+fR)M bfT (T−M)(1+fR)2M
0 cR
2
T 2 c− g − 2cRT
 . (5.18)
Az egyensu´lyi pontok stabilita´sa´nak vizsga´lata´hoz ezen ma´trix saja´te´rte´keit
vizsga´ljuk az egyes egyensu´lyi helyeken.
A P5 egyensu´lyi pont vizsga´lata
Az elso˝ eset a sziget azt az a´llapota´t mutatja, amikor nem voltak sem emberek
sem pedig patka´nyok, a fa´k sza´ma pedig az eltarto´ke´pesse´gu¨k maximuma´n volt.
Ebben az esetben a Jacobi-ma´trix
J(P5) =
 a 0 0−h −b 0
0 0 c− g
 (5.19)
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alaku´, a saja´te´rte´kek pedig
λ1 = a,
λ2 = −b,
λ3 = c− g.
(5.20)
Mivel λ1 > 0, eze´rt az P5 egyensu´lyi pont instabil.
A P6 egyensu´lyi pont vizsga´lata
Ebben az esetben a Poline´z telepesek mege´rkeze´se elo˝tti a´llapotot vizsga´ljuk.
Nincsenek emberek a szigeten, csak a fa e´s patka´ny popula´cio´k. A fa´k az el-
tarto´ke´pesse´gu¨k maximuma´n vannak, a ra´gcsa´lo´k sza´ma pedig fu¨gg a c no¨ve-
kede´si ra´ta´juk e´rte´ke´to˝l, tova´bba´ a cso¨kkente´s kifejezo˝ g parame´terto˝l.
A P6 egyensu´lyi pont esete´n teha´t a Jacobi-ma´trix
J(P6) =





c− g − 2c (1− gc )
 (5.21)













e´rte´keket kapjuk. A λ1 saja´te´rte´ke pozit´ıv, teha´t a P6 egyensu´lyi pont is instabil.
A P7 egyensu´lyi pont vizsga´lata
A P7 egyensu´lyi pont esete´n csak a huma´n e´s a fa popula´cio´ e´l a szigeten
e´s nincsenek ra´gcsa´lo´k. Az egyensu´lyi pont stabilita´sa´nak vizsga´lata´hoz meg-
hata´rozzuk a Jacobi-ma´trixot ebben a pontban:
J(P7) =
 −a a 0−h 2h− b −f(b− h)hMb
0 0 c− g
 . (5.23)
A karakterisztikus egyenlet gyo¨kei teha´t
λ1 = c− g
λ2,3 =




Ez azt jelenti teha´t, ha a λ1, λ2 saja´te´rte´kek valo´s re´sze negat´ıv, tova´bba´
c < g ami azt jelenti, hogy a no¨vekede´si ra´ta e´rte´ke kisebb a cso¨kkente´s e´rte´ke´to˝l,
akkor a P7 egyensu´lyi pont aszimptotikusan stabil.
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A P8 egyensu´lyi pont vizsga´lata
A negyedik eset a lege´rdekesebb matematikai e´s o¨kolo´giai szempontbo´l is, hi-
szen ebben az esetben belso˝ egyensu´lyi pontro´l besze´lu¨nk, a ha´rom popula´cio´:
emberek, ra´gcsa´lo´k e´s fa´k is le´teznek a szigeten. A P8 egyensu´lyi pont esete´n a
Jacobi-ma´trix
J(P8) =





c− g − 2c (1− gc )
 . (5.25)























11. Te´tel. A P8 egyensu´lyi pont pontosan akkor aszimptotikusan stabil, ha a
parame´terekre teljesu¨lnek az ala´bbi felte´telek
• A4A1 −A3A2 −A4h > 0,
• a−A1 −A4 > 0,
• (a−A1 −A4) · (A1A4 −A1a−A2A3 −A4a+ ah)
− (A4A1h−A3A2a−A4ah) > 0.
Bizony´ıta´s: Alkalmazzuk a Routh-Hurwitz-krite´riumot a harmadfoku´ karakte-
risztikus polinomok esete´n. A p(λ) = λ3 + a2λ
2 + a1λ+ a0 = 0 gyo¨keinek valo´s
re´sze teha´t pontosan akkor negat´ıv ha a
a2 > 0,
a1a2 − a0 > 0,
a0 > 0,
(5.27)
felte´telek teljesu¨lnek. Tekintsu¨k a P8 egyensu´lyi ponthoz tartozo´ Jacobi-ma´trix
karakterisztikus egyenlete´t
p(λ) = λ3 − (A4 +A1 − a)λ2 − (−A1A4 +A1a+A2A3 +A4a− ah)λ
+A4A1a−A3A2a−A4ah.
(5.28)
A kapott polinomra alkalmazzuk a (5.27) felte´teleket, majd a te´telben szereplo˝
o¨sszefu¨gge´seket kapjuk a parame´terekre.
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5.1.2. Numerikus szimula´cio´k
Ebben a re´szben a (5.12) differencia´legyenlet megolda´sa´ra haszna´ljuk a jo´l ismert
explicit Euler mo´dszert. Jelo¨lje ωτ a [0, L] intervallumon definia´lt ra´csha´lo´t
ωτ =
{


































ahol Pn, Tn, Rn jelo¨lik a megolda´s approxima´cio´ja´t a tn ido˝pillanatban,
a, b, c, f, h, g,M pedig adott konstansok. A kezdeti felte´teleket a tn = 0 ido˝ben
pedig jelo¨lje
P (0) = P0, T (0) = T0, R(0) = R0. (5.33)
A (5.30)–(5.33) ke´plettel definia´lt egyle´pe´ses itera´cio´ seg´ıtse´ge´vel kisza´mı´thatjuk
a megolda´s ko¨zel´ıte´se´t (Pn+1, Tn+1, Rn+1) a (Pn, Tn, Rn) e´rte´kek seg´ıtse´ge´vel.
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Elo˝szo¨r tekintsu¨k azt az esetet, amikor a g parame´ter e´rte´ke 0, azaz a
patka´nyok sza´ma´t nem cso¨kkentju¨k. A parame´tereket pedig va´lasszuk a [5] java-
soltak szerint. Tegyu¨k fel, hogy a huma´n popula´cio´ no¨vekede´si ra´ta´ja a = 0.03,
a patka´nyok no¨vekede´si ra´ta´ja c = 10 tova´bba´ b = 1. A fa´k eltarto´ ke´pesse´ge
M = 12000, a h parame´ter e´rte´ke pedig h = 0.25. Va´lasszuk f = 0.001, a
ra´gcsa´lo´k cso¨kkente´se´t kifejezo˝ parame´ter e´rte´ke pedig g = 0. Ebben az esetben
a P4 egyensu´lyi pont stabil. Az 5. a´bra a feladat numerikus megolda´sa´t g = 0
parame´ter megva´laszta´ssal. Az emberek, fa´k e´s patka´nyok sza´ma ugyanahhoz
az e´rte´khez tartanak.
5. a´bra. Numerikus megolda´s g = 0 parame´ter megva´laszta´ssal.
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A ko¨vetkezo˝kben vizsga´ljuk azt az esetet amikor a linea´ris cso¨kkente´s e´rte´ke
g = 5. A to¨bbi parame´tert hagyjuk va´ltozatlanul, azaz legyenek a = 0.03 a
huma´n popula´cio´ no¨vekede´si ra´ta´ja, a ra´gcsa´lo´k no¨vekede´si ra´ta´ja c = 10 e´s
b = 1. A fa´k eltarto´ke´pesse´ge M = 12000, a to¨bb parame´ter e´rte´ke pedig h e´s
0.25. Ha f = 0.001 e´s g = 5, P8 egyensu´lyi pont aszimptotikusan stabil.
6. a´bra. Numerikus megolda´s g = 5 parame´ter megva´laszta´ssal.
6. Megjegyze´s. Ma´s numerikus mo´dszerek alkalmaza´sa´val hasonlo´ a´bra´kat ka-
punk, azaz a numerikus modell megolda´sa le´nyege´ben nem fu¨gg a numerikus
mo´dszer megva´laszta´sa´to´l.
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5.2. Hu´sve´t–sziget matematikai modelleze´se ke´sleltetett
differencia´legyenlet–rendszerrel
Az (5.4) rendszer ha´tra´nya, hogy a valo´sa´got to¨bb szempontbo´l is pontatlanul
ı´rja le. Eze´rt a ce´lunk egy olyan matematikai modell fel´ıra´sa, mely rea´lisabban
a´bra´zolja a sziget e´lo˝vila´ga´nak alakula´sa´t.
A proble´ma teha´t a ko¨vetkezo˝. Az elo˝zo˝ekben la´ttuk, hogy a ra´gcsa´lo´k a
fa´k gyu¨mo¨lcse´nek, ı´gy azok magja´nak elfogyaszta´sa´val megga´tolja´k a no¨ve´nyzet
megu´jula´sa´t. Ez azonban csak akkor to¨rte´nik meg, ha a magokbo´l kifejlett fa´k
lesznek, azaz a patka´nyok hata´sa csak valamennyi ido˝ eltelte´vel jelenik meg.
Ez motiva´lja az eredeti rendszer mo´dos´ıta´sa´t ke´sleltetett egyenlettel. A
ko¨vetkezo˝kben teha´t a (5.4) differencia´legyenlet–rendszert kiege´sz´ıtju¨k diszkre´t
t´ıpusu´ ke´sleltete´ssel, hogy me´g valo´sa´gnak jobban megfelelo˝ modellt kapjunk a
sziget e´lo˝vila´ga´nak modelleze´se´re.
A ko¨vetkezo˝kben teha´t tekintsu¨k az eredeti rendszer ke´sleltetett egyenlettel
valo´ kiege´sz´ıte´se´t. A ra´gcsa´lo´k a fa´k gyu¨mo¨lcse´nek fogyaszta´sa´val megga´tolja´k a
fa´k regenera´cio´ja´t. Jelo¨lje τ azt az ido˝t, amely ahhoz szu¨kse´ges hogy egy magbo´l





1 + fR(t− τ)T (t− τ)
(
1− T (t− τ)
M
)
− hP (t). (5.34)
Ekkor a huma´n e´s ra´gcsa´lo´k sza´ma´nak va´ltoza´sa nem fu¨gg etto˝l a ke´sleltete´sto˝l,




















1 + fR(t− τ)T (t− τ)
(






A tova´bbiakban ezen rendszer vizsga´lata´val foglalkozunk e´s a ko¨vetkezo˝
ke´rde´seket vizsga´ljuk.
• Mik lesznek az egyensu´lyi pontjai a ke´sleltetett rendszernek?
• Hogyan va´ltozik a kapott egyensu´lyi pontok stabilita´sa az eredeti rend-
szerhez ke´pest?
• Milyen parame´terekre e´s milyen τ ke´sleltete´s esete´n lesz stabil a rendszer?
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Az elo˝zo˝ fejezetben la´ttuk, hogy ke´sleltetett rendszerek esete´n is definia´lhato´
a rendszer egyensu´lyi pontja e´s azok stabilita´sa.
25. Defin´ıcio´. A (P ?, R?, T ?) pontokat a (5.35) ke´sleltetett differencia´legyenlet–
























− hP ∗ = 0.
Ez azt jelenti teha´t, hogy az egyensu´lyi pontok fu¨ggetlen a ke´sleltete´s nagysa´ga´to´l,
teha´t az eredeti e´s a ke´sleltetett rendszer egyensu´lyi helyzetei megegyeznek.
1. A´ll´ıta´s. A (5.4) ko¨zo¨nse´ges differencia´legyenlet–rendszer e´s a (5.35) alaku´
ke´sleltetett differencia´legyenlet–rendszer egyensu´lyi pontjai megegyeznek.
5.2.1. Egyensu´lyi pontok stabilita´svizsga´lata
A tova´bbiakban vizsga´ljuk a (5.35) egyensu´lyi pontjainak stabilita´svizsga´lata´t.
Elso˝ le´pe´sben lineariza´ljuk a rendszert az egyensu´lyi pontokban, majd az ı´gy
kapott Jacobi-ma´trix karakterisztikus egyenlete´t tekintju¨k.
Ha ennek gyo¨keink valo´s re´sze nem pozit´ıv, akkor az egyensu´lyi pont stabil.
Ellenkezo˝ esetben pedig instabilnak nevezzu¨k.









 P (t− τ)R(t− τ)
T (t− τ)
 , (5.36)
alakban ı´rhato´ fel, ahol A1(P) e´s A2(P) Jacobi-ma´trixai:
A1 =
 a− 2aPT 0 aP 2T 20 c− 2cRT cR2T 2−h 0 0
 , (5.37)
A2 =






1+fR(t−τ) − 2bT (t−τ)(1+fR(t−τ))M
 . (5.38)
Ekkor a ke´sleltetett rendszer karakterisztikus egyenlete a
det
(
λI −A1 − e−λτA2
)
= 0. (5.39)
alaku´, mely a τ ke´sleltete´s e´rte´ke´to˝l is fu¨gg. Vizsga´ljuk teha´t a karakterisztikus
egyenlet gyo¨keit az egyensu´lyi pontokban.
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A P1 egyensu´lyi pont vizsga´lata
Az elso˝ eset a sziget azon a´llapota´t mutatja, amikor nincsenek sem emberek, sem
patka´nyok, a fa´k pedig az eltarto´ke´pesse´gu¨k maximuma´n vannak. A Jacobi-
ma´trix a P1 egyensu´lyi pontban
A1(P1) =
 a 0 00 c 0
−h 0 0
 , A2(P1) =
 0 0 00 0 0
0 0 −b
 . (5.40)
Ekkor a karakterisztikus egyenlet
∣∣∣∣∣∣
λ− a 0 0
0 λ− c 0
h 0 λ+ be−λτ
∣∣∣∣∣∣ (5.41)
= (λ− a)(λ− c)(λ+ be−λτ ) = 0. (5.42)
Mivel λ1 = a > 0, eze´rt a P1 egyensu´lyi pont instabil.
A P2 egyensu´lyi pont vizsga´lata
Ekkor a poline´z o˝slakosok e´rkeze´se elo˝tti a´llapotot vizsga´ljuk. Nincsenek embe-
rek a szigeten, csak fa´k e´s ra´gcsa´lo´k. A P2 egyensu´lyi pontban a Jacobi-ma´trixok
a ko¨vetkezo˝ek:
A1(P2) =
 a 0 00 −c c
−h 0 0
 , A2(P2) =
 0 0 00 0 0
0 0 − b1+fM
 . (5.43)
A karakterisztikus egyenlet pedig
∣∣∣∣∣∣
λ− a 0 0
0 λ+ c −c














egyenlet megolda´sa´val kapjuk a ma´trix saja´te´rte´keit. A λ1 = a > 0 a ma´trix
saja´te´rte´ke, teha´t a P2 egyensu´lyi pont instabil.
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A P3 egyensu´lyi pont vizsga´lata
A P3 egyensu´lyi pont esete´n nincsenek patka´nyok a szigeten, csak emberek e´s
fa´k. Ekkor az egyensu´lyi pont vizsga´lathoz meghata´rozzuk a Jacobi-ma´trixot a
A1(P3) =
 −a 0 a0 c 0
−h 0 0
 , A2(P3) =
 0 0 00 0 0
0 −hfM(b−h)b 2h− b
 (5.46)
alaku´ ma´trixok seg´ıtse´ge´vel. A karakterisztikus egyenlet a P3 egyensu´lyi pont-
ban a ko¨vetkezo˝: ∣∣∣∣∣∣
λ+ a 0 −a
0 λ− c 0
h h(b−h)Mfb e
−λτ λ− (2h− b)e−λτ
∣∣∣∣∣∣ (5.47)
= (λ− c) [(λ+ a)(λ− (2h− b)e−λτ ) + ah] = 0. (5.48)
Mivel a λ1 = c > 0 saja´te´rte´ke a karakterisztikus egyenletnek, eze´rt a P3 pont
instabil.
2. A´ll´ıta´s. A P1,P2 e´s P3 egyensu´lyi pontjai a (5.35) ke´sleltetett rendszernek
instabilak, teha´t a ke´sleltete´s nem va´ltoztatja meg a stabilita´sukat.
A P4 egyensu´lyi pont vizsga´lata
Az utolso´ eset a lege´rdekesebb mint matematikai, mint biolo´giai szempontbo´l,
hiszen ekkor a ha´rom popula´cio´: az emberek, patka´nyok e´s fa´k egyu¨tt e´lnek a
szigeten. Az egyensu´lyi pont a (5.4) rendszer esete´n felte´telesen stabil volt.
Ke´sleltetett rendszer esete´n a Jacobi-ma´trixok ebben a pontban
A1(P4) =




 0 0 00 0 0










A karakterisztikus egyenlet teha´t
P (λ) :=
∣∣∣∣∣∣
λ+ a 0 −a
0 λ+ c −c
h − bfF (F−M)(1+fF )2M e−λτ λ− b(M−2F )M(1+fF )e−λτ
∣∣∣∣∣∣ (5.51)
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= λ3 + λ2(a+ c) + λ(ac+ ah)− λ2e−λτF2 + λe−λτ (−cF1 − cF2 − aF2)
+ e−λτ (−acF1 − acF2) + ahc = 0.
alaku´, ahol F1 e´s F2 jelo¨lik a ko¨vetkezo˝ket:
F1 =
bfF (F −M)
(1 + fF )2M
,
F2 =
b(M − 2F )
M(1 + fF )
.
(5.52)
A karakterisztikus egyenlet a P4 egyensu´lyi pont esete´n bonyolult, to¨bb pa-
rame´terto˝l is fu¨gg. A stabilita´s vizsga´lata´hoz haszna´ljuk a 6 te´telt. Ekkor a
saja´te´rte´kek pontos meghata´roza´sa ne´lku¨l felte´telt kaphatunk a stabilita´sra e´s
a ke´sleltete´s e´rte´ke´re. Jelo¨lje F(σ) a
F(σ) = σ6 + σ4((a+ c)2 − 2a(c+ h)) + σ2(a2(c+ h)2 − 2ach(a+ c))
+ (ach)2 − σ4F 22 − σ2((cF1 + cF2 + aF2)2 − 2acF2(F1 + F2))
− a2c2(F1 + F2)2.
kifejeze´st. A µ = σ2 va´ltozo´ bevezete´se´vel, teha´t a ko¨vetkezo˝ harmadfoku´ poli-
nomot kapjuk
F(µ) = µ3 + µ2((a+ c)2 − 2a(c+ h)− F 22 )
+ µ(a2(c+ h)2 − 2ach(a+ c)− (cF1 + cF2 + aF2)2)
+ µ · 2acF2(F1 + F2) + (ach)2 − a2c2(F1 + F2)2.
(5.53)
Vizsga´ljuk azt az esetet, amikor F(µ) polinomnak nincs pozit´ıv valo´s re´szu˝
gyo¨ke. Ennek eldo¨nte´se´re haszna´ljuk a Routh–Hurwitz krite´riumot, ami a mi
esetu¨nkben a ko¨vetkezo˝ felte´teleket jelenti:
a2 > 0,
a0 > 0,
a2a1 − a0 > 0.
(5.54)
Ekkor teha´t
C1 := (a+ c)
2 − 2a(c+ h)− F 22 > 0, (5.55)
C2 := ((a+ c)
2 − 2a(c+ h)− F 22 ) ·
[
(a2(c+ h)2 − 2ach(a+ c)
−(cF1 + cF2 + aF2)2 + 2acF2(F1 + F2)
]
− [(ach)2 − a2c2(F1 + F2)2] > 0, (5.56)
C3 := (ach)
2 − a2c2(F1 + F2)2 > 0 (5.57)
alaku´ felte´teleket kapjuk.
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Ha a C1, C2 e´s C3 felte´telek teljesu¨lnek a F(µ) = 0 polinomnak nincs pozit´ıv
valo´s re´sz gyo¨ke. Ez azt jelenti, hogy ha a σ = ±√µ az F (σ) polinomnak nincs
pozit´ıv valo´s re´szu˝ gyo¨ke. Tova´bb a stabilita´st a τ = 0 eset hata´rozza meg.
Ha τ = 0, akkor az eredeti rendszer karakterisztikus egyenlete´t kapjuk
P (λ, τ = 0) = λ3 + λ2(a+ c− F2) + λ(ac+ ah− cF1 − cF2 − aF2)
+ ahc− acF1 − acF2 = 0. (5.58)
Ez pedig pontosan akkor aszimptotikusan stabil, ha a parame´terekre a ko¨vet-
kezo˝ felte´telek teljesu¨lnek:
C4 := a+ c− F2 > 0,
C5 := (a+ c− F2) · (ac+ ah− cF1 − cF2 − aF2)
− (ahc− acF1 − acF2) > 0,
C6 := ahc− acF1 − acF2 > 0.
(5.59)
Vizsga´ljuk ezen felte´teleket. A C1 felte´telbo˝l a ko¨vetkezo˝ egyenlo˝se´get kapjuk
(a+ c)2 − 2a(c+ h)− F 22 > 0→ (a+ c)2 > F 22 . (5.60)
Mivel a a, c, h parame´terek pozit´ıvak, ı´gy
a+ c > |F2| → a+ c− F2 > 0. (5.61)
Ez azt jelenti teha´t, hogy a C1 felte´tel esete´n a C4 felte´tel is teljesu¨l.
Hasonlo´ke´ppen
C3 := (ach)
2 − a2c2(F1 + F2)2 > 0, (5.62)
felte´tel teljesu¨le´se esete´n a
ach− ac|F1 + F2| > 0→ ach− ac(F1 + F2) > 0. (5.63)
felte´tel is teljesu¨l.
12. Te´tel. Ha a C1, C2, C3, C5 felte´telek teljesu¨lnek, akkor a P4 egyensu´lyi pont
stabil minden τ ≥ 0 ke´sleltete´s esete´n.
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5.2.2. Numerikus szimula´cio´k
A ke´sleltetett rendszer numerikus vizsga´lata´hoz jelo¨lje δ = τN a feloszta´s fi-
nomsa´ga´t (δ ≤ τ), tova´bba´ Pn, Rn, Tn a numerikus megolda´st a tn helyen.
Haszna´ljuk az explicit Euler-mo´dszert a feladat numerikus megolda´sa´hoz










Tn+1 = Tn + δ · b





− h · Pn
(5.64)
a ko¨vetkezo˝ kezdeti felte´telekkel
P (0) = P0, R(0) = R0, T (0) = T0
P (s) = ϕ1(s), R(s) = ϕ2(s), T (s) = ϕ3(s), s ∈ [−τ, 0].
(5.65)
A numerikus megolda´s tova´bbi vizsga´latha´z va´lasszuk a parame´tereket a
P4 egyensu´lyi pont stabilita´si tartoma´nya´bo´l. A stabilita´si felte´telek to¨bb pa-
rame´terto˝l is fu¨ggnek, eze´rt lefixa´ljuk azokat, amelyek e´rte´ke a´llando´nak tekint-
heto˝. Legyenek a = 0.03, b = 1, c = 10 e´s M = 12000. Vizsga´ljuk teha´t az
h e´s f parame´terek milyen e´rte´ku˝ek lehetnek, melyek az emberek e´s patka´nyok
hata´sa´t mutatja a fa popula´cio´ra.
7. a´bra. Az eredeti e´s ke´sleltetett rendszer stabilita´si tartoma´nya.
A 7. a´bra a ke´t rendszer stabilita´si tartoma´nya´t a´bra´zolja az f e´s h parame´terek
fu¨ggve´nye´ben. A ke´k sz´ınnel jelo¨lt pontok az eredeti rendszere´t, a pirossal jelo¨lt
pontok pedig a ke´sleltetett rendszere´t.
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Va´lasszuk a parame´tereket teha´t ebbo˝l a tartoma´nybo´l, legyenek f = 0.8 e´s
h = 0.01. Ezekkel a parame´terekkel teha´t a rendszer numerikus megolda´sa´t a
8. a´bra mutatja.
8. a´bra. Az eredeti rendszer numerikus megolda´sa.
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A ko¨vetkezo˝ pe´lda´ban va´lasszuk a kezdeti fu¨ggve´nyek a ko¨vetkezo˝ke´ppen:
ϕ1(s) = 30, ϕ2(s) = 60, ϕ3(s) = 100. (5.66)
A 9. a´bra a ke´sleltetett rendszer numerikus megolda´sa´t mutatja τ = 25 esete´n.
A megolda´s hasonlo´ az eredeti rendszerhez, a ke´sleltete´s hata´sa´ra eltolo´dnak.
9. a´bra. A ke´sleltetett rendszer numerikus megolda´sa τ = 25 esete´n.
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O¨sszefoglala´s
Az elo˝zo˝ekben a Hu´sve´t–sziget e´lo˝vila´ga´t le´ıro´ modellt vizsga´ltuk. A matemati-
kai modell Basener, Brooks e´s Wiandt matematikusok neve´hez fu˝zo˝dik, melyben
a ko¨vetkezo˝ felteve´seket tette´k.
• A huma´n lakossa´g sza´ma no¨vekede´se´t a logisztikus fu¨ggve´ny ı´rja le, a
no¨vekede´si ra´ta´val, az eltarto´ke´pesse´get pedig a fa´k sza´ma jelenti.
• A ra´gcsa´lo´k sza´ma´nak va´ltoza´sa´t szinte´n a logisztikus fu¨ggve´ny ı´rja le, c
no¨vekede´si ra´ta´val. A patka´nyok e´lelme´t a fa´k gyu¨mo¨lcse biztos´ıtja, ı´gy
eltarto´ke´pesse´gu¨ket a fa´k sza´ma jelenti.
• A fa´k sza´ma´t az emberek e´s a patka´nyok egyara´nt cso¨kkentik, hiszen az
emberek ha´zakat, kenukat e´p´ıtenek belo˝lu¨k, a patka´nyok sza´ma´ra pedig
e´lelmet jelentenek.



























alaku´ ko¨zo¨nse´ges differencia´legyenlet–rendszer seg´ıtse´ge´vel.
Az 5. fejezetben azt vizsga´ltuk, hogyan adhato´ meg az o¨kolo´giai rendszert
realisztikusabban le´ıro´ matematikai modell. Elemeztu¨k tova´bba´ ezen modellek
egyensu´lyi pontjait, stabilita´sukat, tova´bba´ numerikus szimula´cio´kat ke´sz´ıtettu¨nk
ezen eredme´nyek ala´ta´maszta´sa´ra.
Elso˝ke´nt azt az esetet tekintettu¨k, hogy ha szigeten e´lt volna olyan ragadozo´,




























alaku´ ko¨zo¨nse´ges differencia´legyenlet–rendszert, ahol a ra´gcsa´lo´k sza´ma´nak cso¨kken-
te´se´t a−gR(t) alaku´ fu¨ggve´nnyel fejeztu¨k ki. A kapott rendszernek ne´gy egyensu´lyi
pontja van, melyek ko¨zu¨l ketto˝ felte´telek mellett aszimptotikusan stabil. Ezt a
numerikus eredme´nyek is ala´ta´masztja´k, a ra´gcsa´lo´k sza´ma pedig nulla´hoz tart.
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A fejezet ma´sodik re´sze´ben ke´sleltetett differencia´legyenlet seg´ıtse´ge´vel mo-
delleztu¨k a ha´rom faj kapcsolata´t. A fa´k fejlo˝do˝se´hez ugyanis ido˝ szu¨kse´ges, a
patka´nyok csak ezuta´n tudja´k sza´mukat cso¨kkenteni. Ezt az ido˝t a τ parame´ter



















1 + fR(t− τ)T (t− τ)
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alaku´ ke´sleltetett differencia´legyenlet–rendszer alkalmaza´sa´val. A kapott rend-
szernek ne´gy egyensu´lyi pontja, mely megegyezik az eredeti (5.4) rendszer egyen-
su´lyi pontjaival. Vizsga´ltuk ezen pontok stabilita´sa´t. Eredme´nyu¨l azt kap-
tuk teha´t, hogy a belso˝ egyensu´lyi pont felte´telek mellett aszimptotikusan sta-
bil tetszo˝leges ke´sleltete´s esete´n. Ezeket numerikus szimula´cio´k seg´ıtse´ge´vel is
vizsga´ltuk.
A Hu´sve´t–sziget e´lo˝vila´ga´t le´ıro´ modell aze´rt is jelento˝s, mert napjainkban
is elo˝fordulo´ jelense´get vizsga´l. To¨bb popula´cio´ ko¨lcso¨nhata´sa az emberek e´s
ko¨rnyezetu¨k sza´ma´ra is negat´ıv hata´st eredme´nyezhet. Mint la´thattuk az em-
berek e´s ra´gcsa´lo´k hata´sa´ra ezen a szigeten a no¨ve´nyzet pusztula´sa´t, majd ezen
keresztu¨l a huma´n popula´cio´ cso¨kkene´se´t okozta.
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6. Geometrikus integra´torok
Differencia´legyenletek seg´ıtse´ge´vel sza´mos biolo´giai, fizikai jelense´g jo´l model-
lezheto˝, mint pe´lda´ul a popula´cio´k ido˝beli va´ltoza´sa, illetve a ja´rva´nyterjede´s.
Ugyanakkor ezekben a modellekben a pontos megolda´s keve´s esetben hata´rozhato´
meg, eze´rt a matematikai modell megolda´sa´ra numerikus mo´dszereket haszna´lunk.
Mit va´runk el a numerikus mo´dszerto˝l?
• A numerikus megolda´s tetszo˝legesen ko¨zel legyen a feladat pontos meg-
olda´sa´hoz, teha´t konvergens legyen.
• A numerikus megolda´s mego˝rizze a folytonos feladat fo˝bb kvalitat´ıv jel-
lemzo˝it. Ilyen tulajdonsa´g pe´lda´ul a pozitivita´s vagy kontraktivita´s mego˝rze´se.
Ha a folytonos feladat geometriai jellemzo˝inek mego˝rze´se´ro˝l besze´lu¨nk, ak-
kor azt mondjuk hogy a numerikus megolda´s mego˝rzi a feladat geometriai
tulajdonsa´gait. Erre pe´lda a teru¨letmego˝rze´s, elso˝ integra´l, szimplekti-
kussa´g.
Fontos teha´t ilyen t´ıpusu´ feladatok esete´n az olyan numerikus mo´dszer va´laszta´sa,
amely a fent eml´ıtett tulajdonsa´gokat is mego˝rzi. Ezeket a numerikus mo´dszereket
o¨sszefoglalo´an geometrikus integra´toroknak nevezzu¨k.
Elso˝ integra´l
26. Defin´ıcio´. Legyen D ⊂ Rd egy adott tartoma´ny, f : D → Rd egy folytonos




y(0) = y0 (6.2)
alaku´ autono´m rendszerre vonatkozo´ feladatot kezdetie´rte´k-feladatnak vagy Cauchy-
feladatnak nevezzu¨k.
Tegyu¨k fel, hogy f is Lipschitz folytonos, ekkor teha´t a (6.1)-(6.2) feladatnak
le´tezik egye´rtelmu˝ megolda´sa, azaz minden y0 kezdeti a´llapotnak megfeleltet-
heto˝ az y(t) megolda´s. Eze´rt e´rtelme az ala´bbi defin´ıcio´.
27. Defin´ıcio´. A (6.1)-(6.2) feladat Φt : D → Rd folyama´nak a
Φt(y0) = y(t) (6.3)
leke´peze´st nevezzu¨k.
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28. Defin´ıcio´. A (6.1) feladat elso˝ integra´lja´n az olyan I : Rd → R nem kons-
tans e´rte´ku˝, folytonosan differencia´lhato´ fu¨ggve´nyt e´rtju¨k, amelyre
I(y)|y=y(t) = a´llando´ (6.4)
teljesu¨l a (6.1) egyenlet tetszo˝leges y(t) megolda´sa´ra.
Ez azt jelenti, hogy I a (6.1) megolda´sai mente´n a´llando´. Teha´t a (6.1)
feladatnak, egy nem konstans e´rte´ku˝ differencia´lhato´ I(y) fu¨ggve´ny az elso˝ in-
tegra´lja akkor e´s csak akkor, ha
d
dt
I(y(t)) = 0 (6.5)
teljesu¨l a (6.1) feladat minden y(t) megolda´sa´ra. Az elso˝ integra´lok fontos szere-
pet ja´tszanak dinamikai rendszerek esete´ben. Ugyanis, ha egy fu¨ggve´ny e´rte´ke
konstans a megolda´sok mente´n, akkor a´ltala´ban valamely konkre´t fizikai tarta-
lommal rendelkezik, mint pe´lda´ul energia megmarada´s.








alaku´ differencia´legyenlet–rendszert, amelyet a harmonikus oszcilla´tor matema-








alakban adhato´ meg, ahol q(t) az egyensu´lyi helyzetto˝l vett kite´re´st jelenti az
ido˝ fu¨ggve´nye´ben, η ∈ R egy adott parame´ter. Ko¨nnyen elleno˝rizheto˝, hogy az
E(p(t), q(t) a (6.6) rendszer elso˝ integra´lja, ugyanis
d
dt
E(p(t), q(t)) = pp˙+ η2qq˙ = p(−η2q) + η2qp = 0. (6.8)
Az energia megmarada´sa a mechanikai rendszerek esete´n teha´t egy pe´lda elso˝
integra´lra. Most teha´t az E fu¨ggve´ny feleltetheto˝ meg a (6.6) rendszer elso˝ in-
tegra´lja´nak.
Szimplektikus leke´peze´s
A szimplektikussa´g defin´ıcio´ja´hoz tekintsu¨nk egy olyan paralelogramma´t, melyet













ahol αp, αq, βp, βq ∈ Rd. A paralelogramma teru¨lete´t d = 1 esetben az α × β






= αpβq − αqβp. (6.10)

















i − αqiβpi (6.11)






i − αqiβpi , (6.12)
amely az R2d vektorokon definia´lt bilinea´ris fu¨ggve´ny. Ennek a seg´ıtse´ge´vel a
(6.12) egyenlet fel´ırhato´








ma´trixban I a d dimenzio´s egyse´gma´trix, 0 a d dimenzio´s nullma´trix. A szimp-
lektikussa´g definia´lhato´ a´ltala´nosabb esetben is.
29. Defin´ıcio´. Egy G : R2d → R2d linea´ris leke´peze´st szimplektikusnak ne-
vezu¨nk, ha a
GTJG = J (6.15)
o¨sszefu¨gge´s teljesu¨l.
Differencia´lhato´ leke´peze´sek esete´n a leke´peze´s Jacobi-ma´trixa´nak seg´ıtse´ge´vel
definia´lhatjuk a szimplektikussa´got.
30. Defin´ıcio´. Egy differencia´lhato´ G : R2d → R2d leke´peze´st szimplektikusnak
nevezu¨nk, ha a Jacobi–ma´trixa mindenhol szimplektikus, azaz
(G′(y))TJG′(y) = J, ∀y ∈ dom(G). (6.16)
Az ω(α, β) kifejeze´s teha´t d = 1 esete´n a paralelogramma teru¨lete´t jelenti,
a´ltala´nos esetben pedig (d > 1) az o¨sszes paralelogramma a´ltal meghata´rozott
teru¨let mego˝rze´se´t.
31. Defin´ıcio´. Egy G : D → Rd leke´peze´st teru¨letmego˝rzo˝ transzforma´cio´nak
nevezu¨nk, ha tetszo˝leges Σ ∈ dom(G) tartoma´ny esete´n Σ e´s G(Σ) teru¨lete meg-
egyezik.




A Hamilton-rendszerek a fizikai rendszerek ido˝beli fejlo˝de´se´t ı´rja´k le. Meg-
hata´rozhato´ak ha´rom parame´ter seg´ıtse´ge´tel: t jelo¨li az ido˝t, p ami a´ltala´ban
lendu¨letet jelent, q pedig a helyzetet ı´rja le.
32. Defin´ıcio´. Legyenek p, q : R+0 → Rd fu¨ggve´nyek. Tegyu¨k fel, hogy le´tezik













Ekkor a fenti differencia´legyenlet–rendszert Hamilton-rendszernek nevezzu¨k, a
H fu¨ggve´nyt pedig Hamilton-fu¨ggve´nynek.
A Hamilton-rendszerek fontos szerepet ja´tszanak dinamikai rendszerek elme´-
lete´ben, pe´lda´ul mechanika´ban. A ko¨vetkezo˝kben a legfontosabb tulajdonsa´gait
o¨sszegezzu¨k.
4. A´ll´ıta´s. A H(p, q) fu¨ggve´ny elso˝ integra´lja a (6.17) Hamilton-rendszernek.


































azaz a H(p, q) fu¨ggve´ny mindig elso˝ integra´lja egy Hamilton-rendszernek.
A Hamilton-rendszerek teha´t rendelkeznek elso˝ integra´llal, tova´bba´ a rendszer
folyama szimplektikus tulajdonsa´gu´.
13. Te´tel ([26]). Legyen H(p, q) egy ke´tszer folytonosan differencia´lhato´ fu¨gg-
ve´ny. Ekkor minden t esete´n a (6.17) Hamilton-rendszer folyama szimplektikus.
Bizony´ıta´s: Jelo¨lje
Φt(p0, q0) = (p(t, p0, q0), q(t, p0, q0)) (6.18)
teha´t azt a leke´peze´st, amely a megolda´sokat tova´bb viszi az ido˝ben a p(0) = p0,
q(0) = q0 kezdeti felte´telek mellett. Vegyu¨k a folyam y0 = (p0, q0) szerinti












































































felte´tel teljesu¨l t = 0 esete´n, hiszen ekkor Φ0 az identita´s. Mivel a folyam ido˝ben
a´llando´, eze´rt a fenti o¨sszefu¨gge´s igaz minden t > 0 esete´n.
Poisson rendszerek
A ko¨vetkezo˝kben definia´ljuk a Poisson za´ro´jelet e´s seg´ıtse´gu¨kkel a´ltala´nos´ıtjuk
a Hamilton-rendszerek fogalma´t.
33. Defin´ıcio´. Az F (p, q), G(p, q) : C1(Rd × Rd) → R fu¨ggve´nyek Poisson















o¨sszefu¨gge´st e´rtju¨k. Ez kompakt forma´ban {F,G} (y) = ∇F (y)TJ−1∇G(y) alak-
ban ı´rhato´ fel, ahol y = (p, q), J pedig a (6.14) ke´pletben definia´lt ma´trix.
34. Defin´ıcio´. A Poisson za´ro´jel az ala´bbi tulajdonsa´gokkal rendelkezik.
1. ferde´n szimmetrikus
{F,G} = −{G,F} (6.24)
2. Leibniz szaba´ly
{F,G · P} = {F,G} · P +G · {F, P} (6.25)
3. Jacobi azonossa´g
{{F,G} , P}+ {{P, F} , G}+ {{G,P} , F} = 0 (6.26)
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A Poisson za´ro´jel seg´ıtse´ge´vel a Hamilton-rendszerek elso˝ integra´lja is defi-
nia´lhato´.
5. A´ll´ıta´s ([26]). A I(p, q) fu¨ggve´ny elso˝ integra´lja a (6.17) feladatnak akkor
e´s csak akkor, ha
{I, H} = 0. (6.27)
Definia´ljuk a Hamilton-rendszerek a´ltala´nos´ıta´sa´t, amelyet a Poisson za´ro´jellel
ı´rhatunk fel.
35. Defin´ıcio´. Legyen B(y) egy ferde´n-szimmetrikus ma´trix, tova´bba´ tegyu¨k fel,




























formula´t a´ltala´nos´ıtott Poisson za´ro´jelnek nevezzu¨k. Az ı´gy definia´lt differen-
cia´legyenlet–rendszert pedig
y˙ = B(y)∇H(y) (6.30)
Poisson rendszernek nevezzu¨k.
Ha B(y) = J−1, akkor a Poisson rendszer megfelel egy Hamilton-rendszernek.
Poisson rendszerek esete´n is definia´lhato´ olyan fu¨ggve´ny, mely mente´n a meg-
olda´sok a´llando´k, ezt nevezzu¨k Casimir-fu¨ggve´nynek.
36. Defin´ıcio´. Egy folytonosan differencia´lhato´ C fu¨ggve´nyt a (6.30) alaku´ Po-
isson rendszer Casimir fu¨ggve´nye´nek nevezu¨nk, ha
C(y(t)) = a´llando´ (6.31)
teljesu¨l a (6.30) rendszer minden y(t) megolda´sa´ra.
A Casimir fu¨ggve´ny seg´ıtse´ge´vel teha´t fel´ırhato´
{C,H}B (y(t)) = 0 (6.32)
minden y(t) megolda´sa´ra a (6.30) rendszernek. Ekkor teha´t a H(y) fu¨ggve´ny a
Casimir fu¨ggve´nye a (6.30) rendszernek. A Poisson rendszer folyama a szimplek-
tikussa´ghoz hasonlo´ tulajdonsa´ggal rendelkezik, ezt nevezzu¨k Poisson leke´peze´snek.
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37. Defin´ıcio´. A G : U → Rd, U ⊂ Rd transzforma´cio´t Poisson leke´peze´snek
nevezzu¨k, ha Jacobi ma´trixa´ra teljesu¨l a
(G′(y))TB(y)G′(y) = B(G(y)) (6.33)
felte´tel.
14. Te´tel ([26]). Ha a B(y) a Poisson za´ro´jelnek megfelelo˝ tulajdonsa´gokkal
rendelkezik akkor a (6.30) Φ folyama Poisson leke´peze´s.
6.1. Alkalmaza´s a Lotka–Volterra rendszerre
Legyen V : R× R→ R, a ko¨vetkezo˝ alaku´ fu¨ggve´ny
V (N,P ) = cN − d lnN + bP − a lnP. (6.34)



















ma´trixszal Poisson rendszert kapunk. Erre alkalmazva a logaritmikus transz-
forma´cio´t
N˜ = lnN, P˜ = lnP, (6.37)
amely a V (N,P ) fu¨ggve´nyt H(N˜ , P˜ ) = ceN˜ + beP˜ − aP˜ − dN˜ alakra transz-
























Tova´bbi Lotka–Volterra t´ıpusu´ modellek is rendelkeznek Poisson struktu´ra´val
[31]. Ilyen rendszerek sza´mos le´nyeges geometriai tulajdonsa´ggal rendelkeznek.
Kiemelendo˝, hogy az ilyen rendszerekben a megolda´sok za´rt go¨rbe´n helyezked-
nek, a zsa´kma´ny e´s ragadozo´ popula´cio´ sza´ma pedig periodikusan va´ltozik.
A numerikus megolda´s sora´n teha´t fontos olyan numerikus megolda´s alkal-
maza´sa, amely mego˝rzi a modell geometriai tulajdonsa´gait. Jelo¨lje
ωτ = {tn = nτ, n = 0, 1, . . .} (6.39)
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a τ > 0 finomsa´gu´ ra´csha´lo´t. Jelo¨lje Pn e´s Nn a pontos megolda´s appro-
xima´cio´ja´t a tn helyen. Alkalmazzuk a Lotka–Volterra rendszerre a klasszikus
egyle´pe´ses numerikus mo´dszereket, majd vizsga´ljuk a numerikus megolda´s tu-
lajdonsa´gait. Az explicit Euler-mo´dszer alkalmaza´sa´val a
Nn+1 = Nn + τNn(a− bPn),
Pn+1 = Pn + τPn(cNn − d).
(6.40)
alaku´ diszkre´t feladatot kapjuk.
10. a´bra. A Lotka–Volterra rendszer numerikus megolda´sa explicit Euler-
mo´dszerrel a a = b = 1, c = d = 0.5, N0 = P0 = 0.5 e´s τ = 0.1 pa-
rame´terekkel.
Az implicit Euler-mo´dszer alkalmaza´sa´val az
Nn+1 = Nn + τNn+1(a− bPn+1),




11. a´bra. A Lotka–Volterra rendszer numerikus megolda´sa explicit Euler-
mo´dszerrel a a = b = c = d = 1, N0 = P0 = 0.5 e´s τ = 0.1 parame´terekkel.
A 10. e´s 11. a´bra´k azt mutatja´k, hogy az explicit e´s implicit Euler mo´dszer
nem o˝rzi meg a Lotka–Volterra rendszer geometriai tulajdonsa´gait, mint a za´rtsa´got
e´s a teru¨letmego˝rze´st. A numerikus megolda´s spira´l alakban kifele´, majd pedig
befele´ tart, ahelyett, hogy egy za´rt go¨rbe´t helyezkedne´nek el, melynek a teru¨lete
minden ko¨r esete´n mego˝rzo˝dik.
Definia´ljuk teha´t, hogy mit jelent a geometriai tulajdonsa´gok mego˝rze´se a
numerikus mo´dszerek esete´n. Jelo¨lje Φτ azt a leke´peze´st, amely a numerikus
mo´dszert a tn helyro˝l a tn+1-be viszi a´t
Φτ : yn → yn+1. (6.42)
Ez teha´t analo´g a (6.3) szerinti folytonos folyammal, e´s eze´rt a diszkre´t esetben
numerikus folyamnak nevezu¨nk.
38. Defin´ıcio´. Egy numerikus mo´dszer szimplektikus vagy szimplektikus in-
tegra´tor, ha a Φτ numerikus folyam szimplektikus, azaz teljesu¨l a
(Φ′τ (Nn, Pn))
T
J (Φ′τ (Nn, Pn)) = J (6.43)
o¨sszefu¨gge´s.
39. Defin´ıcio´. Egy numerikus mo´dszert Poisson integra´tornak nevezu¨nk, ha a
Φτ numerikus folyam Poisson leke´peze´s, azaz teljesu¨l ra´ a (6.33) felte´tel.
A diszkre´t mo´dszerek geometriai tulajdonsa´gait vizsga´lva teha´t a ko¨vetkezo˝
te´teleket fogalmazhatjuk meg.
15. Te´tel. Az explicit e´s implicit Euler mo´dszer sem nem szimplektikus, sem
nem Poisson integra´tor.
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Bizony´ıta´s: Jelo¨lje pn e´s qn a pontos megolda´s ko¨zel´ıte´se´t a t = tn helyen, azaz
Nn = p
n e´s Pn = q
n. Az explicit Euler mo´dszert alkalmazva egy tetszo˝leges
Hamilton-rendszerre a ko¨vetkezo˝ alaku´ egy le´pe´ses mo´dszert kapjuk:
pn+1 = pn − τ ∂H
∂q
(pn, qn)





A la´ncszaba´ly alkalmaza´sa´val a parcia´lis deriva´ltakat meghata´rozhatjuk. Ezek
a ko¨vetkezo˝k lesznek: 
∂pn+1
∂pn























A kapott parcia´lis deriva´ltak seg´ıtse´ge´vel teha´t meghata´rozhato´ a Φ′τ ma´trix:
Φ′τ (pn, qn) =
(










melyet felhaszna´lva, egyszeru˝bb ma´trix szorza´sok uta´n azt kapjuk, hogy
(Φ′τ (pn, qn))
TJ(Φ′τ (pn, qn)) 6= J, (6.47)
teha´t az explicit Euler-mo´dszer nem szimplektikus integra´tor.
Hasonlo´ke´ppen az implicit Euler mo´dszer alkalmazzuk egy Hamilton-rendszerre,
ekkor a 
pn+1 = pn − τ ∂H
∂q
(pn+1, qn+1)




























































TJ(Φ′τ (pn, qn)) 6= J, (6.50)
ami azt jelenti, hogy az implicit Euler-mo´dszer nem szimplektikus integra´tor.
Bela´thato´ az is, hogy a ke´t numerikus mo´dszer nem Poisson integra´tor. Az
eredme´ny ismert ma´s forra´sokbo´l [26], [41].
La´ttuk teha´t, hogy az explicit e´s implicit Euler-mo´dszerek nem o˝rzik meg a
geometrikus tulajdonsa´gokat. Alkalmazzunk teha´t egy IMEX se´ma´t, nevezetes
a jobb oldali N fu¨ggve´nyt approxima´ljuk a tn+1, P fu¨ggve´nyt pedig a tn helyen.
Ezzel a ko¨vetkezo˝ numerikus modellt nyerju¨k:
Nn+1 = Nn + τNn+1(a− bPn),
Pn+1 = Pn + τPn(cNn+1 − d).
(6.51)
A 12. a´bra a Lotka–Volterra rendszer numerikus megolda´sa´t mutatja a (6.51)
mo´dszerrel. Ekkor a megolda´sok egy za´rt go¨rbe´n fekszenek e´s a numerikus
megolda´s mego˝rzi a folytonos feladat ezen geometriai jellemzo˝it.
12. a´bra. A Lotka–Volterra rendszer numerikus megolda´sa szimplektikus Euler-
mo´dszerrel a a = 0.5, b = 1, c = 0.5, d = 1, N0 = P0 = 0.5 e´s τ = 0.1
parame´terekkel.
16. Te´tel. Ha a (6.51) numerikus mo´dszert a Lotka–Volterra rendszerre alkal-
mazzuk, akkor a kapott egyle´pe´ses itera´cio´ szimplektikus integra´tor.
Bizony´ıta´s: Alkalmazzuk a fenti numerikus mo´dszert a transzforma´lt (6.38)
Lotka–Volterra rendszerre. Ekkor a kapott numerikus se´ma{
Nn+1 = Nn + τ(−bePn + a)
Pn+1 = Pn + τ(ce
Nn+1 − d) = Pn + τ(eNn+τ(−bePn+a) − d)
(6.52)
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Azt kaptuk teha´t, hogy
(Φ′τ (pn, qn))
T
J (Φ′τ (pn, qn)) = J, (6.54)
azaz a numerikus mo´dszer szimplektikus integra´tor. Ezt a numerikus mo´dszert
szimplektikus Euler-mo´dszernek nevezzu¨k.
17. Te´tel. Ha a szimplektikus Euler-mo´dszert a transzforma´lt Lotka–Volterra
rendszerre alkalmazzuk, akkor a kapott numerikus mo´dszer Poisson integra´tor.
Bizony´ıta´s: Alkalmazzuk a szimplektikus Euler-mo´dszert a Lotka–Volterra
rendszerre. Ekkor a kapott numerikus se´ma{
Nn+1 = Nn + τNn+1(a− bPn)
Pn+1 = Pn + τPn(cNn+1 − d),
(6.55)
alakban ı´rhato´ fel. Deriva´ljuk ezt Nn e´s Pn szerint
∂Nn+1
∂Nn

























A parcia´lis deriva´ltakat tartalmazo´ ma´trixot teha´t a(














0 1 + τcNn+1 − dτ
)
(6.57)
alaku´ egyenlet megolda´sa´bo´l kaphato´. A numerikus mo´dszer le´pe´sopera´tora´nak
a parcia´lis deriva´ltjait teha´t
Φ′τ (Nn, Pn) =
(















τ (Nn, Pn) = B(Nn+1, Pn+1) (6.59)
felte´tel teljesu¨l, teha´t a szimplektikus Euler-mo´dszer Poisson-integra´tor.
A szimplektikus Euler-mo´dszer [26], [41] egy Poisson integra´tor e´s szimplek-
tikus integra´tor is a Lotka–Volterra rendszerre. Ez indokolja, hogy jo´ numerikus
megolda´st kaptunk az alkalmaza´sa´val.
6.2. Opera´tor–szeletele´s alkalmaza´sa a Lotka–Volterra rend-
szerre
Az opera´tor–szeletele´s egy hate´kony mo´dja az olyan ido˝fu¨ggo˝ proble´ma´k meg-
olda´sa´ra ahol az a jobb oldal to¨bb, egyszeru˝bb struktu´ra´ju´ opera´tor o¨sszege.
Ez a mo´dszer az eredeti feladatot re´szfeladatokra bontja, majd pedig ezek meg-
old ezen feladatok megolda´sa´val approxima´ljuk az eredeti differencia´legyenlet
megolda´sa´t [17].






Ai(w(t)), 0 < t ≤ T <∞
w(0) = w0,
(6.60)
ahol w0 ∈ Rd egy adott vektor, w : [0, T ) → Rd az ismeretlen fu¨ggve´ny, Ai
(i = 1, 2, . . . , l) adott opera´torok.
Ekkor a (6.60) feladat pontos megolda´sa specia´lis esetben megadhato´
w(t) = etAw0 (6.61)
alakban. Ez a´ltala´ban csak forma´lisan adhato´ meg, a feladat kisza´mı´ta´sa´hoz
ennek egy numerikus ko¨zel´ıte´se´t alkalmazzuk. Legyen τ = TM a [0, T ] interval-
lum egy feloszta´sa. A (6.60) kezdetie´rte´k-feladatot bontsuk fel re´szfeladatokra
az elo˝bbiekben definia´lt M darab re´szintervallumon.
1. Szekvencia´lis szeletele´s
Szekvencia´lis szeletele´s esete´n azA opera´tort felbontjuk l darab opera´torra,
majd ezeket ku¨lo¨n-ku¨lo¨n megoldjuk az ala´bbi mo´don. Az n = 1, 2, . . . ,M
e´rte´kekre rendje oldjuk meg
dwni (t)
dt
= Ai(ωni (t)), (n− 1)τ < t ≤ nτ
wni ((n− 1)τ) = wni−1(nτ)
(6.62)
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feladatokat, ahol i = 1, 2, . . . , l. A szekvencia´lis szeletele´s alkalmaza´sa´val




seg´ıtse´ge´vel hata´rozhatjuk meg. Tova´bba´ wn0 (nτ) = w
M
szek((n − 1)τ) e´s
wnszek(0) = w(0) a kezdeti felte´telbo˝l ismert e´rte´k.
2. Strang-Marcsuk-szeletele´s
Strang-Marcsuk-szeletele´s esete´n ro¨gz´ıtett n = 1, 2, . . . ,M e´rte´kekre meg-
oldjuk a ko¨vetkezo˝ kezdetie´rte´k-feladatokat.
Elo˝szo¨r i = 1, 2, . . . , d− 1 e´rte´kekre megoldjuk a
dwni (t)
dt
= Ai(wni (t)), (n− 1)τ < t ≤ (n− 0.5)τ
wni ((n− 1)τ) = wni−1((n− 0.5)τ)
(6.64)
feladatokat, majd pedig a
dwnl
dt
= Al(wnl (t)), (n− 1)τ < t ≤ nτ
wnl ((n− 1)τ) = wnl−1((n− 0.5)τ)
(6.65)




= A2l − 1(wni (t)), (n− 0.5)τ < t ≤ nτ
wni ((n− 0.5)τ) = wni−1(nτ)
(6.66)
feladatokat. A Strang-Marcsuk szeletele´s alkalmaza´sa´val a feladat meg-
olda´sa´t a
wMSM (nτ) = w
n
2l−1(nτ)
wn0 ((n− 0.5)τ) = wMSM ((n− 1)τ)
(6.67)
ke´plet seg´ıtse´ge´vel hata´rozhatjuk meg. Tova´bba´ wMSM (0) = w(0) a kezdeti
felte´telbo˝l ismert.
Alkalmazzuk a szekvencia´lis szeletele´st a Lotka–Volterra rendszerre a ko¨vetkezo˝
mo´don. Legyen
V1(N1, P1) = −a lnP1 − d lnN1,
V2(N2, P2) = bP2 + cN2
(6.68)
a V fu¨ggve´ny egy felbonta´sa. Ekkor a szeletele´si elja´ra´s a ko¨vetkezo˝ feladatokhoz
vezet a (n− 1)τ < t ≤ nτ intervallumon minden n = 1, 2, . . . ,M esete´n:
dNn1 (t)
dt
= aNn1 (t), N
n






















Az elo˝bbi feladatok analitikusan megoldhato´ak. Az elso˝ rendszer ke´t sze´tva´laszthato´
t´ıpusu´ differencia´legyenletbo˝l a´ll, melyek megolda´sa
Nn1 (t) = N
n−1
szeke









2 ) = 0. (6.72)
Mivel cNn2 + bP
n
2 = K0 konstans e´rte´ku˝, eze´rt egy Bernoulli-t´ıpusu´ differen-












[K0 − cNnszek] , (6.74)

















































szek) 6= B(Nnszek, Pnszek), (6.78)
azaz a mo´dszer nem Poisson integra´tor.
A 13. a´bra a (6.69)–(6.70) rendszer pontos megolda´sa´t mutatja. Az eredme´ny
teha´t az, hogy a diszkre´t modell nem o˝rzi meg a folytonos feladat za´rt meg-
olda´sait. Ez az oka teha´t, hogy a tova´bbiakban numerikus mo´dszereket haszna´lunk
a re´szfeladatok megolda´sa´ra.
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13. a´bra. The exact solution of system (6.69)–(6.70)
La´thattuk teha´t, hogy az explicit Euler e´s az implict Euler-mo´dszerek egyes
re´sz-feladatra to¨rte´no˝ alkalmaza´sa nem o˝rzik meg a folytonos feladat geometri-
ai tulajdonsa´gait. A ko¨vetkezo˝kben az opera´tor szeletele´si mo´dszert a Lotka–
Volterra rendszerre, majd a re´szfeladatok megolda´sa´ra numerikus mo´dszereket
haszna´lunk. Azt vizsga´ljuk a tova´bbiakban, hogy ha to¨bbfe´le numerikus mo´dszert
kombina´lunk, akkor az vajon mego˝rzi-e a feladat geometrikus tulajdonsa´gait.
6.3. Opera´tor–szeletele´s Hamilton-rendszerre
A ko¨vetkezo˝kben az opera´tor–szeletele´si elja´ra´st alkalmazzuk Hamilton-rendszer-
ekre. Legyen H(p, q) = H1(p, q) +H2(p, q) a Hamilton-fu¨ggve´ny egy tetszo˝leges














ahol p1(tn) = p
n




















alakban adhato´ meg. Megjegyezzu¨k, hogy a (6.79) e´s (6.80) ku¨lo¨n-ku¨lo¨n Hamilton-
rendszerek, de egyu¨tt a´ltala´nos esetben ma´r nem.
Elo˝szo¨r a szekvencia´lis szeletele´si elja´ra´st alkalmazzuk a feladat megolda´sa´ra.
A jo´l ismert numerikus mo´dszereket haszna´ljuk, tova´bba´ feltesszu¨k, hogy a nu-
merikus mo´dszer e´s a szeletele´si elja´ra´s le´pe´sta´volsa´ga megegyezik. Jelo¨lje pni e´s



































a H(p, q) fu¨ggve´ny parcia´lis deriva´ltjait.
18. Te´tel. Tegyu¨k fel, hogy a (6.79) e´s (6.80) kezdetie´rte´k-feladatok megolda´sa´ra
a szekvencia´lis opera´tor–szeletele´st alkalmazzuk, tova´bba´, hogy ezen feladatok
numerikus ko¨zel´ıte´se´re az explicit Euler-mo´dszert alkalmazzuk. Ekkor az ı´gy
kapott numerikus mo´dszer szimplektikus, ha a
ACDF +ACE2 −B2DF +B2E2 − 2BCDE = 0
2ACE + 2CDE = 0
AC −B2 +DF − E2 = 0
(6.83)
felte´telek teljesu¨lnek.



















Hasonlo´ke´ppen, ha a ma´sodik re´szfeladatot is az explicit Euler-mo´dszerre oldunk
































numerikus mo´dszert kapjuk. Jelo¨lje pn e´s qn az approxia´mcio´ja´t a ko¨zel´ıto˝
megolda´snak a t = tn helyen. Ekkor a (6.84) e´s (6.85) ko¨zel´ıte´sek egy egyle´pe´ses
numerikus se´ma´t jelentenek, amelynek alakja

















ahol pn+11 a q
n+1
1 (6.84) szerint definia´ltak
pn+11 = p









Deriva´ljuk le ezeket a kifejeze´seket p e´s q szerint. Ekkor a la´ncszaba´lyt alkal-






























































= 1 + τB − τ2CD + τE(1 + τB).
(6.88)
Teha´t a (Φ′τ (pn, qn))
T
J (Φ′τ (pn, qn)) ma´trix szorzatot kisza´molva azt kap-
juk, hogy a (6.83) felte´telek mellett a szimplektikus tulajdonsa´g mego˝rzo˝dik,
azaz (6.83) ele´gse´ges felte´tele a szimplektikussa´gnak.
A te´tel szerint teha´t az explicit Euler-mo´dszer o¨nmaga´ban nem szimplekti-
kus integra´tor, de a szekvencia´lis opera´tor–szeletele´s alkalmaza´sa´val, tova´bba´ a
Hamilton-fu¨ggve´ny megfelelo˝ felbonta´sa´val ma´r szimplektikussa´ va´lik.
A (6.83) felte´telek a´ltala´ban nagyon szigoru´ak. A felte´telek gyeng´ıte´se ce´lja´bo´l
ma´s numerikus mo´dszereket haszna´lunk a re´szfeladatok megolda´sa´ra. A ko¨vet-
kezo˝kben a szimplektikus Euler-mo´dszer e´s a nem szimplektikus integra´tor, az
explicit Euler-mo´dszer kombina´cio´ja´t vizsga´ljuk. Legyen H(p, q) = H1(p, q) +
H2(p, q) a Hamilton-fu¨ggve´ny egy felbonta´sa. Az elso˝ re´szfeladat megolda´sa´ra













































19. Te´tel. Az explicit Euler-mo´dszer e´s a szimplektikus Euler-mo´dszer kom-
bina´cio´ja (6.89)–(6.90) szekvencia´lis opera´tor–szeletele´s esete´n szimplektikus, ha
a
A ·B − C = 0 (6.91)
felte´telek teljesu¨lnek.
Bizony´ıta´s: Az elo˝zo˝ bizony´ıta´shoz hasonlo´an az explicit e´s szimplektikus Euler-
mo´dszer kombina´cio´ja fel´ırhato´ egy egyle´pe´ses numerikus mo´dszerke´nt










ahol pn+1 = pn+12 , q
n+1 = qn+12 e´s q


























































































































Eredme´nyu¨l azt kaptuk, hogy (Φ′τ (pn, qn))
TJ(Φ′τ (pn, qn)) =(
0 A ·B − C + 1




Ekkor teha´t a numerikus mo´dszer szimplektikus, ha a
A ·B − C = 0 (6.94)
felte´tel teljesu¨l.
Alkalmazzuk a te´telt a Lotka–Volterra rendszerre. Legyen
H1 = −aP˜1 − dN˜1 e´s H2 = beP˜2 + ceN˜2 , (6.95)
a Hamilton fu¨ggve´ny egy felbonta´sa mely eleget tesz a 19. te´tel felte´teleinek.
Ekkor az opera´tor–szeletele´snek a ko¨vetkezo˝ biolo´giai jelente´ssel rendelkezik: A
H1 fu¨ggve´ny a no¨vekede´st, a H2 fu¨ggve´ny pedig a ke´t faj ko¨zo¨tti kapcsolatot
mutatja.
14. a´bra. Numerikus megolda´s az explicit Euler e´s szimplektikus Euler-
mo´dszerek alkalmaza´sa´val.
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A 14. a´bra a rendszer numerikus megolda´sa´t mutatja az explicit Euler-
mo´dszer e´s a szimplektikus Euler-mo´dszer alkalmaza´sa´val, ha a parame´terek
a = 1, b = 0.6, c = 0.5, d = 1 e´rte´ku˝ek. Ebben az esetben a megolda´sok za´rt
pa´lya´n helyezkednek el, teha´t mego˝rzik a feladat geometriai tulajdonsa´ga´t.
Ro¨gz´ıtsu¨k le a parame´tereket, majd alkalmazzuk mindke´t feladat megolda´sa´ra
az explicit Euler-mo´dszert.
15. a´bra. Numerikus megolda´s az explicit Euler-mo´dszerrel.
Ekkor a 15. a´bra´n la´thatjuk, hogy a numerikus megolda´s nem o˝rzi meg a geo-
metriai tulajdonsa´ga´t a feladatnak.
Alkalmazzuk az explicit Euler-mo´dszert e´s a szimplektikus Euler-mo´dszert
a re´szfeladatok megolda´sa´ra. Legyen most a Hamilton-fu¨ggve´ny felbonta´sa
H1(N˜1, P˜1) = be
P˜1 + ceN˜1 ,
H2(N˜2, P˜2) = −aP˜2 − dN˜2.
(6.96)
mely nem teljes´ıti a 19 te´tel felte´teleit. Ekkor a mo´dszer nem lesz szimplektikus,
mint ahogy ezt a 16. a´bra´n la´thatjuk.
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16. a´bra. A feladat numerikus megolda´sa az explicit e´s szimplektikus Euler-
mo´dszerekkel a Hamilton-fu¨ggve´ny ma´s felbonta´sa esete´n.
Az eredme´nyek azt mutatja´k teha´t, hogy numerikus mo´dszerek megfelelo˝
kombina´cio´ja e´s az opera´tor–szeletele´si elja´ra´s seg´ıtse´ge´vel a numerikus meg-
olda´s mego˝rzi a folytonos feladat szimplektikus tulajdonsa´ga´t. Megmutattuk,
hogy a szimplektikus tulajdonsa´g mego˝rze´se egyara´nt fu¨gg a numerikus mo´dszerto˝l
e´s a Hamilton-rendszer felbonta´sa´to´l.
6.4. Opera´ror–szeletele´s Poisson rendszerre
Alkalmazzuk az opera´tor–szeletele´s a Lotka–Volterra rendszerre, mint Poisson
rendszerre a ko¨vetkezo˝ alakban
dN
dt
= −NP · ∂V (N,P )
∂P
, N(0) = N0
dP
dt
= NP · ∂V (N,P )
∂N
, P (0) = P0.
(6.97)






















































20. Te´tel. Ha az implicit Euler-mo´dszer e´s a szimplektikus Euler-mo´dszer kom-
bina´cio´ja´t alkalmazzuk a Lotka–Volterra rendszerre, tova´bba´ a Poisson-rendszer
felbonta´sa´ra a (6.68) alaku´ szekvencia´lis opera´tor–szeletele´st, akkor a kapott nu-
merikus mo´dszer Poisson integra´tor.



































I´gy a numerikus se´ma´nkkal az
Nn+12 =
(1 + τd)Nn1
(1− τa)(1 + τd+ bτPn1 )







alaku´ ko¨zel´ıte´st kapjuk. Alkalmazzuk a szekvencia´lis opera´tor–szeletele´s e´s
(6.102), ekkor a kapott egyle´pe´ses se´ma
Nn+1 =
(1 + τd)Nn
(1− τa)(1 + τd+ bτPn)





























τ (Nn, Pn) = B(Nn+1, Pn+1), (6.105)
azaz a mo´dszer egy Poisson integra´tor.
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A V1 = −a lnP − d lnN e´s V2 = bP + cN va´laszta´ssal a numerikus mo´dszer
egy Poisson integra´tor. A 17. a´bra a (4.23) feladat numerikus megolda´sa´t mu-
tatja az explicit Euler-mo´dszer e´s a szimplektikus Euler-mo´dszer alkalmaza´sa´val,
ha a parame´terek e´rte´ke a = 0.2, b = c = 0.5 and d = 0.3. Ekkor a megolda´sok
za´rt pa´lya´n helyezkednek el.
17. a´bra. Numerikus megolda´s az implicit Euler e´s szimplektikus Euler-
mo´dszerek alkalmaza´sa´val.
Ro¨gz´ıtsu¨k le a parame´tereket e´s alkalmazzuk mindke´t re´szfeladat megolda´sa´ra
az implicit Euler-mo´dszert. Ebben az esetben a 18. a´bra´n la´thatjuk, hogy a
numerikus megolda´s kifele´ csavarodik.
18. a´bra. Numerikus megolda´s az implicit Euler-mo´dszer alkalmaza´sa´val.
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O¨sszefoglala´s e´s tova´bbi tervek
A dolgozat o¨t fejezetbo˝l a´ll. Az egyes fejezetek a ko¨zo¨nse´ges e´s a ke´sleltetett
differencia´legyenletek folytonos feladata´nak stabilita´selme´lete´vel e´s diszkre´t fel-
adata´nak numerikus megolda´sa´nak vizsga´lata´val foglalkoznak. A kapott ered-
me´nyeket biolo´giai jelense´geket le´ıro´ modelleken vizsga´ljuk.
• Az 1. fejezetben ta´rgyaljuk a ko¨zo¨nse´ges e´s ke´sleltetett differencia´legyenle-
tek elme´lete´nek alapjait: az egyenletek megoldhato´sa´ga´t, a megolda´sok
sza´ma´t. Kite´ru¨nk tova´bba´ az megolda´sok stabilita´sa´ra. Re´szletesen ta´rgyal-
juk elo˝szo¨r a linea´ris, majd pedig a nemlinea´ris esetet. A´ttekintju¨k az erre
vonatkozo´ te´teleket, a stabilita´s, aszimptotikus stabilita´s e´s instabilita´sra
vonatkozo´ felte´teleket.
• A dolgozat 2. fejezete a ko¨zo¨nse´ges e´s ke´sleltetett differencia´legyenletek
numerikus megolda´si mo´dszereivel foglalkozik. Ismertetju¨k a numerikus
mo´dszerek alapjait, majd a konzisztencia, konvergencia e´s ze´ro´-stabilita´s
fogalmakat. Elo˝szo¨r a legegyszeru˝bb numerikus mo´dszereket, az explicit-e´s
implicit Euler-mo´dszereket e´s ezek tulajdonsa´gait ismertetju¨k. Vizsga´lunk
tova´bba´ magasabb rendu˝ mo´dszereket, a Runge-Kutta t´ıpusu´ numerikus
mo´dszereket. Ke´sleltetett egyenletek esete´n szinte´n definia´ljuk a konver-
gencia fogalma´t. Vizsga´ljuk a le´pe´sek mo´dszere´t, tova´bba´ ke´sleltetett
egyenletek esete´n a Runge-Kutta mo´dszereket.
• A 3. fejezet popula´cio´dinamikai modellek ismertete´se´vel foglalkozik, me-
lyek ma´s fejezetek alapja´t jelentik. Elo˝szo¨r az egyszereplo˝s modelleket,
majd pedig a to¨bb faj kapcsolata´t vizsga´lo´ to¨bbszereplo˝s modelleket mu-
tatjuk be. Egyszereplo˝s modellek esete´n az exponencia´lis e´s logisztikus
no¨vekede´si modelleket vizsga´ljuk, tova´bba´ ezek kiege´sz´ıte´se´t funkciona´lis
va´laszt kifejezo˝ fu¨ggve´nyekkel. A to¨bbszereplo˝s modellek ko¨zu¨l pedig
re´szletesen vizsga´ljuk a ragadozo´–zsa´kma´ny kapcsolatot le´ıro´ Lotka–Volter-
ra modellt.
• A dolgozat 4. fejezete´nek te´ma´ja a Hu´sve´t–sziget o¨kosziszte´ma´ja´t le´ıro´
ko¨zo¨nse´ges differencia´legyenlet–rendszer, tova´bba´ ezen modell tova´bbi vizs-
ga´lata. A modell ha´rom faj kapcsolata´t ismerteti egy za´rt ko¨rnyezetben.
A dolgozatban azt vizsga´ltuk, hogy milyen modellek adhato´ak meg ame-
lyek a biolo´giai jelense´get me´g valo´sa´ghu˝bben ı´rja´k le. Ezt ke´t alfejezet-
ben ta´rgyaltuk: a ra´gcsa´lo´kra vonatkozo´ funkciona´lis va´lasz hozza´ada´sa´val
e´s a ke´sleltetett differencia´legyenletekkel. A modellek stabilita´svizsga´lata
mellett, a differencia´legyenlet–rendszerek numerikus szimula´cio´ja´val fog-
lalkoztunk.
• Az 5. fejezet a geometrikus integra´torok elme´leti ha´ttere´t, majd alkal-
maza´sa´t ta´rgyalja a Lotka–Volterra rendszerre. A fejezetben a geomet-
rikus alapjait ta´rgyaljuk folytonos esetben, illetve numerikus mo´dszerek
esete´n. Majd ezeket kombina´ljuk az opera´tor–szeletele´si elja´ra´s alkal-
maza´sa´val.
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• Nyitott proble´ma e´s fontos ke´rde´s, hogy ku¨lo¨nbo¨zo˝ opera´tor–szeletele´si
mo´dszerek esete´n mely numerikus mo´dszerek o˝rzik meg a feladat geomet-
riai jellemzo˝it, azaz geometrikus integra´torok-e. Tova´bbi nyitott ke´rde´s a
geometriai tulajdonsa´gok mego˝rze´se´nek vizsga´lata Richardson–extrapola´cio´,
illetve linea´ris to¨bble´pe´ses mo´dszerek esete´n.
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Summary and future plans
The dissertation contains five major chapters. In these chapters two well-defined
areas of delay differential equations are investigated: the stability of their conti-
nuous problem and the numerical solution of their discrete problem. The results
of these are investigated on biological models.
• In chapter 1 the basics of the ordinary and delay differential equations
are described: the resolvability of the equations and the number of the
solutions. Apart from these the stability of the solutions is investigated.
First the linear and later the non–linear case are detailed. The relevant
theorems and the conditions of the stability, the asymptotic stability and
the instability are reviewed regarding these cases.
• In chapter 2 different methods of the solution of ordinary and delay diffe-
rential equations are investigated. Basics of different numerical solutions
are described then later the definitions of consistency, zero–stability and
convergence are introduced. First the most simple numerical methods:
the Explicit and Implicit Euler methods and their attributes are descri-
bed. After this higher order methods are investigated: the Runge–Kutta
methods. In this chapter the convergence of delay differential equations is
also defined. The method of the steps and in case of delay equations the
Runge–Kutta methods are investigated.
• In chapter 3 a description is given about models of population dynamics.
These models form the basics of subsequent chapters. First the single spe-
cies models and later models that describe the connections among multiple
species are introduced. In case of single species models the exponential and
logistic growing models are investigated. Moreover the expansion of these
methods with harvesting functions is also investigated. From the compe-
ting species models the Lotka–Volterra model that describes predator-prey
interactions is studied in details.
• The main topic of chapter 4 is the ordinary differential equation system
itself that describes the ecosystem of the Easter Island and the examinati-
on of this model. This model describes the relationship of there different
species in a closed environment. In this chapter we investigate how can
another model be formed that describes the biological system more rea-
listically. Two ways of creating such a model is covered in two different
chapters: adding a harvesting function in connection with the rodents,
with delay differential equations. Apart from the stability of the models
the numerical simulation of the differential equation systems are also in-
vestigated.
• In chapter 5 the theoretical background of geometric integrators and their
application to the Lotka–Volterra system is described. In this chapter the
basics of the geometric integrators in the continuous case and in case of
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numerical methods are introduced. Later these are combined with the
application of the operator splitting method.
• It is still a very interesting question to investigate that in case of dif-
ferent operator splitting methods which numerical methods preserve the
geometric attributes of the original model i.e. whether they are geometric
integrators or not. Further open question is the investigation of the pre-
servation of the geometric attributes in case of Richardson extrapolation
and linear multistep methods.
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Ko¨szo¨netnyilva´n´ıta´s
Szeretne´k ko¨szo¨netet mondani te´mavezeto˝mnek, Farago´ Istva´nnak a dolgozat
e´s az alapjake´nt megjelent publika´cio´k elke´sz´ıte´se´ben nyu´jtott seg´ıtse´get, illet-
ve egyetemi tanulma´nyaim alatt kapott sok-sok biztata´st e´s leheto˝se´get.
Szeretne´m megko¨szo¨nni az Eo¨tvo¨s Lora´nd Tudoma´nyegyetem Alkalmazott Anal´ı-
zis e´s Sza´mı´ta´smatematikai Tansze´k dolgozo´inak a doktori e´vek alatt kapott
ta´mogata´st.
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