Using machine learning methods to aid scientists in laboratory environments by Coles, Rory
Using Machine Learning Methods to Aid
Scientists in Laboratory Environments
by
Rory Coles
A thesis submitted to the
School of Graduate and Postdoctoral Studies
in partial fulfilment of the requirements for the degree of
Masters of Science
in
Modelling and Computational Science
Faculty of Science
 





Submitted by: Rory Coles
Masters of Science in Modelling and Computational Science
Thesis Title: Using Machine Learning Methods to Aid Scientists in Laboratory
Environments
An oral defense of this thesis took place on Dec 5, 2019 in front of the following
examining committee:
Examining Committee:
Chair of Exammining Commitee Franco Gaspari
Research Supervisor Lennaert van Veen
Research Co-Supervisor Isaac Tamblyn
Examining Committee Member Faisal Qureshi
Thesis Examiner Yuri Grinberg, NRC
The above committee determined that the thesis is acceptable in form and content
and that a satisfactory knowledge of the field covered by the thesis was
demonstrated by the candidate during an oral examination. A signed copy of the
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1 Introduction
In recent years, one of the most exciting tools in data science and Artificial Intelligence
(AI) that is being developed by researchers is Machine Learning (ML). This collection
of algorithms have been shown to surpass human abilities in a variety of tasks such
as image classification [1], language processing [2], and video games [3]. As a result,
ML is becoming commonplace in everyday life, changing the way we interact with
many devices and services. For example, numerous companies have adopted some
form of ML for tracking consumer preferences [4], many websites detect anomalous
behaviour to decrease security risks [5], and AI-enabled predictive text can be used
in many online conversations and search engines [6].
Data science has always been popularly implemented in the scientific community,
and ML is no different. Researchers who specialise in ML explore the development of
algorithms and their applications and the applications of ML can be seen in a broad
range of fields of science. For example, ML methods have been used for molecule
design [7, 8], analysing medical X-Rays [9], and tracking wildlife behaviours in the
Serengeti [10]. In physics, ML has been used to simulate structure formation of
the universe in a fraction of the time of an N-body simulation [11], predict phase
transitions [12], and to optimise the efficiency of heat engines [13].
The recent increase in the popularity of ML is, in part, because of new algo-
rithms, increased computational power, and large datasets all becoming available.
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These factors allowed for deep learning to become feasible. Deep learning makes use
of Artificial Neural Networks (ANNs) that can build up a hierarchical understanding
of the world [14]. Complex concepts are understood by building upon layers of sim-
ple concepts. Several layers of concept representations often need to be learnt, and
therefore this is referred to as deep learning. ANNs are a recurring tool throughout
this work, and so we will discuss them in Section 1.1.
Most ML algorithms and problems can be broadly separated into three main
fields: Supervised, Unsupervised, and Reinforcement Learning. Supervised Learning
(SL) algorithms aim to learn a relationship between a dataset of measurements and
target variables corresponding to them [14]. If a representative relationship can be
successfully found, then the algorithm can be used to predict the target variable
for previously-unseen data. In the past, traditional model-fitting techniques have
been struggled to map diverse complex and non-linear relations. However, modern
techniques are designed for these kinds of relations and have excelled at mapping
them.
The second category of algorithms is Unsupervised Learning (UL), a collection
of tools that are primarily used for creating representations of datasets [15]. These
algorithms take only the unlabelled data as inputs and seek to learn structures of
the data that may not be obvious to the user. As such, there is no absolute truth
that is associated with the learning process. Almost all UL algorithms are learning
a probabilistic model of the dataset [15]. UL algorithms are commonly used for
dimensionality reduction or grouping data points together with similar points in the
dataset.
Lastly, we have Reinforcement Learning (RL), the study of behavioural rewards
while acting in a set environment [16]. RL algorithms produce a sequence of actions
that affect the state of the environment. These actions induce a scalar value which acts
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as a reward or punishment, depending on if the action was beneficial or detrimental.
The goal for the algorithm is to maximise the reward it receives from the environment
over some period of time, and ultimately it should be able to respond to situations
it hasn’t seen before. RL doesn’t require a dataset of the same form that is seen
with the other two categories. Instead, the training examples are generated through
experience from acting in the environment.
1.1 Artificial Neural Networks
In all three of the described subfields of ML, a large number of successes have come
with the use of ANNs. These artificial networks are computational systems inspired
by biological neural networks in the brain that act as a framework for ML algorithms.
An ANN is comprised of a collection of nodes, known as neurons, joined together by
connections, known as weights [14]. These weights can be adjusted to alter the signal
strength that passes through the respective connection. ANNs are typically organised
into layers which can each perform different operations on their inputs. In a feed-
forward network, the signal passes from the input layer through a hidden layer to an
output layer. The input layer is of the same dimension as the input data, likewise for
the output layer and the expected output size. The hidden layer can be altered to
have as many nodes as is necessary to approximate the required function. The input





where n is the number of input nodes, Si is the output signal from the connected
nodes in the previous layer, and Wij is the corresponding weight. The output signal
3
is then given by:
Sj = f(Ij + bj) (1.2)
where bj is a bias associated with neuron j, and f is the activation function. The
bias is an additional parameter in the ANN that is equivalent to the intercept that is
added to a linear equation. It is a constant that adjusts that the weighted sum of the
neuron’s inputs, which helps the network create an accurate model. The activation
function is a non-linear function that alters how the output of the node is perceived.
The function decides if that particular neuron activates or not and by adding non-
linearities the ANN can map complex functions with a relatively small number of
neurons. We will discuss activation functions later in this chapter.
Deep Neural Networks
ANNs are not a new concept; they’ve been around for decades [17] but have only
become viable with recent advancements in the field, as these allowed for Deep Neural
Networks (DNNs) to be developed. What distinguishes a DNN is that there are
multiple hidden layers which allow for these systems to learn hierarchical features and
build upon the previous layer [14]. The depth of a DNN is not strictly limited; there
have been examples where over 100 layers have been used [18]. Adding additional
depth to the network allows for more complex non-linear relationships to be modelled,
however, does come with additional challenges. The number of layers is often limited
by computational time. Increasing depth increases the number of calculations and
the number of parameters to optimise.
Once the network architecture, i.e the number of layers, the width of each layer,
and the activation functions, has been determined, the ANN can be represented as
a black box system with two methods. The first method makes a prediction using
4
the current internal parameters of the network. An input is passed into the ANN,
and the prediction is the most likely result for that input based on the past training
experience. This leads on to the second method, training the ANN. The training
process uses both the predicted and expected outputs to tune the weights such that
the two output values are as similar as possible. The primary technique for tuning
the weights to train an ANN is gradient descent.
Gradient descent makes use of the instantaneous rate of change in the relationship
between internal parameters of the ANN and a pre-defined loss function. The loss
function calculates the error, E, between the predicted output and the desired output.
When optimising an ANN, we are altering the parameters of the ANN to minimise the
error. Knowing how changing a particular parameter will change the loss function, the
weights can each be tuned to minimise the error. As the ANN has many parameters,
we need to measure the partial derivative of each parameter’s contribution to the total
change in error. At this point with a single layer ANN, we would update the weights
until the loss has reached a minimum, where the derivative is 0. An individual weight
update takes the form of Equation 1.3. α is a scaling factor between 0 and 1 that
alters the step size of the weight update, known as the learning rate.




With a DNN, we have multiple layers of weights that process the input signal
sequentially. To update the weights in DNNs, we need to backward propagate infor-
mation about the error through the entire network so it can alter all the weights. This
algorithm is known as backpropagation [19]. As with other gradient descent methods,
backpropagation makes use of the differentiation of the loss function to guide tuning
the weights. The goal is simple: to adjust each weight proportionally to how much
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it contributes to the overall error. To do so, during the forward pass of the network,
as the signal passes through each layer, we create a stack of the function calls and
their parameters. During the backward pass, as each function call is de-stacked, back-
propagation establishes the relationship between the error and the parameters in that
layer through the chain rule of calculus. This allows the DNN to obtain the derivative
rate for each weight which, when multiplied by the learning rate, gives the weight
update value. This process is done iteratively until the loss function converges.
Activation Functions
Consider the output of a single neuron, Equation 1.2. If we were to set f = c · x,
where c is a constant with a magnitude greater than 0, the output signal of the
neural network would be a linear function. If an ANN only has linear functions or
no activation function at all, then any amount of layers can be replaced by a single
linear function. Any combination of linear functions in a layered manner is still a
linear function. Thus only having linear functions in the ANN does not provide it
with the ability to approximate non-linear relationships. To prevent this problem,
we need to add non-linearities into the ANN through the activation functions. There
are additional problems with using only linear functions that we will discuss before
continuing. The derivative of a linear function f = c ·x with respect to x is a constant
c. If the training method for an ANN uses a gradient descent based method, then
the weight updates will be constant and not depend on any change in the input.
One of the most popular and simple activation functions is uses Rectified Lin-
ear Units (ReLU) (Eq.1.4) [20], shown in Figure 1.1a. The ReLU function gained
popularity due to how simple and efficient the calculation is, which keeps training
and inference times as short as possible, while still allowing the ANN to approximate
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complex functions.
f(x) = max(0, x) (1.4)
The downside of using the ReLU function is that it is possible for a neuron in the
network to get stuck, known as the dying ReLU problem. This occurs if a large weight
update causes the neuron to output a negative value. At this point, the output and the
gradient would both be 0, and so the neuron will not change during gradient descent
learning. As a result, the neuron may never activate across the entire training dataset
and thus be useless. This can often be mitigated by limiting the value of the learning
rate, preventing the large weight updates that may cause this problem. Another
solution is to have a small positive gradient on the negative inputs to provide those
neurons with a chance to recover. This is known as using Leaky ReLUs [21], shown
in Figure 1.1b.
Figure 1.1: Activation functions in the range [-10,10]. (a) Shows the ReLU and Leaky
ReLu functions with α = 0.1. (b) Shows the Sigmoid and tanh functions
There are also activation functions that bound the output of the neurons. For
example, the logistic function is another commonly used activation function that
bounds the output of a neuron in the range [0,1] [22]. This range is especially useful
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if the model is predicting a probability value. Also known as the sigmoid function,





By its nature, the sigmoid function has a high gradient in the range [-2,2]. Weight
updates using these gradients will, therefore, cause distinct changes in the weight
values. On the other hand, this function also experiences the vanishing gradients
problem. When the input to the activation function is either very high or very low,
the gradient is extremely small. As such, the weight update will not make significant
changes, and the network will train very slowly or stagnate completely.
An alternative to the sigmoid activation function is the tanh function, which is a
scaled sigmoid function. This function is bounded between [-1,1] and is very similar
to the sigmoid function in behaviour, including the vanishing gradient problem. The
main benefit of using the tanh function is for the same reason that the inputs should
be normalised; because this function is more likely to produce outputs that are close
to zero on average.
1.2 Outline of Thesis
The work done in thesis focuses on utilising ML techniques to supplement scientific
researchers in laboratory environments. This work is split into two major projects.
The first project consists of the work done in Chapters 2 and 2.3.4 with the goal of
detecting and categorising interference signals. The second project consists of the
work Chapters 3 and 3.3. This work focuses on studying RL methods and applying
them to various problems of interest.
In Chapter 2, we will introduce the concept of SL and how ANNs can be used to
locate objects in images. We will showcase how SL algorithms were used to make a
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signal interference monitor that is now in use at a radio observatory. While many
steps had been taken around the observatory to reduce interference, the staff wanted
a real-time monitoring system to assist workers on-site in mitigating the interference.
We will describe the process of making the tool that detects interference in real-time
and testing it on incoming data.
In Chapter 2.3.4, we will discuss how UL can be used to identify patterns in the
interference signals detected around the observatory site. A secondary goal of the
observatory project was to identify previously unknown patterns in the detections so
that groups of detected signals can be studied together. To do so, we investigated
clustering methods that can be used to identify similar signals, but more importantly
signals which do not belong to a group. We will also show how we can visually explore
data in high-dimensional spaces.
Then in Chapter 3, we will begin the second project. We will discuss RL algo-
rithms, particularly evolutionary methods, and what can be done to improve training
time for RL optimisation. We will compare selected algorithms and show that evo-
lutionary methods are a viable alternative to traditional RL optimisation methods.
We will also present some further techniques for improving the training time of RL
algorithms.
Finally, the Chapter 3.3, we will present a new paradigm for RL agents that can
build an internal hypothesis of their environments. The agent must use experience
from past measurements to create their hypothesis which will contain some uncer-
tainty measure. Therefore, the agent must learn to act in an environment when there
is uncertainty in the state and when to take detailed observations to update the model
appropriately. We will show how this newly developed method can be used to learn
the dynamics of physics-based models and exploit the knowledge gained to achieve a
given objective with a measurable confidence.
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2 Real-Time Signal Detection and
Classification
In the past, Radio Frequency Interference (RFI) monitoring at Dominion Radio As-
trophysical Observatory (DRAO) has been focused on protected wavebands, but now
with the observing bandwidth increasing, the site needs to limit sources of RFI. Pre-
vious attempts at monitoring RFI have faltered due to the volume of data produced
and limited labour-hours available to study it. To expand on operating capabilities,
the staff at DRAO want a sophisticated interference monitoring system to be estab-
lished. The goal for this system is to be able to detect and categorise terrestrial signals
around the site with little to no human interaction. By doing so, we can characterise
the RFI scene around the site, study populations of events together, and identify if a
signal is novel compared to standard events.
The following sections will first provide the necessary background for the problem
and the proposed tools to solve it. We will then discuss how the first prototype
for this system was developed, specifically the detection of RFI signals in real time.
Finally, the current limitations will be discussed, as well as the proposed next steps
to be taken.
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2.1 Radio Frequency Interference
Since the first detection of radio waves originating from outside of Earth, the study
of extraterrestrial radio frequencies has been essential to our understanding of the
universe. Observations of astronomical objects such as stars and galaxies identified
these objects as sources of radio emission [23–25]. Objects that were unclassified at
the time, such as radio galaxies and pulsars, were also found to be sources [26–29],
and cosmological studies allowed scientists to discover the cosmic background radia-
tion [30–32]. In recent years, the radio band has become an increasingly promising
waveband for cosmology observations and the portion of the spectrum that is being
monitored is increasing [33–39].
While radio astronomy is a growing field of science, it is competing for operating
space with modern life. Cell-phones, GPS-transmitters, radio and television broad-
casting etc. all operate in the radio spectrum, as assigned by the Canadian Table
of Frequency Allocations [40]. Radio astronomy has some protected frequencies to
operate in, such as between 73-74.6 MHZ and 406.1 - 410 MHz for solar wind and pul-
sar observations respectively [41]. However, for some projects this is not enough and
scientists must contend with terrestrial signals, such as those listed above, interfering
with those that are extra-terrestrial. Signals such as these are known as RFI. To deal
with these signals, observatories are often located in remote locations and electrical
equipment that could cause interference is either prohibited or must be adequately
shielded.
This is not a new problem; many methods of post-processing the data have been
developed to detect and mitigate RFI, with the goal of recovering valuable information
from contamination. If a specific type of signal is being searched for, a matched filter
will often be used [42–44]. This archetype of detection algorithms will often have to
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balance the probability of detecting specific RFI signals and the probability of giving
a false positive, in other words, classifying RFI-free data that isn’t contaminated.
However, having a specific filter for each type of source is impractical for RFI searching
as there is a wide variety of sources that could be detected, many of which may not
be known beforehand. Therefore, an RFI detection algorithm needs to be robust in
detecting a variety of signals. One such test that has shown to be effective is known
as Spectral Kurtosis (SK). An SK test determines whether a section of the observed
signals differ from the thermal noise [45–50]. Thermal noise is a major source of
background noise that appears in electronic circuits such as receiver input circuits
that takes a Gaussian form. The statistical properties of this distribution will differ
when a non-Gaussian signal is observed, indicating RFI is present.
RFI signals tend to have a received power many orders of magnitude higher than
astronomical observations. This means if an RFI signal overlaps with important data,
very little can be done to recover the original data. As a result, contaminated data is
often just removed in a process known as Excision. This can be done either through
deleting the contaminated data or replacing it with Gaussian noise similar to the
thermal noise [50–52].
Ultimately, a telescope is the best RFI detector. However, information from tele-
scopes can take a while to be processed; sometimes the data is not available until
the entire observation is complete. To reduce the amount of data lost from RFI,
there is a need for proactive monitoring to limit the amount of RFI that would be
detected by telescopes. If we know that there is a device nearby that is emitting RFI,
we can ensure that it is turned off as soon as possible. Doing so would shorten the
overall transmission time that the device is emitting RFI for compared to if it went
undetected.
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2.1.1 Dominion Radio Astrophysical Observatory
At the DRAO, new telescopes such as The Canadian Hydrogen Intensity Mapping
Experiment (CHIME) [53] require the observatory to maintain a clean spectrum to the
extent possible from 400 MHz to 2 GHz; however, most of this band is not protected
for radio astronomy. While DRAO is located in an area of low population density and
surrounded by hills, the site is still located within 2km of a golf course, 5km of cellular
towers, and 20km from the city of Penticton that hosts a regional airport; all of which
contribute to the radio frequency environment at the observatory. In spite of this,
one of the larger contributions of RFI comes from on-site; either electrical equipment
required for observatory operations or unintentionally from staff, such as leaving their
mobile phones on while at work. From this, we can see two broad categories that the
RFI signals will belong to; those which are from sources that the observatory can’t
reasonably prevent, such as the cellular towers and planes overhead, and those which
can be prevented, like cell phones.
Previous attempts to monitor interference at DRAO have either been limited in
scope or produced too much data that can reasonably be examined at a site with
limited labour-hours to commit. The latter results in large amounts of data being
stored but not investigated. As a result, RFI is often first detected when it shows
up in the data received from the telescopes, which is far too late. At this point, the
researcher could perhaps go back and look through the data from the site monitor to
identify the RFI, but the data is already contaminated and so is often just mitigated
in the results.
Instead of dealing with the RFI signals in the data, we look to remove it at
the source. We want a system that can monitor the radio spectrum, handle the
large volume of data produced by a receiver, and assist observatory staff in both
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identifying and finding the sources of the RFI signals. To turn this system into a
more sophisticated monitor, it needs to do several tasks. The tool should provide a
continuous characterisation of the radio frequency signals that are around the site.
Having access to information that characterises the RFI around the site, such as the
centre frequency, bandwidth, time of day, etc., is extremely valuable to researchers
when planning observations. Additional information such as received power, channel
parameters, and modulation parameters are also helpful when identifying the device
causing the RFI. All of the information gathered from the monitor should be stored
in a database for future analysis and exploration. To further this, we would like
this system to recognise behaviours in the data that may not have been previously
identified. Doing so will aid in characterising what is normal around the site and help
plan observations. Finally, all the above needs to be able to run as autonomously
as possible while providing near real-time alerts of new behaviours observed at the
site: changes in patterns, new signals, etc. A system such as this will allow the staff
at DRAO to expand the monitoring program with little change to current personnel
resources.
An omnidirectional receiver was installed above the main office building at DRAO
to receive terrestrial radio signals from around the site . This receiver is much less
sensitive than the telescopes on site, therefore any signal that can be detected by
this receiver would be many orders of magnitudes more powerful than astronomical
signals and thus we can say it is interference. Figure 2.1 shows a snapshot of the signals
received from the receiver. This figure is known as a waterfall plot and it presents
frequency and time data. The intensity at one frequency-time point indicates the
received power on that frequency channel at that time. We can see high intensity
areas at two separate frequencies. Both signals are narrowband which means they are
covering only a small frequency range. The signal closer to 458.5MhZ is continuously
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Figure 2.1: A waterfall plot of an example RFI signal over a 10 minute time period.
on, even beyond this time frame, therefore is known as a static signal. On the other
hand, a signal that is only detected for a short period is known as a transient signal.
The static signals, such as from cellular towers, are always active and so they are
easier to detect and mitigate compared to transient sources. A waterfall plot presents
the data in a two-dimensional format, similar to an image. A signal seen in the
waterfall plot is a continuous area of high pixel intensity, similar to an object in an
image. However, given that one of the dimensions is time, a waterfall plot is also
similar to a video showing the recent history of detections.
The receiver directly provides information about the power, time, and frequency
of any signals it receives, therefore, we would like our system to be able to detect
interference using just this information. Doing so keeps the number of operations
performed on the raw data low, therefore allowing for quick detection of the signals.
Once detected, the signals can be extracted and then further analysed. In addition,
the time periods and frequency channels where RFI is most often detected is some
of the most valuable information we could provide observatory staff. As we saw in
Figure 2.1, we can identify RFI as areas of high pixel intensity. To detect these areas
in the image, we look to an area of ML known as supervised learning.
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2.2 Supervised Learning
To automatically detect RFI events, such as those seen in Figure 2.1, we will being
using methods from SL; the branch of ML that focuses on predicting an output from
input using knowledge from previous examples [14]. Each of these examples is a pair
that includes an input, xi, and a corresponding true output, yi, known as a label,
such that the training set takes the form {(x1, y1), (x2, y2), ..., (xN , yN)} assumed to be
obtained from some fixed distribution. An SL algorithm would be trained on many of
these examples to produce a function, f , that can be used to map an input to output,
such that yi = f(xi) + ε, where ε is some independent error term. An optimally
trained model will be able to generalise from the training set and make reasonable
predictions on unseen data.
For example, let us consider the case of categorising handwritten digits. This is a
popular and well-explored example in the field of ML due to the Modified National
Institute of Standards and Technology (MNIST) dataset [54,55]. The MNIST dataset
consists of handwritten digits that has been made available for anyone wishing to
test learning algorithms on real-world data. In this case, the training set would be
thousands of pictures of these digits with the label representing the correct number
shown by the image. An algorithm would have to learn a maps from an image in
the dataset to a number, and also apply that model to new images that do not have
labels. This example is a common introduction to SL, yet has been explored to great
length in the literature [56–59] and similar datasets have been released in the same
style [60–62].
SL problems can be split into two tasks: regression and classification. The example
above regarding assigning hand-written digits a number from a finite selection is
classification. The goal of a classification model is to assign each input a label from
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a list of discrete possibilities. An unseen input will be assigned to the class it most
likely belongs in based on what the model has seen during training. Regression, on
the other hand, is the task of predicting a single continuous value based on the inputs.
A typical example often demonstrated is predicting house prices. There are datasets
available, for example, the Boston Housing Dataset [63,64], that have information on
various characteristics of houses and the surrounding area such as crime rate, access
to highways, pupil-teacher ratio, and the value of the house. An ANN can be trained
on all the features, with the true label being the price, and obtain a model to predict
the price given the same set of features.
There is a range of SL models that have been devised, and each one has scenarios
where it excels and scenarios that it does not. Support Vector Machines (SVMs) [65],
for example, are SL models that are most closely associated with binary classification
of data. This model utilises a linear hyperplane to split data between two categories.
The hyperplane is a subspace that has one less dimension than the feature space. An
optimally trained SVM constructs a hyperplane that represents that largest separation
between the two classes. For nonlinear classification, the original feature space can
be mapped to higher dimensions using a kernel function. This is known as the kernel
trick [14] and it enables the model to learn nonlinear functions. SVMs have been
shown to classify images and hand-written characters [66–68], and are further being
used in medical fields [69, 70]. The SVM method has been extended into further
applications, including multi-class classification [71], regression [72], and anomaly
detection [73]. SVMs have some downsides though, one of the biggest being the kernel
selection is not trivial [74]. The choice of the kernel can be very problem-specific, and
often kernels do not generalise well. This is one of the motivations towards using
ANNs to predict the mapping function for SL problems. Indeed, Goodfellow states
that “the deep learning renaissance began when Hinton et al. (2006) demonstrated
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that a neural network could outperform the Radial Basis Function (RBF) kernel SVM
on the MNIST benchmark” [14].
The input nodes to the neural network would be all the individual features avail-
able to the model, and the output would be the prediction. In the case of classification,
the network may have as many outputs nodes as there are categories and the node
with the highest value represents the predicted label for that input. For a regression
problem, the prediction will be continuous values for the dependent variable in the
system. To train the neural network, there needs to be a measure of how the network
is performing. In other words, we need a loss function as discussed in Section 1.1.
For SL, this loss is obtained by comparing the predicted output from the network,
Ypredicted, to the true label, Ytrue. As this label is provided in the dataset, the network
has a way to measure exactly how good the prediction is. The specific form of loss
function will depend on the problem. The goal of this function is to provide a metric
of the precision lost if the true output is replaced by the predicted output. A common
loss function for regression takes the form of the Mean Squared Error summed over






(Ytrue − Ypredicted)2 (2.1)
This function allows for larger errors to dominate over smaller errors and gives an
absolute value so the error is the same regardless of overshooting or undershooting.
The goal of the training process is to minimise this loss function by tuning the neural
network weights as described in Section 1.1.
Deep supervised learning has helped to revolutionise many fields. Neural networks
have been used successfully in natural language processing, Google Translate being an
iconic example [75,76]. Word embedding, such as word2vec [77], is used to transform
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words into a unique scalar vector. When used along with Recurrent Neural Networks
(RNNs), neural networks which make use of not only the current input but those
seen previously, deep learning algorithms can translate entire sentences, including
grammar, instead of single words [78–80]. Similarly, speech recognition has benefited
from deep learning considerably. Many homes now have smart speakers, such as
those from Google or Amazon, that allow consumers to interact with them purely by
speaking, and thanks to deep learning [81, 82] these are now accurate enough to be
useful in daily life.
These are just some of the successes that deep supervised learning has assisted
with. However, it can be a useful tool for any application where the model has access
to training data and the corresponding ground truths to be trained against. As a
result, there are many subfields of SL; one such that we make use of in particular is
computer vision.
2.2.1 Computer Vision
Computer vision is a field of study within AI and SL that focuses on how com-
puters can be used to replicate the tasks that human vision does. Simply put, high-
dimensional data comes in as input and the computer needs to be able to extract high-
level understanding. As with the previously mentioned applications, deep-learning
has transformed computer vision such that it surpassed human ability within a few
years of its inception.
One of the biggest applications in popular culture is the use of computer vision
in cameras and smartphones [83, 84], particularly with face detection and tracking.
Camera filters on social media applications now rely on computer vision to track
facial features and alter the image. These alterations could be to change the facial
expression, the perceived age of the person in the image, or change the style of the
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person. Other applications include AI driver assists [85, 86], sports analysis [87],
and geolocalisation on images [88]. This field has itself further branched into many
sub-domains such as image restoration, motion estimation, and most relevant to this
work, object and event detection.
Objects in a single frame can be bounded by a rectangular box that encompasses
the object, known as a bounding box. This box is a set of coordinates that uniquely
define the space where the object is located in the image. When a deep learning model
is tasked with finding an object in an image, it is learning to predict the bounding
box of the object. To compare the prediction against the true boundary boxes, the
Intersection Over Union (IOU) metric is commonly used [89]. The IOU is a gauge
for how similar two objects are. It is defined as the size of the intersection between
the two objects divided by the size of the union. The size of the intersection of two
boxes is the area that falls into both the first box as well as the second (Fig. 2.2a),
whereas the size of the union is the area covered by both boxes (Fig. 2.2b).
Figure 2.2: (a) The Intersection of Two Rectangles. (b) The Union of Two Rectangles
To search for a single object in an image, an ANN can be trained to predict
the coordinates of the bounding box for the image, using the IOU as a measure of
performance. However, this methodology will only work for a limited number of cases.
If the image is known to always have n sources, then we can train the ANN to learn
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n sets of bounding boxes as we have done with n = 1. It becomes more difficult if
the number of sources is unknown. For example, if the network is trained to obtain
five boxes but there is only one true source, we may end up with the remaining boxes
giving false positives. On the other side of this, if the network is trained to obtain two
boxes, but there are three in the image, then the result will produce a false negative.
One of the more successful object detection algorithms that can detect multiple
objects in a frame is known as You Only Look Once (YOLO) [90]. The premise of
this algorithm is that the image is split up into an S × S grid of evenly sized tiles
and every tile is passed individually into the same DNN. For each tile, the net can
predict a set number, n, of bounding boxes whose centres fall within that grid cell.
For each bounding box, the ANN also predicts a confidence score between 0 and 1
which indicates how likely it is that the box contains an object. Therefore given a
single image, the algorithm predicts nS2 bounding boxes along with their confidence
scores. A more detailed description and implementation is shown in Section 2.3.
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2.3 Real-Time Signal Detection
2.3.1 Single Source Detection
To begin with, a DNN was trained to recognise a single source of interference in time-
frequency space based on power levels or pixel intensity; in more general terms, locate
a single object in a two-dimensional image. The DNN accepts a two-dimensional
input and predicts the coordinates for the signal in the image. These coordinates
form a bounding box that encompasses an area of high pixel intensity. This can be
formulated as a SL problem by using a training set of these images with their true
labels being the coordinates required to define a bounding box.
As aforementioned, a lot of data surrounding RFI has been collected in the past
at DRAO. However, when forming a train a training set for this problem, we need
to know the true location of the sources seen in time-frequency space. Very little,
if any, of the collected data has been assigned labels with the true locations of RFI.
Thus to create a training set from this data for the DNN to learn, we would first need
to search the data and assign the necessary coordinates for the bounding boxes. To
circumvent this problem, a synthetic dataset was used.
It is straightforward to create a program that can generate a large number of
images, each with predetermined sources in, and provide an associated label to these
images. The program used to generate this data is described as follows. A two-
dimensional array of fixed-sized is initially filled with noise that is drawn from a
random normal distribution. This is to represent the Gaussian thermal noise that
would be seen in real observations. To add a source, five random integers are drawn
from a uniform distribution to define the length, width, orientation, and the (x,y)
coordinates of the lowest left corner. Any entry in the array that would be covered
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Figure 2.3: Examples of the synthetic data used in training the nerual network
by this source is set to 1. A Gaussian filter is then applied over the entire image
and the entries in the array are then clipped to ensure all the values are between 0
and 1. The range for the random distributions and the standard deviation for each
distribution are tunable parameters during configuration. Finally, a label is created
for each image that defines the lowest left corner and the dimensions of the bounding
box. For this initial test the images generated were of size 32 in each dimension, had
one source with a length between 4 and 10, width between 1 and 4. The standard
deviation of the Gaussian filter was 0.8, and the standard deviation of the noise was
0.2. Figure 2.3 demonstrates the results of using this program to generate sources.
2500 images were generated using the above methodology and split such that 80%
went into the train datasets and 20% in the test dataset. The DNN used consists of
two fully-connected hidden layers 128 nodes wide with a ReLU used as an activation
function. Lastly, dropout was applied to each hidden layer in the DNN. Dropout
is a technique used to prevent ANNs from overfitting by randomly disabling nodes
in the neural network. By doing so, dropout prevents nodes from becoming highly
dependent on each other. For the DNN we used, each node in the hidden layers had
a 25% chance of being deactivated during training. The input to the DNN will be the
synthetic two-dimensional images and the output will be a vector of length four used
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Figure 2.4: (a) The evaluation metrics for training the DNN to predict a single source
over 500 epochs (b) A comparison of the predicted bounding boxes, shown in red,
and the true bounding boxes shown in white. The predictions are made using the
DNN trained for 500 epochs.
to define the predicted bounding box; the two coordinates of the lower-left corner,
the width, and the height. The loss function is defined as the mean squared error
between the predicted values and the ground truth. In addition, we also track the
IOU of the predicted and the true bounding boxes. Figure 2.4 shows how the loss
and IOU change during training for 500 epochs.
2.3.2 Multiple Sources
The next step required for this algorithm to used for RFI detection is to apply this
process to multiple sources in the same image. To solve this problem we used computer
vision methods, in particular methods of object detection, as discussed is Chapter
2.2.1. The YOLO methodology was chosen for this work because an ANN trained on
a single tile can be used to search an entire image. Images larger than those in the
training set can be searched through by splitting them into the same size tiles as those
used for training. This will be important for scanning waterfall plots that cover the
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Figure 2.5: The DNN architecture for a 32× 32 sized image, split into 16 tiles. Each
tile, padded with the surrounding area from the image, is passed into the same network
independently to produce 16 output vectors. Each vector contains the confidence score
C, and the descriptors for the bounding box.
large frequency ranges required. The downside with YOLO is that if there be more
objects in one tile than the network can search for, the algorithm would be unable to
detect all of them. In our case, this may work in our advantage. If two sources are
so close that the algorithm can not tell them apart, studying them together may be
beneficial.
When the image is split up into grid squares, there is information that may be
lost on the boundaries. To avoid this, each tile is padded with the surrounding
area from the image, in a technique inspired by Extensive Deep Neural Networks
(EDNNs) [91]. The key idea is that arbitrarily large systems can be split into a
series of non-overlapping focus regions surrounded by an overlapping context region.
By doing so, a DNN can efficiently infer extensive parameters such as the number
of particles or energy in a system, as shown in the original work. By applying this
technique to our images, we ensure that minimal information about a source is lost
due to the image being divided. If an image covers more than one tile, there needs to
an overlap such that the predicted boxes can be identified as coming from the same
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Figure 2.6: Examples of the synthetic data with multiple sources.
source. The neural network architecture that is used with this concept is shown in
Figure 2.5.
To test this algorithm, we used the same synthetic dataset as described earlier,
but with a random number of sources initialised in the image, shown in Figure 2.6.
Each 32 × 32 image is split into 16 tiles, all with a non-overlapping focus region of
size 8. The context region extended each image by 4 pixels in each direction. To
train a net on these images, we also need to update the labels associated with them.
The label for a single image now become a series of bounding boxes, one for each tile.
If there was no source in a particular tile, the confidence and all values for that box
were set to zero. On the other hand, if a tile contains the centre point of a source,
the label would have a confidence score of one. The rest of the label for that tile is
the bounding box coordinates of the source. The ANN used in this test was the same
as described previously, but the input now is the size of an individual tile and output
predicts the confidence in addition to the box coordinates. Figure 2.7 shows how the
the training progressed over 500 epochs.
One important parameter to consider is the size of an individual tile; if it is too
large, small objects in the image may be drowned out and missed by the neural
net. The tile size should be physically motivated thus some domain knowledge is
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Figure 2.7: (a) The evaluation metrics for training the DNN to predict multiple
sources over 500 epochs (b) A comparison of the predicted bounding boxes, shown in
red, and the true bounding boxes shown in white. The predictions are made using
the DNN trained for 500 epochs.
important. If a single source covers multiple tiles, the algorithm can recognise this
and potentially merge multiple bounding boxes.
2.3.3 Applying to Observational Data
The algorithm described in the previous section can obtain the bounding boxes for
all sources in a fixed time period. To test for a video or a real-time influx of data,
we can simply expand the time dimension. If the total time is longer than what
the algorithm can search in one instance, then we can pass a sliding window over to
search all of the data. By doing so, we identified the next problem to be solved. The
images in the training set are from one instance of time. However, when the window
is moved over the data, if the stride is less than the window size, a single source
will be detected multiple times. If several sequential frames are passed through the
algorithm, then the DNN currently will identify the same object in different frames
as a different signal as there is no way for it to tell if it is from the same source or not.
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This is especially troublesome if a single event has a higher time duration than what
is covered in the window. The program needs to recognise when an object is seen
over multiple iterations and identify these detections as one source. Furthermore if a
single source pulses then this should also be seen as a single detection.
Therefore, a buffer was introduced to temporarily store recent detections. After
every frame, all the detected bounding boxes are passed into this buffer. If there
is another source in the same waveband within a fixed time window already in the
buffer, then this source and the new detection are merged and the coordinates of the
box cover both detections. This means that the two bounding boxes of the same
source will be combined when detected in multiple frames. If an object in the buffer
has not been updated after a set number of frames, it is removed from the buffer and
stored in a more permanent location.
To test how the algorithm performed on a influx of data, we applied the ANN
algorithm as described above on data from a real survey taken at DRAO. The survey
was ten minutes in duration over a 20MHz range centred at 460MHz. The frequency
was split into 20000 channels, each 1kHz wide, and the received power on each channel
was recorded every 0.1 seconds. The ANN used was the same network that was
created in Section 2.3.2. This means that the network had never seen real RFI data
before because it was trained exclusively on the synthetic data, as seen in Figure
2.6. Before the real data was passed into the network, some pre-processing had to
be done. This is a necessary step to bring the values of incoming data into the range
that the DNN was trained for. Firstly, the bandpass of the filter and background
noise had to be removed. To do so, we fitted a Gaussian Process (see section 3.4.2)
to the mean received power (in dB) over each frequency channel. We then subtracted
the fitted function from the data and clipped the result to be in the range [0, X]
where X is some threshold above the noise deviation. Doing so enforces a minimum
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Figure 2.8: (a) The original data mean is shown as the blue line. The Gaussian Process
that was fitted to the data is shown in Orange. The fitted function represents the
background noise. (b) The data after the background noise has been removed and it
has been rescaled.
and maximum value such that the data can be normalised, in this case, we used 5
dB. Finally, we rescaled the values using min-max scaling to bring all values into the
range [0,1]. This brings the data inline with the synthetic training set (Figure 2.8).
Figure 2.9 shows a 2.5MHz window for 10 minutes, which gives 2500× 6000 data
points. The image was tiled up into 32 × 32 images and passed through the neural
network and the detections through the buffer. The predicted bounding boxes are
shown by the red boxes that surround the RFI identified. Starting at the lowest
frequencies we can see a continuous source detected throughout the entire duration
of the survey. In this case, the buffer combined detections if they were within 1.6
seconds of each other; these boxes are so close, most likely overlapping with each
other, that they are all merged. Throughout the image, we can see several more
transient interference patterns that get picked up as individual detections. Finally,
looking at the right-most highlighted area, we can see some very brief pulses followed
by a much longer signal. This is an important result as it shows the algorithm can
distinguish between different types of events in the same frequency channels.
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Figure 2.9: 10 minutes of data observed at DRAO over a 2.5 MHz range. The red
boxes show the results of the bounding box algorithm. The boxes encompass all of
the detected interference across the survey. Three areas have been highlighted to
show the results of the algorithm on different signal behaviours.
2.3.4 Further Developments
We are currently still in the testing stage of this detection method; in October the
detector was set up by the operations team to run in real-time over a 50MHz band-
width. There are several aims for this test, the first simply being to see if the monitor
can handle the influx of data over an extended period of time. The results produced
by the monitor will be analysed and compared against traditional techniques for RFI
detection. This will be an important test to see if the ANN monitor can become
a standard detection method at DRAO. Finally, the monitor will provide a dataset
of bounded transmissions for study. This set will be used as a basis for clustering
project that will be discussed in the Chapter 2.3.4. Additionally, by having this data
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Figure 2.10: A comparison of the bounding box method (left) and the spectral kurtosis
test (right). Both are tested on the same image (a) The RFI signals that are detected
are shown by the drawn on bounding boxes. (b) The SK test only shows signals that
it believes to be RFI, the rest of the signal is removed from the image.
available, it would be possible to retrain the neural networks with a training set that
includes real data, in addition to the supplemented data.
While the monitor is still being tested, we can compare it to established and
commonly used methods. One such method is SK, as discussed in Section 2.1. To
compare the two methods, a test image was generated with a pattern of repeated
signals where the signal-to-noise ratio is decreasing by 1dB, starting from 5dB. The
bounding boxes obtained from the DNN method are shown in Figure 2.10a and the
results obtained using a SK test are shown in Figure 2.10b. The SK isolates segments
of the signal that it recognises as being different from the background noise. When
the signal to-noise-ratio is high, the bounding boxes match the isolated signal from
the SK method, which indicates the two methods have similar performance. How-
ever, the DNN method performs much better when that ratio is low. The apparent
improvement can be attributed to the fact that the DNN considers the RFI source in
the context of the adjacent channels where SK treats each channel independently.
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Identifying Novel Signals
Now that we have a tool to detect incoming interference signals, we need a tool
to study the RFI being detected. A major goal of this project was to build a rich
description of the RFI scene at DRAO so staff could actively police the site on a daily
basis. To assist this, we want to create three broad categories for a new identification
to fall into. First, there are events which are common but outside of the observatory’s
control. For example, if a plane flies overhead and produces RFI, it is unreasonable
for observatory staff to prevent it so they don’t need to be alerted. However, the event
will still be logged and the information stored. Second, there are sources that are
common but preventable, for example, a cell-phone on site. In this case, a member
of staff should be alerted and provided with the appropriate information. The final
category of detections is an event with high novelty. A novel event would be identified
as a signal which behaves in an unusual manner. The obvious indicator of novelty
would be the frequency that the signal was detected at; if a new signal has appeared
on a frequency that is typically quiet, that signal would be seen as novel. There are
other examples of novel behaviours, such as a change in transmission behaviour, or
an always-on signal has turned off. We would like to automatically separate normal
events from novel events for further investigation. To detect what is novel in the local
radio frequency scene, we need to first characterise what is normal. To do this, we
look to UL to understand the structure of the detection data.
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2.4 Unsupervised Learning
Consider the problem described in Section 2.2 of classifying the MNIST dataset. With
SL, we would train an algorithm to predict the label from the image. The training
set example consists of example inputs and their true labels. The algorithm would
hope to learn a general mapping of input to the desired output from these examples.
However, if the training set did not include labels for the data, the algorithm could not
know the desired output. In this case, there is no ‘supervisor’ to guide the learning of
the algorithm, and so a model can not be trained in the same way as in SL. Therefore,
the problem is now an unsupervised one.
The goal for any UL algorithm is to identify patterns and trends in the data
that are beyond the noise of the dataset [15]. There is no feedback provided to the
algorithm, as there was with SL, and instead, it must build its own representation of
the input. The method of obtaining this representation varies, often taking inspiration
from statistical algorithms, but the goal is standard across models; search for indirect
hidden structures of features to analyse the data provided in both the training set
and new data. A successful model will be able to group and summarise a dataset in
an effective and useful manner. This could mean collect the data into similar groups
or compressing the data by reducing the dimensionality.
One of the most common UL problems is clustering. Clustering aims to find
structure in a collection of unlabelled data such that individuals in the dataset can
be grouped together with others that are similar in some metric. In other words,
given a set of points, with some notion of distance between each pair of points, the
goal is to obtain clusters of points that have a small distance to other points within
the cluster, but large distances to members of other clusters.
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Clustering is extremely dependent on the intentions of the researcher; often the
process of clustering is seen as one of many steps for obtaining information from the
dataset. As a result, there is a large variety of clustering algorithms, each one may
work well to suit a subset of needs [92]. One of the more popular clustering algorithms
is known as K-means clustering [93]. It aims to split the data into a finite number, K,
of discrete clusters. Given a training set of inputs x1, x2, ..., xN , the algorithm aims
to split the set into K clusters, denoted {S1, S2, ..., SK} with means of each cluster







K-means is an iterative process that is initialised by randomly generating K points
in the range of the data. These form the first K means. Using these values, each point
in the data set is assigned to the cluster with the closest mean. The mean values of
each cluster can now be recalculated using an updated set of points in the cluster. The
data points are then reassigned, and the process repeats until the clusters no longer
change. Figure 2.11 shows an example of clustering using the K-means algorithm.
While being extremely popular, K-means has several issues. As the data is par-
titioned into K sections, every point in the dataset has to be inside of one cluster,
regardless of if it is an obvious outlier. This is to say, K-means provides exactly K
partitions in the dataset, not K clusters. This leads to the second problem; the user
needs to specify a value for K. This is less of a problem if the dataset structure is
known, however in a new dataset, it may be hard to tell what value works best for
the problem.
Both of these issues are particularly problematic for our application. We do not
know how many clusters we expect to get and our desired use it to identify points
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Figure 2.11: Three iterations of the K-means algorithm clustering 50 points into 3
clusters. The means are indicated by the coloured diamonds. (a) Shows the distribu-
tion of the data. (b) The mean points are reassigned using the new clusters. (c) The
final configuration of the clusters. At this point, the data points can not be reassigned
to another cluster.
that do not belong to any known cluster. Therefore we will move away from partition
clustering and instead look to use density clustering methods.
2.4.1 Density Clustering Methods
Density-based clustering defines areas of high density relative to the dataset, as clus-
ters [94]. Objects form clusters with other nearby objects, and those in sparse areas
of the dataset are considered to be novel data points or noise. One major benefit to
this class of methods is that the number of clusters does not have to be known in
advance; instead, the number of clusters will be dependent on the density pattern of
the data set. How the areas of high-density are defined depends on the algorithm
used. Perhaps the most similar density clustering method to K-means is known as
Mean-shift. The approach taken by Mean-shift is to move each object towards the
densest area in its nearby neighbourhood [95]. By doing so, the algorithm finds all
the local maxima of the density function given only the discrete data points. A kernel
function K, typically a Gaussian kernel, determines the weight of nearby points used
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It is an iterative algorithm that sets x = m(x) and repeats the above calculations
until m(x) converges. An examples of this algorithm is shown in Figure 2.12.
Figure 2.12: Three iterations of the Meanshift Algorithm. The density of the dataset
is marked on all three plots. (a) Shows the distribution of the data. 50 data points
are used. (b) The first iteration, the red points are the new shifted points. (c) The
final set of means found. Clusters will centre on these three points.
While the algorithm achieves accurate estimates of the cluster locations, the selec-
tion of the neighbourhood size is not trivial. This parameter determines the how far
of each point and an unsuitable window size can cause groups to be merged or small
fluctuations in density to form invalid clusters. Another drawback to the Mean-shift
algorithm is that it is very computationally expensive due to its iterative nature.
While the algorithm is still converging, the points which are settled are still con-
tributing to the number of computations occurring each iteration. As such, we will
look to other density-based clustering methods.
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Figure 2.13: Point p, and the other red points, are core points as they have at least
NMinPts points in their ε-neighbourhood. A and B are both considered border points
because they have a core point in their range, but are not core points themselves. A
and B are density reachable from each other, as there is a path of connected points.
The green point has an empty ε-neighbourhood, so it is labelled as noise.
DBSCAN
The effectiveness of clustering algorithms depends on the parameter selection. Often
this can require substantial domain knowledge, which may not be known for large
datasets. This is one of the problems that the method known as Density-Based
Spatial Clustering of Applications with Noise (DBSCAN) [96] aims to solve. The
algorithm only requires two parameters; the minimum distance between two points
for them to be considered neighbours, ε, and the minimum number of points to form
a dense region, NMinPts. Starting at a random point in the dataset, DBSCAN counts
how many data points fall within distance ε of that point; these points are known as
the ε-neighbourhood. If this number is higher than (NMinPts-1), that point is known
as a core point and forms the basis of the first cluster. From core point p, any point q
that is within distance ε is directly reachable from p. These definitions are illustrated
in Figure 2.13.
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The algorithm then iteratively expands the cluster by going through each point
that is directly reachable and searching for additional core points by checking the
ε-neighbourhood surrounding them. All the core points that are found, plus the
additional points within their neighbourhoods, form a cluster. All of these points
are density reachable from each other. That is to say, from any one point p, there
is a path to any other point q of the form p, p1, ..., pn−1, q, where each consecutive
point is directly reachable from the one before. When no more core points are found,
the algorithm will then repeat the process starting at an unassigned data point until
all entries in the dataset are either in a cluster or labelled as an outlier. An outlier
will be labelled as such only if there is no core point within its neighbourhood. This
process is outlined in Algorithm 2.1 [97].
Algorithm 2.1 DBSCAN
1: procedure DBSCAN(D, ε,NMinPts)
2: Labels = Empty . Each point will have a cluster label
3: count = 0 . Current cluster counter
4: for each point p in the dataset D do
5: if Labels(p) 6= undefined then
6: continue . Skip the points already in a cluster
7: N = Neighbourhood(D, ε, NMinPts)
8: if len(N) < NMinPts then
9: Labels = Noise
10: count += 1 . Creates a new cluster
11: Labels(p) = count
12: Cluster = N
13: for each point q in Cluster do
14: if Labels(q) = Noise then
15: Labels(q) = C
16: if Labels(q) 6= undefined then
17: continue
18: N = Neighbourhood(D, ε, NMinPts)
19: Labels(q) = count
20: if len(N) < NMinPts then
21: continue . Only add N if q is a core point
22: Cluster = Cluster ∪ N
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Figure 2.14: The results of the DBSCAN algorithm applied to various test datasets.
The distance metric used when calculating which points are in the neighbourhood
is flexible. The euclidean distance between two points is typically used [98] as this is
often easiest to understand. However, other metrics can also be used if they fit the
dataset, for example the cosine distance [99].
The success and wide use of DBSCAN can be attributed to its robustness to
outliers, ability to find clusters of arbitrary shape, and if the data is well understood,
effective parameters can be easily set. Figure 2.14 shows how the algorithm clusters
various test datasets.
On the other hand, if the dataset is not well understood, choosing a meaningful
distance threshold can be difficult. This algorithm also suffers if the density of the
data ranges throughout the dataset as the parameters are set globally. There have
been many descendants of DBSCAN that aim to solve these problems [100,101], but
we will look at one in particular known as Ordering Points To Identify the Cluster-
ing Structure (OPTICS) [102]; an algorithm with the same underlying principles as




What sets DBSCAN and OPTICS apart is that latter also considers points that are
already part of a more densely packed cluster, thus generalising the former. OPTICS
creates an ordering of points, first by assigning each point p a core distance, calculated
with Equation 2.4 [102]. This is the minimum distance required such that if the ε-
neighbourhood was recalculated using it, the point p would still be a core point,
designated distMinPts. This distance is calculated by taking the closest (NMinPts - 1)
points and calculating the distance to the furthest one. For example, if NMinPts = 4
then the distance to the third closest neighbour from p is distMinPts(p). As with
DBSCAN the distance metric is typically euclidean but other metrics are viable.
Core Distance(p) =

Undefined If |N(p)| < NMinPts
distMinPts(p) otherwise
(2.4)
Using this distance, we can calculate the reachability distance for a point p with
respect to another point q. This represents the smallest distance such that p is
directly reachable from q, as long as q is a core point.
Reachability Distance(p,q) =

Undefined If|N(q)| < NMinPts
max(Core Dist(q), distance(p, q)) otherwise
(2.5)
The OPTICS algorithm calculates the core-distance for all objects in the dataset
and the reachability distance from each object to its respective closest core object.
Starting a random point p in the dataset, the algorithm will keep a list of all the
points within the core distance of p. The ordering will start with the distance to the
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Figure 2.15: For this example, NMinPts = 3. The red circle is the core-distance for
the current point. (a) Starting with point p, we can see points a and b are within its
core-distance. Both of these are added to the list, along with their distances from p.
(b) The distance to point a is shorter, and so we add that point to the reachability
plot next. It has points c and d within its core distance and so these are added to the
list. (c) Point c has the shortest distance from a previous core point, so it is added
next. Point d is within it’s range, but the distance from c to d is larger than from
a to d, so it is not added to the list. (d) c and d have no neighbourhood points not
already added, so we go back to b and add that point to the plot.
next closest point, q. From this point, we update the list by removing p and adding
in the points within the core distance of q. The next point in the ordering is the point
in the list with the shortest distance to either p or q. This process repeats until all
the points are ordered. See Figure 2.15 for an illustrated example.
The reachability plot is a valuable visitation tool for allowing the user to see the
cluster structure of the data. However, on its own, OPTICS does not segregate the
data into clusters. To do so, the reachability plot that is produced needs some form
of post-processing. This can be as simple as manually selecting a viable ε value,
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or series of values, that cluster the data appropriately. Alternatively, this can be
automated by detecting the steepness of the curve or searching for local maxima.
Hierarchical clusters would need multiple runs of the DBSCAN algorithm but the
creator of OPTICS claims that there is only a 1.6-factor slowdown by using OPTICS
compared to DBSCAN [102]. Therefore, if little is known about the data, or the
density is known to be inconsistent, then OPTICS is often a better choice.
2.5 Clustering Signals
The goal for using these techniques was to characterise the RFI scene around the
observatory site using the detections from the RFI monitor. The model created does
not have to be static; if we were to keep a history of the points as they are collected, we
could regularly update the model such that it is relevant to the recent RFI detections
around the site. One case where updating the model is necessary would be after the
addition of a new instrument that emits off a radio frequency signal. Immediately
after the installation of this instrument, the signal would be novel and thus would
send off alerts. However, once this becomes a regular incident, the notification would
become unnecessary. In terms of a clustering model, several data points from the
same source will stop being anomalous once they form a cluster.
Before we cluster the detections, we first need to explore the dimensions available
to us. The detection algorithm in Section 2.3 treats a transmission as an atomic
unit by bounding the frequency and time ranges. These bounding boxes use four
attributes to describe the signal; time of detection, duration, centre frequency, and
bandwidth. The bounding boxes are also used to extract short segments from the
original waveform of the signal, giving us access to much more information about the
signal. For example, we can further describe the event using statistical parameters of
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the signal such as the higher-order cumulants C4,2, C6,3 (Equation 2.6) [103]
C4,2 = E(|x|)4 − |E(x2)|
2 − 2E2(|x|2) (2.6a)
C6,3 = E(|x|6)− 9E(|x|4)E(|x|2) + 12|E(x2)|
2
E(|x|2) + 12E3(|x|2) (2.6b)
The cumulants in particular are valuable parameters in signal identification as they
have been used in the past to distinguish between different modulation types. [103,104]
We aim to use features extracted from the original signal, in addition to those
provided by the bounding boxes, to cluster the data into behavioural groups. We
hypothesise that as RFI samples are collected, clusters will start to form in behaviour
space and groups of typical/common sources such as cell phones and cars on the
nearby road will be identifiable. There are also some other patterns that we expect
to see emerge from the model. For example, RFI activity will likely be higher during
working hours when more people are on site because of their personal devices that
they bring with them.
To begin with, we clustered the data in two dimensions. This allowed us to observe
the clusters formed in an easy-to-understand manner and to ensure the OPTICS
implementation, as well as the cluster extraction, are both working as required. To
identify the clusters, we used be using a gradient clustering methodology [105]. In a
reachability plot, clusters are represented by valleys in the data. Thus the key idea is
to look for large gradients in the reachability plot that indicate either the beginning
or the end of a cluster. A cluster will consist of a steep downward area, followed
by at least NMinPts number of points, and finally a steep upward area. Some post-
processing was done on the clusters to remove those that are too large, beyond 50%
of the entire dataset, and also merge pairs of clusters that share more than 75% of
the same points.
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Figure 2.16: (a) Shows the reachability plot for the cumulant data. The detected
clusters are shown by horizontal coloured lines over the respective index range. (b)
The C4,2 and C6,3 values are plotted and with the identified clusters shown with
unique colours, matching those in (a).
The two dimensions we used were the higher order cumulants of all the signals
detected in the 10 minute test survey that was shown in Figure 2.9. We expected
several clusters to emerge to that would represent different devices causing the in-
terference. Additionally, when a signal has a low signal to noise ratio, the values of
cumulants tend to zero, therefore we also expected a cluster centred at (0,0) for these
kind of signals. Figure 2.16a shows the reachability plot as output from OPTICS.
The predicted clusters obtained using gradient clustering are drawn on the reacha-
bility plot and these clusters are shown in Figure 2.16b. The three largest clusters
are approximately between 0-120, 120-350, and 350-370 corresponding to the clusters
between -1.0 and 1.5 in the C4,2 dimension. As a result, we only now need to manually
create three labels that will cover nearly 90% of the dataset. For example, the clus-
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ter with indices approximately at 350-370 was identified as FM voice transmission
devices used by emergency services. This means if we were to receive a new data
point that was positioned in the same area as the original FM transmissions, it could
automatically be assigned that label.
To explore the data, we will use parallel coordinate plots [106]. These plots are
comprised of n parallel axis, one for representing each dimension of the data. The
premise is that a single data point in n-dimensional space is visualised as a single
line with one vertex on each of the parallel axes. Visually plotting the data in n-
dimensions provides extra insight into the detections that may not have been easy
to identify beforehand, especially when providing a visual aid for others not familiar
with the project. Figure 2.17 shows a parallel coordinate plot for six dimensions of
the data, represented by the six parallel vertical axes. By colouring the data lines in
adherence to the colours representing the clusters identified by the OPTICS algorithm,
we can get extra insight from the clusters. For example, we can see that all points
higher than 52 dB belong to one cluster. This is the same cluster that was identified
for use by the emergency services. The FM transmissions need to be powerful to well
received across large distance and so the received power that is observed aligns with
this purpose.
While the information gained previously from the two-dimensional clusters is valu-
able, it is not a complete representation of the dataset. Because we have only used
the higher-order cumulants, which represent the modulation parameters, the pre-
dicted clusters could, at most, give information about the source device. However,
there are additional patterns which can be useful, for example, the temporal patterns
of the interference received. If we were to find patterns in the temporal structure of
the data, over the span of a day or week for example, then this could help identify
staff habits that lead to interference.
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Figure 2.17: The same points shown in Figure 2.16 are now visualised using a parallel
co-ordinate plot. Each six-dimensional point is a single line the connects each of the
parallel axes. The clusters that were identified using gradient clustering have unique
colours to identify them.
This is all to say that expanding the clustering effort to all dimensions of the data
is going to be extremely valuable moving forward. To truly gain as much information
as possible from the dataset, we would ideally cluster the data in several subsets of
the available dimensions. As we have shown, clustering in just a subset of parameters
can provide valuable insights, but this may not always be the case. Therefore, in
the future, we will be looking at methods of clustering in higher dimensions and
identifying the dimensional subsets of value to the observatory staff.
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2.5.1 Further Developments
The problem of effectively identifying novel sources is still yet to be completely solved.
Up until this point, we have only clustered the data using two dimensions at a time.
However, the data collected and results from the immediate analysis provide plenty
of valuable parameters. In this section, we will introduce some of the alternate ap-
proaches that are currently in development.
Adding Expert Knowledge
When we discussed the density clustering methods DBSCAN and OPTICS in Section
2.4, one of the proposed benefits to using these methods was that limited domain
knowledge was required by the user. However, the operations team at DRAO have
been working around RFI signals for decades and therefore have plenty of domain
knowledge. For example, we know that there should be no signals detected in the
protected bands, so any signals found there should be treated with high novelty
regardless of any other characteristics. This knowledge can be incorporated into the
clustering algorithms used. To do so, if a detection has a frequency bounded by
the protected bands, then we can ensure that this point is an outlier by increasing
the distance from the detected point to all others. If the distance is made to be
effectively infinite from these detections to any other, we will always identify them
as novel signals. This rule, along with others, are currently being tested using the
DBSCAN algorithm for clustering.
Subspace Clustering
It is clear that when discussing the novelty of a signal, we need to consider how
imapce each signal parameter has on the novelty. As we have discussed, frequency
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is a big indicator of novelty. On the other hand, there are some parameters that,
depending on the source, have little impact on if the event is a novel one. As a
result, we may see certain subsets of the data cluster well in different subspaces of
the parameter space. If this is the case, a global clustering method will struggle.
Subspace clustering methods have been developed to solve this problem; one such
method is known as subspace PREference weighted DEnsity CONnected clustering
(PreDeCon) [107].
When using PreDeCon, each point is assigned a subspace preference. A point
has a high preference to a dimension if there is an available neighbourhood within
a small distance in that dimension. PreDeCon builds upon DBSCAN and uses the
same notion of density connected clusters. The difference with PreDeCon is that
the distance metric is adjusted such that the dimensions with high preference are
weighted more. We are currently running tests to see how adding preferences into the
distance metric alters the clusters that are formed.
Autoencoders
Lastly, there is an alternative approach currently being worked on that makes use of
autoencoders as a method of anomaly detection. An autoencoder is a form of ANN
architecture that learns to output a copy of the input, through a series of hidden
layers [108]. The aim of doing so is to learn a representation of the training set by
reducing the width of the hidden layers, creating a lower-dimensional space that the
data needs to pass through. The autoencoder can therefore be split into two parts;
first, the data is encoded into the smaller latent space before then decoding the data
back to the original space. Figure 2.18 shows an example of the architecture for an
autoencoder. The network learns to reduce the reconstruction error and thus will
learn the most important attributes form the training set and how to use these to
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reconstruct the original data.
Figure 2.18: An example of a simple autoencoder architecture. The encoder forces
the data to a lower space representation, the decoder aims to reconstruct the data
with as little distortion to the original image as possible
An autoencoder is being developed to learn how to reconstruct detected RFI
signals. The concept is that an autoencoder would be trained with commonly observed
signals, i.e. signals which are not novel. When new signals are detected from the
monitor, we would then pass them through the autoencoder. If the autoencoder
can successfully recreate the signal, then it is similar to those in the training set.
However, if the signal is not commonly seen and therefore not in the training set,
then the autoencoder will perform poorly when recreating it. Therefore we can use
the reconstruction error as a way to tell if the signal is anomalous.
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3 Reinforcement Learning and the
Scientific Method
The third branch of ML that we will discuss in this work is RL. RL is the study of
learning how to maximise some reward signal over many steps by mapping situations
to actions [16]. The field encompasses goal-oriented learning and decision making of
the learners, also known as agents. A classical formalisation of this problem class
are presented as Markov Decision Processes (MDPs), which provide a framework for
learning through interaction to achieve a goal. An agent typically starts with no
knowledge of the environment it is in, the decisions it can make, or how to obtain its
goal. For any given timestep t, the agent must choose an action to take, At, given its
current situation in the environment, also known as the state, St. Beginning with no
knowledge of the situations or actions, the agent is rewarded or punished for taking the
correct or incorrect actions, respectively. After each action, the agent will get some
scalar reward value Rt; the value of the reward will be higher if the action taken was
beneficial to the agent than if it was detrimental. Using this information, the agent
must learn to map any given state in the environment to the best action available
to it, according to previous experiences of the reward signal. The agent-environment
interaction is visualised in Figure 3.1.
For a problem to be considered an MDP, all states in the environment must include
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Figure 3.1: Simplified illustration of the standard reinforcement learning dynamic.
enough information such that the agent does not need any additional information to
select an action. In other words, an agent only needs the current state to make an
action, which is known as the Markov Property. An MDP is said to be finite if the
sets containing the states, actions, and rewards are all finite in size. These sets are
denoted as S, A, and R, respectively. In this case, a finite MDP can be completely
defined by the following function
Pa(s
′, r|s, a) = Pr{St = s′, Rt = r|St−1 = s, At−1 = a} (3.1)
for all s, s′ ∈ S, r ∈ R, and a ∈ A(s). Due to the Markov property, St and Rt
only depend on St−1 and At−1 and so Pa defines the dynamics of the environment
completely.
RL differs from SL because there are no external true labels presented to the RL
learning algorithm. With SL, the correct labels are provided, which allows for the
algorithm to evaluate the accuracy of the prediction. RL agents are not provided
with the correct action to take, either before or after they take it. Instead, they must
learn from their own experience. While UL algorithms are also not provided with the
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ground truth during training, they are still classified differently than RL. UL aims
to find structure in unlabelled datasets, whereas RL is maximising the output from
a reward signal over a single trajectory, which is known as the return. The return is
typically a sum of the discounted reward values that were returned over the entire
trajectory.
One of the key characteristics that define RL is the compromise between taking
actions the agent knows to be good, known as exploitation, and taking actions the
agent has little information about, known as exploration [109]. The agent must
exploit actions known to be successful to increase the return from the reward function.
However, it must also explore new states to possibly find more productive routes to
the goal. The agent can not only choose to explore or exploit and be successful; a
balance must be found between the two. If there is stochasticity in the system, then
the agent must explore each action multiple times from the same state to obtain a
true estimate of the value of that action in that state.
Since the early days of RL, playing games has been seen as a natural fit. Success
playing board games such as chess or Go [110, 111], as well as video games like
Breakout and Pong [112], show the viability of RL in this aspect. Games of all types
typically have some form of game board, a limited number of actions the player can
take, as well as a score that indicates the player’s performance. To see how a game
translates to RL, let’s look closer at Pong, the two-dimensional Atari table tennis
game [113]. To interact with the game, the player gets all of their information from
the screen. The current frame shown on the screen is the current state of the game.
The pixels represent where both the panels and the ball are located in the current
timestep. Based on this information, the player can do one of three things; It can
either move their paddle up, down, or not move at all. These are all of the actions
available to the agent. To play the game successfully, an agent must move the panel
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to hit the ball and hopefully score a point; the score of the game is the reward signal
provided to the agent. Therefore the agent will see the screen, move the paddle
accordingly and try to win the game by scoring points.
The goal of any RL algorithm is to learn the best policy for the environment [16].
The policy determines the behaviour of the agent by describing the strategy that the
agent will employ in all states of the environment to decide the next action. Therefore,
when the agent selects an action that is followed by a low reward, the policy may
need to be updated to increase the reward. Deep-RL makes use of DNNs to act as the
policy. The state of the environment is input to the neural network, and it outputs
an action for the agent to take. For a discrete action space, the network would have
an output node for every action available to the agent. To pick an action, the agent
will typically choose the action with the highest value.
RL algorithms can be roughly split into two categories, model-free and model-
based [114]. Simply put, model-based aims to understand the environment and cre-
ate a representative model such that the algorithm can plan the optimal trajectory.
On the other hand, model-free RL learns the optimal policy directly, such that it
can choose the best action for any given state. In the classic game examples listed
earlier, model-free RL was used. The agent could see the game state and choose
an action based on this. Both methods have their shortcomings; Model-Free RL
is typically very sample-inefficient, relying entirely on trial-and-error methodology.
Sample-inefficiency is not an issue in environments where sampling is cheap, for ex-
ample, if the environment is fully simulated, such as video games. However, for cases
where this is impractical or costly, such as robotics, a model can be created that the
agent can use to make decisions. While this does drastically reduce the number of
samples needed, the best possible performance is limited by the accuracy of the model.
Therefore, model-free algorithms typically achieve better final performance [115].
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An example of a successful model-free RL algorithm is known as Asynchronous
Advantage Actor-Critic (A3C) [116]. As an actor-critic method, A3C uses a single
DNN to learn both the optimal policy and value function. The neural network takes in
the state as input but makes two predictions by splitting into two sets of independent
fully-connected layers. The portion of the network that estimates the policy is known
as the actor and dictates the actions that the agent would take. On the other hand,
the portion of the network that predicts the value function is known as the critic.
The value function is an estimate of how good a certain state is to be in and the A3C
algorithm uses it to intelligently update the policy.
A typical policy gradient implementation uses the discounted reward to update
the policy. By doing so, the network is encouraged to take actions that yield a higher
reward. However, A3C improves upon this method by calculate the advantage of the
current state-action pair. The advantage is used to determine not only how good the
action was for the specific state, but also how the result from taking that action in
that state differs from what was predicted. A3C used the predicted value function to
estimate how good the state is. By using the advantage to update the network, the
algorithm will be forced to focus on areas where it’s prediction on the value function
is inaccurate. In the A3C method, the advantage is typically calculated as follows:
A(s) = r + γV (s′)− V (s) (3.2)
Finally, A3C is said to be asynchronous due to the use of multiple agents to gain
experience faster than a single agent could. In A3C a single global network spawns
multiple worker agents, each originally a copy of the global network, and each of
these agents interact with an independent copy of the environment. The agents all
act simultaneously and will ideally gain diverse experience in the environment. The
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worker agents will use this experience to calculate the gradients of the loss functions
for both the value loss and the policy loss. The workers will then use these gradients
to update the global network, and the process repeats. The loss functions used to
calculate the gradients are given as follows:
Value Loss = (R− V (s))2
Policy Loss = −log(π(s))A(s)− βH(π)
(3.3)
where H(π) is an entropy term that encourages exploration by increasing the spread
of action probabilities, and β is a scaling term for the entropy value. Using the loss
functions, the weights are updated for the respective portion of the network. The
original authors of the A3C method state that by having one DNN predict both the
policy and value function gives more stability and improves training time. We will
be using the A3C method as a comparison for methods presented in Section 3.2.
3.1 Benchmark Environments
As with other branches of ML, RL has greatly benefited from having universal en-
vironments for researchers to test their algorithms. OpenAI Gym [117], for exam-
ple, is an open-source collection of environments designed to be easy to use, have
a variety of challenges, and provide standardisation for researchers to test new al-
gorithms. Some of the environments that are included in OpemAi Gym are classic
control problems from RL literature, classic Atari games from the Arcade Learning
Environment [113], and robot simulations that use the MuJoCo [118] physics engine.
Since the release, some of the most impactful papers in the field of RL have used the
OpenAI Gym [112,116,119–121].
As many algorithms are now being tested in the same environments, direct com-
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parisons between them are easy to make. Such et al. (2017) [122] compares the
results of using traditional RL methods, Q-learning and policy gradients, to evolu-
tionary learning, which is discussed in Chapter 3.2. The authors also compared the
algorithms against a random search of the policy space. The algorithms are tested
on thirteen Atari games with each of them performing best on three, except for the
policy gradient method which has the best performance on four. The random search
method does not perform best in any of the environments. The algorithms all excelled
at different challenges and were inferior in others. This shows the importance of fair
testing on standardised environments. We have used the classic control environments
to test the algorithms presented in Chapters 3.2 and 3.3.
The first classic control environment is the Cart-Pole task [123], also known as the
inverted pendulum task. The environment consists of a cart that can move vertically
along a frictionless track with a pole attached by a joint to the centre of the cart.
The goal for the agent acting in this environment is to keep the pole upright only
by moving the cart. An agent acting in the environment has access to the current
position of the cart, the velocity of the cart, the angle of the pole, and the velocity
of the pole at the tip. The actions available to the agent are to move the cart by
applying a horizontal force to the cart in either the +x or −x direction. The game
ends when the pole has either fallen over (Fig. 3.2b), the cart has moved too far from
the centre (Fig. 3.2c), or the maximum number of steps has been reached.
The second classic control environment is the Mountain-Car problem [124]. This
environment tasks the agent with driving a car up a steep hill (Figure 3.3). The car
does not have the power required to accelerate up the hill, and so it must move away
from the hill first to build up momentum (Figure 3.3b). The agent has access to
the current position and velocity of the car. Using this information, the agent must
choose to accelerate left, right, or in neither direction. The reward signal is -1 for
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Figure 3.2: The Cart-Pole environment. (a) Shows the initial situation of the envi-
ronment. (b) Shows a failed state of the environment due to angle of the pole. (c)
Another failed state, this time because of the distance the cart is away from the start.
Figure 3.3: The Mountain-Car environment. (a) Shows the initial situation of the
environment. (b) The car must move left up the hill to gain potential. (c) The game
ends when the car makes it to the flag.
each timestep, and the game ends once the car has reached the top of the right hill,
or the maximum number of steps has been reached. The reward scheme means the
agent does not receive any information until it has already reached the goal (Figure
3.3c). Regardless of how far the car gets up the hill, if the agent reaches the maximum
number of steps before completing the game, it will still get the worse possible score.
Thus the agent must learn to get up the hill with no indication from the reward
signal.
Finally, the last environment consists of a double pendulum, known as Acrobot
[125]. The system has two joints and two links that are initially hanging downwards.
The links are connected by an actuated joint, and one of the links is connected to a
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Figure 3.4: The Acrobot environment. (a) Initial situation of the environment. (b)
The agent needs to swing the pendulum. (c) Game ends when the tip of the lower
link reaches the target line.
joint that is fixed in space (Figure 3.4). The goal of the problem is to get the bottom
link up to a target height. To do so, the agent must apply a torque to the actuated
joint. The torque can either be positive with a fixed magnitude, negative with the
same magnitude or have zero magnitude. The agent receives information about the
angle of both the links and their velocities.
We will be using these environments to test algorithms in Chapters 3.2 and 3.3.
To provide a comparison, the results from the A3C algorithm are shown in figure
3.5. We can see that the algorithm took by far the longest to achieve a solution on
the Mountain-Car task. This is due to the spares reward scheme that is seen in that
environment. The agent needs to fully achieve the goal to get a different reward.
Once it has a score above the minimum, the A3C algorithm quickly improves the
performance. However, there is no reward signal before then, and so the algorithm
struggles to improve.
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Figure 3.5: Results from the A3C algorithm ran on the classic control environments.
3.2 Evolutionary Algorithms
One approach to learning the optimal policy is to use Evolutionary Algorithms (EAs).
As the name may suggest, these algorithms are inspired by biological and natural prin-
ciples. Any algorithm that can perform optimisation and has the capability to evolve
is known as an EA [126]. EAs maintain a set of solutions, known as a population,
where each solution is referred to as an individual. The population will maintain a
fixed number of individuals, given by the variable npop. Every individual has a fitness
value associated with it that is assigned using some performance evaluation. An EA
will then give preference to members of the population that have higher fitness when
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creating the next set of solutions.
Let us consider the problem illustrated in Figure 3.6. In this example, we are
trying to obtain the largest f(x) value from Equation 3.4. A valid solution to this
problem is any x value that is within the acceptable range [-2,6]. Therefore, the
population is a set of single numerical values. To initialise the population, we will
need to generate npop individuals. The simplest way to do so is to draw from a random
uniform distribution over the solution space. In most cases, the solution will not be
obvious and a random distribution will spread the individuals out. To further ensure
an initial spread of solutions, the domain can be split into a grid, where each grid cell
contains a population member. Note that there are ways to alter the initial conditions
to reflect domain knowledge. For example, using an alternate distribution such as a
Gaussian, or if splitting the solution space into a grid then having a variable grid cell
size allows the density of solutions to be customised.
f(x) = x2 − 10cos(2πx) (3.4)
For this example, we have created a population of size 10 drawn from a random
uniform distribution in the range [-2, 6], illustrated by the red markers in Figure
3.6. The fitness value of any solution, x, is given by the f(x) value. Many of the
solutions in this initial population do not perform well; several are very close to a
local minimum. However, there are two in particular which stand out from the rest
on the right-most side of the figure. These two population members both have fitness
functions higher than 20, which is approximately half the optimal value.
With the first population initialised, we now need to select the best candidates
and begin to improve the solutions. During the optimisation process, individuals will
undergo several operations that change the solution, allowing the algorithm to explore
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Figure 3.6: A numerical example for a simple Evolutionary Algorithm in one dimen-
sion. 10 solutions have been randomly generated and are shown here. In this example,
the fitness is given by the f(x) value.
the solution space, akin to genetic gene changes; the exact form of the optimisation
depends on the algorithm. One full cycle where every individual gets evaluated and
the variation operations have taken place is known as a generation. Under the abstract
level, the mathematical details share very little with biological evolution. Instead, EA
are more like black-box optimisation; a series of numbers form the solution, and these
can be altered to produce the best single fitness value. The algorithms know nothing
about the fitness function, only that it can be evaluated.
When evolutionary algorithms are used to optimise an ANN, each individual in the
population is a neural network that is used as a solution. This approach is known as
neuro-evolution. [127]. In the case of RL, the fitness evaluation for each individual is
how well the network performs as a policy in the selected environment. Therefore, the
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fitness function is directly related to the reward signal of the environment. Typically
the game is played using the ANN, either until a terminal condition or the maximum
number of timesteps has been reached, and the return is calculated for that trajectory.
The fitness evaluation is then given by averaging several return values.
The type of variation operations available to the algorithm provides an internal
distinction within the class of neuro-evolution algorithms. Some algorithms will only
evolve the strength of the weights in a predefined neural network, but others may also
evolve the architecture of the network. The latter are known as Topology and Weight
Evolving Artificial Neural Network algorithmss (TWEANNs). Typically when using
DNNs the network architecture is decided ahead of optimisation, leaving only the
weights to be transformed. By changing the topology, TWEANNs are not directly
comparable to successful RL algorithms in the literature that keep fixed networks.
Consequently, TWEANNs are less common than methods that only alter the weights
of the ANN.
Evolution Strategies
One subset of these optimisation algorithms are known as Evolutionary Strategies
(ES) [128]. The premise is to hold a single set of parameters that form a solution,
known as the parameter vector, and explore the solution space surrounding it. The
parameter vector needs to have enough information to form the entire solution. By
exploring the neighbouring solutions, the ES method can move the held parameter
vector to an improved solution if there is one available. In the case of using ANNs as
the solution, the parameter is the collection of weights and biases that would make
up the entire ANN.
As with other evolutionary algorithms, ES generate a population of solutions to
evaluate. To do this, the parameter vector is copied npop times to fill the population,
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each copy is slightly varied from the original. The variations are introduced by adding
generated Gaussian noise, denoted ε, to each individual in the population. The noise
initially is between [0,1] but a scaling factor, σ can be added. This value can be
used to alter how far the algorithm explores in solution space. A high σ increases the
possible range of solutions to explore, but also decreases the density of solutions.
To optimise the solution, the parameter vector is moved towards the new mem-
bers of the population that performed better in the fitness evaluation. Traditionally,
the member of the population with the highest fitness score is held as the parameter
vector for the next generation. The population is then cleared and the process re-
peats, using the new parameter vector to generate solutions for the next generation.
The optimisation process continues either for a fixed number of generations or until
the fitness value of the parameter vector is greater than some threshold value that
indicates the problem is solved. This is formalised in Algorithm 3.2.
Algorithm 3.2 Simple Evolutionary Algorithm
1: procedure ES(npop, σ)
2: Initialise policy vector w
3: for i = 0,1,2,... do
4: Sample ε0, ε1, ..., εnpop ∼ N (0, 1)
5: Evaluate the population Fn = F (θt + σεn)
6: Set θt+1 = θm where m is such that Fm = max(Fn)
7: if F (θt) > Threshold then
8: break
To test this algorithm, we will use it to obtain a maximum solution to the following
equation.
f(x, y) = 20 + x2 + y2 − 10cos(2πx) + cos(2πy) (3.5)
In this case, a solution is a two dimensional vector [x,y]. The solution space will cover
[0,10] in both the x and y dimensions. The population will consist of 100 individuals
that are generated with a σ of 2.5. Figure 3.7 shows the progress the algorithm makes
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over 15 generations. The large white circles show the history of the parameter vector,
the black circles show where each individual is located in parameter space, and the
blue circle shows the solution in the current generation that has the highest fitness
function.
Figure 3.7: Numerical example for a simple Evolutionary Strategy. (a) Shows the ini-
tialisation step. (b) Each generation the parameter vector moves to the best solution
found. (c) After 15 generations, the population is near the optimal solution.
As we can see, although the solution space has many local critical points, the
algorithm is still moving towards the global maximum. This is due to the exploration
of the population. The exploration rate in this scenario is large enough such that the
population can explore beyond the local minima. The parameter vector is updated
using just a single single solution from the population and the rest are discarded.
This results in the path of optimisation often not being smooth and direct towards
the global maxima. Given that only a finite number of discrete solutions are generated
with random noise, there is stochasticity in the update step which results in the steps
not always being optimal.
To reduce this affect, the researchers at OpenAI have refined the ES methodology
such that it makes use of all the information in a generation [129]. The major differ-
ence to optimisation is how the parameter vector is updated; the key idea is to use
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information from the entire population instead of just the member with the highest
fitness. The new parameter vector is the weighted sum of every vector in the popu-
lation, which is equivalent to taking estimating the gradient of the expected reward
in parameter space. There is one additional hyperparameter that has been added,
the learning rate. Denoted α, it is used to scale the weight change to the parameter
vector, as seen in Algorithm 3.3 [129].
Algorithm 3.3 OpenAI Evolutionary Algorithm
1: procedure OpenES(a, b) .
2: System Initialisation
3: for i = 0,1,2,... do
4: Sample ε0, ε1, ..., εnpop ∼ N (0, 1)
5: Evaluate the population Fn = F (θ + σεn)





7: if F (θt) > Threshold then
8: break
Figure 3.8 shows how this algorithm performs on the two dimensional example,
given by Equation 3.5. As before, the parameter vector is given by the white circle,
and the black circles represent the population. An arrow was added to show the
estimated gradient at the current point in the solution space. The optimisation path
is smoother than the classic ES path as the new parameter vector takes information
from all solutions. However, this method is not necessarily faster than the ES because
the mutation rate controls the step size.
From this point, we will be using the OpenAI implementation when referring
to ES. We will now use this method to optimise a neural network used for RL, in
particular playing in the classic control environments, as discussed in section 3.1. For
all the environments, the same network architecture was used. The network consisted
of two hidden layers, each 128 nodes wide with the ReLU activation function applied
on both. The population consisted of 100 individuals, the learning rate was set to
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Figure 3.8: An example of using the OpenAI ES methodology to optimise a two-
dimensional function. (a) The initial distribution of the population. (b) The parame-
ter vector moves to a weighted average of the solutions in the last generation(c) Show
the path taken over 15 generations.
0.05, and finally σ was set to 0.1. Figure 3.9 demonstrates the learning curves for
the population on the Mountain-Car and the Acrobot environments. Both of these
environments use the same reward function; -1 for each timestep played. The game
ends when the terminal condition has been reached, or 200 timesteps have passed.
The optimisation was ran 10 times using a different seed each time, and each policy
would play 10 iterations of the environment. The training profile from the Cart-
Pole environment is not shown in Figure 3.9 because the ES algorithm can reach the
maximum possible score within 5 or less generations.
The score from the best policies found plateaued within 100 generations for the
Mountain-Car environment, and 10 generations for the Acrobot environment. For
both cases, the best performing individuals were on average reaching the goal within
the first few generations. This result itself is impressive when comparing to the A3C
method as seen in Figure 3.5. We see that for the Mountain-Car environment took ??
episodes to obtain any score that was above the minimum, whereas Figure ?? shows
the ES algorithm achieving successful scores in the first few generations.
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Figure 3.9: (a) Evolutionary strategies optimising an DNN to act in the Mountain-
Car environment over 100 generations. (b) 50 generations of optimisation for the
Acrobot environment.
Genetic Algorithms
Another class of algorithms that are seeing increased popularity in the RL literature
are Genetic Algorithms (GAs) [130–132], which were inspired further by biological
evolution and in particular Darwinian natural selection. In a genetic algorithm, we
maintain a full population of different parameter vectors, unlike ES where only one is
kept. To initialise the first generation, npop random solutions are drawn from across
the solution space. These individuals are all evaluated using the fitness function
and ranked based on performance. Those ranked highly are more likely to be used
to create the next generation, hereby known as the parents of the next generation.
The process known as selection takes the parents that are curated and places them
into a ‘mating pool’. This can be done either using a weighted probability based
on the relative fitness of all solutions or by simply selected those which were ranked
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highest. Enough need to be selected to fill the mating pool, the size of which is
denoted as nparents. The members of the population which are not selected to be in
the mating pool are discarded. To refill the population for the next generation, we
need to generate noffspring new solutions, where noffspring = npop − nparents. These
new solutions, known as the offspring, are generated using variation operations.
Algorithm 3.4 Simple Genetic Algorithm
1: procedure GA(a, b) .
2: System Initialization
3: for i = 0,1,2,... do
4: Evaluate the population Fi = F (θn)
5: if F (θn) > Threshold then
6: break
7: Remove the noffspring lowest performing solutions from the population.
8: for m = 0,1,2,...,noffspring do
9: Select from parents for reproduction.
10: Generate new solution θm using variation operations.
11: Add new solutions to the population
The variations can be split into two categories. If the operation has information
exchanged between two or more members of the mating pool, then this is called
crossover. If only one individual is used and gains new information, then this is known
as mutation. Crossover first will select the individuals to combine from the mating
pool. This can be done through shuffling the mating pool, effectively taking two or
more random indices. For crossover of two individuals, the simplest form of crossover
is known as single-point crossover. A random integer is generated in the range between
0 and the length of the parameter vector of the solution. A new solution is generated
with all the parameters up to the index given by the generated integer taken from the
first parent, and all the parameters after taken from the second. To slightly reduce
computations, a second offspring can be created with the parent dependency flipped.
To increase diversity, not all of the crossover operations will complete successfully.
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After the parents are selected, there is a probability, pcross, that crossover will take
place. If not, then the parents are simply passed on to the mutation step as is. The
mutation operator is also stochastic; when a solution is selected to be mutated, every
parameter in the solution has a probability, pmutate that it will be changed. To change
the parameter, a number, ε is drawn from a random normal distribution, scaled using
some predefined factor, σ, and added to the parameter. If every parameter in the
solution is mutated according to the probability pmutate, then the offspring shares no
parameters with its parent.
In the work done in this thesis, crossover was not used. This method of using a
GA with no crossover is the same as that used by Such et al (2018) [122]. Instead, the
population was refilled by purely by applying the mutation operation to individuals
in the mating pool. npop − nparents are randomly selected with replacement from the
mating pool, mutated and added to the offspring. Without crossover, it is very similar
to the ES, the major difference being the population that is maintained between
generations. From the work done using the ES methodology, we know that using a
mutation only method is viable. Also, let us consider the effect of crossover in a DNN.
The output of any node past the input in a feed-forward network depends heavily on
the weights of the connections into it. If we were to swap out an entire layer of weights,
then the next layer of nodes will likely need retraining to calibrate for the new inputs.
Likewise, with any collection of nodes, the network has a dependency on them as a
whole. To illustrate the GA method, we have used it to find the global maximum
in Equation 3.5. Figure 3.10 shows the population after initialisation, 1 generation
and 5 generations in (a), (b), and (c) respectfully. As with the previous example, 100
solutions are generated in a two-dimensional solution space. After each solution is
evaluated, the 25 fittest are kept as parents for the next generation. Therefore, 75
offspring are generated using the mutation operation with pmutate set to 0.75. The
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Figure 3.10: Numerical example for a simple Genetic Algorithm. The white circles
are the best performing individuals that are kept for the next generation. (a) The
initial spread of solutions. (b) In the next generation, there are no solutions in the
top-left quadrant where the fitness is lowest. (c) The population has now collapsed
around a smaller area and will move in a similar manner to the ES method.
white circles are those that will be kept for the next generation, while the black circles
will be replaced in the population.
Due to the initial spread of solutions, the GA is much quicker to locate the area of
high fitness; it takes 5 generations compared to 15. The ES algorithm depends very
heavily on the initial parameter vector. As we saw in Figure 3.8, if the parameter
vector is located in an area of low fitness, then the algorithm will need many steps to
find the optimal solution.
We also tested the GA algorithm on the classic control environments. As with
the ES the networks to be optimised consisted of two hidden layers, 128 nodes wide
using the ReLU activation. The population consisted of 100 individuals, the mutation
percentage is set to 0.75, and finally, σ was set to 0.1. Figure 3.11 shows the results for
the Mountain-Car and the Acrobot environments. The results were obtained using
10 random seeds, and each policy would play 10 iterations of the environment.
As with the ES method, the score from the best policies plateaued within 10
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Figure 3.11: (a) Score in the Mountain-Car environment using a DNN policy that
was optimised using a genetic algorithm over 100 generations. (b) The score over 50
generations for a likewise policy in the Acrobot environment.
generations for the Acrobot environment. However, we do see a slight decrease in
training time on the Mountain-Car environment if using a GA. Figure 3.9 shows
the score does not reach the highest score until approximately 50 generations in.
Comparing this to Figure 3.11 where the score remains constant from around the
25th generation onward. It is likely that this improvement stems from the ability of
the GA to explore a larger range of the state space from initialisation. The increases
seen with the score curve also appears to be smoother when using this method. One
factor we can attribute this to is the GA keeps the best performing members of
its population for the next generation, whereas the ES generates an entirely new
population.
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NeuroEvolution of Augmenting Topologies
The last EA that we shall look at is an extension on a GA, known as NeuroEvolu-
tion of Augmenting Topologies (NEAT) [133]. Unlike the previous two algorithms,
NEAT was developed specifically for evolving ANNs. It follows the same method as
a GA seen in Algorithm 3.4; creating a population of individuals where the strong
are more likely to breed and performs variation operations to create new solutions.
Where NEAT differs is the mutations that are available. As aforementioned, NEAT
is designed for ANNs and so the mutations are designed to create varied neural net-
works as solutions. Both methods discussed previously assume a fixed neural network
architecture and only altered the weights. NEAT on the other hand has mutation
operations available which will alter the structure available, as well as the weights.
Before discussing the variation operations available, it is important to know how
the population is initialised. As the structure of the network is being altered, the
designer does not need to decide the network architecture beforehand. Instead, the
network starts with the most minimal topology possible; a fully connected network
that joins the input layer to the output layer with no hidden nodes. This ensures that
the algorithm searches the lowest dimensional weight space first before moving onto
more complex solutions. Figure 3.12a shows the initial network for an environment
that has a state space of size 3 and 2 actions. By starting with the lowest dimension
solution, NEAT aims to keep the solutions minimal over all generations. There are
four types of mutation operation available, as seen in Figure 3.12. The first operation
is weight mutation. This is done in the same way or similar to the weight mutations
described for a GA. Each weight in the ANN is either altered or left alone according
to some probability, denoted here as pweight. In our implementation, if a mutation is
set to happen, a random number is drawn from a Gaussian distribution, scaled using
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scaling factor σ, and added to the weight value.
The second form of mutation is to add a node. To ensure the node is in a valid
place, a current connection in the network is randomly selected. We’ll denote the
node that starts this connection as nx, the node at the end of the connection ny, and
the new node nz. To add nz into the network, the connection from nx to ny is copied
but links nx to nz. The original connection is between nx and ny is disabled. A new
connection is added between nz and ny with weight 1. By doing so, the signal that
reaches ny does not change. This is to encourage diversity in the solutions; if the
weight is changed, then the new solution may be discarded in the next generation,
even if adding a node is beneficial for the problem. There is also a mutation that
just adds a connection. A connection cannot be added between two input nodes or
two output nodes, nor can one be added between two nodes that already share a
connection. The weight for the new connection is drawn from the same distribution
as the weights for the initial connections. Finally, the mutation operation can also
disable a connection. To do so, a random connection is selected from all connections
in the network. When a connection is disabled, the weight value remains the same,
but the weight and corresponding input are not used in the node calculation. If the
selected connection is already disabled, then it is re-enabled.
These networks are feed-forward, which means the connections between nodes pass
signals only one way. To ensure this is the case, we add a layer variable to each node.
Input nodes are on layer 0; any node after is assigned to the layer one higher than
the highest layer of the input nodes. When a connection is added, if the two layer
variables are different, the connection feeds from the lower layer to the higher layer.
If a connection is added between two hidden nodes on the same layer, a direction is
randomly assigned and the layer variables are recalculated.
Once again, we tested the NEAT algorithm on the classic control environments. As
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Figure 3.12: (a) The initial configuration when using the NEAT algorithm (b) Shows
the node addition mutation. A node was added along the connection between nodes
1 and 4. The original connection remains but is disabled. (c) Shows the mutation
that adds a connection. A connection was added to join nodes 2 and 6 (d) Shows
the disable/enable connection mutation. The connection joining 3 and 5 was selected
and disabled.
with the GA test, the population consisted of 100 individuals and 75 were replaced
each generation. The probability of each mutation occuring is independent of the
other mutations. The weight change mutation had a 75% probability of occurring,
and the other three all had a 25% probability of occurring. When the weights were
mutated, the mutation rate σ = 0.1. As with the ES and GA algorithms, the networks
could solve the Cart-Pole environment almost immediately. However, when using the
NEAT algorithm, the ANNs at initialisation have no hidden nodes; the signal is
passed from input to output through a single layer of weights. This means that the
Cart-Pole environment can be solved by a neural network policy that contains no
hidden nodes.
Figure 3.13a shows the training curve for the Mountain-Car environment. The
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highest score observed in the population plateaus at a similar value to the GA test
(Figure 3.11a). However, the average performance from all individuals in the popula-
tion is considerable higher when using the NEAT algorithm. This can be attributed
to how the ANNs are initialised. The neural networks in the population are all cre-
ated to be as simple as possible from the start, and have only enough weights to
connect the input nodes to the output nodes. When the weights are mutated, an
ANN with few connections will vary less than an ANN with considerable more con-
nections. This results in children that are more similar to the parents in the NEAT
population compared to using a GA with a more complex ANN. With this in mind,
we can study the structure of the best performing individuals that form from the
NEAT mutations. Figure 3.13b shows an example of one of the best performing
ANNs on the Mountain-Car environment. This particular individual was taken from
generation 40, approximately when the maximum score begins to plateau. Starting
off with a minimal network, the ANN does not have many generations to alter the
topology successfully, especially as all mutations other than weight changes have only
a 25% chance of occurring. We see only two hidden nodes have been added to the
initial topology. With this configuration, the ANN was able to perform comparably
to the DNN architecture optimised with a GA, which had 128 nodes in two layers.
The last environment we tested the NEAT algorithm on is the Acrobot environ-
ment. Similarly to the Cart-Pole environment, we expected this algorithm to be
solved very quickly, just like we had seen when using the ES and GA methods. From
Figure 3.14a, we can see the maximum score of the population is nearly at its highest
from initialisation. The maximum score when using the NEAT algorithm is about
the same as the previous EAs that we tested. As we saw with the Mountain-Car
environment, the average score for the generation is much higher than when using
a GA. This is likely for the same reason as with Mountain-Car, that less variation
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Figure 3.13: (a) The Score during optimisation of a policy acting in the Mountain-Car
environment. (b) An example of an ANN produced by the NEAT algorithm. This
network was the top performing after the 40th generation.
can occur during mutation because there are less weights. We can also visualise the
simplicity of the solutions found using the NEAT algorithm. Figure 3.14b shows one
of the best scoring ANNs from the tenth generation. By this generation, the score
had plateaued and the neural network policy succeeds in the environment without
any hidden nodes. Once again, the NEAT algorithm shows that the solution is much
simpler than initially estimated.
NEAT has seen a steady increase of improvements and reimaginations since its
inception. The original author of NEAT implemented an extension that allows the
evolution of solutions in real time rather than in generations [134]. It does so by giving
each individual a timer. When time is up, the solution is evaluated and removed if
it performed poorly. At this point, it is replaced by a child from high-fitness parents.
Most recently, a variation of NEAT without the weight mutations has been developed.
Referred to as Weight Agnostic Neural Networks [135], these networks share a fixed
weight value between all connections. To optimise the network, the authors used
operations to change the topology of the network and the activation function at each
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Figure 3.14: (a) The Score during optimisation of a policy acting in the Acrobot
environment. (b) An example of a network produced that could complete the goal.




In this section, we will introduce the concept of transferring knowledge between ML
models, and how this technique can be used to improve the training time on difficult
problems by first learning how to solve an easier problem. Having a series of concepts
to learn, often ordered by complexity, is a well-explored idea in the context of human
learning. In schools, teachers will create a curriculum for their students that will
gradually introduce more complex topics, allowing the students to exploit knowledge
that has been learnt before. This notion of learning via a curriculum is now being
explored more prevalently in the field of ML to learn complex assignments. We will
study some examples of curriculum learning in RL that demonstrate how an agent
can use prior knowledge of a task on a similar, but more difficult problem. Finally,
we will explore the concept of curriculum learning in the literature and how the field
has progressed in recent years.
Many ML methods make the assumption that the task the model will be tested on
is the same task it was trained on. For example, testing of an SL model would use a
test dataset taken from the same distribution as the training dataset, or the testing of
an RL agent would occur in the same environment that it was trained in. Should the
task be changed, many models would need to be retrained from initialisation with data
from the new task. For simulations, the cost to retrain the model may be minimal,
just the time needed to recollect samples. However, in real-world applications, it may
be expensive or impractical to recollect the necessary training data for building the
models again. Transferring the learnt knowledge between tasks is needed to reduce
the burden of retraining models [14,136].
Transfer learning refers to the learning that is one in one situation being exploited
to improve generalisation in another. There are no constraints on the distribution of
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data, the domain of the problem, or the task to be completed. However, there is an
assumption that many of the factors that explain variations in the first situation are
relevant in new situations.
Let’s look at an example regarding image classification. The initial task is to learn
to distinguish between images from a set of categories based on one dataset. Once
trained on this set, using transfer learning we can apply the learned knowledge to
another dataset to quickly learn a different set of categories. This is possible with
image classification because many objects share the same low-level notions such as
edges, or lines forming shapes. Thus knowing these representations helps to quickly
generalise for the new set. Transferring knowledge may be used in SL where the task
has only a few training examples, but there are similar tasks where training examples
are readily available. The larger training set would be used to learn the low-level
features and then this knowledge would be applied to the target set. This example
shows transfer learning taking similar inputs and learning a generalised representation
that can be used for multiple distributions of the input.
Curriculum learning is a particular form of transfer learning, where the knowledge
is transferred from one task to a similar but more difficult task. Continuing with the
example of image classification above, consider the task of classifying images of shapes,
such as rectangles, ellipses, and triangles. An easier task to train on first would be
with shapes of less variability, such as squares, circles, and equilateral triangles. Once
the model can solve this task, you could use this knowledge for faster training of the
first. This one of the tasks used to showcase curriculum learning in Bengio et al.
(2009) [137]. In this work, an ANN was trained for a fixed amount of epochs on the
two problems as described. They showed that the classification error was much lower
when the ANN had time to train on the simpler task first, before being applied to
the harder problem.
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Curriculum learning for RL problems was introduced in 2016 by Narvekar et
al. [138]. Before then, transfer learning had been gaining popularity and was being
used in RL paradigms [139–141]. There are many ways to create similar RL environ-
ments with varying difficulties, such as change the size of the action space, the state
complexity, or altering the reward function to induce or remove sparsity. Complex
environments often require multiple tasks to be achieve and so can often be broken
up into subtasks which can all be learnt independently.
Let us consider the Mountain-Car problem as discussed in Section 3.1. As afore-
mentioned, the car can not simply accelerate in the direction towards the target and
successfully make it up the hill. The need to learn a strategy without feedback is
what makes this problem difficult. However, with a shallow hill, the car can easily
make it to the top just by moving in that direction. Therefore, we can pose the
Mountain-Car environment as a transfer learning problem. We hypothesised that if
the agent learns how to achieve the objective on a shallow hill, then it could learn
how to do so on the original problem quicker compared to without this strategy.
To test this, we created a version of the Mountain-Car OpenAI gym environment
that accepts a height parameter on initialisation. This height parameter, h, defines
the steepness of the hill for that iteration of the environment. h is bound in the range
[0,1] where 0 is a flat path, and 1 is the original hill height. The height at any point in
the valley is given by Equation 3.6. This function is used in the original environment
to define the hill height; the only difference is that we introduced h as a scaling factor.
Figure 3.15 illustrates the effect of altering the scaling factor. Once the hill height
reaches 0.6, the car needs to gain momentum before attempting to move up the hill.
f(x) = h× 0.45sin(3x) + 0.55 (3.6)
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Figure 3.15: The Mountain-Car environment with a variable hill height. (a) The
first initialisation of the environment with a hill height of 0. (b) The hill height is
set to 0.6; it is at this point where just moving right will not work at all for any
initialisation. (c) Shows the final stage where the hill height is 1. This environment
is identical to the original.
For all of the following experiments, the agents used ANN policies that have two
hidden layers, each 128 nodes wide, utilising the ReLU activation function. The
networks were optimised using a GA that hosts a population size of 100, a mutation
chance of 75%, and a σ value of 0.1. As the games have random elements in the initial
state, each policy was tested 10 times per generations using different seeds, and we
run the optimisation process with 5 initialisations.
To test the hypothesis, we trained the DNN first on the environment with a shallow
hill, h = 0.5, for a fixed number of generations, tc. At this height, the car could achieve
the goal just by accelerating towards the target. After tc generations, the environment
switched back to the original and the policy continued to train. From Section 3.2 we
know that using a GA that the best policy begins to plateau after approximately
25 generations. Therefore the values of tc needed to be lower than this for us to be
able to see an decrease in training time. Figure 3.16 shows the score curves using
tc values of [1,5,10]. Note that while being trained on the shallow hill the score was
higher because it takes less steps to reach the goal. We then expected to see a dip in
performance as the agent adjusts to more difficult environment. The results are also
compared to those as obtained in Section 3.2 when no curriculum was used.
We can see that even just by adding a single generation of training on the simpler
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Figure 3.16: The score from each generation on the Mountain-Car environment with
a variable valley depth. The curriculum trains the agent on an shallow hill, and
switches back to the original after a fixed number of generations. Three variants of
the curriculum variants are shown.
environment the performance is improved compared to when no curriculum was used.
The results are best when the switch between environments occurs at 5 generations.
By doing so the score begins to plateau around 10 generations, which is the best
performance of all the tests. When the switch occurs 10 generations in, the agent
that does not use a curriculum has already passed it in performance.
We can also apply this technique to the Acrobot environment. The goal for this
environment is to maneuver the lower pendulum link to a target height. Therefore,
to lower the difficulty, we can lower the target height. This is slightly different to
the change made to the Mountain-Car environment because we are not changing the
fundamental environment at all, only the success condition. In the original version,
the target height is the length of one link above the highest joint. We will be referring
to this height as a value of h = 1. Shown in Figure 3.17 are the environments with h
= -1 and 0 compared to the original. The lowest value of h we used is -1, which in
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Figure 3.17: The Acrobot environment initialised with different target height values.
(a) Initialised with a target of link length below the centre. (b) The height of the
target is set to be at the centre. (c) Shows the final stage where the target is one link
length above the centre point. This environment is identical to the original.
the environment is one link length below the highest joint; h = 0 corresponds to the
target height being the same height as the reference joint.
As we saw in Figure 3.11b, a GA could optimise a policy for the Acrobot en-
vironment very quickly, within 10 generations. For an environment such as this,
curriculum learning may not be necessary as there is not much room for improve-
ment. However, we can show that this technique still does decrease training time.
Figure 3.18 shows the results of using the step increase of difficulty, with tc = 1,2,3. As
with the Mountain-Car environment, we expected a drop in score when the difficulty
is increase. When one generation of solutions is optimised on the easier environment
before being switched, we observe the performance is actually worse than if no cur-
riculum is used. However, for the cases where tc = 2 or 3, when the difficulty is
increased the optimal policy immediately plateaus. Even for an environment which
converges after 10 generations, adding a simple curriculum can be shown to shorten
the training time.
Using a step function in difficulty is a limited approach to adding a curriculum.
For the classic control environments, we already know roughly how many generations
is appropriate for training. Therefore we can adjust at what generation the increase
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Figure 3.18: The score from the best policy of each generation trained on the Acrobot
environment. The difficulty was increased after 1,2, or 3 generations and compared
to the results if no curriculum was used.
in difficulty occurs at. To use this method on environments where this knowledge is
not available, either the researcher must estimate an appropriate value or use another
method. It is important to add that the transferring of knowledge can happen more
than once. Typically the curriculum is sequence of tasks that gradually increase in
difficulty or introduce new elements [138]. Each stage of the curriculum should be
appropriate for the current ability of the model. If too easy or too hard, the model
will fail to learn any new strategies.
Finding the best curriculum, i.e. the optimal sequence of tasks, is the one of the
biggest areas of research regarding curriculum learning. The tasks must provide a
suitable jump in difficulty and ideally creating the task would not be particularly
work intensive. Many transfer and curriculum learning methods assume the series of
tasks are provided, which requires human knowledge in advance to create the tasks.
There is ongoing research in automatic task creation which aims to produce a series
of agent-specific sub-tasks automatically [138,142]. For example, one set of methods
to create sub-tasks is to identify when the agent makes a mistake and then focus on
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learning a solution to that mistake. This process is known as Mistake Learning. The
optimal policy is not known in advance, and so mistakes are not obvious. However,
even without knowing the best action to take, for many environments we can assume
that any action which directly results in an unsuccessful termination state is a mistake.
From this point, the algorithm reverses the state by a fixed number of time-steps and
trains on this area of the state-space.
To effectively use curriculum learning, the training tasks must also be sequenced
such that knowledge is kept from past experience but also updated when new knowl-
edge is learnt. In the case of mistake learning, the mistake sub-tasks are learnt when
the mistake is discovered. However, if the environment is comprised of sub-tasks that
can be learnt independently, or tasks of varying difficulty, then assigning a training
schedule for the agent is non-trivial. Using ANNs to choose what tasks the agent
trains on is a relatively new concept being explored in the literature [143–145]. The
terminology varies with the author, but the common theme is to have a primary
DNN learn to complete the goal of the environment. To do so, it must train one or
more subordinate DNNs to achieve specific sub-tasks. Using an ANN as such has
been shown to be an effective method of selecting a curriculum without manually
assigning tasks to be learnt.
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Scientific Method Application
The success of deep-RL has led to scientists using pre-trained RL agents to control
physical robots. Polices that are obtained purely in simulated environments can be
trained to account for the additional physics of the real-world [146]. In the past,
model-based RL has been used when training is done in a real-world environment
because model-free RL is typically far too sample inefficient. However, model-based
RL is highly unstable for problems with complex dynamics and optimisation of the
policy can be influenced heavily by the model [147–149]. Given the success of model-
free RL, we would like to continue to develop methods for these algorithms to be
utilised in the real-world.
The real-world application we will be focusing on is chemical laboratories. AI-
assisted laboratories have the potential to dramatically increase scientific discovery
by intelligently automating procedures and experiments in a series of environments
[150]. When conducting experiments in these environments, measurements can often
be expensive, either due to the resources used or the time that is taken. Due to
this, measurements are typically taken intermittently or only when exploring new
conditions. If we were to use RL to optimise a laboratory experiment, it would
ideally act in a similar manner. Therefore, the RL agent would need to act without
access to perfect information and balance the cost of observation with the need for
new data.
The environments which we have looked at so far can all be formalised as MDPs.
However, in for an agent to act without perfect information, the state does not contain
all the information required to make decisions and the MDP formalisation does not
apply. Instead, a problem that requires an agent to act with an uncertain state is more
similar to a Partially Observable Markov Decision Process (POMDP). The difference
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between an MDP and a POMDP is that an agent cannot observe the underlying state
in a POMDP. Instead, the agent acts on a belief state, which is typically a probability
distribution over all states available to the agent. While a POMDP shares many
characteristics with our problem statement, the access to observations is what sets
them apart. When the agent in a POMDP takes an action, it receives an observation
from the environment based on the conditional observation probabilities defined in
the environment. We would like the observations to be decided by the agent instead
of the environment. Doing so reflects the scientific application of the RL algorithm
that is the end goal for this project.
In the following section, we show how an agent can build an internal hypothesis of
its environment, using experience from past measurements, that it can then act on. To
achieve success, the agent must extrapolate from the known hypothesis, conduct a test
in order to obtain new data, and then base future decisions on those results. This is
a well-known process: the scientific method. We then show how our newly developed
method can be used to learn the dynamics of physics-based models and exploit the
knowledge gained to achieve a given objective with a measurable confidence.
3.4 Creating a Model
To begin, we will discuss tools that we can use to model an environment. There are
some important characteristics that a model must have for it to be useful. Firstly,
the model should be accurate near observations that we know to be truthful. This
is a necessity when using this model to plan appropriate actions. Furthermore, the
model needs to be able to be updated when new measurements are taken, increasing
the information in the model. Secondly, the model needs to interpolate between
the known measurements as we would expect only intermittent observations to be
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available in a laboratory environment. Finally, the model needs to incorporate a
measure of confidence in its predictions. These measurements will be used to judge
when the model needs more information.
3.4.1 Neural Networks
Neural networks are not probabilistic in nature, so when they make a prediction, there
is no measure of uncertainty. Therefore every prediction, regardless of the accuracy,
is taken with equal confidence. This is problematic in a wide variety of applications
across ML, particularly in cases where mistakes have serious consequences. Consider
an autonomous car, for example, that uses a DNN to detect objects in front of the
vehicle [85,86]. Poor weather conditions or a new environment may cause the network
to misjudge what action the car should take, a mistake which could perhaps prove fatal
for the passengers or other road users. Some other examples of environments with
serious consequences are medical screening [151–153], or pipeline monitoring [154].
In these environments, predictions with high uncertainty should be reviewed in an
effort to reduce risk. In the autonomous car example, in high-uncertainty situations,
the car should have the human driver take over.
To explore how the uncertainty of an ANN prediction could be used, let us consider
a classification problem. In this example, suppose an ANN has been trained to
distinguish between images of two objects. If the input to the ANN is a picture of
either of these two objects, then it should be able to label them correctly. We’d
expect the prediction, in this case, to be made with high confidence, because the
neural network saw many examples of these objects during training. However, if the
input to the ANN is an image of a previously unseen object, then the prediction
will be inaccurate. Therefore, this prediction should be made with low confidence,
allowing for a follow-up action to be taken if needed. When an ANN is exposed to
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data not from the training distribution, it must extrapolate to make a prediction,
which will often give unpredictable results.
Ensemble Averaging
One method to estimate the uncertainty of an ANN is to use multiple copies of the
ANN, all making the same prediction. This method is known as ensembling. The
ANNs in the ensemble are initialised and trained individually on the same dataset.
The key idea is that predictions from all of the neural networks will converge to a
similar result around the training data. Further away from the observed data, the
results will be more diverse because the networks have not been trained on this data.
For a single query, a prediction is sampled from each model, and thereby an average
prediction and the corresponding variance can be calculated. The mean prediction
is taken as the predicted value of the model and the variance as a metric of model
uncertainty. If N different models are in the ensemble, and each model outputs a















A simple ensemble is straightforward to implement; if one neural network can be
used for the model, then each of the additional ANNs are trained identically. Often
identical architecture is used for each of the ANNs. We have tested this methodology
for a DNN applied to two regression problems. For the following tests, all the ANNs
in the ensemble will consist of two hidden layers that are both 128 nodes wide, each
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Figure 3.19: This figure shows a neural network ensemble predicting the outputs of
learnt functions. On both figures, the observations are shown by black diamonds, and
the uncertainty is indicated by the shaded area. (a) The ground truth function was
y = x3. (b) The ground truth functions was y = sin(x) + x.
with the ReLU activation function. The ensemble consisted of 10 DNNs with different
initialisation but all trained on the same data. Figure 3.19 shows the ensemble method
applied to two functions: y = x3 and y = sin(x) + x.
We can see from Figure 3.19a that the network can estimate the function y = x3
well within the range [-1,1]. In this range, the function is bounded by observed
training data. Beyond the training data, the model does not extrapolate well. The
prediction tends away from the true function, but the uncertainty is also increasing as
the model moves away from the training data. Having low confidence away from the
training distribution is a beneficial feature for our problem because it indicates a need
for more data. Figure 3.19b shows the ensemble method has similar behaviour on
y = sin(x) +x. The model is not completely accurate compared to the ground truth,
but considering only five training points were used, it is a reasonable representation.
In the range of the data points, the model captures the increasing periodic trend of
the function. However, once again, the ensemble method performs poorly beyond
the training data . The ensemble predicts that all outputs beyond x = 0.5 are
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approximately zero with low uncertainty. This behaviour is particularly interesting
as this trend is not seen anywhere else in the model.
Additions to the ensemble method have been presented in the literature. One such
update to the model is to use a weighted average [155]. To do so, each ANN is assigned
a scalar weight value. Assigning the best weight values for each network is then an
optimisation problem, one which can be solved with an additional ANN. The main
downside with all ensemble methods is that the training cost scales proportionally to
the size of the ensemble. For complex models, where the number of parameters can
be in the order of millions, the time taken to train multiple ANNs becomes unwieldy.
Monte-Carlo Dropout
An alternative method of measuring confidence from an ANN is known as Monte-
Carlo Dropout (MC Dropout) [156]. This algorithm only requires a single neural net-
work that has been trained with dropout enabled, meaning it is considerably quicker
than training an ensemble. Dropout is a regularisation technique that randomly
disables nodes in the neural network to prevent overfitting. In typically use-cases,
dropout is only applied during training, but when using MC Dropout, we also use
dropout during inference as well. By randomly eliminating nodes from the model, the
prediction is no longer deterministic and relies on which nodes remain. Therefore, if
we make several predictions, each with a different collection of nodes disabled in the
network, we will obtain a collection of slightly different predictions. Therefore, by
taking a large number of predictions, an average prediction and standard deviation
can be calculated.
Figure 3.20 shows the results of using the MC Dropout method. The results are
extremely similar to the results from the ensemble method, shown in Figure 3.19. We
see almost identical predictions, including the extrapolation behaviour. This result is
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Figure 3.20: This figure shows a single ANN predicting the outputs of learnt functions
using the MC-Dropout method. On both figures, the observations are shown by black
diamonds, and the uncertainty is indicated by the shaded area. (a) The ground truth
function was y = x3. (b) The ground truth functions was y = sin(x) + x.
unsurprising, considering we haven’t changed the basis for the model nor the training
data. The estimated function is smoother when using MC Dropout but this can be
attributed to the number of samples taken. For the ensemble method, we trained only
10 networks, whereas we could take 100 predictions using the MC Dropout method
with little additional time cost. The main benefit to using MC Dropout instead of
an ensemble is that MC Dropout trains much faster; only one ANN needs to be
trained. In addition to this, MC Dropout can be applied to any trained DNN, as
long as dropout was enabled during the training process. While dropout is a common
method for regularisation, many researchers are now using other techniques instead
of dropout, such as batch normalisation. Regardless, it is a powerful technique for
obtaining uncertainty from an ANN with little additional cost.
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3.4.2 Gaussian Processes
While many of the modern successes in ML have come from the use of DNNs, it is
only one method of pattern extraction. Another tool that is seeing wide use in ML
is GPs, a generic SL method that works effectively on regression problems [157]. As
with other SL algorithms, a series of observations with associated ground truths are
needed. The GP is then used to construct a model that interpolates between these
observations, and form predictions on unseen data. A major distinction of GP models
from other SL methods is the ability to incorporate a measure of confidence directly
in prediction. As we have seen, obtaining uncertainty with a prediction is a major
field of study with DNNs. However, the predictions from a GP model are probabilistic
so confidence intervals can be computed.
To understand how a GP model works, first consider the problem of regression
where the goal is to learn a function from a training set. With linear regression,
fitting a function is a simple task; we assume the function can be modelled with the
following equation:
f(x) = θ1x+ θ0 + ε (3.8)
where ε is an error term used to account for random sampling noise. The task is
then to tune θ1 and θ0 such that the function best suits the linear relationship of the
data. This same strategy can be used as long as the structure of the data is known
beforehand. The function is then changed to match the structure, and the number of
tunable parameters θn will change as a result.
Instead of optimising for a single point estimate for each parameter, we can use
Bayesian regression to find a distributions for each of the model parameters. Take
the linear regression model, as shown in Equation 3.8. This function can be writ-
ten in terms of a probabilistic model using a normal distribution with the following
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equations:
µ = θ1x+ θ0
f(x) ∼ N (µ, σ)
(3.9)
The result of performing Bayesian Regression is a distribution of possible model
parameters that all model the functions considering the training set. The predic-
tion, therefore, is not estimated from a single input but is drawn from a probability
distribution. With a distribution, an average value and confidence intervals can be
calculated for the predictions.
When using regression methods such as linear regression, the structure of the
model needs to be defined beforehand, and the number of parameters to optimise
is fixed. In contrast to this, GPs are a non-parametric Bayesian method that aims
to find a probability distribution over all possible functions. Bayesian methods take
their name from Bayesian Inference, a method where we start with some belief about
the system and update based on information available. Bayesian Inference builds on
Bayes’ Theorem, mathematically defined as
P (A|B) = P (B|A)× P (A)
P (B)
(3.10)
where A and B are events, P (A) and P (B) are the probabilities of A or B occurring,
and P (B|A) is the conditional probability that B occurs given that A has happened.
This allows us to use some knowledge or belief that already exists, known as the prior,
to help calculate the probability of a similar event. In terms of Bayes’ Theorem, the
prior event is A, as this event has happened regardless of B.
As with other Bayesian methods, GP methods start with a prior and use the
available information to obtain a posterior distribution for the model. Assuming
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we want to learn a function f from data D = {X, Y }, the GP defines the prior
distribution over functions, P(f), which can be used for Bayesian regression (Equation.
3.11).
P (f |D) = P (D|f)× P (f)
P (D)
(3.11)
A GP is a generalisation of a Gaussian distribution [157]. Over a limited domain,
any function, f , can be approximated by a vector such as [f(x1), f(x2), ..., f(xN)]. A
GP is any distribution of functions that ensures any sequential series of function values
has a joint Gaussian distribution. A GP is parameterised entirely by a mean function,
u(x), and a covariance function, K(xi, xj). This covariance function characterises
similarity between two points xi, xj, and ensures that while these two points are
similar, then the output of the function at these points should be similar too. The
mean function is traditionally zero everywhere as this information can be encoded
into the covariance function.
Kernels
The covariance function, also known as the kernel, defines the generalisation proper-
ties of a GP model. The kernel function is a positive definite function that defines
the similarity between two values.
Cov[f(xi), f(xj)] = K(xi, xj) (3.12)
The kernel specifies the correlation between the function output at two points in
the domain of the function, xi and xj. Therefore the choice of kernel function specifies
what form of functions will be likely in the GP model. As such, for complex problems,
expert domain knowledge is required to choose a kernel that is appropriate for the
data. Perhaps the most simple kernel uses a linear function (Equation 3.13). Using a
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linear kernel in a GP is the same as Bayesian linear regression and will only provide
linear functions in the prior. When data is received, the posterior distribution will
contain the linear functions with the best fit to the data.
K(xi, xj) = σ
2
b + σ
2(xi + c)(xj + c) (3.13)
For non-linear GP models, there are many types of kernels which are viable. The
choice comes down to what kind of information the user wants to encode in the prior
functions. One of the most common kernels used is the Gaussian kernel (Equation
3.14a), also known as the RBF kernel. This kernel accommodates high local variation
to be seen in the prior functions and allows for data separated by high distance to
be independent. As a result, using an RBF kernel doesn’t encourage global structure
to emerge. There are other kernels which do give rise to non-local structures. For
example, using a periodic kernel (Equation 3.14b) creates a prior of functions that all
contain repeating structures.
RBF Kernel
K(xi, xj) = σ
2exp
(
















Figure 3.21 shows examples of the prior distributions generated using each of
the three kernels discussed: linear, RBF, and periodic. We sampled five functions
from each prior distribution and visualised them using the coloured lines. The mean
function is zero everywhere and shown as a black line. The confidence intervals are
also displayed as the shaded areas. The linear kernel is distinguishable because the
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Figure 3.21: Shows the prior distributions for each kernel. We have sampled five
functions from each to show the function structures that may occur. (a) Linear
kernel function. (b) RBF kernel function. (c) Periodic kernel function.
function depends on the absolute location of the inputs. The RBF and periodic
instead only depend on the relative difference between the two inputs; this property
is known as stationary. We see that the functions generated using the periodic kernel
function have a repeating structure, whereas the RBF generates functions with no
global structure.
Making Predictions
Consider the examples visualised in Figures 3.19 and 3.20. In these examples, we
had five training points for each function. We denote the training points as X and
the function values at these points as f . The test points and outputs are denoted
likewise as X∗ and f∗. If we were to make a prediction with a GP model using the
test datasets, we’d need to incorporate the knowledge from the training set into the








K(X∗, X) K(X∗, X∗)
) (3.15)
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The posterior function distribution is calculated by restricting the prior function
distribution such that only functions that agree with the observed data are valid.







Figure 3.22: Shows the results of a GP model. On both figures, the observations
are shown by black diamonds, and the uncertainty is indicated by the shaded area.
An RBF kernel was used for both with variance = 1, and lengthscale = 0.3. (a) The
ground truth function was y = x3. (b) The ground truth functions was y = sin(x)+x.
Figure 3.22 shows the GP model applied to the two functions we saw in Figures
3.19 and 3.20. We see the function has similar performance on observed data as the
previous two methods that use DNNs. When the interpolated predictions are not
precisely the same as the true function, the correct output is within a single standard
deviation range. The extrapolated results are much more improved than the DNN
models because the GP model shows high uncertainty on the predictions away from
training data. It is most important for our problem that the model will consistently
provide a confidence measure, the numerical value of the standard deviation is not
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necessarily as important. Unlike the DNN models, we see that the GP model con-
sistently has a high uncertainty away from known measurements. Because of the
consistency and the quicker training time of a GP, we will use GPs to create the
models for the RL environments. Note that while the computational requirements of
a GP scale poorly with the number of observations [157], we will be using a relatively
small number of observations, and so we do not expect this to be an issue. To being
with, we will use the RBF kernel function as this does not impose global structure
on the model.
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3.5 Learning Phase Transitions
The goal for this project was to show that an RL agent can learn to create its own
model of an environment that it can then act on. With traditional RL methods, the
agent interacts directly with the environment. The actions that the agent takes alter
the state of the environment in some way and then the agent receives information
about the state in return. To allow for an agent to build its own representation, we
have altered the traditional RL relationship by introducing a model that the agent
interfaces with, hereby referred to as the hypothesis. By adding the hypothesis,
we can reduce the number of observations the agent receives from the environment.
This would be useful for environments where measurements have a high-sample cost
because we can replace many of these measurements with simulation results.
To build the hypothesis, the agent must take specific actions to do so; we refer to
these as observations. We differentiate these actions from those that do not return
any measurements, referred to as processes. We will be using these terms throughout
this thesis, however, in future we will be changing the operation names to align closer
with the POMDP formalisation. When an observation is taken, data from the current
state is sampled from the environment. The state of the environment is also known as
the intrinsic state. Data sampled from the intrinsic state is known to be true within
some certainty. In some environments, there can be multiple forms of observations
that return different information depending on what measurements that observation
samples. The data received from an observation action is passed to the hypothesis,
and the model is updated accordingly. A process, on the other hand, does not return
any information from the environment; it is an action which is input to both the
environment and hypothesis that alters both. If the hypothesis is a perfect model of
the environment, then they will respond in the same way. However, if the hypothesis
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Figure 3.23: Here we illustrate the relationship between the environment, the agent,
and the hypothesis.
differs from the environment, then it is possible for the intrinsic state and the state of
the hypothesis to diverge. Should this happen, an observation action must be taken
to correct the hypothesis.
3.5.1 Playing with Uncertainty
To test this concept, we made an environment that simulates heating and cooling a
fixed amount of water by adding or removing energy respectively. The simulation
models two characteristics of the water; the temperature of the system and the mass
fraction of ice, water, and vapour. This is visualised in Figure 3.24. Neither of these
two measures contains complete information about the system in all of the state space.
For example, if the system is at 100◦C, adding energy may not show a change in the
temperature measurement. In this case, the additional energy will contribute to the
phase transition, and so we need an observation of the mass fraction to know exactly
what state the system is in. The goal of this scenario was to heat the water to a
specific temperature or mass fraction by adding or taking away the right amount of
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Figure 3.24: Visualisation of the true environment the agent will act in. A single
energy value will provide the agent with a temperature value and a mass fraction
value.
energy. To do so, the agent needs to learn the state transitions at 0◦C and 100◦C
with no previous knowledge of the system dynamics. There is also Newtonian cooling
to the surrounding temperature as follows:
dQ
dt
= c · (T (t)− Tenv) (3.17)
The purpose of this environment was to test the ability of an RL agent to build its
own hypothesis of the environment. The agent will not receive information from the
environment directly. Instead, it uses a local hypothesis that it will have to build as
it explores the environment. To create this hypothesis, we used two one-dimensional
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GP models; one for the temperature and one for the mass fraction. The data used
to build the hypothesis is either {Ei, Ti} or {Ei,Mi} for the temperature and mass
respectively. The agent stores a local memory of both of these datasets that are
updated every time a new measurement is taken. The mass fraction output from the
environment is a vector of three numbers, shown as M∗ = [m0,m1,m2]. Given the
nature of the phase transitions in this system, it is only possible for two values in M∗
to be non-zero. To build a GP model for the mass fraction, we will reduce M∗ to a
single value using the following:
I = {i : mi > 0 ∀ i}
M = min(I) +M∗min(I)
(3.18)
With this encoding, 0 represents 100% ice, 1 represents 100% water, and 2 represents
100% vapour. Non-integer numbers show there are two phases present, with the
decimals indicating the percentage through the phase change. A continuous scale
works for this system because the phase changes are sequential. In other words, there
is no phase transition between ice and vapour.
The GPs allow for the agent to have an local model of the environment which
can be updated when new information is available; we refer to this model as the
hypothesis. The agent makes decisions based on this hypothesis, which means that
the state passed into the policy is based on the hypothesis. When a prediction is
made using the GP model, the agent receives the predicted temperature and associ-
ated uncertainty at the agent’s current energy from the temperature hypothesis, and
likewise the current predicted mass fraction and uncertainty. Using this information,
the agent can choose to between four actions; to add or subtract a set amount of
energy (10kJ), to take a measurement, or to do nothing. When a measurement is
taken, new data is collected at the current energy input value, stored with the data
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taken up to this point, and the GP hypothesis is recalculated. The section of the
reward associated with the temperature of the system at any time is as follows:
RTi = −
(
|T ′i − Ttarget|+ |T̂i − Ttarget|+ µTi
)
(3.19a)
where T ′ is the true temperature, T̂ is the predicted temperature, Ttarget is the target
temperature, and µTi is the uncertainty in the temperature model. Likewise, for the
the mass fraction, the associated reward at any time is as follows:
RMi = −
(
|M∗′i −M∗target|+ |M̂∗i −M∗target|+ µMi
)
(3.19b)
where M∗′ is the true mass fraction, M̂∗ is the predicted mass fraction, Mtarget is
the target mass fraction, and µMi is the uncertainty in the mass fraction model. The
two are summed to give the total reward. For any one trajectory of a policy in the
environment, the assigned score is the reward at the final timestep.
The first goal we set was to train an agent in these conditions and successfully
alter the state of the environment such that the water reaches a fixed condition.
We used a DNN policy that had two hidden layers, each 128 nodes wide, with the
ReLU activation function. To optimise the policy, we used a GA with a population
consisting of 100 DNNs. Each generation, the 75 policies with the lowest fitness were
replaced. We used the remaining 25 to refill the population with weight mutations
that use a learning rate σ = 0.1. Both of the GP models used the RBF kernel function
with lengthscale = 100. The optimisation process was ran five times using a different
seed each iteration. The average score during 50 generations of training for three
different target values is shown in Figure 3.25. Starting off at room temperature,
21◦C, the agent had to reach a state where 50% of the mass was ice (Figure 3.25a),
the temperature of the water was 90◦C (Figure 3.25b), and where 30% of the mass
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Figure 3.25: Training curves for a policy acting in the water heating environment
with fixed targets. (a) The target was to cool the water such that 50% of the mass
was ice. (b) The target was to heat the water to 90◦C (c) The target was to reach a
mass fraction of 70% water and 30% steam
was steam (Figure 3.25c). These targets were chosen to show that agent could achieve
a range of tasks within the environment.
The optimal score for all of these environments is as close to zero as possible. Such
a score would represent the agent perfectly reaching the target, where the hypothesis
lines up exactly with the intrinsic state, and there is no uncertainty at the current
point. Due to the discrete nature of the steps that the agent can take, it is unlikely to
ever achieve a score of exactly zero. However, we do see the best performing polices
achieve scores that are very near zero within 50 generations of training in all three
environments.
Figures 3.26a and 3.26b show the effect of taking an observation. In 3.26a, the
agent, indicated by the blue diamond, is moving into an area where the uncertainty
of the hypothesis is getting significant. When the uncertainty is high enough, it will
take the observation action, and add a new measurement at the current point (Figure
3.26b). Adding a new measurement will cause the hypothesis to be updated such
that the confidence in the current area is higher. This process repeats until the agent
has reached its target. In the case of Figure 3.26c, the target was to reach 90◦C.
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Figure 3.26: The environment after various agents have acted upon it (a) The tem-
perature model a few steps after initialisation. The agent is moving into an area
of higher uncertainty that what it has experienced since the start. (b) Shows the
new model once an additional observation has been taken. The model now has a
higher confidence at the current position of the agent. (c) The agent was tasked to
reach 90◦C. Including the initial observation, the agent took five observations to
model its path. (d) A separate agent was tasked to reach a state where 30% of the
mass is steam. After 50 generations of training, the agent spread its observations out
throughout the path it took.
The agent created a hypothesis that covered its path from 21◦C to 90◦C with only 5
explicit measurements.
Figure 3.26d shows the final hypothesis for an agent trained to reach a state where
30% of the mass fraction is steam. The observation at the highest energy is not on
the target. This is because the agent had 100 timesteps to act in the environment.
Notice that the target requires approximately 1000kJ of energy to be added from the
initial condition, 21◦C. If the agent were to only move towards the target in 10kJ
intervals, it would still barely reach the target. With taking observations, the agent
had even fewer steps to take to get to the final goal. The agent still learnt to the
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spread out the observations along its path, and final observation was taken on the
final timestep, which increased the reward the agent achieves at the end of the game.
All of the training for these agents was done in simulations. However, should
the measurements of the intrinsic state have come from real world data, the final
trained agent only requires a handful of these measurements. The process actions
did not require a measurement from the intrinsic state, instead only sampling from
the hypothesis. This has the effect of reducing the burden on real world-data, and
instead using a simulation which has an low sampling cost. To use this algorithm
in a real world setting, it would be possible for the agent to be trained entirely in
simulation. By doing so, the agent would still learn the need to take observation and
build a local model. After training, the agent could then be applied to a real-world
setting where it has to explore an unknown scenario and learn the dynamics of the
problem.
3.5.2 Expensive Measurements
To optimise our agents, we used a direct policy search algorithm, which alters the
ANN policy by randomly fluctuating the network weight values. This means that
during training, the observation action may be taken many more times than what we
have seen in the trained agents. The driving inspiration for this work was to simulate
an RL agent acting in an environment where taking a measurement or observation
may be expensive. For example, many chemical experiments require destructive mea-
surements to identify to processes or reactions that have occurred. In such a case,
taking many observations will reduce the amount of final product created. Most ob-
servations will have some form of cost, even if this is just the time required by the
operator. When there is such a cost to observation, that action must be taken inter-
mittently, or it will become unavailable. As a result, taking many observation actions
107
during training is undesirable. Considering this, we would like to study how an RL
agent performs when there are constraints on the number of observations it can take
during training.
Therefore, we created a second version of the water environment where we have
split the observation action into two separate actions: one to observe the temperature,
and the other to observe the mass fraction. Previously, the agent would receive both
measurements when the observation action was taken, and so it did not have to
account for the different uncertainty in the two GP models. Therefore, we separate
the actions to reflect the agent using multiple independent sensors that provide it
with alternate information about the environment. The measurements will vary in
how informative they are, depending on the current state and so the agent will need to
select the most valuable information to sample for the given state. The measurements
from the different sensors will each have an associated cost. The agent has a total
budget that it can use to take measurements. Once the budget has been used, the
agent can no longer gain new information from observations. When acting in these
conditions, the agent needs to determine the most valuable information to sample
such that it can most efficiently take observations.
Figure 3.27 shows the results for training an agent that could only take six obser-
vations in a single iteration of the environment. The environment tracks the number
of observations and will not go beyond the set limit. As a result, if the policy requests
an observation once the number of observations is at that limit, that action does not
change the model or environment in any way, other than occupying a timestep. We
used the same training process that was outlined in Section 3.5.1. Comparing to Fig-
ure 3.25, we see that the performance is decreased for all training generations, as to
be expected when adding additional constraints to the game. Even so, the final score
for the agent was close to optimal when the target was to achieve a mass fraction with
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Figure 3.27: Training curves for a policy acting in the water heating environment
with fixed targets. The agent could only take six observations during each episode.
(a) The target was to cool the water such that 50% of the mass was ice and 50%
water. (b) The target was to heat the water to 90◦C (c) The target was to reach a
mass fraction of 70% water and 30% steam
50% ice and when the target was to heat the water to 90◦C. However, the score is
noticeably lower when the agent was tasked with achieving 30% of the mass fraction
as steam (Figure 3.27c). This is because the amount of energy needed to reach this
point is much higher than the other two targets. As a result, the agent needs to take
many more observations to build a representative model along the entire path. With
the newly implemented budget that limits the number of the observations, the agent
can no longer take as many observations as it did, and therefore the score suffers.
To further study the effect of adding a budget, we have examined the case where
the agent was tasked with cooling the system to a fixed mass fraction of ice and
water. The concept of having a limited budget for actions allows us to alter to cost
for the observations to create imbalance. By doing so, we can restrict one form of
observation much more than the other for the agent. The agent was given a budget
of 30 arbitrary units and could choose how to spend them on the observations. In
the following tests, one of the observations actions will cost 10 units, and the other
will only cost 1. Doing so forces the agent to adopt a strategy that will sparingly use
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Figure 3.28: Three training curves for a agent that is tasked with cooling the water
such that 50% of the mass was ice. Each agent had a budget of 30 arbitrary units.
(a) In this iteration both the actions to observe temperature and mass cost 5 units.
(b) In this iteration, the cost to observe the temperature was 10, and to observe the
mass was 1, (c) The cost to observe the temperature was 1, and to observe the mass
was 10.
the expensive observation, but can more freely use the cheaper observation to build
one of the models.
Figure 3.29 shows the models obtained from a trained agent. We used the same
training procedure for these tests as we did for the previous. For both scenarios, the
target was to have 50% of the mass as ice. When the cost for taking a mass fraction
observation was high, we see the agent only made one additional mass observation
beyond the initialisation, whereas it took several for the temperature model (Figure
3.29a). Likewise, when the cost for taking a temperature measurement was high, the
agent would only take two measurements for that model (Figure 3.29b). Comparing
the two hypothesis shows them to be very different. When the cost of observing the
temperature was high, the agent did not capture the nature of the phase transition
well. However, when the temperature cost was low, the agent would surround the
target energy with observations to create a model with low uncertainty.
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Figure 3.29: The target was to cool the water such that 50% of the mass was ice. (a)
The cost to observe the mass is 10, to observe the temperature was 1. (b) The cost
to observe the temperature was 10, to observe the mass was 1.
3.5.3 Variable Target
The final version of this environment we are presenting does not have a fixed target,
and instead, the target can be varied for a single agent. The agents acting in the
previous environments can only be trained to achieve one target. As a result, the
usefulness of that policy somewhat limited. We could not use any of those policies
to obtain a different target state than what the policy was trained for. To improve
the generalisation of the environment, the agent should be able to reach any target
in the environment’s domain using a single policy. We discussed methods of transfer
learning in Section 3.3, however, these methods still require some retraining for each
new target.
To achieve a single policy that can alter the state to achieve a variable target,
without requiring retraining, we created another version of the environment where
the state also included the target temperature and mass values. Every iteration of
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Figure 3.30: (a) The hypothesis of the agent once it had reached the first target of
90◦C (b) The new hypothesis once the agent had reached the second target, where
10% of the mass was ice. Only the observations take after the the target change are
shown.
the environment, a target temperature and mass fraction pair are selected and added
to the state, which also includes the information about the current temperature and
mass fraction prediction distribution. Additionally, the state can be updated during
an episode such that the agent has to change strategy. For RL environments where
the goal is to reach a variable area in the state, it is not uncommon for the target
to be identifiable in the state. For this test, we used the same training process as
described in Section 3.5.1. Figure 3.30 shows a single agent that we trained to reach a
variable target that was encoded in the state. The agent was first tasked with heating
the water to 90◦C as we have seen before (Figure 3.30a). After this, we changed the
target so that the agent had to cool the water such that the 10% of the mass was ice
(Figure 3.30b).
One important result from this agent is that we see it does not take any more
observations when in a well-understood area of the state-space. The agent first would
take regular observations when heating the water to 90◦C as seen in Figure 3.30a.
However, when the agent was tasked with reaching the second target, it covered
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the series of observations that were already taken. Only when it moved beyond the
previous measurements did it start taking new observations. This shows that agent
is not just taking measurements as part of a repeating pattern, but instead based on
an uncertainty dependence.
With this final version of the game, we have shown that an agent can act in an
environment with only a handful of observations taken from the true environment.
By adding a restriction on the number of observations that can be taken in a single
iteration of the environment, the training process can also be done with a limited
number of true observations. Importantly, the knowledge learnt in the environment
is stable and can be used in future timesteps.
3.5.4 Further Work
There still are some updates we would like to make to this system. Firstly, we
would like to enhance the actions available to the agent. For all of the described
environments, the agent could add or subtract energy to the system only by explicitly
adding±10kJ . To give the agent more control of the system, we could make the action
to input energy continuous so the agent would have to decide the magnitude as well
as the direction. Doing so would allow a well-trained agent to be more precise when
reaching the target state.
We would also like to perform further tests on the observation cost. The work
done so far with expensive measurement assumes there is a hard limit on the number
of observations. Before that limit though, there is no penalty or encouragement such
that the agent will take as few observations as possible. Therefore, we would like to
investigate alternate methods of incorporating cost into the observation actions. One
such method we are considering is to add a penalty to the reward function for every
time an observation is taken. Either a fixed value for every observation or perhaps a
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variable penalty value that increases every time an observation is taken.
Environments with Higher Complexity
With the new method that we have presented, we have only explored one environment.
To further prove that it can be useful, we would need to test the concept on new and
different environments. In the presented environment, the agent essentially moves
along a one dimensional track; it either increases or decreases the energy value. Given
how the environment works, if the agent is moving in the correct direction to reach
the target, it it will reach the target in some number of steps.
To make the problem more challenging, we are developing a two-dimensional phase
transition environment. This environment is still modelling the transitions between
water but will allow for both the temperature and the pressure to be altered. Figure
3.31 shows a phase diagram for water that the new environment models.
Improved Kernel Use
In Section 3.4.2, we discussed how the choice of kernel function defines the prior
distribution of available functions from the GP. However, we only discussed a limited
number of kernels that were all defined by single functions. Kernel functions can be
tailored to reflect expert knowledge of the system, which is especially useful if the
desired structure is not given by any standard kernel. To create new kernel functions,
we can combine existing kernels together through multiplication and addition [158].
Figure 3.32a shows the result of adding a linear kernel function to a periodic kernel
function. We see that adding these two kernel types returns a periodic distribution
of functions, but the functions are trending away from the mean. Figure 3.32b shows
the result of multiplying a linear kernel function with a periodic kernel function.
Multiplying by a linear kernel causes the amplitude of the functions to grow linearly
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Figure 3.31: A two-dimensional phase diagram for water. We have illustrated the
space that the previous environment (3.24) covers with a black line.
away from c, a kernel parameter for a linear function (Equation 3.13).
We would like to investigate how a tailored kernel will alter the model the agent
could build in an environment. For the environments presented in this chapter, the
RBF function was used because it does not enforce global structure. However, should
we want to encode information in the model, we could use a more sophisticated kernel.
For example, a linear kernel summed with a RBF kernel (Figure 3.32a) would perhaps
capture the increasing trends seen in Figure 3.24.
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Figure 3.32: Prior distributions of combined kernel functions. (a) The linear and the
periodic kernel functions have been summed together. (b) The linear and periodic
kernel functions have been multiplied together.
116
4 Conclusion
In this thesis, we have presented work from two major projects to design tools that
utilise ML methods. For the first project, we aimed to create a system that could
automatically detect RFI and assist observatory staff in mitigating the interference.
In Chapter 2.2, we discussed SL and presented this problem as a computer vision
problem, allowing us to use techniques from the literature. The algorithm that was
created used a DNN to locate RFI signals in time-frequency space. One important
outcome of this project is that we used a DNN that was trained purely on synthetic
data, which substantially reduced the resources needed to create a training data set.
While more testing needs to be done, we have shown that this method can, at a
minimum, be an additional tool to be used when combating RFI at the observatory
site. Compared to a traditional RFI detection technique SK, the DNN method was
shown to be just as effective at detecting signals with a high signal-to-noise ratio,
however the DNN method outperformed the SK test on low signal-to-noise ratio
signals. The RFI monitoring project will continue to see updates as the system is
established to cover an increased frequency range. The monitor was designed to be
scalable without any additional retraining of the DNN, and as a result, the system
has been set up to run on a continuous 50Mhz band at DRAO.
An additional aim of this project was to identify the signals which are novel by
first characterising signals that are considered normal. To do so, we discussed UL, in
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particular, methods of clustering a dataset of discrete points. We have shown that
using density clustering methods on the signal data is valid in two dimensions using
high-order cumulants. Exploring these clusters in high dimensions will be important
when moving forward. We showed that parallel coordinate plots can be used to visu-
ally explore the clusters that were identified in two-dimensions in a higher-dimensional
space.
The second project focused on developing a RL method that could contribute
to automating laboratory experiments. While we did not discuss traditional RL
techniques, we instead focused on modern EAs. We showed that these algorithms
are a viable method of optimising ANN policies to solve classic RL problems, as well
as newly created environments. Additionally, we also showed that training time of
well-known environments can be significantly decreased if the policy can be trained
in an easier, but similar, environment for just a few generations.
Lastly, we used one of the EAs we discussed to optimise a policy that utilises
a Bayesian model to interface with an RL environment. Doing so would allow an
RL agent to require less observations directly from an environment, which would
important should we be using a physical training environment. We discussed multiple
models that could be used when creating the agent’s hypothesis of the environment,
but decided to use GPs due to their flexibility, ability to incorporate uncertainty
directly in the prediction, and low time cost, compared to ANNs. We showed how
an agent only needs a few observations to build an accurate model of the domain it
acts in. This method allows the agent to reach a target state in the environment with
a measurable level of certainty. We also demonstrated how the agent’s behaviour
changes when certain measurements are limited by cost.
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