The performance of K-means and Gaussian mixture model (GMM) clustering depends on the initial guess of partitions. Typically, clus- * corresponding author 1 tering algorithms are initialized by random starts. In our search for a deterministic method, we found two promising approaches: principal component analysis (PCA) partitioning and Var-Part (Variance Partitioning). K-means clustering tries to minimize the sum-squarederror criterion. The largest eigenvector with the largest eigenvalue is the component which contributes to the largest sum-squared-error.
Introduction
Cluster analysis is the unsupervised classification of objects into similar groupings. It is useful in several exploratory pattern analysis, data mining, decision-making, machine-learning, vector quantization, and compression situations [3, 17] .
One of the most commonly used clustering algorithm is the K-means algorithm [11, 22, 1] . Another is maximum likelihood (ML) through expectation maximization [7] of a finite mixture of multi-variate Gaussian density models [23] . The K-means algorithm is an iterative algorithm for minimizing the sum of distance between each data point and its cluster center (centroid). There are various ways for measuring distance (e.g., squared Euclidean distance, city-block, hamming distance, cosine dissimilarity). Among these distance measures, squared Euclidean distance is the most widely used distance measure for K-means, and the corresponding criterion function that a Euclidean K-means algorithm optimizes is the sum-squared-error (SSE) criterion [8] .
In this paper, we focus on K-means with the SSE criterion. Gaussian mixture modeling through expectation maximization is also an iterative algorithm for maximizing the likelihood. K-means clustering and Gaussian mixture clustering may not converge to the global optimum. The performance of K-means and Gaussian mixture clustering strongly depends on the initial starting points.
Several random initialization methods for K-means have been developed. Two classical methods are random seed [11, 1] and random partition [1] .
Random seed randomly selects K instances (seed points), and assigns each of the other instances to the cluster with the nearest seed point. Random partition assigns each data instance into one of the K clusters randomly.
To escape from getting stuck at a local minimum, one can apply r random starts. Specifically, one can perform one of the above methods to initialize K-means, repeat the process r times, and select the final clustering with the minimum SSE from the r runs. To cope with large data sets, [5] and [10] introduced a sub-sampling version of random restart. The problem with random methods is that they are not repeatable (unless one stores all the starting points applied or the seeds of the random-number generator), and they may still lead to a solution with bad quality unless we allow r to be very large (thereby, making the clustering time-consuming for large data sets).
In this paper, we search for deterministic techniques that can compete with classical random methods. We pick three candidates for this investigation: KKZ [20] , principal components analysis (PCA) based partitioning, and Var-Part (variance partitioning). We choose KKZ in this study because a recent comparative study [15] claims that KKZ is the best method among the methods compared in that paper; PCA based partitioning because we believe that it will provide an initial guess in the vicinity of the optimum solution; and, Var-Part because PCA can be computationally expensive and Var-Part serves as a faster alternative to PCA partitioning.
KKZ was introduced by [20] for initializing vector quantization. A PCA based divisive hierarchical approach was introduced by two sources: [16] and [4] . This approach was called directed-search binary-splitting (DSBS) and was applied for initializing code-vectors in [16] . In [4] , it is called Principal Direction Divisive Partitioning (PDDP) and was introduced as a clustering algorithm for partitioning document data. Both DSBS and PDDP are similar. We will call it PCA partitioning throughout this paper.
The contributions of this paper are:
1. Perform a comparative study among three deterministic initialization methods, and between deterministic versus random techniques.
2. Provide the motivation on why PCA based methods are good for initializing K-means and Gaussian mixture clustering, and also to present their limitations.
3. Introduce Var-part initialization method, which has similar performance with PCA partitioning and a time complexity equal to one Kmeans iteration. 4 . Find a reasonable deterministic initialization method for clustering.
In Section 2, we describe K-means and Gaussian mixture clustering, and at the same time define the notations for this paper. In Section 3.2, we describe the motivation for PCA partitioning for initializing K-means, and in Section 3.3, we present Var-Part, a faster approximation to PCA partitioning.
In Section 4, we illustrate when PCA partitioning would fail and suggest a possible extension, PCA-Part * . In Section 5, we show the motivation for PCA partitioning for initializing Gaussian mixture clustering. We provide a review of related work in Section 6. We, then, report our comparative study in Section 7. Finally, in Section 8 we summarize the paper, draw conclusions and suggest avenues for future research.
The Clustering Algorithms and Notations
We denote our data set as X = {x 1 , x 2 , . . . , x N }. X consists of N data instances x i (i = 1, 2, . . . , N), and each x i represents a single d-dimensional instance.
The K-means Algorithm
The goal of K-means is to partition X into K clusters {C 1 , . . . , C K }. The most widely used criterion function for the K-means algorithm is the sumsquared-error (SSE) criterion [8] . Let n j denote the number of instances in cluster C j , and let µ j denote the mean (centroid) of those instances in C j .
Then µ j is defined as:
And, SSE is defined as:
K-means is an iterative algorithm that minimizes the SSE criterion. "Kmeans" denotes the process of assigning each data point, x i , to the cluster with the nearest mean. The K-means algorithm starts with initial K centroids, then it assigns each remaining point to the nearest centroid, updates the cluster centroids, and repeats the process until the K centroids do not change (convergence). There are two versions of K-means, one version originates from Forgy [11] and the other version from Macqueen [22] . The difference between the two is on when to update the cluster centroids. In Forgy's K-means [11] , cluster centroids are re-computed after all the data points have been assigned to their nearest centroids. In Macqueen's K-means [22] , the cluster centroids are re-computed after each data assignment. In this paper, we report the results using Forgy's K-means. We obtained similar results for
Macqueen's version.
Gaussian Mixture Clustering
Clustering using finite mixture models is thoroughly described in [23] . In this model, one assumes that data is generated from a mixture of K component density functions, in which p(x i |θ j ) represents the density function of component j for all j s, where θ j is the parameter (to be estimated) for cluster j. The probability density of data x i , is expressed by:
where the α s are the mixing proportions of the components (subject to:
The log-likelihood of the N observed data points is then given by:
It is difficult to directly optimize (4), therefore we apply the ExpectationMaximization (EM) [7] algorithm to find a (local) maximum likelihood or maximum a posteriori (MAP) estimate of the parameters for the given data set. The EM algorithm iterates between an Estimation-step and a Maximizationstep until convergence. Throughout this paper, we assume all the variables are continuous and each mixture has a Gaussian distribution:
where m j and S j are the mean and the covariance matrix of mixture j, respectively. | · | is the determinant operator and means the transpose of a matrix.
Three Deterministic Initialization Methods
In this section, we describe KKZ, PCA based partitioning, and variance based partitioning.
KKZ
KKZ is proposed by [20] . The idea behind KKZ is to pay attention to the data points that are most far apart from each other, since those data points are more likely to belong to different clusters. The pseudo-code for KKZ is as follows:
1. Choose the point with the maximum L2-norm as the first centroid.
2. For j = 2, . . . , K, each centroid µ j is set in the following way: For any remaining data x i , we compute its distance d i to the existing centroids. d i is calculated as the distance between x i to its closest existing centroid. Then, the point with the largest d i is selected as µ j .
The computational complexity of KKZ is (NKd).
PCA Based Partitioning Initialization Method
In this subsection, we present a theoretical analysis behind PCA-based approaches. In the process, we describe and motivate a particular version, PCA-Part, which has the same structure as Var-Part.
Projecting data instances on a single direction and then performing the initial partition on that direction was proposed in [1] . This partitions data only on one dimension. An alternative method of dividing the sample space is to partition it hierarchically. Starting with one cluster, cut it in half. Pick the next cluster to partition, and repeat the process until K clusters are obtained. Figures 1 and 2 illustrate these two methods of cutting the space.
PCA-Part partitions data using the latter approach. For future work, one may wish to explore other ways of cutting the "pie" such as in a "radial" fashion. Now, which direction should we split the chosen cluster? Let µ be the mean for a given cluster. The SSE of the data within this cluster C is
After dividing this cluster into two clusters, C 1 with mean µ 1 and C 2 with mean µ 2 , the new SSE is
Each d-dimensional vector x i can be represented by a weighted sum of d linearly independent orthonormal basis vectors, Φ = [φ 1 , . . . , φ d ]:
Similarly, the mean µ j can be represented as:
We restate our question as, which direction φ p should we project our data for splitting? Assuming that the old mean µ and the new means, µ 1 and µ 2 lie on the axis chosen for projecting, now we show that the φ p which minimizes SSE new is the φ p that maximizes
where y ip , α p , α 1p , and α 2p correspond to the projected value of x i , µ, µ 1 , and µ 2 respectively on the direction φ p .
Equation 6 is SSE due to the component φ p without splitting minus SSE due to the component φ p after splitting.
Proof:
The old SSE can be expressed as:
Due to the orthonormality assumption among φ s 's,
Since the old mean lies on the axis chosen for projecting, φ p ,
And, the new SSE can be expressed as:
since the new means lie on the axis chosen for projecting, φ p ,
The φ p which minimizes SSE new is equivalent to the φ p that maximizes SSE old minus SSE new .
To find this optimal direction, we need to know the means, µ 1 and µ 2 .
This leads us back to a K = 2 clustering problem for minimizing SSE. To avoid solving a clustering problem, PCA-Part resorts to a suboptimal direction which assumes that the SSE new component due to the candidate direc-
, is proportional to the
, and this proportionality constant, a, is the same for all directions and 0 ≤ a ≤ 1. The optimization problem is now simplified to finding the direction, φ p , that maximizes
Thus, PCA-Part chooses φ p to be the component which contributes to the largest SSE. The largest eigenvector of the covariance matrix, is the direction which contributes to the largest SSE [12] . Hence, PCA-Part picks the largest eigenvector of the covariance matrix as the direction for projecting.
We still need to determine how to partition the cluster in this principal direction. One method is to pick two data points with the maximum and minimum value in the projected axis, then grow the seeds from these two points (i.e., assign each data point to the seed closest to it). This type of partitioning is similar to the method used in KKZ [20] . In KKZ, the first seed is chosen as the data point with maximum norm, and the second seed is the data instance farthest from the first centroid. The problem with these partitioning methods is that they are sensitive to outliers as shown in An alternative is to partition the data at the mean (middle). This way, the center of gravity between the two halves will be balanced at the mean.
Let us assume that we need K = 3 clusters. After splitting the data into two, which of those two clusters should we split next? There are several different ways of determining which cluster to split. For example, we can pick the cluster with the largest number of instances, or pick the cluster with the highest variance. Since SSE is the criterion function K-means wishes to minimize, we decide to split the cluster with the largest with-in cluster
We now give a summary for the PCA-Part initialization method.
Starting from a single cluster, divide this cluster into two, choose the next cluster C j to partition by selecting the cluster with the largest within-cluster SSE j , repeat the process until K clusters are produced.
For the selected cluster C j ,
Step 1: Project x i ∈ C j to the largest principal component axis of x i ∈ C j . y i is the projected version of x i in this axis.
Step 2: Divide C j into two sub-clusters C j1 and C j2 , according to the following rule: For any x i , if y i ≤ α j , assign x i to C j1 , else, assign x i to C j2 . α j is the projected version of the mean µ j of cluster C j . per iteration. For PCA-Part, we have q = 1, since we only need the largest eigenvector. Since the time complexity for computing a covariance matrix is O(nd 2 ), and we need K −1 stages to divide the data into K clusters, the time complexity to perform PCA-Part using Householder-QL is O(nd
and using the power method is O(nd 2 K).
In the following section, we describe another bisecting divisive initialization method, which approximates PCA and requires much less computation.
Variance Partitioning Initialization Method
Step 1: Compute the variance in each dimension, find the dimension with the largest variance, say d p ;
Step 2: Let x ip denote the value of instance x i in feature d p , µ jp denote the mean of C j in feature d p , divide C j into two sub-clusters C j1 and C j2 , according to the following rule: If x ip ≤ µ jp , assign x i to C j1 ; otherwise, assign x i to C j2 . 
Initializing Gaussian Mixture Clustering
In this section, we motivate the use of PCA-Part and Var-Part for initializing Gaussian mixture clustering. The maximum likelihood criterion is the objective function that a finite mixture of Gaussians tries to optimize. As we mentioned before, the density function of the data set X, can be expressed as:
If we assume "hard" clustering (i.e., a data point can belong to only one cluster), this is the assumption made in K-means and in both PCA-Part and Var-Part, the likelihood can be simplified as:
The parameters that maximize the likelihood are the same as that which maximize the log-likelihood. We take the log and get:
We need to answer two questions using Equation 7 . First, which cluster should we split? Since our goal is to maximize the likelihood, we should split the cluster giving the least likelihood (i.e, we can split the cluster giving the least value of n j ln
). However, it will involve computing the determinant of the covariance matrix for every component. To save computation time, we suggest that we split the cluster with the largest with-in sum-squared-error
Second, for a chosen cluster j, which direction should we split? Observe that the likelihood increases as |S j | decreases. Thus, a good candidate direction for splitting the data would be the direction that contributes the most to |S j |, which is the eigenvector associated with the largest eigenvalue, since |S| is the product of all the d eigenvalues [18] . It makes sense to remove or decrease this largest variance. In the case of Var-Part, it will be the feature with the largest variance.
Related work
Al-Daoud et al. [27] present two "one-run" initialization methods for Kmeans: AD1 and AD2, which are designed for clustering when the number of clusters K is large. Both AD1 and AD2 require the division of the data space into several subspaces, then they determine the number of clusters in each subspace according to the density of data points in that subspace. Although AD1 and AD2 are "one-run" initialization methods, they have some random components within their algorithm which may lead to non-repeatable clus-tering solutions. In addition, it is hard to decide the appropriate number of subspaces for AD1. Another common initialization method, random perturbation, is to randomly perturb the mean of the entire data K times, which does not appear to be better than random seed [15] . Some deterministic methods have been introduced in the literature. One is the KA algorithm [21] . KA chooses the most centrally located instances as the first seed, then selects the next seed according to the heuristic rule of choosing the point which has more of the remaining instances around it. KA repeats this process until K seeds are found. A recent study [15] showed that usually KKZ gets better performance than KA. Besides, KA is unfavorable for large data sets, because of the O(n 2 dk) time complexity since the distances between each pair of instances are needed. Simple Cluster Seeking (SCS) is another deterministic method [19] , it takes the new incoming data input as a new initial centroid as long as the new input is far from all the existing centroids than a predefined threshold. It is difficult to decide the threshold for SCS, besides the performance of SCS depends on the order of the data. Other deterministic methods utilize hierarchical clustering as an initialization method for K-means. A hierarchical clustering method can often produce an excellent initial partition for the K-means algorithm [1, 14] . For example, Milligan [26] claimed that using Ward's agglomerative hierarchical method [34] as the initialization method for the K-means algorithm could yield good final clusterings. The majority of the existing hierarchical initialization methods for the K-means algorithm use agglomerative (bottom-up) approach. Generally, the time complexity of a hierarchical agglomerative method is O(n 2 log n) [17] and it needs O(n 2 ) memory space to store the distances between each pair of instances [17] . There have been a few comparative study on initialization methods. The most recent comparative study [15] compared random seed, random perturbation, KKZ, KA and SCS for initializing K-means. KA, random partition, random seed for initializing K-means was compared on three small data sets in [28] . Another work [24] compared three initialization methods: parameters sampled from an uninformative prior, random perturbation of the marginal distribution of the data and a hierarchical agglomerative initialization method (HAC) for initializing multinomial mixture clustering on discrete data, and have shown that these three methods obtain comparable performance, except for HAC which has a longer running time.
Experiments
In this section, we perform a comparative study among three deterministic initialization methods, PCA-Part (PCA-P), Var-Part (Var-P), and KKZ, and investigate their performance compared to the classical random seed method (Rand-S) and the faster sub-sampling plus refinement (Refine) random methods [5, 10] for initializing K-means and Gaussian mixture clustering. The abbreviations in parenthesis are the ones we utilize to represent these methods in our tables.
Random Seed Method: Random seed method randomly selects the K ini-tial cluster seeds, then runs K-means or Gaussian mixture clustering until convergence. We cannot run the clustering algorithms on all the possible initial conditions, therefore we sample the space of possible K
partitions.
Refinement Method: A sub-sampling versions of random restart to cope with large data sets for K-means and Gaussian mixture clustering was introduced in [5] and [10] respectively. The refinement methods initial- experiments, we set J corresponding to 1% sub-sampling as suggested in [5] and [10] for the larger data sets, 5% for the smaller data sets with respect to the number of clusters (ionosphere and mfeat-mor) and 10%
for the glass data.
Because random seed and refinement are random methods, in our experiments, we run them 100 times for the smaller data sets, 20 times for the Covtype data, and 50 times for the HRCT data, and show the maximum, minimum, and average values from these runs.
Performance Measures
The final result of K-means and Gaussian mixture clustering depends on the initial partition. We measure the performance of the initialization methods based on the following criteria:
Quality: Evaluating the quality of clustering results is not a trivial task.
Choices for criteria could be internal criteria such as SSE, log-likelihood, scatter separability [12] or external criteria such as normal mutual information between clustering result and class labels [33] . Different criteria where N is the total number of samples. We report the average, maximum, and minimum of the MSE and the log-likelihood values.
Speed:
We evaluate the speed of convergence through the number of itera-tions needed for the clustering algorithms to converge and through the total time in seconds for the clustering to converge including the time to perform the initialization. We run the experiments on nine data sets, six from the UCI Machine
Data Sets
Learning repository [25] (glass, segmentation, satellite image, letter, pendigits, ionosphere, Mfeat-mor), one from the UCI ADD repository [2] (covtype), and a lung image data (HRCT) [9] . Since HRCT has 156 dimensions, it will take a long time for Gaussian Mixture clustering to reach convergence.
Hence, when we apply Gaussian Mixture clustering to the HRCT data, we project HRCT to twenty dimensions using random projection [6] , we call this data HRCT20 thereafter. In all our experiments, we set the number of clusters equal to the number of classes. In our experiments, we remove features whose variance are smaller than 0.01 to avoid singular covariances for the mixture of Gaussian clustering. Table 1 shows the number of data instances, the number of features (after removing the low-variance features), and the number of classes for these data sets.
Experimental Results on K-means
In this section, we compare the various initialization methods for initializing K-means. We thought, what if we normalize the features so that K-means, PCAPart and Var-Part will treat the features with equal weight? We normalize the features by linearly scaling the features to be between 0 and 1. We only need to normalize the features of data sets that have features not on the same scale (i.e., all data sets except satellite, letter, pendigits, and ionosphere data). We chose this type of normalization rather than by standardizing the features to have variance equal to one, because that will make Var-Part ineffective.
The Quality of the Final Clustering
In terms of SSE, Table 3 Table 3 also shows that the refinement method is better than random seed and KKZ. When the features are at the same scale, they are weighted equally by the distance metric in K-means, and PCA and Var-Part captures the variance in the data based on its structure rather than on its scale. In the rest of this paper, we will only report the results for data with normalization if it is not on the same scale.
Speed of Convergence
In this section, we compare the various initialization methods based on the time it takes K-means to converge given the starting points provided by the various methods. Table 4 lists the average and the standard deviation of the number of iterations that K-means needs to reach convergence for the different initialization methods. The table shows that on most of the data Although the time complexity of Var-Part is O(ndK), which is more than the time complexity of random seed, observe that in most cases, using VarPart to initialize the K-means algorithm needs less iterations to converge than using random seed. The time complexity of one iteration in K-means algorithm is O(ndK). Therefore, we can conclude that generally using VarPart to initialize the K-means algorithm requires less time than random seed, as confirmed by Table 5 .
In Table 5 , we present the total time in seconds for the computation of tives to initializing K-means. In addition, in these experiments, we simply applied the off-the-shelf code "the Template Numerical Toolkit (TNT)" [29] to compute PCA, which uses the Householder-QL algorithm to compute all the eigenvectors and eigenvalues. As we explained in section 3.2, using the power method can be faster since only the first eigenvector is needed. Yet, PCA-Part in our experiments seems to provide comparable time performance with the other initialization techniques presented here.
Experimental Results for Mixture of Gaussians
In this subsection, we present the results of the different initialization methods for initializing mixture of Gaussian clustering on the glass, segment, satellite, letter, pendigits, ionosphere, hrct20, covtype and mfeat-mor data. 4.00 ± 0.00 30 ± 0.00 7.0 ± 0.00 29.0 ± 0.00 12.0 ± 0.00 23.00 ± 0.0 13.00 ± 0.00 5.00 ± 0.00 19.00 ± 0.00 PCA-P 6.00 ± 0.00 10 ± 0.00 17.0 ± 0.00 49.0 ± 0.00 11.0 ± 0.00 25.00 ± 0.00 18.00 ± 0.00 2.00 ± 0.00 6.00 ± 0.00 Var-P 6.00 ± 0.00 8.00 ± 0.00 22.0 ± 0.00 22.0 ± 0.00 10.0 ± 0.00 14.00 ± 0.00 12.00 ± 0.00 2.00 ± 0.00 8.00 ± 0.00 
Speed of Convergence
have comparable performance.
In Table 8 , we present the total time in seconds for the computation of the initial clusters up to the time it takes Gaussian mixture clustering to converge. These results show that the capability of PCA-Part to lead
Gaussian mixture clustering to fast convergence compensates for its longer computational overhead of computing for the principal components. The running time for all the initialization methods are comparable for all the data sets. Again, note that in practice, to escape from getting stuck at a local minimum, one typically applies r random seed restarts (i.e., run random seed and kmeans r times). Then, one selects the final clustering from the r runs by choosing the groupings that gave the minimum SSE. Typically random seed is run r = 10 times. Random restart, thus, on average takes ten times longer than the other methods. 25.00 ± 0.00 20.00 ± 0.00 15.00 ± 0.00 88.00 ± 0.00 44.00 ± 0.00 68.00 ± 0.00 62.0 ± 0.0 8.00 ± 0 23.00 ± 0.0 PCA-P 13.00 ± 0.00 14.00 ± 0.00 34.00 ± 0.00 89.00 ± 0.00 30.00 ± 0.00 32.00 ± 0.00 61.0 ± 0.0 30.00 ± 0 29.00 ± 0.0 Var-P 11.00 ± 0.00 76.00 ± 0.00 38.00 ± 0.00 66.00 ± 0.00 35.00 ± 0.00 42.00 ± 0.00 60.0 ± 0.0 32.00 ± 0 26.00 ± 0.0 
Conclusion
The performance of K-means and Gaussian mixture clustering depends on the initial starting conditions. Typically these clustering algorithms are initialized with random methods. In this paper, we examined two deterministic We performed a comparative study between these two deterministic methods against two random methods: random seed and random sub-sampling with refinement. We also compared them against a deterministic method This work suggests research directions, such as exploring other ways of partitioning the sample space (e.g., "pie"-slices). When time complexity is not crucial, one may apply different non-random intelligent restarts (capturing different possible data configuration scenarios), apply PCA-Part * , or combine random and non-random restarts for initializing K-means and Gaussian mixture clustering. This way, we are assured that at least one of the clustering runs (due to the intelligent starting points) would lead to good clustering results in terms of SSE or log-likelihood.
