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Abstract
Privacy-preserving deep learning is crucial for deploying deep neural network
based solutions, especially when the model works on data that contains sensitive
information. Most privacy-preserving methods lead to undesirable performance
degradation. Ensemble learning is an effective way to improve model performance.
In this work, we propose a new method for teacher ensembles that uses more
informative network outputs under differential private stochastic gradient descent
and provide provable privacy guarantees. Out method employs knowledge distil-
lation and hint learning on intermediate representations to facilitate the training
of student model. Additionally, we propose a simple weighted ensemble scheme
that works more robustly across different teaching settings. Experimental results
on three common image datasets benchmark (i.e., CIFAR10, MINST, and SVHN)
demonstrate that our approach outperforms previous state-of-the-art methods on
both performance and privacy-budget.
1 Introduction
Recent years have witnessed impressive breakthroughs of deep learning techniques in a wide variety
of domains, such as image classification [13], language processing [7], reinforcement learning [30],
and many more. Many attractive applications involve training models using highly sensitive data,
for example, diagnosis of diseases with medical records or genetic sequences [3], mobile commerce
behavior prediction [33], and location-based social network activity recognition [11], etc. However,
recent studies exploiting privacy leakage from deep learning models have demonstrated that private,
sensitive training data can be recovered from released models [23]. Therefore, privacy protection is a
critical issue in this context, which should protect sensitive data from being disclosed and attacked
during the application process.
Typically, according to the accessibility to the target model, there are two types of attacks that lead
to leakage of private information: white-box and black-box attacks [29]. In white-box attack setting,
the adversary has full access to the model architecture and parameters, and can even modify the data
during execution. In the black-box attack setting, the adversary does not have access to the model
parameters, but the adversary can repeatedly query the target models to gather data for the attack’s
analysis. In order to protect the privacy of the training data and mitigate the effects of adversarial
attacks, various privacy protection works have been proposed in the literature [21, 24, 29, 19]. The
“teacher-student” learning framework with privacy constraints is of particular interest here, since it
can provide a private student model without touching any sensitive data directly [12, 28, 25]. The
original purpose of a teacher-student framework is to transfer the knowledge from the teacher model
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Figure 1: Overview of the approach: (1) a group of neural network teachers is trained on disjoint subsets of
the sensitive data, (2) a neural network student is trained on unlabeled public data via the knowledge from the
intermediate layer and the prediction layer of the teachers.
to help train a student model to achieve similar performance with the teacher model. To satisfy the
privacy-preserving need, we carefully add small random perturbations with privacy guarantee analysis
on the knowledge from the teacher model and sought to build a private student model. In this way, no
adversary can recover the original sensitive information even they have the full access of the student
model.
Privacy preserving is important to protect models from disclosing the identity of an individual,
however, most privacy-preserving methods have relatively large performance/privacy trade-offs on
applied tasks, which made applying of such techniques less attractive. To alleviate this issue, we
propose a simple, yet effective ensemble based method that designed to work on deep neural networks
trained with gradient based methods. Our major contributions are as follows:
• We propose Private Deep Learning with Teacher Ensembles, PET-DL, a framework for improving
performance of training deep neural networks via mutli-layer privacy-preserving knowledge
transfer. Our method employs knowledge distillation on teacher ensembles so that more information
can get transferred, which leads to faster and more accurate student model. To facilitate learning
with deep neural networks, we use the representations from intermediate layers of the teacher
network as corresponding targets for the students. We empirically demonstrate that our method
significantly outperforms other privacy-preserving methods, in terms of both privacy budget and
absolute performance.
• In addition, we also propose a weighted ensemble scheme to handle more general cases, where
each teacher may be trained on different or biased datasets. We show that the proposed method is
robust under different experimental settings, in particular, it works far better than simple ensembles
when the training data for different teachers are biased.
• We give a detailed privacy analysis of PET-DL. Compared with the sample-by-sample query from
multiple teachers in previous works, the proposed mechanism designs a new batch-by-batch query
mode to reduce the number of queries. To provide provable privacy guarantee, we carefully perturb
the knowledge distilled from the model to satisfy the standard of differential privacy.
2 PET-DL: Private Deep Learning with Ensembles of Teachers
In this section, we introduce the details of our PET-DL framework, while Figure 1 gives a graphical
overview of the ideas.
2.1 Training Neural Network Teachers on Disjoint Data
We denote the large sensitive data as X and the corresponding labels as Y . In order to adopt
the ensemble learning, we first partition the sensitive data into N disjoint subsets (Xi, Yi) for
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i = 1, 2, · · · , N , and we train each neural network on each subset called teacher, denoted as fi.
Unlike other learning techniques, the neural network training always requires abundant of data for
provable performance, and as so PET-DL requires a reasonable number of teachers, denoted as
N . Next, we will introduce the knowledge transfer approach in PET-DL which considers the rich
information from the neural network structures.
2.2 Multi-layer Knowledge Transfer via Deep Neural Networks
Compared with other machine learning techniques, neural networks contain richer information due to
the complex structure. For each teacher receiving an unseen sample x from the query of the student,
it could transfer more than one type of knowledge to student, including the outputs of selected
intermediate layers and the outputs of the prediction output layer.
Intermediate layer learning. For many deep learning techniques, besides the distribution of
prediction results, there are intermediate representations of the model, such as the hidden layer of the
neural network or low-rank representations on the original dataset. These intermediate representations
from teacher models contain valuable information, which can be used to guide the training of the
student model as a hint. Analogously, the intermediate outputs of the student model can mimic
the corresponding representations of the teachers, which can be trained by minimizing the `2 loss
function below:
LH(xp, oh; Θs) = 1
2
‖h(xp; Θs)− oh‖22, (1)
where h(·; Θs) represents the student model up to the intermediate outputs with the parameters Θs, xp
denotes the public dataset, and oh is the output of the teacher’s hint outputs over the public samples.
Prediction layer learning. We use the knowledge distillation technique to transfer the knowledge
learned by multiple teacher models to the student model.
Let cti denote the output of the last hidden layer of the i-th teacher. The soften probability P
t
i
[14] is regarded as the knowledge: Pti = softmax(cti/τ), where τ is the temperature parameter
which is usually set to 1. Different from the normal case τ = 1, the cases τ > 1 can increase the
probabilities of the classes whose normal values are near zero. So that the relationship between
various classes is embodied as knowledge in the soften probability. The third-party aggregates the
teachers’ soften probability Pt = 1/N
∑N
i=1 P
t
i, where N is the number of teachers. To learn the
aggregated knowledge, the student model is trained to minimize the difference between its own soften
probability and the aggregated soften probability from the teachers, i.e., knowledge distillation loss:
LK(xp,Pt; Θs) = C(Ps,Pt; Θs), (2)
where Θs is the student’s trainable parameters, C denotes the cross-entropy loss, and Ps denotes the
student’s soften probability over the public samples xp, defined as Ps = softmax(cs), where cs
represents the logits of the student model.
2.3 Aggregation Mechanisms
The most straightforward approach is to directly average the intermediate layer or prediction layer loss
of the sample of the teachers, as shown in the Algorithm 1. Considering each query will expose some
privacy information from teacher to student, we first bound the loss of each teacher by a threshold
B, and so the sensitivity of the aggregated loss can be controlled. Then, we add Gaussian noise to
perturb the loss.
More specifically, let L represent the general knowledge transfer loss (i.e., hint learning loss LH and
distillation learning loss LK ) and L¯ denote its clipped bound loss. In line 5 and line 13 of Algorithm
1, the max value of
∥∥L(i)∥∥
2
for each teacher is clipped within a given bound B. If
∥∥L(i)∥∥
2
> B, the
value of
∥∥L(i)∥∥
2
is scaled down as,
L¯(i) ← L(i)/max (1,
∥∥L(i)∥∥
2
B
). (3)
Otherwise, it is maintained as the original value. After clipping, the sensitivity of L¯(i) for each teacher
is bounded as B, which can be preset. Note that, if it is set too large, the loss will be perturbed by
excessive noise. On the other hand, a too small B will overly clip the loss.
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Algorithm 1: Private Deep Teacher-Student Learning Model
Parameter :Teacher models T , Hint learning epochs Th; Distillation learning epochs Td; Batch size S of hint
learning and distillation learning; threshold bound D.
1 for epoch = 1 to Th do
2 for i = 0 to |xp|/S do
3 Sample a batch x(i)p of size S from xp;
4 Compute hint loss L(i)H over x(i)p by Eq. (1) for each teacher T ;
5 Bound L(i)H by Eq. (3) for each teacher;
6 Compute aggregated hint loss Lˆ(i)H by averaging bounded hint loss L¯(i)H of all teachers;
7 Compute perturbed hint loss L˜(i)H by Eq. (4);
8 Backpropagate by L˜(i)H to update Θg and Θa;
9 for epoch = 1 to Td do
10 for i = 0 to |xp|/S do
11 Sample a batch x(i)p of size S from xp;
12 Compute knowledge distillation loss L(i)K over x(i)p by Eq. (2) for each teacher T ;
13 Bound L(i)K by Eq. (3) for each teacher;
14 Compute aggregated distillation loss Lˆ(i)K by averaging bounded distillation loss L¯(i)K of all teachers;
15 Compute perturbed hint loss L˜(i)K by Eq. (4);
16 Backpropagate by L˜(i)K to update Θs;
Let Lˆ(i) be the aggregated loss defined as the average value of each teacher’s bounded loss L¯(i). We
add Gaussian noise into the aggregated loss to preserve privacy of the sensitive data from all teachers
and define the aggregation mechanism as follows:
L˜(i) ← Lˆ(i) +N (0, σ2B2I), (4)
where N (0, σ2B2I) is a normal (Gaussian) distribution with mean 0 and standard deviation σBI.
3 Privacy Analysis
In this section, we provide the privacy analysis of the multi-layer knowledge transfer and give the
implementation with privacy guarantee. The sensitive data of multiple teachers are considered as
a sensitive data pool. To enforce theoretical privacy guarantee over the sensitive data pool, the
information related with the sensitive data is perturbed by random noise during training the student
model, i.e., the knowledge distillation loss and the hint loss. In order to provide a stronger privacy
protection in the training process, we provide two new techniques of privacy learning, each of which
help PET-DL cost less privacy during training.
3.1 Differential Privacy Preliminaries
Differential privacy [8, 10] constitutes a strong standard that provides privacy guarantees for machine
learning algorithms, by limiting the range of the output distribution of an algorithm facing small
perturbations on its inputs:
Definition 1. A randomized mechanism M with domain D and range R is enforced by (ε, δ)-
differential privacy, if for any adjacent data d, d′ ∈ D, and any output S ∈ R it holds that,
Pr[M(d) = S] ≤ eε · Pr[M(d′) = S] + δ. (5)
Two data d and d′ are regarded as adjacent data when they are identical except for one single data
item. The parameter ε represents the privacy budget [9] that controls the privacy loss ofM. A larger
value of ε indicates a weaker privacy protection.
A general method for enforcing a deterministic function f with the (ε, δ)-differential privacy is to add
random noise calibrated to the sensitivity of f , represented by ∆f , ∆f = maxd,d′ ‖f(d)− f(d′)‖.
For instance, the Gaussian mechanism is defined by,
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Theorem 1. If the L2 norm sensitivity of a deterministic function f is ∆2f , we have:
Mf (d) = f(d) +N (0,∆2f2σ2), (6)
where N (0,∆2f2σ2) is a random variable obeying the Gaussian distribution with mean 0 and
standard deviation ∆2fσ. The randomized mechanism Mf (d) is (ε, δ) differentially private if
σ ≥√2 ln(1.25/δ)/ε and ε < 1.
3.2 Privacy Analysis of PET-DL
Teachers’ training data are disjoint with each other, the sensitivity of Lˆ(i) is B/N . Based on Theorem
1, each query approximated by the above randomized mechanism is (ε, δ)-differentially private when
σ is set as
√
2 ln(1.25/δ)/(Nε). During the training process, the student submits T = (Th +Td)|xp|
queries to the teachers. The overall privacy loss can be tracked by using moments accountant [1],
which leads to the following theorem:
Theorem 2. If δ > 0, ε < a1T , where a1 is a constant. The overall privacy budget of Algorithm 1 is
(ε, δ), when σ is set as:
σ ≥ a2
√
T ln(1/δ)
Nε
, (7)
where a2 is a constant and N is number of teachers.
Batch loss optimization Each query will expose some privacy information from teacher to student,
in order to provide stronger privacy protection, we propose a new optimization strategy such that the
student model send a batch set of samples as a query to the teacher models, instead of sample-by-
sample query. All teacher models will transfer their ensemble knowledge with carefully perturbed
random Gaussian noise for privacy In this case, it could reduce the number of queries during the
training, and it update the overall privacy loss of the Theorem 2 by resetting:
Tnew = Tori/S = (Th + Td) · |xp|/S.
Weighted knowledge transfer via teachers Rather than the directly loss aggregation among
teachers, each teacher can use additional information such as confidence score to weight its response
before the aggregation. Here, we regard the highest probability among different classes as the
confidence score, and calculating the aggregated loss as follows:
Pt =
∑N
i=1
ωiPti,
ωi = max
l∈C
softmax(cti)l,
where C is the classes of the samples. The privacy loss of each query is the same as that of average
aggregation. Therefore, the overall privacy loss is determined by Theorem 2.
4 Experimental Evaluation
In this paper, we evaluate PET-DL on deep neural networks on three popular image datasets: CIFAR-
10 [16], SVHN [22] and MNIST [18]. We first use CIFAR-10 to examine the performance impact of
different parameters and the effectiveness of the proposed techniques in PET-DL. Then we verify
privacy protection, effectiveness and efficiency of the student model on MNIST, SVHN, and CIFAR-
10. Due to the space limitation, the MNIST’s and SVHN’s model evaluation and more experiments
are in the appendix. The code will be released in the final publication version.
We present the performance of the student model with a strong privacy protection guarantee on MNIST,
SVHN, and CIFAR-10. MNIST and SVHN are two well-known digit image datasets consisting of
60K and 73K training samples, respectively. We equally split the training data as five subsets for
all three datasets. Four of them are used to train four teacher models and last one is considered as
public data. For SVHN, the teacher uses same Conv-Middle network [17, 27] as CIFAR-10. Due to
the properties of the dataset, we design a customized Conv-Small network [17, 27] as the teacher on
MNIST. Lots of parameters are related to the privacy budget, and we report the results with a good
balance between the effectiveness and privacy protection guarantee.
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(a) MNIST (b) SVHN (c) CIFAR
Figure 2: Accuracy versus privacy budget ε on three datasets.
(a) Hint Learning Epochs (b) Distillation Learning Epochs (c) Batch Size
(d) Noise Scale (e) Compression Rate (f) # of Teachers
Figure 3: Performance impact of parameters on CIFAR-10.
4.1 Model Ablations
There are 50K training samples belonging to 10 classes in CIFAR-10. The training data is randomly
partitioned into 5 subsets in equal size, and four of them are considered as sensitive data used to train
four teachers, and the last one is used as unlabelled public data for training a student model. Note
that, in all experiments, we compare student with the average performance of the teachers instead of
a single ensemble teacher.
Each teacher is pretrained based on convolutional deep neural network, Conv-Middle [17, 27]. The
student model is trained on a customized Conv-Small network though private knowledge distillation
in PET-DL. The performance of the student model is affected by multiple parameters. We examine
them individually by keeping the others fixed to show their effects.
Privacy Budget. We present the results of privacy budgets on three datasets in Fig. 2, by fixing all
hyperparameters except one. It is obvious that the accuracy generally increases with a larger privacy
budget. An additional table in the appendix shows that student models outperform than its teachers on
MNSIT and SVHN in general, but very close to its teachers on CIFAR-10 even with a small privacy
budget.
Epoch for hint learning . In Fig. 3(a), we can find that without hint learning, i.e., Th = 0, the
accuracy of student model is determined by the distillation learning. A small value of distillation
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Dataset CIFAR 10 MNIST SVHN
Model Accuracy Privacy Budget Accuracy Privacy Budget Accuracy Privacy Budget
DP-SGD[1] 73.00% 8.00 97.00% 8.00 - -
PATE-LNMax [25] - - 98.10% 8.03 90.77% 8.19
PATE-GNMax [26] - - 98.50% 1.97 91.60% 4.96
PET-DL (n = 2) 74.33% 6.50 99.12% 1.43 94.67% 4.51
PET-DL (n = 4) 76.81% 5.48 99.33% 1.21 95.35% 2.96
Table 1: Comparison with state-of-the-art approaches. We set δ = 10−5 for CIFAR10 and MINST, and δ = 10−6
for SVHN to compute ε as same as baselines.
learning epoch significantly deteriorates the student’s performance. However, this performance
deterioration can be mitigated by the hint learning, even with a small value of hint learning epoch.
When Th ≥ 10, the performance difference between Td = 72 and Td = 120 is negligible. It argues
that the hint learning can help improve the student’s performance with little privacy loss. Hint learning
epoch Th = 30 is our recommendation for CIFAR-10.
Epoch for distillation learning. The experimental results in Fig. 3(b) shows that the performance of
student model would be more effective when the value of distillation learning epoch raise, because
of more private knowledge transfer responded by those teachers. In CIFAR-10, distillation learning
epoch Td = 72 is recommended for training.
Batch size. The performance of student ascends with a smaller batch size as shown in Fig. 3(c). A
large value of batch size leads to less times query requests from the student model, and thus the
privacy would be well protected. In order to balance the effectiveness and the privacy, we recommend
to set the batch size set as 128 on CIFAR-10.
Noise scale. In the Fig. 3(d), we can observe that larger noise scale would help to protect the
data privacy, but also descends the performance in general. However, as a neural network or other
machine learning techniques also frequently suffers from the overfitting problem, the norm bound
and additional noise act as regularization roles during training. Compared with CIFAR-10, the other
two datasets are not very sensitive to the noise scale, so we can set a large value of noise scale for
privacy preserving. If you are more interested in this analysis of SVHN and MNIST, all details are in
the appendix.
Compression rate. Teacher student model could support using a large teacher to train a small student.
Fig. 3(e) show that the student’s performance rises with a larger size of the neural network. Student
model with a very large size of neural network, however, requires more public data and more queries
for a stable and effect model. Comparing to CIFAR-10, the other two datasets can performance well,
even little better than the average performance of the teachers as shown in appendix.
4.2 Compared with State-of-the-art Baselines
We compare with three recent state-of-the-art approaches, including DP-SGD [1], PATE [25] and
scale PATE [26]. DP-SGD uses the noisy loss for optimization and two PATE based approaches add
the random noisy perturbation on the voting strategy.
Table 1 shows that the proposed PET-DL outperforms the previous state-of-the-art baselines on both
privacy cost and accuracy. The main reason is that PET-DL leverages the richer information from the
neural network structure. It helps the student to train a better performance neural network with less
privacy cost. We also evaluate the variants of the PET-DL with weighted learning approach. It shows
that weighed learning gets slight gain on performance in general. Weighted learning approach can
prevent some teachers from making wrong knowledge transfer when they are not that confident. It
can improve the robustness of the training approach, and more details of robustness evaluation are in
the following section.
4.3 Evaluation on Unbalanced Dataset
In this experiment, we design the weighted schema to evaluate the robustness of the PET-DL with
weighted learning approach. First, we partition the sensitive dataset into ten subsets. 82% data of
each subset is corresponding to only one label, and the rest 18% data is uniformly corresponding to
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Dataset CIFAR 10 MNIST SVHN
Model Accuracy Privacy Budget Accuracy Privacy Budget Accuracy Privacy Budget
PET-DL (n = 10) 62.21% 2.33 97.26% 1.17 90.31% 2.51
PET-DL weighted 71.3% 2.23 98.69% 0.91 91.15% 2.12
Table 2: Evaluation on class-unbalanced teachers. We trained ten teachers and each teacher only good at one
label prediction.
the rest nine labels. Then, we train ten teachers on each subset, which makes each teacher is only
very good at one label prediction. Note that, each teacher adopts the oversampling to overcome the
unbalanced subset in training approach.
In the Table 2, we can easily see that PET-DL with weighted learning is more robust comparing
to without weighted learning approach. Meanwhile, we can see that more complex of the dataset
(i.e. CIFAR10 > SVHN > MNSIT), the performance of the student model drops more because of the
lower performance for each teacher. Another interesting observation we find is that the privacy cost is
much less than most results in Table 1 due to a larger number of teachers. As a result, we recommend
to train as many teachers as possible in PET-DL until the student model performance drops.
5 Discussion and Related Work
Differential privacy is increasingly regarded as a standard privacy principle that guarantees provable
privacy protection [5]. Early work adopting differential privacy focus on restricted classifiers with
convex loss [4, 6, 12, 28, 31]. Abadi et al. [1] proposed DP-SGD, a new optimizer by carefully adding
random Gaussian noise into stochastic gradient descent for privacy-preserving for deep learning
approaches. At each step of DP-SGD by given a set random of examples, it need to compute the
gradient, clip the L2 norm of each gradient, add random Gaussian noise for privacy protection, and
updates the model parameters based on the noisy gradient.
Intuitively, DP-SGD could be easily adopted with most existing deep neural network models built on
the SGD optimizer. Based on DP-SDG , Agarwal et al. [2] applies differential privacy on distributed
stochastic gradient descent to achieve both communicate efficiency and privacy preserving. McMahan
et al. [20] applies differential privacy to LSTM language models by combining federated learning
and differential private SGD to guarantee user-level privacy.
Papernot et al. [25] proposed a general approach by aggregation of teacher ensembles, or PATE that
uses the teacher models’ aggregate voting decisions to transfer the knowledge for student model
training. In order to solve the privacy issues, PATE adds carefully-calibrated Laplacian noise on the
aggregate voting decisions between the communication. To solve the scalability of the original PATE
model, same group published an advanced version of PATE [26] by optimizing the voting behaviors
from teacher models. PATE-GAN [15] applies PATE to GANs to provide privacy guarantee for
generate data over the original data. Compared with PATE, DP-SGD makes less assumptions about
the ML, but this comes at the expense of making modifications to the training algorithm. Nonetheless,
they merely used output labels generated by teachers as the knowledge. Our approach leverages richer
information from deep neural networks to train a better model.
6 Conclusion
We propose a simple, yet effective privacy-preserving ensemble based method for deep neural net-
works. Our method employs knowledge distillation and hint learning on intermediate representations
to facilitate the training of student model. Empirically, our method significantly outperforms previous
methods on both privacy budget and accuracy on three datasets. Additionally, we propose an alterna-
tive weighted ensemble method that works more robust across different teacher settings. In particular,
the weighted ensemble method works well when the teacher training sets are biased. Moreover, we
provide formal privacy analysis and provable privacy guarantee for the proposed methods.
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Appendix
A Proof of Theorem 2
We introduce the moments accountant proposed in [1], which is also used to prove our Theorem
2. Regard the privacy loss as a random variable c, for two adjacent inputs d and d′, a randomized
mechanismM, auxiliary input aux, and any output o ofM, we define:
c(o;M, aux, d, d′) = log Pr[M(aux, d) = o]
Pr[M(aux, d′) = o] .
We can estimate the privacy loss by bounding the log of the λ-th moment generation function which
is defined as:
αM(λ; aux, d, d′) = ln ES∼M(d)[exp(λc(S;M, aux, d, d′))].
The bound of αM(λ; aux, d, d′) is defined as the moments accountant over all possible d and d′:
αM(λ) = max
aux,d,d′
αM(λ; aux, d, d′).
The moments accountant enjoys good properties of composability and tail bound as given in [1]:
[Composability]. Suppose that a mechanism M consists of a sequence of adaptive mechanisms
M1, . . . ,Mk, where Mi :
∏i−1
j=1Rj ×D → Ri. Then, for any λ
αM(λ) ≤
k∑
i=1
αMi(λ).
where αM is conditioned on Mi’s output being oi for i < k.
[Tail bound] For any  > 0, the mechanismM is (, δ)-differential privacy for
δ = min
λ
exp(αM(λ)− λ).
By using the above two properties, we can bound the moments of randomized mechanism based on
each sub-mechanism, and then convert the moments accountant to (, δ)-differential privacy based on
the tail bound.
Theorem 2. If δ > 0, ε < a1T , where a1 is a constant. The overall privacy budget of Algorithm 1 is
(ε, δ), when σ is set as:
σ ≥ a2
√
T ln(1/δ)
Nε
, (7)
where a2 is a constant and N is number of teachers.
Proof. Assume the teacher models are pretrained by percentage q of the total samples. According to
Lemma 3 in [1], if λ ≤ (Nσ)2 ln(1/qσ), the moments accountant of each query αMk(λ) is bounded
as αMk(λ) ≤ q2λ2/(Nσ)2. Based on the composability property, we have
αM(λ) ≤ Tq2λ2/(Nσ)2.
By the tail bound property, to enforce (, δ)-differential privacy, it suffices to have,
Tq2λ2/(Nσ)2 ≤ λ/2,
δ ≥ exp(−λ/2).
Through easy calculation, it can be found that all these conditions can be met by setting,
 = c1q
2T,
σ = c2
q
√
T ln(1/δ)
N
,
for two constants c1 and c2. When q → 1, the claim follows.
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(a) Hint Learning Epochs (b) Distillation Learning Epochs (c) Batch Size
(d) Noise Scale (e) Compression Rate (f) # of Teachers
Figure 4: Performance impact of parameters on SVHN.
B Additional Experimental Evaluation
In this section, we first includes the model evaluation on SVHN and MNIST datasets.
Meanwhile, we also tray to train a small student to see the effectiveness and efficiency with compres-
sion strategy benefiting from the teacher student model.
B.1 Effect of Parameters on SVHN
SVHN contains 73K training samples belonging to 10 classes. Similar to CIFAR-10, The training
data is also randomly split into 5 equal size subsets, and four of them are used to train four teachers
separately, and last one is used as sensitive data.
Epoch for hint learning . In Fig. 4(a), we can find that when Th ≥ 10, the performance of student
outperforms than its teachers.
Epoch for distillation learning. The experimental results in Fig. 4(b) shows that the student would
outperform than its teachers when Td ≥ 30.
Batch size. The performance of student always outperforms than its teachers in a large range of batch
size (from 32 to 192) as shown in Fig. 4(c). we recommend to set the batch size set as 128 on SVHN
for better privacy peserving.
Noise scale. In in Fig. 4(d), similar to batch size, we can observe that the student is always better
than its teachers even with a large noise scale.
Compression rate. Fig. 4(e) shows that the student’s performance rises with a larger size of the
neural network. we recommend to set the compression rate as 3 on SVHN.
Number of teachers. Similar to CIFAR-10, we also evaluate the performance of the student with
different teachers with same settings. It is obvious that the performance of the teacher would increase
with more training samples, however, more teachers would be more effective to train a better student
in the Fig. 4(f).
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(a) Hint Learning Epochs (b) Distillation Learning Epochs (c) Batch Size
(d) Noise Scale (e) Compression Rate (f) # of Teachers
Figure 5: Performance impact of parameters on MNIST.
B.2 Effect of Parameters on MNIST
MNIST contains 60K training samples belonging to 10 classes. Similar to other two datasets, the
training data randomly split into 5 equal size subsets, and four of them are used to train four teachers
separately, and last one is used as sensitive data.
Epoch for hint learning . The experimental results in Fig. 5(a) shows that the student would
outperform than its teachers even without hint learning (Th = 0). However, the performance of
student model would be improved when the value of hint learning epoch raise.
Epoch for distillation learning. In Fig. 5(b), the results shows that the student always outperform
than its teachers, and the performance of student model would be more effective when the value of
distillation learning epoch raise.
Batch size. The performance of student would outperform than its teachers when the batch size is
less or equal than 160 as shown in Fig. 5(c). The results also shows a cliff-like drop when the batch
size is more than 192. we recommend to set the batch size set as 128 on MNIST for a good balance
between performance and privacy peserving.
Noise scale. In in Fig. 5(d), similar to the same analysis on SVHN, we can observe that the student is
always better than its teachers even with a large noise scale.
Compression rate. Fig. 5(e) shows that the student’s performance rises with a larger size of the
neural network. we recommend to set the compression rate from 2 to 4 on MNIST.
Number of teachers. Similar to other two datasets, we also evaluate the performance of the student
with different teachers with same settings. We also get the similar results that the performance of the
teacher would increase with more training samples, however, more teachers would be more effective
to train a better student in the Fig. 5(f).
B.3 Efficiency and Effectiveness
We evaluate the efficiency and effective of the student model. “Time” in the table represents the time
used for model running. The testing environment is a super desktop equipped with Intel(R) Xeon(R)
CPU E5-2620 v4 @ 2.10GHz with 16 cores cpu and 82.4 GB memory.
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Table 3: Effectiveness and Efficiency Analysis
# Params Time(s) Acc(%)
CIFAR-10
T 1.43M 9.293 77.66
S1 0.37M 3.671 76.81
S2 0.17M 2.260 72.20
MNIST
T 157.1K 2.021 99.21
S1 23.0K 1.230 99.33
S2 13.2K 1.157 99.23
SVHN
T 1.43M 9.237 94.68
S1 0.37M 3.693 95.35
S2 0.09M 2.011 94.02
Each teacher contains a smaller size of data compared to previous single teacher approaches. Due to
the reduced training data size of each teacher, the average performance of our teachers are not as high
as previous work. Despite that, our student models outperform state-of-the-art approaches as shown
in Table 3. We achieve better accuracy with better privacy budgets.
The small students outperform than the average performance of its teachers on both SVHN and
MNIST datasets, and still obtain comparable performance on CIFAR-10. On MNIST, the student
achieves 11.9× compression ratio and 0.75× speed-up on sample evaluation with 0.12% accuracy
increase. On SVHN, the student model is also better than the teacher models on model size (3.8×
compression ratio), efficiency (2.5× speed-up) and effectiveness (+0.67% accuracy). On CIFAR-10,
the accuracy decreases less than 1% using only 39.5% times. By applying hint learning and knowledge
distillation in PET-DL, the student is effective and efficient, which would win the trust between
model provider and model users.
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