Abstract-Given the continuous growth of malicious activities on the internet, there is a need for intelligent systems to identify malicious web pages. It has been shown that URL analysis is an effective tool for detecting phishing, malware, and other attacks. Previous studies have performed URL classification using a combination of lexical features, network traffic, hosting information, and other strategies. These approaches require timeintensive lookups which introduce significant delay in real-time systems. In this paper, we describe a lightweight approach for classifying malicious web pages using URL lexical analysis alone. Our goal is to explore the upper-bound of the classification accuracy of a purely lexical approach. We also aim to develop a scalable approach which could be used in a real-time system. We develop a classification system based on lexical analysis of URLs. It correctly classifies URLs of malicious web pages with 99.1% accuracy, a 0.4% false positive rate, an F1-Score of 98.7, and 0.62 milliseconds on average. Our method also outperforms similar approaches when classifying out-of-sample data.
I. INTRODUCTION
The Internet provides a wide-reaching platform for fraud. It can be extremely difficult for Internet users to be on guard for the latest scams, malware (malicious software), and other malicious activities. Therefore, there has been much study dedicated to protecting Internet users from harm. Machine learning algorithms have been shown to be an effective way of detecting maliciousness [1] . Previous work has implemented several effective classification systems for malicious web page detection [2] , [3] .
Internet users have come to expect quick results: they may become impatient if there is any extra latency in content delivery. Therefore, any classifier that is built to protect the user from malicious content must deliver its decisions quickly. However there is a tradeoff between efficiency and effectiveness. We must decide how much safety we are willing to sacrifice in order to deliver content as seamlessly as possible.
The reality is that the most accurate approaches for classifying malicious web pages tend to take the most time. Dynamic classifiers execute the page thoroughly to look for malicious content in the behavior of the page (e.g. honeypot clients). This is necessary when negative content is obscured in a sophisticated way. However, due to the resource and time-consuming nature of this approach, it is not compatible with the uninterrupted service expected by the user. In other words, the task is to quickly detect malicious web pages while maintaining a high degree of accuracy [4] .
Static approaches attempt to classify a web page based on its URL and content without executing the page. As such, classification based on static features is efficient and scalable.
However, classifiers built to analyze static features have limited success with highly sophisticated schemes such as obfuscated JavaScript based drive-by-downloads [5] . Furthermore, the characteristics of malicious web pages differ based on the type of exploitation techniques used (e.g. phishing, drive-bydownloads, and infected adware networks).
Savvy Internet users can often detect, for example, phishing scams with a quick glance at a link embedded in an email. Machine learning techniques can do the same with a high degree of accuracy. It has been shown that URLs analysis alone can provide a means to detect malicious content [1] .
Previous studies have built classifiers that detect malicious websites using a combination of URL lexical features, network traffic, hosting information, and other strategies [6] , [7] . These studies used lexical features with a bag-of-words approach that yields very large feature vectors (on the order of hundreds of thousands). These studies also made use of URL features which required hosting information to be looked up on a remote server. The use of these lookups introduces significant latency when classifying URLs. This latency precludes the use of these approaches in a real-time system.
In this paper we present an approach which uses an ngram model to develop a new classification system that adheres to the strict time-constraints required for a real-time system. The system increases accuracy on out-of-sample testing data while maintaining overall classification accuracy comparable to previous work [1] - [3] , [6] . Our approach uses the J48 decision tree algorithm to perform classification of URLs using 16 features extracted from an n-gram model and 71 features from other lexical properties. J48 is an open-source implementation of the C4.5 algorithm [8] .
The summary of our contributions are:
• We achieve a 99.1% classification accuracy with .627 millisecond average classification time when run on a 1.8GHz system.
• We apply an n-gram model to malicious web page classification.
• We build a URL classifier strictly with lexical features that detects both phishing and malware attacks.
• We improve classification accuracy of out-of-sample data compared to similar previous approaches.
This was achieved while training on a data set of 131,402 URLs (50% benign, 50% malicious). 
II. APPROACH
We first explain our general approach, discuss the features we utilized, the data we collected, and our selection of the J48 algorithm.
The goal of this study was to explore how quickly and accurately we could classify malicious web pages using only their associated URLs. This minimal approach leads to the fastest possible classification time since all the features are extracted from the characters of the URL and not by visiting the web page itself. Therefore we collected URLs from blacklisted and trusted websites, labeling them malicious and benign respectively.
We collected two kinds of malicious URLs: phishing and malware. Phishing URLs, in order to collect private information, are designed to invite users to click on links that lead to fraudulent web pages. Sites that contain malware seek to infect the user's system by downloading and executing harmful programs-users are often infected without realizing it. Table I shows a sample of average feature values for our dataset. The distinguishing characteristics between the three types of URLs are what allows a machine learning approach to be effective in this problem space. Phishing URLs are often filled with seemingly legitimate tokens which is why they have more tokens overall. Malware URLs are often abandoned frequently in order to avoid detection and are not typically designed to attract clicks. Therefore Malware authors seek easily available domain names which often do not contain English words. Thus there are differences in the ratios and lengths when compared to benign or phishing URLs.
Malicious content has been detected by analyzing static components of web-pages as well as the dynamically executed content. The more efficient static methods include the collection of http header information, html tags and host-based features at classification time. We chose not to extract any information beyond the URL of the web page. While this additional information would likely yield higher classification accuracy [6] , by eliminating the collection of features found on the page, the classification time is greatly reduced.
Furthermore, most previous work all relied on publicly available information such as WHOIS and geolocation. Due to the lookups required to obtain these features, these approaches require a minimum of a few seconds to classify a single URL. Further complicating this problem is that WHOIS servers limit the number of requests over a given time period.
As a baseline we implemented a bag-of-words model based on previous works [1] , [9] while removing all time-consuming components. Unlike previous approaches, our system utilizes an n-gram language model which improved on the performance of the bag-of-words model when classifying out-of-sample data (data of a type that the classifier has not trained on).
A. Modeling the Language of URLs
The goal of a language model is to assign a probability to any sentence of a particular language. A good language model will assign high probabilities to common and grammatical sentences while assigning low probabilities to uncommon and ungrammatical sentences. Building on this concept we attempted to construct a model of the language of benign URLs. A standard language model approach would calculate the probability of that a given URL is benign. However, we calculate what we call the similarity value of a given URL. The similarity value of a URL measures how closely its properties are related to a URL in the benign set (this concept is further explained in the n-gram section).
A common method when constructing language models is to parse n-sized grams of the dataset. The grams can be words, phonemes, syllables, or letters. N-grams are built using Markov chains. Markov chains make the assumption that the probability associated with any event depends only on the probability of the events directly preceding it. This concept is called the independence assumption. A first order Markov chain assumes that the probability for the occurrence of a given gram is conditioned only by the preceding gram. A second-order chain calculates the probability based on the preceding two grams (in this case the previous state is defined as the preceding two grams). These chains are referred to as bigrams and trigrams. We used n-gram models to calculate the probability of a sequence of characters occurring in a URL. Much research has shown this model to be effective in the task of language modeling and difficult to improve on [10] .
While modeling URLs with an n-gram approach has been done [11] , this method has not, to our knowledge, been been previously applied to malicious URL detection.
B. Bag-Of-Words Model
As a baseline we followed previous studies [1] , [6] , [7] , [9] by building a binary bag-of-words model which tokenizes the URL. The bag-of-words is a set that contains every single unique token in the training data. The feature vectors contain an element representing each token in the bag. If a given URL contains a token found in the bag, the corresponding element in the feature vector is given the value of 1. This creates highly sparse vectors which contain all zeros except for a few ones which represent the tokens of the given URL and the other chosen lexical features. On average our training data contained 122,000 binary features when using the bag-of-words model. 
C. Features
We implemented and expanded upon features based on the previous work of Ma et al. [1] and Whittaker, Ryner, and Nazif [12] .
Phishing URLs, tend to contain a lot of key words and symbols out of place since they are designed to deceive users. For example, it is common to see trusted brand names such as "paypal" or "google" distributed throughout a phishing URL. In order to capture this observation we created a feature which performs similarity checks on common domain names, another feature searches for any brand names that are out of place.
Following Blum et al. [9] , we separated the URL into three sections. We chose to separate the URL into hostname, path, and parameter components (see Figure 1) . Each component was then further separated into tokens. Hostname tokens are separated by dots, path tokens by slashes, and parameter tokens by question marks. Within each section we further tokenized strings using the delimiters specified in Ma et al. [1] , namely '/' , '?' , '.' , '=', '-' and ' '.
We separated the URL into component parts in order to preserve the context of these tokens. A feature will yield a different value when extracted from the hostname, than the same feature in the path. For example, the average number of dots will be 2 or 3 in a hostname, while often 0 in the path. We calculated nearly all features on all three sections of the URL as well as the entire URL.
In total we developed 87 features, which are categorized into five groups: n-grams, lengths, counts, binaries, and ratios.
1) n-grams:
In our analysis we implement bigrams, trigrams and fourgrams. We also calculate a unigram probability which is context-independent. We created our n-gram models for the benign training data only.
To calculate any given n-gram, we divide each URL of the benign set into strings of a particular size. More specifically, a unigram model maps single characters whereas a bigram model maps two consecutive characters (e.g., 'i' and 'it' respectively). The unigram model does not implement Markov chains, it calculates probability based on the frequency distribution of single character grams, the bi-gram model implements 1st-order Markov chains.
In general, we define δ as an n-gram string of length L (where L = 1, specifies a unigram model, L = 2, specifies a bi-gram model, and so on), we generate an n-gram model to contain all unique occurrences of strings of size L for a given section. Therefore the n-gram map of our training data is represented by the set:
where each δ i is a unique n-gram and m is the total number of unique L-sized grams found in the data. Let θ be the total number of occurrences of each δ in the entire data set D.
We now have a set Θ where:
Where each θ i represents the number of occurrences of its corresponding δ i .
Once we have a map Θ we can calculate the probability ρ i for any given θ i . We calculate the unigram frequency by dividing the total occurrences of δ by the sum of all θ L=1 . To calculate a bigram probability of a given δ i occurring in any URL in D we take the quotient of two grams. Where the numerator is the given bi-gram and the denominator is the unigram which makes up the first half of that bi-gram. The general equation for any ρ i is given here
Given any δ L we calculate its probability by conditioning it with the δ L−1 sequence which is contained within it. For example, the probability of a string "ate" depends entirely on the probability of string "at". In other words we calculate the probability of "ate" occurring, given that we know "at" has already occurred.
We can now represent the probability of a single occurrence of any δ i with the set
We calculated our n-gram models using the benign portion of the data set only. The intuition is that if we model probabilities on only one class, the other class will have lower values for the feature, which will aid the classifier in its decision. This approach is similar to a one class classification problem.
By modeling on the benign portion of the data we capture two key insights. First, the set of benign URLs changes at slower rate than the set of malicious URLs. Second, malicious data will have very low values for these features, this increases the classifier's performance on out-of-sample data (see table  V ).
For each test we built the n-gram model dynamically based on the samples in the training data for that given test. This way the model contained no prior information on the testing data.
In order to assign real feature values, each URL was parsed into segments of size L. We then looked up each value of ρ L i and summed them all together. If a value was not found in P L , the lookup table, we simply added 0. After summing all ρ L i we divide by total number of δ present in the URL, this effectively normalizes the n-gram feature value by the length of the URL.
The n-gram features are not probabilistic representations of the URL. A probabilistic feature would have summed all log-probabilities of δ L i . We tested this approach, however we achieved higher results with the summation of the probabilities of δ. Our choice of probability addition yields the union of the probabilities for all δ i :
Where k is the number L-sized grams in the given URL. For example the bi-gram similarity value of "google.com" would be:
Summation, or what we will call similarity, resulted in higher classification accuracy (see Table VIII ).
Besides those based on the n-gram models, the rest of our feature set includes:
2) Length Features: We implemented a total of 10 length features. These features are the length of the: hostname, first-directory, URL, path, parameters, top-level domain, and second-level domain. We also calculated the longest-token in the hostname, path, parameter and URL.
3) Counting Features: count occurrences of a character. Some examples of character counts are the number of: delimiters,'-', '@', '?', '.', '=', '%', 'http', 'www', digits, numbers, letters, tokens, non-alpha numeric characters, and directories. We implemented a total of 29 count features. 4) Pattern Features: look for specific patterns within the URL and count occurrences of that pattern. Pattern counts were performed on all three subsections of the URL as well as the entire URL. Some examples are: case changes, most consecutive occurrences of a character, most frequent token, similarity to blacklist words, blacklist word count. Our list of blacklist words was drawn from Garera et al. [13] . We implemented a total of 15 pattern features.
5) Binary
Features: are the following: '.com' out of place, IP address for a hostname, extract the similarity to alexa-top-10 domains, and alexa top-10 domain out of place. We used the Damerau-Levenshtein algorithm to check the edit distance in order to detect phishing attacks that use domain squatting (e.g., gooogle.com). We checked distances from the top-10 alexa domains. Domain-out-of-place determines if a domain word from the Alexa top-ten list is not in its correct position. For example the URL "www.malicious.com/www.google.com" shows "google.com" (the number one Alexa site as of this writing), as out of place.
6) Ratio Features: calculate the ratios between different types of characters or tokens. Some examples are: vowel / consonant ratio, digit / letter ratio, average length of tokens for each subsection and the entire URL. There are a total of 12 ratio features.
We implemented a total of 87 features for our decision tree based system.
D. Data Sets
We drew our data from six sources. Phishing data was collected from Phishtank.com and OpenPhish.org. Both web sites contain block lists of phishing URLs. The Phishtank data is verified by human users. Malware data was drawn from two block lists: MalwareDomainlist.com and MalwareDomains.com. The malware lists provide only domain names. Therefore we configured a web crawler to extract links from web pages contained on the Malware domains. From this set, we removed any URLs which pointed to a domain outside the block list since malicious pages may contain links to trusted domains. Our training data contains a total of 68,031 malicious URLs.
To collect our benign data set, we configured our crawler to collect links from the Dmoz.org directory and the Alexa.com top 1000 domains. DMOZ is a manually managed directory of the entire Internet. DMOZ links are posted by approved human editors. Alexa.com ranks websites based on traffic. As with previous studies [5] , [14] , we assumed the most highly trafficked websites to be the most highly scrutinized, and therefore, safe. However, since pornographic sites tend to be sources of malware, and yet highly trafficked, we manually removed any site whose domain name suggested the presence of pornography. In total, our crawler obtained 122,550 benign URLs, a breakdown is shown in Table II . Finally, we cross-referenced the domains from the malicious and benign sets, if any domain was present in both sets, we removed them entirely from our training data. This became necessary since a highly trafficked Chinese website, which is ranked in the Alexa top 1000, had been reported as distributing malware on one of the block lists.
E. Classification Algorithms
In this study we chose to explore several classification methods. As our baseline we built a linear classifier using regularized logistic regression. Logistic regression is a parametric model for binary classification where examples are classified by their distance from a decision boundary. We implemented the L1 regularized logistic regression model from the LibLinear package as was done by Ma et al. [1] .
For the implementation of the classifier based on n-gram modeling we used the J48 algorithm (an implementation of the C4.5 decision tree). J48 is one of many classification algorithms available in the popular Weka machine learning suite [8] . We chose J48 due to its reputation of success in this domain [15] and after evaluating its performance in comparison to Bayesian Logistic Regression, Logistic Regression, Naive Bayes, and K-Nearest Neighbors classifiers. In order to evaluate performance of each algorithm, we compared their overall accuracy and receiver operating characteristic (ROC) curve.
A classifier's accuracy is not the only necessary metric to evaluate its performance. The ambiguity lies in the fact that classification accuracy will have equal misclassification costs: an accuracy of 99% tells nothing about the false positive and negative rates. In fact, in a real-world deployment of any classifier, it is often true that the error rate of one class of data comes at a higher cost than misclassifying other types of data. For the problem of malicious web page detection, a falsenegative is potentially much more harmful than a false-positive since it could result in an infected system. An ROC curve shows the false-positive and false-negative rates on the X and Y axes respectively. Therefore, the curve represents the predictive quality of the classifier independent of error costs (and class imbalance in the training data) [16] . In order to choose our classifier we examined the ROC AreaUnder-the-Curve value (AUC) and accuracy rate of each type of classifier. Table III shows J48 outperforming its counterparts in AUC of its ROC. Furthermore, it achieved the highest overall classification accuracy for the n-gram model.
F. J48
J48, a top-down single decision tree, is a recursive algorithm which seeks to best divide the data based on its attributes. It creates child nodes to split the data based on the highest value of either the information gain or gain ratio of the given attributes. The selection of splitting criterion is a free parameter choice.
Let T be the the set of choices of size S at a particular node. Then the information gain is defined as:
where inf o(T ) is the entropy function:
where n is the number of data classes, and C j is a particular class [17] .
Choosing information gain minimizes the entropy found in the children of the split. However, this tends to reward splits which contain large numbers of remaining samples. Information gain ratio, the default setting for J48, divides the information gain by the information provided by the children of the split [18] :
This process continues until J48 hits one of its base cases which are:
• All remaining samples belong to the same class
• Information gain ratio is zero for all features
• A class value is seen for the first time
If a feature does not provide the best split of the data at any of the nodes in the tree, it is never used. Both during and after the construction of the tree, J48 implements pruning features in order to avoid overfitting the training data.
G. Effectiveness Metrics for Features
As we implemented each feature we compared the effectiveness of the classifier to its previous iteration using the following effectiveness metrics: F1-score, accuracy, falsenegative rate (FNR), and false-positive rate (FPR). Accuracy was measured on the entire data set, whereas the F1-score, FNR, and FPR are defined from the point-of-view of the malicious data. Therefore, accuracy is simply the percentage URLs that are correctly classified, FPR rate is the percentage of benign URLs classified as malicious, and FNR rate is the percentage of malicious URLs classified as benign.
III. RESULTS
We implemented a bag-of-words model with L1 logistic regression (LR) in order to have a base-line comparison with previous work. The overall classification results were quite similar as seen in Table IV . However additional tests (see Table  V) show that the J48 model outperforms LR-based model when testing on out-of-sample data. Table IV shows the results of both models tested with 10-fold cross validation using a 1:1 ratio of benign to malicious URLs on the entire training data. FPR and FNR are the malicious false positive and false negative rates respectively. Both classifiers take less than one millisecond to classify a URL. All tests were run on a computer with a 1.8 GHz Intel i5 processor and 8GB of memory. By training on one source of data and testing against another, we simulate testing the classifier's performance on out-of-sample data. J48 performs with higher accuracy in the majority of cases. The Logistic Regression system has a lower TPR for a majority of the tests. Overall these tests show that the n-gram model with J48 generalizes to new data with higher accuracy than bag-of-words with Logistic Regression.
Table VI shows the confusion matrix for the J48 model with 10-fold cross validation on the entire data set. Each row represents the instances of an actual class, each column represents the instances of the predicted class by J48. A. Feature Effectiveness Table VII shows the top 25 features ranked by information gain ratio. These scores are calculated for the entire training data, which is the same calculation that J48 makes at the root of the tree. Even though some features may provide little information at the top of the tree, J48 re-calculates the information gain ratio before the creation of each node. Thus some of the lower ranked features provide more information lower in the tree. In order to quantify the effectiveness of each feature type, we trained and tested the classifier with each feature group separately: count, length, binary, ratio, n-gram, and pattern. The results are shown in Figure 2 . The n-gram group has the highest accuracy of 98.23% which correlates with Table VII.
1) N-Gram Similarity Features:
Our first attempt at utilizing the n-gram model was to sum the log-probabilities of the n-grams. However, the accuracy was increased when these features were calculated using the summation of the probabilities themselves. We call this feature the similarity value of a URL. In summary: rather than calculating the probability that a given URL belongs to the benign set, this feature represents the similarity of the test URLs to the URLs in the benign set. Table VIII shows the results of the J48 trained with the n-gram model using both the similarity and a probability approach. When calculating the probability value we used log probabilities to avoid underflow. 
B. Tuning
It is possible to tune the classifier to reduce the number of false positives or false negatives. This is done by adjusting the ratio of benign to malicious samples in the training data. An example application of tuning would be the integration of the classifier with a firewall. An administrator might want to tune the classifier to keep false positives low to reduce complaints about blocked sites. Otherwise, if it is desired to keep false negatives low, to reduce the spam and viruses in the network, this could be done as well. Table IX shows the results when tuning the J48 classifier. As the number of malicious samples is increased the false negative rate is decreased. 
C. Dataset Validation
Since many of our URLs come from the same domains, there are duplicate portions contained in multiple URLs. If there are several URLs in the training set that contain identical tokens to URLs in the testing set, this could overweight certain features within the classifier. In order to test against this, we created a data set where all domains were unique. This increased the variation between data samples. The results of this test are shown in Table  X . It is notable that the two models differ significantly in their FPR and FNR rates. This could be a deciding factor on which method to implement. The lowered accuracy of both classifiers can be accounted for in the reduced training size (12,000 URLs). If a larger training set of unique domains was constructed (on the order of 120,000), the accuracy of both classifiers would improve.
IV. RELATED WORK
Historically, the most widely adopted method for identifying malicious web pages has been the construction of searchable blacklists such as the Google Safebrowsing API. However, blacklists can quickly become outdated as scammers tend to obtain and abandon domains rapidly. Blacklists have shown to be weak in the zero hour of a phishing campaign [19] since they can take hours or days to update. Blacklist features have also been shown to be less effective than URL lexical analysis [1] .
Training a classifier to detect phishing attacks has been subject to numerous studies. One approach has been to combine host-features with URL lexical analysis to form a static classifier [1] - [3] , [7] . Host-based feature sets include IP address, domain name, geo-location, and WHOIS properties.
Blum et al. [9] developed an online confidence weighted classification model with URL lexical features alone. This model differs from ours in that it uses a much larger binary bag-of-words approach that yields vectors of 369,585 features. This work was largely based on Ma et al. [20] with the major difference being the absence of host based features.
Le, Markopoulou, and Faloutsos [6] studied the effectiveness of using only lexical features vs. combining them with additional features. They also researched the difference between batch classifiers and online learning classifiers in this problem space.
Canali et al. [2] , created Prophiler, a static classifier which acts as a filter for a dynamic classifier. Prophiler is designed to filter the majority of benign pages while maintaining its priority of low false-negatives. This method reduces the computational load on a subsequent honey-client.
Xu et al. [4] implemented a cross-layer approach wherein corresponding network layer data was utilized for feature extraction. Their goal was to add network data to extend the accuracy of a static analysis. They obtain speeds of 4.9 seconds for feature extraction and classification of previously unseen URLs.
Thomas et al. [7] , developed Monarch, a real-time URL classification system which classifies web pages using features from host information, the URL, javascript events, HTTP header information, plugin-usage, redirects, HTML tags, DNS information, geo-location information, routing data, page links, and pop-up windows. Their vectors contain 50 million distinct features. This system was designed to classify 15 million URLs a day. Monarch achieves an overall classifcation accuracy of 91% and takes 5.54 seconds to classify a single URL on average.
With the exception of Thomas et al [7] and Le, Markopoulou, and Faloutotsos [6] , all of the previous work focuses on either classifying malware or phishing, but not both. No previous work has focused on a system for a lightweight real-time application and none have attempted a language model other than bag-of-words.
V. EVASION
A fundamental flaw in the study of malicious website classification is that attackers have access to most of the same data that researchers use to train detection systems [15] . Therefore, attackers can design their attacks to evade detection. A purely lexical approach relies on common characteristics of malicious URLs in order to differentiate them from benign URLs. If an attacker were to manipulate their URLs to avoid the features that detection algorithms use to detect maliciousness, it would be possible to evade detection. However, there could be a cost associated with changing these features depending on the intended use of a particular URL.
A. Evading detection with phishing URLs
URLs used for phishing attacks are designed to lure a human user into believing that a link is legitimate. For example, familiar brand names such as "google" or "facebook" are commonly distributed throughout a phishing URL. Therefore, in order to detect these URLs it is useful to look for an overuse of tokens that would normally be associated with legitimate websites. Another strategy is to determine whether these seemingly legitimate tokens are out of place (e.g., facebook.com should be classified as legitimate, whereas facebook.xyz.com should be classified as malicious). In order to evade this particular feature, attackers would need to remove the brand name tokens. However, the removal of these tokens would reduce the likelihood of fooling the user. Thus by attempting to avoid detection through this route the attackers would also be lowering the effectiveness of their attack.
B. Evading detection with malware URLs
Unlike phishing URLs, Malware URLs are not always designed to deceive. These URLs are often landed on after redirection from other domains. Therefore, the lexicon of malware URLs is less intrinsic to the attack itself. At the present time, our charactization of malware URLs seems to suggest that attackers put very little thought into the tokens seen in URLs leading to malware. However it is clear that malware URLs do not currently look like regular URLs, as long as this remains true, the n-gram Model will detect all things that are not benign.
C. Strength of n-gram Modeling
Many of the features in our system are based on n-gram models of the most common benign URLs. This allows the system to assign a similarity value to the likelihood that a URL is benign based on the number of legitimate tokens that are present. In order to evade detection, the characteristics of Malicious URLs will continue to change. However, since the characteristics of malicious URLs, will always differ from benign URLs by some degree of similarity, given regular retraining, the n-gram models will be able to detect URLs that are dissimilar from benign URLs.
VI. CONCLUSION AND FUTURE WORK
In this paper we have presented a novel, lightweight approach for classifying malicious URLs. Once built, the classifier can process and classify a URL with an average speed of 0.627 milliseconds and an accuracy of 99.1%. Unlike previous work, this level of accuracy is achieved without timeconsuming lookups and is capable of detecting two different types of malicious URLs. This is important as we envision our classifier being integrated with an existing real-time security system such as a firewall, browser extension or as a pre-filter to a comprehensive detection scheme.
Though the our classifier performs at a high level in its niche, it is not without its share of limitations. URL shortening services are becoming increasingly popular both with attackers and the general public. When a user clicks on a shortened URL, it redirects to the full length URL of the page. Our system is designed to measure the features of a full length URL only. Currently, our system rejects shortened URLs. We would ideally add a component to our system that would follow the shortened URL, pull the full-length version and pass it to the classification system.
In the future we would add a component to the system that specifically targets domain names that were created by Digitally Generated Algorithms (DGA) since a DGA domain name suggests the presence of malicious activity.
The characteristics of malicious web pages and URLs will continue to evolve. As with any security system, ours will need to keep up with the latest trends. We will need to implement a component of the system that would regularly retrain the classifier with the latest benign data. Though the set of highly trafficked benign websites does not change very quickly, regular retraining will be necessary.
