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ABSTRACT
The fact that clustering is perhaps the most used technique for exploratory data analysis is
only a semaphore that underlines its fundamental importance. The general problem state-
ment that broadly describes clustering as the identification and classification of patterns
into coherent groups also implicitly indicates it’s utility in other tasks such as supervised
learning. In the past decade and a half there have been two developments that have altered
the landscape of research in clustering: One is improved results by the increased use of graph
theoretic techniques such as spectral clustering and the other is the study of clustering with
respect to its relevance in semi-supervised learning i.e. using unlabeled data for improving
prediction accuracies. In this work an attempt is made to make contributions to both these
aspects. Thus our contributions are two-fold: First, we identify some general issues with
the spectral clustering framework and while working towards a solution, we introduce a new
algorithm which we call “Regularity Clustering” which makes an attempt to harness the
power of the Szemere´di Regularity Lemma, a remarkable result from extremal graph theory
for the task of clustering. Secondly, we investigate some practical and useful strategies for
using clustering unlabeled data in boosting prediction accuracy. For all of these contribu-
tions we evaluate our methods against existing ones and also apply these ideas in a number
of settings.
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1Introduction
This thesis makes an attempt to make two humble contributions to the area of clustering
in general. Before getting into the specifics of the work we find it appropriate to mention
the rise of graph theoretic ideas in machine learning and related disciplines.
In the past decade and a half, two important developments in research in unsupervised
learning especially clustering have significantly altered research in the same. One is the
increased use of graph theoretic methods for clustering itself leading to improved perfor-
mance [34], [88], [79], [3], [19], [60], [78], [71] and the second is semi-supervised learning
[104] where the main goal is to understand how completely unlabeled data (many times
by clustering) can help improve prediction accuracies in supervised settings. Incidentally
many of such techniques are also graph-theoretic. There are important reasons for both
these developments that we briefly touch upon in this section.
The extensive use of representations based on graphs seems obvious in machine learning
and pattern recognition due to their power and flexibility. While such use has been prevalent
for a while, there has been renewed interest in the same recently. Unsurprisingly this
renewed interest is in sync with the proverbial information explosion and the need to develop
better algorithms to understand the massive amounts of data being generated in various
settings. The necessity for this need can be summarized in a pithy observation by the noted
physicist Freeman J. Dyson of the Institute for Advanced Study.
“The year 2000 was essentially the point at which it became cheaper to collect
information than to understand it.” [38].
This fresh interest can be understood by the fact that abstracting problems into graph
theoretic terms allows them to be crystallized in settings with very strong theoretical un-
2derpinnings. These strong foundations allows the use of many graph algorithms making
manipulation easier and precise thus facilitating better understanding. The areas of Graph-
ical Models [66] and Deep Learning [13] are examples of this phenomenon within machine
learning. There are numerous examples outside (but related to) machine learning too, some
striking examples include a significant leap in understanding social and biological networks
by using and building upon the arsenal of ideas from the theory of random graphs [7], a
rapid evolution of web-search algorithms based on link analysis such as PageRank [24] (and
its precursor the HITS algorithm due to Kleinberg [62]) which borrow from spectral graph
theory.
One of the two central points of this thesis, Spectral Clustering (the other being the
Szemere´di Regularity Lemma) is also a good example of the above in Machine Learning.
Spectral clustering is based on ideas from spectral graph theory[22] and has generated a lot
of interest in recent years, significantly improving the state of art in clustering in atleast
some sense of thw word and also raising new and interesting questions about the very nature
of un-supervised and semi-supervised learning.
0.1 Contributions and Overview
Despite various advantages of spectral clustering, one major problem is that for large
datasets it is very computationally intensive. In the form of spectral clustering that is
originally stated there are two main bottlenecks: First, the finding of the affinity matrix
(O(n2d), where d is the dimensionality of the data) of the pairwise distances between data-
points, and second, once we have the affinity matrix (and the Laplacian) the finding of the
eigendecomposition, which is O(n3). Understandably this has received a lot of attention
recently. Many ways have been suggested to solve these problems. One approach is not
to use an all-connected graph but a k-nearest neighbour graph in which each data-point
is typically connected to log n neighbouring data-points(where n is the number of data-
points). This considerably speeds up the process of finding the affinity matrix, however it
has a drawback that by taking nearest neighbors we might miss something interesting in
the global structure of the data. A method to remedy this is the Nystro¨m method which
3takes a random sample (1-3 %) of the entire dataset (thus preserving the global structure
in a sense) and then involves doing spectral clustering on this much smaller sample. The
results are then extended to all other points in the data set [46], [8].
One contribution of our work is that we propose a method to substantially ease the
second bottleneck (i.e once the affinity matrix is given). For doing so, we introduce an
approach that is quite different from existing approaches to this problem. This approach
can be considered to be a new clustering algorithm that we call Regularity Clustering. It
harnesses the power of an extremely useful tool from extremal graph theory - The Regularity
Lemma of Sze´meredi [92] which roughly states that any graph could be partitioned into
a bounded number of pseudo-random graphs. We use this decomposition to construct a
reduced representation of the original dataset and then work with this to cluster the dataset.
While clustering is an extremely useful tool for exploratory data analysis, it’s role in
semi-supervised settings has received a lot of interest recently [104],[12]. We too are ex-
plicitly interested in investigating how useful clustering of unlabelled data is in boosting
prediction accuracy and propose a simple strategy that could make use of any advantage of
the same. This interest is motivated by the following:
The statement of the supervised learning problem in machine learning could be roughly
stated as: Given a training set consisting of ordered pairs of feature vectors and their
associated labels (which might be discrete or continuous), the task of a learning algorithm is
to learn a functional map from the feature space to label space. A learning algorithm is said
to be more powerful if it is able to learn mappings such that it can generalize well and make
correct predictions on test data-points on which it was not trained. Since the functional
map under consideration might be highly non-linear, learning algorithms that output only
a single mapping (frequently referred to as the hypothesis) might suffer from statistical,
computational and representation issues that restrict them from learning good mappings.
One way of solving this problem is to transform the feature space into a more suitable
and “richer” representation such that learning using this new representation gives much
better functional maps as compared to the original representation. This is the motivation
behind deep learning methods which have caused a new wave of excitement in the machine
learning community since 2006 [13]. Another way of solving this problem atleast partly, is
4by using ensemble learning methods [35],[36],[14]. The basic idea behind ensemble methods
is that they involve running a “base learning algorithm” multiple times, each time with
some change in the representation of the input (e.g. only considering a subset of features
in each run) so that a number of diverse predictions (or maps) could be obtained. This
diversity in prediction is then exploited to get better predictions. Thus ensemble methods
approach the said problem by both trying to learn multiple functional maps and also by
learning a more distributed and hence “richer” representation of the input space at the same
time. In this work we also propose to use clustering for the task of bootstrapping and some
work has shown that this strategy in spite of it’s simplicity is quite powerful. This idea is
quite unlike other bagging methods which use a random subset to bootstrap. Thus, it has
the potential advantage that the subsets used to bootstrap could be more interpretable and
actionable.
To talk about these contributions, the document is organized as follows: Part One I
is on preliminaries and has one chapter (Chapter 1) that reviews some basics on Spectral
Clustering. Part Two II talks about the Regularity Clustering method and is divided into
three chapters: Chapter 2 covers the motivation to Regularity Clustering while Chapter 3
discusses the Regularity Lemma of Szemere´di, both the original statement and constructive
versions by Alon et al. and Frieze and Kannan. Chapter 4 discusses the actual algorithm
that we introduce and discusses modifications to a constructive version of the Regularity
Lemma. Part III talks of Clustering for Prediction and is divided into four chapters. Out
of the four, Chapter 5 talks of a bagging strategy for using clustering for prediction and
reports results on a number of benchmark datasets for the same. The other chapters in this
part are applications of this strategy with the last one being an extension to Co-Clustering.
Part IV reviews some contributions and talks about some future directions of work.
5Part I
Preliminaries
6Chapter 1
Preliminaries
The central goal of this chapter is to review the basic notion of clustering, the back bone of
this thesis. In particular, we review a popular spectral clustering algorithm and a variant
that makes it more useful in practice.
1.1 Clustering
The way humans interact with the world and form intuitions about it involves the idea of
clustering in a big way. For instance, how we view different people and objects and place
them in rough groups involves some kind of clustering. Indeed, it has been remarked that
a mathematical precise notion of clustering of sensory data could help approximate solving
problems as done by the brains in some sense [91]. The goal of clustering - that is to group
data in a meaningful and coherent way such that objects that are more similar to each
other are placed in the same cluster, is perhaps one of the most compelling and intuitive.
Yet, clustering is one of the most ill defined machine learning tasks considering how widely
used it is. This ill defined nature coupled with its wide applicability make it an area of
fruitful investigation both in terms of new ideas and algorithms and work in clustering
theory. Clustering is now perhaps the most widely used tool for exploratory data analysis
and knowledge discovery by means of cluster analysis. Applications involve areas such
as general Artificial Intelligence, Business Intelligence, Customer Analytics, Recommender
Systems, Medicine, Bioinformatics and Genomics etc. Clustering is critical to data mining
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because of its ability to summarize the data into a more manageable form, performing a
kind of lossy compression on the data.
There are various approaches to clustering, each of which have their unique character-
istics. Clustering algorithms can be top-down or bottom-up. In top-down approaches, the
entire dataset is considered to be one cluster and then the other clusters are formed by
recursive partitioning. On the other hand, the bottom-up approaches involve considering
each data point to be one cluster and then merging them successively to get fewer clus-
ters. On the basis of cluster membership, clustering could be classified as hard or fuzzy.
Hard clustering induces a flat partitioning into non-overlapping groups while fuzzy cluster-
ing gives a probability for cluster membership for each point. Out of the various modern
clustering algorithms, Spectral Clustering has become one of the most popular. In the next
section we review some of the background and basics on Spectral Clustering.
1.2 Spectral Clustering
The spectral clustering “gold-rush” in the Machine Learning community started with the
works of Shi and Malik [88], Meila and Shi[73], Ng, Jordan and Weiss [78] around 2000-01,
eventhough work in Spectral Clustering is much older. It was first suggested by Donath
[37] that graph partitions based on the eigenvectors of the adjacency matrix were feasible.
In the same year Fiedler [43] suggested using the second eigenvalue for a bipartition of a
graph. Since then, there has been a steady stream of work that used spectral clustering in
different guises before it was picked up by the machine learning community at large.
Spectral Clustering is a graph theoretic technique for metric modification such that it
gives a much more global notion of similarity between data points as compared to other
clustering methods such as k-means. It thus represents data in such a way that it is easier
to find meaningful clusters on this new representation. It is especially useful in complex
datasets where traditional clustering methods would fail to find groupings.
To understand the weakness of methods such as k-means, a useful way of looking at
clustering is the following: Consider a set of K distributions, D = {D1, D2 . . . DK} such
that each of these distributions has an associated weight, the collection of which is given by
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{w1, w2 . . . wK} such that
∑
i
wi = 1. Suppose a dataset is generated by sampling these K
distributions, such that a point in this dataset might be picked from distribution Di with
probability wi. Under the partitional paradigm, the objective of clustering methods is to
identify these K distributions given a dataset. Methods such as k-means and Expectation
Maximization (EM) are based on estimating explicit models of the data. While k-means
finds the clusters by assuming that the set of distributions D that generated the data was
a set of spherical Gaussians, EM algorithms in general learn a mixture of Gaussians with
arbitrary shapes. More formally, k-means finds the clusters by minimizing the distortion
function:
J(c, µ) =
m∑
i=1
‖x(i) − µc(i)‖2
Where µc is the cluster centroid to which a point x has been assigned. In spite of the great
popularity of the k-means algorithm very few theoretical guarantees on its performance are
known. In practice however, k-means performs well on data that at least approximately
follows its assumption of being generated by a mixture of well-separated spherical Gaussians
[20]. This, coupled with its simplicity makes it a handy tool for a data-miner. However,
k-means performs poorly when these assumptions of data generation are not met, which is
usually the case in real world datasets. Figure 1.1 shows the results of using k-means on
two synthetic datasets. k-means is unable to identify clusters when the data is distributed
in concentric groups (left figure in Figure 1.1), while it clearly finds the clusters in well
separated and tight spherical Gaussians (right). The clusters identified are indicated by
different colors. Both sets have 600 points. Spectral Clustering makes no such assumptions
for data generation. It instead finds groupings by analyzing the top eigenvectors of the
affinity matrix and hence usually returns better results.
Note that the broad idea of clustering is essentially to group points that are similar in
one cluster and points that are dissimilar into different clusters. The notion of similarity
that is employed in k-means is the Euclidean distance between data points and the cluster
centroids to which they are assigned to (which get updated in each iteration). In a sense,
the idea of similarity used in k-means restricts what could be known about the geometry
of the data. In k-means we work with the data directly, in spectral clustering however, we
work with a representation of the data that gives a more global (and hence better) encoding
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Figure 1.1: Results of using k-means on two synthetic datasets.
of the similarities between points. This similarity in spectral clustering is represented in the
form of a graph called the similarity graph, represented by G = (V,E) where V is the set of
vertices and E is the set of edges. The idea is that points in the dataset can be represented
by a graph with each data point as a vertex of the graph G and the edges connecting them
encoding a notion of similarity wij > 0 between them. Two points are connected in the
graph if the similarity or weight between them is either non-zero or above some threshold.
The clustering problem can then be re-stated using information from the similarity graph
as: We want to find partitions of this graph such that weights between points in the same
group are high and those between points in different groups are low. Before talking how we
cluster using this representation, we introduce some notation and discuss how the graph is
used to represent the dataset.
Given the similarity graph G of n data points {x1, x2 . . . xn}, there are essentially two
things about it that tell us something about the global structure of the data:
1. The degree of a vertex (a data-point in our case): The degree of a vertex tells us the
sum of weights of all the edges that originate from a vertex i to all other vertices j. It
is given by:
di =
n∑
j=1
wij
This definition is somewhat non-standard but more general. The standard definition
for degree of a vertex is only defined for wij = {0, 1}, and thus is only the count of
vertices a given vertices is connected to. Given this definition, the degree matrix of
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the similarity graph is the diagonal matrix D with the degrees di on the diagonal.
D =

d1
d2
. . .
dn

Intuitively the degree matrix of a graph tells us how many points each point is con-
nected to (we could connect all points, or choose to connect k-nearest neighbors of
each point) and by how much (hence the summation of the weights).
2. The weighted similarity matrix or the affinity matrix of the similarity graph, W on
the other hand is a representation of similarity between all the points. Each element
in the affinity matrix is given by wi.j , which is the weight or edge between two points
i and j. A common way of representing the weight is:
wij = exp
(
−
∥∥∥∥xi − xj
∥∥∥∥2
2σ2
)
Notice that wi,j is simply the exponentiated Euclidean distance between two points
(points in Rn ) scaled by a parameter called the scaling or weighing parameter σ .
This parameter is to be tuned and varying it changes the weight between points. A
point to note is that if all the points are connected then all wi,j such that i 6= j will
be non-zero values. If points are connected to only their k-nearest neighbors and not
every other point, then most of the matrix W will be populated with zeroes.
The matrices W and D tell us something about the global structure of the data, but we
dont work with them directly. We instead work with the graph Laplacian matrix given by
L = D −W
The above is the un-normalized version of the Laplacian. There are two normalized versions
that are represented as:
Lsym = D
−1/2WD−1/2
and
Lrw = D
−1W
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The first is called the symmetric Laplacian while the second is called the random-walk
Laplacian. The Laplacian in a way combines both the degree and the affinity matrix and
also has some mathematically interesting properties (such as being positive semi-definite)
that make it easier to work with [75]. Since the Laplacian is a representation of the similarity
between the data-points, we can now work with it to find groups in the data. Given the
above background, clusters in a dataset can be found by the following method[78]:
A Spectral Clustering Algorithm due to Ng, Jordan, Weiss [78]:
1. For the dataset having n data points, construct the similarity graph G. The similarity
graph can be constructed in two ways: by connecting each data point to the other
n− 1 data points or by connecting each data point to its k-nearest neighbors. A rough
estimate of a good value of the number of nearest neighbors is log(n). The similarity
between the points is given by wij = exp
(
−
∥∥∥∥xi − xj
∥∥∥∥2
2σ2
)
. This will give the matrix W .
2. Given the similarity graph, construct the degree matrix D.
3. Using D and W find Lsym.
4. Let K be the number of clusters to be found. Compute the first K eigenvectors of
Lsym. Sort the eigenvectors according to their eigenvalues.
5. If u1, u2...uK are the top eigenvectors of Lsym, then construct a matrix U such that
U = {u1, u2 . . . uK}. Normalize rows of matrix U to be of unit length.
6. Treat the rows in the normalized matrix U as points in a K dimensional space and
use k-means to cluster these.
7. If c1, c2 . . . cK are the K clusters, Then assign a point in the original dataset si to
cluster cK if and only if the i
th row of the normalized U is assigned to cluster cK .
It is noteworthy that we dont cluster the original dataset directly. We first transform it
to find its top K eigenvectors. These being the most important eigenvectors of L, encode
the maximum information about it. At the same time, this reduces the dimensionality
which without throwing away much information which makes the task of clustering much
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Figure 1.2: Results of using Spectral Clustering on a synthetic dataset.
easier. To illustrate the power given by this change of representation, we demonstrate it
on a toy dataset (Figure 1.2). A detailed tutorial that explains various spectral clustering
algorithms and some point of views on why it works is by Luxburg[71].
1.2.1 Self-Tuning Spectral Clustering
One major issue with the Spectral Clustering algorithms suggested before 2005 was that
they were usually not suitable for handling multi-scale data. The associated parameter that
handled scaling had to be learned by cross-validation. This parameter is the parameter σ
in the equation below:
wij = exp
(
−
∥∥∥∥xi − xj
∥∥∥∥2
2σ2
)
Many times, for cluster analysis true cluster labels are not known which restricted the
utility of spectral clustering algorithms. An important development was the suggestion
of using Local Scaling for the selection of an appropriate σ by Zelnik-Manor and Perona
[102]. Choosing σ by cross-validation had many issues - Data which had clusters at various
scales would usually have a different σ associated and hence using the same for the entire
dataset would result in bad results overall. At the same time, since σ had to be learned
by cross-validation, other than the increased time and computational resources needed for
the same, the initial guess for searching it had to be done manually. [102] suggested using
local scaling in the following way to over come this problem: Instead of selecting a single
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scaling parameter for the entire dataset they proposed calculating a scaling parameter σi
for each data point xi What this would imply that for the a distance between two points
could be represented asymmetrically. The distance to point xj from point xi would be given
as
d(xi,xj)
σi
and the distance to point xi from xj would be given by
d(xj ,xi)
σj
. The squared
distance could then be appropriately written as:
d2(xi, xj)
σiσj
. Thus the affinity between two points could be written as
wij = exp
(
−d2(xi,xj)
σiσj
)
The good thing about this formulation is that each σ could be calculated based on the
local statistics of each point, completely eliminating the need of finding the same by cross
validation. Thus, the algorithm due to Ng., Jordan, and Weiss could be modified with this
change in calculating the affinity matrix. Experimental results using Self-Tuning generally
returns better results.
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Part II
Regularity Clustering
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Chapter 2
Motivation to Regularity
Clustering
2.1 Introduction
The Regularity lemma of Szemere´di [92] has proved to be a very useful tool in graph theory.
It was initially developed as an auxiliary lemma to prove a long standing conjecture of
Erdo˝s and Tura´n on arithmetic progressions [39] , which stated that sequences of integers
with positive upper density must contain arbitrarily long arithmetic progressions. Now
the Regularity Lemma by itself has become an important tool and found numerous other
applications (see [69]). Based on the Regularity Lemma and the Blow-up Lemma [67], [68]
the Regularity method has been developed that has been quite successful in a number of
applications in graph theory (e.g. [56], [57]).
However, one major disadvantage of these applications and the Regularity Lemma is
that they are mainly theoretical, they work only for astronomically large graphs as the
Regularity Lemma can be applied only for such large graphs. Indeed, to find the ε-regular
partition in the Regularity Lemma, the number of vertices must be a tower of 2’s with
height proportional to ε−5. Furthermore, Gowers demonstrated [52] that a tower bound is
necessary.
The basic content of the Regularity Lemma could be described by saying that every
graph can, in some sense, be partitioned into random graphs. Since random graphs of
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a given edge density are much easier to treat than all graphs of the same edge-density,
the Regularity Lemma helps us to carry over results that are trivial for random graphs
to the class of all graphs with a given number of edges. We are especially interested in
harnessing the power of the Regularity Lemma for clustering data. Graph partitioning
methods for clustering and segmentation have become quite popular in the past decade
because of the ease of representations and interactions with graphs and the theoretical
underpinnings for clustering provided by spectral graph theory. The Regularity Lemma is a
result that comes with important theoretical implications and thus importing it into machine
learning for clustering could potentially have many advantages. An earlier attempt to apply
the Regularity Lemma in real-world applications can be found in [90], but the authors do
not provide too many details.
In this part we propose a general methodology to make the Regularity Lemma more
useful in practice. To make it truly applicable, instead of constructing a provably regular
partition we construct an approximately regular partition. This partition behaves just like
a regular partition (especially for graphs appearing in practice) and yet it does not require
the large number of vertices as mandated by the original Regularity Lemma. We will
call this Practical Regularity Lemma. Then this approximately regular partition is used
for performing clustering and image segmentation. We call the resulting new clustering
technique Regularity clustering. We present comparisons with standard pairwise clustering
methods such as k-means and spectral clustering and the results are very encouraging
To present our results, this part is organized as follows. In Section 2.2 we discuss
clustering in general and also present a popular spectral clustering algorithm that is used
later in the reduced graph. We also point out what are the possible ways to improve its
running time. In Section 3.1 we give some definitions and general notation. In Chapter 3 we
present the Regularity Lemma, first the original form (which was non-constructive) and two
well known constructive versions that were proved much later. Furthermore, in this section
we point out the various problems arising when we attempt to apply the lemma in real-
world applications and a general outline of how the Regularity Lemma is used in establishing
theoretical results. In Section 4.1 we discuss how the constructive Regularity Lemma could
be modified to make it truly applicable for real-world problems where the graphs typically
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are much smaller, say have a few thousand vertices only. In Section 4.2 we show how this
Practical Regularity Lemma can be applied to develop a new clustering technique called
Regularity clustering. In Section 4.3, we present an extensive empirical validation of our
method and also present comparisons with methods such as spectral clustering. Section 4.4
is spent in discussing the various possible future directions of work.
2.2 Clustering
It is fair to say that at least some part of our understanding of the world is by a semi-
supervised learning process that involves some sort of clustering. Not surprisingly it has
been often pointed out that a mathematically precise understanding of clustering could go
a long way in helping us solve problems at least approximately as solved by the brain [91].
Clustering is perhaps the most used data mining tool for exploratory data analysis. It’s
uses are primarily in finding meaningful groups, for feature extraction and summarizing and
using it for making data-driven inferences. An useful view of clustering is the following:
Given a space X, clustering could be thought of as a partitioning of this space into K parts
i.e. f : X 7−→ {1, . . . ,K}. Usually this partitioning is obtained by optimizing some internal
criteria such as the inter-cluster distances, etc.
Out of the various modern clustering techniques, spectral clustering has become one of
the most popular. This has happened due to not only its superior performance over the
traditional clustering techniques, but also due to the strong theoretical underpinnings in
spectral graph theory and its ease of implementation. It has many advantages over the
more traditional clustering methods such as k-means and expectation maximization (EM).
The most important is its ability to handle datasets that have arbitrary shaped clusters.
Methods such as k-means and EM are based on estimating explicit models of the data.
Such methods fail spectacularly when the data is organized in very irregular and complex
clusters. Spectral clustering on the other hand does not work by estimating explicit models
of the data. It analyzes the spectrum of the graph Laplacian obtained from the pairwise
similarities of the data points (similarity matrix). This is useful as the top few eigenvectors
can unfold the data manifold to form meaningful clusters [104].
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In this work we employ spectral clustering on the reduced graph, even though any
other pairwise clustering method could be used. The algorithm that we employ is due to
Ng, Jordan and Weiss [78]. Despite various advantages of spectral clustering, one major
problem is that for large datasets it is very computationally intensive. And understandably
this has received a lot of attention recently. In the form of spectral clustering that is
originally stated there are two main bottlenecks: First, the finding of the affinity matrix
of the pairwise distances between datapoints, and second, once we have the affinity matrix
the finding of the eigendecomposition. Many ways have been suggested to solve these
problems. One approach is not to use an all-connected graph but a k-nearest neighbour
graph in which each data point is typically connected to log n neighboring datapoints(where
n is the number of data-points). This considerably speeds up the process of finding the
affinity matrix, however it has a drawback that by taking nearest neighbors we might miss
something interesting in the global structure of the data. A method to remedy this is the
Nystro¨m method which takes a random sample of the entire dataset (thus preserving the
global structure in a sense) and then doing spectral clustering on this much smaller sample.
The results are then extended to all other points in the data set [46], [8].
Our work is quite different from such methods. The speed-up is primarily in the second
stage where eigendecomposition is to be done. The original graph is represented by a reduced
graph which is much smaller and hence the resulting affinity matrix is much smaller reducing
the computational load. Further work on a practical variant of the sparse Regularity Lemma
could be useful in a speed-up in the first stage, too.
2.3 Prior Attempts to Use the Regularity Lemma for Prac-
tical Applications
Given the astronomical bounds associated with the Regularity Lemma and moreover since
Gowers established that they are necessary [52], the practical applications of the Regularity
Lemma have been non-existent. Indeed, many times some indirect applications are alluded
to. A recent exposition on the work of Endre Szemere´di by Gowers [53] gives an instance
of an indirect practical application that could be particularly useful. This is in relation to
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the Probably-Approximately-Correct or simply PAC formalism advanced by Leslie Valiant
[99], a very useful way of thinking about machine learning. However, no results concerning
the Regularity Lemma and it’s application to the PAC Learning formalism are known.
Another recent line of investigation that might eventually be relevant to Machine Learn-
ing is due to Csisza´r-Rejto¨-Tusna´dy [27]. In this work they investigate the utility of the
Regularity Lemma with respect to statistical inference on random structures and also give
an interpretation of the Regularity Lemma for the statistician.
In more practical applications a recent work by Nepusz et al. [76] involves prediction
of yet uncharted connections in the large scale network of the cerebral cortex. They give
an interesting way to solve this problem by a method that claims inspiration from the
Regularity Lemma. In another paper by Nepusz and Baszo´, the Regularity Lemma is again
used as an inspiration as in [76] for developing an algorithm for clustering of Directed
Graphs [77]. Pehkonen and Reittu [82] also use the Regular Partition promised by the
Regularity Lemma as an inspiration to develop a strategy to cluster peer-to-peer streaming
data. However, note that none of the above applications use the Regularity Lemma directly,
they only use the Regularity Lemma as an inspiration to come up with a similar working
methodology.
The only practical application of the Regularity Lemma to the best of our understanding
remains by Sperotto & Pelillo [90], where they use the Regularity Lemma as a pre-processing
step. They give some interesting ideas on how the Regularity Lemma might be used, however
they don’t give too many details on the same. In subsequent chapters we give an attempt
to harness the power of the Regularity Lemma for the practical task of clustering. We begin
with some background on the Regularity Lemma in the next chapter.
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Chapter 3
The Szemere´di Regularity Lemma
The Regularity Lemma is a cornerstone result in Extremal Graph theory with wide ranging
implications and applications. It’s fundamental nature can be understood by considering
that it has an important place in linking many area of mathematics, such as analysis and
combinatorics. The Regularity Lemma was originally advanced as a tool in the original
proof in 1975 by Endre Szemere´di of an old conjecture of Erdo˝s and Tura´n on Ramsey
Properties of arithmetic progressions [39].
The purpose of this chapter is to introduce the Regularity Lemma. It must be noted
that the statement of the Lemma as originally stated is an existential, non-constructive one.
If we have to work towards making the Regularity Lemma truly applicable to settings in
clustering, then we first need an algorithmic version and then make changes to that. Here
we review the original statement of the Regularity Lemma and it’s constructive versions.
However, before doing so, we introduce some definitions and notations.
3.1 Definitions and Notation
Let G = (V,E) denote a graph, where V is the set of vertices and E is the set of edges.
When A,B are disjoint subsets of V , the number of edges with one endpoint in A and the
other in B is denoted by e(A,B). When A and B are nonempty, we define the density of
edges between A and B as
d(A,B) =
e(A,B)
|A||B| .
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The most important concept is the following.
Definition 1. The bipartite graph G = (A,B,E) is ε-regular if for every X ⊂ A, Y ⊂ B
satisfying
|X| > ε|A|, |Y | > ε|B|
we have
|d(X,Y )− d(A,B)| < ε,
otherwise it is ε-irregular.
Roughly speaking this means that in an ε-regular bipartite graph the edge density
between any two relatively large subsets is about the same as the original edge density. In
effect this implies that all the edges are distributed almost uniformly.
Definition 2. A partition P of the vertex set V = V0 ∪ V1 ∪ . . .∪ Vk of a graph G = (V,E)
is called an equitable partition if all the classes Vi, 1 ≤ i ≤ k, have the same cardinality. V0
is called the exceptional class.
Thus note that the exceptional class V0 is there only for a technical reason, namely to
guarantee that the other classes have the same cardinality.
Definition 3. For an equitable partition P of the vertex set V = V0 ∪ V1 ∪ . . . ∪ Vk of
G = (V,E), we associate a measure called the index of P (or the potential) which is defined
by
ind(P ) =
1
k2
k∑
s=1
k∑
t=s+1
d(Cs, Ct)
2.
This will measure the progress towards an ε-regular partition.
Definition 4. An equitable partition P of the vertex set V = V0∪V1∪ . . .∪Vk of G = (V,E)
is called ε-regular if |V0| < ε|V | and all but εk2 of the pairs (Vi, Vj) are ε-regular where
1 ≤ i < j ≤ k.
With these definitions we are now in a position to state the Regularity Lemma.
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3.2 Original Statement
The Regularity Lemma essentially states that every large enough graph could be approxi-
mated by the union of a constant number of bipartite graph. A detailed exposition to some
statements and applications of the Regularity Lemma can be found here [69].
More specifically this lemma claims that every (dense) graph could be partitioned into
a bounded number of pseudo-random bipartite graphs and a few leftover edges. Since
random graphs of a given edge density are much easier to treat than all graphs of the same
edge-density, the Regularity Lemma helps us to translate results that are trivial for random
graphs to the class of all graphs with a given number of edges.
Theorem 1 (Szemere´di Regularity Lemma [92]). For every positive ε > 0 and posi-
tive integer t there is an integer T = T (ε, t) such that every graph with n > T vertices has
an ε-regular partition into k + 1 classes, where t ≤ k ≤ T .
3.3 Algorithmic Versions of the Regularity Lemma
The original proof of the regularity lemma [92] does not give a method to construct a regular
partition but only shows that one must exist. To apply the regularity lemma in practical
settings, we need a constructive version. Alon et al. [2] were the first to give an algorithmic
version. Since then a few other algorithmic versions have also been proposed [48], [64].
Below we present the details of the Alon et al. algorithm.
3.3.1 Alon-Duke-Lefmann-Ro¨dl-Yuster Version
Theorem 2 (Alon et al. Algorithmic Regularity Lemma [2]). For every ε > 0 and
every positive integer t there is an integer T = T (ε, t) such that every graph with n > T
vertices has an ε-regular partition into k+1 classes, where t ≤ k ≤ T . For every fixed ε > 0
and t ≥ 1 such a partition can be found in O(M(n)) sequential time, where M(n) is the
time for multiplying two n by n matrices with 0, 1 entries over the integers. The algorithm
can be parallelized and implemented in NC1.
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This result is somewhat surprising from a computational complexity point of view since
as it was proved in [2] the corresponding decision problem (checking whether a given parti-
tion is ε-regular) is co−NP -complete. Thus the search problem is easier than the decision
problem.
Theorem 3 [2]. The Following decision problem is co − NP -complete: Given a Graph G,
an integer k ≥ 1 and a parameter ε > 0, and a partition of the set of vertices of G in k+ 1
parts. Decide is the given partition is ε-regular.
To describe the algorithm underlined in Theorem 2 and how it is an algorithm in the
first place, we first introduce a couple of definitions:
Definition 5 (Average Degree).
If H is a bipartite graph with classes of equal size |A| = |B| = n. Then, the average
degree of H may be given as:
d =
1
2n
∑
i∈A∪B
deg(i)
Definition 6 (Neighborhood Deviation) [2]. Let y1 and y2 be two distinct vertices, such
that y1, y2 ∈ B. The neighborhood deviation of y1, y2 is defined as:
σ(y1, y2) = |N(y1) ∩N(y2)| − d
n2
Where N(.) gives the neighborhood of a vertex. For some subset Y ⊆ B, the deviation
of this set Y is defined as:
σ(Y ) =
∑
y1,y2∈Y σ(y1, y2)
|Y |2
Now given that 0 < ε < 116 and if Y ⊆ B and is sufficiently large i.e |Y | > εn and such
that σ(Y ) ≥ ε3n2 , then one the following conditions holds:
1. d < ε3n i.e. H is ε-irregular
2. There exists in B a set of atleast 18ε
4n. The degrees of this set deviate from d by at
least ε4n
3. There are subsets A′ ⊆ A,B′ ⊆ B, |A′| ≥ ε44 n, |B′| ≥ ε
4
4 n and |d(A′, B′)− d(A,B)| ≥
ε4.
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It is using these cases that the algorithm mentioned in Theorem 2 can be derived. To
describe the actual algorithm we need a couple of more Lemmas.
Lemma 1 (Alon et al. [2]). Let H be a bipartite graph with equally sized classes |A| =
|B| = n. Let 2n−1/4 < ε < 116 . There is an O(M(n)) algorithm that verifies that H
is ε-regular or finds two subset A′ ⊂ A, B′ ⊂ B, |A′| ≥ ε416n, |B′| ≥ ε
4
16n, such that
|d(A,B)− d(A′, B′)| ≥ ε4. The algorithm can be parallelized and implemented in NC1.
This lemma basically says that we can either verify that the pair is ε-regular or we
provide certificates that it is not. The certificates are the subsets A′, B′ and they help to
proceed to the next step in the algorithm. The next lemma describes the procedure to do
the refinement from these certificates.
Lemma 2 (Szemere´di [92]). Let G = (V,E) be a graph with n vertices. Let P be an
equitable partition of the vertex set V = V0 ∪ V1 ∪ . . . ∪ Vk. Let γ > 0 and let k be a
positive integer such that 4k > 600γ−5. If more than γk2 pairs (Vs, Vt), 1 ≤ s < t ≤ k,
are γ-irregular then there is an equitable partition Q of V into 1 + k4k classes, with the
cardinality of the exceptional class being at most
|V0|+ n
4k
and such that
ind(Q) > ind(P ) +
γ5
20
.
This lemma implies that whenever we have a partition that is not γ-regular, we can
refine it into a new partition which has a better index (or potential) than the previous
partition. The refinement procedure to do this is described below.
Refinement Algorithm: Given a γ-irregular equitable partition P of the vertex set
V = V0 ∪ V1 ∪ . . . ∪ Vk with γ = ε416 , construct a new partition Q.
For each pair (Vs, Vt), 1 ≤ s < t ≤ k, we apply Lemma 1 with A = Vs, B = Vt and ε. If
(Vs, Vt) is found to be ε-regular we do nothing. Otherwise, the certificates partition Vs and
Vt into two parts (namely the certificate and the complement). For a fixed s we do this for
all t 6= s. In Vs, these sets define the obvious equivalence relation with at most 2k−1 classes,
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namely two elements are equivalent if they lie in the same partition set for every t 6= s.
The equivalence classes will be called atoms. Set m = b |Vi|
4k
c, 1 ≤ i ≤ k. Then we choose a
collection Q of pairwise disjoint subsets of V such that every member of Q has cardinality
m and every atom A contains exactly b |A|m c members of Q. The collection Q is an equitable
partition of V into at most 1 + k4k classes and the cardinality of its exceptional class is at
most |V0|+ n4k .
Now we are ready to present the main algorithm.
Regular Partition Algorithm: Given a graph G and ε, construct a ε-regular parti-
tion.
1. Initial partition: Arbitrarily divide the vertices of G into an equitable partition P1
with classes V0, V1, . . . , Vb, where |V1| = bnb c and hence |V0| < b. Denote k1 = b.
2. Check regularity: For every pair (Vs, Vt) of Pi, verify if it is ε-regular or find
X ⊂ Vs, Y ⊂ Vt, |X| ≥ ε416 |Vs|, |Y | ≥ ε
4
16 |Vt|, such that |d(X,Y )− d(Vs, Vt)| ≥ ε4.
3. Count regular pairs: If there are at most εk2i pairs that are not verified as ε-regular,
then halt. Pi is an ε-regular partition.
4. Refinement: Otherwise apply the Refinement Algorithm and Lemma 2, where P =
Pi, k = ki, γ =
ε4
16 , and obtain a partition Q with 1 + ki4
k
i classes.
5. Iteration: Let ki+1 = ki4
k
i , Pi+1 = Q, i = i+ 1, and go to step 2.
Since the index cannot exceed 1/2, the algorithm must halt after at most d10γ−5e
iterations (see [2]). Unfortunately, in each iteration the number of classes increases to
k4k from k. This implies that the graph G must be indeed astronomically large (a tower
function) to ensure the completion of this procedure. As mentioned before, Gowers [52]
proved that indeed this tower function is necessary in order to guarantee an ε-regular
partition for all graphs. The size requirement of the algorithm above makes it impractical
for real world situations where the number of vertices typically is a few thousand.
In the next section we describe the constructive version of the Regularity Lemma due
to Frieze and Kannan [48].
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3.3.2 Frieze-Kannan Version
To describe this algorithm we need Lemma 2, the definitions in Section 3.1 and another
lemma that we state below.
Lemma 3 (Frieze-Kannan [48]) Let W be an R × C matrix with |R| = p and |C| = q
and
∥∥∥W∥∥∥∞ and let γ be a positive real.
a If there exists S ⊆ R, T ⊆ C such that |S| ≥ γp, |T | ≥ γq and |W (S, T )| ≥ γ|S||T |
then σ1(W ) ≥ γ3√pq. Where σ1 is the first singular value.
b If σ1(W ) ≥ γ√pq then there exist S ⊆ R, T ⊆ C such that |S| ≥ γ′p, |T | ≥ γ′q and
W (S, T ) ≥ γ′|S||T |, where γ′ = γ3108 . Also S, T can be constructed in Polynomial time
by the method of conditional expectation [83], [89]
Combining the Lemmas 2 and 3, we get an algorithm for finding an epsilon regular
partition, quite similar to the Alon et al. version [2], which we present below:
Regular Partition Algorithm (Frieze-Kannan): Given a graph G and ε, construct
a ε-regular partition.
1. Initial partition: Arbitrarily divide the vertices of G into an equitable partition P1
with classes V0, V1, . . . , Vb, where |V1| = bnb c and hence |V0| < b. Denote k1 = b.
2. Check regularity: For every pair (Vs, Vt) of Pi, compute σ1(Wr,s). If the pair
(Vr, Vs) are not ε-regular then by Lemma 3 we obtain a proof that they are not not
γ = ε9/108-regular.
3. Count regular pairs: If there are at most εk2i pairs that produce proofs of non
γ-regularity, then halt. Pi is an ε-regular partition.
4. Refinement: Otherwise apply the Refinement Algorithm and Lemma 2, where P =
Pi, k = ki, γ =
ε9
108 , and obtain a partition P
′ with 1 + ki4ki classes.
5. Iteration: Let ki+1 = ki4
k
i , Pi+1 = P
′, i = i+ 1, and go to step 2.
This algorithm is guaranteed to finish in at most ε−45 steps with an ε-regular partition.
In the next section we outline some basic ideas that are used to apply the Regularity
Lemma.
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3.4 Using the Regularity Lemma
In applications of the Regularity Lemma the concept of the reduced graph plays an important
role.
Definition 7 Given an ε-regular partition of a graph G = (V,E) as provided by Theorem
1, we define the reduced graph GR as follows. The vertices of GR are associated to the
classes in the partition and the edges are associated to the ε-regular pairs between classes
with density above d.
The most important property of the reduced graph is that many properties of G are
inherited by GR. Thus GR can be treated as a representation of the original graph G albeit
with a much smaller size, an “essence” of G. Then if we run any algorithm on GR instead
of G we get a significant speed-up.
An instance of using the Regularity Lemma via the concept of a reduced graph is
the so called Regularity Lemma-Blow-Up Lemma Method developed by Komlo´s-Sa´rko¨zy-
Szemere´di [67]. The rough outline of the method involves first applying the Regularity
Lemma to the graph and obtaining the reduced graph. Given that it has properties as
outlined above, knowing the density conditions in the reduced graph we can find nice objects
(these depend on the particular application and density condition, triangles, cliques, etc.)
in it by applying usually well-known or easy extremal graph theoretical results. The goal
is to reduce the embedding problem in the original graph to embedding into these regular
objects in the partitioning. For this purpose sometimes we have to do some technical steps,
such as connecting these objects (if for example we are looking for a Hamiltonian cycle) or
eliminating the various exceptional vertices, etc. For the last step of the method, for the
embedding into the regular objects, the Blow-up Lemma [67] is used.
However, the use of the reduced graph is mainly in establishing theoretical results. In
the next chapter we suggest some changes to the Regular Partition algorithm described in
the previous section so that it could be made more applicable to smaller graphs.
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Chapter 4
Regularity Clustering
4.1 Modifications to the Constructive Version
To make the regularity lemma applicable we first needed a constructive version that we
stated above. But we see that even the constructive version is not directly applicable to
real world scenarios. We note that the above algorithm has such restrictions because it’s aim
is to be applicable to all graphs. Thus, to make the regularity lemma truly applicable we
would have to give up our goal that the lemma should work for every graph and should be
content with the fact that it works for most graphs. To ensure that this happens, we modify
the Regular Partition Algorithm so that instead of constructing a regular partition, we find
an approximately regular partition. Such a partition should be much easier to construct.
We have the following 3 major modifications to the Regular Partition Algorithm.
Modification 1: We want to decrease the cardinality of atoms in each iteration. In
the above Refinement Algorithm the cardinality of the atoms may be 2k−1, where k is the
number of classes in the current partition. This is because the algorithm tries to find all
the possible ε-irregular pairs such that this information can then be embedded into the
subsequent refinement procedure. Hence potentially each class may be involved with up to
k − 1 ε-irregular pairs. One way to avoid this problem is to bound this number. To do
so, instead of using all the ε-irregular pairs, we only use some of them. Specifically, in this
paper, for each class we consider at most one ε-irregular pair that involves the given class.
By doing this we reduce the number of atoms to at most 2. We observe that in spite of the
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crude approximation, this seems to work well in practice.
Modification 2: We want to bound the rate by which the class size decreases in each
iteration. As we have at most 2 atoms for each class, we could significantly increase m used
in the Refinement Algorithm as m = |Vi|l , where a typical value of l could be 3 or 4, much
smaller than 4k. We call this user defined parameter l the refinement number.
Modification 3: Modification 2 might cause the size of the exceptional class to increase
too fast. Indeed, by using a smaller l, we risk putting 1l portion of all vertices into V0 after
each iteration. To overcome this drawback, we “recycle” most of V0, i.e. we move back
most of the vertices from V0. Here is the modified Refinement Algorithm.
Modified Refinement Algorithm: Given a γ-irregular equitable partition P of the
vertex set V = V0 ∪ V1 ∪ . . . ∪ Vk with γ = ε416 and refinement number l, construct a new
partition Q.
For each pair (Vs, Vt), 1 ≤ s < t ≤ k, we apply Lemma 1 with A = Vs, B = Vt and ε. For
a fixed s if (Vs, Vt) is found to be ε-regular for all t 6= s we do nothing, i.e. Vs is one atom.
Otherwise, we select one ε-irregular pair (Vs, Vt) randomly and the corresponding certificate
partitions Vs into two atoms. Set m = b |Vi|l c, 1 ≤ i ≤ k. Then we choose a collection
Q′ of pairwise disjoint subsets of V such that every member of Q′ has cardinality m and
every atom A contains exactly b |A|m c members of Q′. Then we unite the leftover vertices in
each Vs, we select one more subset of size m from these vertices and add these sets to Q
′
resulting in the partition Q. The collection Q is an equitable partition of V into at most
1 + lk classes.
Now we present our modified Regular Partition Algorithm. There are three main pa-
rameters to be selected by the user: ε, the refinement number l and h the minimum class
size when we must halt the refinement procedure. h is used to ensure that if the class size
has gone too small then the procedure should not continue.
Modified Regular Partition Algorithm (or the Practical Regularity Lemma):
Given a graph G and parameters ε, l, h, construct an approximately ε-regular partition.
1. Initial partition: Arbitrarily divide the vertices of G into an equitable partition P1
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with classes V0, V1, . . . , Vl, where |V1| = bnl c and hence |V0| < l. Denote k1 = l.
2. Check size and regularity: If |Vi| < h, 1 ≤ i ≤ k, then halt. Otherwise for every
pair (Vs, Vt) of Pi, verify if it is ε-regular or find X ⊂ Vs, Y ⊂ Vt, |X| ≥ ε416 |Vs|, |Y | ≥
ε4
16 |Vt|, such that |d(X,Y )− d(Vs, Vt)| ≥ ε4.
3. Count regular pairs: If there are at most εk2i pairs that are not verified as ε-regular,
then halt. Pi is an ε-regular partition.
4. Refinement: Otherwise apply the Modified Refinement Algorithm, where P = Pi, k =
ki, γ =
ε4
16 , and obtain a partition Q with 1 + lki classes.
5. Iteration: Let ki+1 = lki, Pi+1 = Q, i = i+ 1, and go to step 2.
4.2 A Two Phase Strategy for Clustering
To make the regularity lemma applicable in clustering settings, we adopt the following two
phase strategy (Figure 4.1):
1. Application of the Practical Regularity Lemma: In the first stage we apply the
practical regularity lemma as described in the previous section to obtain an approxi-
mately regular partition of the graph representing the data. Once such a partition has
been obtained, the reduced graph as described in Definition 7 could be constructed
from the partition.
2. Clustering the Reduced Graph: The reduced graph as constructed above would
preserve most of the properties of the original graph (see [69]). This implies that any
changes made in the reduced graph would also reflect in the original graph. Thus,
clustering the reduced graph would also yield a clustering of the original graph. We
apply spectral clustering (though any other pairwise clustering technique could be
used) on the reduced graph to get a partitioning and then project it back to the
higher dimension. Recall that vertices in the exceptional set V0, are leftovers from the
refinement process and must be assigned to the clusters obtained. Thus in the end
these leftover vertices are redistributed amongst the clusters using k-nearest neighbour
classifier to get the final grouping.
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Figure 4.1: A Two Phase Strategy for Clustering
4.3 Empirical Validation
In this section we present extensive experimental results to indicate the efficacy of this
approach both by employing it for clustering on a number of benchmark datasets and for
the task of image segmentation. We also compare the results with spectral clustering (both
for the fully connected graph and k-nearest neighbour graphs) in terms for accuracy. We
also report some results that indicate the amount of compression obtained by constructing
the reduced graph.
As discussed later, the results also directly point to a number of promising directions of
future work. We first review the datasets considered and the metrics used for comparisons.
4.3.1 Datasets and Metrics Used
The datasets considered for empirical validation were taken from the University of Califor-
nia, Irvine machine learning repository [47]. A total of 12 datasets were used for validation.
We considered datasets with real valued features and associated labels or ground truth.
In some datasets (as described below) that had a large number of real valued features, we
removed categorical features to make it easier to cluster. Unless otherwise mentioned, the
number of clusters was chosen so as to equal the number of classes in the dataset (i.e. if
the number of classes in the ground truth is 4, then the clustering results are for k = 4 etc).
An attempt was made to pick a wide variety of datasets i.e. with integer features, binary
features, synthetic datasets and of course real world datasets with both very high and small
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dimensionality.
The following datasets were considered: (1) Red Wine (R-Wine) and (2) White Wine
(W-Wine) are two datasets having 1599 and 4898 datapoints respectively, each having 11
features. The target measures wine quality on a scale of 0-10. Though both are ten class
problems, they only contain labels for 6 and 7 classes respectively. (3) The Arcene dataset
(Arcene) has data for the task of distinguishing cancer from normal patterns from mass
spectroscopic data. Thus it is a 2-class problem and was used in the NIPS 2003 feature
selection challenge. The data consists of a train set with 100 points, a validation set with
100 points and a test set with 700 points (the test set does not come with labels). However,
since we are not making any prediction as such we can combine the train and validation
sets here and use it as one dataset. Thus, this dataset has 200 datapoints with each data
instance described by 10000 features. Given this very high dimensionality, this should
be an interesting dataset to experiment on. (4) The Blood Transfusion Dataset (Blood-
T) has 748 data-instances with 4 features each. The task is to predict whether a person
donated blood in a certain month (March, 2007) and hence is a two-class problem. (5) The
Ionosphere dataset (Ionos) has 351 data instances each of which is 34 dimensional feature
vector having information about radar returns from the Ionosphere. The task is to classify
the radar returns as “good” i.e. those showing some structure in the ionosphere and “bad”
i.e. those returns that do not.
(6) The Wisconsin Breast cancer dataset (Cancer) has 699 datapoints and 9 attributes.
The task is classifying a point as benign or malignant. Some rows having missing values
were deleted so the actual number of datapoints considered is 683. All the features in this
dataset are integer valued. (7) The Pima Indian diabetes dataset (Pima) is a standard
dataset provided by the National Institute of Diabetes and Digestive and Kidney diseases.
It has 8 attributes for 768 patients (all female of the Pima Indian heritage). The 2-class
task for this dataset is to predict whether or not a patient has diabetes. (8) The Vertebral
Column dataset (Vertebral-1) has data for 310 orthopaedic patients with 6 bio-mechanical
features. The task is to classify patients into either normal, disk hernia or spondilolysthesis
and alternately as normal and abnormal. The second task (9) (Vertebral-2) is considered
as another dataset. (10) The Steel Plates Faults Dataset (Steel) is a 7-class dataset having
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1941 instances and 27 attributes. The goal is to recognize faults of seven different types.
(11) The Musk 2 (Musk) dataset has information about a set of 102 molecules of which
39 are judged by human experts to be musks and the rest judged to be non-musks. Thus,
this is a two class problem in which the goal is to predict whether a new molecule will
be a musk or not. However, considering all the possible conformations, this dataset has
6598 examples,each with 168 features. Two of which are deleted. (12) Haberman’s Survival
(Haberman) has data from a study conducted on the survival of patients who had undergone
surgery for breast cancer. It only has three features and 306 points, the task is to predict if
the patient (described by three features each) survived for more than five years or not after
surgery, thus being a two class problem.
Now that we have briefly discussed all the datasets considered in the study we now
discuss the metric used for comparison with other clustering algorithms. For evaluating
the quality of clustering, we follow the approach of [101] and use the cluster accuracy as a
measure. This is an interesting combinatorial measure that relies on the confusion matrix.
The measure is defined as:
Accuracy = 100 ∗
(∑n
i=1 δ(yi,map(ci))
n
)
Where, n is the number of data-points considered, yi represents the true label (ground
truth) while ci is obtained cluster label of data-point xi. The function δ(y, c) equals one if
the true and the obtained labels match (y = c) and 0 if they don’t. The function map is
basically a permutation function that maps each cluster label to the true label. An optimal
match can be found by using the Hungarian Method for the assignment problem [70].
In the next section we report some experiments and results on one of the above datasets
as a case study.
4.3.2 Case Study
Before reporting comparative results on benchmark datasets, we first consider one dataset
as a case study. While experiments reported in this case study were carried on all the bench-
mark datasets considered, the purpose here is to illustrate the investigations conducted at
each stage of application of the regularity lemma. An auxiliary purpose is also to underline
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Table 4.1: Clustering Results on Red Wine Dataset by Other Methods
Clustering Method k = 6 k = 3
Self Tuned Spectral (k-nearest neighbor graph) 26.0163 40.6504
Self Tuned Spectral (fully connected graph) 25.8286 37.3984
k-means 23.8899 37.0857
a set of guidelines on what changes to the practical regularity lemma proved to be useful.
Some of the points that we extracted from such experiments have also pointed to some very
interesting directions for future work and refinement that are outlined in Section ??.
For this task we consider the Red Wine dataset which has 1599 instances with 11
attributes each. For the Red Wine dataset, the number of classes involved is six. It must be
noted though that the class distribution in this dataset is pretty skewed (with the various
classes having 10, 53, 681, 638, 199 and 18 datapoints respectively), this makes clustering
this dataset quite difficult when k = 6. We however consider both k = 6 and k = 3 to
compare results with spectral clustering.
Recall that our method has two meta-parameters that need to be user specified (or
estimated by cross-validation) - ε and l. The first set of experiments thus explore the
accuracy landscape of regularity clustering spanned over these two parameters. Care has
to be taken that ε isn’t too large or small, so we consider 25 linearly spaced values of ε
between 0.15 and 0.50. The “next refinement size”, l as noted in Section 4.1 can not be
too large. Since it can only take integer values, we consider six values from 2 to 7. For
the sake of comparison, we also obtain clustering results on the same dataset with spectral
clustering with self tuning [102] (both using all connected and k-nearest neighbour graph
versions) and k-means clustering. We pick the variant of spectral clustering that is known
to return the best results to make for a good comparison. Figure 4.2 gives the accuracy of
the regularity clustering on a grid of ε and l. Even though this plot is only for exploratory
purposes, it shows that the accuracy landscape is in general much better than the accuracy
obtained by Spectral Clustering for this dataset. In this particular dataset it appears that
the better performance of regularity clustering is not really too dependent on the choice
of ε and l. We summarize results obtained by other methods on the Red Wine dataset in
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Figure 4.2: Accuracy Landscape for Regularity Clustering on the Red Wine Dataset for
different values of ε and refinement size l (with k = 6 on the left and k = 3 on the right). The
Plane cutting through in blue represents accuracy by running self-tuned spectral clustering
using the fully connected similarity graph.
Table 4.1.
An important aspect of the regularity clustering method is that by using a modified
constructive version of the regularity lemma we obtain a much reduced representation of the
original data. This reduced graph is often much smaller than the original graph representing
the dataset. The size of the reduced graph depends both on ε and l. However, in our
observation it is more sensitive to changes to l and understandably so. From the grid for ε
and l we take three rows to illustrate the obtained sizes of the reduced graph (more precisely,
the dimensions of the affinity matrix of the reduced graph). We compare these numbers
with the original dataset size. The compression obtained is quite striking. As we note in
the results over the benchmark datasets in section 4.3.3 , this compression is quite big in
larger datasets.
In the proof of the regularity lemma, Szemere´di used an iterative greedy method and a
clever potential function. We defined this function earlier in definition 3. This function is
also called the index of a partition and measures how close the partition is to being ε regular.
Refining a partition can only increase the potential of the new partition. If an irregular pair
(Vi, Vj) is split then the potential would increase significantly. Like mentioned in Section
CHAPTER 4. REGULARITY CLUSTERING 36
Table 4.2: Reduced Graph Sizes. Original Affinity Matrix size : 1599 × 1599
ε
l
2 3 4 5 6 7
0.15 16 × 16 27 × 27 27 × 27 27 × 27 36 × 36 49 × 49
0.33 49 × 49 49 × 49 66 × 66 66 × 66 66 × 66 66 × 66
0.50 66 × 66 66 × 66 66 × 66 66 × 66 66 × 66 66 × 66
Table 4.3: Illustration of Increase in Potential
(ε,l)
ind(P )
ind(P1) ind(P2) ind(P3) ind(P4)
0.15, 2 0.1966 0.2892 0.3321 0.3539
0.33, 2 0.1966 0.2883 0.3321 0.3683
0.50, 2 0.1965 0.2968 0.3411 0.3657
??, each class given a partition of k classes, could potentially be ε-irregular with k−1 other
classes. If all such pairs are considered then the number of elements in each refinement
increase exponentially. In Section 4.1 we approximated this by considering for each class
at most one ε-irregular pair. While this seems like a crude approximation, the results for
final clustering are pretty good nonetheless. By results such as those illustrated in Table
4.3, we give a more direct evidence that even taking at most one ε-irregular pair still leads
to a good increase in the potential function in each refinement. Another interesting thing
that we note in such observations is that if we take ε sufficiently high, we do get a regular
partition in just a few iterations. This is rather surprising even if the ε is large. By these
set of experiments it was noticed that a small l tended to get more regular partitions with a
somewhat large ε. There were a few cases where regular partitions were observed for even
larger l. A few examples where this was noticed in the Red Wine dataset are mentioned in
Table 4.4.
It is mentioned above that for refinement we only consider one ε-irregular pair for each
class. Strategies for picking this irregular pair were also investigated and compared. Two
natural strategies were tried: Picking a random irregular pair from the set of all irregular
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Table 4.4: Regular Partitions with required number of regular pairs and actual number
present
(ε, l) # for ε-regularity # of Reg. Pairs # Iterations
0.6, 2 1180 1293 6
0.7, 6 352 391 2
0.7, 7 506 671 2
pairs and picking the most irregular pair. Intuitively, the second strategy should yield
better results, but it was observed that this was rarely the case. It should be noted that the
accuracy results reported earlier were based on choosing a random irregular pair. Figure
4.3 depicts the accuracy versus the meta-parameters when the most irregular pair is chosen
instead.
Another aspect of the implementation that was investigated in detail was attempting
to model the intra-cluster similarities. The practical regularity lemma gives a method to
model inter-cluster variations. However for clustering, modelling the intra-cluster variations
are as important. One way of doing this is to sort the subsets in the refinement process
by decreasing degree. By ordering subsets by degree it could be ensured that vertices with
higher degrees remain in the same subset while the vertices with the lowest degree are put in
the exceptional set. This seems intuitive as the vertices with the lowest degree would perhaps
be left overs. An unexpected advantage of ordering vertices is that the randomness in the
algorithm is substantially reduced. Using the strategy outlined above (and with a random
irregular pair and no ordering of vertices) causes some variations in the results on each
run with the same meta-parameters. By ordering vertices this randomness is substantially
reduced and the results are more stable. Results obtained by ordering vertices were similar
as those depicted in Figure 4.3. Like for the most irregular pair, ordering vertices did not
necessarily lead to better accuracy in all datasets. We consider exploring this aspect of the
methodology an important aspect to fine-tune and refine. For now we only report results
when the vertices are not ordered.
Finally, before reporting results we must make a comment on constructing the reduced
graph. The reduced graph was defined in Definition 7. But note that there is some ambiguity
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Figure 4.3: Accuracy Landscape on the Red Wine Dataset (with k = 6 on the left and k =
3 on the right) when the most irregular pair is considered in each refinement. The Plane
cutting through in blue represents accuracy by running self-tuned spectral clustering using
the fully connected similarity graph.
in our case when it comes to constructing the reduced graph. We mention that the reduced
graph GR might be constructed such that the vertices in the reduced graph correspond to
the classes in the partition and the edges are associated to the ε-regular pairs between classes
with density above d. For constructing the reduced graph we thus tried two approaches:
First, after the refinement process was halted we simply used all the classes obtained and
found the degree between each class pair. For all pairs of classes this corresponds to the
adjacency matrix which could then be input to a spectral clustering algorithm. Secondly,
we can construct the reduced graph such that only those entries in the adjacency matrix
are recorded when the pair of classes under consideration is ε-regular. Otherwise the matrix
entry is set to zero. The second approach seems compelling, however in practice we don’t
report it to be useful. This is because in many cases the number of regular pairs is quite
less (especially when ε is small) making the matrix too sparse, making it difficult to find
the eigenvectors. We thus use the first approach. We contend that this approach works
well because the classes that we consider (and thus the densities between them) are still
obtained after the modified refinement procedure of the regularity lemma. Thus enough
information is still embedded in the reduced graph.
We now report clustering results on a number of benchmark datasets.
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Table 4.5: Clustering Results on UCI Datasets with No Ordering of Vertices
Dataset Regularity Spectral (knn) Spectral (Full) k-means
R-Wine 47.0919 23.9525 23.9524 23.8899
W-Wine 44.7509 23.1319 20.5798 23.8465
Arcene 68 61 62 59
Blood-T 76.2032 65.1070 66.2331 72.3262
Ionos 74.0741 70.0855 70.6553 71.2251
Cancer 93.5578 97.2182 97.2173 96.0469
Pima 65.1042 51.5625 60.8073 63.0156
Vertebral-1 67.7419 74.5161 71.9355 67.0968
Vertebral-2 70 49.3948 48.3871 65.4839
Steel 42.5554 29.0057 34.7244 29.7785
Musk 84.5862 53.9103 53.6072 53.9861
Haberman 73.5294 52.2876 51.9608 52.2876
4.3.3 Clustering Results on Benchmark Datasets
In this section we report results on a number of datasets described earlier in Section 4.3.1.
We do a five fold cross-validation on each of the datasets, where a validation set is used to
learn the meta parameters for the data. The accuracy reported is the clustering quality on
the rest of the data after using the learned parameters from the validation set. We use a
grid-search to learn the meta-parameters. Initially a coarse grid is initialized with a set of
25 linearly spaced values for ε between 0.15 and 0.50 (we don’t want ε to be outside this
range). For l we simply pick values from 2 to 7 simply because that is the only practical
range that we are looking at. This also justifies the use of grid-search in the following way:
In the initial coarse grid search, because l can take only integer values, once a good value
of l (with ε) has been identified the search becomes one dimensional (looking for the best
ε given l) in the subsequent more finer grid searches.
We compare our results with a fixed σ spectral clustering with both a fully connected
graph and a k-nearest neighbour graph. For the sake of comparison we also include results
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Table 4.6: Compression Obtained on the UCI Datasets
Dataset No. of Features Original Dimension Reduced Dimension
R-Wine 11 1599 × 1599 49 × 49
W-Wine 11 4898 × 4898 125 × 125
Arcene 10000 200 × 200 9 × 9
Blood-T 4 748 × 748 49 × 49
Ionos 34 351 × 351 25 × 25
Cancer 9 683 × 683 52 × 52
Pima 8 768 × 768 52 × 52
Vertebral-1 6 310 × 310 25 × 25
Vertebral-2 6 310 × 310 25 × 25
Steel 27 1941 × 1941 54 × 54
Musk 166 6598 × 6598 126 × 126
Haberman 3 306 × 306 16 × 16
for k-means on the entire dataset. We report results both when the vertices are not ordered
by their degrees before refinement as mentioned earlier. We also report results on the
compression that was achieved on each dataset in Table 4.6. More precisely, we compare
the sizes of the original affinity matrix of the entire dataset and the affinity matrix of the
reduced graph.
4.4 Discussion and Future Directions
A thorough analysis of the different aspects of the experiments and their results was done
in Section 4.3.2. But we summarize some of them nonetheless. In the results reported
in the previous section we observed that the regularity clustering method, as indicated by
the clustering accuracies is quite powerful. The results reported were when no ordering of
vertices was done prior to refinement, a random irregular pair was selected in the refinement
process and the reduced graph was constructed as outlined in Section 4.3.2. Ordering of
vertices led to more stable but not necessarily better results, the same was the case when
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vertices were ordered prior to refinement. This is one aspect that we think needs a deeper
look at. The experimental results though promising did need tuning of parameters. Like in
the case of spectral clustering where choosing the correct σ was quite time consuming till
the self-tuned version [102] was introduced. It would be interesting if the aspect of tuning
of Regularity Clustering is looked deeply at.
In fact we believe that this work opens up a lot of potential research problems. This
isn’t surprising because the fusion of the pervasive nature of clustering and deep theoretical
results in extremal combinatorics concerning the regularity lemma naturally makes their
intersection an area fecund for further investigation. We now identify some specific problems
below that we think merit significant further research.
In our work we modify the algorithmic version of the regularity lemma due to Alon et al.
[2] for constructing a reduced graph. As we described earlier, there is another constructive
version of the regularity lemma due to Frieze and Kannan [48]. This version is based on
the particularly intriguing connection between singular values and regularity and also has a
different method to find the certificate if a given pair is irregular. It would thus be natural to
investigate using this version and see how it compares to the results obtained by modifying
the Alon et al. method. Preliminary work with the Frieze-Kannan version indicates that
performance is similar to the Alon et al. version.
Yet another avenue for future work in the process of refinement other than employing
the version due to Frieze and Kannan is exploring the constructive versions such as due to
Fischer [44]. They give a new approach for finding regular partitions which is quite different
form the previous approaches. All the previous ones work to find partitions of the tower
type, while this paper gives a method to find a smaller regular partition if one exists in the
graph. Employing this methodology for refinement instead of using an approximate version
of the algorithmic regularity lemma could also be a fruitful direction of work.
The spectral clustering pipeline involves two stages: Construction of the pairwise affinity
matrix (and hence the graph Laplacian) and eigendecomposition of the output of this stage
for dimensionality reduction. It is on this reduced dimension that we run a traditional
clustering method such as k-means to obtain the final clustering. As we note earlier, both of
these stages require significant computation and have inspired research to get around these
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bottlenecks. In our work we give a method to substantially ease the second bottleneck.
The reduced graph gives a highly compressed representation of the original graph and
eignedecomposition of this much smaller graph is notably easier and faster. However, this
speed up is given the original affinity matrix, which makes the applicability of our method
slightly more wider than the spectral clustering framework in its original form [71]. To
make the entire method far more powerful with a very wide range of applicability we need
to make changes to the first stage of the bottleneck. It must be noted that the practical
regularity lemma is applicable when the graph is dense. However, there are sparse versions
of the regularity lemma that work with, as the name indicates, sparse graphs. Utilizing the
sparse regularity lemma for refinement in our method could be used to get around the first
bottleneck in the framework above as well (this would be possible as it work allow us to
work with k-nearest neighbor graphs). And thus together, the regularity clustering method
could be made really powerful.
One of the most attractive notions of pairwise clustering methods is that they give a
more ”global” view of the data. Given enough number of data-points we could at least
approximately get an idea about the geometry of the data, thus significantly improving it’s
performance over traditional centroid based methods which are more ”local”. As pointed
out by Fowkles et al. [46],when seen through the lens of computer vision this makes such
”global” clustering methods (for segmentation) closer to the original Gestaltian views on
form and perception that for a human an image is much more than a mere collection of
objects. However, while pairwise affinities capture a more global view of the data, it is not
necessary that the relationship between data-points in most domains has to be dyadic and
thus restricting it to being dyadic might lead to loss of information. Indeed, it might be
the case that the relationship between data-points is triadic, tetradic or even higher. Thus,
this natural extension has led to work on clustering methods for such problems, which
can be naturally formulated as a hypergraph partitioning problem [1], [103], [16]. There
are a number of important results that extend the regularity lemma to hypergraphs [86],
[87],[54],[23]. It is thus natural that our methodology could be extended to hypergraphs and
then used for hypergraph clustering. This seems to be a particularly promising problem.
In final summary, our work gives a way to harness the regularity lemma for the task of
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clustering. We report results on a number of benchmark datasets which strongly indicate
that the method is quite powerful. Based on this work we also suggest a number of possible
avenues for future work towards improving and generalizing this methodology.
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Part III
Clustering for Prediction
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Chapter 5
Clustering for Prediction
Clustering is probably the most used exploratory data analysis technique across disciplines
and is frequently employed to get an intuition about the structure of the data, for finding
meaningful groups, also for feature extraction and summarizing. Given a space X, clustering
could be thought of as a partitioning of this space into K parts i.e. f : X 7−→ {1, . . . ,K}.
This partitioning is done by optimizing some internal clustering criteria such as the intra-
cluster distances etc. The value of is found usually by employing a second criterion that
measures the robustness of the partitioning. While clustering is useful for data analysis
and as a preprocessing step for a number of learning tasks, we are interested in the specific
pre-processing task of using clustering to gain more information about the data to improve
prediction accuracy. This leads to the questions: Can clustering of unlabeled data give any
new information that can aid a classification task? It has been hinted in the literature that
clustering of unlabeled data should help in a classification task as clustering can also be
thought of as separating classes. It is not clear if clustering could help in a regression task,
though there is some evidence [94]. Another question that could be asked is: Can a number
of predictions obtained by varying clustering parameters give us access to new information
that can be combined together to improve prediction accuracy even more? Can the idea
of clustering as a predictor be formalized? Previous work (discussed in the next section)
comprehensively answers at least the third question. This is an important question to ask
since the answer justifies using clustering in a prediction task.
One of the motivations to this work is one of the co-authors successful participation in
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the 2010 KDD Cup, which involved a prediction task on an educational dataset. Methods
such as Bagged Decision Trees were used to get the second position in the student cate-
gory. The dataset had instances for a number of students. Since students can be crudely
binned into categories in terms of learning rate, forgetting rate etc., a natural question to
ask is if clustering the students and trying to find such groups would aid in classification
accuracy. This question was crudely tested in the 2010 UCSD Data Mining competition
(an e-commerce task) in which the fourth position was secured using this clustering method
alone. Motivated by the success of this technique, an internal graduate Machine Learning
course competition was organized at Worcester Polytechnic Institute (WPI) that explored
this notion further. This idea of using clustering coupled with simple predictors beat more
complex methods such as Support Vector Machines and Random Forests on the KDD cup
development set. This also led to a paper [94] that explored this idea in an educational
dataset. This paper essentially develops this notion further. The rest of this chapter is
organized as follows: Section 5.1 reviews some work on clustering, such as a theoretical
justification of using clustering for a classification task. Sections 5.2,5.3 discuss the idea of
using clustering in conjunction with a predictor in more detail, also providing some more
work and intuition on how we can use clustering to improve accuracy on a prediction task.
Section 5.4 reviews some similar work from the literature. Section 5.5 talks of the empirical
study carried out and overview of the results obtained and section 5.6 has a discussion of
observations and open questions.
5.1 PAC-MDL Bounds and Clustering as Classification
One of the most basic results in Learning Theory is the Occams Razor [11]i.e. if a set of m
training examples can be described by a hypothesis using only k << m bits, then we can
be quite sure that the hypothesis generalizes well to unseen data. Another way of stating
this is that compression implies learning for the description language of the hypothesis.
If compression means learning then making predictions would mean decompression. The
notion of compression implies learning for different description languages has lead to a
number of important sample complexity bounds [100], [45] and has been generalized to any
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description language by Blum and Langford [10]. This generalization, called the PAC-MDL
bound gives a handle on understanding the generalization error and the tradeoff between
good representations of the data and over-fitting it. Clustering too can be seen as a trade-off
between the quality of the representing groups in the data and the complexity of the same.
The said PAC-MDL bound is defined for a transductive setting [100] and essentially
states that it is quite unlikely that a transductive classifier that does well on the training
set will do badly on the test set. This can be formalized as follows: Consider we have
a training set Strain having m labeled examples and a test set Stest having n unlabeled
examples which are drawn independently from a distribution D. If X is the instance
and Y the target, then Strain = {Xm, Y m} and Stest = {Xn, Y n} with Y = {1, . . . , l}.
Given any compression procedure as discussed in the previous paragraph which could be
represented as A : (X × Y )m × Xn → {0, 1}∗ there would be a decompression procedure
B : Xm+n × {0, 1}∗ → Y m+n. For this compression-decompression pair the transmitted
string σ would be the transductive classifier σ : Xm+n → Y m+n that assigns labels to the
examples. For a description language the bound on the test error (σˆtest) as a function of
the error on the training set is given by the PAC-MDL bound [10], [5]:
Theorem 4 (PAC-MDL [10], [5]) For any given distribution D and for the set of all
description languages L = {σ} with probability 1− δ over the train and test sets:
Strain, Stest ∼ Dm+n : ∀σ,
σˆtest ≤ bmax(m,n, σˆtrain, 2−|σ|δ)
While the PAC-MDL bound is used for a transductive setting Banerjee and Langford [5]
show that clustering can be converted to a transductive classification problem. They also
demonstrate that for a description language L = {σ} to be a valid description language,
it must be an instantaneous code and hence satisfy Krafts inequality [26]. For the case of
clustering, with c clusters and l labels, the family of descriptions L = {σ} has size lc. This
set can be encoded by |σ| = clog(l) bits. Since L satisfies Krafts inequality, it is a valid
description language. This essentially gives an information theoretic justification of using
clustering as a transductive classifier and also gives a set of PAC-MDL bounds on the same.
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The above review in simple terms states the following: Since clustering is a scheme for
information compression. It will thus (when stated as a transductive problem for simplicity)
most likely improve the prediction error. The PAC-MDL bounds that formalize this notion
can be used without any loss of generality as an intuitive explanation of why clustering
could be used in conjunction with a predictor as a pre-processing step. The next section
discusses the notion of clustering for prediction further.
5.2 A Simple Bagging Strategy
Clustering is used to mine structure in the data. According to a pre-defined metric data-
points in one group are by definition highly similar to each other than to data-points
from other groups/clusters. One useful way of looking at this is thinking of clustering
as [28]: Consider a dataset that is obtained by sampling a collection of distributions
{D1, D2, . . . , Dk} with associated weights {w1, w2 . . . wk} such that
∑
iwi = 1 i.e. from
each distribution Di a point is picked with probability wi. Now given the dataset, the idea
behind clustering is to identify these distinct distributions that might have generated it
and assign points in the dataset into different groups accordingly. This new representation
is more concise. Following from the above and from the discussion in section II: Given a
dataset, clustering it gives a compressed representation (albeit lossy). This can be thought
of as giving the data to an operator as input (k-means for example) that gives an output
of the same data but taking much fewer bits to represent it. This transformation tells us
something interesting about the data and its structure which could be exploited to improve
the predictive power. One potential way of doing so is by training a separate predictor on
each cluster rather than train a single predictor on the entire dataset.
Consider a sample regression task (Fig. 5.1 ): Suppose we first cluster the dataset into
k clusters using an algorithm such as k-means. A separate linear regression model is then
trained on each of these clusters (any other model can be used in place of linear regression).
Let us call each such model a “Cluster Model”. All of the k Cluster Models together can
be thought of as forming a more complex model that we call a “Prediction Model”. We
represent a prediction model as PMk, with the subscript indicating the number of cluster
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Figure 5.1: A “Prediction Model”. A “Prediction Model” is composed of k cluster models
(PMk). It should be noted that any other method for regression could be used in place of
Linear Regression
models in the given prediction model (which in turn will obviously equal the number of
clusters). To summarize, to train a “prediction model”, the following steps are followed:
1. Cluster the training data into k partitions.
2. For each partition train a separate classifier/predictor using the points inside that
cluster as its training set.
3. Each such predictor represents a model of the cluster, and hence is called the cluster
model.
Once a prediction model is obtained, making a prediction of a point from the test set
would involve the following (Fig. 5.2):
Making predictions for a point from the test set would thus involve two steps:
1. Identify the cluster to which the test point belongs.
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Figure 5.2: Mapping a test point to a cluster to make a prediction on it
2. Use the Cluster Model of the identified cluster to make the prediction for that data
point.
It must be noted that PMk would simply be our predictor fit on the entire data set (for
the above example it would be fitting a linear regression model on the dataset, we can think
of the entire dataset as one cluster).
5.2.1 k as a Tunable Parameter
The previous section describes a way by which clustering could be used to construct what
we call a “Prediction Model”. Building on the generic method, using the number of clusters
k in k-means (or any other clustering that requires number of clusters to be input) as a free
parameter, multiple prediction models can be obtained (Fig. 5.3 ) i.e. k can be varied from
1 to a value K and a Prediction Model for each instance can be obtained. For example if K
= 3, there would be three prediction models: PM1 (predictor trained on the entire dataset),
PM2 (predictors trained on two clusters), and PM3 (predictors trained on three clusters).
These K prediction models are then employed to make a set of K distinct predictions on
the test set using the two step procedure for mapping and making predictions of test points
sketched in the previous section. Before looking at how these K predictions can be of value,
it must be noted that
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Figure 5.3: Generation of multiple prediction models by using k as a free parameter. Each
of these prediction models will make a prediction on the test set. These predictions can
then be combined together by a nave ensemble to get a final prediction.
1. Cluster models in different prediction models are different.
2. There might indeed exist a prediction model PMi for some arbitrary number of clusters
that would have higher prediction accuracy than PM1. The reverse might also be true
The second factor i.e whether some arbitrary PMi would do better than PM1 would
depend on two main factors: Clusterabilty of the dataset [91] and the choice of predictor.
Even if an arbitrary PMi does not return higher accuracy than PM1, a couple of ques-
tions of considerable interest would be: How good are the predictions made by each indi-
vidual prediction model? How diverse are the predictions made by the various prediction
models? If there is indeed some diversity in the error patterns in predictions made by the
various prediction models, the next step would be to combine the predictions together to
perhaps get a stronger prediction.
5.3 Combining Predictions
Before looking at combining predictions, it is useful to understand how the predictions made
by the various prediction models might be diverse and why combining diverse predictions
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might be helpful.
5.3.1 An Information Theoretic View of Clustering
As discussed in section 5.1, clustering seems useful for prediction as it is basically a scheme
for data compression. By compression we learn something interesting about the structure
and the regularities in the data that can be used to perhaps improve the prediction accuracy.
A simple method to do so was outlined in section 5.2. Interestingly however, how much
compression we can achieve will depend on what k (number of clusters) is chosen. A
question that arises is: Is there at least some difference in the information content in these
different cases? Lets consider this question in some detail: Consider k-means clustering;
Now since the cluster centroids are found by optimizing a distortion function, the choice of
this distortion function decides what information should be kept and what should not be.
The distortion function for k-means is given by:
J(c, µ) =
m∑
i=1
‖x(i) − µc(i)‖2
µc is the cluster centroid to which a point x has been assigned. The data are described
more concisely (and hence the compression) with all the points in a cluster approximated
by their corresponding cluster centroids found using the distortion function. The rest of the
irrelevant data is thrown away.
Previous work by Still & Bialek [91] has formalized and extended this notion of relevance.
This formalization gives a tradeoff between the complexity of the model and the amount of
relevant information. The tradeoff range gives an optimal number of clusters for a dataset of
a finite size beyond which we begin to over-fit it. Other than this, the rate distortion theory
applied to the problem of clustering also shows that the amount of relevant information
coded at a certain clustering scale is different. Thus, in a sense there is no single best
clustering of the data but a family of solutions that evolves with the tradeoff parameter
[91]. This tradeoff in turn formalizes the notion of “clusterabilty” of the dataset and gives
the valuable insight that at different values of this tradeoff we might get access to different
information. While some of this information might be redundant, and some of it might be
sampling noise, some information may also be unique to a grouping. We believe that it is
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this source of novel information that lends at least some power to the use of clustering in
a prediction task. In our case, it would lend some diversity to the predictions obtained by
the various prediction models since each is trained at a different scale of clustering.
5.3.2 Ensemble Learning
When we have a set of diverse (and accurate) predictors, combining them together to obtain
a single prediction leads to ensemble methods (ensemble methods can also be considered
methods as ways of generating diverse and accurate individual predictors in the first place).
Ensemble methods have seen a rapid growth in the past decade in the machine learning
community (see [15], [35], [36]). An ensemble is a group of predictors each of which gives an
estimate of a target variable. Ensemble learning is a way to combine these predictions with
the goal that the generalization error of the combination is lesser than each of the individual
predictors. The success of ensembling lies in the ability to exploit (or inject and exploit)
diversity in the individual predictors. That is, if the individual predictors exhibit different
patterns of generalization, then the strengths of each of the predictors can be combined
to form a single stronger predictor. A lot of research in ensemble learning has gone into
finding methods that encourage diversity in the predictors.
Dietterich [35] suggests three reasons why ensembles perform better than the individual
predictors. The first reason is statistical. A learning algorithm can be considered as a way to
search the space of hypotheses to identify the best hypothesis in it. The statistical problem
is caused due to insufficient data. Due to this problem, the learning algorithm would give a
set of different hypotheses with similar accuracy on the training data. By ensembling them,
the risk of choosing the wrong hypothesis would be averaged out. The second reason is
computational. Often, while looking for the best hypothesis, the algorithm might be stuck
in local optima, thus giving us a bad hypothesis. By considering multiple such hypotheses,
we can obtain a much better approximation to the true function. An example of the compu-
tational aspect is trying to train a neural network by restarting gradient descent a number
of times to ensure that the result is better. The third reason is representational. Sometimes
the true function might not be any hypothesis in the hypotheses space. By ensembling
them, the representational space might be expanded to give a better approximation of the
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true function. Given the discussion about ensemble methods, we now consider combining
the predictions in the method in section 5.2.
5.3.3 Methodology for Combining Predictions
With each prediction model having access to different information about the data, combin-
ing them improves the representation and averages out the chance of finding an improper
hypothesis. Hence we expect a combination to give an improvement in accuracy. As an ex-
ample for improving representation, suppose a linear regression is to be used for training on
the dataset. Such an arrangement will likely have a high bias on a real world dataset. Using
linear regression on the clusters and not on the entire dataset gives a chance to expand the
representational space and give a better fit to the data and increase variance.
As discussed in section 5.2, we obtain a set of K predictions by varying the value the free
parameter k. These predictions can be combined by uniform averaging, weighted averaging
or ensembling them together. The aim of our work is to show the utility of clustering in
causing an improvement in accuracy, and hence though we can use ensemble methods to
combine them together we show results by simple averaging only. Averaging the predictions
in a regression task (equivalent to voting in a classification task) is probably the easiest way
to combine them. First, the training set is clustered and by varying k, K prediction models
are obtained. And then each of these prediction models are used to make a prediction on
the test set. We thus obtain a set of K predictions on the test set. Averaging all these
predictions might not be fruitful as some of them might be poor predictors and thus might
prove to be detrimental to the prediction accuracy. Thus, a subset of the total number
of predictions obtained must be averaged to improve accuracy. Like mentioned earlier, in
place of uniform averaging, a weighted averaging or the use of an ensemble method could
greatly improve the combined prediction.
5.4 Similarity with Existing Methods
Before looking at the empirical evaluation of the method so discussed, we compare this
method with some papers that atleast talked of using clustering for prediction. We intro-
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duced a simple yet effective bootstrap-aggregating meta-algorithm that uses clustering as
means to bootstrap. This method can be thought of as a mixture of local experts similar to
one discussed by Jacobs, Hinton et al. [61]. It is noteworthy however that unlike in other
bagging methods which select a random subset of the data to bootstrap, this method has
a specific expert for each “locality” i.e cluster; which can potentially lead to more inter-
pretability. By varying the granularity of the clustering we are able to train a set of experts
at different scales which leads to a set of diverse predictions amenable to ensembling to-
gether. For example, if a K of 10 is chosen then for each test point there are ten experts to
“consult” for a prediction, one each at a different level of granularity (i.e for k = 1 there is
an expert, at k = 2 there is another and so on till k = 10).
On their work on Statistical Predicate Invention, Kok & Domingos [65] use multiple
clusterings to better capture the interactions between objects in relational learning. Deod-
har & Ghosh [29] also mention the same, however they use it in co-clustering framework
and both of these works do not combine the predictions at different scales.
5.5 Empirical Validation
In this section we report the mechanics of an empirical study performed on a number of
benchmark datasets for the task of regression for three different predictors.
5.5.1 Algorithms
The algorithm used for clustering the various datasets for this set of experiments was the
k-means algorithm. k-means finds a partition by optimizing a distortion function, and while
it can be considered to converge in a certain sense (it can be stated to be Lyapunov Stable
[74] and thus the objective function decreases monotonically), the distortion function for k-
means is non-convex. It is thus sensitive to the choice of initial cluster centroids and returns
sub-optimal solutions quite often. We randomly initialized k-means 200 times on each run
and picked the best solution. For the prediction task (i.e. for training cluster models),
Linear Regression, Step-Wise Linear Regression and Random Forests (for regression) were
used. While this work can be extended to classification tasks as well, we do not discuss
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them in this work.
5.5.2 Datasets
The datasets used for the empirical validation of this technique were taken from the Univer-
sity of California, Irvine Machine Learning repository [47]. Out of the 17 regression datasets
available, those datasets were considered that did not have a large number of missing val-
ues or nominal attributes and thus we restricted ourselves to datasets having numerical
attributes solely. Some of these datasets had more than one target variable. Such cases are
reported as separate datasets.
The following datasets were considered (a) Breast Cancer Wisconsin Dataset (BREAST
CANCER) has 569 data instances, each having 32 attributes. The prediction is for diagnosis
(Benign or Malignant); (b) Cement Compressive Strength Dataset (COMPRESSIVE) has
1030 data points in total. Each data instance is described by 10 features [17]. The task is
to predict the compressive strength (M Pa); (c) Concrete Slump I; (d) Concrete Slump II
and (e) Concrete Slump III are essentially the same dataset (CONCRETE SLUMP) with
the target attribute different in each case. This dataset has 103 data instances and 10
attributes, out of which 3 are target attributes (slump, flow and compressive strength); (f)
The Forest Fires Dataset (FIRES) is one of the hardest regression datasets available[18]. It
has 13 attributes and a total size of 513 observations. The task is to predict area burned in
square kilometers; (g) Housing Dataset (HOUSING) has 506 instances of houses around the
suburbs of Boston. There are 14 attributes; the task is to predict the median value of owner
occupied houses in $ 1000s. The Parkinsons Telemonitoring Dataset (PARKINSON) [19] is
a unique dataset in which about 5875 instances are provided, each with 26 attributes. This
dataset has two target attributes which we denote as (h) Parkinson I and (i) Parkinson II;
(j) Red Wine and (k) White Wine are two extensive datasets [20] that have 1599 and 4898
data points respectively, each with 12 features. Out of which one, the wine quality score
(between 0 and 10) is the target attribute. These datasets give us a desired variety to test
empirically our approach. Some of these datasets are straightforward tasks, while some are
(such as FIRES) are amongst the hardest regression datasets available.
CHAPTER 5. CLUSTERING FOR PREDICTION 57
5.5.3 Methodology
For testing the efficacy of this method, the datasets were subject to a 5 fold cross validation.
No feature selection was done on any of the datasets. This is beneficial in these experiments
as that makes the prediction task harder. Some of these datasets have a large number of
attributes and hence it is clear that not doing feature selection would make the prediction
task harder. The only dataset in which a set of features were chosen was the forest fires
dataset (f). As given in the description of the dataset in the UCI Machine Learning Repos-
itory, we used the last four attributes only. Features in all datasets were also normalized to
values between 1 and -1 before applying this technique. This normalization was simply to
ensure that none of the features dominated disproportionately in the clustering or regres-
sion tasks. While other normalization procedures were tested and some datasets returned
better results with specific normalization techniques, we report the results only with one
technique applied uniformly across datasets.
Two methodologies for combining predictions were employed in the experiments. Fol-
lowing is one of them:
1. Normalize the dataset such that the features are scaled to the interval [-1, 1]
2. Run k-means clustering on the dataset from 2 to k and assign the value of k for which
the dataset hit an empty cluster (Kempty) to it.
3. Choose K = Kempty/2 for that dataset. This will signify how many prediction models
are to be obtained. Clearly, Kempty/2 prediction models (discussed in section 5.2)
are obtained.
4. For each prediction model obtained in step 3 obtain a prediction on the test set.
5. Uniformly average all predictions in step 4 to get a final prediction.
Clearly this method is simplistic in choosing a fixed value of k and not choosing a value
empirically. To offset this problem we use a second methodology too. This is described
below:
1. Normalize the features between [-1, 1] like in the previous case.
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2. Recall that we have to run a 5 fold cross validation on the data. In each of the 5 runs,
we have randomly chosen and mutually exclusive train and test sets, such that 4/5th
of the data forms the train set and the remaining 1/5th forms the test set.
3. For each of the five folds, run a sub 5 fold cross validation on the training data of
that fold (a cross validation within a cross validation i.e consider the 4/5th of the data
mentioned in step 2 and divide it further into 5 folds).
a In each such sub cross validation phase consider a high value of k (such as Kempty)
and cluster the training data of this sub phase till that value.
b Train prediction models till this value of k in the sub-phase training set or to a
value of k where models can be trained.
c Average the predictions obtained in this 5 fold sub-cross validation from predic-
tion models 1 to the value in step 3 b above.
d Find the k in step c averaging to which (from PM1 to PMk) gives the least
prediction error.
e Choose this k and return it to the main cross validation loop
4. The k returned in step 3 e. is the value for that fold to which the predictions are to
be averaged to. i.e. train prediction models on the train set to this value of k and
average the predictions of all of these prediction models.
5. Repeat the process for each fold.
6. Average the errors in the five folds to get a single prediction error (lets call it CVk
error)
As discussed, the problem with the first method was that no matter what predictor was
used, it always averaged the first
Kempty
2 prediction models. This value did not depend on
what predictor was used to make the final prediction. Clearly the choice of predictor would
have an impact on how many prediction models are to be averaged (intuitively a weaker
predictor would need more prediction models to improve performance while a stronger one
would need fewer). The second method alleviates this problem to some degree. It however
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suffers from the problem that training in the sub-cross validation phase, by virtue of having
lesser points than training in the cross validation phase might return prediction models
that are not completely representative of the prediction models returned in the main cross
validation.
With these methodologies, experiments were run using three predictors:
1. Linear Regression (without feature selection)
2. Step-Wise Linear Regression
3. Random Forests (for regression)
There were multiple objectives to the experiments conducted using these two methodologies,
some of which were:
1. In what kind of datasets is such a method of averaging predictions useful? Are there
datasets when it does worse?
2. The choice of averaging
Kempty
2 predictors is an approximation. However it would be
interesting to see how the value of number of prediction models that returns the best
error value changes depending on the nature of the dataset and the predictor.
3. How much does the utility of clustering depend on the predictor used? What if a
strong predictor is used and what if a weak predictor is used?
4. How do these results compare with results when a cross validation within a cross
validation is used to choose a value of k till which to average.
5. Does the nature of data normalization alter results?
5.5.4 Results
The three different predictors (Linear Regression, Stepwise Linear Regression and Ran-
dom Forests) were chosen as representatives for different levels of predictor complexity. A
linear regression model might be considered to have high bias with respect to most real
world datasets and hence might be thought of as a nave choice in most prediction settings.
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Stepwise Linear Regression on the other hand usually does a better job than its forced
counterpart. Random Forests, however, represent the state of art in classification and re-
gression. As discussed in the previous section, the experiments were done so as to evaluate
how the information exploited by clustering the data aided in a prediction task given a
dataset and type of predictor used. Another important question was to understand what
kinds of datasets were suitable for such a technique. These observations are discussed in this
section. The results with clustering are compared to the condition when no clustering was
used (PM1) using a paired t-test to check for statistical significance. The two methodologies
described in the previous section were employed to combine predictions.
The results are organized in three tables (Tables 5.1,5.2 and 5.3) and two figures (Figures
5.4 and 5.5). The prediction results with clustering (employing both the methodologies
discussed in the previous section) and without clustering (PM1) for Linear Regression,
Stepwise Linear Regression and Random Forests are tabulated in tables 5.1,5.2 and 5.3
respectively. Figures 5.4 and 5.5 show the error profiles for the different datasets for Stepwise
Linear Regression and Random Forests. The error profile shown is essentially the mean
absolute error in the prediction obtained by ensembles having 2 to k prediction models
(this is represented in the x axis. i.e. a point 5 on the x axis would mean that the bar graph
at that point shows the error returned by a model that averaged the first five prediction
models). These figures underline the fact that the choice of k returned using the first
methodology (of taking Kempty/2) gives quite a sub-optimal choice of k and thus the error
value. While the CVk error (given by the second methodology for choosing k empirically)
cannot be plotted in such graphs for obvious reasons, the number in the tables show a
marked improvement over the first methodology.
In Table 5.1, we immediately notice a couple of broad trends: The CVk error is mostly
better than the error obtained by averaging the first Kempty/2 prediction models (as indi-
cated by kmeans I i.e. methodology I in the table). In all but one case it also improves the
statistical significance for the improvement over PM1. The only exception being the red
wine dataset where the error returned by the second methodology CVk is a little worse than
even PM1, however this difference is not statistically significant. Perhaps this improvement
across board is not surprising. This is because of the nature of the Linear Regression model,
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which is a very simple model that has a high bias w.r.t most real world datasets (PM1).
So clustering even a little and not to a level that is optimal (clearly methodology I chooses
a k that clearly could have been better) improves the prediction accuracy significantly as
it boosts the variance. Improving this estimate of how many prediction models should be
averaged (by using methodology II, CVk) further improves the prediction accuracy and
statistical significance over PM1.
Another observation was that there are datasets which are more clusterable than others
with respect to the size of the data matrix (rows by columns or number of data points
by number of features). In such datasets, the improvement in prediction errors is not
only huge, it is highly statistically significant. The only exception to this generalization
is the Red Wine dataset. The red wine dataset is a moderate sized dataset as compared
to the others, however clustering does not seem to help in prediction with it. In another
dataset, Slump II, the prediction made by using methodology I is better than PM1 but
only marginally statistically significant, this improvement is made statistically significant
by using the second methodology. This underlines the ability of CVk to find a better
prediction. In conclusion, out of the 11 datasets, an improvement in prediction accuracy
was seen in all of them (except the CVk error for Red Wine), this improvement was much
more pronounced in the CVk error, both in terms of raw error and statistical significance
(over PM1). This observation points out that the choice of k to average in method I was
perhaps suboptimal. This method of choosing k itself might not be optimal but certainly
is more principled than the method employed in some experiments.
In the tables, K represents Kempty; PM-1 represents the baseline condition, kms repre-
sents the case when Kempty/2 Prediction Models are averaged and the errors are reported
in MAE and p(kms) represents the statistical significance with respect to PM-1, CVk repre-
sents the error when the number of prediction models to be averaged are machine learning
by an internal cross validation and also p(CVk) gives the statistical significance of CVk
with PM-1.
Table ??, which aggregates the results for Stepwise Linear Regression, shows trends
similar to Linear Regression. The CVk errors are generally better as compared to the
errors returned by the first methodology here as well. The only two exceptions in which
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Figure 5.4: The error profiles for all 11 datasets for stepwise linear regression. The x-
axis represents the number of prediction models averaged from 1. The bar marked in red
indicates the one that has been chosen by the first heuristic as the final prediction. In
many cases we notice that this is clearly a sub-optimal choice. The chosen value and the
lowest value in the error profile for each dataset should be contrasted with the value of
CVk mentioned in the table. Since the number of prediction models to average chosen is
different in each fold by the second method, it has not been represented in the graph.
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Figure 5.5: The error profiles for all 11 datasets for Random Forests (for regression). The
x-axis represents the number of prediction models averaged from 1. The bar marked in
red indicates the one that has been chosen by the first heuristic as the final prediction. In
many cases we notice that this is clearly a sub-optimal choice. The chosen value and the
lowest value in the error profile for each dataset should be contrasted with the value of
CVk mentioned in the table. Since the number of prediction models to average chosen is
different in each fold by the second method, it has not been represented in the graph.
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Table 5.1: Predictions Using Linear Regression and Clustering
Dataset K PM-1 kms p(kms) CVk p(CVk)
Parkinson I 42 6.3445 5.0809  0.001 4.3638  0.001
Parkinson II 42 8.0785 6.619  0.001 5.7727  0.001
Red Wine 26 0.5065 0.5048 0.686 0.5073 0.7888
White Wine 52 0.5858 0.5507  0.001 0.5394  0.001
Housing 35 3.4021 2.5904  0.001 2.5883  0.001
Breast Cancer 20 0.1944 0.1136  0.001 0.1139  0.001
Fires 11 19.5009 18.9246 0.0399 18.8739 0.0074
Concrete 30 8.273 5.9688  0.001 5.8316  0.001
Slump I 7 6.2958 5.8312 0.0959 5.7297 0.0155
Slump II 7 11.2 10.5712 0.1843 10.5203 0.1343
Slump III 7 2.0136 1.7655 0.0086 1.7475 0.0063
clustering (by both methods) does not seem to improve upon PM1 are the SLUMP II and
Red Wine datasets (just like for linear regression). As expected, results for stepwise linear
regression with clustering give smaller errors as compared to simply linear regression with
clustering. Like in the case of Linear Regression, the choice of the number of prediction
models to average was suboptimal. This is indicated by the error profile (Figure 5.4) for all
11 datasets when stepwise linear regression was used. The bar in the graph marked in red
indicates the error and k picked by using the first heuristic.
These can be contrasted with the CVk errors. The error profiles make a strong case for
choosing the number of prediction models to average empirically. Similar error profiles were
observed for Linear Regression. Since the two methods are simple in terms of representation
power, more clustering seems to help the results (making Kempty/2 a bad choice), this is
especially prominent in datasets that are more clusterable (such Parkinson I and II, White
Wine etc), red wine being the only exception. This notion is also reinforced by the error
profiles in smaller, noisier datasets such as the SLUMP datasets. By choosing k empirically,
we frequently choose a better k for each fold and this is reflected in the results. The results
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Table 5.2: Predictions using Stepwise Linear Regression and Clustering
Dataset K PM1 kms p(kms) CVk p(CVk)
Parkinson I 42 6.3597 5.1411  0.001 4.429  0.001
Parkinson II 42 8.0798 6.7266  0.001 5.8678  0.001
Red Wine 26 0.5059 0.5034 0.4799 0.5005 0.1555
White Wine 52 0.585 0.5537  0.001 0.544  0.001
Housing 35 3.4252 2.5403  0.001 2.5503  0.001
Breast Cancer 20 0.1962 0.0941  0.001 0.0784  0.001
Fires 11 19.2495 18.8972 0.0215 18.8314 0.0368
Concrete 30 8.3243 6.1101  0.001 5.8025  0.001
Slump I 7 6.4607 6.1754 0.2709 5.7699 0.0255
Slump II 7 10.5918 10.6652 0.8909 10.5639 0.8376
Slump III 7 2.1864 1.7687  0.001 1.788  0.001
Table 5.3: Predictions using Random Forests and Clustering
Dataset K PM1 kms p(kms) CVk p(CVk)
Parkinson I 42 2.079 2.0687 0.565 1.8468  0.001
Parkinson II 42 2.6942 2.69 0.8363 2.4264  0.001
Red Wine 26 0.4233 0.4255 0.4239 0.4211 0.326
White Wine 52 0.4312 0.429 0.2313 0.4297 0.3186
Housing 35 2.1888 2.2046 0.7394 2.1764 0.6789
Breast Cancer 20 0.0777 0.076 0.4359 0.076 0.354
Fires 11 20.6546 20.5958 0.8879 20.1743 0.049
Concrete 30 3.555 3.7846  0.001 3.5202 0.0489
Slump I 7 5.5629 5.802 0.1086 5.7336 0.3031
Slump II 7 10.1521 10.1762 0.9537 10.1521 –
Slump III 7 3.1424 2.9877 0.039 3.0051 0.0373
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for random forests are the most interesting. This is because it is a strong predictor by itself
and hence it is not clear how much help clustering would lend to improve prediction accuracy.
It being a strong predictor also in turn means that the earlier heuristic (first methodology)
of choosing how many prediction models to average would not work. Choosing this number
empirically seems to be a better bet (CVk). This is reflected in the error profiles for all the
datasets (Figure 5.5), which are very different from the error profiles of simpler predictors
such as Linear Regression and Stepwise Linear Regression. We also notice that the red bar
is usually much worse in terms of results. Also, the “correct” choice of how many prediction
models to average seems to change from dataset to dataset and there does not seem to be a
clear trend unlike for linear regression and stepwise linear regression. Table 5.3 has results
that confirm the above speculations. Except in a couple of datasets, the first methodology
for combining predictions does not help in improving the prediction accuracy at all. In fact,
it goes worse in more than half of the datasets and significantly worse in one dataset. The
results for CVk as expected are much better; with the prediction errors improving across
datasets and importantly, significantly improving over PM1 (Random Forest on the entire
dataset with no clustering) in 6 datasets. This is an important result. Even in the dataset
where the first method returned a significantly worse prediction, the CVk error is better,
though not statistically significant. As a remark on implementation, it should be noted that
Random Forests could not be trained to a high enough value of k as they need a certain
number of points to train properly. And hence much lesser values of k are shown in the bar
graphs beyond which training Random Forests was untenable.
One of the advantages of choosing k empirically is illustrated very clearly in the case of
SLUMP II. In this dataset, clustering does not seem to give any advantage in prediction at
all. The cross validation within cross validation affirms this and returns the best value of k
to be 1. This means that we end up with a final prediction which is the same as for PM1.
This example shows that choosing k empirically ensures that we do not force clustering on
a dataset where its performance after clustering will actually go worse.
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5.6 Future Work
The results obtained in using clustering in conjunction with Linear Regression are not very
surprising. The Linear Regression Model is a model with a high bias and is thus not expected
to do too well on most real world datasets. Using Linear Regression in conjunction with
clustering makes it a much more powerful method as it gives it access to more variance in the
data, thus improving the bias-variance trade-off of the complete system. The improvement
in prediction accuracy is very significant when it is combined with clustering after doing
some feature selection (stepwise regression). In some cases stepwise with clustering returned
accuracies comparable to those returned by Random Forests without clustering. Therefore,
clustering seems to be giving a cheap method of accessing a lot of information about the
data.
It must also be noted that clustering a dataset at a single value of k, with any pre-
dictor (only one PM alone making a prediction without any ensembling), rarely improved
prediction accuracy in a statistically significant manner compared to the predictor trained
without clustering. But, if done at different scales with a prediction obtained at each scale
and then combined by means of a nave ensemble, the improvement is very significant as
discussed in the previous section. It was also observed that in datasets that were not very
clusterable, this technique did not improve upon much.
The experiments done using random forests were more interesting. On smaller datasets
the results obtained by using a random forest on the entire dataset and those obtained
using the combination of predictions obtained at different scales of clustering did not have
a statistically significant difference. This is understandable, as for small datasets clustering
at a high value of k might not be able to reveal the true structure for lack of enough data
points and might just end up considering sampling noise as structure [91]. This would not
contribute much information to aid in the prediction task (might instead reduce the quality).
The second and the more important reason would be that for small datasets, techniques such
as random forests can exploit enough information such that the generalization error on the
test set approaches a limit. Since Random Forest is itself an ensemble method, by means of
random sampling of instances and attributes, it already gains a lot of information about the
data. Because of this reason, information provided by clustering might not be necessarily
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novel. An implicit justification for this is given by the results returned by datasets that are
large in size and are much more clusterable. Clustering in such cases is thus more likely to
give a novel source of variance that can improve prediction significantly.
An important aspect about the method was choosing which predictions to average. One
of the methodologies followed was a nave averaging of the first half of the predictions.
This was a suboptimal choice, as there could have been better combinations of the set of
predictions that could have been averaged. The choice of using the first half of the predictors
was based on the following intuition: Finding the optimal clustering for a dataset might
also be considered to be a bias-variance problem. If the number of clusters is too few as
compared to the “true” number of clusters, then, most likely, the clustering has a high
bias. Inversely, if the number of clusters is too high, we would be over fitting on the data.
We selected the first half as a crude tradeoff between this tension. Ideally, the optimal
choice of the predictors would be a function of both the clusterabilty of the dataset and the
base predictor used. For example, if Linear Regression is used, averaging more predictions
could be beneficial. The point of the method discussed in this work was to indicate that
clustering gives access to a novel source of information in the data, and thus the aspect
of combinations was not optimized. However, a method to pick k empirically was still
employed and experimented with. It showed superior results to the earlier nave heuristic.
There were some problems with this methodology too. One being that k-means clustering
is not a particularly stable clustering. The method utilized to choose a k was based on a
cross validation within each fold. Since this stage chose a sub fold that was of a smaller size
that the original fold it was not necessarily representative of it. And thus many times it was
observed that the error profiles for the sub-cross validation phase were quite different from
the error profiles for the main cross validation phase (Figure 5.4 and Figure 5.5 have the
error profiles of the main cross validation phase). While this definitely hurt the best choice
of k, this experiment establishes how the prediction could be improved. This discussion
poses an open model selection problem that could be solved by methods such as those used
by the authors in the KDD cup[80] or using averaging as discussed by Caruana[18]. Perhaps
the best method for model selection in this case would be the PAC-MDL bound[5].
Another open question is if injecting randomness at various stages can improve the
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methods prediction performance. This randomness can be injected in many stages, such as:
Currently, we assign each test point to a cluster centroid based on the Euclidean distance
and make a prediction for that point. Instead, the point could be assigned in a fuzzy
manner, with probabilities of it lying in all clusters. Predictions on each cluster can then
be obtained for that point and then weighted averaging can be done to obtain the final
prediction. The weights in this case would be the probability that the point belongs to a
particular cluster.
Also, for each cluster model we use all features and training examples in the cluster. A
random selection with replacement can be made to generate more diversity in the predictors.
Preliminary work shows that such an ensemble gives promising performance. Yet another
source of variance can be the k-means clustering algorithm itself. The k-means algorithm
can give unstable results. In the experiments, we ran k-means 200 times and picked the best
clustering. However, each of the converged runs can be used to generate more predictions
that can then be combined together. Yet another area that can be worked on to improve
the performance of the system can be by using supervised clustering. In our task, we
use clustering to boost a prediction performance. However, the clustering is done in a
completely unsupervised manner without any regard to the target. The clustering might
be completely different if the target is accounted for. A process where the target is taken
into consideration while clustering and then models are trained on these clusters would
potentially be more beneficial.
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Chapter 6
Improving Student Test Score
Prediction
This chapter represents work that was published at the Artificial Intelligence in Education
2011 and Educational Data Mining 2011 conferences (see [94], [95]). The strategy used
is the same as described in the previous Chapter (i.e. Chapter 5). Infact work outlined
in the previous chapter originated from research explicated here which involved mining
educational data. The purpose was to be able to predict student test scores better than by
existing ideas by employing clustering at different scales.
In Section 6.1 we review in detail the motivation for this work and the relevant literature.
6.1 Motivation and Literature Survey
Feng, Heffernan & Koedinger [41] reported the counter-intuitive result that data from an
intelligent tutoring system could better predict state test scores if it considered the extra
measures collected while providing the students with feedback and help. These measures
included metrics such as number of hints that students needed to solve a problem correctly
and the time it took them to solve. That paper[41] was judged as best article of the year
at User Modeling and User-Adapted Interaction and was cited in the National Educational
Technology plan. It mentions a weakness of the paper concerning the fact that time was
never held constant. Feng et al. go one step ahead and controlled for time in following
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work[42]. In that paper, students did half the number of problems in a dynamic test setting
(where help was administered by the tutor) as opposed to the static condition (where
students received no help) and reported better predictions on the state test by the dynamic
condition, but the difference was not statistically reliable. This present work starts from
Feng et al. [42] and investigates if the dynamic assessment data can be better utilized to
increase prediction accuracy over the static condition. We use a newly introduced method
that clusters students, creates a mixture of experts and then ensembles the predictions made
by each cluster model (see Chapter 5 for details) to achieve a reliable improvement.
Below we review some literature and the background behind the work mentioned in the
paragraph above:
The Bayesian knowledge tracing model[25] and its variants (see [4], [80]) have become the
mainstay in the Intelligent Tutoring System (ITS) community to track student knowledge.
This knowledge estimate is used for calibrating the amount of training students require
for skill mastery. One of the most important aspects of such modeling is to ensure that
performance on a tutoring system is transferred to actual post tests. If this is not the
case, then that implies over-training within the tutoring system. In fact, it is reasonable to
say that one of the most important measures of success of a tutoring system is its ability
to predict student performance on a post-test. Since such a transfer is dependent on the
quality of assessment, a tension exists between focusing on quality of assessment and quality
of student assistance.
Traditionally, performance on a post-test is predicted by using practice tests. Practice
tests based on past questions from specific state tests can give a crude estimate of how
well the student might perform in the actual state test. Improving this estimate would
be highly beneficial for educators and students. For improving such assessment, dynamic
assessment [55], [17] has long been advocated as an effective method. Dynamic assessment
is an interactive approach to student assessment that is based on how much help a stu-
dent requires during a practice test. Campione et al.[49] compared the traditional testing
paradigm, in which the students are not given any help, with a dynamic testing paradigm in
which students are given graduated hints for questions that they answer incorrectly. They
tried to measure learning gains for both the paradigms from pre-test to post-test and sug-
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gested that such dynamic testing could be done effectively with computers. Such assessment
makes intuitive sense as standard practice tests simply measure the percent of questions
that a student gets correct. This might not give a good estimate of a students knowledge
limitations. If a student gets a question wrong, it might not necessarily imply absence of
knowledge pertaining to the question. It is likely that the student has some knowledge
related to the question but not enough to get it correct. It is thus desirable to have a
fine grained measure of the knowledge limitations of the student during assessment. Such
a measure might be obtained by monitoring the amount of help the student needs to get
to a correct response from an incorrect response. ITS provide the tools for doing dynamic
assessment more effectively as they adapt while interacting with individual students and
make it easier to provide interventions and measure their effect. Fuchs et al. [50] studied
dynamic assessment focusing on unique information, such as how responsive a user is to
intervention. Feng et al.[41], [42] used extensive information collected by the ASSISTments
tutor[84] to show that the dynamic assessment gives a relatively better prediction as com-
pared to static assessment. This work effectively showed that dynamic assessment led to
better predictions on the post test. This was done by fitting a linear regression model on
the dynamic assessment features and making predictions on the MCAS test scores.
They concluded that while dynamic assessment gave good assessment of students, the
MCAS predictions made using those features lead to only a marginally statistically sig-
nificant improvement as compared to the static condition. In this paper we explored the
dynamic assessment data to see if we could make significantly better predictions on the
MCAS test score. A significant result would further validate the use of ITS as a replace-
ment to static assessments.
6.2 Data and Metrics
The dataset that we considered was the same as used by Feng [41], [42]. It comes from
the 2004-05 school year, the first full year when ASSISTments was used in two schools
in Massachusetts. ASSISTments is an e-learning and e-assessing research platform [84]
developed at Worcester Polytechnic Institute (WPI). Complete data for the 2004-05 year
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was obtained for 628 students. The data contained the dynamic interaction measures of
the students and the final grades obtained in the state test (MCAS) taken in 2005. The
dynamic measures were aggregated as students used the tutor.
The following metrics were developed for dynamic testing by Feng [41], [42] and were
used in these experiments. They try to incorporate a variety of features that summarize a
students performance in the system. The features were as follows:
1. The students percent correct on the main problems.
2. Number of problems done.
3. Percent correct on the help questions.
4. Average time spent per item.
5. Average number of attempts per item
6. Average numbers of hints per item
Out of these, only the first was as a static metric and was used to predict the MCAS
score in the static condition. The other five and a dynamic version of students percent
correct on the main problems were used to make predictions in the dynamic condition.
The predictions were made on the MCAS scores. The MCAS or the Massachusetts Com-
prehensive Assessment System is a state administered test. It produces tests for English,
Mathematics, Science and Social Studies for grades 3 to 10. The data set we explore is from
an 8th grade mathematics test.
6.3 Methodology
The data was split into randomly selected disjoint 70% train and 30% test sets. Feng et
al. [42] fit a stepwise linear regression model using the dynamic assessment features on
the training set to make a prediction on the MCAS scores on the test set. They reported
an improvement in prediction accuracy with a marginal statistical significance relative to
the predictions made only using data from the static condition. Fitting in a single linear
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regression model for the entire student data might be a bad idea for two reasons. First,
the relationship between the independent variables (dynamic assessment features) and the
dependent variables (MCAS test scores) might not be a linear one. If so, training a linear
model would have high bias for the data and no matter how much data is used to train
the model, there would always be a high prediction error. The second conceivable source
of error is related to the first. A student population would have students with varying
knowledge levels, thus requiring different amounts of assistance. Thus it might be a bad
idea to fit the entire population in a single model. Students often fall into groups having
similar knowledge levels, assistance requirements, etc. It is thus worth attempting to fit
different models for different groups of students. It, however, must be noted that while
such groups could be identified using clustering, the groups obtained may not be easily
interpretable.
The methodology used on using clustering for prediction on this data has been outlined
in Chapter 5. Below we summarize the results that were obtained when k-means clustering
was used.
6.4 Results using k-means Clustering
The data was first clustered with K taken from 2 to 7. Clustering beyond 7 clusters was
problematic as it returned empty clusters. Hence the experiments were restricted to a
maximum of K=7 for this dataset. The prediction on the MCAS was made first by using
PM1. Then, K was varied from 2 to 7 and a set of six more predictions on the MCAS were
obtained (all dynamic features were used). The Mean Absolute Difference (MAD) and the
Root Mean Square Errors (RMSE) of the MCAS in the test set were found. This section
summarizes these results. It also compares the results with the static condition.
Almost all Prediction Models (Table 6.1) showed a statistically significant improvement
in prediction as compared to the static condition demonstrating greater assessment power
using the dynamic condition. However, though there is an improvement in the error as
compared to the Prediction Model 1, the improvement is not statistically significant, as was
previously found to be the case [41].
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Table 6.1: Prediction errors by different Prediction Models on the ASSISTments Data with
k-means Clustering.
Model MAE p-value (with PM1) p-value (with static)
Static 10.4900 0.0180 -
PM1 9.6170 - 0.0180
PM2 9.3530 0.1255 0.0036
PM3 9.3522 0.2005 0.0074
PM4 9.3005 0.1975 0.0062
PM5 9.3667 0.3375 0.0067
PM6 9.3518 0.2347 0.0052
PM7 9.4818 0.6138 0.0134
Averaging Predictions: As reported above the prediction models do not show a
statistically significant improvement in prediction accuracy of the MCAS score relative to
the PM1. As discussed in Chapter 5, combining them might lead to improved predictions.
Indeed, it was observed that averaging across prediction models clearly improves predictions
as compared to the prediction models taken alone (Table 6.2). The improvement is not just
in the error but also in terms of statistical significance and thus improves the results reported
in Table 6.1. These results validate the idea that clustering helps in predictions. These
results show how the dynamic assessment prediction accuracy can be further improved.
6.5 Results Using Spectral Clustering
As in the previous section, we report results for the various prediction models and the
various averaged models albeit in a graph (Figure 6.1). The spectral clustering ensemble
results are not only significant over the static condition ( K = 1 in Figure 6.1) but also are
significant for the k-means generated ensemble beyond K = 3 with p < 0.03 in each case on
a paired t-test. The results for the prediction models are indicated by PMs and the results
for the ensembles are represented by the “averaged” results in the graph.
Below we also visualize the clusterings obtained by both k-means and Spectral Clus-
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Table 6.2: Prediction errors by different Prediction Models Averaged on the ASSISTments
Data with k-means Clustering. The subscripts refer to the models whose predictions were
used in averaging.
Model MAE p-value (with PM1) p-value (with static)
Static 10.4900 0.0180 -
PM1 9.6170 - 0.0180
PM1to4 9.2375 0.0192 0.0013
PM1to5 9.2286 0.0251 0.0012
PM1to6 9.2268 0.0260 0.0012
PM1to7 9.2398 0.0365 0.0013
PM2to4 9.2604 0.0526 0.0022
PM2to5 9.2406 0.0540 0.0018
PM2to6 9.2348 0.0475 0.0016
PM2to7 9.2507 0.0630 0.0017
Figure 6.1: Results on the ASSISTments Data using Spectral Clustering
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tering on the ASSISTments data. It must be noted that since the data was originally six
dimensional, a Multidimensional scaling to three dimensions was done. The visualization
was done after this rescaling. We note that for many points, especially those on the fringe,
k-means and Spectral Clustering differ in classifying them.
6.6 Contributions and Future Work
The work reported in this chapter makes one clear contribution. This is the first research
we know of that clearly demonstrates that not only can an Intelligent Tutoring System
allow students to learn while being assessed but also indicates a significant gain in assess-
ment accuracy. This is important, as many classrooms take away time from instruction to
administer tests. If we can provide such a technology it would save instruction time and
give better assessment and would thus be highly beneficial to students and instructors.
The results for the task of predicting the post test scores have been very encouraging;
however there are some areas that need further work and could improve prediction accuracy
further. One such area of possible improvement is allowing for fuzzy clustering. To make a
prediction, the cluster closest to a test a point was identified and then the expert for that
cluster was used to make a prediction on it. In many real world examples, membership of
a data point to a particular cluster is a tricky question to answer. A more realistic view
is to allow for fuzzy clustering. That is, given a test point, we determine its probability
of occurring in each of the clusters. Then, we can obtain predictions by the cluster model
/expert for each of the clusters and obtain one prediction for one test point that is a weighted
average of the predictions returned by each cluster model (earlier a prediction was made
on the test point by only one cluster model), with the weights being the probability that
the point lies in that cluster. While fuzzy counterparts to the k-means algorithm such as
fuzzy c-means are well known, the idea of doing fuzzy spectral clustering is something to be
explored. Clearly, spectral clustering uses k-means at a lower dimensional representation
of the Laplacian and fuzzy c-means can be used at this level. However, the effectiveness of
doing the same is not known.
Another possible area of improvement is using methods to merge clusters that are
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Figure 6.2: Visualization of Clustering on the ASSISTments Data using k-means (L) and
Spectral Clustering (R). Top row is a 3-D Visualization while the lower rows are planar
views of the same.
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sparsely populated[21]. By this method we could improve both the quality of clustering
and we hypothesize the prediction accuracies too.
In this work we combine predictions by averaging them. Clearly this is a sub-optimal
choice. Ideally, we would want to pick those predictions (made by prediction models) which
are good in prediction and have less correlation with each other (are diverse). Since the
method used to make the post-test predictions was an ensemble method, it can be used to
combine the predictions themselves. Preliminary work utilizing this idea of using clustering
to boot-strap the predictions returned by various prediction models has shown promise.
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Chapter 7
Improving Knowledge Tracing
Work described in this chapter was published in the 11th International Conference on
Intelligent Tutoring Systems [98]. Here we apply the Bagging idea from Chapter 5 for the
task of improving the predictive power of Knowledge Tracing, a dominant model in the
Student Modeling community. This chapter is organized as follows: Section 7.1 describes
some of the background on research on improving Knowledge Tracing and places the idea
of clustering students to improve Knowledge Tracing in context, Section
7.1 Motivation and Background on Knowledge Tracing
Corbett and Andersons Bayesian knowledge tracing model [25] and its numerous variants [4],
[80] in many ways have become a mainstay in the Intelligent Tutoring Systems community
to track student knowledge within learning software. This knowledge estimate is used
for calibrating the amount of training students require for skill mastery. With exception
of a few techniques such as Performance Factor Analysis[81] for doing this task, most of
the methodologies proposed are direct extensions of the classical knowledge tracing (KT)
model. Most such extensions differ in what parameters are considered to estimate student
knowledge. For example, Baker et al.[80] use a separate parameter for the initial knowledge
and learning like in the original KT model, but dont estimate Guess and Slip for each
skill. Instead they used machine learned models of guess and slip to incorporate contextual
information. Similarly, other methods attempt to import different features into the model
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to better estimate student knowledge.
Apart from the fact that the most recently proposed models are based on knowledge
tracing, it is noteworthy that in most cases such changes have enjoyed mixed success and
that the classical KT has remained competitive. This appears to point us to two things:
First, the knowledge tracing model for its simplicity is a very strong model for modeling
student knowledge. Second, adding new nodes or features is an inherently noisy task unless
a very good factor is identified and modeled. In this paper we take a different view of the
problem. Instead of working with a KT variant such as in [4] which are known to work
better than the classical model, and instead of making changes in what factors are modeled,
we look at the input space of the base KT model. A more distributed representation of
the input space could potentially be quite useful to boost the accuracy of this based model.
Such a representation should also demonstrate where we could have access to novel variance
in the input space. One way to learn a richer and more distributed representation of the
input space is by clustering. In this work we initially cluster students on some tutor usage
features. Based on the groups of students obtained on these features, KT is trained on each
such group for each skill. Using a technique developed and described in Chapter 5 we then
exploit the information handed over by varying the granularity of the clustering to boost
the prediction accuracy.
A recent work that involved clustering of the knowledge tracing space was that by
Ritter et al.[85]. Their work focused on clustering the parameter space of knowledge tracing
(it must be noted however that they cluster skills, we cluster students in our work) and
essentially showed that the information compression offered by clustering was enough to
significantly reduce the parameter space without compromising the performance of the
system. Ritter et al. also mention this as their motivation. It thus cannot be considered an
extension to knowledge tracing per se, but it raises important questions about the nature of
the parameter space. In Chapter 6 we used clustering to make better out-of-tutor predictions
and didnt deal with knowledge tracing at all. We clustered students based on features of
tutor usage and then used those features to fit a model to predict performance on a test
that students are given at the end of the school year. In our case, we cluster students based
on some tutor usage features and then use these distinct clusters to train knowledge tracing
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on these clusters. It is an interesting question to see how clusters of students in the feature
space correspond to clusters of students in the knowledge tracing space based on the KT
parameters. While this is only an auxiliary question that comes up as a result of this work,
it points towards some interesting future work wherein the tutor usage features could be
improved based on how they influence the clusters in the knowledge tracing space.
7.1.1 Bayesian Knowledge Tracing
The standard Bayesian Knowledge Tracing model [25] models student understanding as a
collection of knowledge components, also called skills. The models estimate of whether a
student knows a skill is controlled by a set of four parameters which are learned from data
for each skill. Based on the intuitive notion that students would learn a skill over time, these
set of parameters are fit per skill based on students responses to steps of that skill. The
latent in this model represents knowledge of that skill and the two transition probabilities
for the latent are prior knowledge and learning rate. Prior knowledge is the estimate that
students had the requisite knowledge of the skill prior to their working on the tutor. The
probability that students will transition from the unlearned to the learned state while they
answer steps is given by the learning rate. The two emission probabilities are given by the
parameters guess and slip. The guess parameter represents the probability that the student
would answer the question correctly without knowing the requisite skill. The slip parameter
on the other hand is the probability that a student answers a question wrong even when she
knows the skill. Intuitively skills might be differentiated by the guess and slips associated
with them. For example a skill with a high guess rate might be considered to be easier.
Going one step ahead it could be said that students might be differentiated into very rough
groups based on how they perform on certain skills. It is also likely that students have
some characteristics of all such groups in some degree, what differentiates them are some
dominant characteristics. Exploiting this idea with KT is also the main logic behind this
work which could be done using clustering.
The classical KT model is represented schematically in Figure 7.1. The three observable
nodes representing questions in the tutor are placed below the nodes representing the latent
knowledge. The figure shows the topology when a student answers three questions, though
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Figure 7.1: The Bayesian Knowledge Tracing Model
this can extend to an arbitrary length based on how many questions a student answers.
P (G) and P (S) represent the Guess and Slip parameters respectively. The two parameters
that have a bearing on the knowledge node are P (T ) and P (L0), which are the probability
of learning and the probability that a student already knows the skill or simply the prior.
7.2 Clustered Knowledge Tracing
Using the methodology outlined in Chapter 5 we use clustering for bagging predictors
while using Knowledge Tracing. Using the features from tutor usage we initially employ
clustering to find K student groups. Corresponding to each group identified we train KT
models separately, thus getting K different models. All of these models together will make
one set of predictions on the test data (all of the cluster models together for a given K
are called a “prediction model”). The number of clusters K is then varied and the above
process is repeated iteratively from K = K -1 to K = 1 (K = 1 corresponds to Knowledge
Tracing trained on the entire dataset as is usually done). By this process we get a set of K
different predictions. These predictions are then averaged to get a single final prediction.
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7.3 Empirical Validation
In this section we present results of experiments to evaluate the performance of “Clustered
Knowledge Tracing” as described above and compare it with the baseline. Both k-means
and spectral clustering are used. Specifically we used the classical k-means with random
initialization and for spectral clustering we used self-tuned spectral clustering[102] with an
all connected graph of the data-points.
7.3.1 Datasets
The datasets comes from the 2010 KDD Cup competition on educational data mining. We
used the Algebra 2005-2006 and the Bridge to Algebra 2006-2007 datasets. These represent
two different Algebra tutoring systems which are part of the Cognitive Tutor family of
tutors[63]. The number of students in the Algebra set was 575 with 813,661 total logged
responses over 387 skills. There were 1,146 students in the Bridge to Algebra set with
3,656,871 total logged responses over 470 skills. These datasets included skill information
for each response and no response was tagged with more than one skill. The Cognitive Tutor
divides its online curriculum into units. Skills which appear in different units, even if they
have the same name, are considered different skills. Within units there are many problems
which students try to solve. Each problem consists of many sub questions called steps. Steps
are the level at which the responses in this dataset were logged. Our training and test set
is the same as defined by the competition organizers. To create the test set, the organizers
randomly picked a problem in each students completed unit and placed into the test set
all the students answers to steps in that problem. All the responses to steps prior to that
problem within the unit were placed into the training set and everything after that problem
within the unit was thrown out. This was departure from the typical evaluation of student
models where the data is cross-validated at the student level. We stick to the competitions
train and test set format so that comparisons can be made between the error levels we find
and the error levels of other published work with this dataset. The various tutor features
that were used to cluster the students were: number of skills completed, total number of
data-points, user prior, user learn rate, user guess, user slip, number of EM iterations, Log
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Figure 7.2: Results on the Algebra (L) and the Bridge to Algebra (R) datasets with spectral
clustering when all the features are considered. The red line shows the ensembled results
after averaging from PM1 to PMK while the black one shows the results for each Prediction
Model (PMK).
likelihood improvement, percent correct, average response time. In experiments, students
were clustered using all these features and also only using the user tutor features (user prior,
user learn rate, user guess, user slip). These user specific KT parameters were generated
like in[80] by training a separate KT model per student based on all of that students data
in the training set (across all skills).
7.3.2 Results
For both datasets we report results using all the features described above and also by only
using the user features. The results while using all features are with both kmeans and
spectral clustering, and while using the user features are only by k-means. We report the
results for both the individuals prediction models (i.e. the model obtained by training KT
on each cluster for a given K i.e. PMK) and the ensembled results (results obtained by
averaging from PM1 to PMK). For results we report the RMSE defined per user. The
justification to use the RMSE per user is that it equally weighs the benefit to each student
without biasing it to students who have contributed more data points.
Initially we tried spectral clustering for the purpose of bootstrapping. This was moti-
vated by the fact that spectral clustering is generally better than k-means clustering. Figure
7.2 shows the results for bagging using spectral clustering considering all the features on
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Figure 7.3: Algebra (L) and the Bridge to Algebra (R) with k-means clust. considering all
features.
both the datasets. We see the declining trend in error when the results are ensembled and
also notice that the individual prediction models dont do too well showing that clustering
alone does not help but blending the predictions does. Fig 7.3 indicates that a similar
result is repeated in the same scenario with k-means (all features) in the algebra dataset.
Such a result is not observed in the bridge dataset however. In fact in the bridge dataset
both the various PMk and the ensembled results do worse than the baseline (which is PM1
i.e. KT trained on the entire dataset). But in further experiments we see that we can do
better even on the bridge dataset if we consider only the user features. For the algebra
dataset the base-line (i.e PM1) RMSE is 0.32185. The best result in the Algebra dataset
for spectral (Figure 7.2) is obtained on averaging the first ten prediction models (0.31706).
The best result for k-means (Figure 7.3) on this dataset is 0.31696, also after averaging the
first ten prediction models. The result is surprising as k-means seems to do better than
spectral clustering in this case. The trend however is reversed in the Bridge to algebra
data-set, however we still note that the ensemble using spectral clustering does better than
the baseline for all the Ks considered in this dataset.
Given that k-means appeared to do well in one dataset and also given its speed, the
above procedure was repeated in both the datasets with k-means using only the user specific
features. We also cluster to a much higher K and see that the error trend line only decreases
as K is increased as is shown in Figure 7.4. Here again, for the Algebra dataset, PM1 has an
RMSE of 0.32185. The best prediction accuracy on averaging is attained at K = 20 where
CHAPTER 7. IMPROVING KNOWLEDGE TRACING 87
Figure 7.4: Algebra (L) and the Bridge to Algebra (R) with k-means clust. considering user
features.
the RMSE is 0.3149. This accuracy is even better as was reported earlier considering both
the clustering methods indicating that the user features are much richer for clustering the
students. When only the user features are considered a similar error profile is also observed
in the bridge to algebra dataset too (PM1 RMSE = 0.28397 and RMSE of the average
from PM1 to PM30 is 0.28225). Except for the case when kmeans was run on the bridge to
algebra set considering all the features, all the improvements are statistically significant over
the baseline (p < 0.05). In another experiment in which all the above models are combined,
the best accuracy that we obtain for the algebra dataset is 0.31506 and 0.2827 for the bridge
to algebra dataset. Like we noted earlier, we report the RMSE per user. However even if
we considered the RMSE on the leaderboard we get a statistically significant improvement
over the baseline with PM1 being 0.32408 and the best prediction being 0.32318.
7.4 Discussion
Given the various extensions to the base Knowledge Tracing model that mostly have focused
on adding new features to the base knowledge tracing, in this work we took a slightly
different view. Instead of trying to model new parameters we try to learn a more distributed
representation of the KT input space. We achieve this by using clustering for bootstrapping.
In extensive validation we show that our strategy indeed works very well. We report an
improvement in prediction accuracy in most cases. We also report that the user features
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are much richer for clustering than the features of interaction of a student with a tutor.
In fact we believe that this leads to an interesting research problem. Often the interaction
of students of an intelligent tutor is measured and these are recorded as features. These
features should be such that if students were clustered on this feature space, the clustering
should correspond to one on the KT parameter space. If it is not the case then it indicates
that the task of feature generation in the tutor is noisy and could be improved in a more
principled manner. An improvement in methodology here would be greatly useful in getting
features that would be most helpful in making better out of tutor predictions and other
tasks too.
An interesting problem would be to consider a case study in which the various clusters
as obtained in our methodology are analyzed and an attempt is made to interpret them.
While exact meanings are hard to assign to clusters obtained by statistical methods, on the
basis of the KT parameters approximate meanings could be assigned and those could be
quite useful, especially in making some data driven inferences and pedagogy.
This exploration concerning the KT input space, especially concerning learning a more
distributed representation could be quite useful even when used in conjunction with KT
variants such as [80] that are known to be stronger predictors than the base KT. This is
also a problem that we believe is worth exploring.
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Chapter 8
Co-Clustering for Prediction
Learning a more distributed representation of the input feature space is a powerful method
to boost the performance of a given predictor. Often this is accomplished by partitioning
the data into homogeneous groups by clustering so that separate models could be trained
on each cluster. Intuitively each such predictor is a better representative of the members
of the given cluster than a predictor trained on the entire data-set. Previous work as
outlined in Chapters 5, 6 and 7 has used this basic premise to construct a simple yet strong
bagging strategy and demonstrated it in a number of settings. However, such models
have one significant drawback: Instances (such as students) are clustered while features
(tutor usage features/items) are left alone. One-way clustering by using some objective
function measures the degree of homogeneity between data instances. Often it is noticed
that features also influence final prediction in homogeneous groups. This indicates a duality
in the relationship between clusters of instances and clusters of features. Co-Clustering
simultaneously measures the degree of homogeneity in both data instances and features, thus
also achieving clustering and dimensionality reduction simultaneously. Instances (Students)
and features (question items) could be modelled as a bipartite graph and a simultaneous
clustering could be posed as a bipartite graph partitioning problem. In this chapter we
integrate the bagging strategy of Chapter 5 with Co-Clustering. While this should be
applicable in general, we consider a specific case when the data is of students and tutor usage
in particular. We report that such a strategy is very useful and intuitive, even improving
upon performance achieved by previous work based on clustering alone. This chapter is
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organized as follows: Section 8.1 discusses the general motivation on why co-clustering
might be useful. Section 8.2 describes Co-Clustering in general, Section 8.3 describes how
predictions could be bagged using Co-Clustering, Section 8.4 describes the experimental
results and Section 8.5 talks about the future directions of work.
8.1 Why Co-Cluster?
A significantly large student population would usually have a wide variation in learning
rates and knowledge levels. While there are numerous reasons for this diversity, three major
reasons are related to: the type of instruction or help they respond best to, the way they
are oriented towards learning and their levels of intellectual development [40],[9]. Needless
to say, such differences would be reflected in the way students interact with educational
software, making educational data quite difficult to mine well. Specifically there are many
educational data mining problems where the end goal is to predict the performance of
a student on a given in-tutor or out-of-tutor task. In-tutor tasks include predicting the
probability that a student will answer an item correctly after attempting a sequence of
similar questions whereas out-of-tutor tasks include being to predict student performance
in post-tests based on the data from their tutor usage.
The idea that students are quite different makes it apparent that perhaps it is not such
a good idea to fit a global prediction model over the entire dataset for making predictions.
In spite of the differences between students, educators commonly observe that students
actually lie in very rough groups and have similar pedagogical needs. Taking a cue from
this intuition, the task of prediction can be improved by clustering students into somewhat
homogeneous groups and then training a separate predictor for each group. Such a predictor
would obviously be a much better representative of students in that cluster as compared
to a predictor which is fit on the entire dataset. For example, it makes sense to have a
different model for students roughly classified as fast learners and a different model for slow
learners than the same for both. This rather simple strategy of grouping students together
and then modeling them separately can lead to improved performance in prediction and
perhaps even better interpret-ability.
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While the above approach is compelling, there are two major issues with it. Firstly,
while it is useful to model students as belonging to different groups, it is also known that
such groupings are quite fuzzy and approximate. Students might actually possess different
characteristics in varying degrees and what really sets them apart are certain dominant
characteristics. For example students classified as fast learners might actually be slow
learners in certain skills. A fast learner might also belong to the group of students that are
good at recalling information etc. Thus, such complex characteristics can not be possibly
modelled by simply clustering students to a certain limit and then training models for each
cluster. This “spread” of features in a student across groups also needs to be captured to
make a distributed predictive model such as the above more meaningful. Such an issue can
be resolved by varying the granularity of the clustering and training separate models each
time so that such features can be accounted for. A simple yet quite effective strategy to
do so was proposed by the authors and was seen to work quite well both in educational
contexts (in-tutor predictions Chapter 7, out-of-tutor predictions: Chapter 6 ) and more
generally in Chapter 5.
The second problem with the above approach is that clustering is implicitly suggested
to be one-way i.e only clustering students. But this need not necessarily be the case and
only clustering students would consider only half of the story. As an example, consider
a matrix in which the rows represent students and the columns represent their responses
to certain items. Clearly, clustering students would depend upon their item distributions,
implicitly suggesting that for certain students certain items are more important than others.
Similarly if items were to be clustered, they would depend on which groups of students get
them correct (or incorrect) most frequently. This indicates a duality between these two
clusterings, which on simultaneous co-clustering could be very useful in answering many
research questions. Co clustering of such a student versus item matrix would pair clusters
of student proficiency to clusters of item performance which could be seen as a sort of a
subject treatment interaction. This idea could be extended to the more general case of
students and features rather than just items. In this chapter we describe this idea of co-
clustering students and their tutor interaction features and interleave it with the bagging
strategy which was used with clustering. This combined approach is then used to predict
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the post-test scores of students.
8.2 Co-Clustering
Clustering algorithms are one-way, i.e. one dimension of the data (say the rows of the data
matrix) is clustered based on the similarities measured on the second dimension (say the
columns). As pointed out in the previous section it might be desirable, quite frequently, to
cluster along both the dimensions simultaneously, exploiting the apparent duality between
them. Such simultaneous clustering can often offer interesting insights about the nature of
interaction between the clusters at both the dimensions [59]. This utility is fast making
co-clustering a fundamental tool for data analysis as is indicated by its widespread use in
text and document mining [31], [32]; bioinformatics and gene expression analysis [58], [30];
collaborative filtering [51] and many others practical applications.
While there are now a number of approaches to co-clustering such as based on spectral
graph theory [32] and information theory [33], [6], each with its advantages, we consider
the approach proposed by Dhillon [32] which formulates the problem of co-clustering as a
bipartite graph partitioning problem. We now briefly describe this approach starting with
the relevant notation and definitions.
8.2.1 Notation and Definitions
A graph is represented as G = (V, E) where V represents the set of vertices and E represents
the set of all edge weights Eij , where Eij is the edge weight between vertices {i, j}.
Definition 8 The n×n Weighted Adjacency Matrix of an undirected graph is defined
as the matrix (mij)i,j=1,...,n. If mij = 0 it implies that vertices vi and vj are not connected
by an edge. If mi,j 6= 0 it implies that the vertices {i, j} are connected and mi,j is the
corresponding edge weight. Since the graph is undirected, mij = mji necessarily.
Definition 9 Given the weighted adjacency matrix of a graph and a partition of the vertex
set V into two disjoint subsets V1 and V2, the cut between these two subsets is defined as:
cut(V1,V2) =
∑
i∈V1,j∈V2
Mij
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An undirected bipartite graph is a triple represented by G = (S,F , E) where S and
F are two sets of vertices and E is the set of edges. Since it is a bipartite graph one end
of the edges in set E have an endpoint in S and another in F . In our case the set S is
the set of students while the set F is the set of features. The set of features could readily
be seen as a set of item-responses as well. If F is the set of items, then an edge between
si and fj exists if that item was answered correctly by a student and not otherwise. More
generally, if F is just a set of features, then the edge {si, fi} simply represents the value of
that feature scaled between 0 and 1 for that student. Given this definition of a Bipartite
Graph, now we define the adjacency matrix of the same.
Consider a m× n dimensional data matrix with students on the rows and the items or
features on the columns. Let’s suppose this matrix is given by A. Clearly, the adjacency of
the bipartite graph is given as:
M =
 0 A
AT 0

The zeroes on the top-left and the bottom-right sub-matrices signify the absence of
connections amongst the elements of S and F respectively (since connections in a bipartite
graph can only run between S and F). The matrix M is represented such that taking A at
the top right corner and AT at the bottom left implies that the first m rows of M represent
the set of students and the next n rows represent the set of features or items.
Suppose the Bipartite Graphs (whose adjacency matrix is defined above) is partitioned
into k clusters V1, . . . , Vk. Given this partitioning, a corresponding set of student clusters
S1 . . .Sk and corresponding feature clusters F1 . . .Fk would also be obtained. It could be
intuitively seen that the best possible such set of clustering for all such pairs would be when
the sum of all edges which cross between clusters is the minimum possible. As defined by
[32] this corresponds to:
cut(S1 ∪ F1, . . . ,Sk ∪ Fk) = minV1,...,Vkcut(V1, . . . , Vk)
Where V1, . . . ,Vk represents a k-partitioning of the graph.
The above definition leads us to the Bipartite Graph Partitioning problem:
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Definition 10 The bipartite graph partitioning problem: Given a graph as defined
earlier and subsets of V which are almost of equal size, say V∗1 and V∗2 . The required partition
is
cut(V∗1 ,V∗2 ) = minV1,V2cut(V1,V2)
The bipartite graph partitioning problem as defined above is NP-Complete. However, a
good relaxation to this problem is given by spectral graph bi-partitioning. This relaxation
is achieved via the graph Laplacian. The laplacian L of a graph is a symmetric positive
semi-definite matrix such that its un-normalized form is given by L = D −M where D is
the degree matrix and M is the adjacency matrix as defined earlier. Note that D is only a
diagonal matrix while M is a symmetric matrix with all zeros in the diagonal. Thus, the
Laplacian encodes both D and M in it and has many useful properties such as being positive
semi-definite, which make it very useful for tasks such as clustering [75]. One property of
the Graph Laplacian that make it particularly suitable for clustering are related to the
properties of its spectrum. The spectra of the Graph Laplacian unfolds the data manifold
to give an lower dimensional embedding which can give “better” clustering results.
Returning to the Bipartite Graph Partitioning Problem, as demonstrated by Dhillon [32]
and Mohar [75], the second eigenvector of the generalized eigenvalue problem Lz = λDz
gives a real relaxation to the problem of finding the minimum normalized cut Q(V1,V2).
The normalized cut is basically a cut that favours finding balanced partitions i.e. if the cut
of two different partitions is the same, then the normalized cut is smaller for that partition
which is more balanced. Thus it favours partitions that are balanced and have a small
cut value. Clearly, the normalized cut is more suitable for tasks such as clustering [88].
Note that this relates to the ideas above relating to the optimal bi-partitionings in the
following way: We want balanced clusterings with minimum cut for solving the bipartite
graph partitioning problem, which would also be the optimal clustering for us. Thus looking
at the Laplacian of the bipartite graph might provide such a clustering.
8.2.2 Spectral Co-Clustering
Given the definitions and notions in the previous section, in this section we state an algo-
rithm [32] for finding the optimal co-clusters {S1 ∪F1}, . . . , {Sk ∪Fk} as mentioned above.
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For that we define the graph laplacian of a bipartite graph as such an optimal clustering
can be found using a laplacian. Using the definition of L = D −M as defined above and
also the definitions of D and M . The laplacian may be written as:
L =
 D1 −A
−AT D2

and
D =
D1 0
0 D2

where D1 and D2 correspond to the degree matrices of A and A
T respectively.
If the generalized eigenvalue problem Lz = λDz is written for the above laplacian for
a bipartite graph and then rearranged, it has been demonstrated [32] that the resulting
equations define the equations for a singular value decomposition of the normalized matrix
An = D
−1/2
1 AD
−1/2
2
Thus instead of finding the second smallest eigenvector corresponding to the second eigen-
value, one could find the left and the right singular values in its place. Finding the right
singular value gives a bi-partitioning of students while the left singular value gives a bi-
partitioning of the features. These can then be used to find the optimal bi-partition as
defined above.
Algorithm
1. Given the co-occurrence or data matrix scaled to between 0 and 1 A, form the nor-
malized matrix.
An = D
−1/2
1 AD
−1/2
2
2. Compute the second left and right singular vectors for An, concatenate them together
to form a vector z.
3. Run k-means on this vector to obtain a simultaneous clustering of both the students
and the features.
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Figure 8.1: Finding a Prediction Model, PMkl with k row clusters and l column clusters
This algorithm can be extended to a multipartition case if instead of finding the second
singular values, the first log2(k) singular vectors are found. The rest of the process remains
the same.
Note that this algorithm gives a simultaneous clustering of the rows and the columns
and is restricted in the sense that the number of row and columns clusters have to be the
same. We modify this by running k-means two times. If the number of row clusters is k and
then the number of column vectors is l, then we run k-means on the vector z twice, once to
find k clusters and then to find l clusters. The first m elements of the length m+ n cluster
assignment vector run will then correspond to the row clusters and the last n elements of the
cluster assignment vector in the second run will correspond to the column cluster indices.
CHAPTER 8. CO-CLUSTERING FOR PREDICTION 97
8.3 Co-Clustering for Bootstrapping
Note that in the bagging idea using clustering described in the previous chapters is only
one-way. That is, bootstrapping is done by only changing the data instances available for
each cluster model (by changing the number of cluster models itself) but the number of
features used in each case is the same. A cluster basically is a bunch of rows in the data
matrix with all columns. A co-cluster on the other hand would be a “block” in the data
matrix with a sub-set of rows and a sub-set of columns assigned to each “co-cluster”. Thus a
co-clustering could be thought of as a simultaneous clustering and dimensionality reduction
of the data. Note that a clustering is only a special case of co-clustering when the columns
are not clustered at all (or have only one column cluster).
Clearly, the above bagging methodology can be suitably modified using co-clustering.
For a given number of row clusters k and column clusters l we could have k co-clusters where-
in each cluster has only some features assigned to it (note that the definition is symmetric
i.e we could think of this as l co-clusters). For each co-cluster we train a separate linear
regression model only using the data instances and features assigned to it. We thus obtain k
Co-Cluster Models. Like in the above case for clustering, the combination of the k co-cluster
models would be considered to be a Prediction Model which makes a single prediction on
the test set. We can then vary k from 1 to some value K and l from 1 to some value L. By
doing so, we would get a total of K×L prediction models. We then average a subset of the
predictions made by these models to obtain a much stronger prediction.
There are some interesting aspects to such a methodology using co-clustering. For k = 4
and l = 4, the grid in Figure 8.2 illustrates all the Prediction Models (PMkl) that could be
obainted by co-clustering. The Prediction Model PM1,1 represented by (1, 1) is simply the
case when there is one data cluster and only one feature cluster i.e the original data matrix
itself. The prediction model for this case would simply be training a linear regression on
the entire dataset, considering all the features. The first column of this grid represents the
case when the number of feature clusters is just one, while the number of row clusters are
changed. Note that this is simply the methodology described above in Section 8.3 using
clustering. The first row of this grid is also equally interesting. In this case the number of
row clusters is always one i.e the entire dataset is considered in all co-clusters, while the
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column clusters are successively changed. It should be noted that this is a sort of a step-
wise regression, where a linear regression is trained on the entire dataset but the number
of features that are used to train it are changed (usually reduced as l increases). All the
other cases are a cross between these two extreme cases. We see that it seems plausible
that a bagging strategy using co-clustering if averaged properly could definitely have more
predictive power as it generates diversity by considering a different subset of data instances
and features each time, consequently also generating a much larger set of predictions.
8.3.1 Blending Predictions
As mentioned before, the method for combining the predictions returned by the various pre-
diction models is a naive averaging strategy. When the prediction models were generated by
clustering (PMk), we either averaged the first K/2 predictions (where K was the maximum
number of clusters) (see Chapter 5) or we learned the best number of prediction models
that could be averaged by an internal cross-validation (see Chapter 5). The averaging idea
is not immediately straightforward when co-clustering is used to generate the prediction
models. This is because the prediction models are obtained by changing two parameters.
It is also observed that prediction models with a high k or l return poor accuracies, thus it
wouldn’t be useful to average predictions from all the PMk1 models first and then PMk2
models and so on (i.e. traversing the grid row-wise or column-wise). Since high values of k
and l are counter-productive, we take the order of the prediction models such that the sizes
of k and l increase uniformly. This ordering is illustrated by the curve in Figure 8.2. The
first half of this reordered set of predictions are then averaged.
8.4 Experimental Validation
In this section we report experimental results for using co-clustering for bagging and com-
pare results with the benchmark (PM11) and clustering alone.
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(1,1) (1,2) (1,3) (1,4) 
(2,1) (2,2) (2,3) (2,4) 
(3,1) (3,2) (3,3) (3,4) 
(4,1) (4,2) (4,3) (4,4) 
Figure 8.2: Ordering the Co-Cluster Prediction Models, PMkl
8.4.1 Dataset Description and Context
We primarily experiment with two datasets in this study. One of these datasets is the same
as that considered in Chapter 6. As mentioned in Chapter 6, this data was collected to
study if dynamic assessment, which has long been advocated as an effective method for
assessment, was actually better than the traditional static assessment [?], [?]. Dynamic
assessment is an interactive approach to student assessment which is primarily based on
how much help a student requires during a practice test. Traditional static testing only
takes into account the percentage of questions that the student gets correct. Feng et al.
[42] showed that features that only recorded how much assistance a student got while
interacting with a tutor alone were better predictors of student performance in post-tests
held later in the year as compared to how many questions students got correct. This was
confirmed in subsequent studies (see Chapter 6). Thus if Co-Clustering is able to improve
predictions, then this study could further lend weight to the idea that dynamic testing is
indeed better than static testing and that we could further improve upon PM11. It must be
noted that PM11 would correspond to results reported in [42] which were better than static
assessment. PM11 basically corresponds to the condition when all the dynamic features are
considered and all of the training set is used to train a predictor.
Since one of the datasets is new as compared to the one used earlier in Chapter 6, we
describe the features and the prediction task again. The datasets come from the 2004-05
and 2005-06 school years, the first two full years when ASSISTments.org was used in schools
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in Massachusetts. ASSISTments is an e-learning tutoring system developed at Worcester
Polytechnic Institute which assesses students as it assists. These datasets contain features
that measure the interaction of students with the tutor and their actual final grades, which
they obtained at the end of the year in the Massachusetts state test (MCAS). There a total
number of six features in these datasets 1) DA Original Count is the number of questions
that the students answered with assistance in the dynamic condition. 2) DA Original
Percent Correct is the percent of questions of feature 1 that students get correct . 3)
DA Scaffold Percent Correct is the percentage on tutorial help questions that students
get correct. 4) DA Average Time is the average time that a student spends on a question
5) DA Average Attempt is the average number of attempts students made per question.
6) DA Average Hints is the average number of hints that students used. The task is to
use these interaction features to predict the MCAS scores that students might get at the
end of the school year. The static condition feature is percentage of questions answered
correct in static testing. This feature is never used for making predictions for the dynamic
condition. The data in the 2004-05 set (ASSISTments 2004-05) is for 628 students, while
the 2005-06 data (ASSISTments 2005-06) is for 761 students.
For experimentation we do a five fold cross-validation on the dataset and report results
for the base condition (PM11) and the various blended results which were obtained by
averaging as discussed in Section 8.3.1. For the sake of comparison we also include results
with k-means clustering too. In both cases we consider the ensembled results, with the top
K predictions averaged as described in Chapter 5. Following results in Chapter 6 we report
results in terms of the mean absolute difference (MAD).
Finally, for pre-processing: As mentioned in Section 8.2, to obtain a bipartite parti-
tioning A must contain values that are either binary or scaled between 0 and 1. Thus, in
each fold each feature column is scaled to between 0 and 1 so that An could be considered
a co-occurrence matrix. This marks a slight difference from earlier papers in which the
feature scaling was done so as to map all the data-points to between −1 and 1 by using the
mapminmax command of MATLAB. This slight difference might result in a small variation
in the results.
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Figure 8.3: Performance on the 2004-05 Set
8.4.2 Experimental Results
We first report results on the ASSISTments 2004-05 dataset. The five fold cross-validated
results using co-clustering are reported in Figure 8.3. The number of row clusters (k) and
the number of column clusters (l) were restricted to 4 each. This resulted in 16 prediction
models. The x-axis in the graph represents the first eight prediction models on doing co-
clustering, while the y-axis simply gives the mean absolute error. We observe that the
accuracy of co-clustering alone is quite bad (as seen by the blue line) as compared to the
baseline (PMkl, which is basically the result for x = 1 in this graph. Note that the baseline is
the dynamic condition of Feng [42]). These predictions are those given by the first elements
of the ordered set of co-cluster prediction models as defined in Section 8.3.1. However,
averaging these prediction models successively gives better and better predictions (as can
be seen by the red line).
Similar results were reported in the ASSISTments 2005-06 dataset as shown in Figure
8.4. In this dataset the prediction models are far worse than the ensembled results as
compared to the previous dataset. Again, we obtain 16 prediction models after co-clustering
and successively average the first eight (the first with second, the first with second and third
and so on) after they have been arranged in the way suggested in Section 8.3.1. Again the
ensembled results do much better over the baseline (we report exact figures and significance
in Tables 1 and 2).
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Figure 8.4: Performance on the 2005-06 Set
In Table 8.1 we compare the mean absolute errors when predictions of the first five
prediction models are bagged. We report results when the Prediction Models are obtained
both by using co-clustering and using k-means clustering on the ASSISTments 2004-05
dataset. The figures in bold indicate statistical significance over the baseline prediction on
a paired t-test. Results in Table 8.2 compare the predictions obtained by using co-clustering
and k-means for bagging on the ASSISTments 2005-06 dataset.
The results are significantly better over the baseline and also indicate that the dynamic
assessment condition returns a much better prediction of student test scores as compared
to the static condition. It has already been noted that the static test condition results are
significantly worse as compared to even the baseline by [42] and Chapter 6, and thus we
don’t report results for the static condition.
8.5 Discussion and Future Work
The datasets that were used for the validation of this bagging technique, which is based on
co-clustering were not very large and did not have a large number of columns. Thus, these
results were initially surprising. One would imagine that in a dataset which has a small
number of features, perhaps a feature selection might not be too helpful. However, our
experiments show us otherwise. The results that we obtain, while modest improvements
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Table 8.1: Comparison of predictions based on k-means and Co-Clustering for the ASSIST-
ments 2004-05 Dataset. Figures in bold indicate significance over the baseline on paired
t-test. Numbers are Mean Absolute Errors. Also note that Pred. Model 1 corresponds to
the baseline
Pred. Models Co-Clust k-means
1 8.7741 8.7741
2 8.7379 8.7518
3 8.7087 8.6725
4 8.6879 8.7153
5 8.6574 8.7100
show that this technique though simple can give access to a novel source of variance in
the data. It can potentially also have some nice properties in terms of returning simpler
and more interpretable groups. For example, it was earlier pointed out that one row of the
prediction models were actually nearly like a linear regression model in which the features
are successively eliminated. At the same time it was observed that one column of the
prediction models were actually just the various prediction models that we obtained on
clustering alone as reported in some previous work. It would be interesting to see how the
Co-Clusters (which are basically blocks in the data matrix) on a student-item dataset would
pair clusters of student proficiency to clusters of item performance which could be seen as
a sort of a subject treatment interaction.
In the literature, it has been said that the real strength of co-clustering is with binary
valued data, co-occurrence tables and basically in scenarios which involve collaborative fil-
tering. Hence, datasets which are basically a student by item matrix would be an ideal
candidate for trying out this technique. In the KDD Cup 2010 To¨scher and Jahrer mod-
elled student response data as a collaborative filtering task and used matrix factorization
techniques for the same. Given the connections of co-clustering with matrix factorization,
it is worth investigating how useful it could be in such a setting.
In Chapter 6, we clustered students based on tutor interaction features and then trained
separate Knowledge Tracing models for students based on the cluster they were in. This was
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Table 8.2: Comparison of predictions based on k-means and Co-Clustering for the ASSIST-
ments 2005-06 Dataset. Figures in bold indicate significance over the baseline on paired
t-test. Numbers are Mean Absolute Errors. Also note that Pred. Model 1 corresponds to
the baseline
Pred. Models Co-Clust k-means
1 7.9822 7.9822
2 7.7716 7.8185
3 7.5990 7.8034
4 7.4680 7.7815
5 7.5503 7.6487
done so because it was not possible to cluster the item sequences directly and an indirect
approach had to be taken. This co-clustering technique seems to give an alternative by
which such matrices might be clustered more readily without the need to cluster the tutor
interaction features.
In summary, in this work we propose a bagging technique that uses co-clustering and
demonstrate that it’s performance is better than that obtained by bagging using clustering.
We also suggest that it is most suitable for datasets which are like co-occurrence tables and
believe that it would be a good direction for future work since such student-item datasets
are usually of this form.
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Chapter 9
Conclusions
While each chapter aptly summarizes the contributions made. Here we briefly review all of
the contributions again. First we looked at the Spectral Clustering pipeline and while work-
ing towards a solution for easing the associated computational bottleneck, we introduced a
new clustering algorithm that eases the second stage (finding the Eigendecomposition, the
first being finding the similarity graph) of the pipeline. This algorithm harnesses the power
of the Szemere´di Regularity Lemma, a fundamental result from Extremal Graph Theory.
This section of the thesis also presents one of the first direct attempts to use the Regularity
Lemma for more practical applications. We do so by modifying the constructive versions of
the Regularity Lemma so that they could be made more useful for graphs of much smaller
size than what the Regularity Lemma works for as stated in the Original form. We also
propose a two-stage strategy to use to the Regularity Lemma for clustering and compare
the results of such a strategy with standard clustering methods such as Spectral Clustering
and k-means clustering. The results are quite encouraging.
In a second contribution we propose a simple yet effective bagging strategy that uses
clustering to generate an ensemble. This Mixture of Experts like strategy uses clustering
at various scales to generate a set of diverse predictions that are then naively averaged
to get a final prediction. The efficacy of this meta-algorithm was tested on a number of
benchmark datasets and also extended to using Co-Clustering. An auxiliary contribution
of using this strategy is that it was used to extend the power of a number of techniques
from the educational domain, such as Knowledge Tracing.
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9.1 Future Work
Each chapter while summarizing contributions also summarized some possible avenues for
further work. In this section we briefly review some major directions of future work and
also describe them in more detail (for every other, we direct the reader to each chapter).
1. Extending the Regularity Clustering Framework to Hypergraphs: As described earlier,
one of the most attractive notions of pairwise clustering methods is that they give
a more ”global” view of the data. Given enough number of data-points we could at
least approximately get an idea about the geometry of the data, thus significantly
improving it’s performance over traditional centroid based methods which are more
”local”. As pointed out by Fowkles et al. [46],when seen through the lens of computer
vision this makes such ”global” clustering methods (for segmentation) closer to the
original Gestaltian views on form and perception that for a human an image is much
more than a mere collection of objects. However, while pairwise affinities capture a
more global view of the data, it is not necessary that the relationship between data-
points in most domains has to be dyadic and thus restricting it to being dyadic might
lead to loss of information. Indeed, it might be the case that the relationship between
data-points is triadic, tetradic or even higher. Thus, this natural extension has led to
work on clustering methods for such problems, which can be naturally formulated as
a hypergraph partitioning problem [1], [103], [16]. There are a number of important
results that extend the regularity lemma to hypergraphs [86], [87],[54],[23]. It is thus
natural that our methodology could be extended to hypergraphs and then used for
hypergraph clustering. This seems to be a particularly promising problem.
While the above algorithms give a way to construct a regular partition for hypergraphs,
some of them are too technical. If we consider the Frieze-Kannan algorithm for finding
Regular Partitions based on singular values [48], then it gives a possible idea on
how to develop a hypergraph regular partition algorithm that is easier to implement
and equally powerful. Thus, our first interest is to investigate whether this simple
algorithm can be extended to hypergraphs or not. The singular values for Higher
Order SVD or Tensors are not well defined for many higher orders and ranks. With the
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exception of the first rank for all orders and the second order (a matrix). Incidentally
this is all that is needed to relate regularity to a singular value in the Frieze-Kannan
version. A sketch of a plausible approach could be described as:
The goal would be to extend Frieze-Kannan from a simple two-dimensional regular
partition algorithm to hypergraphs as stated. Such an extension would solve the
following problem: Given a large dense r-uniform hypergraph H, a small positive
number ε, we want to have an algorithm to construct a weak ε-regular partition
for this hypergraph. The term weak here implies that it works only for r-uniform
hypergraphs. For doing so, we would need a lemma of the following kind.
Statement 1: Let W be an r-dimensional matrix on V1 × V2 · · · × Vr, |Vr| = pi,
W (i, j . . . , k) ≤ 1, γ is a small positive real number. (a) If there exists Ai ⊆ Vi,
such that |Ai| ≥ γpi, and |W (A1, A2, . . . , Ar)| ≥ γ|A1||A2| . . . |Ar| then σmax(W ) ≥
γr+1
√
p1p2 . . . pr. (b) If σmax(W ) ≥ γr+1√p1p2 . . . pr, then there exists Ai ⊆ Vi, such
that |Ai| ≥ γ′pi and W |(A1, A2, . . . Ar)| ≥ γ′|A1||A2| . . . |Ar| where γ′ = cγr+1 and c
is a constant. Furthermore A1, A2, . . . , Ar can be constructed in polynomial time.
It would be interesting to look into the possibility of having such a theorem that could
pave way to a simple hypergraph partition algorithm. If possible, it could make it
quite easy to construct a hypergraph spectral clustering algorithm similar to one that
we introduced in this thesis by using this new algorithm on singular values.
2. Applying the Regularity Clustering Framework for Image Segmentation: Another
fruitful line of work would be to employ the Regularity Clustering framework for image
segmetation. One possible way is to use the same two phase strategy as described
earlier, where in each pixel in an image could become a node in the graph and the
edges could represent the similarity between two pixels. This similarity measure could
be based on brightness proximity and might be given as
wij = exp
(
−(I(i)−I(j))2
2σ2
)
where i, j are pixels and I(i) the corresponding pixel intensity of pixel i.
Yet another way of using the Regularity framework for segmentation could be using
it to make an initial guess for a framework such as the Normalized Cuts due to Maji
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et al. [72]. Biased Normalized Cuts gives a way to find normalized cuts for an image
given there is a prior, this prior could be supplied using Regularity Clustering coupled
with some contour detection engine.
3. Using Hypergraphs for Bagging: In this thesis we introduced a simple method to
use clustering to generate an ensemble. The procedure was to vary the granularity of
the clustering, obtain a set of prediction and average them to some level of granularity,
say k. It might be noted that this strategy is quite simple and might mean loss
of valuable information in some higher level of granularity that was not used for
averaging. To fix this - we propose the following methodology: We could find a
clustering of the data at a range of k’s as before, however, now we could represent each
clustering appropriately as an edge in an hypergraph. This hypergraph could then
clustered to some value and then predictions made on this basis could be averaged.
The intuition is that such a hypergraph would have a more global notion of the
clusterings and perhaps it would not throw away information as we do in our present
strategy.
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