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THE FULL OPERATING CYCLE MODELING OF HEAYV DUTY DISESEL 
ENGINES 
SUMMARY 
With the advent of the KIVA-4 code which employs an unstructured mesh to 
represent the engine geometry, the gap in flexibility between commercial and 
research modeling software becomes more narrow. In this study, we tried to perform 
a full cycle simulation of a 4-stroke HD Diesel engine represented by a highly 
boosted research IF (Isotta Fraschini) engine using the KIVA-4 code.  
The engine mesh including the combustion chamber, intake and exhaust valves and 
helical manifolds was constructed using optional O-Grids catching a complex 
geometry of the engine parts with the help of the ANSYS ICEM CFD software. The 
KIVA-4 mesh input was obtained by a homemade mesh converter which can read 
STAR-CD and CFX outputs. The simulations were performed on a full 360 deg 
mesh consisting of 320 000 unstructured hexahedral cells at BDC.  
The physical properties of the liquid fuel were taken corresponding to those of real 
diesel #2 oil. The spray atomization and droplet dynamics models were described by 
the KH-RT hybrid model which is a modified replica of the ERC model; the droplet 
collisions were modeled by the droplet trajectory based method with a reduced grid 
dependency. The original KIVA-4 droplet evaporation model was replaced by the 
KIVA-3V model. Chemical kinetics (71 species, 321 reactions) was based on the 
mechanism for diesel oil surrogate represented by a blend of n-heptane (70%) and 
toluene (30%) coupled with the EDC (eddy dissipation concept) model to simulate 
turbulent combustion. The emission (soot and NOx) formations were described in 
terms of sub-models based on the evolution of soot precursors, A2R5, and the 
extended Zel’dovich mechanism.  
Air flow analysis, only with mean tangential velocities and rms values at specified 
points, was made on a prototype engine working at motored conditions. The sector 
mesh results with a simple initial condition and , the full cycle simulations beginning 
from the exhaust stroke were compared. Validation of the spray model was 
performed on a constant volume vessel condition which reproduce the diesel engine-
like gas density. Good qualitative agreement between the images obtained from the 
vessel and computed results in terms of spray patterns and penetration.  Good 
agreement with the combustion predictions on sector meshes made using KIVA-3V 
code was achieved. By using the full mesh, all stages of the engine cycle were 
successfully calculated. The predictions were successfully compared with 
experimental data on the in-cylinder pressure and RoHR (heat release rate) vs. CAD 
histories. A φ-T map analysis was also made for the two experimental cases. The 
modeling results illustrated that the combustion regimes in both cases were 
characterized by low-emission, high efficiency features. 
  
xxii
To demonstrate the capabilities of the new full cycle model, engine operation was 
converted into the dual-fuel diesel operation. It was shown that the similar efficiency 
could be achieved between two cases. Content (volumetric) of H2O/CO2 in 
combustion products was approximately predicted one and half times lower than that 
of neat diesel fuel predictions, whereas NO production in the dual-fual diesel 
operation was much more than that of neat diesel fuel case. 
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AĞIR HĐZMET DĐZEL MOTORLARINDA TÜM ÇEVRĐM 
ZAMANLARININ MODELLENMESĐ 
ÖZET 
Açık kaynaklı araştırma yazılımı olan KIVA-4’ün yapısal olmayan ağ desteği ile 
karmaşık geometriye sahip motorların modellenmesine olanak tanımaktadır. Bu 
avantajıyla artık motor modellenmesinde ticari ve araştırma yazılımları arasındaki 
boşluk önemli derecede azalmıştır. Bu çalışmada, bir 4 zamanlı, yüksek aşırı 
doldurma oranlarında çalışan ağır hizmet dizel motorunun tüm çevrim simülasyonu 
KIVA-4 yazılımı kullanılak yapılmıştır. 
Yanma odası, emme, egzoz supapları ve manifoldların da dahil edildiği motorun ağ 
yapısı ANSYS ICEM CFD ağ programı yardımıyla yapısal olmayan O-Grid blokları 
kullanılarak hazırlanmıştır. KIVA-4 ağ yapısı oluşturmak içinse STAR-CD ve CFX 
sonuçlarından yararlanılarak bir ağ yapısı dönüşüm programı yazılmıştır. 
Simülasyonlarda kullanılan ağ yapısı piston alt ölü noktadayken 360o’lik geometri 
üzerinde 320 000 yapısal olmayan altıyüzlü eleman içermektedir. 
Dizel yakıtının fiziksel özellikleri KIVA’nın kütüphanesindeki 2 numaralı dizel 
yakıtı kullanılarak tanımlanmıştır. Yakıt demeti atomizasyon ve damlacık dinamiği 
modeli orijinal ERC modeli üzerinde modifiye edilerek oluşturulan hibrid KH-RT 
modeli ile tanımlanmıştır. Damlacıkların çarpışmasını temsil eden model ise mevcut 
KIVA modelinin yakıt demetinin ağ yapısına olan bağımlılığını azaltmak için 
damlacık yörüngelerini esas alan bir algoritma ile yeniden düzenlenmiştir. KIVA-4 
yazılımındaki çok bileşenli buharlaşma modeli temsili dizel mekanizması 
düşünülerek tek bileşenli buharlaşma modeline dönüştürülmüştür. Diesel yakıtının 
kimyasal yapısı n-heptan (70%) ve tolüen (30%) karışımı ile temsil edilmiştir. 
Temsili mekanizma 71 bileşen ve 321 reaksiyon içermektedir. Türbülanslı yanma 
modeli ise EDC (Eddy Dissipation Concept) modeli tabanlı kısmi karışımlı reaktör 
modeli ile ele alınmıştır. Đs oluşumu öncül bileşen A2R5 kullanılarak, NOx oluşumu 
ise Zel’dovich reaksiyonları ile tanımlanmıştır. 
Yanma odasındaki gaz akışının analizi yanmasız çalışan prototip motorun optik 
penceresinden yapılan LDV ölçümler ile ortalama teğetsel hava hareketleri ve 
türbülans şiddeti incelenmiştir. Basit başlangıç koşullarının kullanıldığı sektörel ağ 
yapısı ve manifold ve sübapların da dahil olduğu tüm ağ yapısı sonuçları 
karşılaştırılmıştır. Yakıt demeti modelinin geçerliliği dizel motoruna benzer gaz 
yoğunluğunun simüle edildiği bir sabit hacimde gösterilmiştir. Yakıt demeti şekli ve 
nüfuziyet derinliği esas alınarak karşılaştırılan sabit hacimden elde edilen deneysel 
görüntüler ve hesaplama sonuçları arasında gerçekçi sonuçlar alınmıştır.  
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KIVA-3V kodu kullanılarak yapılan sektörel ağ yapısı üzerindeki yanma koşularında 
iyi sonuçlar alınmış, tüm geometriyi kapsayan ağ üzerindeki sonuçlarla 
karşılaştırılmıştır. Tüm geometriyi kapsayan ağın kullanıldığı koşularda motorun tüm 
zamanları başarılı bir şekilde modellenmiştir. Sonuçlar deneysel silindir içi basınç ve 
ısı açığa çıkma hızları esas alınarak karşılaştırılmıştır. Yanma karakteri ve emisyon 
oluşumunun belirlenmesi için φ-T analizleri yapılmıştır. Bu analizler yardımıyla 
motora uygulanan iki test şartında yanmanın düşük emisyonlu ve yüksek verimli 
bölgede yer aldığı görülmüştür. 
Geliştirilen tüm çevrim modelinin uygulaması olarak mevcut motorun çift yakıtlı 
sisteme dönüştürülmesi incelenmiştir. Benzer motor veriminde çift yakıtlı sistemdeki 
yanma sonu H2O/CO2 oranının sadece dizel yakıtının kullanıldığı sistemdeki yanma 
sonu oranına göre yaklaşık olarak 1.5 kat azaldığı fakat NO emisyonunun arttığı 
gösterilmiştir. 
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1.  INTRODUCTION 
Due to the increasing importance of emission restrictions, improvement of mixture 
formation and combustion processes in internal combustion engines is a key factor 
both for decreasing specific fuel consumption and engine raw emissions. Prediction 
of combustion and emission formations in ICEs using advanced CFD codes becomes 
an important tool to facilitate the engine development and optimization process. 
Regardless of the presence of commercial CFD engine codes (STAR-CD, FIRE, etc), 
the simulations based on the KIVA-3V code are still popular in research 
communities due to a more simple procedure of implementation of advanced spray 
combustion sub-models coupled with the improved chemistry/turbulence interaction 
modeling and new formulations of complex combustion kinetics for surrogates of 
practical hydrocarbon fuels (Amsden, 1997). With the advent of the KIVA-4 code 
which employs an unstructured mesh to represent the engine geometry, a gap in 
flexibility between commercial and research modeling software becomes more 
narrow (Torres and Trujillo, 2006). 
1.1 State of Art in Engine KIVA-4 Modeling 
Since the KIVA-4 code is a new tool, its applications to the engine simulations are 
still relatively few. For example, Imamori et al. (2009) compared two different types 
of sector mesh used for diesel combustion. One is a conventional KIVA-3V polar 
sector mesh, another one is the KIVA-4 unstructured, non-polar mesh. Simulations 
were carried out using advanced spray models, and consistent modeling results were 
obtained with an advantage of a reduced computer time of simulations on the 
unstructured mesh due to a less number of cells involved. 
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Recently, the adaptive mesh local refinement, AMR, scheme was successfully 
implemented and used for spray modeling in a constant volume and the DISI engine 
of a realistic geometry (Xue and Kong, 2009). Current efforts in the code 
development, are focused on the parallelization of KIVA-4, and the results on a 
coupling of the AMR with a cell domain partition are presented in (Li et al., 2009). 
Although the multi-component fuel evaporation algorithm of Torres et al. (2003) is 
implemented in the code and used to simulate GDI engines, for the diesel spray 
modeling, a more robust algorithm of the KIVA-3V code was preferred to use. 
1.2 Objectives of the Study 
The scope of this study is to focus on developing a full operating cycle engine CFD 
model with a special emphasis on the sub-models of spray and combustion. Since the 
complexity of the spray combustion process in the engines requires a sophisticated 
experimental work, as a part of joint project between CNR (Consiglio Nationale delle 
Ricerche) and TUBITAK (The Scientific and Technological Research Council of 
Turkey), Istituto Motori - CNR supplied the experimental part of this thesis 
comprising air flow measurements, constant volume spray experiments, in-cylinder 
pressure and heat release rate measurements. 
In this study, a full engine cycle CFD model based on the KIVA-4 code coupled with 
detailed combustion kinetics has been developed to investigate the predictive 
capabilities of the new modeling tool. The model can be applied for several 
purposes: to evaluate different variable valve actuation (VVA) technologies as a 
promising solution of HCCI/PCCI combustion as in Peng and Jia  (2009), to select 
the intake ports geometry producing in-cylinder stratification of external EGR thus 
reducing the engine exhaust emissions as in Fuyuto et al. (2008), to optimize the 
mixture preparation in the dual fuel (natural gas/diesel) diesel engines as in Yasuhiro 
et al. (1995) and to improve engine performance by optimizing fuel reactivity with a 
dual fuel (gasoline/diesel and ethanol diesel blending) PCCI strategy as in Splitter et 
al. (2010). 
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Section 2 describes the governing equations of the main KIVA-4 code. Implemented 
and improved models were shown in Sections 3 and 4. The spray atomization and 
droplet dynamics models and their improvements were described in Section 3. The 
formulation of the diesel oil surrogate (DOS) and turbulent combustion models with 
detailed chemistry approach were given in Section 4. Also, in that chapter, in order to 
explore the engine combustion efficiency, a dynamic φ-T map construction 
procedure was introduced. Although all the experimental work has been performed 
by Istituto Motori, CNR, as a complement of the thesis, the engine test rig and 
relevant setups including air flow and constant volume experiments were explained 
briefly in Section 5. Finally, the results obtained from both the full and sector mesh 
models were discussed in Section 6. 
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2.  GOVERNING EQUATIONS 
In engine CFD models, numerical solutions are given by the gas phase equations of 
the conservation laws for time dependent, three dimensional, turbulent, chemically 
reacting flows of a multi-component mixture of ideal gases, coupled to the equations 
for single or multi component vaporizing fuel sprays.The effects due to presence of 
droplets and chemical reactions are accounted by appropriate source terms, placed in 
the gas phase equations. A correct formulation of the source terms plays the 
dominant role to get successful results in engine CFD modeling. 
Since time dependent, moving frame of combustion chamber requires a suitable 
numerical solution approach, the most popular code, KIVA-3V and KIVA-4 codes, 
based on arbitrary Lagrangian-Eulerian (ALE) finite volume method was selected in 
this study (Amsden et al., 1989). Due to its open-source nature, it has the outstanding 
feature to implement the new physical models.  
The spray computation modeling is based on a discrete-particle technique treating the 
spray in a Lagrangian manner. Since the representation of spray with the Lagrangian 
viewpoint does not require the nozzle region consideration to be fully resolved by the 
computational mesh, it is much more practical and computationally efficient than a 
representation based on the Eulerian viewpoint. Even though the computer 
technology is developing rapidly, computational expenditure and some intricate 
numerical problems still complicate the use of Eulerian methods requiring resolution 
of a nozzle region. For example, in general, the cell size of the mesh structure is 
about 1-2 mm, whereas diameter of the nozzle orifice is usually as small as 0.13 mm. 
In the Lagrangian method, parcels, i.e. groups of identical droplets are of zero 
dimension and do not occupy any space in the domain serving as markers pointing 
the cells in which liquid/gas exchange takes place. However, to these parcels can be 
attributed physical properties as many as desired. Some of them are droplet location, 
velocity, diameter, mass, temperature and fuel composition. The more parcels, the 
more accurate representation of the spray can be achieved. 
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Another mesh resolution problem arises from the small scales of turbulence, since 
turbulence micro-mixing effect in the cell can not be resolved on a grid level. 
Therefore, in order to correlate the sub-grid conditions with those of a grid level, the 
so called EBU (Eddy Break-up) models are widely used in engine CFD modeling 
due to the easier implementation and less computational expenditure than those of a 
more complex nature.  
 However, these representative mathematical sub-models and their numerical 
solution techniques require improvement because of plenty existing unknowns in 
physics involved. Therefore, as a rule, it is necessary to verify the computed results 
by comparing with experimental data. 
In this section, governing equations (conservation laws of mass, momentum and 
energy) of both gas (Eulerian) and liquid (Lagrangian) phases will be presented 
respectively. Because of the coupling between Eulerian and Lagrangian approaches, 
the Eulerian equations have extra source terms to account for the gas and liquid 
phase interaction. Considering that spray parcels as zero dimension objects not 
occupying the space in the Eulerian frame, the source terms are utilized to transfer of 
physical and chemical evolution of mass, momentum and energy changes of spray 
parcels into gaseous flow field equations (the Eulerian). 
2.1 Gas Phase Governing Equations  
The equations of motion for the fluid phase are given in a vector notation, in which 
the bold symbols represent vector and tensor quantities. i, j and k are the unit vectors 
in x,y and z directions, respectively. 
The position and velocity vectors are defined respectively as;  
kjix zyx ++=  (2.1) 
k),,,(j),,,(i),,,(u tzyxwtzyxvtzyxu ++=
 
(2.2) 
The vector nabla operator used in a symbolic representation of equations is given by 
zyx ∂
∂
+
∂
∂
+
∂
∂
= kji∇  (2.3) 
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The substantial derivative of Q representing any property of the fluid is given by 
( )Q
t
Q
t
Q ∇
.
u+
∂
∂
=
D
D
 (2.4) 
2.1.1 Continuity equation 
The continuity equation for species m is 
∫∫∫∫ ++











=
V
m
V
m
S
m
V
m VVDVt
dddd
D
D
1
spraychem δρρ
ρ
ρρρ &&A . ∇  (2.5) 
where ρm is the mass density of the species m; ρ, the total mass density; D, the mass 
diffusion coefficient; chemmρ& , chemical source term; sprayρ& , spray source term; 1mδ , 
Dirac delta function. 
The terms, at the right-hand side of the Eq.(2.5), are the diffusion term, chemical 
source term and spray source term due to evaporation of liquid respectively. 
Fick’s law diffusion is assumed with a single diffusion coefficient D which can be 
found from the turbulent Schmidt number (Sc) having a default value of 0.9. 
ε
ρµµ
ρ
µ
µ
2
0
k
cA
D
Sc airtt +== ;  (2.6) 
k is turbulence kinetic energy and ε is its dissipation rate. k and ε will be defined in 
Section 2.1.4. A0 is a switch to turn turbulence on or off. In laminar calculations, A0 
is zero and unity when one of the turbulence models is used. µt is the turbulent 
viscosity and cµ is an empirical constant with a value of 0.09. µair is defined by a 
Sutherland formula 
2
23
1
AT
TA
air +
=
/
µ
 (2.7) 
where T is the gas temperature, A1 and A2 are constants given for air as 1.457x10-5 
and 110, respectively. 
Since the single component evaporation is used, species 1 (subscript m1 of the Dirac 
delta function) is the species of which the spray droplets are composed. By summing 
Eq.(2.5) over all species, the total fluid density equation is obtained; 
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∫∫ =
VV
VV
t
dd
D
D sprayρρ &
 (2.8) 
Additionally, mass fraction for species m is defined by 
ρ
ρm
mY =
 
2.1.2 Momentum equation 
Momentum equation for the fluid mixture is 
VVkAp
a
V
t VVSS
o
V
dddd
3
21d
D
D spray
2 ∫∫∫∫∫ +++





+−= gFA.Au ρρρ σ  (2.9) 
where p is the fluid pressure; a, a dimensionless quantity used in conjuction with the 
Pressure Gradient Scaling method (Amsden et al., 1989); g, the gravity; sprayF , the 
rate of momentum gain/loss per unit volume due to the spray; σ , the viscous stress 
tensor. σ  is given for Newtonian fluids as 
Iu.S ∇λµ += t2σ  (2.10) 
where 
[ ]








∂
∂
+
∂
∂
=+=
i
j
j
i
ij
T
x
u
x
uS
2
1
2
1 ;)u(uS ∇∇  (2.11) 
S is the strain (deformation) rate tensor (In tensor notation, Sij).
 
tµ and λ  are the first 
and second coefficients of viscosity (including turbulent viscosity). λ is taken to be   
-2/3µt in calculations of turbulent flows. Superscript T denotes the transpose and I 
represents unit dyadic. 
2.1.3 Energy equation 
The internal energy equation is 
( )
∫∫∫
∫∫∫∫
+++
−−+−=
VVV
o
SV
o
VV
VQVQVA
VAVpVI
t
ddd
dd1dd
D
D
spraychem &&ερ
ρ A.Ju:u. ∇σ∇
 (2.12) 
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where I  is the specific internal energy, exclusive of chemical energy; chemQ& , 
chemical heat release source term; sprayQ& , spray source term; J  , the heat flux vector 
which is the sum of heat conduction and enthalpy diffusion. 
The term
 jiij xu ∂∂= /u: σ∇σ  is the dissipation function and produces a scalar due 
to the double dot product between two second order tensors. Since all the terms of 
the dissipation function are quadratic, u: ∇σ  is always positive. 
J is given as 
∑ 











−−=
m
m
mhDTK ρ
ρρ ∇∇J  (2.13) 
where T is the gas temperature, mh is the specific enthalpy of species m  and K is the 
thermal conductivity.  
Pr
c
K pt
µ
=  (2.14) 
Pr is the turbulent Prandtl number and taken to be 0.9 as a default input value. cp is 
the specific heat at constant pressure and obtained from the equations of state 
relations by assuming ideal gas mixture as shown below 
m
mm
m
m
m
m
m
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m
m
p
m m
m
W
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
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









=






=
∑
∑
∑
)()(
)()(
)()(
ρ
ρ
ρ
 (2.15) 
where Wm is the molecular weight of species m; R0, the universal gas constant; Im(T), 
the specific internal energy of species m; cpm, the specific heat at constant pressure of 
species m. hm(T) and cpm(T) are obtained from the JANAF tables which can be 
extracted from therm.dat file of the CHEMKIN software (Kee et al. 1990). 
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2.1.4 Turbulence equations 
Despite numerous turbulence models available to close the conservation equations, 
the k-ε and its RNG version, modified by Han and Reitz (1995), have been used in 
this thesis. 
The k-ε model is given by two equations: 
∫∫
∫∫∫∫
+−












++−=
VV
S k
t
VVV
VWV
k
Pr
µVVkVk
t
dd
ddd
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D
D
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ρρ A.u:u. ∇∇σ∇
 
(2.16) 
and 
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∇σ∇
 
(2.17) 
The first terms at the right-hand side of the Eq.(2.16 and 17) are defined to account 
for the effects of compressibility that is the turbulent analog of p dV work. Second 
terms of these equations represent the production of k and ε by shear in the resolved 
velocity field. Diffusion terms of k and ε are shown by the third terms. Prk and Prε  
are the turbulent Prandtl numbers for turbulent kinetic energy and ε diffusion and 
their values are given in Table 2.1. The fourth terms are the destruction terms of k 
and ε  respectively. In the internal energy equation (Eq.(2.12)), ρε
 
 is replaced with 
u: ∇σ  by A0 switch to account for the contribution of the turbulence dissipation as a 
production source term. sprayW& is the source term arising due to interaction with the 
spray. The value of sc =1.5 has been suggested for Diesel sprays by Amsden et al. 
(1989). The other model constants cε1, cε2, cε3 are listed in Table 2.1. 
The modified RNG k-ε model of Han and Reitz (1995) is similar to the standard k-ε 
model except that an extra term is added to the dissipation equation which changes 
with the mean strain rate, and compressibility of the flow is accounted for. The 
model formulation is given as 
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where 




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<−
=
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.u,..
.u,..
∇
∇
η
η
ε η
η
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c
 (2.19) 
The term in which cε3 is used accounts for the nonzero velocity dilatation which is 
closed based on a rapid distortion analysis. The term with cη changes dynamically 
with the strain rate of turbulence in order to provide more accurate predictions for 
flows with rapid distortion and large scale eddies. cη is given as 
( )
3
0
1
1
βη
ηηη
η
+
−
=
/
c  (2.20) 
where η0=4.38, β=0.012 and 
( )S:S, 2== mm SkS εη  (2.21) 
η denotes the ratio of the turbulent to mean strain time scale; S, the strain rate tensor 
defined in Eq.(2.11); Sm, the magnitude of the strain rate tensor. 
Standard and RNG k-ε turbulence model constants are given in Table 2.1: 
Table 2.1: Model constants for standard and RNG k-ε turbulence model (Han and 
Reitz, 1995). 
Model ηc  1εc  2εc  3εc  kPr
 
εPr
 
sc
 
Standard k-ε 0.09 1.44 1.92 -1.0 1.0 1.3 1.5 
RNG k-ε 0.0845 1.42 1.68 Eq.(2.19) 0.7194 0.7194 1.5 
In addition, a restriction on the turbulent length scale from becoming greater than 
LSGS whose value is typically taken to be 4δx, where δx is a representative 
computational cell dimension  is introduced into the turbulence model due to the gas-
liquid interactions in the spray: 
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2.1.5 Chemical reactions 
The r-chemical reaction occurring in the system is symbolized by 
∑ ∑ ′′⇔′
m m
mmrmmr vv χχ  (2.23) 
where mχ
 
represents one mole of species m and mrv′ and mrv ′′  are the stoichiometric 
coefficients for reaction r . 
Kinetic reaction r  proceeds at rate rω& given by 
( ) ( )∏∏ ′′ −= m mrm mr
N
m
b
mbr
N
m
a
mfrr ckckω&  (2.24) 
cm is the concentration of the species m and defined as mmm Wc /ρ= . mra′ and mrb′  
are the empirical reaction orders to account for global reactions (see, Appendix A.1). 
While for the elementary reaction, they are identical with the stoichiometric 
coefficients ( mrv′  and mrv ′′ ) in the reaction formula of Eq.(2.23); frk and brk represent 
forward and backward rate coefficients in a generalized Arrhenius form. 






−=
T
E
expTAk frfrfrfr
ξ
 (2.25) 






−=
T
E
expTAk brbrbrbr
ξ
 
(2.26) 
where frfrTA
ξ
 and brbr TA
ξ
 represents the collision frequencies for the forward and 
backward reactions. frA  and brA  are the pre-exponential factors and the superscripts 
frξ  and brξ  are the temperature exponent for the reactions. Exponential terms of 
Eq.(2.25-26) are the Boltzmann factor, specifying the fraction of collisions that have 
an energy greater than the activation energies 0RE fr  nd 0REbr  where frE  and brE are 
the activation temperatures, K. 
With defined chemical equations, the source terms in the species continuity equation 
can be written as: 
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∑ ′−′′=
r
rmrmrmm vvW ωρ && )(chem  (2.27) 
and the chemical heat release term in the energy equation is given by 
∑=
r
rrQQ ω&& chem  (2.28) 
where rQ is the negative of the heat of reaction at absolute zero, 
∑ ∆′−′′=
m
mfmrmrr hvvQ ))(( 0  (2.29) 
and mfh )( 0∆  is the heat of formation of species m  at absolute zero. 
2.2 Liquid Phase Governing Equations 
In diesel engines, atomization causes the fuel jet to disintegrate into up to 100 million 
droplets with average diameter of 10 µm. Therefore, it is impractical to resolve each 
single droplet in the numerical simulations with regard to today’s computer power. 
Furthermore, essential dynamics of the sprays and the interaction with the gas phase, 
causing drop breakup, collisions and coalescences, increases the complexity of the 
solution. Instead, some statistical averaging techniques such as spray equation are 
utilized (Williams, 1985). In this approach, the probable number of drops per unit 
volume is considered. 
( ) yddydTdrdtyyTrf
volumeunit
dropletsofnumberprobable
dd && v,,,,,v,x=  (2.30) 
f is the probable number of droplets per unit volume at position x and time t with 
velocities in the interval (v, v+dv), radii in the interval (r+dr), temperatures in the 
interval (Td, Td+dTd), distortions from sphericity (y, y+dy), temporal rates of change 
of y ( y& , ydy && + ). In total, f  has 11 independent variables 
The spray equation formulated by Williams is 
( ) ( ) ( ) ( )
( ) ( ) bucoll
d
d
ffyf
y
yf
y
Tf
T
Rf
r
ff
t
f
&&&&
&
&
&
+=
∂
∂
−
∂
∂
+
∂
∂
+
∂
∂
+++
∂
∂ F.v. vx ∇∇
 
(2.31) 
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where F, R, dT& and y&&  are the time rates of change of droplet velocity, radius, 
temperature and oscillation velocity, respectively. F represents the droplet 
acceleration (drop drag) and model of turbulent dispersion will be described in 
Section 3. R will be explained when the evaporation model is described. The terms 
collf& and buf&  are the source terms due to the droplet collisions and breakups and 
detailed descriptions of these terms will be given in Section 3. 
Then, the void fraction is given by 
∫−= yddydTdrdrf d &v33
41 piθ  (2.32) 
Generally speaking, there are two methods commonly used to solve the spray 
equation: Continuum droplet model (Eulerian-Eulerian) and discrete droplet model 
(Eulerian-Lagrangian) (Kuo, 1986). 
In CDM, the spray equation is solved directly with a Eulerian finite difference or 
finite volume scheme similar to the numerical solution of the gas phase equations. 
However, the CDM requires to discretize the droplet probability function f  in all 
eleven independent dimensions. Thus, computational expenditure costs too much. 
For example, discretizing the problem on a coarse mesh with only ten grid points in 
each dimension requires 1011 grid points.  
The DDM, proposed by Dukowicz (1980) and used in most of the CFD codes, is 
more practical approach than the CDM. Applying the Monte Carlo Method (see, 
Appendix A.2), finite numbers of groups of particles (parcels) are used to represent 
the entire spray. For example, 103 to 104 parcels may represent 100 million droplets 
in this approach. Thus, CPU power demand can be decreased significantly. In 
addition, the motion and transport of representative samples of discrete drops are 
tracked through the flow field using a Lagrangian formulation, while a Eulerian 
formulation is used to solve the governing equations for the gas phase. The effect of 
droplets on the gas phase is taken into account by introducing appropriate source 
terms in the gas phase conservation equations (see, Eq.(2.5,8,9,12,16,17)). 
In this method, the continuous distribution f is approximated by a discrete 
distribution f ′  
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(2.33) 
where p is the parcel number and composed of Np droplets having equal location xp, 
velocity vp, size rp, temperature Tdp, and oscillation parameters yp and py& . 
By solving the spray equation, the so-called source terms of the Eulerian equations, 
describing the interactions between the liquid and gas phases, are obtained. These 
source terms are presented below. Density increase due to the evaporation of spray 
droplets is 
∫−= ydyddrdTRdrf ddspray && v24piρρ  (2.34) 
The rate of momentum gain due to droplet drag, body forces and evaporation is  
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where where g-FF =′ . Energy transfer between the gas and liquid phase is 
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where cl is the specific heat of the liquid droplets and u′ is the gas turbulence 
velocity. Since u´ follows the Gaussian distribution (with a variance of 2/3k), the rate  
at which turbulent eddies are doing work in dispersing the spray droplets is negative, 
∫ ′′−= ydyddrdTdrfW ddspray && vu.F33
4
piρ  (2.37) 
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3.  DESCRIPTION OF HIGH PRESSURE DIESEL SPRAYS 
In internal combustion engines, it is essential that the mixture formation be improved 
in order to get better combustion performance. That is to say, to obtain rapid 
evaporation and combustion, it is important that mixture formation be improved by 
increasing the surface area between the liquid fuel and surrounding air. For example, 
disintegrating 2 mm drop into about eight million droplets of 10 µm increases the 
evaporation rate by a factor of 200 (Stiesch, 2003).Thus, the spray is one of the most 
effective measures to control the combustion process. In addition, Ferguson and 
Kirkpatrick (2000) states that the kinetic energy of the spray is the main source for 
turbulence production within the combustion chamber, and therefore governs the 
micro-scale air-fuel mixing by turbulent diffusion. Accordingly, it can be said that 
the spray significantly affects the ignition delay, heat release rate, exhaust emissions, 
fuel consumption and the noise level. As a consequence, it is necessary that the spray 
processes be understood as detailed as possible. 
In this section, main processes in the fuel spray injection are described. First, spray 
atomization and breakup regimes are given, and then empirical approaches on the 
spray parameters such as penetration depth and Sauter mean radius of the overall 
spray are explained. Afterwards, for engine CFD applications, droplet breakup, 
collision and evaporation models and their improvements are discussed. 
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3.1 Spray Breakup and Atomization Regimes 
Spray regimes are distinguished into several categories as depicted in Figure 3.1. At 
the nozzle orifice an intact core of the liquid phase can be identified (void fraction, 
i.e. volume fraction of the gas phase to the liquid phase, θ < 0.5). Then, it rapidly 
disintegrates into ligaments (churning flow) and further into droplets. But, droplets 
are still denser than the gas phase. This spray regime is generally called as thick or 
dense spray. It is often assumed that a spray behaves as a thick spray if the void 
fraction is less than about, θ ≈ 0.9 (O’Rourke, 1981). Due to the conical spray shape 
and droplet evaporation process, the average spacing between droplets expands 
further downstream of the nozzle, and the void fraction approaches unity. 
In thin spray regime, due to the liquid to gas density ratio, the mass fraction of the 
liquid phase is still noticeable. The last stage of the spray evolution is called as very 
thin or dilute spray. In this regime, both volume and mass fractions of the liquid 
phase are usually ignored. 
 
Figure 3.1 : Schematic representation of spray regimes (Stiesch, 2003). 
To distinguish the spray jet into several regimes is of great significance on its 
mathematical modeling. For example, in the dense spray regime droplet collisions 
and coalescences are the dominant models or interactions, whereas, the influence of 
the gas phase is negligible. However, in dilute spray regime collisions between 
droplets are rare and generally ignored in the modeling. Besides, in the vicinity of the 
nozzle the governing mechanisms of the intact core regime have still considerable 
uncertainties. Therefore, this regime is ignored in most of the CFD codes. 
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Breakup regimes are typically distinguished into three categories (Reitz,1978). For 
relatively low injection velocities, Rayleigh regime governs the breakup process. In 
this regime breakup length is far downstream of the nozzle orifice (Figure 3.2.a). In 
the wind induced breakup regime, breakup process is accelerated by the relative 
motion of the ambient gas and the jet (Figure 3.2.b). The atomization regime is the 
regime of interest to internal combustion engine applications (Figure 3.2.c). Here the 
jet forms a diverging cone-shaped spray at the nozzle exit. However, the breakup 
mechanism for jets in the atomization regime has still uncertainties, whereas the 
mechanisms controlling the breakup in Rayleigh and wind induced breakup regimes 
are reasonably well understood. This is partly due to the fact that the spray is 
optically very dense in the vicinity of the nozzle and thus hardly accessible by optical 
measuring techniques. But, there is a general agreement for the atomization regime 
that as the injection pressure increases, the effects of turbulence and cavitation plays 
more role on the breakup process.  
 
Figure 3.2 : Schematic illustration of breakup regimes (a) Rayleigh breakup regime, 
(b) Wind induced breakup regime, (c) Atomization regime (Stiesch, 
2003). 
The atomization process of Diesel sprays is distinguished into two successive stages. 
First, the drops and ligaments start to shed from the liquid jet due to the primary jet 
breakup process. The latter, smaller drops are formed due to secondary breakup 
around the liquid jet as a result of the liquid-gas interaction and drop collisions 
(Reitz, 1987). 
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Due to uncertainties in the vicinity of the nozzle, primary breakup model is usually 
neglected in the CFD applications. In this case, instead of primary breakup model, 
the initial size and spray angle is specified as constants. However, in the literature, 
there are several proposed mechanisms controlling primary breakup of high speed 
diesel jets (Baumgarten et al., 2002; Berg et al., 2003). 
Arcoumanis et al. (2000) show that effects of the inner nozzle flow such as 
turbulence of liquid phase and cavitation have an increasing influence on primary 
spray breakup. A comprehensive two zone primary breakup model, based on 
turbulence and cavitation, can be seen in Figure 3.3. 
 
Figure 3.3 : Schematic representation of the primary breakup model based on 
turbulence and cavitation (Baumgarten et al., 2002). 
Of the simplest and widely used primary breakup models, the blob injection model is 
based on the combination model of the KH (Kelvin-Helmholtz) and the RT 
(Rayleigh-Taylor) models, that are usually applied in secondary breakup process of 
the liquid jet. In this model it is assumed that during the injection duration there are 
continuously added large drops (so-called blobs) with a diameter comparable to the 
size of the nozzle hole. Immediately after injection, the KH instabilities start to grow 
on the blob surface, subsequently, child droplets are stripped from the parent drop. In 
addition, it is assumed that the KH instabilities are caused by the effects of the inner 
nozzle flow, e.g. by turbulence within the liquid phase (see Figure 3.4). 
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Figure 3.4 : Schematic depiction of Blob Injection Model (Reitz, 1987). 
The spray cone angle is specified by assuming that the droplet velocity component 
perpendicular to the spray direction. Since the influence of the inner nozzle flow on 
atomization cannot be predicted, this model is calibrated by adjusting empirical 
constants. 
The secondary breakup of droplets is mainly determined by Weber number, defined 
as the ratio of the inertia forces to the surface tension forces. There are a variety of 
mathematical models for drop breakup proposed in the literature. Most widely 
known models are the Taylor analogy (TAB), KH and RT breakup models. 
Since a full engine cycle CFD simulation has been focused on this study, hybrid KH-
RT model has been used to get advantage of less computational time than that of the 
detailed models. In the proceeding sections, definition and improvements of this 
model implemented into the KIVA-4 code were explained. 
3.1.1 Empirical approaches to the spray injection and atomization 
There are numereous fundamental experiments and semi-empirical approaches about 
the general behaviour of the spray parameters of full cone diesel sprays. Such kind of 
approaches can predict the overall spray parameters like spray cone angle, spray 
penetration, breakup length and average droplet radius reasonably well. The obtained 
information from these expressions can be used to investigate the three dimensional 
spray model. 
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The most well known approach is the work of Hiroyasu and Arai (1990) which was 
performed in non-vaporizing conditions. In their empirical expressions, the time-
dependent development of the spray penetration length, S, has two stages. Since the 
low needle lift at the beginning of the injection allows low mass flow, the 
disintegration of the jet doesn’t occur immediately, that yields a linear growth of S 
over t during the first stage. At the second stage, the spray tip has many smaller 
droplets, and the tip velocity is smaller than that of the first stage. Therefore, the 
spray penetration rate doesn’t follow a linear growth. 
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Parameters in Eq.(3.1) are given as: p∆ in [Pa] is the difference of injection pressure 
and chamber pressure, ρl and ρg are the liquid and gas densities in [kg/m3], t 
represents time in [s], and Dnoz is the nozzle hole diameter in [m]. 
The spray cone angle is the other characteristic parameter of a full cone spray. 
Heywood (1988) gives the relation as 
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A is a constant for a given nozzle geometry, and an empirical equation for A is  
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where L/Dnoz is the length/diameter ratio of the nozzle. 
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Another parameter is the average droplet size of a spray which determines the 
success of the spray breakup and atomization. The Sauter mean diameter (SMD) is 
used for this purpose. The SMD represents the diameter of a model drop whose 
volume/surface area ratio is equal to the ratio of the sum of all droplet volumes to the 
sum of all droplet surface area in the spray. 
Hiroyasu and Arai (1990) states that the following relation for the SMD 
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In Eq.(3.3), SMD is in [m], µl,g is the dynamic viscosity of the liquid and gas in 
[N.s/m2], respectively. Wel=V2Dnozρl / σ is the Weber number of the liquid phase. V is 
the jet velocity in [m/s]. Rel= VDnozρl / µl is the Reynolds number of the liquid phase. 
Initial injection parameters can also be described as Bayvel and Orzechowski (1993) 
stated. In this study, the correlations given below were used in three dimensional 
engine simulation as supplying initial information of overall spray characteristics. 
Spray cone angle and SMD of the spray are defined as 
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Vmax and Vmean are the maximum and mean velocities of discharge without losses in 
[m/s]. 
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Pmax and Pc are the maximum injection pressure and the pressure in the chamber in 
[MPa], respectively. 
 24
3.1.2 TAB breakup model 
In the TAB model, proposed by O’Rourke and Amsden (1987), it is assumed that the 
droplet distortion is described as a one-dimensional spring-mass system. In this 
analogy, the forces are the gas aerodynamic forces, the damping force due to the 
liquid viscosity, and the restoring force due to the surface tension.  
The second order differential equation of motion for one dimensional damped spring-
mass system is 
x
m
d
x
m
k
m
F
x &&& −−=  (3.6) 
where F is the force; x is the displacement of the mass, m; k is the spring constant 
and d is the damping constant. By using the analogy, the coefficients of the Eq.(3.6) 
are replaced with 
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and x  is re-described as the deviation of the droplet equator from its equilibrium 
position (see, Figure 3.5). The droplet distortion is characterized by the 
dimensionless parameter )/( rCxy b= .CF, Ck,Cd and Cb are the model constants. (see, 
Table 3.1) 
 
Figure 3.5 : Schematic illustration of the distortion parameter, y, in the TAB model 
(O’Rourke and Amsden, 1987). 
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Using the dimensionless parameter, y, the equation of motion (Eq.(3.6)) becomes 
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Since the relative velocity, vuu −′+ , is constant in the numerical solution process 
during a given time interval, an analytical solution can be obtained for the Eq.(3.7). 






+






−+= tsinB
t
tcosA
t
t
expWe
CC
C
ty
dd
g
bk
F ω
ω
ω
1)(  (3.8) 
where 
( )
( )
0000
23
2
2
2
000
1
2
1
=
=
==
−==
−′+
=






−+=





−=
tt
dd
k
d
ld
d
g
g
g
bk
F
dg
bk
F
dtdyyyy
tr
C
r
C
t
r
We
We
CC
CytyBWe
CC
CyA
/,
,,,
vuu
,,
&
&
ρ
σ
ω
ρ
µ
σ
ρ
 
Eq.(3.8) describes the dimensionless time-dependent oscillation of the droplet 
equator. Breakup occurs if and only if the distortion parameter y exceeds 1; that is, x  
becomes greater than half the droplet radius. O’Rourke and Amsden (1987) states 
that this is the case which is in agreement to critical Weber number for vibrational 
breakup ~ 6.  
3.1.3 ETAB breakup model 
The ETAB model is an enhanced version of the TAB model in order to increase the 
predictive capability of global spray parameters on full cone diesel sprays. The main 
improvement is related with the calculation of the size and number of child droplets 
after breakup. In this model, the rate of child droplet generation is proportional to the 
number of child droplets, Nd,child. 
Table 3.1: The TAB model constants (O’Rourke and Amsden, 1987).
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k1 and k2 are determined from the experiments, and their suggested values are 
54121 ./=≈ kk . Wet  determines the transition between the bag and stripping breakup 
regimes , and is set to 80. 
The number of child droplets can be defined as 
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and its differentiation 
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By using these two equations in the Eq.(3.9), one can get 
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With the assumption of a uniform distribution of child droplet sizes, integration of 
Eq.(3.12) yields the ratio of child to parent droplet radii. 
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where tbu is obtained from the TAB model. 
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3.1.4 Hybrid KH-RT model 
In this model, the atomization process of diesel sprays taking place in two stages, 
primary and secondary atomization is modeled using a wave growth or aerodynamic 
theory that predicts spray parameters such as the spray angle and the spray diameter. 
The primary atomization of the spray depends on the spray interaction with the 
ambient gas leading, at first, to ligaments formation close to the liquid core that 
further disintegrate into parent spherical droplets. After primary atomization has been 
completed, secondary atomization starts dependent on the parent droplet parameters 
(sizes, velocities, etc.) causing the breakup mechanism leading to further droplet 
disintegration. In this work, a combination of Kelvin- Helmholtz, KH, and Rayleigh-
Taylor, RT, models coupled with the "blob" injection model is used (Patterson et al., 
1998; Beale et al., 1999). Then, the KH model describes the surface wave 
development on a cylindrical liquid jet in an incompressible ambient gas subjected to 
linear perturbations. The curve-fits of numerical solutions of the dispersion relation 
for the maximum growth rate, KHΩ , and the corresponding wavelength, KHΛ , 
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where a is the effective nozzle radius, ll ReWeZ /.50= is the Ohnesorge number, 
( ) σρ /v-uu
,,
aWe lglg
2
′+=  is the Weber number for gas and liquid, respectively, 
lll aRe µρ /v-uu ′+= is the Reynolds number for liquid, σ and µl are the liquid fuel 
surface tension and viscosity. Finally, 50.gZWeT = is the Taylor number. 
A spray core is represented as a region close to the injector orifice with large droplets 
(blobs) of the diameter equal to the effective nozzle diameter (2r = 2a). Based on the 
jet stability theory, new droplets are formed from a parent droplet or blob. It is 
assumed that small droplets (with radius, rd) are formed from the parent drops with a 
size proportional to the wavelength, KHΛ , i.e. 
aBifBr KHKHd ≤ΛΛ= 00  
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where 6100 .=B  according to Reitz (1987). During breakup, the parent droplet 
reduces in diameter due to a loss of mass. The rate of change of the droplet radius 
due to breakup is given by the equation 
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where, r0 is the droplet radius at t = t0 and τKH is the breakup time defined as 
KHKH
KH
rB
ΛΩ
=
1726.3τ  (3.17) 
The breakup constant B1 depends on the injector characteristics and its value ranges 
between 2 to 40.  
After the breakup, a new parcel containing child (product) droplets of the size r is 
created and accounted for in the computations. This process continues as long as the 
liquid mass removed from the parent droplet, )( 3303
4
rrl −piρ   reaches 1-3% of the 
parcel mass and if the number of child droplets is greater to the number of parent 
droplets. While waiting for sufficient child droplets to accumulate, the parent droplet 
number was adjusted so that 3300 rrNN pp /,= . The parent droplet number, Np,0 was 
restored following the formation of the new product parcel. 
The RT model is based on the considerations of the liquid-gas interface that is 
subject to aerodynamic forces. RT instabilities develop if the fluid acceleration has 
an opposite direction to the density gradient. In the event of a liquid droplet is 
decelerated by drag forces in a gas phase, the RT instabilities may grow unstable at 
the trailing edge of the droplet. The RT mode of breakup model works in a slightly 
different way from the KH mode. The size of the new child droplets is calculated 
depending on RT wavelength, RTΛ , and breakup occurs when RTΛ  is less than the 
diameter of the parent droplet. 
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Typically, the RT breakup model is not utilized as the only method to describe 
secondary breakup mechanism. Instead, a combined model of KH and RT models are 
preferred. In this way, close to the injector nozzle where the droplet velocities are 
highest, the RT mode becomes dominant, whereas the influence of KH mode 
increases further downstream. 
Based on the Levich theory, breakup length, Lb, is defined as 
g
l
nozblb DCL ρ
ρ
=  (3.19) 
where Cbl is the model constant, Dnoz is the nozzle diameter. When the liquid length  
is less than Lb, only the KH breakup occurs. The RT mode becomes dominant after 
exceeding Lb. The constants related to the KH-RT break-up model in the present 
simulations are listed in Table 3.2 
Lb Initial value of breakup length 1.5 
B0 Size constant used in KH breakup 0.61 
B1 Breakup time constant of KH model 20 
C3 Size constant used in RT breakup 0.25 
Ct Breakup time constant of RT model 1.0 
3.2 Droplet Collisions Model 
Droplet collisions have an important effect on the dense spray near the injection 
nozzle. In this region, number of droplets per unit volume is large and the collision 
probability is high. 
Table 3.2: Constants in the KH-RT model.
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There are mainly four different regimes for the droplet collisions: bouncing, 
permanent coalescence, grazing (a new breakup occurs after coalescence) , and 
satelites (satelite droplets occurs after coalescence) as shown in Figure 3.7. 
 
Figure 3.6 : Main collision regimes from t1 to t3 (Edman, 2005). 
In the stochastic collision model of the KIVA code, the droplets inside the parcel are 
assumed to have the same properties and don’t interact with each other. Then, if the 
probability of the collision between a droplet belonging to parcel A and the other 
droplet belonging to parcel B is known, all the droplets in parcel A behaves in the 
same way.  
In this model, collision is assumed to occur in the same computational cell and the 
probability of collision is higher than a threshold value based on the collision 
frequency. The probability Pn that a parcel with a larger radius undergoes n collisions 
follows a Poisson distribution, 
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with mean expected value tvn ∆= 12  where  t∆  is the computational timestep. The 
collision frequency of the large parcel 12v  is defined as 
( ) 21221212 vv, −−= rrV
N
v
p piδ  (3.21) 
where the subscripts 1 and 2 refer to the properties of the large and smaller parcels, 
N2 is the number of droplets in the smaller parcel and δV is the volume of the cell.  
In this formulation, a mesh dependency occurs because of the cell volume used in 
calculation of collision frequency. Reducing the cell size increases the chance for 
collision according to Eq.(3.21). But it will also reduce the domain in which the 
parcels can meet. Since two parcels that are not located in the same cell have zero 
probability to collide. 
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In this study, droplet collisions are accounted by the model of Nordin (2000) which 
describes a mesh independent collision condition. In this model, collision between 
two parcels occurs if their trajectories intersect and they reach to the intersection 
point at the same time (see, Figure 3.7). 
 
Figure 3.7 : Two parcel’s collision condition. Collision will occur if they meet at the 
same time (Nordin, 2000). 
This can be implemented into the code with two requirements. First, the parcels are 
traveling towards each other, i.e. V12>0 
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Secondly, the parcel’s relative displacement during one time step, ∆t, has to be larger 
than the distance seperating the droplets. 
)(xx 211212 rrtV +−−>∆  (3.23) 
If the requirements are satisfied, then a random number, between 0 and 1, is 
compared to a threshold value derived from a probability distribution. In this model, 
random number has to be less than P. 
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where the model constants, C1 and C2, are given as 1.0 and 0.2, respectively. The 
position trajectories are defined as 
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The solution to the system in Eq.(3.26) gives the values of (α0,β0). 
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However, if α0≠β0 , it means that the parcels are coming in the collision point at 
different moments that explains the introduction of the probability P. 
In fact, this approach in some sence is equivalent to the O´Rourke approach with the 
difference that not all parcels are colliding, but only those which are satisfying the 
collision conditions. The requirement Eq. (3.23) can be replaced by a verification 
that the distance between the “centers” of the parcels equals the sum of the radii 
,)(x)(x 2112 rrtt cc +=−  (3.27) 
where the positions of two spherical particles are given as 
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If the above equations are squared and 
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are introduced, a quadratic equation can be written 
2222 σ=∆+∆∆+∆ |x|x)v2(|v| cc tt  (3.28) 
from which the collision time tc can be defined as the smaller of the two real positive 
solutions of the Eq.(3.28). If there are no real positive solutions, the particles are not 
colliding. Only one solution corresponds to the case in which the two particles are 
touching tangentially, but not colliding. If such pairs are found, the other calculations 
are not different from collision calculations of the O´Rourke model.  
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3.3 Droplet-Turbulence Interaction Model 
The effect of turbulence on the droplet which plays important role on calculations of 
droplet’s drag, breakup process and vaporization rate is accounted for by adding the 
gas turbulence velocity u′  to the local mean gas velocity u in when the relative 
velocity between the droplet and gas v-uu ′+  is required. A Gaussian probability 
distribution with a standard deviation of k32 /  for each component of u′  is 
assumed. 
( ) ( ) { }kexpkG 4334 221 /u/u / ′−=′ −pi  (3.29) 
The droplet acceleration F has contributions due to aerodynamic drag and 
gravitational force and can easily be deduced by Newton’s equation of motion 
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where the drag coefficient CD is given by 
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Red is the droplet Reynolds number and is given by 
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where Tˆ  is the film temperature and will be defined in the next section.
 
3.4 Droplet Evaporation Model 
Evaporation of fuel injected into combustion chamber is of great importance with 
respect to mixture formation and combustion process especially in direct injection 
internal combustion engines. Because, combustion process occurs if and only if 
vaporized fuel mixes with air in a combustible ratio. Thus, evaporation rate has direct 
influence on engine’s thermodynamic efficiency and formation of emissions as well. 
Poor evaporation will typically cause increased soot and unburned hydrocarbon 
emissions, whereas very rapid evaporation leads to increase the amount of fuel-air 
 34
mixture accumulated during the ignition delay, and thus, rapid premixed burn causes 
high temperatures that result the increase in NOx emissions. As a consequence, a 
thorough understanding of the mechanisms controlling the fuel evaporation is of 
great significance. 
Evaporation of droplets propagating in the combustion chamber is governed by 
conductive, convective and radiative heat transfer from the hot gas to the colder 
droplet and by simultaneous diffusive and convective mass transfer of fuel vapor at 
the drop surface into the gas environment. 
With respect to determine basic principles of evaporation, usually, evaporation of 
single and ideally spherical droplet is examined. There are several approaches as: 
infinite-diffusion model that is used as a standard model in the CFD codes, and 
diffusion limit model by which multi-component fuel evaporation is considered.  
In the “infinite-diffusion” model, it is assumed that the droplet interior is well-mixed 
without spatial gradients at any time and the temperature within the droplet depends 
on time only. Thus, an infinite mixing and heat transfer are considered in the droplet 
(Figure 3.8). 
The so-called diffusion-limit model assumes a one-dimensional temperature and, in 
the case of a multi-component fuel, mass distribution as a function of the droplet 
radius. Since there exists no circulation within the droplet interior, it can be said that 
the heat and mass exchange processes inside the droplet are governed by conduction 
and diffusion, respectively. 
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Figure 3.8 : Modeling approaches for droplet evaporation. 
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In addition, the convective heat transfer of the gas flow is of great importance on the 
evaporation of droplets. The convective phenomenon increases the heat transfer 
between the phases, and thus evaporation rate increases as well.  
Several researchers investigated the evaporation of a single droplet including the 
influence of convection. Of these approaches, Ranz-Marshall correlation considers 
the influence of convection just by adding an empirical term to the ideally-spherical 
single droplet model. 
In this study, KIVA-3v evaporation model, based on Ranz-Marshall correlation and 
infinite diffusion model for single component fuel has been replaced with the    
KIVA-4’s one dimensional diffusion limit model for multicomponent fuel, since the 
diesel oil surrogate model used in the simulations evaporates as a one component 
fuel and then vapor is decomposed to constituent species, n-heptane and toluene. 
To implement into the KIVA code, equations of the rate of droplet radius and droplet 
temperature change are required. These are obtained by the equations of conservation  
of mass and energy.  
By considering the conservation of mass, the model equates the rate of evaporation 
to the rate of mass convection: 
( ) ** 121122 444 Ydt
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rYYrh
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r dmd 
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
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
+−= ρpipiρpi  (3.32) 
where r is the droplet radius, ρd is the liquid fuel density, hm is the mass convection 
coefficient, Y1 is the mass fraction of fuel in the fuel-air mixture at ambient 
conditions, Y1* is the fuel vapor mass fraction at the droplet’s surface. The first term 
on the right side represents the mass flow rate due to the convection relative to the 
bulk flow rate, and the second term is the bulk flow rate at the surface due to the 
evaporation. The convection coefficient, hm, is related with the Sherwood number: 
( )
r
DShh airdm 2
ρ
=  (3.33) 
where (ρD)air is the fuel vapor diffusivity in air, based on the film temperature (Tˆ ) 
using the 1/3 rule. The vapor diffusivity in air is calculated by an empirical 
correlation 
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where D1 and D2 are model constants. 
Substituting Eq.(3.33) into Eq.(3.32), canceling 4pir2 , yields the rate of change in 
droplet radius, known Frossling correlation. 
( )
d
d
air Sh
Y
YY
r
D
dt
drR
*
*
1
11
12 −
−
−==
ρ
ρ
 (3.35) 
where Shd is defined as  
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Scd, Schmidt number based on Tˆ  and Spalding transfer coefficient Bd are defined as 
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The rate of droplet change is used in the energy balance equation in order to find the 
rate of droplet temperature change (Amsden et al., 1989), 
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where cl is the liquid specific heat, L(Td) is the latent heat of vaporization, h is the 
convection coefficient for heat transfer (h = Nud Kair / 2r where K is the thermal 
conductivity of air). Nusselt number is defined similar to the Sherwood number 
definition (Eq.(3.36)) 
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where the Prandtl number is defined as 
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is defined by Sutherland formula. K1 and K2 are the constants for air (K1=252, 
K1=200). 
Canceling 4pi and substituting Eqs.(3.35-36) into the Eq.(3.38) gives the rate of 
droplet temperature change 
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Eq.(3.41) is solved numerically in KIVA and the result is used in the computations of 
the overall energy and mass balances for the gas phase within the cell in which the 
parcel is located. 
3.5 Improvements and Comparisons of the Spray Models 
In this section, several spray breakup and droplet collisions models, implemented 
into the KIVA-4 code have been compared with the previous works (Edman, 2005; 
Nordin, 2000). The more detailed work with the optimized spray model, compared 
with the constant volume experiments will be given in the Results and Discussions 
section. Multicomponent fuel evaporation algorithm has been replaced with the 
single component one which is a more efficient and suitable to use with the diesel oil 
surrogate model. 
The TAB model generally underpredicts the droplet sizes of full cone diesel sprays 
and underestimates the penetration depth of the spray (Tanner et al.,2000; Liu et al., 
2000). It is usually applied in the studies where low pressure injection system is used 
as in GDI applications. However, the TAB model is useful to calculate dynamic drag 
coefficient of the droplets in the spray by predicting droplet deformation. 
The global effect of the ETAB model can be seen from the Figure 3.9 by predicting 
greater child droplet diameters than the TAB model. As a result, droplet size 
distribution near the nozzle can be more realistic. 
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Figure 3.9 : TAB and ETAB model comparisons with respect to child and parent 
droplets ratio (Tanner, 1997).  
Figure 3.10 (a) and (b) shows the spray penetration and temperature distribution of 
the TAB and the KH-RT spray models respectively. When TAB model, standard in 
KIVA code, is used, spray penetration decreases due to rapid breakup of spray jet 
into smaller droplets leading evaporation rate increase. Hence, in the vicinity of the 
nozzle, ignition commenced out. 
(a) (b) 
Figure 3.10 : Comparison of spray models with respect to spray penetration and 
temperature distribution: (a) TAB model, (b) KH-RT model. 
Another important consequence, utilization of the KH-RT combined model, 
disintegrating the drops into child and parent droplets, yields more realistic droplet 
size distribution compared to the TAB model. 
In this study, an original replica of the hybrid KH-RT has been used with the several 
improvements. First improvement is to use actual droplet densities, depending on Td, 
instead of a constant droplet density used in the standard KIVA code. The 
expressions in Schetz and Fuhs (1996) was used to tabulate the densities with 
temperature. The coefficient of thermal expansion in K-1 is given by 
))(.( BdTT TT −+= βββ 611  (3.42) 
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where βT is the value of β at any base temperature TB and is a function of the density, 
ρT at TB. The density in kg/m3 is given by 
[ ]))(.)(( BdTBTTd TTTTexp −+−−= ββρρ 801  (3.43) 
βT x103 = 0.83 and ρT =0.848 g/cm3 at TB =288.6 K are the suggested constants for 
the diesel fuel #2. 
As a second improvement, the gas velocity interpolation approach of Nordin (2000) 
has been introduced into the present numerical code. In this method, the distance 
between the parcel and each vertex is calculated by the Eq.(3.44) to take the gradient 
of gas velocity in the grid into account. Here, the gas velocity, u, at the position, xp, 
where the parcel exists is estimated by Eq.(3.44), accounting for the weighted 
information of velocities at all cell vertices by their distance to the parcel location. n 
is the weighting factor and is usually chosen as 2. 
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In Figure 3.11 (a) and (b), effect of interpolation scheme on the spray can be seen. 
Without interpolation, spray patterns and the penetrations differ with respect to their 
injection location. Vertical sprays look similar, whereas the sprays laying diagonally 
represent another identical group.  
(a) (b) 
Figure 3.11 : Effect of interpolation scheme on the spray patterns: (a) without 
interpolation, (b) with interpolation scheme. 
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As a final improvement into the spray model of the KIVA-4 code, a comparison 
between droplet collision model of Nordin (2000) and KIVA’s standard model has 
been given in Figure 3.12. It can be seen that the Nordin’s approach yielded excellent 
results reducing the mesh dependency. 
 
Figure 3.12 : Comparisons between the droplet collision models of Nordin and 
O’Rourke (Edman, 2005) 
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4.  SPRAY COMBUSTION IN DIESEL ENGINES 
Modeling of the spray combustion in diesel engines is the most crucial part of the 
modeling to estimate reasonable heat release rate and indicator pressure diagram, and 
also the concerning emissions. In this section, a short background of the simplified 
and detailed approaches to diesel spray combustion was given. Mixing controlled 
combustion models and turbulence effect on the chemistry with simple, but efficient 
models were summarized. Then, the turbulent combustion with detailed chemistry 
approach, used in this study, was explained. Finally; φ-T maps, a convenient tool for 
combustion and emission formation analysis, were described. 
4.1 Simplified and Detailed Approaches to Diesel Spray Combustion 
Formerly, multidimensional simulations of diesel combustion have been carried out 
based on two main forms: (1) The assumption is made that a single Arrhenius rate 
equation adequately describes the whole ignition and combustion process, or (2) The 
simplification is imposed that the chemical reaction time is instantaneous relative to 
turbulence mixing time (i.e.  “mixed is burnt” ) (Theobald, 1986). 
The first method is difficult to implement with a reasonable reaction rate, since a 
tuning in the Arrhenius expression is required from case to case. Since these single-
step Arrhenius models are easy to use, they have often been employed in the 
simulations. Usually those models use an empirical reaction equation to account for 
the energy release. That is; collision frequency coefficient in the Arrhenius reaction 
expression is tuned to model both the ignition and the combustion processes as 
shown below: 
OHvCOvOvFuel 232221 +→+ λ  (4.1) 
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where ξTA f  represents kinetic collision frequency of reactant atoms;
 
fA   is the pre-
exponential factor; the superscript fξ  is the temperature exponent for the reaction; 
fE  is the activation temperature. 
Under most ICE operating conditions the flame is turbulent and the single-step 
global kinetics model does not account for the turbulence interactions. Therefore the 
pre-exponentional factor fA  needs to be adjusted from case to case so that the 
calculated data provides sufficient agreement with experimental measurements (Lu et 
al., 1993). 
The second description also is not sufficient, particularly for very cold starting 
conditions when ignition delay apparently becomes much longer than the mixing 
time. The use of separate chemical reaction descriptions for autoignition and main 
combustion may resolve these conflicts.  
Hence, in both cases, it is difficult to tune single step models in order to describe the 
entire course of both ignition and combustion. Therefore, at least a multi-step 
kinetics model such as Shell ignition model to simulate ignition and a turbulence-
chemistry interaction model for main combustion process are required (Kong et al., 
1995).  
Moreover; with the increase of the computer power, the more detailed multi-step 
kinetics that represent both considering low and high temperature cases could be 
possible. So, in recent years, detailed chemistry approach has become an important 
and necessary tool for the combustion modeling research. A detailed comparison of 
the KIVA-CTC (characteristic-time combustion), KIVA-RIF (representative 
interactive flamelet) and KIVA-CHEMKIN models were given in Singh et al., 
(2007). KIVA-CHEMKIN model, with directly integrated detailed chemistry, gives 
the best prediction of the autoignition onset. But, for this implementation, subgrid 
scale of turbulence isn’t accounted. 
One of the goals of this study is to verify the code on the full cycle engine modeling 
and improve the predictive combustion model of Golovitchev et al. (2003) 
accounting for the subgrid scale turbulence effects and detailed chemistry approach. 
In the next sections, details of the diesel oil surrogate model and the turbulent 
combustion approach were given. 
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4.2 Diesel Oil Surrogate Model 
Practical diesel fuels comprise a great number of aliphatic and aromatic compounds, 
and their combustion is too much complex to be modeled using comprehensive 
chemical mechanism. Instead, surrogate fuel models are introduced into a practice of 
numerical simulations. In this study, physical properties of the diesel oil surrogate 
model (DOS) have been considered as the same as the DI (Diesel) model of the 
KIVA-4 fuel library. In the view of the chemical model, aliphatic components of the 
DOS model were represented by n-heptane (C7H16), which cetane number ~ 56 is 
similar to conventional diesel oil. Toluene (C7H8) has been considered as the 
representative aromatic components of the model fuel significantly contributing to 
soot formation. That a blend of 70% n-heptane and 30% toluene simulated a 
chemical behavior of the DOS model was assumed. Since the oxidation paths for real 
diesel oil are not known, the fuel (C14H28) is decomposed into the constituent 
components (n-heptane and toluene) through a global pyrolysis reaction: 
OHHCHCOHC 28716722814 2243 ++→+  (4.3 ) 
or 
OHHCHCOHC 28716722814 2375 ++→+  (4.4) 
The reaction rate coefficients were taken as slightly modified values from the 
suggested input data for single-step reactions of the KIVA-3 fuel library (Amsden, 
1993). As it is typical for global reactions, their stoichimetric coefficient are different 
from the concentration exponents for the fuel and oxidizer. Then, the semi-detailed 
chemical oxidation sub-mechanisms for the constituent components were constructed 
and then reduced to the general mechanism of the DOS model consisting of 71 
species participating into 323 global, elementary, and surface kinetic reactions which 
is small enough for 3-D CFD engine simulations.  
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The DOS mechanism was validated using the shock-tube auto-ignition data of 
Gauthier et al. (2004) and Davidson et al. (2004) for the constituent components. In 
Figure 4.1 (a) and (b), the validation results for a stoichiometric EGR free mixture in 
two pressure ranges [16.7, 20] and [45, 60] atm for n-heptane and [14.9, 22.2] atm 
for toluene are presented illustrating a good comparison the measurements. Since the 
pressure values in the experiments were scattered in the mentioned ranges, the 
calculations of ignition delays were carried out using CONV option of the SENKIN 
code of the Chemkin-2 package for the averaged pressures (20 and 50 bar, 
respectively). 
(a) 
(b) 
Figure 4.1 : Calculated ignition delays at low (a) and high (b) pressures for the 
stoichimetric mixture of the DOS and its constituents vs. the reversed 
temperature. 
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4.3 Mixing Controlled Combustion Modeling 
As noted in the previous sections, the mixture formation of evaporated fuel droplet 
and surrounding air plays a significant role on combustion process. Since the flow 
field in the internal combustion engines is highly turbulent, turbulence has direct 
influence on the mixture formation and thus combustion process. Therefore, an 
interaction model of turbulence and chemistry must be considered.  
In order to describe this intricate process, there are numerous turbulent combustion 
models in the literature. With the introduction of the Eddy Break-Up model by 
Magnussen and Hjertager, it became possible to treat turbulent diffusion combustion 
in a successful manner (Magnussen,1976). Due to its simplicity and the lack of any 
other developed models, it was used widespread in most of the CFD codes. Today, 
with the vast increase of computer speed, numereous  models have been introduced, 
such as Flamelet Model , PDF (Probability Density Function) Transport Equation 
Model, and some modified versions of the Eddy Break-Up models (Peters, 2000; 
Veynante and Vervisch, 2002). Flamelet model assumes that the chemical time scale 
is much smaller than turbulent time scale. Thus, turbulence and chemical reactions 
are separated via laminar flow approach; solution is tried to be reached in this 
manner. The PDF transport equation model, theoretically, is the most correct 
approach, the intricacy of the model makes it untreatable in three dimensional 
applications with complex geometry.  
The Partially Stirred Reactor (PaSR) concept, utilized in this study, is an extension of 
the eddy-break-up model. With this model, application to diesel fuel spray and 
complex chemistry becomes suitable. 
From the viewpoint of numerical application of the turbulent combustion models, 
one must find out the chemical source term in the species continuity equation. 
Therefore, in the next sections, the implementation of the PaSR model to the KIVA 
code will be dealt. 
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4.4 Detailed Chemistry Model of Turbulent Combustion 
The turbulence/chemistry interaction model formulation is based on the operator-
splitting procedure applied to the mass conservation equations for species (Eq.(2.5)) 
participating in any multi-step reaction mechanism. In terms of this approach, the 
time differencing is performed in three steps: the first step is assumed to be the 
convection contribution, the second one - diffusion effect without a contribution of 
micro-mixing, and the third step is the chemical kinetics effect coupled with the 
micro-mixing. In standart KIVA code, this last step is considered without turbulence-
chemistry interaction and has the form of the ODE system: 
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where mmm Wc /ρ=  is the concentration of the species m. fmr (…,cm,…)represents 
the chemical source term (Eq.(2.26)) of the species mass balance equation based on 
the concentrations. 
To account for micro-mixing effects, the last step of such a mass balance can be 
interpreted as combustion in a constant volume partially stirred reactor (PaSR) of a 
computational cell size, where reactions occur in a fraction of its volume and 
described in terms of the system of ODE's, i.e. 
,...)(...,cf
dt
dc
r=
1
 (4.6) 
where fr (…,c,…) is the chemical source term calculated at some unknown (virtual) 
concentrations, c, which are parameters of the sub-grid scale reaction zone. The 
species indices are omitted for simplicity. 
The model distinguishes between the concentration (in mean molar density) at the 
reactor exit, c1, the concentrations in the reaction zone, c, and in the feed, c0. When 
time proceeds, c1 trades place for c0. Otherwise, these equations are "unclosed" since 
two sets of unknowns, {c1} and {c}, must be found. To close the model, the 
additional equation applied to the reacting volume can be used 
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where τmix is the micro-mixing time.  
The difference between Eq.(4.7) and that from the PSR (Perfectly Stirred Reactor) 
model of Glarborg et al., (1992) is that the residence time in the reactor equation of 
the PSR model is replaced by the micro-mixing time. Taking Eq. (4.7) in a steady-
state form, one can get the basic equations of the PaSR model of Golovitchev and 
Nordin (1999) as follows 
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There is a number of micro-mixing models based on different principles, a review of 
this can be found in Fox (1998). One of the simplest and widely used micro-mixing 
model is the "Interaction by Exchange with Mean" (IEM) approach (Aubry and 
Villermaux, 1975). In this approach, the scalar variable c relaxes to its mean c1 value 
according to the linear term in Eq.(4.7). 
Then, rewriting the reaction rate in Eq.(4.8) in terms of the reactor exit parameters, 
one can get 
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when using the Taylor's expansion at the state c1,assuming that the reaction times can 
be estimated as the reciprocal values of elements of the Jacobian matrix evaluated at 
the grid resolved values c = c1, i.e., 1]/[~ −∂∂ cf rcτ  and accounting for that 
0)/( 1 <∂∂
=ccr
cf . Algebraic manipulation with the second pair of Eq.(4.8) 
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and Eq.(4.9) leads to the final relation (Golovitchev et al., 2000) of the PaSR model 
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illustrating that the chemical source terms can be calculated using the averaged exit 
species concentrations, if multiplied by the rate parameters ratio τc / (τc + τmix). 
In the next sections, specification of the PaSR model rate parameters: the 
characteristic chemical, τc and micro-mixing, τmix times were described. 
4.4.1 Characteristic reaction time definition 
To define the characteristic chemical times, the reference species technique is used. 
By considering the balance equation for the m-species participating in the r-reaction: 
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and r is the r-reaction index. The above equation written in a finite-difference 
(implicit Euler scheme) form separating the net chemical production rate into 
creation and destruction terms is assumed to be linearized as 
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This linearized expression is mostly accurate for the species which concentration is 
less than that of the other reaction partners. Thus, such a species (called the reference 
species) is playing a special role in the model formulation. The factor  before this 
species has a dimensional representation of an inverse time. This time is the shortest 
chemical time in the particular reaction. By algebraic manipulation with Eq.(4.13), 
one can get the expressions for unknown terms in Eq.(4.11), viz., fr(c1) and τc: 
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resulting in the final form of the reaction rate expression  used to calculate the 
concentration changes 
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The superscripts 1 and 0 in the above equation refer to the values separated by the 
time integration step τ. 
As shown in Golovitchev and Nordin (1999), introduction of reference species 
assures the equilibrium conditions implementation at ∞→τ for each reaction in the 
mechanism. 
4.4.2 Micro-mixing time definition 
The correct definition of the micro-mixing time is a matter of importance for the 
PaSR turbulent combustion model. The micro-mixing time definition taken in this 
study is applicable to the system with "natural" initial mixture non-uniformities and 
based on β-model proposed by Frisch (1995). In terms of this approach, at each stage 
of the Richardson cascade, the number of eddies formed from a "parent" eddy is 
chosen such that the fraction of volume occupied by "active" eddies is decreased by a 
factor β < 1. In this way, the intermittency is introduced in a geometric form. The 
factor β is an adjustable parameter of the model. If l0 is the initial eddy size, and l is 
the size of the eddy formed on the n-th step of fragmentation, the fraction pl of the 
active space can be calculated as 
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where the exponent D can be interpreted as a fractal dimension of the turbulent field. 
Eq.(4.16) can be derived by considering the analytical representation of the 
Richardson cascade in the form: 
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where f (1) is a number of eddies at the initial stage, f (x) = f (l0 / η) is a number of η-
fragments at the particular stage of fragmentation, x = l0 / η, y = l0 / ξ, η and ξ, ξ < η 
are fragment sizes. The above equation has a general solution - the "fragmentation 
law" 
DCxxfN =≡ )(  (4.18) 
where C and D are the solution parameters, N is the number of fragments. The 
fraction of the "active" volume can be calculated as 
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This relation is identical to the Eq.(4.16), since the active eddies are of size ~El / τl, 
where τl = l / νl is the eddy turnover time. 
In the inertial range of scales, the energy flux is independent of l, i.e. 
00 l/νε =  (4.20) 
where ε is a dissipation rate of turbulent kinetic energy. After some algebra, one can 
get the expression for the eddy turnover time 
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The viscous cutoff scale of the β-model is obtained by equating the eddy turnover 
time and the viscous diffusion time νητ /2dd = that gives an expression for the 
dissipation scale 
D
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0η  (4.22) 
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where Re = l0 ν0 / ν, and ν is molecular viscosity. When D=3, the classic 
Kolmogorov expression is recovered; indeed, this assumption neglects the 
intermittency. 
If  lo is defined in terms of k-ε model of turbulence, from Eq.(4.22), the viscous 
dissipation time can be derived as 
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α , and k and ε are the turbulent kinetic energy and energy 
dissipation rate, respectively. From experiments reported in Sreenivasan and 
Meneveau (1986) follows that the fractal dimension for turbulent dissipation  is 
D=2.7, i.e. 
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In particular, the eddy breakup time ~ k / ε corresponds to D=5, and Kolmogorov 
micro-scale time 21 /)/( εντ =k -to D=3. 
Another approach developed is based on the usage of Kolmogorov expression for the 
micromixing time with the molecular viscosity replaced by a fraction of the effective 
viscosity assumed to be responsible for micro-mixing. If, for example, the RNG k - ε 
model is employed, the turbulent viscosity related to k, the turbulent kinetic energy, 
and, ε, the dissipation rate of k, is given by the general expression. 
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where νts is the "standard" k-ε value of the kinematic viscosity. 
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Provided that the first two terms in the Eq.(4.24) contribute to conventional diffusion 
transport, the geometrical mean term can be assumed to determine the characteristic 
time scale for micro-mixing in the turbulence/chemistry interaction model, if written 
in a form similar to the Kolmogorov time definition, 21/)/( εντ lk = replacing the 
molecular viscosity by a corresponding turbulent viscosity, i.e., 
2121 22 // )()/( kstlmix
k
c τ
ε
ενντ µ==  (4.25) 
where 090.=µc is the constant of the k - ε model of turbulence. 
The above expression formally corresponds to D=3.8 in the general formula, 
Eq.(4.23), giving only a provisional value for τmix that must be refined in 
comparisons with experiments. The model is assumed to be valid across a full range 
of flow conditions from low to high Reynolds numbers, if k and ε are determined 
from the generalized transport equations of the RNG k - ε model of turbulence 
implemented into the KIVA-4 code. 
4.5 Dynamic φ-T Parametric Maps Analysis 
φ-T maps, proposed by Akihama et al. (2001), became a convenient tool for 
combustion and emission formation analysis. Bergman and Golovitchev (2007) 
constructed those maps in a dynamic way with the parameters, such as pressures, 
temperatures and elapsed (after SOI) times, obtained from the KIVA calculations 
during the compression/expansion strokes of the engine simulations. To calculate the 
species concentration background, the TTIM option of the SENKIN code was used. 
In-cylinder conditions were represented by a cluster of points representing φ and T 
conditions of each cell of the engine calculations. Then plotted on the maps, they 
identify combustion "trajectories" helping to navigate between regions of emissions 
formation by varying different engine and injection parameters. The identical 
chemical mechanisms were used both in the map construction and in the engine 
modeling. 
To illustrate the application of this technique, combustion efficiency and emissions 
formation in a heavy duty diesel engine under the conditions of different intake boost 
pressures were analyzed and discussed in the Results and Discussions section. 
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5.  METHODS TO INVESTIGATE THE TEST ENGINE 
Since the scope of this study is to focus on developing a full operating cycle engine 
model with the improved sub-models of spray and combustion, detailed experiments 
have been required. As a part of joint project between CNR (Consiglio Nationale 
delle Ricerche) and TUBITAK (The Scientific and Technological Research Council 
of Turkey), Istituto Motori - CNR supplied the experimental part of this thesis. In 
this section, experimental setups including air flow measurements and constant 
volume spray experiments have been described briefly. Then, the computational 
methodology was given. 
5.1 Specifications of the Test Engine 
Experimental investigation was carried out both on a heavy duty engine equipped 
with a common rail injection system and on a prototype one, modified with an 
optical access on the head (see, Figure 5.1 (a) and (b)). The former was used for the 
combustion case by obtaining pressure histories and emissions of the engine. The 
latter was utilized for LDA measurements under motoring conditions, under 
naturally-aspirated and boost conditions, in order to investigate tangential velocities 
and turbulence level.  
The engine modeled for full cycle operations is the eight-cylinder, four stroke, 
turbocharged, high-speed direct injection IF (Isotta Fraschini) research engine with a 
displacement volume of 1.67 dm3. The engine geometry includes also two intake and 
two exhaust valves. The piston has an open-crater-type bowl and an eight-hole 
injector placed vertically in a central region of the cylinder. Relevant engine 
specifications (geometry and operation conditions) are listed in Table 5.1.  
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Table 5.1: Engine specifications. 
Bore (mm) 130 
Stroke (mm) 126 
Connecting rod length (mm) 237 
Compression ratio 15.4:1 
Piston geometry Open-crater-type 
Intake ports Directed and helical ports 
Injection system Common-rail high pressure injection system 
Number of nozzle holes 8 
Nozzle hole diameter (mm) 0.21 
Inclination angle of spray 154o 
IVO (Intake Valve Opening) 27.5o BTDC 
IVC (Intake Valve Closing) 53.5o ABDC 
EVO(Exhaust Valve Opening) 66o BBDC 
EVC (Exhaust Valve Closing) 6o ATDC 
In the prototype engine, the in-cylinder and the intake plenum pressure signals were 
also acquired by pressure transducers in order to correlate the swirl intensity to the 
boost pressure as well as to match up to the accuracy of the numerical prediction. 
The instantaneous tangential component of the air velocity was acquired along the 
intake and compression strokes over a significant numbers of engine cycles to 
provide a reliable statistic on the mean and turbulent quantities estimated by applying 
the ensemble averaging technique. In Figure 5.1 (a) and (b), the CAD geometry of 
the prototype test engine and the location of optical access for LDA measurements 
were shown. In Table 5.2 and 5.3, LDA measurement locations and engine operating 
conditions were given. 
(a) (b) 
Figure 5.1 : (a) Prototype test engine with optical access (b) LDA measurement 
points. 
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Table 5.2: LDA measurement locations. 
Points R y 
P1 32.7 mm 12.5 mm  
P2 32.7 mm 7.5 mm 
Table 5.3: Engine conditions at prototype engine runs. 
rpm Pintake [bar] Tintake [°C] 
1000 1.00 23.8 
1500 1.35 28.8 
In the engine, utilized for the combustion case, in-cylinder pressure histories and 
emissions of the engine were measured.and operating conditions were listed in Table 
5.4.  
Table 5.4: Operating conditions of the test engine used for the combustion study. 
Engine speed 1900 rpm 
Intake pressure 2.5 and 2.2 bar 
Intake air temperature 297 and 298 K 
EGR rate - 
Injection pressure 1260 bar 
Injection delay 100 µs 
SOI (Start of Injection) 7.1 and 8.6o BTDC 
Injected mass/stroke 192 and 160 mg/stroke 
Injection duration 27 and 24 CAD 
Spray cone angle 13 - 15o 
Injection mode velocity table 
Initial droplet temperature 350 K 
5.1.1 Computational setup 
A full 360o mesh comprising nearly 300000 cells at BDC and a 45o sector mesh 
consisting of 45000 cells used in the modeling are presented in Figures 5.2 and 5.4.  
45o sector mesh was created from the previously constructed KIVA-3V mesh by 
using a converter program supplied by KIVA-4 package. Using the same mesh gave 
benefit of comparing the results obtained from the both codes to verify the newly 
implemented models of the KIVA-4 code. 
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The engine full mesh was constructed using the optional O-Grids catching a complex 
geometry of the engine parts with the help of the ANSYS ICEM CFD software. The 
mesh input was obtained by a homemade mesh converter which can read STAR-CD 
and CFX outputs. This converter creates the cell indexing convention of the KIVA-4 
as shown in Figure 5.3. To make the mesh properly work with the snapping 
subroutines, CFX structured output was used to arrange the first four cell nodes 
(N1,N2,N3,N4) on a z coordinate layer lower than cell nodes (N5,N6,N7,N8). Because 
of the similarities between the unstructured output of STAR-CD and KIVA-4, 
STAR-CD output was mainly used for the whole conversion process including the 
boundary condition assignments. 
 
Figure 5.2: Computational full mesh: 295085 cells. 
 
Figure 5.3: KIVA-4 indexing convention for a cell. 
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Figure 5.4: Computational 45o sector mesh: 44441 cells. 
Since a full engine cycle CFD model based on the KIVA-4 code and coupled with 
detailed chemistry combustion kinetics has been developed to investigate the 
predictive capabilities of the new modeling tool, the sub-models implemented into 
the KIVA-4 code were listed in Table 5.5. Models implemented in the framework of 
the KIVA-4 code were described in the previous sections. 
Table 5.5: Computational Models. 
Turbulence model RNG k-ε model 
Breakup model Hybrid KH-RT model 
Collision model Chalmers model 
Spray/wall interaction model Standard KIVA-4 model 
Heat transfer model Standard KIVA-4 model 
Evaporation model Single component, KIVA-3V 
Combustion model Detailed Arrhenius kinetics 
Turbulence/chemistry 
interaction 
PaSR model and  Arrhenius 
kinetics 
Soot formation and oxidation Semi-empirical and surface kinetics 
NOx mechanism Extended Zel'dovich 
5.2 Specification of the Experiments in the Constant Volume Vessel 
The spray characteristics from a common rail injection system were tested in a vessel 
to provide injection rate and fuel penetration for the calibration of atomization and 
break-up models by considering similar conditions as in the engine. 
In order to reproduce the engine condition to be modeled, three injection strategies 
were analysed: 
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i. Double injection (pilot + main) at Pinj = 50 MPa delivering 99.4 mg/shot of 
fuel, typical of an idle engine condition. 
ii. Single injection at Pinj = 140 MPa delivering 192 mg/shot of fuel, typical 
of a full load, 1/2 rated engine power. 
iii. Double injection (pilot + main) Pinj = 140 MPa delivering 187 mg/shot, 
typical of a full load, 1/2 rated engine power. 
The chamber was filled with high density inert gas (SF6) enabling to reach diesel 
engine-like gas density at relatively low pressure. Two gas densities at the vessel 
were set, 22.4 and 40 kg (m3)−1, for the idle and full-load operation conditions, 
respectively. All these cases were summarized in Table 5.6. 
Table 5.6: Measurement cases to calibrate spray model. 
 
Injected fuel 
[mg] 
Injection 
pressure, 
[MPa] 
Gas density 
[kg/m3] Injection strategy 
Case 1 99  50 22.4  Pilot + Main 
Case 2 192 140 40  Single 
Case 3 187 140 40  Pilot + Main 
 
The fuel injection rate was measured by an AVL fuel injection gauge rate system and 
the spatial and temporal behaviour of the jets, evolving in the high pressure, 
nonevaporative quiescent vessel, was characterised by digital processing of the 
images captured at different instant from the start of injection (SOI). The details of 
the measurements were given in Sorusbay et al. (2009). 
The computations were carried out both on the Cartesian and 45o sector meshes 
which are similar to the engine meshes. Quiescent flow conditions were assumed for 
the fluid dynamics initial conditions. Turbulence effects were modeled by using the 
RNG k-ε model. The initial kinetic energy k of the gas-phase was assumed to be 
uniform throughout the computational domain and equal to 60 cm2 ((sec)2)−1. The 
initial dissipation rate ε was initialized by using a uniform turbulence length scale 
equal to 0.01 cm. 
By default, KIVA code uses Sutherland formula for viscosity of air. In that formula, 
coefficients of air were replaced by those of SF6 as given in Cloutman (2000). 
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6.  RESULTS AND DISCUSSIONS 
In this section; in-cylinder flow, constant volume spray analysis were given. Then 
spray combustion modeling issue both on the sector and full mesh were discussed. A 
φ-T map analysis was also made to investigate the engine emissions. As an 
application work of the full cycle model, dual-fuel combustion was introduced. 
6.1 In-cylinder Flow Analysis  
To provide a better understanding of the turbulent flow field inside the combustion 
chamber and to compare the predictive capability of the KIVA-4 code on this issue, 
measured instantaneous mean tangential velocities and turbulence intensities were 
compared with those of computed at the specific points, P1 and P2, during the 
compression stroke in the motored conditions of the engine as described in the 
Section 5.1. 
In Figure 6.1 (a) and (b), comparisons of the mean tangential velocities at 1000 rpm 
between the measured and calculated values on the sector mesh were depicted. In 
Figure 6.2, same comparisons at 1500 rpm were given. From the experiments, it is 
seen that the mean tangential velocity, as an indicator of the swirl inside the 
chamber, increases along the compression except in the vicinity of the end of this 
stroke. When the piston approaches to the TDC, it can be said that mean flow 
extracts its energy into turbulence by a decrease in its magnitude. If the 
measurements are compared with those of the calculated on the sector mesh, it is 
seen that the computed results doesn’t follow the same tendancy of the 
measurements. This inconsistency can be attributed into the insufficient initial 
conditions assigned on the sector mesh, since the sector mesh studies begin at IVC 
and at that crank angle, initial velocity conditions are usually represented by a simple 
Bessel function (Amsden, 1989). In addition, these results should not be interpreted 
as: using Bessel function in the simulations isn’t a convenient method. In small bore 
sized engines as in automobiles, estimations based on a Bessel function may yield a 
good agreement as in the studies of Corcione et al. (1991, 1993). 
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(a) 
 
(b) 
Figure 6.1: Comparisons of the mean tangential velocities at 1000 rpm between the 
measured and calculated values on the sector mesh: (a) P1 location, (b) P2 
location. 
One more point is to discuss the variation of the mean tangential flow with engine 
speed change. As the engine speed increases, swirl also increases along the 
compression stroke. In the vicinity of TDC, rapid decrease of mean flow or 
conversion to turbulence kinetic energy is significant at higher speeds. Interesting 
result of the sector mesh is to predict the magnitude of mean velocity near TDC 
although it doesn’t follow the same tendancy with the measurements. 
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Figure 6.2: Comparisons of the mean tangential velocities between the measured 
and calculated values on the sector mesh at P1 and P2 locations running at 
1500 rpm.  
In order to determine the initial conditions at the beginning of the compression 
stroke, a better approach could be if the intake stroke is calculated by a commercial 
CFD package like STAR-CD. Then the results could be mapped into the sector mesh 
of the KIVA research code as initial conditions of the compression stroke such as the 
work of Miles et al. (2003).  
With the advent of the KIVA-4 research code (due to the being an open source code), 
it is possible to use unstructured mesh to match the complex manifold and cylinder 
geometry. In Figure 6.3 (a) and (b), the predictions performed on a full cycle mesh 
were demonstrated with the comparisons of measurements and the results obtained 
from the sector mesh. 
In the full cycle mesh, it is seen that a good agreement during the compression stroke 
could be reached by comparing with the measurements. The tendancy of mean flow 
increase could be caught reasonably well along this stroke, whereas smearing out 
near the TDC is obvious. 
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(a) 
 
(b) 
Figure 6.3: Comparisons of the mean tangential velocities between the measured 
and calculated values on the full cycle and sector meshes at 1500 rpm: (a) 
P1 location, (b) P2 location. 
From the Figure 6.4 (a) and (b), which depicts the comparisons between the mean 
tangential RMS (Root mean square) and computed turbulence intensity on the full 
cycle mesh, a discrepancy can also be observed. It may be explained as the lack of 
model mechanism couldn’t produce the mean velocity reduction by converting its 
energy into turbulence. 
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(a) 
 
(b) 
Figure 6.4: Comparisons between the mean tangential RMS and computed 
turbulence intensity on the full cycle mesh at 1500 rpm: (a) P1 location, 
(b) P2 location. 
Indeed, for the current combustion chamber, the interaction between tangential and 
squish motion is quite strong being the reason of the strong reduction in the 
tangential component at the very end of compression. Thus this mechanism is not 
well predicted by the current k-ε turbulence models, based on isotropic turbulence. 
This mechanism may be investigated more deeply in order to catch a better 
interaction at the end of compression by more detailed models. 
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In the motored conditions of the engine, in-cylinder pressure measurements were 
also supplied. Figure 6.5 (a) and (b) show the excellent agreement between the 
experimental and calculated results on the sector mesh  in different speeds, 1000 rpm 
and 2300 rpm. 
 
(a) 
 
(b) 
Figure 6.5: Measured pressure histories and predictions on the sector mesh at 
motored conditions: (a) 1000 rpm, (b) 2300 rpm.  
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In Figure 6.6, the full cycle mesh results were given at the motored engine conditions 
with the boost pressure of 1.35 bar at 1500 rpm. Simulations began from the exhaust 
stroke and were repeated twice to be sure that the results didn’t change cycle to 
cycle. 
 
Figure 6.6: Measured pressure histories and predictions on the full cycle mesh at 
motored conditions running at 1500 rpm. 
6.2 Constant Volume Spray Analysis 
In this section, verification steps of the spray model, described in Section 3.1.4 , for 
different operating conditions were explained. Since gas density of the injected 
environment is a dominant parameter for jet development in non-evaporative 
conditions, it influences the penetration and the cone angle of the spray and therefore 
fuel-air mixing in engine conditions. Operating conditions listed in Table 5.6 were 
chosen considering these effects to test the spray break-up model and spray 
behaviour. 
First, the measured fuel injection rates for the three cases, which are essential for the 
spray simulations as input data, were depicted in Figure 6.7-8-9. 
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Figure 6.7: Fuel injection rate for a double injection for the idle engine condition at 
50 MPa injection pressure. 
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Figure 6.8: Fuel injection rate for a single injection for the full-load engine condition 
at 140 MPa injection pressure. 
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Figure 6.9: Fuel injection rate for a double injection for the full-load engine 
condition at 140 MPa injection pressure. 
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Quantitative evaluation of the operating conditions are given in Figures 6.10-12 
showing the tip penetration against time, for the above described cases. The fuel tip 
penetration was described as a border drawn by the longest distance from the nozzle 
hole considering the farthest fuel droplet along the spray. However, when 95% of the 
total fuel mass available in a single stroke is reached, small droplets beyond this 
border are omitted.  
 
(a) Pilot injection 
 
(b) Main injection 
Figure 6.10: Comparison between numerical and measured tip penetration-Case 1, 
(a) pilot injection, (b) main injection. 
200 µs 300 µs 
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Figure 6.11: Comparison between numerical and measured tip penetration-Case 2. 
 
(a) Pilot injection 
 
(b) Main injection 
Figure 6.12: Comparison between numerical and measured tip penetration-Case 3, 
(a) pilot injection, (b) main injection. 
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Experimental results showed slight variation in the tip penetration of pilot and main 
injection at the initial stage. It was considered that this difference was caused by the 
initial dynamic conditions of the needle and the oscillations generated in the CR 
system. 
Concerning the initial stage of the injection, the penetration behaviour was quite 
linear and the slope of the penetration curve was later reduced due to the increasing 
dominance of gas density effects. 
When compared with the computational results, it was seen that for all cases blob 
injection with the KH-RT hybrid model gave reasonable results, seizing the 
experimental two slope trend. However, in the needle opening period, a discrepancy 
was observed between numerical and experimental results mainly for high pressure 
and high density cases. This can be explained by the rapid change of the nozzle cross 
section during that period, effecting the discharge coefficient and thus the spray 
penetration. The simplification of the dynamic conditions by using a constant 
discharge coefficient for the computations of all cases, also produces some 
discrepancies. 
Predicted spray penetration distance is slightly more than the experimentally 
obtained results for the fully developed spray obtained after about 1500 µs from the 
start of injection. Shorter spray tip penetration obtained during the experiments can 
be explained due to the Mie scattering approach used for determining the boundaries.  
In Figure 6.13, typical sequences of spray evolution were depicted by comparing 
experimental images with those of computed spray on the sector mesh. Good 
qualitative agreement between the images and computed results in terms of spray 
shape and jet penetration can be observed from the figure. 
In order to examine the mesh dependency on Cartesian meshes, a 360o mesh which is 
similar to the one used in full cycle simulations was generated to compare with the 
experimental images. In Figure 6.14, sequences of spray time evolution were re-
depicted by comparing experimental images with those of computed spray. Good 
agreement between the images and computed results in terms of spray shape and 
penetration is obvious. 
500 µs 1000 µs 1500 µs 
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1000 µs 
Figure 6.13: Experimental images and numerically computed spray patterns with 
respect to time on the sector mesh (polar). 
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Figure 6.14: Experimental images and numerically computed spray patterns with 
respect to time on the 360o Cartesian mesh. 
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As a demonstration, in Figure 6.15, examples of the spray patterns evolution in the IF 
engine under firing conditions were shown. 
 
 
Figure 6.15: Evolution of the spray patterns in the engine simulation. 
6.3 Modelling of Spray Combustion 
In this section, modelling results of the spray combustion in the engine specified in 
Section 5.1 were discussed by comparing between the sector and full cycle mesh. 
Two combustion cases (engine operating conditions) and the computational models 
were listed in Table 5.4 and Table 5.5, respectively. 
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Since the exact timing of injection and the rate profile is quite important for the 
simulations, injection current and rate profile used in the computations were depicted 
in Figure 6.16. SOI 7.1 and SOI 8.6 CAD BTDC are the start of injection times 
based on the injection current. Because of a delay between the solenoid current 
timing and the real SOI timing, the input file of KIVA-4 code was modified to 
account for 100 µs measured delay corresponding to 1.14 CAD at 1900 rpm.  
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Figure 6.16: Injection current and injection rate profile used in the computations. 
6.3.1 The sector mesh results 
Combustion simulations, first, were carried out for the sector mesh to validate 
KIVA-4 models with those of KIVA-3V code. A very good agreement was achieved 
between the results of the both codes. As an example, predicted temperature 
distributions and spray patterns in the engine simulation were demonstrated in Figure 
6.17. As a second step, in-cylinder pressure and rate of heat release vs. CAD 
histories were calculated for the two cases given in Table 5.4. These cases mainly 
differ in boost pressures and injection timings. Retarding the injection timing and 
increasing the boost pressure reduces the initial premixed charge quantity before an 
onset of the combustion. For all simulated cases, good agreement between 
predictions and experimental data on in-cylinder pressure and RoHR has been 
achieved. Especially, the initial peak of the RoHR curve has been well captured by 
the model as observed in the experiments (see, Figures 6.18 (a) and (b)).  
 74
 
 
Figure 6.17: Predicted temperature distribution and spray pattern in the engine 
simulation on the sector mesh by KIVA-3V and KIVA-4 codes. 
 
(a) 
 
(b) 
Figure 6.18: Comparisons of in-cylinder pressure and heat release rate for the two 
cases on the sector mesh: (a) boost pressure = 2.5 bar, SOI = 7.1 CAD 
BTDC, injected fuel = 192 mg/stroke (b) boost pressure = 2.2 bar, SOI 
= 8.6 CAD BTDC, injected fuel = 160 mg/stroke.  
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6.3.2 The full mesh results 
The full mesh simulations were carried out for the all stages of the complete engine 
cycle (see Figures 6.19-20). Simulations started from the exhaust stroke to predict 
the trapped mass within the cylinder in a good accuracy. In Figure 6.19, Stroke I, 
Stroke II and Stroke III represent exhaust, intake, compression and expansion stages, 
respectively. From the Figures, a pronounced non-uniformity in the cylinder can be 
seen before combustion starts. Figure 6.21 demonstrates the comparison between 
measured and simulated pressure vs. CAD histories, obtained from the full engine 
cycle calculations. All the cycles, starting from the intake stroke until the exhaust 
stroke, were predicted well. 
A φ-T parametric map analysis was made to evaluate the engine performance and 
emission formations for the two experimental cases. The kinetic part of the maps was 
constracted based on pressure vs CAD history predicted by the KIVA-4 code. 
Chemical kinetics calculations were performed using the TTIM option of the 
Chemkin-2 code. The engine simulations in the maps are represented by the cluster 
of points representing the computational cell conditions. The intersection of the 
cluster points with the emission formation regions means that the emissions are 
formed at these in-cylinder conditions. The modeling results, presented in Figure 
A.3.1-3, in a visual form illustrating that the combustion regimes in both mentioned 
cases above are characterized by low-emission, high efficiency features. It can be 
seen sequential evolutions of soot, NO and acetylene, C2H2, species distributions 
forming peninsulas, and also the CO distribution in accordance with the growth of 
the “reaction time” and in-cylinder pressure evolution. It can be seen that in-cylinder 
combustion trajectories represented by the point clusters are crossing the regions of 
emission formations only during a small fraction of the engine operation cycle. The 
high combustion efficiency can be concluded by inspecting the CO maps, in which 
representative points are distributed mostly in the regions of low CO concentrations. 
The specific form of C2H2 distributions is due to the fact that C2H2 is a main 
component from which soot is formed. It causes C2H2 consumption in a region where 
soot production takes place. By comparing the results presented in Figure A.2 one 
can conclude that between the two experimental cases there is no big difference in 
combustion development and emission formation. 
 76
Stroke I CADs: -120, -80, -20 
   
Stroke II CADs: 40, 120, 180 
  
 
Stroke III CADs: 260, 358, 362, 400, 440, 540 
   
   
Figure 6.19: Predicted temperature distributions during all stages of the engine 
cycle. 
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Figure 6.20: Predicted in-cylinder pressure vs. CAD during all stages of the engine 
cycle. 
In Figure 6.21, in-cylinder pressure and heat release rate vs. CAD histories of the full 
engine cycle simulation are depicted. Avery well agreement has been observed for 
both the pressure and RoHR results compared to those of experiments. Along the 
RoHR curve, a second growth can be seen after the exhaust valve opening. While the 
experimental RoHR curve was calculated from the measured in-cylinder pressure 
history, the predicted RoHR curve was calculated from the heat release effects of the 
chemical reactions taking place both in the exhaust manifold and the cylinder, thus 
illustrating how much energy could be released  in the manifold. 
The cumulative heat release value at the end of simulations, i.e. 8.3568 kJ, produced 
by 0.193 g of injected fuel gives 43.3 MJ/kg which is in a good agreement with 42.5 
MJ/kg of the LHV (Lower heating value) for light diesel oil. 
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(a) 
 
(b) 
Figure 6.21: Comparison between measured and computed in-cylinder pressure and 
heat release rate for the two cases on the full mesh: (a) boost pressure = 
2.5 bar, SOI = 7.1 CAD BTDC, inj. fuel = 192 mg/stroke (b) boost 
pressure = 2.2 bar, SOI = 8.6 CAD BTDC, inj. fuel = 160 mg/ stroke. 
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One important result is related with the estimation of NO production in the engine. 
Since there is only one region in the sector meshes, measured NOx values are 
compared with the in-cylinder NO by some tunings in the estimations. In this study, 
a benefit of using full mesh was also observed in terms of NO estimations, since 
where to measure NOx has a great importance. While in-cylinder NO (region 1 in 
Kiva) prediction was 232 ppm, the predicted value at the exhaust manifold (region 3) 
gave 396 ppm which is very close to the experiments. This result may be deceptive, 
since the trapped NO quantity inside the manifold may not be expected so high. 
More cycle simulations are required to understand this situation. 
6.4 Application of the Code to the Other Problems 
As an application, the engine were converted into the Dual-Fuel (Natural gas + 
diesel) mode as the working principle given in Figure 6.22. 
 
Figure 6.22: Operational principle of D-F diesel engine. 
Natural gas is considered as a blend of 87.8% CH4, 5.9% C2H6, 4.6% C3H8, 1.7% 
NC4H10. Chemical (coupled) mechanism consists of 76 species, 376 reactions. The 
amount of injected diesel oil was reduced by ~10 times. Natural gas/air mixture of 
Equivalence ratio of the natural gas/air mixture was set as φ = 0.55 in the modeling. 
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Figure 6.23: Dual-fuel combustion in IF diesel engine. 
Since the speed for D-F (pilot diesel oil/natural gas) combustion engine cannot be so 
high, the pressure history obtained at 1200 rpm, as an estimate, was compared with 
that of IF diesel engine at 1900 rpm. In Figure 6.23, it is seen that D-F run 
demonstrates slightly lower efficiency 
 
Figure 6.24: Comparison of NO prediction between diesel combustion and D-F 
combustion. 
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Content (volumetric) of H2O/CO2 in combustion products was predicted 1.55 times 
lower than that of neat diesel fuel prediction, since the main fuel has a low C/H ratio 
(see, Table 6.1). However, CO and more NOx amounts (see, Figure 6.24) were 
predicted to be higher, since the engine operation conditions for D-F combustion 
were not optimized. 
Table 6.1: Comparison of H2O/CO2 predictions for natural gas-diesel fuel and neat 
diesel fuel in combustion products. 
 H2O, ppm CO2, ppm H2O/CO2 
Natural gas-diesel 
fuel 2.81x10
4
 1.86 x104 1.51  
Neat diesel fuel 2.49 x104 2.53 x104 0.98 
 
In Figure 6.25 (a,b,c), CH4 contour graphs for D-F combustion were given 
subsequently at TDC, 10 CAD ATDC, and 40 CAD ATDC. The propagation of the 
premixed flame after igniting the mixture with pilot injection of diesel oil can be 
observed qualitatively since a vast portion of CH4 is consumed until 40 CAD ATDC.  
 
(a) 
Figure 6.25: CH4 contours of D-F combustion at (a) TDC (b) 10 CAD ATDC (c) 40 
CAD ATDC. 
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(b) 
 
(c) 
Figure 6.25: (continued) CH4 contours of D-F combustion at (a) TDC (b) 10 CAD 
ATDC (c) 40 CAD ATDC. 
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7.  CONCLUSIONS AND RECOMMENDATIONS 
The full cycle, 3-D CFD engine combustion model based on the KIVA-4 code has 
been developed and tested with the available experimental results. The complex IF 
diesel engine geometry including the combustion chamber, valves and helical intake 
and exhaust manifolds has been represented on the unstructured O-grid. A special 
unstructured grid converter for KIVA-4 code has been written within the scope of 
this thesis.  
In addition to the original physical sub-models available, advanced atomization (KH-
RT) and combustion (PaSR with the semi-detailed chemical mechanism for diesel oil 
surrogate fuel) ) sub-models were implemented in the code. Other models 
implemented in the code were not changed or only minor modifications were 
introduced. The original multi-component fuel evaporation model was replaced by 
one-component model of the KIVA-3V code. 
Into the original KH-RT spray model, gas velocity interpolation scheme regarding 
with the calculations of relative velocity between the gas and liquid phase and a new 
algorithm accounting for the droplet density variation with the cell temperature were 
implemented. 
Air flow analysis, only with mean tangential velocities and RMS values at specified 
points, was made on a prototype IF engine working at motored conditions. The sector 
mesh results with a simple initial condition couldn’t estimate the overall tendancy of 
the actual flow along the compression stroke, since the employed simple Bessel 
function couldn’t simulate the actual initial velocity conditions inside the combustion 
chamber. Whereas the full cycle simulations beginning from the exhaust stroke could 
catch the actual flow behaviour reasonably well, except in the vicinity of TDC. This 
difference has been explained as the lack of model mechanism couldn’t produce the 
mean velocity reduction by converting its energy into turbulence. The requirement of 
implementing a more detailed turbulence model to catch the interaction mechanism 
of the squish and swirl flows of the current combustion chamber in the vicinity of  
TDC has been discussed. 
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Validation of the improved KH-RT spray model was realized on a constant volume 
vessel which reproduce the diesel engine-like gas density in non-evaporating 
conditions in order to calibrate spray breakup model and to get knowledge on the 
spray patterns regarding with the penetration depth and the spray cone angle. Good 
qualitative agreement between the images obtained from the vessel and computed 
results in terms of spray patterns and penetration was obtained by seizing the 
experimental two slope trend of the spray penetration rate. However, in the needle 
opening period, a discrepancy was observed between numerical and experimental 
results mainly for high pressure and high density cases. This discrepancy was  
explained by the rapid change of the nozzle cross section during that period, 
effecting the discharge coefficient and thus the spray penetration. 
In order to reduce the mesh dependent solution of the standard collision model of the 
KIVA codes, Nordin’s approach, based on the droplet trajectories, was implemented 
into the new code. An improvement to the model has also been suggested when 
finding the exact collision time of the droplets, since the collision calculation in 
Nordin’s approach depends on a probability density function. 
Following the air flow analysis at motored conditions and the spray pattern analysis 
on the constant volume vessel, the spray combustion process taking place in the 
engine was studied by considering the full operating cycles of the engine. 
In order to check the implementation of KIVA-4 models with those of KIVA-3v, 
which were perviously validated, a sector mesh study was performed. Good 
agreement with the combustion predictions on the sector meshes made using KIVA-
3V code was achieved. 
By using the full mesh, all stages of the engine cycle were successfully calculated. 
The predictions were successfully compared with experimental data on the in-
cylinder pressure and RoHR (heat release rate) vs. CAD histories only. In the two 
experimental cases, which mainly differ in the premixed charge quantity before the 
onset of the combustion,  RoHR diagrams were predicted reasonably. In addition, 
along the RoHR curve, a second growth was seen after the exhaust valve opening. 
While the experimental RoHR curve was calculated from the measured in-cylinder 
pressure history, the predicted RoHR curve was calculated from the heat release 
effects of the chemical reactions taking place both in the exhaust manifold and the 
cylinder, thus illustrating how much energy could be released in the manifold. 
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A φ-T map analysis was also made for the two experimental cases. The modeling 
results illustrated that the combustion regimes in both cases were characterized by 
low-emission, high efficiency features. 
As a future work, this model can be applied to more complicated cases of 
HCCI/PCCI combustion regimes by evaluating different variable valve actuation 
(VVA) technologies and to optimize the mixture preparation in the dual fuel (natural 
gas/diesel) diesel engines. 
In this thesis, as a prelimary work, operation of the present engine was converted into 
the dual-fuel diesel operation. Since the speed for the dual-fuel combustion engine 
cannot be so high, the pressure history obtained at 1200 rpm, as an estimate, was 
compared with that of IF diesel engine at 1900 rpm. It was shown that the similar 
efficiency could be achieved between two cases. Content (volumetric) of H2O/CO2 in 
combustion products was approximately predicted one and half times lower than that 
of neat diesel fuel predictions, whereas NO production in the dual-fual diesel 
operation was much more than that of neat diesel fuel case. 
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APPENDIX A.1  
Table A.1.1 : Mechanism of the diesel oil surrogate model.  
  1. C14H28  + O2                = C7H8    + C7H16   + H2O   G 1.000E+13   0.0   30000.0 CGS 
  2. C14H28  + H2O               = C7H16   + O2              G 1.000E+13   0.0   30000.0 CGS 
  3. C7H16    + O2                = HCO     + H2O             G 5.000E+11   0.0   28500.0 CGS 
  4. A2R5                        = C(S)    + H2              G 2.000E+03   0.0       0.0 CGS 
  5. C4H2                        = C(S)    + H2              G 1.000E+04   0.0       0.0 CGS 
 25. C7H16   + C7H7              = C7H15-1 + C7H8            C 5.000E+12   0.0       0.0 CGS 
 26. C7H16   + C7H7              = C7H15-2 + C7H8            C 5.000E+12   0.0       0.0 CGS  
 27. C7H16   + C6H5              = C6H6    + C7H15-1         C 1.000E+12   0.0       0.0 CGS 
 28. C7H16   + C6H5              = C6H6    + C7H15-2         C 5.000E+11   0.0       0.0 CGS 
 29. C7H16   + O2                = C7H15-1 + HO2             C 4.500E+13   0.0   48810.0 CGS 
 30. C7H16   + O2                = C7H15-2 + HO2             C 3.000E+14   0.0   47380.0 CGS 
 31. C7H16   + H                 = C7H15-1 + H2              C 5.600E+07   2.0    7667.0 CGS 
 32. C7H16   + H                 = C7H15-2 + H2              C 4.380E+07   2.0    4750.0 CGS 
 33. C7H16   + OH                = C7H15-1 + H2O             C 8.610E+09   1.1    1815.0 CGS 
 34. C7H16   + OH                = C7H15-2 + H2O             C 6.800E+09   1.3     690.5 CGS 
 35. C7H16   + HO2               = C7H15-1 + H2O2            C 8.000E+12   0.0   19300.0 CGS 
 36. C7H16   + HO2               = C7H15-2 + H2O2            C 1.000E+13   0.0   16950.0 CGS 
 37. C7H16                       = C4H9    + C3H7            C 3.400E+16   0.0   80710.0 CGS 
 38. C7H16                       = C5H11   + C2H5            C 3.400E+16   0.0   80710.0 CGS 
 39. C7H15-1 + O2                = C7H15O2                   C 2.000E+12   0.0       0.0 CGS 
 40. C7H15-2 + O2                = C7H15O2                   C 2.500E+12   0.0       0.0 CGS 
 41. C7H15O2                     = C7H14O2H                  C 5.000E+11   0.0   20380.0 CGS 
 42. C7H14O2H+ O2                = C7H14O4H                  C 2.000E+11   0.0       0.0 CGS 
 43. C7H14O4H                    = C7KET21 + OH              C 2.965E+13   0.0   26700.0 CGS 
 44. C7KET21                     = C5H11CO + CH2O    + OH    C 1.050E+16   0.0  4.240E+4 CGS 
 45. C5H11CHO+ O2                = C5H11CO + HO2             C 2.000E+13   0.5  4.220E+4 CGS 
 46. C5H11CHO+ OH                = C5H11CO + H2O             C 1.000E+13   0.0  0.000E+0 CGS 
 47. C5H11CHO+ H                 = C5H11CO + H2              C 4.000E+13   0.0  4.200E+3 CGS 
 48. C5H11CHO+ O                 = C5H11CO + OH              C 5.000E+12   0.0  1.790E+3 CGS 
 49. C5H11CHO+ HO2               = C5H11CO + H2O2            C 2.800E+12   0.0  1.360E+4 CGS 
 50. C5H11CHO+ CH3               = C5H11CO + CH4             C 1.700E+12   0.0  8.440E+3 CGS 
 52. C5H11CO                     = C5H11   + CO              C 1.000E+11   0.0  9.600E+3 CGS 
 53. C5H11                       = C2H5    + C3H6            C 3.200E+13   0.0   28300.0 CGS 
 54. C7H15-1                     = C2H4    + C5H11           C 2.500E+13   0.0   28810.0 CGS 
 55. C7H15-2                     = CH3     + C6H12           C 3.000E+13   0.0   29800.0 CGS 
 56. C6H12                       = C3H7    + C3H5            C 1.000E+16   0.0   68000.0 CGS 
 57. C6H12                       = C3H6    + C3H6            C 1.000E+16   0.0   68000.0 CGS 
 58. C7H15-2                     = C4H9    + C3H6            C 1.500E+13   0.0   28600.0 CGS 
 59. C7H15-1                     = C7H15-2                   C 2.000E+11   0.0   18050.0 CGS 
 60. C4H9                        = C3H6    + CH3             C 7.360E+17  -1.40  30230.0 CGS 
 61. C4H9                        = C2H5    + C2H4            C 2.500E+13   0.0   28810.0 CGS 
 62. C3H7                        = C2H4    + CH3             C 9.600E+13   0.0   30950.0 CGS 
 63. C3H7                        = C3H6    + H               C 1.250E+14   0.0   36900.0 CGS 
 64. C3H7    + CH3               = C2H5    + C2H5            C 1.900E+13  -0.3       0.0 CGS 
 65. C3H7    + O2                = C3H6    + HO2             C 1.000E+12   0.0    4980.0 CGS 
 66. C3H7    + H                 = CH3     + C2H5            C 4.060E+06   2.19    890.0 CGS 
 67. C3H6                        = C2H3    + CH3             C 6.250E+15   0.0   85500.0 CGS 
 68. C3H6    + H                 = C3H5    + H2              C 5.000E+12   0.0    1500.0 CGS 
 69. C3H6    + CH3               = C3H5    + CH4             C 9.000E+12   0.0    8480.0 CGS 
 70. C3H6    + O2                = C3H5    + HO2             C 4.000E+12   0.0   39900.0 CGS 
 71. C3H5    + HO2               = C2H3    + CH2O    + OH    C 1.000E+12   0.0       0.0 CGS 
 72. C3H5    + H                 = C3H4    + H2              C 1.000E+13   0.0       0.0 CGS 
 73. C3H5    + O2                = CH3     + CH2O    + CO    C 4.000E+12   0.0       0.0 CGS 
 74. C3H4    + OH                = C2H3    + CH2O            C 1.000E+12   0.0       0.0 CGS 
 75. C3H4    + OH                = C2H4    + HCO             C 1.000E+12   0.0       0.0 CGS 
76  C3H4    + O2                = C3H3    + HO2             C 4.000E+13   0.0   39160.0 CGS 
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77. CH3O    + CO                = CH3     + CO2             C 1.570E+14   0.00  11800.0 CGS 
 78. CH3O    + H                 = CH2O    + H2              C 2.000E+13   0.00      0.0 CGS 
 79. CH3O    + H                 = CH3     + OH              C 1.000E+14   0.00      0.0 CGS 
 80. CH3O    + OH                = CH2O    + H2O             C 5.000E+12   0.00      0.0 CGS 
 81. CH3O    + O                 = CH2O    + OH              C 1.000E+13   0.00      0.0 CGS 
 82. CH3O    + O2                = CH2O    + HO2             C 4.280E-13   7.60  -3530.0 CGS 
 83. CH3O                        = CH2O    + H               C 3.000E+12   0.00  27420.0 CGS 
 84. C3H3    + C3H3              = C6H6                      C 2.000E+12   0.0       0.0 CGS 
 85. C4H5    + C2H3              = C6H6    + H2              C 1.840E+13   0.0    7070.0 CGS 
 86. C7H8    + H                 = C6H6    + CH3             C 1.200E+12   0.0    5148.0 CGS 
 87. C7H8    + C6H5              = C7H7    + C6H6            C 2.103E+12   0.0    4400.0 CGS 
 88. C6H5CHO + H                 = C6H6    + HCO             C 1.200E+13   0.0    5148.0 CGS 
 89. C6H5CHO + C6H5              = C6H5CO  + C6H6            C 7.010E+11   0.0    4400.0 CGS 
 90. C6H5CO  + HO2               = C6H5    + CO2     + OH    C 2.000E+13   0.0       0.0 CGS 
 91. C6H5CO  + O2                = C6H5O   + CO2             C 3.000E+11   0.0    2870.0 CGS 
 92. C6H6    + O2                = C6H5    + HO2             C 6.300E+13   0.0   60000.0 CGS 
 93. C6H6    + OH                = C6H5    + H2O             C 1.600E+08   1.42   1450.0 CGS 
 94. C6H5    + CH2O              = C6H6    + HCO             C 1.750E+10   0.0       0.0 CGS 
 95. C6H6    + O                 = C6H5    + OH              C 2.000E+13   0.0   14704.0 CGS 
 96. C6H5    + H                 = C6H6                      C 2.200E+14   0.0       0.0 CGS 
 98. CO      + OH                = CO2     + H               C 3.510E+07   1.30     70.0 CGS 
 99. CO      + O2                = CO2     + O               C 4.600E+13   0.0   41000.0 CGS 
100. CO      + HO2               = CO2     + OH              C 1.500E+14   0.0   23650.0 CGS 
101. CO      + O       + M       = CO2     + M               C 6.170E+14   0.0    3000.0 CGS 
102. H2      + O2                = OH      + OH              C 1.700E+13   0.00  47780.0 CGS 
103. H2      + OH                = H2O     + H               C 1.170E+09   1.30   3626.0 CGS 
104. O       + OH                = O2      + H               C 2.040E+14  -0.40      0.0 CGS    
105. O       + H2                = OH      + H               C 5.060E+04   2.70   6290.0 CGS 
106. O       + OH      + M       = HO2     + M               C 1.000E+16   0.00      0.0 CGS 
107. H       + O2      + M       = HO2     + M               C 3.610E+17  -0.70      0.0 CGS 
108. OH      + HO2               = H2O     + O2              C 7.500E+12   0.00      0.0 CGS 
109. H       + HO2               = OH      + OH              C 1.700E+14   0.00    874.0 CGS 
110. O       + HO2               = O2      + OH              C 1.400E+13   0.00   1073.0 CGS 
111. OH      + OH                = O       + H2O             C 6.000E+08   1.30      0.0 CGS 
112. H       + H       + M       = H2      + M               M 1.000E+18  -1.00      0.0 CGS 
  H2/0.0/ H2O /0.0/ CO2/0.0/ 
113. H       + H       + H2      = H2      + H2              C 9.200E+16  -0.60      0.0 CGS 
114. H       + H       + H2O     = H2      + H2O             C 6.000E+19  -1.30      0.0 CGS 
115. H       + H       + CO2     = H2      + CO2             C 5.490E+20  -2.00      0.0 CGS 
116. H       + OH      + M       = H2O     + M               C 1.600E+22  -2.00      0.0 CGS 
117. H       + O       + M       = OH      + M               C 6.200E+16  -0.60      0.0 CGS 
118. O       + O       + M       = O2      + M               C 1.890E+13   0.0   -1788.0 CGS 
119. H       + HO2               = H2      + O2              C 1.250E+13   0.00      0.0 CGS 
120. HO2     + HO2               = H2O2    + O2              C 2.020E+12   0.00      0.0 CGS 
121. H2O2    + M                 = OH      + OH      + M     C 4.300E+16   0.00  45500.0 CGS 
122. H2O2    + H                 = HO2     + H2              C 1.600E+12   0.00   3800.0 CGS 
123. H2O2    + OH                = H2O     + HO2             C 1.000E+13   0.00   1800.0 CGS 
124. H2O2    + H                 = H2O     + OH              C 1.000E+13   0.00   3590.0 CGS 
125. H2O2    + O                 = H2O     + O2              C 8.400E+11   0.00   4260.0 CGS 
126. H2O2    + O                 = OH      + HO2             C 2.000E+13   0.00   5900.0 CGS 
127. H2      + HO2               = H2O     + OH              C 6.500E+11   0.00  18800.0 CGS 
128. CH2O    + O2                = HCO     + HO2             C 1.000E+14   0.00  39000.0 CGS 
129. CH2O    + HO2               = HCO     + H2O2            C 3.000E+12   0.00   8000.0 CGS 
130. CH2O    + CH3               = HCO     + CH4             C 5.540E+03   2.81  5.86E+3 CGS 
131. CH2O    + M                 = HCO     + H       + M     C 3.300E+16   0.00  8.10E+4 CGS 
132. HCO     + HCO               = CH2O    + CO              C 3.010E+13   0.00      0.0 CGS 
133. HCO     + OH                = H2O     + CO              C 1.000E+14   0.00      0.0 CGS 
134. HCO     + H                 = H2      + CO              C 1.190E+13   0.30      0.0 CGS 
135. HCO     + O                 = OH      + CO              C 3.000E+13   0.00      0.0 CGS 
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136. HCO     + O                 = H       + CO2             C 3.000E+13   0.00      0.0 CGS 
137. HCO     + O2                = HO2     + CO              C 3.300E+13  -0.40      0.0 CGS 
138. HCO     + M                 = H       + CO      + M     C 1.870E+17  -1.00  17000.0 CGS 
139. HCO     + HO2               = CO2     + OH      + H     C 3.000E+13   0.00      0.0 CGS 
140. CH4     + O2                = CH3     + HO2             C 7.900E+13   0.00  56000.0 CGS 
141. CH4     + H                 = CH3     + H2              C 6.600E+08   1.60  10840.0 CGS 
142. CH4     + OH                = CH3     + H2O             C 1.600E+06   2.10   2460.0 CGS 
143. CH4     + O                 = CH3     + OH              C 1.020E+09   1.50   8604.0 CGS 
144. CH4     + HO2               = CH3     + H2O2            C 1.000E+13   0.00  18700.0 CGS 
145. CH4     + CH2               = CH3     + CH3             C 4.000E+12   0.00   -570.0 CGS 
147. CH3     + HCO               = CH4     + CO              C 1.200E+14   0.00      0.0 CGS 
148. CH3     + HCO               = CH2O    + CH2             C 3.000E+13   0.00      0.0 CGS 
149. CH3     + H                 = CH4                       C 1.900E+36  -7.00   9050.0 CGS 
150. CH3     + H                 = CH2     + H2              C 9.000E+13   0.00  15100.0 CGS 
151. CH3     + CH3O              = CH4     + CH2O            C 4.300E+14   0.00      0.0 CGS 
152. CH3     + CH3               = C2H6                      D 2.120E+16  -0.97    620.0 CGS 
152. CH3     + CH3       (+M)    = C2H6      (+M)            F 8.770E+16  -1.18    654.0 CGS 
     LOW  /  1.400E+41   -7.030   2762.00/ 
     TROE/   .6190  73.20  1180.00  9999.00 / 
     H2/2.0/ H2O/6.0/ CH4/2.0/ CO/1.50/ CO2/2.0/ C2H6/3.0/ 
153. CH3     + CH3               = C2H5    + H               C 4.990E+12   0.10  10600.0 CGS 
154. CH3     + O                 = CH2O    + H               C 8.000E+13   0.00      0.0 CGS 
155. CH3     + OH                = CH2     + H2O             C 7.500E+06   2.00   5000.0 CGS 
156. CH3     + OH                = CH2O    + H2              C 4.000E+12   0.00      0.0 CGS 
157. CH3     + CH2               = C2H4    + H               C 3.000E+13   0.00   -570.0 CGS 
158. CH3     + HO2               = CH3O    + OH              C 5.000E+13   0.00      0.0 CGS 
159. CH3     + O2                = CH3O    + O               C 4.670E+13   0.00  30000.0 CGS 
160. CH3     + O2                = CH2O    + OH              C 2.310E+12   0.00  20310.0 CGS 
161. CH3     + C2H4              = CH4     + C2H3            C 6.620E+00   3.70   9482.0 CGS 
162. CH3     + CH3               = C2H4    + H2              C 1.000E+15   0.00  31000.0 CGS 
163. CH2     + OH                = CH2O    + H               C 2.500E+13   0.00      0.0 CGS 
164. CH2     + O2                = HCO     + OH              C 4.300E+10   0.00   -500.0 CGS 
165. CH2     + O2                = CO2     + H2              C 6.900E+11   0.00    500.0 CGS 
166. CH2     + O2                = CO      + H2O             C 2.000E+10   0.00  -1000.0 CGS 
167. CH2     + O2                = CH2O    + O               C 5.000E+13   0.00   9000.0 CGS 
168. CH2     + O2                = CO2     + H       + H     C 1.600E+12   0.00   1000.0 CGS 
169. CH2     + O2                = CO      + OH      + H     C 8.600E+10   0.00   -500.0 CGS 
170. CH2     + CH2               = C2H2    + H2              C 1.200E+13   0.0     800.0 CGS 
171. CH2     + CH2               = C2H2    + H       + H     C 1.200E+14   0.0     800.0 CGS 
172. CH2     + CO2               = CH2O    + CO              C 1.000E+11   0.00   1000.0 CGS 
173. C2H4    + H                 = C2H3    + H2              C 1.100E+14   0.00   8500.0 CGS 
174. C2H4    + O                 = CH3     + HCO             C 1.600E+09   1.20    746.0 CGS 
175. C2H4    + O                 = CH2O    + CH2             C 3.000E+04   1.88    180.0 CGS 
176. C2H4    + O                 = C2H3    + OH              C 1.510E+07   1.91   3790.0 CGS 
177. C2H4    + OH                = CH2O    + CH3             C 6.000E+13   0.0     960.0 CGS 
178. C2H4    + HO2               = C2H3    + H2O2            C 7.100E+11   0.0   17110.0 CGS 
179. C2H4    + OH                = C2H3    + H2O             C 6.020E+13   0.00   5955.0 CGS 
180. C2H4    + M                 = C2H2    + H2      + M     C 1.500E+15   0.00  55800.0 CGS 
191. C2H4    + M                 = C2H3    + H       + M     D 2.600E+17   0.0   96570.0 CGS 
192. C2H4    + H                 = C2H5                      C 2.600E+43  -9.25  52580.0 CGS 
193. C2H6    + O2                = C2H5    + HO2             C 1.000E+13   0.00  48960.0 CGS 
194. C2H5    + O2                = C2H4    + HO2             C 2.000E+10   0.0   -2200.0 CGS 
195. C2H4    + O2                = C2H3    + HO2             C 4.200E+14   0.00  57590.0 CGS 
196. C2H4    + C2H4              = C2H5    + C2H3            C 5.000E+14   0.0   64700.0 CGS 
197. C2H5    + HO2               = C2H4    + H2O2            C 3.000E+11   0.00      0.0 CGS 
198. C2H2    + O2                = HCO     + HCO             C 4.000E+12   0.00  28000.0 CGS 
199. C2H2    + O                 = CH2     + CO              C 1.020E+07   2.00   1900.0 CGS 
200. C2H2    + H       + M       = C2H3    + M               C 5.540E+12   0.00   2410.0 CGS 
201. C2H3    + H                 = C2H2    + H2              C 4.000E+13   0.00      0.0 CGS 
 97
Table A.1.1 : (continued) Mechanism of the diesel oil surrogate model.  
202. C2H3    + O2                = CH2O    + HCO             C 4.000E+12   0.00   -250.0 CGS 
203. C2H3    + O2                = C2H2    + HO2             C 1.337E+06   1.61   -384.0 CGS 
204. C2H3    + OH                = C2H2    + H2O             C 5.000E+12   0.00      0.0 CGS 
205. C2H3    + CH2               = C2H2    + CH3             C 3.000E+13   0.00      0.0 CGS 
206. C2H3    + HCO               = C2H4    + CO              C 6.034E+13   0.0       0.0 CGS 
207. C2H3    + C2H3              = C2H2    + C2H4            C 1.450E+13   0.0       0.0 CGS 
208. C2H3    + O                 = C2H2    + OH              C 1.000E+13   0.0       0.0 CGS 
209. C2H2    + CH2               = C3H3    + H               C 1.200E+13   0.0    6620.0 CGS 
210. C3H3    + OH                = C3H2    + H2O             C 1.000E+13   0.0       0.0 CGS 
211. C3H3    + O                 = CH2O    + C2H             C 1.000E+13   0.0       0.0 CGS 
212. C2H3                        = C2H2    + H               C 4.600E+40  -8.80  46200.0 CGS 
213. C2H2                        = C2H     + H               C 2.373E+32  -5.28 130688.0 CGS 
214. C2H     + O2                = HCO     + CO              C 5.000E+13   0.00   1500.0 CGS 
215. C2H     + H2                = H       + C2H2            C 4.900E+05   2.50    560.0 CGS 
216. C2H2    + O                 = C2H     + OH              C 4.600E+19  -1.41  28950.0 CGS 
217. C2H2    + OH                = C2H     + H2O             C 3.370E+07   2.00  14000.0 CGS 
218. C2H2    + OH                = CH2CO   + H               C 2.180E-04   4.50  -1000.0 CGS 
219. C2H2    + OH                = CH3     + CO              C 4.830E-04   4.00  -2000.0 CGS 
220. C2H2    + C2H               = C4H2    + H               C 9.600E+13   0.0       0.0 CGS 
221. C4H     + H2                = H       + C4H2            C 4.900E+05   2.5     560.0 CGS 
222. C4H2    + OH                = C4H     + H2O             C 3.370E+07   2.0   14000.0 CGS 
223. C4H2    + O                 = C3H2    + CO              C 2.700E+13   0.0    1720.0 CGS 
224. C3H2    + O                 = C2H2    + CO              C 5.800E+13   0.0       0.0 CGS 
225. C3H2    + OH                = HCO     + C2H2            C 5.800E+13   0.0       0.0 CGS 
226. C3H2    + CH2               = C4H3    + H               C 3.000E+13   0.0       0.0 CGS 
227. C3H3    + C3H3              = C6H5    + H               C 2.000E+12   0.0       0.0 CGS 
228. C3H2    + HCCO              = C4H3    + CO              C 1.000E+13   0.0       0.0 CGS 
229. CH2CO   + H                 = HCCO    + H2              C 5.000E+13   0.00   8000.0 CGS 
230. CH2CO   + H                 = CH3     + CO              C 1.130E+13   0.00   3428.0 CGS 
231. CH2CO   + O                 = HCCO    + OH              C 1.000E+13   0.00   8000.0 CGS 
232. C2H2    + C2H2              = C4H2    + H2              C 1.000E+17   0.00  81000.0 CGS 
233. C2H2    + C2H               = C4H3                      C 4.500E+37  -7.68   7100.0 CGS 
234. C2H3    + C2H2              = C4H5                      C 8.100E+37  -8.09  13400.0 CGS 
235. C2H2    + O                 = HCCO    + H               C 1.020E+07   2.0    1900.0 CGS 
236. C4H5    + O2                = C2H4    + CO      + HCO   C 4.160E+10   0.00   2500.0 CGS 
237. C4H3    + M                 = C4H2    + H       + M     C 1.000E+14   0.0   30000.0 CGS 
238. C4H3    + H                 = C2H2    + C2H2            C 6.300E+25  -3.34  10014.0 CGS 
239. C4H3    + H                 = C4H2    + H2              C 1.500E+13   0.00      0.0 CGS 
240. C4H3    + OH                = C4H2    + H2O             C 5.000E+12   0.00      0.0 CGS 
241. C2H     + OH                = H       + HCCO            C 2.000E+13   0.0       0.0 CGS 
242. C4H3    + C2H2              = C6H5                      C 2.800E+03   2.9    1400.0 CGS 
242. C6H6    + H                 = A1      + H               C 3.700E+20  -2.35   6800.0 CGS 
243. C3H3    + C3H3              = A1                        C 2.000E+10   0.0       0.0 CGS 
244. C4H3    + C2H2              = A1-                       C 1.900E+63 -15.25  30600.0 CGS  
245. C4H5    + C2H2              = A1      + H               C 1.600E+18  -1.88   7400.0 CGS 
246. C6H5                        = A1-                       C 3.500E+46 -10.44  33600.0 CGS 
247. C6H5    + C2H               = A1C2H                     C 2.540E+17  -1.489  1541.0 CGS 
248. A1      + H                 = A1-     + H2              C 2.590E+14   0.0   16000.0 CGS 
249. A1      + OH                = A1-     + H2O             C 1.060E+08   1.42   1450.0 CGS 
250. A1-     + H                 = A1                        C 1.000E+14   0.00      0.0 CGS 
251. C4H3    + C4H2              = A1C2H-                    C 1.900E+63 -15.25  30600.0 CGS 
252. A1      + C2H               = A1C2H   + H               C 5.000E+13   0.0       0.0 CGS 
253. A1-     + C2H2              = A1C2H2                    C 7.900E+29  -5.15  13700.0 CGS 
254. A1-     + C2H2              = A1C2H   + H               C 2.500E+29  -4.43  26400.0 CGS 
255. A1C2H   + H                 = A1C2H2                    C 1.600E+32  -5.72  11090.0 CGS 
256. A1C2H   + H                 = A1C2H-  + H2              C 2.500E+14   0.0   16000.0 CGS 
257. A1C2H   + OH                = A1C2H-  + H2O             C 1.600E+08   1.42   1450.0 CGS 
258. A1C2H-  + H       + M       = A1C2H   + M               C 1.000E+14   0.00      0.0 CGS 
259. A1-     + C2H3              = A1C2H2  + H               C 9.400E+00   4.14  23234.0 CGS 
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260. A1-     + C4H2              = A2-1                      C 5.100E+48 -10.53  28000.0 CGS 
261. A1C2H2  + H                 = A1C2H   + H2              C 1.500E+13   0.0       0.0 CGS 
262. A1C2H2  + OH                = A1C2H   + H2O             C 2.500E+12   0.0       0.0 CGS 
263. A1C2H-  + C2H2              = A2-1                      C 5.100E+48 -10.53  28000.0 CGS 
264. A1C2H-  + C2H2              = A1C2H)2 + H               C 2.100E+10   0.85  13700.0 CGS 
265. A1C2H)2 + H                 = A2-1                      C 1.500E+51 -10.77  25500.0 CGS 
266. A1C2H   + C2H               = A1C2H)2 + H               C 5.000E+13   0.0       0.0 CGS 
267. A1C2H2  + C2H2              = A2      + H               C 1.600E+18  -1.88   7400.0 CGS 
268. A2      + H                 = A2-1    + H2              C 2.500E+14   0.0   16000.0 CGS 
269. A2      + OH                = A2-1    + H2O             C 1.600E+08   1.42   1450.0 CGS 
270. A2-1    + O2                = A1C2H   + HCO     + CO    C 2.100E+12   0.0    7470.0 CGS 
271. A2-1    + C2H2              = A2R5    + H               C 1.100E+07   1.71   3900.0 CGS 
272. A2R5    + O                 = A2-1    + HCCO            C 2.200E+13   0.0    4530.0 CGS 
273. A2R5-   + O2                = A2-1    + CO      + CO    C 2.100E+12   0.0    7470.0 CGS 
274. A2R5    + H                 = A2R5-   + H2              C 2.500E+14   0.0   16000.0 CGS 
275. A2R5    + OH                = A2R5-   + H2O             C 1.600E+08   1.42   1450.0 CGS 
276. A2R5-   + H                 = A2R5                      C 1.000E+14   0.00      0.0 CGS 
277. HCCO    + O2                = OH      + CO      + CO    C 1.600E+12   0.0     854.0 CGS 
278. HCCO    + CH2               = C2H3    + CO              C 3.000E+13   0.0       0.0 CGS 
279. C2H     + C2H               = C4H2                      C 1.800E+13   0.0       0.0 CGS 
280. C3H4    + O                 = HCCO    + CH3             C 6.300E+12   0.0    2010.0 CGS 
281. HCCO    + HCCO              = C2H2    + CO      + CO    C 1.000E+13   0.0       0.0 CGS 
282. CH2O    + O                 = HCO     + OH              C 3.800E+13   0.00   3540.0 CGS 
283. CH2O    + H                 = HCO     + H2              C 2.300E+10   1.05   3270.0 CGS 
284. CH2O    + OH                = HCO     + H2O             C 1.430E+10   1.20   -447.0 CGS 
294. C2H5    + O                 = CH3HCO  + H               C 1.090E+14   0.0       0.0 CGS 
295. C2H5    + O                 = CH2O    + CH3             C 4.240E+13   0.0       0.0 CGS 
296. C2H5    + O                 = C2H4    + OH              C 3.460E+13   0.0       0.0 CGS 
297. CH2CO   + O                 = CH2     + CO2             C 1.750E+12   0.00   1350.0 CGS 
298. CH2CO   + O2                = CH2O    + CO2             C 2.000E+13   0.0   61500.0 CGS 
299. CH2CO   + OH                = HCCO    + H2O             D 7.500E+12   0.00   2000.0 CGS 
300. CH2CO   + OH                = HCO     + CH2O            C 2.040E+11   0.0       0.0 CGS 
301. CH2CO   + OH                = CH3     + CO2             C 3.100E+12   0.0       0.0 CGS 
302. CH2CO   + M                 = CH2     + CO      + M     C 3.000E+16   0.00  6.00E+4 CGS 
303. C2H3    + O                 = CH2CO   + H               C 3.000E+13   0.00      0.0 CGS 
304. C3H3    + O2                = CH2CO   + HCO             C 3.000E+10   0.00   2878.0 CGS 
305. C3H4    + O                 = CH2CO   + CH2             C 2.000E+07   1.8    1000.0 CGS 
306. C4H3    + O2                = HCCO    + CH2CO           C 1.000E+12   0.0       0.0 CGS 
307. C6H5    + O2                = CH2CO   + CH2CO   + C2H   C 7.800E+16  -1.76      0.0 CGS 
308. A1C2H   + OH                = A1-     + CH2CO           C 2.180E-04   4.5   -1000.0 CGS 
309. A1C2H)2 + OH                = A1C2H-  + CH2CO           C 2.180E-04   4.5   -1000.0 CGS 
310. A2      + OH                = A1C2H   + CH2CO   + H     C 1.300E+13   0.0   10600.0 CGS 
311. A2      + O                 = CH2CO   + A1C2H           C 2.200E+13   0.0    4530.0 CGS 
312. A2R5    + OH                = A2-1    + CH2CO           C 1.300E+13   0.0   10600.0 CGS 
313. C4H5    + C3H4              = C7H8    + H               C 2.000E+11   0.0    3600.0 CGS 
314. C7H7    + H                 = C7H8                      C 1.200E+14   0.0       0.0 CGS 
315. C7H8                        = C6H5    + CH3             C 1.400E+16   0.0   99800.0 CGS 
316. C7H8    + O2                = C7H7    + HO2             C 3.000E+14   0.0   42400.0 CGS 
317. C7H8    + OH                = C7H7    + H2O             C 1.780E+13   0.0    2583.0 CGS 
318. C7H8    + O                 = C7H7    + OH              C 1.000E+08   1.5    8000.0 CGS 
319. C7H8    + H                 = C7H7    + H2              C 1.500E+14   0.0    8235.0 CGS 
320. C7H8    + CH3               = C7H7    + CH4             C 3.160E+11   0.0    9500.0 CGS 
321. C7H8    + C2H3              = C7H7    + C2H4            C 3.980E+12   0.0    8000.0 CGS 
322. C7H7    + O                 = C6H5CHO + H               C 5.000E+13   0.0       0.0 CGS 
323. C7H7    + O                 = C6H5    + CH2O            C 8.000E+13   0.0       0.0 CGS 
324. C7H7    + HO2               = C6H5CHO + H       + OH    C 6.000E+13   0.0       0.0 CGS 
325. C7H7    + HO2               = C6H5    + CH2O    + OH    C 6.000E+12   0.0       0.0 CGS 
326. C7H7    + OH                = C7H8O                     C 5.000E+13   0.0       0.0 CGS 
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Table A.1.1 : (continued) Mechanism of the diesel oil surrogate model.  
327. C7H7    + C6H5OH            = C7H8    + C6H5O           C 1.050E+11   0.0    9500.0 CGS 
328. C7H8O   + OH                = C6H5CHO + H2O     + H     C 8.430E+12   0.0    2583.0 CGS 
329. C7H8O   + O2                = C6H5CHO + H       + HO2   C 2.000E+14   0.0   41400.0 CGS 
330. C7H8O   + H                 = C6H5CHO + H       + H2    C 8.000E+13   0.0       0.0 CGS 
331. C7H8O   + H                 = C7H8    + OH              C 2.210E+13   0.0    7910.0 CGS 
332. C7H8O   + C7H7              = C6H5CHO + C7H8    + H     C 2.110E+11   0.0    9500.0 CGS 
333. C6H5CHO + O2                = C6H5CO  + HO2             C 1.020E+13   0.0   38950.0 CGS 
334. C6H5CHO + OH                = C6H5CO  + H2O             C 1.710E+09   1.18   -447.0 CGS 
335. C6H5CHO + H                 = C6H5CO  + H2              C 5.000E+13   0.0    4928.0 CGS 
336. C6H5CHO + O                 = C6H5CO  + OH              C 9.040E+12   0.0    3080.0 CGS 
337. C6H5CO                      = C6H5    + CO              C 3.980E+14   0.0   29400.0 CGS 
338. C6H5    + CH3               = C7H7    + H               C 5.700E-02   5.0   15700.0 CGS 
339. C6H5    + HO2               = C6H5O   + OH              C 5.000E+13   0.0    1000.0 CGS 
340. C6H5    + O2                = C6H5O   + O               C 2.600E+13   0.0    6120.0 CGS 
341. C6H5O                       = C5H5    + CO              C 2.510E+11   0.0   43900.0 CGS 
342. C6H5    + OH                = C6H5O   + H               C 5.000E+13   0.0       0.0 CGS  
343. C6H5O   + O                 = C5H5    + CO2             C 1.000E+13   0.0       0.0 CGS 
344. C6H5OH  + H                 = C6H5O   + H2              C 1.150E+14   0.0   12400.0 CGS 
345. C6H5OH  + O                 = C6H5O   + OH              C 2.810E+13   0.0    7352.0 CGS 
346. C6H5OH  + HO2               = C6H5O   + H2O2            C 3.000E+13   0.0   15000.0 CGS 
347. C6H5OH  + C2H3              = C2H4    + C6H5O           C 6.000E+12   0.0       0.0 CGS 
348. C6H5OH  + OH                = H2O     + C6H5O           C 1.390E+08   1.43   -962.0 CGS 
  4. C(S)    + O2                = O       + CO              C 5.000E+11   0.00  12800.0 CGS 
  5. C(S)    + H2O               = CO      + H2              C 3.000E+11   0.00  42800.0 CGS 
  6. C(S)    + OH                = CO      + H               C 1.000E+12   0.00  32000.0 CGS 
  7. C(S)    + OH      + OH      = CO2     + H2              C 1.000E+13   0.00  32000.0 CGS 
  8. C(S)    + OH      + O       = CO2     + H               C 1.000E+13   0.00  32000.0 CGS 
  9. C(S)    + NO2               = CO      + NO              C 3.000E+11   0.00  16800.0 CGS 
349. C3H7    + HO2               = CH3CHO  + CH3     + OH    C 2.410E+13   0.0       0.0 CGS 
350. C3H7    + O                 = CH3CHO  + CH3             C 4.820E+13   0.0       0.0 CGS 
351. C2H4    + HO2               = CH3CHO  + OH              C 6.030E+09   0.0    7949.0 CGS 
352. C2H5    + O                 = CH3CHO  + H               C 6.620E+13   0.0       0.0 CGS 
353. C2H3    + OH                = CH3CHO                    C 3.010E+13   0.0       0.0 CGS 
354. CH3CHO                      = CH3     + HCO             C 7.000E+15   0.0   81674.0 CGS 
355. CH3CHO  + O2                = HO2     + CH3     + CO    C 3.010E+13   0.0   39150.0 CGS 
356. N       + NO                = N2      + O               C 3.500E+13   0.0     330.0 CGS 
357. N       + O2                = NO      + O               C 2.650E+12   0.0    6400.0 CGS 
358. N       + OH                = NO      + H               C 7.333E+13   0.0    1120.0 CGS 
359. N       + CO2               = NO      + CO              C 1.900E+11   0.0    3400.0 CGS 
360. N2O     + O                 = N2      + O2              C 1.400E+12   0.0   10810.0 CGS 
361. N2O     + O                 = NO      + NO              C 2.900E+13   0.0   23150.0 CGS 
362. N2O     + H                 = N2      + OH              C 4.400E+14   0.0   18880.0 CGS 
363. N2O     + OH                = N2      + HO2             C 2.000E+12   0.0   21060.0 CGS 
364. N2O     + NO                = N2      + NO2             C 2.750E+14   0.0   50000.0 CGS 
365. NO2     + N                 = NO      + NO              C 1.000E+12   0.0       0.0 CGS 
366. NO      + HO2               = NO2     + OH              C 2.110E+12   0.0    -480.0 CGS 
367. NO      + O       + M       = NO2     + M               C 1.060E+20  -1.41      0.0 CGS 
368. NO2     + O                 = NO      + O2              C 3.900E+12   0.0    -240.0 CGS 
369. NO2     + H                 = NO      + OH              C 1.320E+14   0.0     360.0 CGS 
370. N2O     + M                 = N2      + O       + M     E 1.300E+11   0.0   59620.0 CGS 
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APPENDIX A.2  
The Monte Carlo Method is a method of solving problems using stochastic 
techniques, based on the use of random numbers and probability statistics. As an 
example, let F(x) be a function of which y values are known, but which cannot be 
integrated (area below the F(x) curve is unknown). The idea is to pick at random 
points inside the area of rectangle A=H.L (see Figure A.2.1) and to find how many of 
them are below the curve F(x). For example, if 80% of the points are below the 
curve, area below the curve which is the solution of the problem represents 
approximately 80% of A. 
 
Figure A.2.1 : Basic idea of the Monte Carlo Method (Baumgarten, 2006). 
To illustrate the application of the Monte Carlo Method, calculation of pi with this 
method is explained. One quadrant of a unit square and circle of which center is at 
the origin (Figure A.2.2). 
 
Figure A.2.2 : One quadrant of the unit square and circle. 
Now if a random point is picked at inside the area of the square, the probability of 
that this random point lies inside the unit circle, P is given as the proportion between 
the area of the unit circle and the square 
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yxP )(  (A2.1) 
If a random point is picked N times and M times the point lies inside the unit circle, 
discrete probability, is P′  
N
MyxP =<+′ )( 122  (A2.2) 
If N is sufficiently large, two probabilities becomes equal and pi is determined 
N
M4=pi  (A2.3) 
A C script is given below to calculate pi number with the Monte Carlo Method. 
#include <stdio.h> 
#include <stdlib.h> 
#include <math.h> 
#include <time.h> 
 
#define NTIMES 10000000 
 
int main () 
{ 
 double x, y; 
 int k; 
 int inside_counter = 0; 
 srand(time(0)); 
 for (k=0; k<NTIMES; ++k) { 
  x=(double)rand() / RAND_MAX; 
  y=(double)rand() / RAND_MAX; 
  if (sqrt(x*x+y*y) <= 1) 
   inside_counter++; 
 } 
 printf("hesaplanan pi degeri = %lf\n", 4. * inside_counter / NTIMES); 
 return 0; 
} 
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APPENDIX A.3  
 
Soot – NO φ-T maps at SOI = 7.1 CAD BTDC, ( 0, 10, 20 and 80o ATDC) 
  
  
Soot – NO φ-T maps at SOI = 8.6 CAD BTDC (0, 10, 20 and 80o ATDC) 
  
  
Figure A.3.1 : Soot-NO dynamic φ-T maps. 
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Acetylene φ-T maps at SOI = 7.1 CAD (Cell conditions at 0, 10, 20 and 80o ATDC) 
  
  
Acetylene φ-T maps, SOI = 7.1 CAD (Cell conditions at 0, 10, 20 and 80o ATDC) 
  
  
Figure A.3.2 : Acetylene dynamic φ-T maps. 
 104
CO φ-T maps at SOI = 7.1 CAD ( Cell conditions at 0, 10, 20 and 80o ATDC) 
  
  
CO φ-T maps at SOI = 8.6 CAD (Cell conditions at 0, 10, 20 and 80o ATDC) 
  
  
Figure A.3.3 : CO Dynamic φ-T maps. 
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