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ABSTRACT 
Rupture dynamics of thin metallic diaphragms significantly influence the development of radially 
uniform planar shocks in hypersonic impulse facilities and consequently have a significant influence 
on the operating conditions of such facilities. Little literature exists for predicting the rupture pressure 
and opening times of diaphragms in impulse facilities and therefore there is interest among 
researchers in this field to develop characteristic models that describe mechanical properties of 
diaphragms during deformation and rupture. This thesis investigates a novel procedure for developing 
material models that describe plastic yielding and ductile rupture of thin metallic diaphragms using 
tensile testing equipment. Johnson-Cook strength and damage model constants have been 
determined from raw tensile data produced from tensile specimens of notched and un-notched 
geometries tested at a range of strain rates. The validity of the model constants produced was shown 
by comparing simulated load-displacement plots of tensile tests to data taken directly from such 
experiments. It was found that the models produced accurate predictions for specimens with 
geometries that introduced high stress concentrations at quasi-static speeds. Simulations of 
specimens without stress concentrations had over-predicted extensions at failure, and high strain rate 
simulations were impeded by experimental uncertainty in the strain rate dependent constants. To 
continue previous work in this field at the University of Queensland, a finite element model of 1/8th 
of the diaphragm region of the X3 impulse facility was created and simulations performed. Mesh 
convergent simulations predicted a rupture pressure of 11.88 𝑀𝑃𝑎  which was similar to the 
experimentally determined rupture pressure of 15 − 18 𝑀𝑃𝑎. Disagreement in results was attributed 
to uncertainty in damage constants due to measurement techniques, uncertainty in strain rate 
dependent constants due to experimental variation and an uncertainty in the exact rupture pressure 
at the diaphragm location in the X3 impulse facility. 
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 INTRODUCTION 
1.1 PROBLEM BACKGROUND 
Hypersonic flow conditions are difficult and expensive to achieve in full scale tests. Impulse facilities such 
as shock tunnels and expansion tubes are used to create gas flows at high Mach numbers that cannot be 
achieved with conventional continuous flow facilities. The flows that can be produced in these impulse 
facilities are far more complicated their classical wind tunnel counterparts and as such are used to 
simulate complex flow conditions that would be experienced during planetary re-entry, hypersonic flight 
in the upper atmosphere and high-temperature reacting flows [1]. 
Three main types of impulse facilities are used in hypersonics research – Basic Shock Tunnels, Reflected 
Shock Tunnels (RST) and Expansion Tunnels – with each having unique performance range and 
capabilities. Each of these shock tubes create a moving shock wave by rapidly releasing high pressure 
driver gas into a lower pressure gas phase. From this point on, the moving shock either continues directly 
toward the test piece (basic shock tunnel), is reflected at the end of the tube and expanded through a 
nozzle (RST) or is expanded through a low pressure downstream tube (expansion tube) [2]. A schematic 
of an RST is shown in Figure 1.1, note that the diaphragm and driver tube are features common to all 
research shock tunnels in use at UQ (except the Drummond Tunnel). The rupture of the primary 
diaphragm is the first stage in the creation of hypersonic test conditions and therefore any performance 
issues at this stage will affect all downstream flow conditions. How the stages after the primary diaphragm 
create the desired test gas conditions is outside the scope of this thesis.  
The primary diaphragm exists to hold a pressure difference between the driver gas and the test gas 
downstream until the desired pressure ratio has been achieved. At this condition, the diaphragm will 
either spontaneously rupture because of the massive pressure difference or rupture will be initiated by 
piercing the diaphragm with a spike or other techniques. All the main research shock tubes at UQ (T4, X2, 
X3) use a spontaneous rupture process. 
Piston 
Test Piece 
Steel Diaphragm 
Figure 1.1: Schematic showing key features of a Reflected Shock Tunnel (RST). Image adapted from Gildfind [2] 
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Ideally, when the designed pressure ration has been reached the diaphragm is instantaneously removed, 
allowing a radially uniform unsteady expansion to take place where the high-pressure driver gas expands 
into the low-pressure test gas while maintaining a well-defined planar interface [2]. This lossless transition 
accelerates the stagnant driver gas into the low-pressure gas downstream, creating a shock wave that 
moves into and processes the test gas phase. In reality, the diaphragm rupture is not an instantaneous 
process, and as the diaphragm progressively opens driver gas locally accelerates as a narrow jet into the 
next gas phase [3] [4]. This non-ideal process has losses, creates instabilities, amplifies turbulence and 
prevents a well-defined planar interface from forming [3]. 
1.2 MOTIVATION FOR STUDY 
Diaphragm rupture is idealised as an instantaneous opening process in isentropic, one-dimensional shock 
tube theory however, it is well known in literature and within the University of Queensland that this 
process is not ideal and has detrimental effects on the performance of the entire shock tunnel [5] [4] [3]. 
Empirical relations for opening time exist in literature and these can be tuned to match experimental 
results using scaling constants, but that limits their use as predictive tools [4] [6]. Consequently, it is not 
possible to determine the rupture pressure and opening dynamics of a diaphragm that has not been 
tested previously. This was noted recently at the University of Queensland where tests in the X3 tunnel 
were performed with scored diaphragms for the first time and the rupture pressure was significantly lower 
than expected [7]. 
Creating a model that can predict the bursting pressure of diaphragms would reduce the risk in damaging 
the shock tunnels at UQ and provide performance data that can be used to better design operating 
conditions. Accurately knowing the time taken for a diaphragm to fully open would be useful for future 
investigation on determining how the expanding driver gas forms a shock front, as the volume of gas and 
its velocity will affect the shock start-up distance [4]. This would complement current efforts at UQ to 
create a full simulation of the shock tunnel process and could be used as a starting point for more refined 
CFD models of the fluid flow and shock formation process downstream. The diaphragm opening 
conditions are a critical boundary condition for the flow domain. 
Previous work at UQ has simulated the rupture dynamics of a diaphragm with assumed material 
properties and empirically tuned failure modelling, and there is motivation to further those efforts by 
providing existing models with accurate material data. More accurate predictive abilities could further 
improve existing empirical tools allowing for quick and simple analyses of diaphragm rupture. 
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1.3 PROJECT AIMS 
The work of this thesis aims to characterise mechanical properties of a steel diaphragm and create a 
reliable material model that can be used to further existing work on modelling the rupture dynamics of 
shock tube diaphragms at the University of Queensland. Figure 1.2 shows the procedure that this thesis 
will follow to achieve the overarching aim of characterising the mechanical properties. 
 
Specifically, the goals for this thesis are to: 
1. Develop a procedure to extract relevant mechanical properties from the actual steel diaphragms 
used by impulse facilities at UQ. 
2. Create and validate a material model of a shock tube diaphragm for use in commercial FEA 
software that captures the plastic deformation, high strain rate effects, and fracture 
characteristics experienced during diaphragm rupture. 
3. Simulate the deformation and rupture of a diaphragm using transient pressure loading histories 
measured from actual experiments performed on the X3 impulse facilities.  
These aims intentionally do not refer to a specific diaphragm used by the UQ Hypersonics department as 
this thesis is focused on validating a procedure that can be applied to any metallic diaphragm used in the 
shock tunnels. However, to create a demonstrative model this thesis will investigate the properties of a 
3mm scored diaphragm commonly used in UQ’s largest and highest performance facility, the X3 expansion 
tube. 
1.3.1 Project Scope 
While the overarching aims of this thesis are to investigate and characterise the material properties of the 
X3 diaphragm, this study will be targeted at deriving the mechanical properties that are of interest to 
modelling the loading response of the diaphragm.  
 
Figure 1.2: Schematic showing the approach this thesis will take to achieve its goals. 
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Within scope: 
- Material testing using any facilities available to undergraduate students at the University of 
Queensland 
- Producing and validating material strength and damage models  
- Testing the accuracy of material models by comparing to experiments conducted at UQ 
Outside of scope: 
- Analysis of the microscopic properties of the steel such as grain structure, material composition 
and heat treatment procedures 
- Directly modelling the solid-fluid interaction forces between the compressed driver gas and 
diaphragm. These forces will be approximated as a direct pressure loading. The post-rupture flow 
characteristic will not be modelled either 
- Investigation into crack propagation and fracture mechanics of the rupture process. Instead a 
continuum mechanics approach will be used where fracture is treated as an event that can be 
described using macroscopic theories of the material 
- Development of multiple material models using different theories from literature. All relevant 
material models will be considered but this thesis will select and proceed with the development 
of one model only. 
- Investigating stress wave propagation in the rupture diaphragm and the effects this would have 
on rupture 
- Modelling the clamping effects of the diaphragm in the shock tunnel. Smith identified that friction 
forces did not have a significant effect on rupture pressure [8]. The stress induced by clamping is 
assumed to be negligible 
- Investigation into spike-induced rupture or rupture of non-metallic diaphragms 
- Detailed investigation into the numerical methods used in commercial Finite Element software 
packages 
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1.4 CHAPTER SUMMARY 
 
Chapter 2 Introduces a discussion on existing literature surrounding approaches to modelling the 
deflection and pressure-induced rupture of thin metal discs. Analytical, empirical and 
finite element models are introduced and discussed in the context of their relevance to 
this thesis. 
Chapter 3 Describes material science theories of plastic deformation and yielding and extends 
upon these to introduce empirical models that describe how the yield stress evolves 
with strain hardening. Testing methods to investigate dynamic material properties are 
discussed considering what is available at the University of Queensland and a 
methodology on how to determine Johnson-Cook material constants is described based 
on available testing equipment. 
Chapter 4 Describes the experimental procedure for performing tensile testing. General 
mechanical properties of the material are stated, and the validity of material 
homogeneity is investigated. 
Chapter 5 The development of the Johnson-Cook material model is described by detailing how the 
material constants are derived from experimental data. The accuracy and limitations of 
the model are discussed and recommendations for improvements to testing are 
discussed. 
Chapter 6 Validation simulations are performed using the Johnson-Cook material model to 
reproduce the force-displacement plots created during tensile testing. The ability of the 
model to replicate experimental results in quasi-static and high strain rate simulations 
is discussed. 
Chapter 7 Briefly introduces the approach taken to simulate the rupture of the X3 diaphragm 
using the derived Johnson-Cook material model and outlines potential investigation 
avenues 
Chapter 8 Summaries the work and findings of this thesis and outlines potential improvements 
and avenues to continue work in this area. 
  
 6 
 DEFLECTION AND RUPTURE OF METAL 
DIAPHRAGMS 
Modelling the deflection and rupture of thin diaphragms subject to pressure loading is not a problem 
unique to shock-tube diaphragms. Literature exists on both empirical models used to predict the 
deformation and rupture of thin plates [6] [9] [10], and on finite element models that have been used to 
simulate such processes. This chapter will discuss the state of such literature to give context to the scope 
of this thesis. 
An earlier phase in the present study focused on demonstrating that pressure-induced rupture of a steel 
diaphragm could be modelled using commercial FEM solvers [8]. The aims of this thesis are more aligned 
with investigating material properties and responses of the diaphragm under dynamic loading and as such 
only well accepted and fundamental rupture theories and models will be introduced here. An interested 
reader is encouraged to read Finite Element Modelling of Metallic Diaphragm Rupture in Hypersonic Shock 
Tube [8]. 
2.1 ANALYTICAL DEFLECTION MODELS 
Analytical relationships exist for the deflection of plates with simple geometries and boundary conditions, 
as these models have many applications in engineering problems. Timoshenko and Woinowsky-Krieger 
introduce a range of equations that capture the deformations of plates that are dependent on the relative 
thickness of the plate, how bending and membrane stresses are captured, what boundary conditions are 
applied and how significant the deflections are to the characteristic dimensions of the undeformed plate 
[10].  
Their model for a clamped circular plate undergoing ‘small deflections’ (deflection comparable to plate 
thickness) is a useful validation point that can be used to check that preliminary simulations are sensible 
at small and static deformations. Here the deflection 𝑤(𝑟) at a radial position 𝑟  is a function of the 
uniformly distributed load 𝑞, plate radius 𝑎, and the flexural rigity 𝐷 which itself is a function of Elastic 
Modulus 𝐸, Poisson’s ratio 𝑣 and plate thickness ℎ as shown in Equation 1. This equation is derived for 
thin plates under the condition of ℎ < 𝑎 < 0.1 
 
 
𝑤(𝑟) =
𝑞
64𝐷
(𝑎2 − 𝑟2)2 
 
(1) 
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𝐷 =
𝐸ℎ3
12(1 − 𝑣2)
 
(2) 
 
Small plate deformation theory assumes that during deformation the plate is in a condition of plane stress 
– where the stress is restricted to having no stress components perpendicular to the plate  𝜎𝑥𝑧 = 𝜎𝑦𝑧 =
𝜎𝑧𝑧 = 0 [11]. Most analytical plate bending theories use the Kirchhoff assumption, 𝜀𝑧𝑧 = 𝜀𝑥𝑧 = 𝜀𝑦𝑧 = 0,  
to limit the number of strain vectors considered [11]. These restrictions to stress and strain assume that 
the shear stresses in the 𝑧 direction are not significant and that 𝜀𝑧𝑧 has no effect on 𝜎𝑥𝑥 and 𝜎𝑦𝑦 [11]. 
These assumptions hold well during elastic deformation where the strains are small however once plastic 
deformation of a plate begins the strain elements, particularly 𝜀𝑧𝑧, will become non-zero and the small 
plate theory assumptions will no longer be valid. 
Their model for a clamped circular plate undergoing ‘small deflections’ is a useful validation point that can 
be used to check that preliminary simulations are sensible at small and static deformations. To check that 
finite element modelling in the chosen FEA software package (ANSYS 18.0, discussed in detail in Section 
2.4.1) was being approached correctly an initial simulation of a clamped thin plate subject to a pressure 
load was modelled and the resulting deformation compared to the analytical deformation predicted by 
Equation 1. Both approaches agree well, as shown in Figure 2.1, with minor divergence at the centre of 
the plate where stresses are most severe.  
Figure 2.1: Comparison of deflection for thin plate under small deflections between the Kirchoff-Love analytical relation and 
preliminary FEA models in ANSYS 18.0. The properties of the plate were 𝑎 = 150 𝑚 ℎ = 3𝑚𝑚 , 𝑣 = 0.3,   𝐸 =
200 𝐺𝑃𝑎.    𝑞 = 100𝑘𝑃𝑎. ANSYS Static Structural was used to model the static deformation 
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Theories do exist that attempt to describe plate deformation where the deflection is significantly larger 
than the thickness of the plate however, due to the relaxation of the assumptions listed earlier, these 
equations are often large, complex and non-linear [10]. Timoshenko and Woinowsky-Krieger introduce 
many of these theories and explain their derivation in their book Theory of Plates and Shells [10].  Most 
well accepted large-deformation theories for plates in literature treat the deformation as elastic and 
isotropic and do not consider the strain hardening or progressive yielding of large plastic deformations 
[11]. This makes these large deformation plate theories limited in their usefulness when considering 
diaphragm rupture and therefore they are not considered in this thesis. 
2.2 EMPIRICAL RUPTURE MODELS 
2.2.1 Diaphragm Opening Time 
Characterising the time from rupture initiation to full opening of the diaphragm is important to 
understanding the initiation of the driver gas expansion, and the subsequent shock formation. While 
shock formation and downstream flow effects are out of the scope of this investigation, it is useful to have 
models and experimental data of opening times that can be compared against rupture models created in 
this thesis. 
Simpson et al introduced a model for opening time for scored diaphragms that considers the rupture 
petals as hinges [4]. Their original equation can be easily modified to model a circular diaphragm with 
equidistant score lengths that opens completely (rotated through 90𝑜) so it can be compared to the X3 
diaphragm. Their formulation assumes a score depth of 0.01 mm and was applied to aluminium, nickel, 
copper and brass diaphragms limiting its applicability to stiffer steel diaphragms with larger indents [4]. 
Other models exist that try to capture the opening time of a diaphragm however, Smith points out than 
many studies that try to create more realistic models than Equation 3 produce less accurate results. This 
is surprising because Equation 3 is only dependant on the plate thickness ℎ, uniform loading 𝑞, material 
density 𝜌 and the score length 𝑑. It grossly simplifies the material properties and fracture dynamics but is 
more accurate than other models [6]. 
 
𝑡𝑜𝑝𝑒𝑛 = 1.82√
1
2
𝑑 ×
𝜌ℎ
𝑞
 
 
(3) 
The lack of accurate results among empirical relations indicates that the rupture process may be too 
complex to properly approximate with relatively simple models. This is reiterated in Figure 2.2 where 
Smith’s simulated opening times are compared to the opening times predicted by Simpson and there is 
significant disagreement. The general trend is reproduced but Simpson’s model under-predicts Smith’s 
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results by a factor of 2. Simpson’s model was originally derived and tested on more compliant, non-ferrous 
metals that do not exhibit the same kind of strain hardening as steel [4]. By not considering the stiffness 
of a material or its strain hardening properties Simpson’s model will always under-predict any steel 
diaphragm opening however, it does show how the opening time decreases with increasing thickness.  
 
Table 2.1: Opening times and rupture pressures of diaphragms used in X2, simulated by Smith [8] 
Diaphragm 
Thickness 
Opening Time Rupture Pressure  
1.2 𝑚𝑚 0.4208 𝑚𝑠 14.3 𝑀𝑃𝑎 
2 𝑚𝑚 0.1504 𝑚𝑠 26.2 𝑀𝑃𝑎  
2.5 𝑚𝑚 0.1224 𝑚𝑠 39.3 𝑀𝑃𝑎 
 
While Simpson’s model will not give accurate predictions of the exact opening time, it will highlight the 
trends expected in the diaphragm opening. For the X3 diaphragm Figure 2.3 shows how the opening time 
is expected to change with applied pressure. Note, this assumes that the diaphragm has ruptured and is 
opening under a constant applied pressure. 
Figure 2.2: Comparing Smith's simulated opening times to opening times predicted by Simpson's model. Smith’s model 
thickness and rupture pressure from Table 2.1 were used to calculate Simpson’s opening times. 
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2.2.2 Diaphragm Rupture 
Rupture of the primary diaphragm initiates after the diaphragm has massively deformed, progressing from 
a bulge shape shown in Figure 2.4 to a fully opened diaphragm in Figure 2.5. During the deformation 
phase, the centre of the diaphragm experiences the highest radial stress, initiating plastic deformation 
and ‘plate necking’ at the bulge peak until a fracture is opened and crack is formed [5]. The speed of 
loading affects the way the diaphragm initially deforms (see Error! Reference source not found.) and the 
resulting bursting pressure [8], indicating that this is a strain-rate dependent problem [12]. Hence, the 
diaphragm rupture process may likely be very sensitive to loading and consequently the dynamically 
deformed shape pre-rupture may not resemble any of the deflection models introduced in Section 2.1 as 
they assume static loading [10].  
The X3 shock tunnel is the largest shock tunnel at UQ and it has performed over 400 experimental shots 
[3]. Pressure traces from these experiments can provide information on the bursting pressure of 
diaphragms that are regularly used in X3. An accurate predictive model should produce rupture at a similar 
driver pressure to what is observed in experiments. It will be possible to access some of this data from 
the Centre for Hypersonics at UQ to compare to rupture predictions from this thesis. 
 
Figure 2.3: Simpson's predicted opening time for the X3 diaphragm. 
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2.3 FINITE ELEMENT MODELS OF DIAPHRAGM RUPTURE 
Very little literature exists on modelling steel diaphragm rupture using commercial finite element codes. 
There are large bodies of literature on creating fits to experimental results and to characterising the 
general process of deformation however little work has been done on creating predictive Finite Element 
rupture models [12] [6] [13].  
The approach to creating a Finite Element (FE) model of the X2 diaphragm by Smith was validated by first 
reproducing the work of Colombo et al who created a finite element model of a diaphragm under a quasi-
static pressure loading [8] [14]. These are the main works of literature that have produced FE models of 
rupturing diaphragms. Their approach and findings will be briefly discussed in the context of their 
application to this thesis. 
Figure 2.5: Ruptured X3 diaphragms showing the difference 
between scored and unscored diaphragms in the foreground 
and background respectively. 
Figure 2.4: Effect of loading speed on diaphragm deformation: 
a) Quasi-static loading b) rapid loading. Image sourced from 
[12] 
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2.3.1 Validation of a Computational Approach to Predict Bursting Pressure of Scored Steel Plates 
The study by Colombo et al. aimed to create FE simulations that replicated the measured rupture pressure 
of scored S235 JR structural steel plates during quasi-static experiments [14]. Their study used a novel 
pressure chamber (Figure 2.6) instead of a piston-driven driver tube found in shock tunnels to investigate 
the plasticity and tearing of the diaphragm as rupture initiates [14]. Results from experiments were 
collected with pressure transducers and an array of strain gauges to produce experimental data that could 
be compared to simulated results. Simulations were performed using ABAQUS Explicit 6.7 on a quarter 
model of the diaphragm and the material was modelled as homogenous with material properties collected 
from tensile tests. J2 plasticity was used to model the plastic deformation and a Fischer failure model was 
used to initiate element failure [14].   
J2 plasticity is the implementation of the von Mises yield criterion, discussed in detail in Section 3.1.4. J2 
plasticity by itself does not consider any strain hardening effects and it is not clear if the stress-strain 
curves produced from the tensile tests of the diaphragm material performed by Colombo et al. have been 
used to introduce strain hardening effects to the model [14]. The Fischer failure model is shown in 
Equation 4, this model considers failure in a finite element to occur if the local plastic strain exceeds the 
given failure strain. Here failure strain is only a function of stress triaxiality (discussed in Section 3.3.1) and 
the material parameter 𝜀0 is given a value from literature, not an experimentally derived value [14]. Not 
including strain rate dependency in the plasticity or failure models is valid for the pre-rupture deformation 
as the diaphragm is effectively loaded statically however, the crack growth and petal opening occurs 
rapidly and the models would not accurately capture this.   
Figure 2.6: Experimental set us used by Colombo et al. Image on left shows the pressure chamber used to initiate rupture, image on 
right shows diaphragm geometry. Imaged reproduced from [13]. 
 13 
 
 
𝜀𝑓 = 1.65𝜀0𝑒
−
3
2
𝜎⋆  
(4) 
Colombo et al. consider quasi-static loading because the pressure rise rate in their experiment was on 
average 0.0135 𝑀𝑃𝑎/𝑠  – being significantly lower than the pressure rise rate of  1600 𝑀𝑃𝑎/𝑠 
experienced in the X3 shock immediately before rupture [14] [3]. Smith identified this as being a major 
factor that limited the applicability of the Colombo study to shock tube diaphragm rupture [8]. As the 
primary aims of the Colombo study were to investigate rupture pressure their approach is valid for their 
aims but not for the aims of Smith’s work or the work in this thesis. It should be noted that their 
investigation into post-rupture dynamics, such as plastic deformation and crack growth, may not be 
accurate because they neglect strain rate effects. 
2.3.2 Finite Element Modelling of Metallic Diaphragm Rupture in Hypersonic Shock Tube 
This thesis largely builds off Smith’s work on creating a dynamic FE model of the X2 diaphragm rupturing 
due to pressure-loading and therefore this thesis will continually reference decisions and challenges 
identified in Smith’s work. This section will introduce the aims and general approach taken in Smith’s work 
to provide the context for future references. 
Smith’s aims were to investigate the capabilities of commercially available software to simulate 
diaphragm rupture, and to create a model that could predict the rupture pressure and post-rupture 
dynamics of the X2 diaphragm [8]. Successful models of diaphragm rupture were produced and validated 
by re-creating the results published by Colombo et al. However, a lack of material data for the X2 
diaphragm prevented an accurate predictive diaphragm rupture model from being created. Instead of 
predicting diaphragm rupture, a model that demonstrated rupture dynamics was created by running 
preliminary simulations, noting the plastic strain induced at the pressure that causes rupture in 
experiments, and then re-simulating using a failure strain equal to the recorded ‘strain at failure pressure’. 
This approach forced failure to occur at the predetermined rupture pressure and allowed the post-rupture 
dynamics to be studied.  
To assess the effects of these simplifications, the X2 rupture was simulated again using material data 
available in ANSYS Explicit for 4340-C30 steel that had a complete Johnson Cook strength and damage 
model. Smith showed that removing strain rate effects from the 4340-C30 steel material model decreased 
rupture pressure by 10%, increased opening time by 35% and decreased mid-point deflection. This shows 
that the strain rate hardening effects had a noticeable impact on the rupture dynamics of the 4340-C30 
steel. By creating a material model of the X3 diaphragm it will be possible to determine if strain rate effects 
are significant factor that contributes to the rupture of diaphragms in the UQ impulse facilities. 
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All simulations by Smith were performed in LS DYNA on a quarter model of the X2 diaphragm. Loading 
was applied as a pressure-force to the upstream surface of the diaphragm and was linearly decreased to 
half the maximum pressure after rupture initiated. The effects of friction were investigated and found to 
be negligible.  
The findings and limitations of Smith’s work give direction to this thesis - to be able to produce an accurate 
prediction of diaphragm rupture it is necessary to fully describe all of the mechanical properties of the 
material. A material model for both strength and failure must be selected that can capture strain 
hardening, strain rate hardening and any other factors that influence the rupture dynamics of the steel 
diaphragms used in the impulse facilities. 
2.4 BRIEF INTRODUCTION TO FEA MODELLING IN COMMERCIAL SOLVERS 
The problem of modelling plastic deformation and rupture of a metallic diaphragm requires the use of 
commercial non-linear finite element solver software. Plastic deformation and fracture are inherently 
non-linear phenomena and solving these problems requires Explicit Solvers. 
- Explicit Solvers: march forward in time solving small systems of equations by integrating Newtons 
Force-acceleration law by calculating nodal displacements, to eventually determine nodal 
displacements [15]. 
Figure 2.7: Sequence showing the progressive failure of a 1.2mm scored X2 Diaphragm. Reproduced from Smith [8] 
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- Implicit Solvers: solve solutions across large timesteps by creating stiffness matrices and inverting 
them [15]. This approach is not time-accurate between steps and only works if the solution space 
is continuous over the time step. 
Explicit solvers are restricted to using small time steps to maintain accuracy as they march through time 
and this limits their usefulness in simulations of long-duration events [15]. Chapter 6 will discuss how this 
problem can be avoided in more detail. 
2.4.1 Commercial Finite Element Software 
ANSYS was the only readily available commercial software at UQ that had the capabilities necessary for 
this thesis. Other programs with similar capabilities exist, such as ABAQUS, however these were not 
investigated. ANSYS 18.0 was the commercial package used in this thesis, from here on all references to 
ANSYS will be referring to functions and operating procedures available in ANSYS 18.0. 
Relevant structural finite element (FE) solvers available in ANSYS are listed and compared in Table 2.2.  
Table 2.2: Structural solvers available for FEA modelling in ANSYS 18.0 
Solver Strengths  Limitations Appropriate 
for this thesis 
Static 
Structural 
Fast and easy to use solver for linear-
elastic problems 
Implicit (not time accurate). Not 
designed for non-linear analysis 
No 
Transient 
Structural 
Fast and easy to use solver designed 
for dynamic responses of structures 
Cannot capture fracture. Limited 
strength models available 
No 
LS DYNA Commonly used for high strain rate 
simulations in industry. Used by 
Smith [8] 
No longer included in UQ’s ANSYS 
license  
No 
AUTODYN Used in industry for modelling high 
speed impacts and pressure-waves 
[16] 
Not actively used in hypersonics 
department of UQ 
Yes  
  
The general approach to setting up and solving a finite element model in ANSYS is listed below [16]: 
1. Define Material Properties: Material properties are defined in the ‘Engineering Data’ component, 
often called the ‘material workbench’. Here strength and damage models (discussed in Section 
3.2 and 3.3) can be added to describe the material’s non-linear response to loading 
2. Create Structure Geometry: Using the component ‘Designer Modeller’ a geometry can be created 
or imported from an external CAD program and then split into-subsections so that loads and 
boundaries can be applied. 
3. Create Finite Element Mesh: Meshing structures and rules can be applied to sections of the 
geometry using the ‘ANSYS Mechanical’ GUI component system. 
4. Apply Boundary and Loading Conditions: ‘ANSYS Mechanical’ GUI is again used to apply 
conditions to bodies, nodes and surfaces 
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5. Solve System of Equations: a solver program is sent the pre-processed results file. In this thesis 
the solver AUTODYN will be used 
6. Post-Process Results: Results from the solver can be viewed and manipulated to investigate 
properties of interest 
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 MATERIAL MODELS FOR SIMULATING HIGH 
STRAIN RATE DEFORMATIONS 
To understand how the X3 diaphragm will deform and rupture under the applied fluid pressure, it is 
necessary to understand how the material science theory that describes yield, plasticity, and rupture can 
be applied to real world materials and commercial FEA codes. It is generally not possible or appropriate 
to use completely analytical methods or rigorous theory to describe these aspects of material science 
throughout the entire plastic deformation regime, so empirical relations are often used. 
This chapter aims to introduce the empirical models that will be employed to simulate the X3 diaphragm 
material by first presenting the theories that define plastic deformation and rupture. Exploring how those 
theories are described mathematically gives context for the assumptions and limitations in models that 
describe how a material yields and when it will fail. Material models for failure and yield will be discussed 
in terms of their appropriateness for diaphragm rupture simulations and a procedure for experimentally 
calibrating a chosen model will be described using facilities available at UQ 
3.1 MATERIAL SCIENCE OF LARGE DEFORMATIONS AND RUPTURE 
3.1.1 Elastic Deformation 
Material deformations can be categorised into two distinct regimes: elastic and plastic, with deformation 
being caused for different reasons in each. A stress-strain diagram for an idealised steel is shown in Figure 
3.1 highlighting the key sections of each deformation regime.  
Elastic deformations follow the well-known linear-elastic stress-strain relationships and can be seen as 
the line 𝑂𝐴 in Figure 3.1. Here, any elastic deformation induced by an arbitrary load will theoretically be 
perfectly reversed once that load is removed. In the context of pressure induced rupture of a ductile 
material, deformations in the linear-elastic region do not contribute towards the failure of an element 
because it is assumed that the stress and strain in an element is perfectly reversible. In practical 
engineering situations stress-cycling can lead to fatigue failure [11], but this is not relevant for the single-
loading-to-rupture of the diaphragm studied in this thesis. 
 
 
𝜎𝑒𝑛𝑔 =
𝐹
𝐴0
 
 
(5) 
 
𝜀𝑒𝑛𝑔 =
Δ𝐿
𝐿0
  
(6) 
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𝐸 =
𝑑𝜎𝑒𝑛𝑔
𝑑𝜀𝑒𝑛𝑔
≈
𝜎𝑒𝑛𝑔
𝜀𝑒𝑛𝑔
 
 
(7) 
 
3.1.2 Plastic Deformation 
Plastic, or inelastic deformations are not completely recoverable like their elastic counter parts. Any 
amount of plastic deformation will cause residual stresses and strains in a material element because 
atoms at grain boundaries and dislocation sites have been displaced, causing a permanent change in the 
local lattice structure of the material [17]. On a stress-strain diagram (Figure 3.2) this is identified as a 
strain that cannot be recovered after unloading. While the cause of plastic deformation and strain is a 
consequence of changes in the microstructure of the atomic lattice structure, in practise it is more useful 
to consider plastic deformation in terms of the material’s macroscopic properties using a continuum 
mechanics approach instead of considering the microscopic properties [11]. The majority of literature on 
applying plastic analysis of metals to real-world structures takes this approach therefore, so will this thesis 
[18] [19] [20] [21]. 
Figure 3.1: General stress-strain diagram for steel. The dashed blue line represents the true stress-strain curve and the 
solid line is the engineering stress-strain. Adapted from [56] 
Plastic Region 
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As the elastic strain accumulated by a material does not contribute to its failure over a single load cycle, 
commercial Finite Element codes treat the elastic and plastic regimes independently therefore making it 
necessary to redefine the stress strain curve in terms of plastic strain. A strict definition of plastic strain is 
presented in Equation 9 however, the ANSYS User Guide states that for metals it is common and generally 
accepted to subtract the strain at initial yield from the total strain (Equation 10) [16]. 
 
 
 
𝜀𝑡𝑜𝑡𝑎𝑙 = 𝜀𝑒𝑙𝑎𝑠𝑡𝑖𝑐 + 𝜀𝑝𝑙𝑎𝑠𝑡𝑖𝑐  (8) 
 𝜀𝑝 = 𝜀𝑡𝑜𝑡𝑎𝑙 −
𝜎𝑡𝑟𝑢𝑒,𝑡𝑜𝑡𝑎𝑙
𝐸
≅ 𝜀𝑡𝑜𝑡𝑎𝑙 − 𝜀𝑦𝑖𝑒𝑙𝑑  
(9) 
 𝜀𝑝 ≅ 𝜀𝑡𝑜𝑡𝑎𝑙 − 𝜀𝑦𝑖𝑒𝑙𝑑  (10) 
Boresi and Scmidt state in Advanced Mechanics of Materials that a theory that describes the plastic 
behaviour of metals must have three key elements [11], described below: 
Element of 
Plasticity Theory 
Purpose  
Yield Criterion defines when yielding will begin  
Flow Rule describing the added stress necessary to cause an 
increment increase in strain 
how to move along the curve with 
increasing strain 
Hardening Rule detailing how the Yield Criterion changes with 
increasing strain 
describing why the Yield criterion 
increases between Point A to Point 
D 
 
 
Figure 3.2: Sketch of a stress-strain diagram showing how plastic strain cannon be recovered as 
a material is unloaded. Sourced from [20] 
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1. Yield Criterion – defines when yielding will begin 
2. Flow Rule – describing the added stress necessary to cause an increment increase in strain 
3. Hardening Rule – detailing how the Yield Criterion changes with increasing strain 
For a simple uniaxial stress state, these three elements can be visually understood on Figure 3.2 
respectively as: the position of a point on the true stress strain curve for a given strain, how to move along 
the curve with increasing strain, and describing why the Yield criterion increases between Point A to Point 
D describing why the Yield criterion increases between Point A to Point D.  
Models that describe both the Yield Criterion and the associated Hardening Rule are referred to as 
Strength Models. There are a range of strength models based on either specified thresholds of material 
properties, or empirical models that have been calibrated with experimental data. These will be discussed 
in more detail in Section 3.2.  
3.1.3 Mathematical Description of Continuum Mechanics 
This section will introduce the mathematical basis for yield criteria to lay the foundation for the Strength 
Models introduced in Section 3.2. Commercial Finite Element codes consider the stresses and forces 
applied to discrete elements using the same mathematical framework as continuum mechanics. 
Therefore it is beneficial to understand how these properties are calculated and how they are presented 
to a user in commercial codes. 
The stress state of an arbitrary box-shaped element can be described by 9 stress components: 3 axial and 
6 shearing, shown in Figure 3.3 and mathematically described as the Cauchy Stress Tensor (Equation 11) 
[11]. The 6 non-axial stresses are generally referred to as shear stresses and will be denoted with the 𝜏 
symbol for clarity. Conservation of angular momentum requires that shear stresses must be equal and 
opposite (Equation 12), making the Cauchy Stress Tensor symmetric during elastic deformations and 
yielding [11] [22] [23].  
 
 
 
𝝈 = [
σ11 σ12 σ13
σ21 σ22 σ23
σ31 σ31 σ33
] = [
σ11 τ12 τ13
τ21 σ22 τ23
τ31 τ31 σ33
]   
 
(11) 
 𝜎𝑖𝑗 = 𝜎𝑗𝑖  
 
(12) 
 
𝝈 ≅ [
σ11 τ12 τ13
τ12 σ22 τ23
τ13 τ23 σ33
] 
 
(13) 
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The stress acting on a plane perpendicular to the axes of the box-element are shown in Equation 14 and 
the projection of these stresses onto an arbitrary plane 𝑃, with unit vector 𝑵, is given in Equation 16. 
Probing the stress states of an ANSYS FEM model in directions defined by the global coordinate system 
will return the stress projection from each element [16]. It is important to note that the stress components 
of an element will not be the stress vectors reported when the stress on an element surface is viewed 
unless the global coordinate system is aligned with the element coordinate system. 
 
 
𝝈𝒙 = σ11 ?̂? + σ12 𝒋̂ + σ13 ?̂? 
𝝈𝒚 = σ21 ?̂? + σ22 𝒋̂ + σ23 ?̂? 
𝝈𝒛 = σ31 ?̂? + σ32 𝒋̂ + σ33 ?̂? 
   
 
(14) 
 𝑵 = 𝑙 ?̂? + 𝑚𝒋̂ + 𝑛 ?̂? 
 
(15) 
 𝝈𝑷 = 𝑙 𝝈𝒙 + 𝑚𝝈𝒚 + 𝑛 𝝈𝒛 
 
(16) 
A more universal way to describe the stress state of an element is to use principal stresses. It is possible 
to rotate the coordinate system of an element so that all shear stresses disappear, leaving three axial 
components of stress, referred to as the principal stresses, shown in Equation 17 [11]. Principal stress 
components are used (or approximated) in most ductile yielding theories and can be displayed readily in 
ANSYS making this a more convenient description of stress to work with [11] [17] [16] [24]. 
Figure 3.3: Stress state of an element of material can be described by 9 stress components. These stress states can be described 
in any coordinate system by the ‘Invariants of Stress’. Image Sourced from WikiCommons 
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𝝈 = [
σ11 0 0
0 σ22 0
0 0 σ33
] = [
σ1 0 0
0 σ2 0
0 0 σ3
]   
 
(17) 
 
For ease of notation, the three invariants of stress will now be introduced that have the same magnitude 
in any coordinate system [11]. 
 𝐼1 = 𝜎1 + 𝜎2 + 𝜎3  (18) 
 𝐼2 = 𝜎1𝜎2 + 𝜎2𝜎3 + 𝜎1𝜎3 
 
(19) 
 𝐼1 = 𝜎1𝜎2𝜎3 
 
(20) 
3.1.4 Using Principal Stresses to Describe Yield Locus 
Principal stresses are used in yielding theories (strength models) over the full 6-term stress state because 
the mathematical models become simpler without any loss in generality. One of the most fundamental 
yield theories is the Maximum Principal Stress Criterion [16], which simply states that a ductile metal will 
yield if any of the individual principal stresses exceed a threshold value [11]. This is easily understood in a 
uniaxial stress state where there is stress in only one principal direction and Equation 17 reduces to 
Equation 22 and yield will occur if σ1 > 𝑌, where 𝑌 is the yield threshold [11]. In a purely uniaxial stress 
state, 𝑌 is the yield stress that would be measured in a tensile test. 
 max(|𝜎1|, ||𝜎2||, |𝜎3|) < 𝑌  
 
(21) 
 
𝝈 = [
σ1 0 0
0 0 0
0 0 0
] 
 
 
(22) 
The Maximum Principal Stress Criterion (MPSC) is not used for multiaxial stress states because it does not 
consider the combined effect of the other principal stresses and is only concerned with the maximum 
value of each state individually [11]. However, the idea of having a threshold for when yielding will begin 
is common among all yielding theories [11] [19] [20]. Yield theories for multiaxial stress states often 
combine the effects of all principal stresses to give an effective uniaxial stress value 𝜎𝑒, as described by 
Boresi and Schmidt [11], that can be used to compare to yielding threshold criteria (Equation 23).  
 
𝝈 = [
σ1 0 0
0 σ2 0
0 0 σ3
]   →   𝜎𝑒 = 𝑓(𝜎1, 𝜎2, 𝜎3) 
 
(23) 
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The Tresca and Von-Mises criterions are two well known yield models. Tresca uses a maximum shear 
stress as an effective stress (Equation 24) and the Von-Mises model uses a distortional strain-energy 
density criterion (Equation 25) [11]. Explaining the derivation of these models is out of the scope of this 
thesis, as both models are well documented in literature [11] [22] however, how the effective stress can 
be used to map out a yield locus is of interest to this thesis. 
 
𝜎𝑒,𝑇𝑟𝑒𝑠𝑐𝑎 = 𝜏𝑚𝑎𝑥 =
|𝜎𝑖 − 𝜎𝑗|
2
 
 
(24) 
 
𝜎𝑒,𝑉𝑜𝑛−𝑀𝑖𝑠𝑒𝑠 = √
1
2
[(𝜎1 − 𝜎2)2 + (𝜎2 − 𝜎3)2 + (𝜎3 − 𝜎1)2] = √3|𝐽2| 
 
(25) 
 
𝐽2 = 𝐼2 −
1
3
𝐼1
2 
 
(26) 
Figure 3.4 shows the yield loci for generic von-Mises and Tresca criteria of the same isotropic material ( 
𝜎𝑦𝑖𝑒𝑙𝑑 is the same in both principal directions). An effective stress outside the domain of either criterion 
will cause yield and plastic deformation, stress states within the domain are considered elastic. Strength 
models that predict the yielding threshold do not always agree, as can be seen in Figure 3.4, so it is 
necessary to use a model that is accurate for the conditions and material being modelled. 
Figure 3.4: Von-Mises and Tresca yield loci for a biaxial state (𝜎3 =  0). Image 
Sourced from WikiCommons 
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The von-Mises model is a better predictor of yielding than the Tresca model and is commonly used in 
Commercial FEA codes [16] [11]. However, a major drawback of the von-Mises model is that it does not 
account for how the yield surface will evolve due to strain hardening, thermal softening or any other 
cumulative effects of ongoing plastic deformation. This makes the von-Mises criterion very useful for 
predicting the initial onset of yield, but not useful when modelling large plastic deformation and rupture 
that requires an evolving yield locus [23]. As such, von-Mises criteria is commonly used in engineering 
problems where the onset of yield is a failure criteria and it is of no further interest to investigate plastic 
deformation [11]. 
3.1.5 Strain Hardening Theory 
Strain hardening is the process by which the stress required to induce an increment of deformation 
increases with increasing strain [25]. As stated in Section 3.1.4, a major drawback with most analytical 
yielding theories is that they do not provide any information on how a material experiences strain 
hardening [11]. Most theories simply assume that a ductile metal will behave in a perfectly-plastic 
manner, shown in Figure 3.5, where the yield surface has the same magnitude during the entire range of 
plastic deformation. This is unrealistic as very few real-world metals behave in that manner. Metals 
generally experience strain hardening, where the yield surface increases with increasing strain, as shown 
in Figure 3.5. 
There are two main hardening rules that describe how the yield surface evolves with strain: 
- Isotropic Hardening (Figure 3.6): Yield surface expands but shape is maintained [25].  
Figure 3.5: Diaphragm showing real strain hardening curve experienced by ductile metals and a perfectly-plastic 
response. Sourced from [20] 
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- Kinematic Hardening (Figure 3.7): Yield surface shape and size are constant, location of yield 
surface translates [25]. 
Kinematic hardening is relevant for materials that undergo cyclic loadings [26], as kinematic hardening 
theories can capture the Bauschinger effect where compressive strength is reduced when tensile strength 
is plastically increased [25]. Isotropic hardening is better suited for large strains or loadings with no 
reversal [26], as experienced in tensile testing and in rapid diaphragm rupture. Most empirical strength 
models assume that the yield surface does not translate and that only the magnitude of the yielding 
surface changes, effectively assuming isotropic hardening in the plastic regime [20]. 
In finite element codes a Bilinear hardening rule is often used when the exact strain hardening behaviour 
is unknown [16]. Bilinear hardening assumes a linear increase in yield stress with plastic strain and is 
characterised by setting a tangent modulus for the plastic regime, as shown in Equation 27. Smith used 
this approach due to a lack of material data and found that predictions of rupture pressure were sensitive 
to the assumed value of tangent modulus [8]. This uncertainty was identified as a major limitation on the 
accuracy of his model [8]. 
 𝜀𝑝𝐸𝑡 = 𝜎𝑝 (27) 
 
 
 
 
Figure 3.6: Diagram showing isotropic hardening: yield surface enlarges but maintains original shape. 
Yield point in all principal directions has increased. Sourced from [57] 
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3.1.6 Ductile Rupture Theory 
The extended deformations and in-plane stretching of the diaphragm cause failure by ductile rupture. 
After prolonged plastic deformation voids begin to form around imperfections in the metal matrix [22]. 
Further deformation increases the size of these voids until they coalesce and form an effective 
macroscopic crack inside the material. Eventually this void-crack grows large enough and the material 
undergoes rapid crack growth and failure [22].  These two phases of damage cause the distinctive cup-
cone shape seen on large specimens that have experienced ductile failure: the individual voids form a 
rough region at the centre of the ‘cup’ and the rapid crack-growth forms the smooth sides of the ‘cone’ 
[27]. 
For failure in a uniaxial tension mode, fracture will follow the direction of greatest shear-loading, being 
roughly 450 from the direction of tensile loading [11] [27]. This mechanism of failure is well described by 
the Tresca Criterion however, for more complex loading the Tresca Criteria [11] will not accurately predict 
the failure direction. It should be noted that if the specimen is narrow then the full cup-cone shape may 
not be visible as the voids will reach a critical ‘crack’ size leading to rapid failure very quickly [27]. 
Figure 3.7: Diagram showing kinematic hardening: yield surface moves after plastic deformation. The yield point in principal 
directions has now changed. Source from [58] 
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3.2 STRENGTH MODELS IN LITERATURE 
A strength model describes the yielding criteria and associated hardening rules of a material, and 
calculates the location of the yield surface throughout the entire plastic domain of deformation. A stress-
strain curve at quasi-static conditions, for example, is a discrete, uniaxial strength model, and for many 
engineering applications that is enough to characterise common loadings. However, when load is applied 
dynamically and deformations happen rapidly, materials will respond differently to how they would under 
quasi-static loading [24]. Literature exists on a range of strength models that have tried to capture this 
response with constitutive equations [20] [28] and this section will discuss relevant models and their 
appropriateness to modelling diaphragm rupture.   
As discussed earlier, an ideal strength model would calculate the effective yield stress that defines the 
yield loci as a function of principal stresses, accumulated plastic strain and the strain rate of deformation, 
temperature and any other variable that influenced the strain hardening (Equation 28). Unfortunately 
there is no ideal strength model that describes all loading conditions or all materials [17]. 
 𝜎𝑒,𝑌 = 𝑓(𝜎1, 𝜎2, 𝜎3, 𝜀, 𝜀̇, T, … ) 
 
(28) 
Most strength models assume that the yielding surface is equal in all principal directions, reducing the 
more complicated shape introduced in Figure 3.4 to a simple circle. Under this assumption, only the 
Figure 3.8: Void Nucleation in ductile rupture. Image sourced from 
WikiCommons 
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magnitude of the yield surface is necessary to describe the yield point. This leads to simple 
implementation in finite element codes, as a material element will only plastically deform if its effective 
stress state exceeds the current yielding value.  
3.2.1 Strength Models Available in ANSYS Explicit (AUTODYN Solver) 
Strength models available in ANSYS Explicit are introduced in Table 3.1. Other strength models exist in 
literature however, to implement these in an AUTODYN solver a User Defined Function (UDF) would need 
to be created and imported to ANSYS to manually calculate and updated material properties. This is out 
of the scope of this thesis so only readily available models will be considered. The strengths and limitations 
of the strength models available in the material workbench for AUTODYN will be discussed in the context 
of their application to rapid diaphragm rupture. 
Table 3.1: Strength models available in ANSYS Explicit (AUTODYN) [16] 
Strength Model Expression for Effective Yield Strength Appropriate 
for this Thesis 
Bilinear Isotropic Hardening 
𝜎 = 𝜎𝑌 + 𝐸𝑡/𝜀𝑝 N 
Multilinear Isotropic 
Hardening 𝜎 = 𝜎𝑌 +
𝐸𝑡,1
𝜀𝑝,1
+
𝐸𝑡,2
𝜀𝑝,2
+
𝐸𝑡,3
𝜀𝑝,2
+ ⋯ N 
Bilinear Kinematic Hardening 
𝜎 = 𝜎𝑌 + 𝐸𝑡/𝜀𝑝 N 
Johnson Cook Strength [20] 
𝜎 = (𝐴 + 𝐵𝜀𝑝
 𝑛)(1 + 𝐶 ln(𝜀 ̇
∗))(1 + (𝑇∗)𝑚) 
 
Y 
Cowper Symonds Strength 
[21] [29] 
𝜎 = (𝐴 + 𝐵𝜀𝑝
 𝑛) × (1 + (𝜀̇/𝐶)
1
𝑝) 
 
Y 
Steinber-Guinan Strength [29] 
G =  𝐺0 [1 + (
𝐺′𝑝
𝐺0
)
𝑝
𝜂
1
3
+ (
𝐺′𝑡
𝐺0
) (𝑇 − 300)] 
σ =  σ0 [1 + (
σ′𝑝
σ0
)
𝑝
𝜂
1
3
+ (
σ′𝑡
σ0
) (𝑇 − 300)] (1 + 𝛽𝜀)𝑛 
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜  σ0(1 + 𝛽𝜀)
𝑛 ≤  σ𝑚𝑎𝑥  
 
N 
Zerilli-Armstrong Strength [30] 𝜎 = 𝐶1 + 𝐶2√𝜀 × exp(−𝐶3𝑇 + 𝐶4𝑇𝑙𝑛(𝜀̇))  𝑓𝑜𝑟 𝐹𝐶𝐶 
𝜎 = 𝐶1 + 𝐶2 × exp(−𝐶3𝑇 + 𝐶4𝑇𝑙𝑛(𝜀̇))
+ 𝐶5𝜀
𝑛 𝑓𝑜𝑟 𝐵𝐶𝐶 
N 
 
Smith used the Bilinear Isotropic Hardening plasticity rule for his investigation into diaphragm rupture and 
found that his results were overly sensitive to the value chosen, and that the model was not appropriate 
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[8]. Multilinear Isotropic Hardening models use multiple linear piecewise segments to reconstruct the 
general shape of the materials actual true stress-strain curve and therefore improves upon the accuracy 
of the Bilinear model. However, the Multilinear model does not include any strain rate dependency 
making it inappropriate for this application. Smith had found that his simulated result changes significantly 
when strain rate effects were removed and that they were therefore important to the model’s accuracy 
[2]. 
The Johnson-Cook strength model is one of the most widespread models used in high strain rate dynamic 
modelling [31]. It is not based on any solid mechanics theory – instead it attempts to approximate the 
effects of strain hardening, strain rate hardening and temperature softening independently by 
characterising general trends based on experimental observations [32] [20]. The Johnson Cook model is 
commonly used in impact testing because of its simplicity and the relative ease of determining material 
constants [20] [31]. 
The Cowper-Symonds model has fewer terms and is simpler to use, but this comes at the expense of not 
capturing any temperature dependence of the material’s properties [28]. Table 3.1 shows the adaption of 
the original Cowper-Symonds relation that is available in ANSYS. This strength model finds use in models 
that can experience very low strain rates over the Johnson Cook model because the Johnson Cook strain 
rate hardening in term can become negative if 𝜀?̇? > 𝜀𝑝,0̇ , and this is not possible with Cowper-Symonds. 
The Steinberg-Guinan strength model aims to include effects not introduced in the previous two models. 
This model assumes that the “shear modulus increases with increasing pressure and decreases with 
increasing temperature” [29] and by doing so can capture the Bauschinger effect and Kinematic 
Hardening. This is not necessary for modelling the X3 diaphragm rupture and introduces unnecessary 
complexities. 
The Zerillie-Armstrong model is referred to as a semi-empirical model because it incorporates the effects 
of solutes, grain structure and boundaries and Gibbs energy, however it is still largely an empirical fit to 
material data [19]. As shown in Table 3.1, there are different forms of the Zerillie-Armstrong model for 
materials with BCC and FCC lattice structures. Some authors prefer this model over Johnson Cook and 
Cowper-Symonds models because it has some grounding in materials theory however, it is difficult to 
derive constants for [28]. 
Of the strength models readily available in the AUTODYN solver the Johnson Cook model is the most 
appropriate because of its ease of implementation and accuracy. Most of the limitations of the model 
(kinematic hardening, ultra-low strain rates, etc.) will not be relevant in the context of this thesis and the 
model has already been applied by Smith in simulating diaphragm rupture [8]. This thesis will therefore 
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continue to use the Johnson Cook strength model to continue Smith’s work. If the Johnson Cook model is 
later found to be inappropriate for modelling the X3 diaphragm the material data gathered in this thesis 
should be sufficient to calibrate other models. 
3.2.2 Johnson-Cook Plasticity Model 
The Johnson-Cook equivalent stress equation has been represented again in Equation 29 for clarity. As 
illustrated in Equation 30, the three factors that contribute to the Johnson-Cook model – strain hardening, 
strain rate hardening and temperature softening – can be treated as functions separate to one another. 
Being able to separate the components of the model into terms that exclusively capture specific 
properties is what makes the Johnson-Cook constants easier to determine than other models.  
 𝜎𝑒𝑞 = [𝐴 + 𝐵𝜀𝑝
 𝑛][1 + 𝐶 ln(𝜀 ̇
∗)][1 + (𝑇∗)𝑚] 
 
(29) 
 𝜎𝑒𝑞 = 𝑓(𝜀) × 𝑓(𝜀 ̇
∗) × 𝑓(𝑇∗) (30) 
   
Table 3.2: Brief description of the Johnson-Cook Strength model parameters 
Johnson-Cook Strength Parameter Description of Constant 
𝐴 Yield Stress at normalised strain rate 
𝐵 Strain hardening coefficient 
𝑛 Strain hardening exponent 
𝐶 Strain rate dependency coefficient 
𝑀 Temperature dependency exponent 
𝜀𝑝 Accumulated plastic strain 
𝜀 ̇
∗ = 𝜀̇ 𝜀0̇
⁄  Normalised strain rate 
𝜀0̇ Strain rate that constants 𝐴, 𝐵, 𝑚, 𝑛 are calculated at 
𝑇∗ =
𝑇 − 𝑇𝑟𝑜𝑜𝑚
𝑇𝑚𝑒𝑙𝑡 − 𝑇𝑟𝑜𝑜𝑚
 
Normalised temperature 
 
Each term in the Johnson-Cook model can be singled out by making the other terms cancel out, and this 
is done to determine the constants independently of one another. For example, the model can be reduced 
to only the strain hardening component by setting  𝜀̇ = 𝜀0̇  and 𝑇 =  𝑇𝑟𝑜𝑜𝑚 , reducing Equation 29 to 
Equation 31.   
 𝜎𝑒𝑞 = [𝐴 + 𝐵𝜀𝑝
𝑛 ] =  𝑓(𝜀) 
 
(31) 
 31 
In this form it is possible to determine the constants A, B and n. For a test conducted at a quasi-static 
strain rate 𝜀0̇, the constant 𝐴 is the yield stress and 𝐵 and 𝑛 are fit to the true stress vs plastic strain curve. 
Detailed discussion on how the constants are derived is covered in Section 3.5.1. 
3.3 FAILURE MODELS IN LITERATURE 
As a material undergoes plastic deformation it will progressively accumulate ‘damage’ until a point is 
reached where the integrity of the material has been compromised. Failure is often noted in static or 
structural analysis as the point at which a material begins to yield [11] however, in the context of this 
thesis failure will refer to the fracture point of a material.  
As discussed in Section 3.1.6 the diaphragm rupture and tensile testing conducted in thesis will fail by 
ductile rupture through the process of void nucleation and crack growth [27] [22]. Finite element models 
approximate this process by deleting elements when they have reached a failure limit. The complexity of 
failure models used in commercial finite element software varies significantly and this section will briefly 
discuss those available in ANSYS Explicit (Table 3.3). Many other failure models exit in literature but as 
they cannot be implemented in the software available, they will not be discussed. 
Table 3.3: Failure models available in ANSYS Explicit [33] 
Damage Models available in 
AUTODYN solver [16] 
Failure occurs when the following conditions are satisfied Appropriate for 
this thesis 
Plastic Strain Failure 𝜀𝑝 > 𝜀lim  N 
Principal Stress Failure max(𝜎1, 𝜎2, 𝜎3) > 𝜎𝑙𝑖𝑚  N 
Principal Strain Failure max(𝜀1, 𝜀2, 𝜀3) > 𝜀𝑙𝑖𝑚  N 
Stochastic Failure 𝜀 > 𝜀𝑙𝑖𝑚,𝑖  or 𝜎 > 𝜎𝑙𝑖𝑚,𝑖  Maybe 
Tensile Pressure Failure 𝑃 > 𝑃𝑚𝑖𝑛 × (1 − 𝐷) N 
Crack Softening Failure 𝑁/𝐴 N 
Johnson Cook Failure 𝜀 > 𝜀𝑓 = [𝐷1 + 𝐷2𝑒
𝐷3𝜎
⋆
][1 + 𝐷4 ln(𝜀?̇?
⋆)][1 + 𝐷5𝑇
⋆] N 
Grady Spall Failure 𝜎 > √2𝜌𝑐2𝜎𝑌𝜀𝐶 N 
 
Plastic Strain, Principal Stress Failure and Principal Strain Failure models all consider failure to occur when 
the maximum principal stress or strain exceeds a fixed threshold. These are simple models that do not 
consider how the failure point of a material can be influenced by factors such as the stress directions in 
an element, the strain rate or the temperature. Many sources of literature acknowledge these models as 
insufficient for capturing failure in specimens with complex geometries or dynamic loading [34] [35] [36]. 
Therefore, none of these models will capture the failure dynamics of a rupturing diaphragm. 
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Tensile Pressure Failure is similar to the previous three models in that it considers failure to occur when 
the hydrostatic pressure (hydrostatic Stress of an element) exceeds a defined threshold value [33]. The 
failure threshold value is constant and is also not affected by the stress directionality, strain rate or 
temperature making it not appropriate for this thesis. 
 
Stochastic Failure aims to replicate the heterogeneity of real materials that have randomly distributed 
microscopic flaws by varying the value of a failure condition among all elements [33]. This model must be 
added to an existing failure model such as principal strain and plastic strain failure models. The variation 
from the defined failure point is controlled by a probability distribution function that is used to assign 
each element it’s given failure value.  
 
Crack Softening failure is a failure model that can be added to the Tensile Pressure Failure model or the 
Principal Stress/Strain models to simulate how the local plastic region surrounding a crack resists crack 
growth [33]. In application, a user-defined crack softening slope function that is dependent on local 
element size and material constants is used to limit the maximum principal stress in the cells adjacent to 
the ‘crack’. This could be a useful failure model for simulating the crack growth on a rupturing diaphragm, 
but it can only be used in conjunction with simple failure models listed earlier that assume failure strain 
is constant. 
 
The Johnson-Cook failure model was originally created in conjunction with the Johnson-Cook strength 
model. It considers failure strain to be dependent on the stress triaxiality (ratio of hydrostatic stress to 
von-Mises stress), strain rate and temperature [36]. Again, this model was not derived from any 
theoretical basis, it is merely an empirical fit to replicate experimental trends observed in how the fracture 
strain changes under dynamic loading for different shaped geometries [36] [28]. 
 
The Grady-Spall failure model is used to “model dynamic spallation of metals under shock loading” [33]. 
While the pressure loading of the shock tube diaphragms is rapid, metal spalling does not appear to be 
the dominant failure mechanism of the scored diaphragms and therefore this is not considered to be the 
most appropriate failure model for this investigation. 
 
The Johnson-Cook failure model is therefore considered to be the most appropriate failure model for 
investigating diaphragm rupture out of all the available models in the ANSYS Explicit Material Workbench. 
Only the Johnson-Cook material model explicitly considers how the failure point  of a material changes 
with stress-triaxiality and strain rate and these have been identified as key parameters controlling failure 
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in literature [34] [34] [8].  Many other ductile failure models exist in literature, such as the Rice and Tracey 
model, Wilkins model and the Bao-Wierzbicki model [34] [37], however these would need to be 
incorporated into ANSYS Explicit by using User Define Functions (UDF’s) and this would add an extra and 
unnecessary degree of complexity to this thesis when the inbuilt failure models may be sufficient. 
3.3.1 Johnson-Cook Failure Model 
For clarity the Johnson-Cook Failure model has been repeated in Equation 32. This model is often referred 
to as a damage model because it considers failure to occur when the accumulated damage in an element, 
𝐷, exceeds a failure threshold (Equation 33 and 34). At each time step in an explicit FEM solver the current 
failure strain value 𝜀𝑓 and increment of plastic strain Δ𝜀𝑝 are calculated and cumulatively added to each 
cells damage variable 𝐷. 
 𝜀𝑓 = [𝐷1 + 𝐷2𝑒
𝐷3𝜎
⋆
][1 + 𝐷4 ln(𝜀?̇?
⋆)][1 + 𝐷5𝑇
⋆] 
 
(32) 
 
𝐷 = ∑ (
Δ𝜀𝑝
𝜀𝑓
)  
 
(33) 
 𝑖𝑓 D ≥ 1 ∶ 𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝑓𝑎𝑖𝑙𝑢𝑟𝑒 (34) 
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Table 3.4: Brief description of the terms in the Johnson-Cook Damage Model 
Johnson-Cook Damage Parameter Description of Constant 
𝐷1 Yield Stress at normalised strain rate 
𝐷2 Strain hardening coefficient 
𝐷3 Strain hardening exponent 
𝐷4 Strain rate dependency coefficient 
𝐷5 Temperature dependency constant 
𝜎⋆ Stress Triaxiality value: ratio of hydrostatic stress over von-Mises 
equivalent stress 𝜎⋆ =
𝜎𝑚
𝜎𝑉𝑀
=
1
3
(𝜎1+𝜎2+𝜎3)
𝜎𝑉𝑀
 
Δ𝜀𝑝 Increment of plastic strain 
𝜀𝑓 Current value of failure strain 
𝐷 Accumulated Damage value 
𝜀 ̇
∗ = 𝜀̇ 𝜀0̇
⁄  Normalised strain rate 
𝜀0̇ Strain rate that constants 𝐷1, 𝐷2, 𝐷3, 𝐷5 are calculated at 
𝑇∗ =
𝑇 − 𝑇𝑟𝑜𝑜𝑚
𝑇𝑚𝑒𝑙𝑡 − 𝑇𝑟𝑜𝑜𝑚
 
Normalised temperature 
 
The Johnson-Cook damage model assumes fracture is influenced by three dominant effects: stress 
triaxiality, strain rate and temperature. Like the strength model, it is possible to single out each of these 
effects independently to solve for the relevant constants. The approach taken in this thesis to find these 
material constants is discussed in detail in Section 3.5.2. This section will briefly discuss the assumptions 
implicit in the Johnson-Cook Damage model and their implications. 
 
Figure 3.9: Diagram showing how stress triaxiality (listed as  k in this figure) changes with different stress states. The stress states listed 
are as follows: a) biaxial compression, b) uniaxial compression, C) perfect shear, d) uniaxial tension, e) biaxial tension. Image modified 
from [50] 
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Stress triaxiality has been identified as the most important factor that influences the value of strain at 
failure in ductile fracture [28] [34] [35]. For clarity, Figure 3.9 shows a range of 2D stress triaxiality values 
when stress is applied along principal directions. The Johnson-Cook damage model assumes that failure 
strain and triaxiality are related by an exponential function as shown in Equation 35. 
 
 𝜀𝑓 ∝ 𝑒
𝐷3𝜎
⋆
 (35) 
Wierzbicki and Bao investigated the dependence of failure strain on triaxiality for Aluminium Alloy 2024-
T351 and found that the failure locus was better described by a discontinuous set of piecewise functions 
(Figure 3.10) [35]. While their study focused on an aluminium alloy, they argue that the trends in failure 
loci shown in Figure 3.10 would exist in all ductile metals, with the curves and transition points merely 
changing. This implies that the Johnson-Cook damage model should only be valid for failures that have an 
average stress triaxiality in the region dominated by void formation that can be described by a decreasing 
exponential function. Ductile membrane tearing that occurs at the centre of the rupturing diaphragm 
should be well characterised by the Johnson-Cook model. The stress triaxiality of the diaphragm should 
be monitored to check that it is in the range of triaxialities that the damage model has been 
experimentally calibrated for. 
 
3.4 TESTING METHODS TO DETERMINE JOHNSON-COOK EQUATION CONSTANTS 
There are two general approaches to deriving the Johnson-Cook Strength constants in literature, these 
are listed below: 
Figure 3.10: Diagram showing Wierzbicki and Bao’s findings on the failure strain – stress triaxiality locus for 2024-T351 Aluminium, 
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- Explicitly solving: a range of experiments are performed and the JC constants are determined by 
processing and analysing the raw experimental results 
- Implicitly solving: an experiment is performed then iteratively simulated using FEM, updating the 
material constants each iteration until the simulation and experiment agree on key parameters 
[31]. 
Both approaches require at least one experiment to be performed on the material of interest. This section 
will introduce the various methods of testing that can be used to determine Johnson Cook material 
constants and discuss them in the context of the facilities available at UQ. 
 
3.4.1 Tensile Testing 
Tensile testing is the simplest and most commonly used material test performed to find material 
properties at quasi-static strain rates (10−4𝑠−1) up to 10−1𝑠−1 [38]. Testing over this range of strain rates 
is common for determining the response of materials to static loads, creep or stress-relaxation effects 
[38] but is generally not able to provide insight into the dynamic material behaviour at high strain rates. 
Some tensile testing machines can produce strain rates of the order 𝜀̇ = 100𝑠−1 however, strain rates in 
the domain 100𝑠−1 ≤  𝜀̇ ≤  102𝑠−1 are notoriously difficult to study because resonance in the testing 
equipment and wave propagation in the sample become significant, as noted in Figure 3.11 [39] [40]. 
Figure 3.11: diagram showing the best experimental techniques to test materials at certain strain rates. Image 
sourced from [23] 
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Tensile tests are easily performed using commercial research equipment that can apply a constant 
extension velocity to a specimen that creates an axial load [41] and measure this load with inbuilt load-
cells. All tensile test specimens, for either cylindrical or thin plate, have three main regions: a grip surface, 
a transition region of decreasing cross section area and a gauge length. The transition region is designed 
to ensure all deformation takes place within the gauge region [42], this can be measured directly by an 
extensometer or approximated as the total travel distance of the moving grips. Comparing the extension 
and applied load creates a load vs displacement plot that can be converted into a true-stress vs true-strain 
by knowing the geometry of the sample 
3.4.2 Split-Hopkinson Pressure Bar Test (SHPB) 
Split-Hopkinson Pressure Bar tests (also known as Kolsky Bar tests) are used to find mechanical properties 
of materials from intermediate to high strain rates between 102 and 104 𝑠−1 [39] [40]. SHPB tests are 
commonly used in solid mechanics and material research departments [43] [38] [32], however the 
experiment requires specialised and expensive equipment [44] that many research departments do not 
have. 
The basic schematics of how this experiment is conducted is shown in Figure 3.12. A striker bar is fired at 
the input bar to create a compressive stress pulse that flows through the input bar into a cylindrical test 
specimen [38] [39]. Strain gauges are placed on the input and output bar to measure the incident pulse, 
the pulse reflected back to the input bar at the input/specimen boundary and the transmitted pulse that 
passed through the specimen/output bar boundary [39]. A stress-strain curve can be recreated from the 
time histories of the transmitted and reflected strains in the input and output bars, with the strain rate of 
the experiment being an average rate determined from the strain rate history of the experiment [39]. 
Different strain rate experiments can be achieved by changing the velocity of the striker bar and the length 
of the test specimen, within experimental geometry limits. 
The University of Queensland does not have a SHPB apparatus and therefore this testing method is not 
possible for this thesis. 
Figure 3.12: Kolsky bar Test diagram, adapted from [38] 
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3.4.3 Flying Wedge 
The Flying Wedge test is an experimental rig recently developed at the University of Leeds that performs 
a dynamic tensile test at strain rates between 102𝑠−1 and 104𝑠−1 [45]. This technique was designed as 
an alternative to other intermediate to high strain rate tests (SHPB tests) that can load tensile tests 
symmetrically, is able to strain a specimen to failure and can consistently produce reliable results in the 
range of strain rates it was designed for [46]. 
The Flying Wedge test uses a ‘gas gun’ to launch the wedge towards the slider assembly to create a 
symmetric loading that forces both sliders away from each other as shown in Figure 3.13. Wedge velocity 
can be controlled and different wedge and slider angles can be chosen to create a range of strain rates 
[28]. The position of the sliders can be tracked using a ‘fast digital storage oscilloscope’ to provide 
extension and slider velocity data and the load history is recorded by strain gauges on the test specimen 
or by load cells between specimen and slider [45] [28]. With load and extension data stress vs strain plots 
can be created at an average strain rate of that test, given as the “effective plastic strain at fracture” 
divided by the time to fracture [45]. 
Outside of Leeds University, this type of dynamic testing is not common and as such has not been adopted 
as a standard test for material properties. Research from outside of Leeds by Majzoobi et al. [46] has 
shown that this experiment is prone to load fluctuations of up to several kN and is susceptible to 
unwanted stress-wave propagations throughout the specimen and adjoining apparatus. These 
fluctuations distort the resulting stress vs strain relationship and as such this method is deemed “not 
suitable for obtaining [a] stress-strain curve.” by Majzoobi and Lahmi [47]. Most importantly for this 
report, UQ does not have a Flying Wedge test apparatus, and therefore this is not a dynamic testing 
method that can be pursued  
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3.4.4 Foreign Object Damage (FOD) / Shot Impact Test 
A Foreign Object Damage (FOD) test, also labelled a Shot Impact Test, fires a rigid high strength projectile 
at a test sample to create a crater of high deformation in the sample. The affected area can experience 
strain rates up to 105𝑠−1 making this method useful for characterising plastic deformation in high strain 
rate scenarios [47]. 
However, a FOD test does not produce stress-strain curves and cannot be used to explicitly determine the 
suite of Johnson Cook constants. Instead, a FOD test is performed, the impact crater geometry is mapped 
and compared to a numerical FEA model of the same test. An example of a finite element mode of a FOD 
Figure 3.14: Image showing how the FOD experiment can be recreated in Finite 
Element software. Sourced from [47] 
Figure 3.13: A) Diagram showing how the flying wedge impact against the slider creates axial force in the test piece. B) Schematic of 
entire flying wedge apparatus. Both images sourced from [29] 
A B 
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experiment is shown in Figure 3.14. The Johnson-Cook parameters used in the FEA simulation are iterated 
until the simulated model and the physical experiment produce craters with similar geometries [47] [48].  
Having an experiment that produces high strain rates ensures that the optimised Johnson Cook constants 
capture the effects of high strain rate in the equivalent stress model. This is an advantage over most 
explicit techniques for determining the Johnson Cook constants as high strain rate effects are often simply 
extrapolated from experimental data that has generally only been found at low to medium strain rates 
[47]. Gathering results using this technique requires creating an optimisation process to update the JC 
material constants intelligently after each iteration [48].   
UQ does not currently perform FOD tests with the intent of determining JC material constants however 
the Materials Department does have a functioning gas gun. In the future, it may be possible to configure 
the gas gun to perform close range impact tests that could be used for FOD analysis.  
3.4.5 Taylor Anvil Test 
A Taylor Anvil test is similar to a FOD test, however instead of the test sample being stationary and 
impacted by a high strength projectile, a cylindrical test sample is fired into a rigid ‘anvil’ as shown in 
Figure 3.15 [49]. Taylor tests are limited to cylindrical test samples and the deformations can produce 
strain rates from 103 to 105𝑠−1. 
Johnson Cook material parameters must be extracted using an implicit analysis; stress-strain plots are not 
produced using Taylor Anvil tests.  The deformed length and the specimen radius at the impact face are 
two common features that are used as the optimisation objective function in literature [49]. The Johnson 
Cook parameters that produce agreement between simulation and experiment are the chosen 
parameters. 
Figure 3.15. Schematic of Taylor test specimen impacting anvil. 
Sourced from [67] 
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As discussed before, this testing technique requires an iterative optimisation process to run and modify 
simulations. Taylor Anvil tests are a commonly used technique to determine Johnson Cook parameters 
[47] [39] however they require cylindrical specimens and the X3 diaphragm is too thin to produce a 
cylindrical specimen.  
3.5 PROCEDURE FOR DETERMINING JC EQUATION CONSTANTS FROM EXPERIMENTAL DATA 
The procedure for experimentally determining the Johnson-Cook equation constants will follow the 
procedure shown by Banerjee et al that uses tensile testing only [18]. In their study, two machines were 
used to capture a full range of strain rates. These machines were: an Instron Model 8801 Universal Testing 
Machine for strain rates from 10−4𝑠−1 to 10−1𝑠−1 and an Instron model VHS 65/80-20 servo-hydraulic 
High Strain Rate machine for strain rates from 100𝑠−1  to 1.5 × 102𝑠−1  [18] . The University of 
Queensland does not have a high strain rate tensile testing machine, but does have a range of standard 
Intron machines that can produce low to intermediate strain rate results. Consequently, only the relevant 
testing methods from Banerjee will be discussed here. 
The general approach taken by Banerjee et al is to perform tensile tests on non-standard tensile test 
specimens at a range of strain rates and temperatures to create a selection of stress-strain curves. The 
specimens used are unique and not from any common tensile testing standard (ASN, DIN, ASTM, etc) [50] 
[51]. Their dimensions can be seen in Figure 4.6 in Chapter 4. 
3.5.1 Solving for Johnson-Cook Strength Constants 
Banerjee et al solves for the strain hardening constants by performing a single tensile test at the 
normalised strain rate 𝜀0̇ and at room temperature. It should be noted that 𝜀0̇ is a value chosen by the 
experimenters and not a universal value, however it is best practise to use a quasi-static strain rate to 
capture a stress-strain curve without high strain rate effects present. This approach reduces the Johnson-
Cook equation to that shown in Equation 31, repeated below. Here, the constant 𝐴 is the yield stress of 
the material and 𝐵 and 𝑛 are found by curve fitting to the true stress vs plastic strain curve that follows 
the yield point [18]. 
 𝜎𝑒𝑞 = [𝐴 + 𝐵𝜀𝑝
𝑛 ] =  𝑓(𝜀) 
 
(36) 
With the strain hardening terms known, the Johnson-Cook equation can be manipulated to the form 
shown in Equation 37 by again ensuring that 𝑇 = 𝑇𝑟𝑜𝑜𝑚 to eliminate the temperature dependant term. 
Banerjee et al. plots the true stress value at a constant point of plastic strain (𝜀𝑝 = 0.05) for tests 
performed at multiple strain rates ( 𝜀 ̇
∗ ) [18], making the strain dependent term constant. Further 
manipulation produces Equation 38, showing a linear relation between stress and effective strain rate 
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(X =  ln(𝜀 ̇
∗)). Fitting a linear curve to experimental data allows the slope of Equation 38 to be calculated 
and the strain rate hardening constant C can be solved using Equation 39. The plot produced by Banerjee 
et al to solve for this parameter has been reproduced in Figure 3.16 to visually show this step. It should 
be noted that the Johnson-Cook model only assumes a linear dependency on strain rate, if material data 
showed a non-linear relationship the model would lose accuracy because the model no-longer adequately 
captures the material behaviour. 
 𝜎𝑒𝑞 = [𝐴 + 𝐵𝜀𝑝
𝑛 ] × [1 + 𝐶 ln(𝜀 ̇
∗)] =  𝑓(𝜀) × 𝑓(𝜀̇) 
 
(37) 
 𝑙𝑒𝑡 𝐾 = [𝐴 + 𝐵𝜀𝑝
𝑛 ] 𝑎𝑛𝑑 X =  ln(𝜀 ̇
∗)   
 ∴ 𝜎𝑒𝑞 = 𝐾 × [1 + 𝐶𝑋] (38) 
 𝐾𝐶 = 𝑓𝑖𝑡𝑡𝑒𝑑 𝑠𝑙𝑜𝑝𝑒 (39) 
 
The temperature dependency constant 𝑚  can be solved for in a similar way to how the strain-rate 
dependency term was solved for. Tensile specimens are heated to a given temperature and held at that 
temperature throughout the test to create isothermal conditions for the entire stress-strain data set. 
Banerjee et al compares the stress at a point of 𝜀𝑝 = 0.0125 for tests conducted at 𝜀̇ = 10
−3𝑠−1  to the 
temperature. These points are then plotted and a linear fit is calculated, with the temperature 
dependence 𝑚 given as the slope. It should be noted that Banerjee et al used cylindrical tensile specimens 
for temperature dependence tests [18].  
 𝜎𝑒𝑞 =  [𝐴 + 𝐵𝜀𝑝
 𝑛][1 + 𝐶 ln(𝜀 ̇
∗)][1 + (𝑇∗)𝑚] (40) 
Figure 3.16: Plot from banerjee et al's study showing how the strain hardening constant C is taken as the slope between points 
that compare strain rate and resulting stress at 5% plastic strain 
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log (
𝜎𝑒𝑞
[𝐴 + 𝐵𝜀𝑝𝑛 ] × [1 + 𝐶 𝑙𝑛(𝜀 ̇∗)]
− 1) = 𝑚 × log(𝑇∗)  
 
 
(41) 
 
log (
𝜎𝑒𝑞
[𝐴 + 𝐵𝜀𝑝𝑛 ]
− 1) = 𝑚 × log(𝑇∗) 
 
(42) 
 
 
3.5.2 Solving for Johnson-Cook Damage Constants 
Solving for the Johnson-Cook damage constants is done in a similar way to the strength constant 
approach. The stress-triaxiality dependent damage constants are solved for by analysing the experimental 
results of the notched tensile specimens tested at the normalised strain rate 𝜀0̇. This can be different to 
the value of 𝜀0̇ used in the strength model, but it is best practise to be consistent between models. Only 
considering the effects of triaxiality reduces the damage model to Equation 43.  Banerjee et al assigned 
𝐷1 = 0.05 as this was the strain at the initiation of necking of the cylindrical specimen at quasi static 
conditions [18]. The remaining two triaxiality constants were solved for by fitting a curve to experimental 
data.  
 𝜀𝑓 = [𝐷1 + 𝐷2𝑒
𝐷3𝜎
⋆
] = 𝑓(𝜎⋆) 
 
(43) 
The strain at fracture 𝜀𝑓 is experimentally found by measuring the dimensions of the fracture site at all 
notches experiments using Equation 44. Calculating triaxiality for a thin flat specimen is done by running 
a preliminary FEM simulation and tracking the triaxiality value at a node in the centre of the specimen, as 
that is where fracture initiates [18]. The average triaxiality and fracture strain data pairs are plotted and 
𝐷2 and 𝐷3 are chosen that give the best fit to the data. Banerjee et al does not explicitly state how they 
determine the best fit parameters however in other literature this is generally done using a curve-fitting 
code. An example of this approach is shown in Figure 3.17 where Banerjee et al’s raw data and the curve 
that results from their constants is plotted against a curve produced by the author using the Scipy function 
curve_fit() on Banerjee et al’s data. The reason for the discrepancy between results is not known – this 
could be due to different fitting codes being used, or Banerjee et al may have manually adjusted the fit. 
 
𝜀𝑓 = ln (
𝐴0
𝐴𝑓
) 
 
(44) 
The strain rate damage evolution constant 𝐷4 is solved for directly from experimental data by 
investigating how the fracture strain changes as strain rate increases from the normalised value  𝜀0̇ [18]. 
Plotting the failure strain against the normalised strain rate value 𝑋 = ln(𝜀?̇?
⋆) allows a linear fit to be 
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applied to the data, and 𝐷4 can be calculated using Equation 46. Banerjee et al does not state which 
specimens were used to calculate the strain rate evolution parameter 𝐷4 [18], so this thesis will consider 
two different damage specimens and use both to make an informed decision of the value of 𝐷4. 
 𝜀𝑓 = [𝐷1 + 𝐷2𝑒
𝐷3𝜎
⋆
][1 + 𝐷4 ln(𝜀?̇?
⋆)] = 𝑓(𝜎⋆) × 𝑓(𝜀?̇?
⋆) 
 
(45) 
 𝑙𝑒𝑡 𝐾 =  [𝐷1 + 𝐷2𝑒
𝐷3𝜎
⋆
] 𝑎𝑛𝑑 𝑋 = ln(𝜀?̇?
⋆)   
   
 𝜀𝑓 = 𝐾[1 + 𝐷4X] 
 
(46) 
 𝐾𝐷4 = 𝑓𝑖𝑡𝑡𝑒𝑑 𝑠𝑙𝑜𝑝𝑒 (47) 
 
Temperature dependence can be determined by considering the experimental failure strain values of 
specimens tested at constant strain rate, constant triaxiality and varying specimen temperature. Banerjee 
et at do not state their approach to this, instead they define 𝐷5 = 0 as they state that the “effect of 
temperature was found [to be] insignificant within the range of temperatures examined” [18]. 
Temperature effects cannot be considered in this thesis due to equipment limitations but for 
completeness a general approach to solving for 𝐷5 will be presented. With temperature considered the 
full JC damage equation must be considered, however at constant triaxiality and strain rate the damage 
equation can be simplified to Equation 48. Again, experimental data would be plotted and a linear fit used 
to calculate 𝐷5 using Equation 49. 
 𝑙𝑒𝑡 𝐾 =  [𝐷1 + 𝐷2𝑒
𝐷3𝜎
⋆
][1 + 𝐷4 ln(𝜀?̇?
⋆)] 𝑎𝑛𝑑 𝑋 = 𝑇⋆   
   
 𝜀𝑓 = 𝐾[1 + 𝐷5X] 
 
(48) 
 𝐾𝐷5 = 𝑓𝑖𝑡𝑡𝑒𝑑 𝑠𝑙𝑜𝑝𝑒 (49) 
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Figure 3.17: Comparing the fit of the damage constants used by Banerjee et al to their experimental data. The 'best fit' curve 
for the function in Equation __ as calculated using scipy.optimize.curve_fit() in Python 3.6 is shown in green 
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 EXPERIMENTAL TESTING OF X3 DIAPHRAGM 
MATERIAL 
Chapter 4 will describe both the current state of knowledge on the X3 diaphragm material properties and 
the experimental procedures to be performed on the diaphragm. 
4.1 COMMENTS ON THE DIAPHRAGM MATERIAL 
Prior to the beginning of this thesis, there was a lack of information regarding the material properties of 
the X3 diaphragm material. As outlined in Table 4.1, only the yield strength, UTS and percent elongation 
of the material were known with no other information provided about the plastic region. It is not known 
what material direction these properties were found for. 
Table 4.1: Material properties of X3 diaphragm material from steel supplier certificates 
Thickness of plate (mm) Yield Strength (MPa) UTS (MPa) Percent Elongation 
1.15 197 337 39 
2 234 351 43 
2.5 280 382 30 
 
This material data was insufficient for accurate material modelling. Smith used this data and values from 
similar metals in the literature to create a bilinear material model that approximated the true stress strain 
curve [8]. In Smith’s bilinear model, changing the value of the tangent modulus had a significant effect on 
the rupture pressure and the maximum deflection of the diaphragm and recommendations were made 
to adequately characterise the material properties [8]. 
It is important to note that the manufacturing processes that the diaphragm has been exposed to will 
have significantly changed its material properties from the steel slab that the diaphragm was formed from. 
Therefore, experiments to understand the mechanical properties of the diaphragm material can only be 
performed on the actual X3 diaphragms and not the progenitor material. 
To give the material properties context, it is necessary to have a general understanding of the 
manufacturing processes that the diaphragm material has been subject to during production and what 
fabrication processes it is subject to before being used in the X3 shock tunnel. These are briefly outlined 
in Table 4.2. 
Table 4.2: Brief description of manufacturing and fabrication processes applied to the X3 Diaphragm 
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Production Aspect Processes Consequences 
Manufacture 
Cold Rolling Pre-stress, grain elongation, 
anisotropy 
Laser-cut to circle shape Heat Affected Zone (HAZ) at cut 
site 
Fabrication Machining score to initiate petal 
formation 
Local change in properties at score 
site 
Grain elongation in the rolling direction and the resulting residual stresses in the metal were expected to 
give the diaphragm anisotropic properties. Tensile testing was performed in three directions so that 
together they could form a set of basis vectors (Figure 4.2) that would show how the properties of the 
diaphragm varied in different directions. In practise this meant that each tensile test would be repeated 
in the Vertical (V), Diagonal (D) and Horizontal (H) direction, measured relative to an arbitrary direction, 
so that it would be possible to see the change changed across a total 900 rotation.  
Ideally, these vectors would be aligned parallel and perpendicular to the roll direction so the maximum 
change in properties could be easily identified. Unfortunately the roll direction was not known and the 
only indication of roll direction was a series of aligned features on each diaphragm, shown in Figure 4.4 
that were speculated to be marks left by the rollers. Without being able to confirm that this was the roll 
direction, it was assumed that the roll direction was unknown and that the alignment vectors were 
arbitrary and could not be compared between diaphragms (a V direction on one diaphragm was not the 
same as a V direction on another). While this would not allow the absolute range of variation on material 
properties to be identified, the tensile specimens could be misaligned at most 22.50 from the actual roll 
direction as shown in Figure 4.1. It should be noted that the Vertical direction was aligned with the 
‘apparent’ roll direction indicated by the aligned features of Figure 4.4. 
Roll Direction 
(unknown) 
Alignment of 
specimen basis 
vectors 
Figure 4.1: Diagram showing that the worst possible 
misalignment of basis vectors to true (unknown) roll direction is 
half way between any vector pair 
V 
D 
H 
Figure 4.2: Diagram showing the relative orientations of the 
Vertical (V), Diagonal (D) and Horizontal (H) directions that 
tensile specimens would be cut at 
450 
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Figure 4.4: Close up on diaphragm showing features that may indicate the roll direction of the metal. Major features are 
circled in red 
Figure 4.3: Image of X3 diaphragm with V-shaped score added 
240mm 
240mm 
4
2
5
m
m
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4.2 PREPARING TENSILE SPECIMENS 
The tensile specimens used in this thesis were chosen to be the same geometry as that used by Banerjee 
et al in their investigation into JC material constants [18]. The geometries of these specimens are shown 
in Figure 4.6; it should be noted that these specimens are unique to Banerjee et al’s study and are not 
associated with any international tensile testing standard (ASN, DIN, ASTM, etc.) [50] [51]. 
Tensile specimens were cut from typical 3mm diaphragms used in the X3 shock tunnel using a waterjet 
cutter in the Structures Laboratory in the Advanced Engineering Building (AEB) at UQ. Specimens were 
cut from three diaphragms, all being randomly selected from the same batch of diaphragms. Cutting was 
performed by a trained operator using garnet as an abrasive, with most tests performed at low travel 
speeds to provide a low-roughness finish to cut surfaces. Low surface roughness is important because 
grooves left by rough or overly-abrasive cutting can initiate cracks during tensile testing and give 
misleading results during testing. Cutting conditions changed slightly between tests due to reasons out of 
the control of this thesis: between two cutting rounds a new type of garnet was ordered and operating 
conditions had to be slightly changed to accommodate this. No change in specimen appearance or in test 
results were noticed because of this. 
Cut specimens are shown in Figure 4.5 and the material data that would be extracted from each specimen 
is listed in Table 4.3.  
Table 4.3: Tensile specimen details and purpose 
Specimen Name Abbreviation Data to be extracted 
Standard Specimen Std Strength model constants. Quasistatic to  𝜀̇ = 0.2 testing 
Damage Specimen 0mm 
Notch 
N0 Damage Model Constants. Low triaxiality test ( 𝜎⋆̅̅ ̅ =
1
3
 ). 
Quasistatic to  𝜀̇ = 0.2 testing 
Damage Specimen 2mm 
Notch 
N2 Damage Model Constants. Intermediate Triaxiality test. 
Quasistatic only 
 
Damage Specimen 4mm 
Notch 
N4 Damage Model Constants. High triaxiality test. 
Quasistatic to  𝜀̇ = 0.2 testing 
 
The critical dimensions of all specimens (width and thickness at centre) were recorded using Vernier 
callipers prior to any testing. Some specimens were weighed to calculate the density of the diaphragm 
material.  
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4.2.1 Limits of the UQ Instron Machines 
Communication with the Engineering Architecture and Information Technology (EAIT) Faculty workshop 
staff at the University of Queensland indicated that the Instron machines available for undergraduate 
student use had gear settings that could be controlled to change the maximum load and extension rate. 
These are briefly listed in Table 4.4, and the strain-rates achievable with these conditions can be calculated 
using Equation 50 and 51. 
Table 4.4: Operating details for the Instron tensile testing machines 
 Maximum Crosshead Extension 
Rate 
Maximum Load 
Low Gear Ratio 300 𝑚𝑚/𝑚𝑖𝑛 250 𝑘𝑁 
High Gear Ratio 600 𝑚𝑚/𝑚𝑖𝑛 75 𝑘𝑁 
 
 
𝜀 =
Δ𝐿
𝐿0
 
(50) 
Figure 4.5: Image of cut specimens of Banerjee et al's geometry. From left to right these 
are labelled as Standard (Std), Damage 0mm Notch (N0), Damage 2mm Notch (N2), 
Damage 4mm Notch (N4) 
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?̇? =
𝑑𝜀
𝑑𝑡
=
𝑑
𝑑𝑡
(
ΔL
L0
) = 𝐿0
−1 ×
𝑑
𝑑𝑡
(Δ𝐿) 
 
(51) 
Here,
𝑑
𝑑𝑡
(Δ𝐿) is the extension velocity of the apparatus. The strain rates achievable with the machines 
available are shown in Table 4.5 with the extension rate settings necessary to achieve them These strain 
rates cover quasi static testing (𝜀̇ =  10−4~10−3) to intermediate strain rates (𝜀̇ ≅ 100 ) but cannot 
produce tests at higher strain rates. As discussed in Section 3.4 specialised equipment is necessary to 
produce higher strain rate tests, and without such equipment it is not currently possible to test the 
diaphragm materials response to high strain rate loading with the facilities available at UQ. 
Table 4.5: Range of Strain Rates that can be tested using Instron machines at UQ 
Crosshead Extension Rate 
Gauge Length of 
Extensometer [mm] 
Predicted Strain 
Rate [
1
𝑠
]  [mm/min] [mm/s] 
0.1 1.67 × 10−3 12.5 1.33 × 10−4 
1 1.67 × 10−2 12.5 1.33 × 10−3 
10 1.67 × 10−1 12.5 1.33 × 10−2 
100 1.67 × 100 12.5 1.33 × 10−1 
300 5.00 × 101 12.5 4.00 × 10−1 
600 1.00 × 102 12.5 8.00 × 10−1 
 
The crosshead extension rates shown in Table 4.5 were chosen so that simple numbers could be used 
during testing. It should be noted that strain rates measured by the extensometer during testing are likely 
to differ from the rates predicted in Table 4.5. 
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Figure 4.6 : Tensile test specimens used by Banerjee to perfrom tensile tests at low to intermediate strain rates. Sourced from [11] 
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4.3 PERFORMING TENSILE TESTING  
All tensile testing was performed on the Instron 4505 Electro-Mechanical Testing Machine in the UQ 
Mech-Mining Tensile Testing Laboratory under the supervision and instruction of the lab staff. The tensile 
testing procedure did not follow an international standard because the specimens were of non-standard 
geometry and because they would be tested over a range of strain rates. 
All specimens were labelled and had their cross sections measured prior to any testing. Specimen cross 
sectional dimensions and extension speeds were loaded into the Instron workbench computer and the 
test was labelled accordingly. Before the specimen was mounted the Instron machine was auto-balanced 
to reset load cells, extensions and strain measurements. Specimens were then loaded into the Instron 
grips with care taken to align the specimen axially between both grips using a micro-square. After the 
specimen was firmly locked into the grips, a 12.5mm Instron extensometer was attached to the centre of 
Figure 4.7: Image of tensile test specimens cut out of 3mm X3 diaphragm. Note how laser-engraved score marker only crosses the 
grip area of specimens to not impact test results. 
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the gauge section using rubber bands. Extensometer and workbench test details were checked once more 
before the extension was initiated. The Instron software Bluehill automatically recorded all test results 
and these were exported in .csv format after all testing was completed  
4.4 BULK MATERIAL PROPERTIES 
4.4.1 Properties at Quasi-Static Conditions 
Performing tensile testing at quasi static conditions gives generic material properties for the diaphragm 
that can be compared to the properties provided in the steel supplier Test Certificate. As stated earlier, 
none of the tensile testing has been performed to International standards. However, the specimen 
geometries were not significantly different and the measured strain rate during quasi-static experiments 
of 𝜀̇ ≅ 0.015
𝑚𝑚
𝑚𝑚
𝑚𝑖𝑛⁄  is in the range recommended in ASTM E8M (𝜀̇ =  0.015 ± 0.0006 
𝑚𝑚
𝑚𝑚
𝑚𝑖𝑛⁄  ) [42] 
so the results gained from these quasi static tests can be compared to other standardised tests in 
literature without significant loss in generaltity. 
Material properties have been calculated for the standard specimens tested at the quasi-static speeds 
previously mentioned and the results are shown in Table 4.6. Uncertainties have been calculated using 
Equation 52. 
 
Δ𝑥𝑎𝑣𝑔 =
𝑅𝑎𝑛𝑔𝑒
2√𝑁
 
(52) 
 
Table 4.6: Comparing experimentally determined material properties to those stated on the steel supplier certificated 
Results From Yield Stress [MPa] UTS [MPa] % Elongation at 
Failure 
Young’s Modulus 
[MPa] 
Experiment 335 ± 2 468 ± 4 19.2 ± 0.2 209 ± 6  
Supplier Certificate     
     
>>>> All of the material data I have recently been supplied for is for 2mm diaphragms 
 
4.4.2 Anisotropy of Quasi-Static Specimens 
The ANSYS material workbench can store orthotropic linear-elastic properties (Young’s Modulus, 
Poisson’s ratio, Shear modulus etc.) but the Johnson-Cook model does not account for any variation in 
properties with direction. Therefore using the Johnson-Cook material model implicitly makes the 
assumption that the material is perfectly isotropic and that it’s response to loading is the same in all 
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directions. This is not necessarily true for the X3 diaphragm material because of cold rolling during 
manufacture so the validity of the isotropic assumption must be checked to assess how significant the 
errors from this assumption will be.  
Stress-strain curves for several Standard Specimens taken from the same diaphragm and tested at an 
extension rate of 1mm/min are shown in Figure 4.8. The variation of key features – yield point and UTS – 
is within 10% and all curves appear visually similar. The two Horizontal (H) curves fail at 0.07 strain 
increments less than all other directions however the two H curves also represent the curves with both 
the highest and lowest UTS values making it difficult to tell if these results are experimental variation or 
directional variation. It does not appear that the direction of the specimen makes a significant difference 
to the overall stress-strain curve at quasi static conditions compared to the general experimental variation 
between specimens. 
 
Figure 4.8: Directionality Comparison for Standard Specimen tests at 1mm/min extension 
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Figure 4.9: Directionality of standard specimens tested at quasi-static speeds (extension rate of 1mm/min) 
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Figure 4.10: Comparison of specimen results from round 1 testing (diaphragm 1) at extension rate of 60mm/min 
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The stress-strain curves of standard specimens tested at an extension rate of 60
𝑚𝑚
𝑚𝑖𝑛
so do not show any 
significant variation with specimen direction as well. However, the highest velocity tests at 600 𝑚𝑚/𝑚𝑖𝑛 
(Figure 4.11) do show variation. The “Part 1 Round 1 – D” curve is significantly different in terms of yield 
point, strength hardening rate and strain at failure to all other specimens. The remaining three curves all 
have similar yield points and strength hardening behaviour but “Part 3 Round 1” curve diverges and loses 
load-bearing integrity earlier than the others. This appears to be an anomaly in the “Part 3 Round 1” 
specimen as the same trend is not seen in the “Part 4 Round 1” specimen with both specimens being cut 
from a Vertical Orientation. Without repeat specimens in the Diagonal orientation it is difficult to tell if 
the results of the “Part 1 Round 1” specimen represent the behaviour for all Diagonal specimens at high 
speed or if this was also an experimental anomaly. 
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 DEVELOPMENT OF JOHNSON-COOK MATERIAL 
MODEL 
5.1 DETERMINING STRENGTH CONSTANTS FROM EXPERIMENTAL DATA 
Following the approach outlined in Section 3.5.1 the Johnson Cook Strength model constants were solved 
for by processing the stress-strain curves created from the tensile tests. The engineering stress strain 
curves calculated from the Instron Machine output for the Standard specimens were converted to true 
stress-strain data using Equations 53 and 54. 
𝜀𝑡 = ln (1 + 𝜀𝑒𝑛𝑔) 
 
(53) 
𝜎𝑡 = 𝜎𝑒𝑛𝑔 × (1 + 𝜀𝑒𝑛𝑔) (54) 
After the yield point and all other data extracted in Section Chapter 4 had been calculated, the stress 
strain curves were truncated to show the plastic domain only. These curves that model the plastic section 
of the stress-strain curve will be referred to as ‘plastic stress-strain curves’ – they begin at the initiation 
of yield and end at the UTS point, as Equations 53 and 54 are not valid after necking. The experimental 
plastic stress strain curves can be seen in Figure 5.3 to Figure 5.8, with the calculated best fit function for 
the strain hardening component of the JC Strength equation plotted in each figure as well. The ‘curve of 
best fit’ was calculated using a Python 3.6 script that used a non-linear least squares fit  function 
(scipy.optimize.curve_fit()) [52] to find the constants of Equation 36 that best matched experimental data. 
This function was used to output the strength constants that ‘best fit’ each specimen – these are listed in 
Table 5.1Table 5.1.  
It can be seen that there is little variation in the calculated constants between all of the specimen. The 
directionality of the specimen did not have a noticeable effect on these results either however, with a 
maximum of two repeat tests per specimen this cannot be stated conclusively. As there was not a 
significant variation in results, the isotropic properties assumption remains valid and the average values 
of the sample will be used.  
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Table 5.1: Johnson Cook Strength Constants for Standard specimens tested at quasi-static conditions 
Specimen A [MPa] B [MPA] n 
Part26  H 343.31 702.92 0.61 
Part27 D 336.88 705.24 0.62 
Part28 V 332.98 751.56 0.62 
Part29 V 331.92 729.08 0.60 
Part32 H  336.49 729.73 0.64 
Average 𝟑𝟑𝟔 ± 𝟕  𝟕𝟐𝟑 ± 𝟐𝟖 𝟎. 𝟔𝟐 ± 𝟎. 𝟎𝟐 
 
Initially there was some confusion as to where to initiate the curve fitting function. As can be seen in all 
of the plastic strain figures (Figure 5.3 to Figure 5.8), strain hardening begins after an initial ‘plastic flow’ 
phase (see Figure 5.1) of perfect plasticity that has no hardening. The Johnson Cook strength model 
assumes that strain hardening begins immediately after yielding occurs and makes no allowance for the 
plastic flow. This causes the fitted JC strength model to over-predict the stress at low strain, intersect the 
experimental curve and then over-predict the stress at large strain. While the magnitude of this error is 
never more than 30𝑀𝑃𝑎, the fitted curve and experimental curve will continue to diverge as plastic strain 
increases (Figure 5.10). During necking, the local region experiences massive strain that isn’t captured 
with large extensometers but would be calculated in individual elements in a FEM model – therefore the 
over-prediction of the effective yield strength at high strain values could cause errors in FEM simulations. 
Truncating the plastic flow region does create a fitted curve that matches the experimental data more 
closely. However, it was decided that removing the plastic flow region would remove a significant 
increment of plastic deformation that would contribute to damage accumulation, and this would also 
have a negative impact on the model. Banerjee et al’s published data did not show a plastic flow region 
and compensating for this region is not documented in literature on calculating JC parameters [18] [20]. 
The strain rate hardening parameter 𝐶 for the JC strength equation was calculated by performing a linear 
fit to the stress values at 𝜀𝑝 = 0.05  over a range of strain rates. Using the slope of the fitted line the 
parameter 𝐶 was calculated using Equation 38 following the approach outlined in Section 3.5.1. Figure 5.2 
shows this linear fit to experimental data, it can be seen that the 𝑅2 value for this fit is quite low, indicating 
that this is a poor fit. This is due to there being too few data points to draw conclusive trends and to a 
lesser extent, due to outlier values. For example, removing the data point at the approximate coordinates 
of (1.0, 390) increases the 𝑅2 value to ~0.4, however it also significantly changes the slope of the fitted 
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curve. Without more data to conclusively rule out outlier values, the data in Figure 5.2 will be used without 
alteration, giving 𝐶 = 0.015. 
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Figure 5.1: Stress-Strain plot for Standard Specimen (Part 32m, H orientation) at quasi-static extension speeds. Plastic flow region 
is identified in the black circle. 
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Figure 5.2: True stress values of standard specimens at 𝜀𝑝 = 0.05  for tensile tests at a range of strain rates. T 
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Figure 5.3: Experimental and fitted curve for plastic region of 
Part26 H (Std @1mm/min) 
Figure 5.4: Experimental and fitted curve for plastic region of 
Part27 D (Std @1mm/min) 
Figure 5.5: Experimental and fitted curve for plastic region of 
Part28 V (Std @1mm/min) 
Figure 5.6: Experimental and fitted curve for plastic region of Part29 
V (Std @1mm/min) 
Figure 5.7: Experimental and fitted curve for plastic region of 
Part32 H (Std @1mm/min) 
Figure 5.8: Experimental and fitted curve for plastic region of Part33 
U (Std @5mm/min) 
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The accuracy of the strain rate hardening parameter can be investigated by comparing the Johnson Cook 
strength model to experimental data at a range of strain rates. In Figure 5.9 the strength model and 
experimental data from a tensile test at a 300mm/min and a 1mm/min extension are compared. Both 
pairs of modelled and experimental data show identical trends, implying that the Johnson-Cook strength 
model is equally valid at high and low strain rates. As the trend between modelled and experimental data 
does not change with increasing strain, this proves that the strain rate hardening parameter can 
accurately scale the strength model over the range of strain rates experimentally tested. 
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Figure 5.9: Comparing Johnson Cook Strength model to experimental data at two different strain rates 
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Figure 5.10: Comparing an experimental plastic stress-strain curve to multiple Johnson Cook Strength models. At higher strain 
values the model begins to diverge from the experimental curve. 
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5.2 DETERMINING DAMAGE CONSTANTS FROM EXPERIMENTAL DATA 
To determine the Johnson Cook damage model, the relationship between strain at fracture of the 
specimen, stress triaxiality and strain rate was investigated following the approach outlined in Section 
3.5.2.  
Strain at fracture was calculated by measuring the area reduction at the fracture surface of the tensile 
specimens using Equation 55, following the methodology of Banerjee et al [18]. Measurements of the 
specimen cross section were taken with a set of vernier callipers before testing and after fracture. Fracture 
measurements were taken on each half of the fractured specimen and the average values were used in 
calculating fracture strain. 
𝜀𝑓 = ln (
𝐴𝑖
𝐴𝑓
) 
(55) 
It is not possible to measure the stress triaxiality in the specimen during the experiment and there are no 
well supported empirical relations for predicting the triaxiality in thin plates [34]. Banerjee et al performs 
preliminary FEM simulations to numerically measure the stress triaxiality of their rectangular specimens 
[18], this approach is common among literature and is the approach taken in this thesis [35] [34]. 
Preliminary simulations were performed using the damage constants used in Smith’s initial models so that 
the triaxiality could be modelled over the entire deformation and fracture process.  
With the average stress triaxiality and strain at failure known for all of the quasi static tensile tests, the 
damage constants 𝐷2 and 𝐷3 can be found by finding the curve of best fit to Equation 56. Banerjee et al 
set 𝐷1 to the value of plastic strain at the UTS point of a standard specimen (𝐷1𝐵𝑎𝑛𝑒𝑟𝑗𝑒𝑒 = 0.05), reducing 
Equation 56 to Equation 57. Using the same approach 𝐷1 = 0.1447 is the plastic strain at UTS for the X3 
diaphgra. The raw data and fitted curve can be seen in Figure 5.11, giving 𝐷2 = 1.01 ± 0.13 and 𝐷3 =
 −0.315 ± 0.290. Uncertainty in the constants is calculated as “one standard deviation errors on the 
parameters” according to the documentation on the curve-fitting function [52]. 
𝜀𝑓 = [𝐷1 + 𝐷2𝑒
𝐷3𝜎
⋆
] 
 
(56) 
𝜀𝑓 = [0.1447 + 𝐷2𝑒
𝐷3𝜎
⋆
] (57) 
As there were only 4 unique specimen shapes, and two of those have identical triaxiality parameters, 
there is only damage data at three values of triaxiality. This is a very limited span, and it can be seen from 
inspection that it would be possible to fit a range of different curves to the same data set without much 
loss in ‘goodness of fit’. The limited range of triaxiality values and the variation of the strain at failure do 
not visually show an obvious trend in the experimental data. This is reflected in the large uncertainty 
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values in the damage parameters. Future work on calculating Johnson-Cook damage parameters should 
use a greater range of specimens and perform more repeat tests to better identify trends in data and to 
lessen the influence of ‘experimental variation’. Banerjee et al used cylindrical specimens in addition to 
plate specimens that gave a wider range of triaxiality values and consequently a more robust curve was 
fit to the data [18]. While investigating cylindrical specimens was not possible for the X3 diaphragm 
material, other authors have used a much greater range of notched specimens when testing thin plate 
materials. [34] [35] 
The strain rate sensitivity parameter 𝐷4 was found by investigating how the strain at failure changed with 
increasing strain rate. The approach outlined in Section 3.5.2 using Equations 45 to 47 was followed, with 
the sensitivity being investigated on multiple specimens. Unfortunately, the variation in fracture strain 
values identified previously had a more significant impact on calculating strain-rate dependent constants 
because the set of data was smaller and more susceptible to being skewed by outliers. To show the 
variation the fracture strain 𝜀𝑓 vs log (𝜀̇
⋆) plots for N0 and N4 specimens are shown in Figure 5.13 and 
Figure 5.12. 
Figure 5.11: Scatter plot of stress triaxiality vs strain at failure for specimens tested at quasi-static loading 
rates (1mm/min extension). 
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Both of the fits in Figure 5.13 and Figure 5.12 are poor, with 𝑅2 values ranging from 0.0203 to 0.2235, 
making it difficult to confidently declare a single value for the strain rate damage constant 𝐷4. To produce 
a value for 𝐷4  only the best-fitting data, being the N4 data, is used. This produces a value of 𝐷4 =, 
however there is little confidence in the accuracy of this result. Further experimental testing should be 
done so that the underlying trends become clearer among the experimental noise. 
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Figure 5.13: Strain rate sensitivity analysis of the N0 specimen. Note the very poor linear fit. 
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Figure 5.12: Strain rate sensitivity of the N4 specimen. 
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The calculation of the strain at failure during ductile rupture has been identified as a large source of error 
in any damage model as there is large variation in measurements, the calculation method is overly-
simplified and fracture is generally poorly understood [53] [35]. Another approach in literature is to 
calculate the von Mises equivalent strain (Equation 60) at the fracture site assuming that in a uniaxial test 
the principal axes are aligned with the specimen axis [53]. The constant volume condition (Equation 31) 
allows the strain along the axial direction to be calculated from the strain in the other principal directions 
(Equation 58 and 59). Using those relations, the strain can be calculated from the reduction in each 
dimension of the specimen cross section and the strain at fracture calculated using Equation 63. While 
this approach is more rigorous and closer tied to plastic deformation theory, it does not produce results 
significantly different to those calculated using Banerjee et al’s approach, as seen in the sample 
comparison in Table 5.2.  
 
 
𝜀1 = ln (
𝑎𝑓
𝑎𝑖
) 
 
(58) 
 
𝜀2 = ln (
𝑏𝑓
𝑏𝑖
) 
(59) 
 
 𝜀𝑉𝑀 = 𝜀𝑓 =
√
2
3
√𝜀1
2 + 𝜀2
2 + 𝜀1
2 
 
 
(60) 
 𝜀1 + 𝜀2 + 𝜀3 = 0 (61) 
 𝜀3 = −(𝜀1 + 𝜀2) (62) 
 
𝜀𝑓 = √
2
3
√𝜀1
2 + 𝜀2
2 + [−(𝜀1 + 𝜀2)]2 
 
(63) 
 
Table 5.2: Sample of raw data showing insignificant difference in approaches to calculate strain at fracture 
Part 
Number 
Specimen Orientation Extension Speed Equation 55 (Banerjee 
et al [18]) 
Equation 63 
(Kut [53]) 
9 N0 H 1 0.9053 0.9054 
10 N0 H 10 1.0269 1.0290 
11 N0 H 100 0.9996 1.0000 
 
Other sources of literature attribute the errors in fracture strain values to the changing cross section of 
plate specimens after deformation [53]. The methods of calculating fracture strain listed previously all 
assume that the shape of the cross section has not changed, and this assumption is not accurate - Figure 
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5.14 shows the actual shape of a deformed specimen. Kut investigated this problem and suggested ruling 
lines along the specimen, measuring the distance between the lines before and after deformation and 
then calculating an average strain by considering the strain increments between each pair of lines [53]. 
Kut did not test his approach by calibrating a damage model so it is not clear if this method of measuring 
fracture strain would benefit this thesis however, future work on calibrating Jonson-Cook damage models 
should investigate this.    
 
5.3 CONCLUDING REMARKS 
All of the Johnson-Cook material model constants that have been experimentally determined are listed in 
Table 5.3 for completeness. The temperature-dependent constants that could not be produced from the 
testing methods available at UQ have been given values consistent with similar materials found in 
literature so that an input can be provided to the material bench in ANSYS AUTODYN. While there was 
large error and uncertainty in  
Table 5.3: Johnson-Cook Strengthand Damage model constants for the X3 diaphragm 
Strength Model 
𝐴 𝐵 𝑛 𝐶 𝑀 
336 ± 7  723 ± 28 0.62 ± 0.02 0.015 1∗∗ 
Damage Model 
𝐷1 𝐷2  𝐷3 𝐷4 𝐷5 
0.1447 1.01 ± 0.13 −0.315
± 0.290 
 0∗∗ 
** - values that were not experimentally determined but taken as common values from literature. See Table 10.1 and Table 10.2  
Figure 5.14: Diagram showing the cross section of a plate tensile specimen before and after deformation. 
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 VALIDATION OF MATERIAL MODEL 
6.1 SIMULATING TENSILE TEST EXPERIMENTS IN AUTODYN 
To verify that the Johnson cook material constants for both the damage and strength models adequately 
captured the yielding and failure mechanisms of the X3 diaphragm material it was necessary to compare 
the models to known results. The X3 diaphragm has been used extensively in the shock tunnels however 
its deformation and rupture process while in the shock tunnel is not documented and therefore it is not 
appropriate to use as a validation experiment. The tensile testing performed on the Instron machine has 
load and deflection data recorded for the entire duration of the experiment making it an ideal experiment 
to compare simulated results to. Showing that the developed model can reproduce the experiment it was 
developed from will verify that the model is at least accurate over the domain that raw experimental data 
was recorded at. 
ANSYS Explicit is an ANSYS Inc. explicit finite element application that uses the AUTODYN solver package 
designed for high velocity simulations and impacts. This makes it appropriate for use in the diaphragm 
rupture but not well suited for the longer duration tensile testing because it attempts to capture too much 
detail over short time steps, quickly overloading the results files for simulations that take millions of 
iterations [16]. Transient Structural is the recommended ANSYS package for non-linear simulations over 
1 second in duration but Transient Structural does not have Johnson Cook Strength or Damage models 
available in the material bench. Therefore, Explicit Dynamics must be used for both diaphragm rupture 
and tensile simulations, but the tensile simulation will be manipulated to run over shorter durations to 
avoid the errors involved in long-duration explicit simulations. 
6.2 GEOMETRY AND MESHING OF MODELS 
6.2.1 Model Shape and Loading Conditions 
To improve computational efficient, symmetry planes in the tensile specimens were taken advantage of 
to decrease cell count in the ANSYS model. All specimens could effectively be reduced to 1/8th of their 
original size by using the following symmetry planes: 
- Axial symmetry: Symmetry line along the axial direction of the specimen  
- Thickness symmetry: Symmetry line effectively halving the specimen thickness 
- Centre symmetry: Symmetry line at centre of specimen, top half of specimen is a reflection of 
bottom half 
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These symmetry planes are identified in Figure 6.1 and the resulting 18th model geometry that is used in 
ANSYS is shown in Figure 6.2. The influence of the removed fraction of the specimen is added back into 
the model by identifying these symmetry surfaces as linear symmetry planes in ANSYS Mechanical. A 
linear symmetry plane enforces no movement normal to the plane, this condition could also be applied 
directly by enforcing a displacement of zero on the symmetry surfaces. 
Some simulations were carried out using fewer symmetry planes to check the effects of simplification by 
symmetry and the differences were negligible. 
  
Figure 6.1: Symmetry planes on tensile specimen. Slicing the model across each symmetry plane reduces the 
specimen to 1/8th of its original size 
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During an actual experiment, the specimen is firmly held by two large metal grips with knurled surface to 
improve grip. One grip is fixed, with the other grip being moved to enforce the extension. These loading 
conditions can be imposed as a Fixed Support and a Constant Displacement in ANSYS. Instead of modelling 
the grip, the Fixed Support has been applied to the top surface of the neck region (marker ‘A’ on the side 
hidden by the grey boundary in Figure 6.2) – this makes the assumption that the entire grip surface is 
effectively a rigid body that moves perfectly with the grip. Any deflection or slippage of the grip is 
neglected. The Constant Displacement in the y direction, with x and z left as ‘free’ to move,  is applied to 
the centre cross section surface of the specimen (yellow surface in Figure 6.2). The total displacement of 
the model will be twice the displacement experienced by the centre cross section, as the other half of the 
specimen that is not modelled is assumed to deform an equal amount as the region modelled. 
 
Only 1/4th of the gauge region cross section is modelled therefore, the simulation force must be multiplied 
by four (Equation 64) to account for the rest of the material in the specimen that would be resisting 
deformation in the actual experiment. As stated earlier, the relative deformation between the top of the 
grip region and the centre of the specimen needs to be doubled to account for the equal and opposite 
deformation of the other half of the specimen. 
𝐹𝑎𝑐𝑡𝑢𝑎𝑙 = 𝐹𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 × 4  
 
(64) 
𝛿𝑎𝑐𝑡𝑢𝑎𝑙 = 2 × 𝛿𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 (65) 
Figure 6.2: Image of the model used in ANSYS for a Standard Specimen. The yellow surface indicates where the displacement 
is applied to model the specimen extension. The marker ‘A’ denotes the fixed surface at the interface between the neck and 
grip. 
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6.2.2 Meshing 
All models were created using structured 3D hexahedral brick elements (HEX8). Structured meshing was 
preferred to unstructured meshing, using wedges and tetrahedrons, because a structured mesh generally 
requires fewer elements to mesh the same given volume [54]. The ANSYS help guide recommends using 
Hex elements where possible and to use Tet elements sparingly, as they introduce artificial stiffness in a 
model to reduced degrees of freedom [16] [48].  
The general approach in meshing the tensile specimens was to refine areas that would experience 
significant deformation and areas of interest, while leaving areas of little change relatively coarse. In 
application this meant refining the centre of the specimen where fracture and necking deformation 
occurs, and leaving the specimen neck and upper gauge section coarse. This approach can be seen in 
Figure 6.3. 
 
 
Fewer numerical errors are introduced during the solving process if the mesh elements are of good 
‘quality’. Cells near the fracture location were designed to be as close to cubic as possible, with all sides 
near the same length.  
Figure 6.3: Image of ANSYS models showing regions of mesh refinement. 
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6.3 VALIDATING QUASI-STATIC SIMULATIONS 
The Johnson Cook damage and strength models can be simplified to not include temperature or strain 
rate dependent effects (see Section 3.5) and this can be used to test parts of the models independently. 
Initially, only quasi-static experiments will be simulated to check how well the simulation model the 
strength hardening and failure of the tensile specimens. If the simulated results showed similar trends to 
the experimental results, and if both simulated and experimental models agreed at key points – yield 
stress, peak force, force at failure, and extension at failure – then there would be confidence in the models 
ability to accurately simulate the X3 diaphragm rupture. Agreement between simulation and experiment 
must be shown at all specimens and at a range of strain rates to give confidence that the model is accurate 
for conditions it was derived for.   
The quasi-static tensile tests conducted in this thesis took between 40 – 300 seconds depending on the 
specimen geometry and this is far too long for an explicit solver with small time steps to solve. Most 
simulations were run for 1 × 10−3𝑠, as longer simulations were susceptible to massive error propagation 
and hourglassing. Strain rate effects were removed from these short duration simulations by setting the 
strain rate constants in the strength and damage models to zero. This was done to make the shorter 
duration simulations behave like they were undergoing quasi-static deformation. The most significant 
consequence of running shorter duration simulations was the introduction of stress waves into the 
specimen. Extending the specimen roughly 15𝑚𝑚 over 1 × 10−3𝑠 applied a loading force over a very 
short duration of time. 
6.3.1 Comparing Experimental results to Simulations 
The same properties of the experimental and simulated tests must be compared for the comparison to 
be valid. Grip Extension and strain across the extensometer were both measured experimentally, and the 
simulation must be compared to this data. Strain at the gauge is a measurement of the average strain 
experienced across the extensometer and is not an accurate representation of the strain at any local point 
on the gauge. Total grip displacement and applied load are global properties of the test and are not 
location dependent – therefore load vs displacement taken from the grip crossheads is the most 
appropriate form of raw data to compare the simulation to. 
Extracting the same data from the simulation was achieved by monitoring the total displacement of a 
node at the top of the neck region (region held by grip) and a node the centre of the specimen. This 
represents half the displacement of a specimen. Force was calculated via a Reaction Force Probe applied 
to the displacing surface, this value was multiplied by four to account for the regions of the specimen that 
were not modelled.  
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There were initially difficulties in using the Instron extension data as the linear-elastic deformation region 
was unrealistically compliant, as shown in Figure 6.4. The linear-elastic elongation shown by the instron 
grips does not produce the same Young’s modulus as calculated using the stress strain data from the 
extensometer, it does not match deformations predicted with basic hand calculations of the axial 
deformation using elastic theory and it does not match static deformations predicted by simulation of the 
specimens in ANSY Static Structural. Therefore the incorrect section of the Instron data was truncated and 
replaced with an offset equal to the static elongation calculated by a Static Structural analysis in ANSYS, 
using values shown in Table 6.1. This truncated-and-offset data is used in all subsequent plots comparing 
simulations and experiments. 
The inaccuracy of the initial measurements of the Instron machine have previously been noted by 
workshop staff and other authors in literature have commented on these problems as well [37]. 
Compliance in the machine and grips has been suggested as a leading reason for this invalid elastic 
response [37]. 
Table 6.1: Correct linear-elastic elongation values as calculated in ANSYS Static Structural. 
Specimen Std N0 N2 N4 
Elongation at Yield 0.176 𝑚𝑚 0.144 𝑚𝑚 0.102 𝑚𝑚 0.0847 𝑚𝑚 
 
 
Figure 6.4: Raw displacement from the Instron grips is shown in blue, adjusted curve with appropriate linear-elastic 
region shown in orange.Part 27 – Std – D – 1mm/min Extension 
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Comparisons between quasistatic experiments and simulations for Std, N0, N2 and N2 specimens are 
shown in Figure 6.5 through to Figure 6.10. The simulations generally show very good agreement with 
experimental results. Specimens with notches (N2 and N4) showed the best agreement with the un-
notched specimens (Std and N0) showing similar trends but over-predicting the extension at failure. The 
disagreement in final extension between simulations and experiments in the specimens without notches 
was hypothesised to be due to the homogeneity of the simulated material not having local imperfections 
that would act as stress concentrators to initiate necking, whereas specimens with notches already had 
localised stress concentrations. This hypothesis is discussed in more detail in Section 6.3.2. 
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Figure 6.10: Force vs displacement curve comparing simulation and experiment results for N4 specimen at quasi-static 
conditions 
0
2000
4000
6000
8000
10000
12000
0 0.5 1 1.5 2 2.5 3 3.5
Lo
ad
 [
N
]
Displacement [mm]
Simulation of N4 - 12k cells -
1e-3 sec
Part 25 - N4 - D - 1 - Truncated
Instron Extension
Part 5 - N4 - V - 1 - Truncated
Instron Extension
6.66
9.80
2.66
7.126.99
9.78
2.69
7.83
0.00
2.00
4.00
6.00
8.00
10.00
12.00
Force at Yield Point [kN] Peak Force [kN] Elongation at Failure [mm] Force at Failure [kN]
Experimental Averages of N4 Simulation of N4
Figure 6.9 
 79 
6.3.2 Modifying the Geometry of un-notched Specimens 
Initial FEM simulations showed that the un-notched specimens (Std and N0) failed at a larger displacement 
that experiments. This was hypothesised to be due to an unrealistically large uniform plastic deformation 
before necking began that was not seen on the notched specimens that had a well-defined stress 
concentration region. Real materials have microscopic imperfections that act as stress concentrators and 
initiate fracture that are not modelled in a continuum mechanics finite element model [11]. Without these 
imperfections – being dislocation entanglements, interstitial atoms, and grain boundaries [11] – an 
idealised material in a tensile test would undergo uniform plastic deformation across the entire gauge 
length for longer than a real material would because there are no imperfections to initiate necking. 
To test this hypothesis the geometry of the un-notched specimens was changed slightly to initiate stress 
concentration at the centre of the specimen to reproduce the stress concentrated region that would be 
experienced in the real specimens. The width of the centre of the specimen was reduced by 1% using a 
cylindrical notch with the reduction so small it is not visible in scale images. The effect of this area 
reduction was to create a stress concentration region without making a significant change to the uniform 
stress in the specimen. Equations 66 to 69 show that the effect of the area reduction does not significantly 
change the uniform stress. 
 
 
𝐴1 = 𝑊1 × 𝑡1 
 
(66) 
 
 
𝐴2 = 0.99𝑊1 × 𝑡1 = 0.99𝐴1 
 
(67) 
 
𝜎∞,1 =
𝐹1
𝐴1
 
 
(68) 
 
𝜎∞,2 =
𝐹1
𝐴2
=
𝐹1
0.99𝐴1
= 1.01 𝜎∞,1 ≅  𝜎∞,1 
(69) 
Stress triaxiality is a key factor that influences the fracture strain [35], therefore these geometry changes 
must not change the triaxiality of the specimen during deformation otherwise the modified geometry will 
no longer be representative of the original geometry. 
6.4 VALIDATING STRAIN RATE EFFECTS 
With the quasi-static simulations shown to agree with experimental results, the strain rate dependent 
factors of the Johnson Cook damage and strength models could be re-introduced to the models to test 
their validity at higher rates of loading. This validation phase will compare the simulated results to 
experiments conducted at higher extension rates. Due to time limitations, the simulation will only be 
compared to a selection of the higher strain rate experiments and not to every experimental test 
conducted at non-quasi-static conditions. 
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For the same reasons that were stated in the quasi-static validation section, the finite element models 
must still be simulated over unrealistically short time durations (still 1 × 10−3𝑠) and not the actual time 
of the experiment. Even the fastest experiment conducted on the Instron machine took approximately 
0.7𝑠 which is several orders of magnitude faster than the simulation model. To introduce equivalent strain 
rate effects into these shorter duration simulations the normalised strain rate 𝜀0̇ must be manipulated so 
the strain rate terms in the Johnson Cook models produce a hardening value equal to that experienced in 
the experiment.  
The strain hardening parameter is a function of the ratio of actual strain rate 𝜀?̇? to normalised strain rate 
𝜀0̇, therefore if this ratio is conserved between experiment and simulation the model should predict the 
same amount of strain rate hardening over shorter simulation times. As shown in Equation 71 the 
conservation of equivalent strain rate (Equation 72) can be rearranged to solve for the ‘representative 
normalised strain rate’ (𝜀0̇)𝑠𝑖𝑚  to be used in simulations. Equation 73 requires the actual (𝜀?̇?)𝑠𝑖𝑚 
experienced by a specimen in the short duration simulation to be calculated so preliminary simulations 
must be performed. Note that these preliminary simulations are the quasi-static simulations previously 
run. 
 [1 + 𝐶 ln(𝜀 ̇
∗)] =  𝑓(𝜀̇) 
 
(70) 
 ln(𝜀 ̇
∗)𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡 =  ln(𝜀 ̇
∗)𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 (71) 
 
𝜀 ̇
∗ = (
𝜀?̇?
𝜀0̇
)
𝑒𝑥𝑝
= (
𝜀?̇?
𝜀0̇
)
𝑠𝑖𝑚
 
(72) 
 
(𝜀0̇)𝑠𝑖𝑚 =  (𝜀?̇?)𝑠𝑖𝑚 × (
𝜀?̇?
𝜀0̇
)
𝑒𝑥𝑝
 
(73) 
 
Table 6.2: Calculation of 'representative normalised strain rates' used to create equivalent strain hardening effects in short 
duration simulations 
Specimen Extension 
rate in 
experiment 
Cell count (𝜀?̇?)𝑠𝑖𝑚  (𝜀?̇?)𝑒𝑥𝑝 
(𝜀0̇)𝑠𝑖𝑚  
Std 300 mm/min 2500 1.14 × 103 0.04715 6.044 
N4 300mm/min 2000 18.01 × 102 0.1223 1.637 
 
Figure 6.13 and Figure 6.11 show the load vs displacement curves for the simulations of the 300 mm/min 
extension rate tests. The N0 specimen’s simulated results align poorly with the experimental results, with 
the simulation extending approximately 6.5 mm further than the experiment at rupture. The N4 notched 
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specimen performs much better, with the simulation and experiment showing match trends and only 
having minor differences in peak stress and extension at fracture.  
While the N4 curve differs from the experimental curve by at most 10% (more clearly seen in Figure 6.12) 
it does consistently over-predict force values and this implies there is some amount of error in the model. 
A larger peak force and larger force at failure imply that the strain rate hardening term is calculating a 
higher effective stress than what occurs in the real specimen. 
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 SIMULATING RUPTURE OF X3 DIAPHRAGM 
7.1 MODEL GEOMETRY AND BOUNDARY CONDITIONS 
7.1.1 Geometry 
In the X3 impulse facility the diaphragm sits between the driver tube and a filleted steel coupling that 
cornets the driver tube to the downstream facilities. A diagram of the relevant dimensions of this filleted 
coupling is shown in Figure 7.1, only details relevant to the diaphragm opening process have been 
included. As can be seen in Figure 7.1 diaphragms of different thicknesses can be placed in the coupling 
however, this thesis will only consider the 3mm diaphragm that has been investigated so far. After the 
diaphragm has been clamped into the X3 tunnel the effective diameter of the diaphragm is reduced to 
300mm and only this region will be modelled. A full drawing of the X3 diaphragms can be found in 
Appendix _____. The clamped section of the diaphragm and any compressive stresses that result from 
that action are assumed to be negligible and are not modelled. 
 
A 1/8th model of the diaphragm will be simulated by taking advantage of the spherical symmetric of the 
diaphragm and coupling, shown in Figure 7.2. Preliminary simulations showed that there was no 
noticeable difference in rupture pressure or opening time for 1/8th model simulations compared to 1/4th 
model simulations, like what Smith [8] had used.  
Figure 7.1: Section of X3 where diaphragm is clamped, showing the filleted geometry on the downstream side. 
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The geometry of the score that was implemented in the FEA model is shown in Figure 7.3. A perfect score 
would have no width and be a perfect ‘V’ shape however, the cutting tool is not perfectly sharp and the 
tip will be locally blunt. For ease in mesh implementation, the cut shape that results from the blunt tip is 
assumed to be a trapezium (Figure 7.3). The width of the base of the score is assumed to be 0.4𝑚𝑚 for 
Figure 7.3: Score geometry on X3 Diaphragm. Note that the base width varies as the 
cutting tool tip accumulates wear 
Figure 7.2: Image of the geometry modelled in ANSYS AUTODYN 
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implementation in this model however, it is known to vary between 0.5𝑚𝑚 to 0.2𝑚𝑚 [7]. How the score 
is implemented in the ANSYS model is difficult to see in the 1/8th models, Figure 10.5 and Figure 10.6 in  
Appendix 10.3 show the 1/4th model where the score can be seen more clearly. 
7.1.2 Meshing 
The Explicit Dynamics User Guide recommends that all explicit analyses use Hex elements as they are more stable, show less 
artificial rigidity and produce faster simulations [16] [54]. AUTODYN can handle unstructured meshes but recommends structured 
meshes for the reasons listed previously [16]. Effort was made to ensure that the entire mesh was constructed with Hex8 
elements however, due to the cylindrical shape of the diaphragm some wedge elements (Wed6) had to be incorporated. To 
produce a mesh dominated with hexahedral elements the diaphragm was sliced to separate it into simple sub-sections that ANSYS 
Mechanical could mesh relatively easily, shown in Figure 7.4 and Figure 7.5. The justification for this and the meshing approach 
used in each section is briefly described in Table 7.1. Three levels of mesh refinement were used to test the convergence of the 
model, these are listed in  
Table 7.2. 
Table 7.1: Meshing strategy and justification for X3 diaphragm 
Part Location (on Figure 
7.4 and Figure 7.5.) 
Meshing Strategies Justification 
X3 Tunnel Wall 
(downstream) 
A Body sizing =  5𝑚𝑚 No detail needed on wall, 
only there as ridgid 
boundary 
Ring Section on 
diaphgram 
B1 and B2 Sweep Method: All Quad Take advantage of simple 
ring-shape geometry 
Diaphragm Thickness Applied to B1, D1, C1 Edge Sizing: Number of divisions = 5 Help enforce quad element 
formation 
Score Region D1 and D2 MultiZone: Hexa Enforce Quad elements in 
region of crack growth 
All Bodies (general 
mesh setting) 
- Size Function: Uniform 
Relevance Centre: Fine 
Transition: Fast 
Max Face Size =  1𝑚𝑚 
Produce consistent mesh 
with consisten element 
shapes along edges 
 
Table 7.2: Properties of diaphragm mesh refinement tiers 
Property Coarse Medium Fine 
Total Cell Count   58939 
Max Face Size 2𝑚𝑚 1.5𝑚𝑚 1𝑚𝑚 
No. of Cells Through Thickness   6 
Average Cell Quality   0.767 
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Figure 7.5: Image of 1/8th model showing how the geometry has been split into multiple regions to encourage meshing 
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Figure 7.4: Close up image of the geometry sections near the score 
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7.1.3 Model Constraints 
To ensure that the 1/8th model captured the deformation dynamics of the entire diaphragm, the ‘cut’ 
surfaces of the symmetry planes were modelled as ‘Symmetry Regions’ in ANSYS. This restricted nodes 
on the symmetry surface to only move radially and along the tunnel axis, with no rotation along the tunnel 
axis. An example of one of the symmetry surfaces is shown in Figure 7.8. 
Figure 7.7: Mesh Structure of 1/8th model  
Figure 7.6: Close-up image of score region showing how along the score the mesh is entirely structured Hex8 elements.  
Some wedge elements can be seen in the black circle. These are created as ANSYS tried to implement cubic shaped 
elements in a triangular volume. 
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The outer surface of the tunnel wall is assigned as a fixed support and the internal surface was left 
unconstrained (Figure 7.8). This was done so that the inner surface was not unrealistically rigid which may 
cause contact problems when the rupturing diaphragm collides with that surface. 
To approximate the sections of the diaphragm that would be clamped against the pressure plate and have 
not been modelled, the outer radial surface of the diaphragm has been assigned as a fixed boundary (see 
Figure 7.8). This assumes that there is no slippage of the clamped section and that any stress induced by 
the clamping has no effect on the deformation dynamics. 
 
7.1.4 Loading Conditions 
The loading experienced by the diaphragm is created by the high-pressure driver gas on the upstream side 
and the low pressure test gas on the downstream side of the diaphragm. As the test gas is generally of 
the order of kPa’s and the driver gas is of the order of MPa’s the force exerted by the test gas can be 
neglected and only the driver gas pressure force considered. 
The Pressure force applied by the gas is applied to all surfaces of the diaphragm that face upstream as 
shown in Figure 7.8. Pressure is assumed to be constant across the entire surface it acts upon. This is a 
reasonable assumption before rupture, but after rupture there will be velocity gradients as gas expands 
through the opening. Therefore during rupture the assumption of constant pressure may not be an 
accurate representation of the forces experienced across the actual diaphragm.  
To make the simulation as similar to the experiments as possible, the pressure loading used in simulations 
will be similar to traces from experimental pressure traces. The X3 tunnel has a pressure transducer 
located roughly 0.20𝑚 upstream from the diaphragm. Pressure traces of two X3 tests (s403 and s576) 
recorded at this transducer can be found in Figure 7.9. Significant fluctuations in pressure are created by 
F1 
F2 
S 
Figure 7.8: Image of X3 model showing applied boundary conditions. F1: fixed support on outer surface of diaphragm. F2: Fixed support 
on outer surface of X3 tunnel wall. S: Symmetry plane. P: Surface Pressure is applied on (all red areas) 
P  
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pressure waves rebounding throughout the driver tube as the piston rapidly compresses the driver gas, 
these are most evident in the s576 shot that  
 
Originally the pressure function use in the simulation started at roughly 5000 𝑘𝑃𝑎 at the time 0 𝑠𝑒𝑐 
shown in Figure 7.9 however the simulation had difficulties in applying an initial pressure that large. To fix 
this, simulations were started at a lower pressure and the pressure was increased at a faster rate; the blue 
curve in Figure 7.9 is the pressure trace used in simulations. Ideally the exact same pressure trace as 
recorded in experiments would be used, but this would require a much longer simulation time so that the 
starting pressure could be low enough for the simulation to initiate properly. Future work should consider 
performing a static simulation that initiates the diaphragm deflection at a pressure of several MPa’s, and 
then uses that as initial conditions for an explicit analysis. Figure 10.7 in the Appendix shows that the 
pressure rise rate is not significant until the last 0.05 𝑠𝑒𝑐 before rupture so modelling that region as a 
static pressure loading is not an unreasonable simplification.  
After the diaphragm ruptures gas will begin to expand through the opening diaphragm and this local 
increase in fluid velocity will result in a pressure drop. Gas flowing through the opening will be choked as 
the pressure ratio across the diaphragm is so large, therefore the Mach number through the rupture site 
will be roughly half the static pressure (e.g. for helium at 𝛾 = 1.66, 𝑃 ≅ 0.488𝑃𝑡). As can be seen in 
Figure 7.9 this has been applied to the pressure profile input to ANSYS; note that the peak pressure is the 
pressure that preliminary models of the diaphragm ruptured at. 
Figure 7.9: Pressure traces for the X3 impulse facility 
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 𝑃
𝑃𝑡
= (1 +
𝛾 − 1
2
𝑀2)
−
𝛾
𝛾−1
 
(74) 
7.2 RESULTS 
The results of the three levels of mesh refinement, listed in Table 7.3, show that mesh convergence had 
been achieved at the ‘fine’ level of mesh refinement. These results can be understood to accurately 
represent the predictions of the Johnson-Cook material model constants derived in this thesis. 
Table 7.3: Key parameters from diaphragm simulations 
Property Coarse Medium Fine 
Rupture Pressure 12.00 𝑀𝑃𝑎  11.88 𝑀𝑃𝑎 
Max Disp. At Rupture 7.37 𝑐𝑚  7.31 𝑐𝑚 
Opening Time 0.497 𝑚𝑠  0.45 𝑚𝑠 
Stress Triaxiality at Rupture Crack 0.859  0.939 
Maximum Plastic Strain 0.5433  0.551 
 
The rupture pressure listed in Table 7.3 was the pressure applied to the model when a through-thickness 
crack had formed on the diaphragm. Displacement was measured at the underside of the diaphragm at 
the time of fracture, stress triaxiality was measured in the timestep before fracture at the centre of the 
diaphragm thickness and maximum plastic strain was simply the total maximum plastic strain achieved in 
the entire simulation. Out of all the parameters listed in Table 7.3, only the rupture pressure has been 
experimentally estimated. Current estimates place rupture pressure of the current X3 diaphragm between 
15 𝑀𝑃𝑎 and 18 𝑀𝑃 – the results of this thesis under predict experimental values by 25-50%. As the 
pressure transducer in the driver tunnel is 0.2m upstream from the diaphragm, it is possible that pressure 
continues to rise after the diaphragm initially rupture because the opening is small, and the flow is 
chocked limiting mass flow and consequently limiting volume flow. Therefore, it is possible that the 
simulated result is not as significantly different to the actual pressure that rupture initiates at in the real 
diaphragm. 
A single simulation was performed with the strain rate constants (𝐶 and 𝐷4) set to zero to investigate their 
influence on simulated results. Removing strain rate effects caused rupture pressure to increase by 10.2%, 
centre displacement at rupture increased by 24%, opening time decreased by 12%, maximum plastic 
strain in the diaphragm (occurs at rupture) increased by 43%. These results suggest that the strain rate 
effects cause the diaphragm to rupture earlier and at lower pressures, which could be a result of the large 
uncertainty in the 𝐷4 value that influences when failure occurs 
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Table 7.4: Results for simulation ran with no strain-rate effects 
Property Medium 
Rupture Pressure 13.10 𝑀𝑃𝑎 
Max Disp. At Rupture 9.06 𝑐𝑚 
Opening Time 0.398 𝑚𝑠 
Stress Triaxiality at Rupture Crack 0.858 
Maximum Plastic Strain 0.964 
 
7.2.1 Comparison to Smith’s Work 
The approach taken in this thesis for applying loads and boundary conditions follows that presented by 
Smith, as he had shown that this approach produced valid and sensible results by comparing to literature 
and experimental results [8]. Meshing was approached differently but that was due to difficulties in 
producing a structured Hex8 mesh the larger X3 diaphragm. Results gathered from this thesis cannot be 
directly compared to Smith’s results as Smith simulated an X2 diaphragm in an X2 tunnel geometry 
however, the general trends in his rupture simulation can be compared to.  
A series of still images in _____ of the Appendix show the dynamics of the deformation and rupture 
through the bulge, tearing and opening phases. This model goes through the same sequence as Smith’s 
mode: initial bulging, minor rebound, no deformation, crack initiation, petal opening. While sequence is 
better visualised on a video playback of the deformation, it does clearly show that the initial deformed 
shape of the diaphragm is different to the deformed shape predicted by analytical equations for clamped-
plate theories (Figure 2.1)..  
Smith’s investigation has found that strain rate effects were important for simulations of 4340-C340 steel 
and this thesis has shown that strain rate effects are also important for the X3 material. 
7.2.2 Comparison to Experimental Results 
As discussed already, the simulated diaphragm appears to rupture earlier than current estimates of 
experimental rupture pressure. In addition to comparing the rupture characteristics, the post-rupture 
shape of the diaphragm can be visually compared to assess how well the simulation is predicting the 
deformation. Figure 7.10 shows a close-up view of a ruptured X3 diaphragm with fully-opened petals with 
large horizontal tearing at the petal base. This tearing zone was not produced in the simulation. 
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Rupture at the centre of the deforming diaphragm is a ductile failure process that occurs at high stress 
triaxiality values. This would not be the same failure mechanism for the horizontal petal tearing, as the 
base of the petals would experience tensile and compressive forces on the downstream and upstream 
sides of the diaphragm respectively which may cause large bending stresses. Clearly, the failure 
mechanism that causes horizontal tearing is not captured well by the simulation, further work should 
experimentally test specimens in bending failure modes, so the Johnson-Cook model can be better 
calibrated to predict this behaviour. 
It should be noted that this difference in behaviour may also be due to an incorrect tunnel-wall geometry 
being used in the simulation. The wall geometry provided, and shown in Figure 7.2, was known to be 
outdated compared to the geometry of the current X3 impulse facilities as recent modifications to the X3 
tunnel had not been properly documented. The effects of changing the downstream fillet radius should 
also be investigated in future work to see the effect that has on petal opening. 
Figure 7.10: Close up view of  Figure 2.5 , showing the deformed shape of an old X3 diaphragm. 
Note this is a different material to that tested and simulated in this thesis. 
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7.3 CONCLUDING REMARKS 
Simulation of the X3 diaphragm has shown that the Johnson-Cook material models developed in this 
thesis are able to produce results with 25-50% of those determined from experiments in the X3 impulse 
facility. While this appears to be a significant disparity between simulations and experiments, the actual 
difference in rupture pressure is roughly 3 − 6 𝑀𝑃𝑎. The experimentally determined rupture pressure is 
not known accurately either, as pressure measurements are taken a distance away from the diaphragm 
opening site. Future investigations should be carried out on both fronts: determining exact experimental 
rupture pressures through direct probes and sensors on an actual diaphragm (similar to Colombo et al 
[14]or Simpson et al. [4]) and further refinement of the Johnson-Cook models through suggestions made 
in Chapter 5 and Chapter 6. 
Further refinement of the Johnson-Cook models would improve the accuracy of rupture predictions and 
this could be a useful tool to the UQ Hypersonics department. Future work could investigate the effects 
of score depth and shape to improve the rupture behaviour so that diaphragms can tuned to produce 
desired rupture pressures and while minimising opening time. Improving the rupture dynamics, and 
opening the diaphragm faster will improve shock formation and therefore improve overall performance 
of the impulse facilities [2] [3] [6].  
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 CONCLUSIONS AND RECOMMENDATIONS 
8.1 CONCLUSIONS 
The aims of this thesis were to characterise the material properties of a steel diaphragm used in impulse 
facilities at the University of Queensland and to create a reliable material model that could be used to 
simulate pressure induced diaphragm rupture. This was successfully achieved by developing a procedure 
for determining Johnson-Cook damage and strength model constants for the X3 3mm diaphragm, 
validating that model against experiments and then performing predictive simulations of diaphragm 
rupture using those models. The intention of this work was to produce a procedure that could be used by 
the UQ Hypersonics department to investigate the mechanical properties of any metal diaphragm used in 
any of the spontaneous-rupture impulse facilities. By showing that the initial simulations predicted 
diaphragm rupture pressures that were close to rupture pressures known from experiments there is 
confidence that the procedures and processes developed in this thesis are accurate and can be useful 
tools for the Hypersonics department. 
Validation steps showed that the Johnson-Cook models could accurately predict the load-displacement 
curves for quasi-static tensile tests, but the accuracy of the simulations decreased with increasing strain 
rate. This was largely attributed to the strain rate parameters having much larger uncertainties than the 
parameters derived at quasi-static conditions because fewer specimens were tested at strain rates greater 
than quasi-static rates (10−3𝑠−1). Several other reasons for the decrease in accuracy with strain rate were 
identified, such as variability in fracture strain measurements, limitations on the strain rates that were 
achievable in experiments and orthotropic material properties. If future refinements in these areas do not 
produce significantly more accurate results it may be necessary to investigate more complex models of 
yielding and failure. However, as discussed in Chapter 5, the Johnson-Cook models have been designed 
for ductile deformation and failure modes with stress triaxialities greater than 1/3 (uniaxial tension) and 
the diaphragm rupture process should be well suited to such a model. 
The aims of this thesis were not to rigorously investigate all aspects of the diaphragm rupture and post-
rupture, but rather to show that the modelling techniques developed by Smith [8] can be used with a 
material model to produce predictive simulations. This was achieved, with initial simulations showing a 
reasonable agreement with experimentally determined results. While there was a 25-50% difference 
between simulated and experimentally predicted rupture pressures, this difference can be attributed to 
uncertainty in the damage model constants, limited high strain rate data to calibrate model with and an 
uncertainty in the accuracy of the experimental predictions of pressure at the diaphragm location during 
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rupture of experiments. However, the ability of the damage and strength models in conjunction with the 
simulation process established by Smith [8] have shown that the approach for determining model 
constants and applying them is valid and merely needs improvements. Comparing the simulations 
produced in this thesis to those published by Smith [8] show that the trends and rupture dynamics shown 
by Smith for simplified material models are still present in the material model created from the X3 
diaphragm.  
The overarching aims of this thesis have been achieved and with future improvements to increase 
measurements procedures and to reduce experimental noise in results, the methodology outlined in this 
thesis will be a useful tool for future investigations into metallic diaphragms. 
8.2 RECOMMENDATIONS 
This thesis has shown that the material models and the procedures to determine model constants are 
adequate for use in simulating diaphragm rupture, however there is room for improvements in many 
areas of this processes. As discussed in Chapter 4 and Chapter 5 there are limitations on the testing 
abilities of the facilities at UQ, there were limited number of tests performed and there is significant error 
in extracting results from some of those tests. To increase the accuracy of the models creates, efforts 
should be made to improve each of the three factors previously mentioned, these are outlined below: 
- Perform more tensile tests: due to the anisotropy of the diaphragm material it was necessary to 
perform all tests in multiple directions, thereby massively increasing the number of tests needing 
to be performed. Approximately 65 tensile tests were performed during this thesis however there 
were still limited high strain rate tests, very little range of notched specimens and not enough 
repeat experiments. Repeat experiments and more tests at high strain rates would help to rule 
out experimental variation and observe trends more clearly. More notched specimens would 
decrease the uncertainty in the triaxiality aspect of the damage model. 
- Investigate better methods for measuring failure strain: values of failure strain varied 
significantly, and this introduced larger uncertainties into the damage model. Alternative 
methods of measuring the failure strain were discussed in Section 5.2 but not implemented – this 
should be investigated further to improve measurement procedures. 
- Investigate other high strain rate validation experiments: performing experiments such as 
Charpy impact tests will allow the validity of the strength and damage models to be tested at 
higher strain rates than what is currently achievable with the tensile testing equipment at UQ. 
Charpy tests are simply to execute and have been used as Johnson-Cook validation experiments 
in the literature [18]. 
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Efforts in the areas previously listed will improve the procedure for determining the Johnson-Cool material 
constants from experiments. Improving the accuracy of the models would improve their predictive 
capabilities and this could be used to further investigate elements of diaphragm rupture that can give 
more insight into the process. Further work that could follow on from this thesis and Smith’s [8] work is 
outlined below: 
- Investigating effects of score geometry on rupture pressure: performing an investigation into a 
range of score geometries would give insight into how the diaphragms can be tuned to rupture at 
exact pressures. Being able to precisely control and tune the pressure ratio between the driver 
gas and test gas would allow operating conditions to be more accurately controlled.  
- Simulate diaphragm rupture using pressure trace from experiments: the diaphragm rupture 
simulations in this thesis used simplified pressure load functions to avoid long simulation times. 
Improvements to this method could be made by initiating simulations with deflection predicted 
by Static Structural simulations of the early stages of compression. More detailed analysis could 
accurately model the ‘pressure steps’ observed in argon dominant driver gases to investigate 
whether the large pressure waves observed in pressure traces influence rupture.  
- Tune empirical relations to create simple prediction tools: Simpson’s equation [4] for diaphragm 
opening time predicted the same trend as Smith’s [8] results but the magnitude of the results was 
different. Efforts could be made to modify the fitting parameter used by Simpson [4]to create an 
empirical model that better reflected the opening times of the steel diaphragms used at UQ. 
 
  
 99 
 REFERENCES 
 
[1]  C. James, D. Gildfind, R. Morgan, S. Lewis and T. McIntyre, “Experimentally Simulating Gas Giant Entry 
in an Expansion Tube,” in International Space Planes and Hypersonic Systems and Technologies 
Conferences , Xiamen, 2017.  
[2]  D. Gildfind, “MECH4470 Lecture 5 slides - Part 1: Shock Wave Theory, Hypersonic Ground Testing, 
Local Surface Inclination Techniques and Viscous Hypersonic Flow,” The University of Queensland, 
Brisbane, 2016. 
[3]  D. Gildfind, P. Jacobs, R. Morgan and W. Chan, “Scramjet Test Flow Reconstruction for a Large-Scale 
Expansion Tube, Part 1: Quasi-One-Dimensional Modelling,” 2016.  
[4]  C. Simpson, T. Chandler and K. Bridgman, “Effect on Shock Trajectory of the Opening Time of 
Diaphragms in a Shock Tube,” American Institute of Physics, vol. 10, pp. 1894-1896, 1967.  
[5]  J. Tretjakovas, R. Kačianauskas and C. Šimkevičius, “FE simulation of rupture of diaphragm with 
initiated defect,” Mechanika, vol. 6, pp. 5-10, 2006.  
[6]  E. Rothkopf and W. Low, “Diaphragm opening process in shock tubes,” American Institute of Physics, 
vol. 17, no. 6, pp. 1169-1173, 1974.  
[7]  D. Gildfind, Interviewee, MECH4500 Thesis Mettings. [Interview]. 12 3 2017. 
[8]  D. Smith, “Finite Element Modelling of Metallic Diaphragm Rupture in Hypersonic Shock Tube,” 
Undergraduate Thesis, University of Queensland, Brisbane, 2016. 
[9]  Y. Zhang, “Large deflection of clamped circular plate and accuracy of its approximate analytical 
solutions,” Science China - Physics, Mechanics and Astronomy, vol. 59, no. 2, pp. 1-11, 2016.  
[1
0]  
S. Timoshenko and S. Woinowsky-Krieger, Theory of Plates and Shells, 2nd ed., New York: McGraw-
Hill, 1959.  
[1
1]  
A. Boresi and R. Schmidt, Advanced Mechanics of Materials, 2 ed., New York: John Wiley & Sons, Inc, 
2003.  
 100 
[1
2]  
P. Prickett, “The Performance of bursting discs at varying degrees of pressurisation,” I.CHEM.E 
Synopsium Series No.85, pp. 83-90, 1989.  
[1
3]  
R. Hickman and L. Farrar, “Behaviour of burst diaphragms in shock tubes,” The Physics of Fluids, vol. 
18, no. 10, pp. 1249-1252, 1975.  
[1
4]  
M. Colombo, P. Martinelli and M. di Prisco, “Validation of a Computational Approach to Predict 
Bursting Pressure of Scored Steel Plates,” Experimental Mechanics, vol. 54, pp. 1555-1573, 2014.  
[1
5]  
M. Heitzmann, “MECH3300 Finite Element Methods - Lecture 10: the Solution Step,” University of 
Queensland, Brisbane, 2016. 
[1
6]  
ANSYS, Inc., ANSYS User Guide - Release 17.2, Canonsburg: ANSYS, 2015.  
[1
7]  
R. Hertzberg, R. Vinci and J. Hertzberg, Deformation and Fracture Mechanics of Engineering 
Materials, 5th ed., New York: John Wiley & Sons, Inc., 2012.  
[1
8]  
A. Banerjee, S. Dhar, S. Acharyya, D. Datta and N. Nayak, “Determination of Johnson Cook material 
and failure model constants and numerical modelling of charpy impact test of armour steel,” Material 
Science and Engineering A, vol. 640, pp. 200-209, 2015.  
[1
9]  
F. Zerilli and R. Armstrong, “Constitutive relations for the plastic deformation of metals,” American 
Institute of Physics, vol. 61, pp. 989-992, 1994.  
[2
0]  
G. Johnson and W. Cook, “A Constitutive Model and Data for Metals Subjected to Large Straings, High 
Strain Rates and High Temperatures,” in 7th International Symposium on Ballistics, Hague, 1983.  
[2
1]  
V. Gyliene and V. Ostasevicius, “Cowper-Symonds material deformation law application in material 
cutting process using LS-DYNA FE code: turning and milling,” in 8th European LS-DYNA Users’ 
Conference, Kaunas, 2011.  
[2
2]  
M. Aleyaasin, Mechanics of Finite Deformation and Fracture, 1 ed., Oakville: Apple Academic Press, 
2015.  
[2
3]  
H. Yu, Plasticity and Geotechnics, 1 ed., New York: Springer US, 2006.  
 101 
[2
4]  
A. Higdon, E. Ohlsen, W. Stiles, J. Weese and W. Riley, “Material Properties and Stress-Strain 
Relationships,” in Mechanics of Materials, 4th ed., New York, Wiley & Sons, 1985, pp. 89-124. 
[2
5]  
P. Kelly, “Solid Mechanics Part II: Hardening,” Department of Engineering Science - University of 
Auckland, 23 9 2015. [Online]. Available: 
http://homepages.engineering.auckland.ac.nz/~pkel015/SolidMechanicsBooks/Part_II/08_Plasticity
/08_Plasticity_06_Hardening.pdf. [Accessed 26 10 17]. 
[2
6]  
ANSYS, Inc., “Lecture 5: Rate Independent Plasticity,” ANSYS, Inc Proprietary, 2010. 
[2
7]  
School of Materials Science and Engineering, “Crack Theory: Ductile Fracture - Cup and Cone 
Fracture,” UNSW Sydney, 17 12 2013. [Online]. Available: 
http://www.materials.unsw.edu.au/tutorials/online-tutorials/2-cup-and-cone-fracture. [Accessed 1 
11 2017]. 
[2
8]  
D. Barton, “Determination of the high strain rate fracture properties of ductile materials using a 
combined experimental/numerical approach,” International Journal of Impact Engineering, vol. 30, 
pp. 1147-1159, 2004.  
[2
9]  
ANSYS, Inc., “Failure,” SHARCnet, 2016. [Online]. Available: 
https://www.sharcnet.ca/Software/Ansys/16.2.3/en-us/help/wb_sim/ds_Failure.html. [Accessed 2 
11 2017]. 
[3
0]  
G. Majzoobi, P. Kazemi and M. Pipelzadeh, “Determination of the Constants of Material Models Using 
Inverse Taylor Test,” Experimental Techniques, vol. 40, no. 2, pp. 609-620, 2016.  
[3
1]  
F. Dehgolan, M. Behazdi and J. Sola, “Obtraining Constants of Johnson-Cook Material Model using a 
Combines Experimental, Numerical Simulation and Optimization Method,” International Journal of 
Mechanical, Aerospace, Industrial, Mechatronic and Manufacturing Engineering, vol. 10, no. 9, pp. 
1586-1593, 2016.  
[3
2]  
L. Gambirasio and E. Rizzi, “On the calibration strategies of the Johnson–Cook strength model: 
Discussion and applications to experimental data,” Materials Science and Engineering, vol. 610, pp. 
370-413, 2014.  
[3
3]  
ANSYS, Inc., “Section 7.11 - Failure,” in ANSYS User Guide - Release 17.2, Canonsburg, ANSYS, 2015.  
 102 
[3
4]  
Y. Bai, X. Teng and T. Wierzbicki, “On the Application of Stress Triaxiality Formula for Plan Strain 
Fracture Testing,” Journal of Engineering Materials and Technology, vol. 131, no. 2, 2009.  
[3
5]  
B. Bao and T. Wierzbicki, “On Fracture Locus in the Equivalent Strain and Stress Triaxiality Space,” 
International Journal of Mechanical Sciences, vol. 46, pp. 81-98, 2004.  
[3
6]  
G. Johnson and W. Cook, “Fracture Characteristics of Three Metals Subjected to Various Strains, 
Strain Rates, Temperatures and Pressures,” Engineering Fracture Mechanics, vol. 21, no. 1, pp. 31-
48, 1985.  
[3
7]  
M. Weyer, “An Experimental and Theoretical Study on the Effect of Strain Rate on Ductile Damage,” 
University of Cape Town, Cape Town, 2016. 
[3
8]  
H. Czichos, T. Saito and L. Smith, Handbook of Materials Measurement Methods, 1 ed., Wurzburg: 
Springer, 2006.  
[3
9]  
K. Ramesh, “High Strain Rate and Impact Experiements,” in Handbook of Eperimental Solid 
Mechanics, 1 ed., New York, Springer, 2008, pp. 929-959. 
[4
0]  
R. Sierakowski, “Strain Rate Behavior of Metals and Composites,” Convegno IGF, 1997.  
[4
1]  
MTS, “MTS Acumen® Electrodynamic Test Systems,” 2017. [Online]. Available: 
http://www.mts.com/en/products/producttype/test-systems/load-frames-
uniaxial/Electrodynamic/index.htm. [Accessed 14 05 2017]. 
[4
2]  
ASM International, “Introduction to Tensile Testing,” in Tensile Testing, Second Edition, Ohio, ASM 
International, 2004, pp. 1-12. 
[4
3]  
W. Sharpe, Handbook of Experimental Solid Mechanics, 2 ed., New York: Springer, 2008.  
[4
4]  
M. GRĄZKA and J. JANISZEWSKI, “Identification of Johnson-Cook Equation Constants using Finite 
Element Method,” ENGINEERING TRANSACTIONS, vol. 60, pp. 215-223, 2012.  
[4
5]  
J. Sturges and B. Cole, “The flying wedge: A method for high-strain-rate tensile testing. Part 1. Reasons 
for its development and general description,” International Journal of Impact Engineering, vol. 25, 
pp. 251-264, 2001.  
 103 
[4
6]  
G. Majzoobi, D. Barton and M. Ramezani, “Stress wave effects in the Flying Wedge high strain rate 
tensile testing device,” The Journal of Strain Analysis for Engineering Design, vol. 42, pp. 507-517, 
2007.  
[4
7]  
G. Majzoobi and S. Lahmi, “A comparative study on the restrictions of dynamic test methods,” in 
International Conference on the Mechanical and Physical Behaviour of Materials under Dynamic 
Loading, Lugano, 2015.  
[4
8]  
X. Wang and J. Shi, “Validation of Johnson-Cook plasticity and damage moel using impact 
experiment,” International Journal of Impact Engineering, vol. 60, pp. 67-75, 2013.  
[4
9]  
J. Foster and M. Gilmore, “The Generalized Taylor Test,” in American Institute of Physics, 2004.  
[5
0]  
ASM International, “Chapter 1 - Introduction to Tensile Testing,” in Tensile Testing, Ohio, ASM 
International, 2004, pp. 1-12. 
[5
1]  
A. Internatioal, “E8 / E8M - 08 Standard Test Methods for Tensile Testing of Metallic Materials,” ASTM 
International, West Conshohocken, 2008. 
[5
2]  
Scipy Community, “scipy.optimize.curve_fit,” SciPy.org, 21 5 2017. [Online]. Available: 
https://docs.scipy.org/doc/scipy-0.19.1/reference/generated/scipy.optimize.curve_fit.html. 
[Accessed 10 9 2017]. 
[5
3]  
S. Kut, “A simple method to determine ductile fracture strain in a tensile test of plane specimens,” 
Metallurgija, vol. 49, no. 4, pp. 295-299, 2010.  
[5
4]  
E. Wang, T. Nelson and R. Rauch, “Back to Elements - Tetrahedra vs. Hexahedra,” in International 
ANSYS Conference, Munich, 2004.  
[5
5]  
J. Frontán, Y. Zhang, M. Dao, J. Lu, F. Gálvez and A. Jérusalem, “Ballistic performance of 
nanocrystalline and nanotwinned ultrafine crystal steel,” Acta Materialia, vol. 60, no. 3, pp. 1353-
1367, 2012.  
[5
6]  
G. Kay, “Failure modeling of titanium 6AI-4V and aluminum 2024-T3 with the Johnson-Cook material 
model,” Office of Aviation Research, Federal Aviation Administration, Washington, 2003. 
[5
7]  
K. Vedantam, D. Bajaj, N. Brar and S. Hill, “Johnson - Cook Strength Models for Mild and DP 590 
Steels,” in AIP Conference Proceedings, 2006.  
 104 
[5
8]  
L. Schwer, “Optional Strain-Rate Forms for the Johnson Cook Constitutive Model and the Role of the 
Parameter Epsilon_0,” in 6th European LS-DYNA Users' Conference, Anwenderforum, Frankenthal, 
2007.  
[5
9]  
J. Schreiber, “HIGH-STRAIN-RATE PROPERTY DETERMINATION OF HIGH-STRENGTH STEEL USING 
FINITE ELEMENT ANALYSIS AND EXPERIMENTAL DATA,” Pennsylvania State University, Philadelphia, 
2013. 
[6
0]  
M. Agmell, A. Ahadi and J.-E. Stahl, “The Link Between Plasticity Parameters and Process Parameters 
in,” in 14th CIRP Conference on Modeling of Machining Operations (CIRP CMMO), Turin, 2013.  
[6
1]  
D. Malcolm, Tensile Test-X3, Type 2630-106 Extensometer, Brisbane: School of Engineering - Lab 
Support, 2017.  
[6
2]  
H. Nordhagen, S. Kragset, T. Berstad, A. Morin, C. Dorum and A. Mukejord, “A new coupled fluid-solid 
modeling methodology for running ductile fracture,” Computers and Structures, vol. 94, pp. 13-21, 
2012.  
[6
3]  
Y. Cengel and A. Ghajar, Heat and Mass Transfer, 4th ed., Singapore: McGraw Hill, 2007.  
[6
4]  
J. Thomas, “Allowable Stresses and Loads,” Missouri University of Science and Technology, 2004. 
[Online]. Available: http://classes.mst.edu/civeng110/concepts/04/allowable/index.html. [Accessed 
22 10 2017]. 
[6
5]  
N. Bourne, S. Parry, D. Townsend, P. Withers, C. Soutis and C. Frias, “Dynamic damage in carbon-fibre 
composites,” Philosophical Transactions of the Royal Society A: Mathematical, Physical & Engineering 
Sciences, vol. 374, no. 2071, 2016.  
 
 
 
  
 105 
 APPENDICES 
 
Table 10.1: Collection of Johnson Cook Strength Constants from Literature 
Material A 
(MPa) 
B 
(MPa) 
C n m 𝜀0̇ Source Method 
304 Stainless 
Steel 
280 802.5 0.0799 0.622 1 11 [55]  
Aluminium 
2024-T3 
370 684 0.0083 0.73 1.7 1 [56]  
Mild Steel 217 234 0.6425 0.0756 - 1 [57] Fitting SHBT raw 
data 
DP 590 Steel 430 823.6 0.5071 0.0171 - 1 [57] Fitting SHBT raw 
data 
A36 Mild Steel 286 500 0.017 0.228 0.917 1 [58] Fitting TSHB raw 
data 
4340 High 
Tensile Steel 
792 510 0.014 0.26 1.03 - [59] Fitting Raw data 
from Hopkinson 
4140 High 
Tensile Steel  
595 580 0.023 0.133 1.03 - [60] Not Stated 
‘Armour Steel’ 980 2000 0.83 0.0026 1.4 10−4 𝑠−1 
 
 Fitting Tensile 
Test Data 
 
Table 10.2: Collection of Johnson Cook Damage Constants from Literature 
Material D1 D2 D3 D4 D5 Source Method 
304 Stainless 
Steel 
0.69 0 0 0.054
6 
0 [55] Not stated 
Aluminium 
2024-T3 
0.112 0.123 1.5 0.007 0 [56]  
4140 High 
Tensile Steel 
1.5 3.44 -2.12 0.002 0.1 [60] Not Stated 
‘Armour Steel’ 0.05 0.8 -0.44 -
0.046 
0 [18] Fitting Tensile 
Test Data 
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Table 10.3: Tensile tesing at AS 1391-2005 on old and new X3 diaphragm material at range of score geometries. Data from [61]. 
Specimen Label Width [mm] Thickness 
[mm] 
Maximum Load 
[kN] 
Tensile stress 
at maximum 
Load [MPa] 
Load at 0.2% 
Yield [kN] 
Tensile 
stress at 
0.2% Yield 
[MPa] 
Plastic Strain 
at 
Break 
[%] 
Young's 
Modulus 
[GPa] 
Comments 
1A-1 20.030 2.900 23.638 407 19.396 334 - 186.46  
1A-2 20.020 2.850 23.855 418 18.933 332 39 217.70  
1B-1 20.030 2.910 23.824 409 18.475 317 39 216.07  
3A-1 20.170 3.040 27.989 456 19.928 325 32 207.27  
1B-2 20.040 2.940 23.808 404 17.870 303 40 218.65  
3A-2 20.070 3.080 27.911 452 19.753 320 35 195.71  
3B-1 20.070 3.040 28.264 463 20.378 334 17 200.10 Break outside 
extensometer 
3B-2 20.110 3.050 27.766 453 20.332 331 23 215.56 Break outside 
extensometer 
2A-1 20.090 2.910 19.906 340 13.220 226 46 214.33  
2A-2 20.090 2.890 19.796 341 12.907 222 45 209.36  
2B-1 20.090 2.890 20.043 345 15.534 268 42 226.68  
2B-1 (2B-2) 20.080 2.890 20.033 345 14.938 257 42 213.79  
 107 
10.1  
 
 
  
Figure 10.1: Flowchart showing the solution cycle executed in Explicit Dynamics. Source from Ansys User Guide [17]. 
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10.2   MESH CONVERGENCE PLOTS 
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Figure 10.2: Mesh convergence for Standard Specimen simulated at quasi-static conditions 
2
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
3
5
6
7
8
9
10
11
0 0.0001 0.0002 0.0003 0.0004 0.0005
D
is
p
la
ce
m
en
t 
[m
m
]
Fo
rc
e 
[k
N
]
Inverse Cell Count [1/N]
Peak Force [kN] Force at Failure [kN] Elongation at Failure [mm]
Figure 10.3: Mesh convergence for N4 Specimen simulated at quasi-static conditions 
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Figure 10.4: Mesh convergence for N2 Specimen simulated at quasi-static conditions 
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10.3 ASSORTED FIGURES 
 
Figure 10.5: View of X3 diaphragm split into sub-sections for ease of meshing 
Figure 10.6: Close-up view of score region showing the sub-sections of the diaphragm 
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Figure 10.7: Pressure history of multiple X3 shots. Note how the pressure change is not significant until 
approximately -0.005 sec. 
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Figure 10.8: Dr 
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awing of X3 diaphragm 
