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In this paper the method of contractor directions obtained by Altman is applied 
to the Dubovitskii-Milyutin formalism. By using this method, some specification of 
the Dubovitskii-Milyutin theorem is proved for the case of n equality constraints 
given by Glteaux-differentiable operators. 0 1987 Academic Press, Inc. 
INTRODUCTION 
The Dubovitskii-Milyutin method presented in [4] is applied to obtain 
a necessary optimality condition for problems with only one equality con- 
straint. Some specifications of the Dubovitskii-Milyutin method for the 
case of n equality constraints given by Frtchet-differentiable operators is 
obtained in [6] by using the Lusternik theorem from [S]. 
The method of contractor directions presented by Altman in [ 1,2] is 
applied in [3] to obtain some generalization of the Lusternik theorem 
under the assumption of Gateaux differentiability. This generalization is 
used in [3] to prove the Lagrange multipliers theorem and the extremum 
principle for the mathematical programming under these weaker 
assumptions. 
In our paper a generalization of the Lusternik theorem from [3] is 
applied to obtain some specification of the Dubovitskii-Milyutin method 
for the case of n equality constraints given by Gateaux-differentiable 
operators. 
1. A SPECIFICATION OF THE DUBOVITSKII-MILYUTIN LEMMA FOR THE 
CASE OF GATEAUX-DIFFERENTIABLE OPERATORS 
Let X, Yi, i = 1, 2 ,..., n, be Banach spaces. Let us denote 
zi= (xEX:F,(x)=O} for i=l,2 ,..., n, 
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where F,: X-+ Y;, i= 1, 2 ,..., n, are Gateaux-differentiable operators in 
some neighbourhood of the point x0 E n;= , Z,. 
Denote by RX+ Y,x ... x Y, an operator defined by the formula 
F(x ) = (F,b), FAX),..., F,,(x)). 
By Z we denote the set 
z= i Zi= {xEX: F(x)=0 
,=I 
Finally, let us denote 
C’, = {x E 2’: Vl;,(x,) x = 0} where 
Remark 1. We shall call the operator F: X -+ Y (A’, Y are Banach 
spaces) G-regular at the point x,, E X if VF(x,) exists and Im VF(.x,) = Y. 
Under these assumptions, we can prove the following. 
LEMMA 1.1. If the operator F is G-regular at the point x0 E Z, then 
where C,? denotes the cone dual to Ci, i= 1, 2 ,..., n, (cf. 14, Sect. lo]) 
Proqf. From the assumptions about the operator F we have that 
jx~X:VF(x~)x=0} 
= ~xEX:VF~(X~)X=O...VF,(.~~~).~=O). (1.1) 
Equation (1.1) can be written in the form 
ker VF(x,) = fi C,. (1.2) 
The operator VF(x,) is known to be linear continuous and “onto”, 
hence, from the annulator lemma (cf. .[S, Sect. 0.21) it follows that 
(ker VF(x,))’ = Im VF*(x,) (1.3) 
where by VF*(x,) we denote the operator dual to VF(x,,), 
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But ker VF(x,) is a subspace of A’, therefore 
(ker VF(x,))’ = { x* E X*: (x*, x) = 0 for any x E ker VF(x,)} 
= (ker VF(x,))* (1.4) 
where by (ker VF(x,))* we denote the cone dual to ker VF(x,). 
Taking into account conditions (1.2), (1.3), and (1.4) we get 
( ) fi Ci *=ImVE*(x,). ,=I 
Let x* be an arbitrary element of (n;= i Ci)*, hence x* E Im VF*(x,). In 
view of the definition of the dual operator, we have that there exists a 
functional ,v* E (Yi x .. x Y,)* such that 
VF*(x,) y* = x*. (1.5) 
Let x be an arbitrary element of the space X. Taking account of Eqs. 
(1.1) and (1.5) we get 
Cx*, x) = (Y*, vF(xO) x) = f (.Y*, vFi(xO) x) 
i= 1 
whence 
= f vF,*(x())y*, x ) 
( i= 1 ) 
x* = f vFF(xo)y*. 
r=l 
It is easy to check that VFf(x,) y* E CT for i = 1,2,..., n. 
This follows from the equation 
(VF,*(x,) y*, x) = (y,?, VFjL(x,) x) = 0 for any x E C;. 
We have thus shown that, for any x* E (fly= i Ci)*, there exist x* E CF, 
i = 1, 2,..., II, such that 
x*=x;+ ... +x* n, 
hence 
( > fi Ci * c i: CT. i= 1 i=l 
The opposite inclusion is obvious. 
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Using Lemma 1.1, we can prove some specification of the Dubovitskii~~ 
Milyutin lemma from [4] for the case of n equality constraints given by the 
Gateaux-differentiable operators. 
LEMMA 1.2. Let C, , C, ,.., C,, C, + , ,..., C,, + ,~ be cones in X with vertices 
ut 0; C, , C, ,..., C,, are open and convex, C,, + , , C, + z ,..., C, + m are subspaces 
given in the,form 
c,= {xEX:VF,(x”)X=O) for i = n + l,..., n + m, 
where F, : X -+ Y,, i = n + I,..., n + m and the operator F: X -+ Y,,+ , x 
“’ x y,,,., given by the formula F(x) = (F,, + 1(x) . . . F,, + ,(x)) is Gateaux- 
dtflerentiahle in some neighbourhood of the point x0 E X. 
Thus, 
1. if the functional F is G-regular at the point x,, E X, then 
fly:? C, = @ if and only zf there exist linear continuous functionals f, E CT, 
i= I, 2,..., n + m, not vanishing simultaneous1.v such that 
.f, +f2 + . . +.f, + m = 0; 
2. lf Im VF(x,) is a proper subspace closed in Y and the operators F,. 
i = n + l,..., n + m, are G-regular at the point x0 E Z, then there exist linear 
continuous ,functionals f, E C,*, i = 1, 2 ,..., n + m, not vanishing simultaneously- 
and such that 
.fi +f2+ .” +J;,+n,=o; 
3. (f not all the operators F, are G-regular at the point x0 E X, then 
there exist functionals f, E CT, i= 1, 2 ,..., n, and y,* E Y,* for 
i = n + 1 ,..., n + m, not vanishing simultaneously and such that 
f,+.f2+ ... +.L+f,,+1+ ‘.. +.f,+m=O 
where ,f, = VFy(x,) y* E C,* ,for i = n + I,..., n + m. 
The equation in the proposition is called the Euler-Lagrange equation. 
Proof. 1. Let us denote 
n+t?l 
I?= (-) c,. 
,=n+ I 
(1.6) 
It is obvious that 2; is a convex cone subspace. Let us apply the 
Dubovitskii-Milyutin lemma to the system of cones C,, C,,.., C,, ?. We 
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obtain that n;= i Ci A c= 0 if and only if there exist linear continuous 
functionals fi E Ci and 7~ c*, not vanishing simultaneously and such that 
fi +f* + ... +fn +f=o. (1.7) 
From (1.6) we have that f~ (n;=+;+ , C,)*. The cones Ci, 
i = n + l,..., n + m, satisfy the assumptions of Lemma 1.1, thus 
Hence, from (1.8) we have that fe C;z,“, 1 C). Then there exist linear 
and continuous functionals fi E C,?, i = n + l,..., n + m, such that 
7=fn+,+fn+z+ ..' +f,+,. (1.9) 
Combining (1.7) and (1.9), we obtain the Euler-Lagrange equation. 
Now, it is enough to show that f,, f2 ,..., ,f,f,,+ ,,..., f,,,, are not 
vanishing simultaneously. 
This follows directly from the fact that f,, fi,..., ,f,,, 7 are not vanishing 
simultaneously and from Eq. (1.9). 
2-3. Let us apply the theorem on a closed subspace (cf. 
[S, Sect. 0.21). We obtain that there exists a nonzero functional y* E Y* 
such that 
(Y*, Y) = 0 for any y E Im VF(x,), 
i.e., 
c.Y*, Vfkl) x) = 0 for any x E X. (1.10) 
It is obvious that 
VmJ x = (VF, + 1(x0) x,.-3 VF, + mb%) xl. (1.11) 
Using the fact that Y= Y,,,, x ... x Yn+,vZ and (1.11) from (l.lO), we 
obtain that there exist functionals y* E YT, i = n + l,..., n + m, such that 
By making use of the definition of dual operator (cf. [5, Sect. 0.2]), we 
can rewrite the last equation in the form 
( nr VF:(x0)y:,x)=O foranyxEX, 
i=n+l 
(1.12) 
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n + m 
c VFfyx,) y* = 0. 
1=n+l 
Let us put 
.L = vm.&J y*, i=n+ l,...,n+m. 
It is easy to show that j; E C,* for i = n + l,.,., n + m. 
This follows immediately from the equality 
(1.13) 
(1.14) 
t.v*, VF,(x,) x) = (VF,*(x,) y *, x) 
= (f,, .x) fori=n+l,...,n+nz. (1.15) 
Combining (1.13), (1.14), and puttingf,=f; = ... =.f;, =O, we obtain the 
Euler-Lagrange equation in cases 2 and 3. Now, it is enough to show that. 
in case 2, the functionals ,fO, f, ,..., ,f,,, ,f;, , , . . . . . ,f;, +,), are not vanishing 
simultaneously. Suppose that f, = 0 for i = n + I,..., n + 07. In this case, from 
equality (1.15) it follows that 
(.I,,?-, VF,(x,,) .K) = 0 for any x E X, i = 77 + 1 ,..., 17 + 117. (1.16) 
Using the theorem on the annulator of a closed subspace (cf. [S]) and the 
assumptions about the operators F,, from Eq. ( 1.16) we have that ~7 = 0 
for i= n + I,..., n + m, but this contradicts the fact that J’* is a nonzero 
functional. 
2. THE METHOD OF CONTRACTOR DIRECTIONS 
We shall give some information about the method of contractor direc- 
tions (cf. [ 1, 21). We shall formulate Theorem 2.1, Corollary 2.1, and 
Theorem 2.2 (cf. [3]). These theorems will be applied in our paper in order 
to obtain some specification of the DubovitskiiKMilyutin theorem for the 
case of 17 equality constraints given by Gateaux-differentiable operators. 
DEFINITION 2.1 131. Let P: D(P) c X + Y be a nonlinear mapping 
where D(P) is a vector space and A’, Y are real or complex Banach spaces. 
Denote by B the class of increasing functions B such that 
(i) B(0) = 0, B(s) > 0 for s > 0; 
(ii) j;;s ’ B(s) ds < x for some positive II. 
Let g: X-t (0; a) be an arbitrary functional which is bounded on closed 
bounded sets of X. 
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DEFINITION 2.2 [3]. Given P: D(P) + Y, then Z,(P) = f ,( P, q) is a set 
of contractor directions at x E D(P) which has the (B, g)-property if, for 
arbitrary y E rx(P), there exist a positive number s = E(X, y) < 1 and an 
element h E X such that 
IIPb+~~)--~-cYII 6q4yll, (2.1) 
llhll G ~MX))ll.Yll~ (2.2) 
where x + sh E D(P) and q = q(P) < 1 is some positive number independent 
of x E D(P). 
Let S = S(x,, u) be an open ball in X with center x0 E D(P) and radius r, 
and put U = D(P) n S, U0 = D(P) n S. 
DEFINITION 2.3 [3]. Denote by L: Y + Y the set of all bounded linear 
operators from Y into Y. Suppose that there exists a family {A(x)} of 
bounded linear operators A(x) E L( Y -+ Y), x E U,, which has the following 
properties: 
ll4l G c for all x E U, and some constant C. (2.3) 
There exists a positive 4 < 1 such that 
IIU- (A(x)) Pxll d Wxll for all xE UO, (2.4) 
where Z is the identity mapping of Y. For each x E UO, we have that 
y= -A(X)PXEL(P, 4) (2.5) 
which has the (B, g)-property, i.e., for each y = -A(x) Px, there exist a 
positive number E < 1 and an element h E X satisfying conditions (2.1) and 
(2.2). Finally, we assume that 
q+q<1. (2.6) 
THEOREM 2.1 [3]. Suppose that the following hypotheses are satisfied 
(a) P: U + Y is a nonlinear operator closed on U; 
(b) there exist a family of bounded linear operators A(x), XE UO, and 
a positive number q < 1 satisfying conditions (2.3)-(2.6); 
(c) Px, = 0 and the Gateaux derivative VP(x,) exists (not necessarily 
bounded); 
(d) the function B in relation (2.2) is of the form Bs = Cs where C is 
some constunt. Then, for euch h # 0 with VP(x,) h = 0, there exists a number 
t(h) > 0 with the following property: 
For each t with ItI < t(h), there exists an element n(t) E X such that 
P(x,+th+u](t))=O and Iln(t)ll/t-0 us t-0. 
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Theorem 2.1 implies 
COROLLARY 2.1 [3]. Let P: S(x,, r) -+ Y he a closed nonlinear operator 
with Px, = 0. Suppose that the Gateaux derivative VP(x) (not necessaril? 
bounded) exists and VP(x)(X) is dense in Y for all x E S(x,, r ). If there is u 
constant c which has the property that, for every x E S(x,, r), y E VP(x)(X), 
there exists an element h E X such that 
VP(x)h=y and llhll G 4.d, (2.7) 
then the assertion of Theorem 2.1 holds true. 
DEFINITION 2.4 [3]. The operator T: S(x,, r) -+ Y is said to be a 
Lipschitz approximation to P: S(x,, r) --t Y if P - T is a Lipschitz operator, 
i.e., there exists a constant K such that 
il(P?r-T%)-(Px-TxII <Kll.f-.xil forallx,ZuS(,~O,r). (2.X) 
THEOREM 2.2 [3]. Suppose that the ,following hypotheses are satisfied: 
(a) T is a Lipschitz approximation to P satisfying (2.8). 
(b) The Gciteaux derivative VT(x) exists and is a mapping onto Y fin 
all x E S(x,, r). 
(c) There exists a constant C such that the equation VT(.u) h = ~3 bus a 
solution far all x E S(x,, r) and y E Y with 
llhll 6 Cllvll and CK< I. 
(d) The Gbteaux derivative VP(x,) (not necessari1.y bounded) e.xi.sts. 
(e) Px, = 0. 
Then the assertion of Theorem 2.1 holds true. 
The above theorems are some generalizations of the Lusternik theorem 
from [S]. Lusternik assumes that the Frechet derivative P’(x) exists for all 
.YE S(x,, r) and is continuous at x0, and Im P’(x,,) = Y. 
3. SOME SPECIFICATION OF THE DUBOVITSKII-MILYUTIN THEOREM 
Using Lemma 1.2 and Theorem 2.1, Corollary 2.1 or Theorem 2.2, we 
obtain some specification of the Dubovitskii-Milyutin method for the case 
of n equality constraints given by Gateaux-differentiable operators. 
First, let us make some remarks. 
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Remark 3.1. Denote the set 
2= {XEX Px=O}. (3.1) 
Assume that the conditions of Theorem 2.1 Corollary 2.1, Theorem 2.2 
are satisfied; hence X~E 2. Making use of the definition of the cone of 
tangent directions (cf. [3]), we get that the proposition of Theorem 2.1 can 
be written as the following inclusion 
{h:VF(x,)h=O A h#O}cTC(2,x,) 
where X(2, x,,) denotes a cone tangent to the set 2 at the point X0. 
Let S(x,, r) be, as previously, an open ball in X with center x,, and 
radius r. 
THEOREM 3.1. Let 
1. a functional G(x) attain its local minimum on the set Z= nrz”’ Zj 
at the point x0 E Z; 
2. G(x) decrease regularly at the point x0 with the cone of decrease 
co; 
3. the inequality constraints Z, c X for i = 1, 2,..., n he regular at the 
point x,, with the feasible cones C,, i = 1, 2 ,..., n; 
4. the equality constraints Zi, i = n + l,..., n + m, be given in the form 
zi= {xEX:Fi(X)=O} 
hvhere F,: X -+ Yj for i = n + l,..., n + m are Gateaux-differentiable in some 
neighbourhood S(x,, r) of the point x0 E Z and G-regular at this point, the 
operator F: X-+ Yn+, x ... x Y,,, gioen by the formula F(x) = (F,,, ,(x),..., 
F,,+,,,(x)) is such that Flm a closed, nonlinear operator and Im VF(x,) is 
closed in Y= Y,+, x ... x Y,,,. In addition, the following condition is 
satisfied: there is a constant C which has the property that, for every 
x E S(x,, r), y E Im VF(x), there exists an element h E X such that 
VF(x) h = y and llhll d C. Ilvll; (3.2) 
5. the cones Ci be of the form 
C;= {x~X:VF;(x,)x=0}; (3.3) 
then there exist linear continuous jiinctionals fi E CT, i = 0, l,..., n + m, not 
vanishing simultaneously and such that 
fcl+f1+ ... +f,+fn+t + ... +f,+,=0 
(the Euler-Lagrange equation). 
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Remark 3.2. It is clear that if the operators Fi, i = n + l,..., n + m, are 
Gateaux-differentiable at the point 2’~ S(x,, Y), then the operator F is 
Glteaux-differentiable at this point and 
(VF(?) x) = (VF,, ,(g) x...VF,,+,(.f) x). 
Remark 3.3. It is obvious that the assumptions of Corollary 2.1 in the 
above theorem can be replaced by the assumptions of Theorem 2.1 or 
Theorem 2.2. 
Proof: We shall consider two cases. 
1. First, let us assume that Im VF(x,) = Y. In this case, it is enough 
to show that 
n + m 
,po Cl = @. 
Suppose to the contrary that there exists some hi fly=+; C,. 
Since h E Cj for i= 1, 2,..., n, therefore from the definition of a feasible 
direction (cf. [4]) and from the fact that the number of sets Z,. 
i = 1, 2,..., n, is finite it follows that there exist a neighbourhood O,(h) of 
the vector h and some E, > 0 such that, for any EE O,(h) and I:E [0, e,], we 
have that x,, + E&E ny=, Z,. Now, let us consider the fact that h E C, for 
i=n+l ,..., n + m. From assumption 5 it follows VF,(s,,) h = 0 for 
i = n + 1 ,..., n + m. In view of Remark 3.2, we have that VF(.y,,) k = 0. It is 
easy to check that the operator Flm satisfies all the assumptions of 
Corollary 2.1. Making use of this corollary, in view of Remark 3.1, we get 
that h E TC(n;:,:,; l Z,, x,), i.e., there exist some i:. > 0 and a function 
Y: [0, e,] + X such that, for any g E [0, ~(~1, xc, + c/z + r(c) E fly:,:,+ , Z,. 
Besides, the vector h E C,; thus, from the definition of a feasible direction 
(cf. [4]), it follows that there exists E>_> 0, x < 0 and a neighbourhood 
O>(h) of the vector h such that, for any hEO?(h) and CE [0, cl], 
G(x, + ~5) < G(x,) + EX < G( x0). 
Now, let us put El=min(e,,~,,~), O(h)=O,(h)nO,(h), &t:)= 
h + (l/~) r(c). Then it is easily noticed that, for any E E [0, a], the vector h(c) 
is simultaneously a feasible direction for the sets Z,, i = 1, 2,..., n, at the 
point x0, a tangent direction to the sets Z,, i = n + I,..., n + m and a direc- 
tion of decrease of the functional G at this point. Hence x,, + E&C) E Z and 
G(x,+E@F)) < G(x,). This contradicts assumption 1. We have thus shown 
that nr:F Cj = @. All the assumptions of Lemma 1.2 are satisfied, so, by 
making use of part 1 of this lemma, we obtain the Euler-Lagrange 
equation. 
2. Now, assume that Im VF(x,) # Y. In this case, from assumption 4 
we have that ImVF(x,) is a proper closed subspace of Y. It is easy to 
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notice that all the assumptions of Lemma 1.2 (2) are satisfied; then, apply- 
ing this lemma, we obtain the proposition in this case, too. 
THEOREM 3.2. Let 
1. a functional G(x) attain its local minimum at the point X~E Z= 
ny=+,m zi; 
2. G(x) decrease regularly at the point x,, with the cone of decrease 
co; 
3. the inequality constraints Zi for i= 1, 2,..., n be regular at the 
point x0 with the feasible cones C;, i= 1,2,..., n; 
4. the equality constraints be in the form 
z,= {xEX:Fj(x)=O} 
where F,: X-, Yi for i=n+ l,..., n + m are operators Gciteaux-differentiable 
in some neighbourhood of the point x0 E Z, but not all the operators F, are 
G-regular at this point, the operator F: X + Y,, 1 x ... x Y,,+, given by the 
formula F(x) = (F,+,(x), F,,+2(x),..., F,+,(x)) satisfies the condition that 
Im VF(x,) is a subspace closed in Y, + , x . . . x Y,, + m ;
then there exist linear continuous functionals f, E C,? for i = 0, l,..., n and 
y* E YT for i = n + l,..., n + m, not vanishing simultaneously and such that 
fo +f, + ... +fn+fn+l+ *.. +fn+m=O 
where fi = VF,*(x,) y,? E CT for i = n + 1, n -t 2 ,..., n + m. 
ProoJ The proposition is obtained directly by making use of 
Lemma 1.2, part 3. 
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