Correlation Clustering was defined by Bansal, Blum, and Chawla as the problem of clustering a set of elements based on a possibly inconsistent binary similarity function between element pairs. Their setting is agnostic in the sense that a ground truth clustering is not assumed to exist, and the only reasonable way to measure the cost of a solution is by comparing it with the input similarity function. This problem has been studied in theory and application and has been subsequently proven to be APX-Hard.
Introduction
Correlation Clustering was defined by Bansal, Blum and Chawla [1] as the problem of agnostically learning how to cluster data based on a binary similarity function. The similarity function tells us, for each pair, whether they are similar or not. The reason they called the problem agnostic is because there is no real notion of an underlying true clustering of the data, and the algorithm tries to "do its best" with respect to the given similarity function. This gives rise to an NP-hard optimization problem which is studied in their paper and in consequence work [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] . Applications include microarray and database clustering. In this paper we assume a setting in which there is an (unknown) correct way to cluster the data. Such a scenario is realistic and arises in cases such as duplicate detection and elimination in large data (also known as the record linkage problem).
The question is, how does there being an underlying true clustering help us if we don't know what that truth is? Our main result is a clustering algorithm taking the similarity function as input in such a way that guarantees that if the similarity function "respects" the true clustering, then the output will respect the true clustering. In other words, we care about the quality of the output w.r.t. the truth only insofar as we expect the similarity function to be "good". Traditional combinatorial optimization gives an indirect solution to the problem. In this work we show how to "shortcut" that approach and obtain better results.
To make the story clear, we introduce some notation. Assume we are interested in (some function of) an object τ * , which is an unknown ground truth. We have access to an observation h. It is good to think of h as a noisy version of τ * (see example below), although we assume here that h is adversarial and could possibly have no connection whatsoever with τ * . We are interested in cases where τ * comes from some restricted space P (for property) of consistent objects (in our example, clusterings). The observation h may violate the property and lie in a larger space U ⊇ P . We measure distance, or disagreement with respect to the truth τ * using a cost function f : P × U → R + . Unlike the traditional setting considered in combinatorial optimization, property testing and reconstruction problems, where the target is to minimize f (x, h), here the output x is measured against τ * , i.e the target is to minimize f (τ * , x). In both cases we divide by f (τ * , h) to obtain a unit free approximation ratio.
Our problem is described precisely as follows. In the deterministic case, the goal is to output x ∈ P , depending on h only, such that f (τ * , x) ≤ Cf (τ * , h) for some global constant C (as small as possible). In the randomized case, the goal is to output a sample from a distribution D depending only on h such that E x∼D f (τ * , x) ≤ Cf (τ * , h) for the smallest possible C. Note that we have to argue against an adversarial choice of τ * , since we assume no knowledge on it. The corresponding decision problems are, given h ∈ U, C ≥ 1:
Deterministic:
(Where D is a distribution over the elements of P ). Note that unlike in traditional combinatorial optimization, where sufficient computational power always enables us to output a solution with approximation ratio of 1, obtaining C = 1 here may not always be possible: this problem is primarily of combinatorial and information theoretical and not computational nature. Being able to output x (deterministically or as a sample from D) efficiently is of separate, independent interest for practical purposes. Note that this setting is akin to the task of statistical prediction in the sense that the cost of the output (the action we take based on our observation), is determined by reality (such as the actual future price of a stock) regardless of how much computational power was used (to predict the future price). On the other hand, a bad model or insufficient observations are never assumed to be good for prediction. The hope of a good output therefore always relies on the premise of having a "good" or "close" model (though possibly incomplete or approximate). This is the intuition behind comparing f (τ * , x) with f (τ * , h) in (1) and (2): we cannot hope to get more information than that offered by h. In prediction problems, however, the ground truth is often assumed to be stochastic. 1 Here we assume the game is played against an adversary who knows our algorithm and picks the worst possible ground truth. Hence our approach can be considered to be a combination of machine learning and combinatorial optimization.
In machine learning reductions (see [11, 12, 13] and references therein), a complex, structured learning problem is divided into small (ideally binary) learning tasks, ignoring dependencies. Invoking the collection of small learners on data gives rise to an ensemble of "small" hypotheses, which need to be converted somehow into a consistent output. The cost of the output is not measured against the hypothesis ensemble, but against the true (unknown) structure.
2
As claimed above, traditional optimization gives the following indirect solution to problems (1) and (2): If f can be extended to U × U as a metric, then find x ∈ P approximately minimizing f (h, x) so f (h, x) ≤ C * f (h, τ ) for some C * ≥ 1 and for all τ ∈ P . By the triangle inequality f (τ,
Hence an approximation factor of C * for the traditional corresponding combinatorial optimization problem gives an upper bound of C = C * + 1 for the above decision problem, which is at least 2 even if we could solve the optimization problem optimally. A similar argument can be made for randomized combinatorial optimization and an expected approximation ratio. This immediately raises the question of whether we can go below 2 by shortcutting the traditional optimization detour (which is often an obstruction under certain complexity theoretical assumptions).
Very recently Ailon and Mehryar [13] , improving pioneering work in the context of machine learning reductions by Balcan et al [11] showed that it is possible to achieve C = 2 for a ranking problem, with an h τ * P x input output truth Figure 1 : Given an input h, a traditional optimization approach tries to find x minimizing the maximal ratio between the length of the light gray line and the dark gray line over all τ * . Our approach is to find x minimizing the maximal ratio between the black line and the dark gray line over all τ * .
improvement to C = 1 for a particular case related to a standard information retrieval cost function (in the randomized setting).
Here we study Correlation Clustering in this setting. We show that C = 2 can be obtained in the randomized setting, using distribution D on clusterings from which we can efficiently sample. This is better than what the traditional optimization approach can achieve because the corresponding optimization problem is APX-Hard [5] . Additionally, for any input h, we show that it is possible to compute, in polynomial time, a number C LP = C LP (h) ≤ 4/3, such that the answer to (2) is affirmative with C = 3C LP /2, using a distribution D on clusterings from which we can sample efficiently. If C LP < 4/3 then this serves as a witness for the possibility of getting C < 2. The invariant C LP is the value of a convex optimization problem which we write as an LP with an exponential number of constraints.
Interestingly, the first algorithm we present in Section 4, giving the 2-approximation (in the sense of decision problem (2)) is the same one used in [2] for traditional Correlation Clustering optimization. The shortcut is done in the analysis. The running time is analyzed in Section 7. In Section 5 we then present a new algorithm based on differential programming: We show that the limit at infinity of a solution to a piecewise linear differential equation in n 2 dimensions (where n is the number of elements we wish to cluster) is a fractional solution to the deterministic decision problem (1) with a factor of at most 4/3. We do not need to explicitly solve this differential equation, but just need its existence. The actual best fractional solution can be obtained by solving a certain LP with an exponential number of constraints, for which a separation oracle exists. The fractional solution satisfies a desirable triangle inequality property, which makes it amenable to a clustering algorithm (Section 6) with a factor of at most 3/2 (in the sense of decision problem (2)). The combined solution gives a factor of at most 4/3 × 3/2 = 2 again, but offers the additional bonus of obtaining a witness from the LP proving that the actual factor is strictly less than 2 in some cases. Finally, in Section 8 we show that 2 is the best possible constant in the deterministic case, and that there is a strict gap between the deterministic and randomized cases.
Definitions
We are given a set V of n elements to cluster together with a symmetric distance function h serving as clustering information. We use the convention that h(u, v) = h(v, u) = 1 if u, v are believed to belong to separate clusters, and 0 otherwise. Our input h lives in I but not in ∆, hence the function h only serves as noisy and incomplete clustering information. Indeed, it may tell us that h(u, v) = h(v, w) = 0 but h(u, w) = 1, hence violating transitivity. For a number a ∈ [0, 1] let a denote 1 − a. Define the Correlation Clustering cost function [1] 
Definition 2.1. The problem of CorrelationClusterX is defined as follows: Given h ∈ I and C ≥ 1 output x ∈ C such that for all τ * ∈ C, f (τ * , x) ≤ Cf (τ * , h) (assume promise of existence of x). In the randomized setting, the goal is to output a sample x from a distribution D on C, such that
) (assume promise of existence of D). An algorithm outputting x in the deterministic case or drawing it from D in the randomized case is called a C-approximation algorithm to CorrelationClusterX.
Deterministic CorrelationClusterX has a corresponding integer program over the n 2 variables of x ∈ C with an exponential number of constraints:
Note that in traditional correlation clustering, we would have used the constraint f (h, x) ≤ Cf (h, τ * ) for all τ * ∈ C instead. IP can be relaxed by allowing x ∈ ∆ and adding a constraint for each τ * ∈ ∆.
Clearly, an equivalent program can be obtained by using only constraints that correspond to vertices of ∆, of which there are exponentially many. Let (x IP , C IP ), (x LP , C LP ) be the minimizers of IP and LP, respectively.
Observation 2.1. LP has a separation oracle and can therefore be solved optimally in polynomial time.
To see Observation 2.1, note that given a candidate solution (x, C) it is possible to find τ * ∈ ∆ satisfying f (τ * , x) > Cf (τ * , h) (if one exists) using another simple standard linear program with τ * ∈ ∆ as variable. In this work we will show the existence of a feasible solution (x LP , C LP ) with C LP ≤ 4/3 by driving a solution to a piecewise linear differential equation to infinity.
Note that unlike in the usual case of combinatorial optimization LP relaxations, it is not immediate to compare between the values of IP and LP, because the relaxation is obtained by adding constraints and removing others. The reason we enlarged the collection of constraints {f (τ * , x) ≤ Cf (τ * , h)} τ * in LP is to give rise to an efficient separation oracle. Definition 2.2. QuickCluster: The algorithm recives as input a set of n elements and a fuction h ∈ I. It proceeds as follows: Set all elements as free. Pick one element uniformly at random from the free elements, say u, to serve as a cluster center. Let N (u) = {u} ∪ {v ∈ V | h(u, v) = 0} denote the neighborhood of u. Create a new cluster consisting of all the free elements in N (u) (set these elements to no longer be free). Recurse until there are no more free elements. Return x ∈ C corresponding to the collection of created clusters.
In what follows, 
Statement of Results
Our first theorem states that a randomized 2-approximation algorithm for CorrelationClusterX exists. Moreover, sampling x ∼ D can be done in polynomial time. Traditional combinatorial optimization cannot achieve this because Correlation Clustering is NP-Hard (in fact APX-Hard [5] ).
Theorem 3.1. Let QC denote the distribution over the outputs x ∈ C of QuickCluster. For any h ∈ I and τ * ∈ C QuickCluster on h outputs x ∈ C with
The following theorem states that the optimal solution to LP is a (deterministic) fractional solution for CorrelationClusterX with approximation factor of at most 4/3. The proof of the theorem is constructive. It is shown that the limit at infinity of a solution to a certain differential equation is a feasible solution to LP. Theorem 3.2. For any h ∈ I the corresponding value of LP is C LP ≤ 4/3. Additionally, a feasible solution of value at most 4/3 can be obtained in polynomial time.
Theorem 3.2 together with Observation 2.1 implies that using standard convex optimization techniques it is possible to obtain an optimal solution (x LP , C LP ) to LP , with C LP ≤ 4/3. The next theorem shows how to randomly convert this solution to a 3 2 C LP approximation for CorrelationClusterX. Theorem 3.3. Given h ∈ I and a corresponding optimal solution (x LP , C LP ) to LP, there exists a polynomial time algorithm outputting x ∈ C with
Corollary 3.1. Given h ∈ I there exists a polynomial time randomized algorithm outputting x ∈ C such that
) for all τ * ∈ C, where C LP = C LP (h) is the value of the corresponding LP. In particular, if C LP < 4/3 then it serves as a witness for achieving an approximation strictly less than 2 for CorrelationClusterX.
The running time of QuickCluster is analyzed for two representation dependent regimes. In the first, only pairwise queries to h are allowed, i.e, evaluating h(u, v) for a pair {u, v}. Theorem 3.4. In the pairwise queries model, any constant factor randomized approximation algorithm for CorrelationClusterX performs Ω(n 2 ) queries to h in expectation for some input h.
In the second regime, the algorithm is allowed neighborhood-queries, returning for u its neighborhood N (u) = {u} ∪ {v ∈ V | h(u, v) = 0} as a linked list. We obtain the following bound on the running time of QuickCluster, depending on the distance of h to being a clustering. Theorem 3.5. In the neighborhood-queries model, the expected running time of QuickCluster is O(n + min τ ∈C f (τ, h)).
The following is a lower bound on what a determinisic algorithm can do. For this hard case there is a strict gap between the randomized and deterministic cases. Theorem 3.6. There exists an input h for which any deterministic algorithm for CorrelationClusterX incurrs an approximation factor of at least 2 for some gound truth τ * ∈ C. For the same input, a randomized algorithm can obtain a factor of at most 4/3.
A Randomized 2 Approximation Algorithm for CorrelationClusterX
We prove Theorem 3.1. The algorithm is the same as the one used in [2] but the new analysis provides a shortcut that allows us to directly argue about the cost of the algorithm against an unknown truth τ * ∈ C which we hold fixed. Let QC denote the distribution on the output clustering of QuickCluster on h. We show that:
The proof of (3) is obtained using a local ratio argument based on a decomposition of the QC probability space. We present this very useful, general decomposition principle which was used in the past for traditional clustering optimization purposes [2, 7] and apply it to the ground truth cost considered in CorrelationClusterX, instead of the cost used in Correlation Clustering. Fix u, v ∈ V . Consider how the relation (either co-or cross-cluster) between u, v is determined during the execution of QuickCluster. Define p uv as the probability that during the execution of the algorithm v and u are both free and one of them is chosen as a center. Define p uvw as the probability that during the execution of QuickCluster, u, v and w are all free and one of them is chosen as center. If w is chosen and u and v are free, the relation between u and v is determined as co-clustered if w decides to co-cluster both u, v to itself, and cross-clustered if w decides to co-cluster exactly one of the two. This can be expressed using the following indicator variable:
Since the relation between u and v is determined exactly once we have the following decomposition of the probability space:
The 1/3 comes from the fact that conditioned on one of u, v, w being chosen as center when the other two are in the same recursive input to QuickCluster, the probability of w being that center is exactly 1/3 (due to the uniform center selection).
Lemma 4.1. Let Z be any function Z :
Then one has:
Proof. By the definitions of p uv , p uvw and the fact that the relation of u and v in the output of QuickCluster is determined exactly once,
And so E[τ
as required.
We now compare between f (τ * , h) and
From Lemma 4.2 we have that:
The theorem is proved if we show that for any u, v and w: B(u, v, w) ≤ 2A L (u, v, w). Due to the symmetry with respect to u, v and w and w.l.o.g. it is sufficient to check four cases.
1. h(u, v) = h(v, w) = h(w, u) = 1, yields B(u, v, w) = 0, giving the required result due to the nonnegativity of A L .
h(u, v)
And so the lemma is true if for any u, v and w, τ
. This is clearly the case for any clustering τ * ∈ C and can be verified easily by restricting to clustering to 3 elements. This concludes the proof of Theorem 3.1.
Morphing h Into a metric: A Differential Program
In this section we prove Theorem 3.2. The idea is to "morph" h, which is not necessarily a metric, into a (pseudo)metric (a function in ∆). The solutionĥ ∈ ∆ is obtained by theoretically running the differential equation to infinity. More precisely,ĥ = lim t→∞ h t (u, v) where h t is the morphed state of h in time t.
We look at a triangle created by the triplet {u, v, w}. For ease of notation we set a = h(u, v), b = h(v, w), and c = h(w, u). First, we define the gap g uvw of the triangle {u, v, w} away from satisfying the triangle inequality as:
We define the force that triangle {u, v, w} exerts on a as follows:
The morphing process is such that the contribution of the triangle {u, v, w} to the change in a, Averaging over all triangles containing u, v gives our differential equation in Figure 2 . For each of notation, we let a(t).b(t) and c(t) denote h t (u, v), h t (v, w) and h t (w, u) throughout. The following is the main technical lemma of the proof. It asserts that the external forces applied to a triangle {u, v, w}, by other triangles, only contribute to reducing the gap g uvw . It implies both the exponential decay of all positive gaps and the stability of null gap.
Lemma 5.1. Let g uvw (t) denote the gap of h t on the triplet {u, v, w} in time t, as defined in (8) . Then
Note: Clearly the lemma implies that g uvw (t) ≤ g uvw (t 0 )e −3(t−t0) for any t 0 ≤ t. The lemma is easy to prove if |V | = 3. For larger V , the difficulty is in showing that the interference between triangles is constructive.
Proof. It is enough to prove the lemma for the case {a(t) ≥ b(t) + c(t)} ∪ {b(t) ≥ c(t) + a(t)} ∪ {c(t) ≥ a(t) + b(t)}. Indeed, in the open set {a(t) < b(t) + c(t)} ∩ {b(t) < c(t) + a(t)} ∩ {c(t) < a(t) + b(t)} the value of g is 0 identically. Assume w.l.o.g. therefore that a(t)
where x s (t) = h t (u, s), y s (t) = h t (v, s), and z s (t) = h t (w, s) as depicted in Figure A . The first term gives exactly F (a(t); b(t), c(t)) − F (b(t); c(t), a(t)) − F (c(t); a(t), b(t)) = −3g uvw . It suffices to prove that for any s ∈ V \ {u, v, w}, F (a(t); x s (t), y s (t)) − F (b(t); z s (t), y s (t)) − F (c(t); x s (t), z s (t)) ≤ 0. This is proved by enumerating over all possible configurations of the three triangles {u, v, s}, {v, w, s} and {w, u, s} and is deferred to the appendix (Lemma A.1).
The following lemma tells us that if a(0), b(0), c(0) violates the triangle inequality then at each moment t > 0 it either violates the same inequality or the violation disappears. Lemma 5.2. Let a(t), b(t), and c(t) denote h t (u, v), h t (v, w), and h t (w, u) respectively. If a(0) ≥ b(0)+ c(0) then for all t ≥ 0 either a(t) ≥ b(t) + c(t) or a(t), b(t), and c(t) satisfy the triangle inequality.
Proof. First note that if for some time t 0 the triplet a(t 0 ), b(t 0 ), c(t 0 ) satisfies the triangle inequality, then this will continue to hold for all t ≥ t 0 in virtue of the note following Lemma 5.1. Also note that a(t) > b(t) + c(t) and (b(t) > c(t) + a(t) or c(t) > a(t) + b(t)) cannot hold simultaneously. Let t ′ be the infimum of t such that a(t) ≤ b(t) + c(t), or ∞ if no such t exists. If t ′ = ∞ then the lemma is proved. Otherwise by continuity and the first note above, a(t
, and c(t ′ ) satisfy the triangle inequality and thus continue to do so for all t > t ′ , completing the proof of the lemma. Now fix a ground truth clustering τ
(Note that G uvw is not the derivative of C uvw , but the sum is.) The cost at time t is hence f (τ
We concentrate on the contribution of one triangle to this sum: H uvw (t) = C uvw (0) + t 0 G uvw (s)ds. Let us consider the possible values of the term G uvw (t). If the values h t (u, v), h t (v, w), and h t (w, u) satisfy the triangle inequality then G uvw (t) = 0 since the forces F are all zero. Assume then w.
Lemma 5.3. Set τ * ∈ C. Given the above process, letĥ
Proof. In what follows we use the facts that f (τ * ,ĥ) = lim t→∞ 1 n−2 uvw H uvw (t) and that
It suffices to show that g uvw (0) ≤ C uvw (0). Indeed, that would imply
, h t (w, u) satisfy the triangle inequality at time t = 0 for some u, v, w ∈ V then g uvw (0) = 0 and the claim is trivial due to the nonnegativity of C uvw (0). Since h is integer, the only assignment for h which does not satisfy the triangle inequality is (w.l.o.g.) h(u, v) = 1, h(v, w) = 0, and h(w, u) = 0 which gives g uvw (0) = 1. Such an assignment is inconsistent with any τ * ∈ ∆ and thus C uvw (0) ≥ 1 as required.
Lemma 5.3 immediately implies that (x =ĥ, C = 4/3) is a feasible solution to the following LP', which is obtained from IP by allowing x ∈ ∆:
LP': minimize C s.t.
) for all τ * ∈ ∆, where ∆ is a strict superset of C. To see that this holds, observe that the proof of Lemma 5.3 is done by showing a 4/3 ratio locally for all u, v, w ∈ V and for all choices of an integral τ * . It turns out (proof omitted) that for τ * ∈ ∆ and for all u, v, w the vector (τ * (u, v), τ * (v, w), τ * (w, u)) is a convex combination of the 6 ways to cluster the 3 elements u, v, w, and hence the 4/3 ratio is obtained with respect to τ * as required. This completes the proof of Theorem 3.2.
QuickCluster with a Tweak
We prove Theorem 3. Note that Ailon [15] used a similar tweaking idea to improve rounding of a ranking LP in a traditional combinatorial optimization setting. Let x ψ (u, v) denote ψ(X LP (u, v)). The algorithm (called QuickCluster ψ ) is as follows: Set all elements as free. Pick one element uniformly at random from the free elements, say u, to serve as a cluster center. For all v = u, add v to u with probability x ψ (u, v) (setting it as not-free). Return the collection of clusters created during the execution as the solution. Recurse until there are no more free elements.
Let QC ψ denote the distribution of the output clustering x ∈ C of QuickCluster ψ . We need to show that for all τ 
for all u, v, w ∈ V completes the proof. This entails breaking the polytope defining (x LP (u, v), x LP (v, w), x LP (w, u)) into 27 smaller polytopes in which each x LP is constrained to lay in [0, 1/6], (1/6, 5/6], or (5/6, 1]. On each of these smaller polytopes and for each one of 3 nonsymmetric possibilities for τ * on u, v, w, the functions L, L ψ are linear, and B ψ and A ψ L are multinomials of total degree two and three respectively. A computer aided proof was used to obtain the bound of 3/2 using standard polynomial maximization techniques on each one of the polytopes. We refer the reader to [16] for details.
Running Time
Running time with pairwise queries: We prove Theorem 3.4 using Yao's minimax Lemma [17] . To use the lemma it is enough to show that there exists one distribution h on inputs h ∈ I for which any deterministic algorithm A which is a C-approximation for CorrelationClusterX makes Ω(n 2 ) queries into h in expectation, for some constant C.
We choose h to be the uniform distribution over inputs h ∈ C such that only two elements are clustered together and the rest are singletons. In other words, for some u 0 , v 0 , h(u 0 , v 0 ) = 0 and h(u, v) = 1 for {u, v} = {u 0 , v 0 }. Notice that for all h in the support of h, h ∈ C. Therefore, there exists a unique τ * ∈ C for which f (τ * , h) = 0, namely τ * = h. The algorithm A must therefore output h on input h. The problem of finding the unique null coordinate of an at random) clearly reduces to this task, and it is well known that the expected number of queries into the vector must be Ω(n 2 ), as required. Running time with neighborhood queries: We prove Theorem 3.5. We claim that given a stronger oracle, the expected running time of QuickCluster can be reduced to O(n + min τ * ∈C f (τ * , h)). Fix an arbitrary τ * ∈ C. The stronger oracle receives as query a single element u ∈ V and returns N (u) where N (u) = {u} ∪ {v | h(u, v) = 0} as a linked list.
Let u 1 , . . . , u k ∈ V be the k centers chosen by QuickCluster. Since for each center u i QuickCluster performs O(|N (u i )|) operations we have that T (QuickCluster, h) ≤ O( ui |N (u i )|). Let us count ui |N (u i )| in a different method. For every element v ∈ N (u i ) one of two events occur. One, v is free when u i is chosen and thus v is assigned to cluster i, this event cannot occur more than |V | = n times. Two, v is already assigned and thus h(u i , v) = 0 and x(u i , v) = 1 (x is the clustering output of QuickCluster). The second event occurs at most f (x, h) times, the number of disagreements between x and h. We have that ui |N (u)| ≤ n + f (x, h). Moreover, due to the triangle inequality on the function f and Theorem
Remark: The running time above assumes that choosing an index from 1, . . . , n uniformly at random requires O(1) operations. Depending on the computational model, this might require θ(log(n)) operations which would add an O(k log(n)) term to the above running time.
A
Lemma A.1. For any {s, u, v, w} ∈ V we have F (a; x, y)−F (b; z, y)−F (c; x, z) ≤ 0, a = h(u, v), b = h(v, w), c = h(w, u), x = h(u, s), y = h(v, s), z = h(w, s), a ≥ b + c and F is as defined in Equation (9) .
Proof. Let γ := F (a; x, y) − F (b; y, z) − F (c; x, z). We need to show γ ≤ 0. We analyze each of the following Figure 3 : The tetrahedral structure of the triangle {u, v, w} and the three triangles adjacent to it which contain s. Lemma A.1 claims that the sum of forces applied by the triangles {u, v, s}, {v, w, s} and {w, u, s} cannot act to increase the gap g uvw . cases separately.
1. F (a; x, y) < 0. This means that a ≥ x + y and F (a; x, y) = (x + y − a). If both F (b; x, z) and F (c; y, z)
are nonnegative then the inequality is trivially satisfied. We thus assume w.l.o.g. that b ≥ z + y and 2. F (a; y, x) ≥ 0. This means that a ≤ x + y. Assume w.l.o.g. that x ≤ y. This implies that F (a; x, y) = max{0, y − x − a}. We distinguish between 3 subcases.
• z ≤ x ≤ y. We distinguish between two cases.
• b ≤ y + z. , where the last inequality is due to the assumption a ≤ x + y. The last expression 2(y − b) in the last chain is ≤ 0 by our assumption that b > y + z in this case, as required.
• x ≤ z ≤ y. In this case we have that b ≤ y + z (otherwise we would have a ≥ b > y + z ≥ y + x, a contradiction to the assumption a ≤ x + y). This implies that γ = max{y − x − a, 0} − max{y − z − b, 0} − F (c; x, z). We distinguish two subcases.
