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a b s t r a c t
We introduce two families of Newton-type methods for multiple roots with cubic
convergence. A further Newton-type method for multiple roots with cubic convergence
is presented that is related to quadrature. We also provide numerical tests that show that
these new methods are competitive to other known methods for multiple roots.
© 2009 Elsevier B.V. All rights reserved.
We consider methods for solving nonlinear equations. In the present contribution, we will only discuss the case of
nonlinear equations in one variable. Recently, there has been some renewed interest in Newton-type methods with cubic
and higher convergence that do not require the computation of second derivatives. A large number of such methods have
been derived for simple zeroes of the target function f (x). There are, however, not so manymethods known that can handle
the case of multiple zeroes. Here, we concentrate on the latter case and assume that the order m of the zero is known. For
Newton-typemethods, it is well-known that the locally quadratic convergence of the Newtonmethod for simple zeroes can
be restored using the modified Newton method
xn+1 = xn −m f (xn)f ′(xn) . (1)
For information on furtherm-dependent methods see the literature [1–13].
Let f be a smooth nonlinear real or complex function of a single real or complex variable with a root x∗ of order m,
i.e., f (x∗) = f ′(x∗) = · · · = f (m−1)(x∗) = 0 and f (m)(x∗) 6= 0. We are interested in iterative methods for the calculation of
x∗ that use f and f ′ but not the higher derivatives of f and that generalize the Newton method assuming that m is known.
Thus, without loss of generality we may set
f (x) = (x− x∗)m exp (g(x− x∗)) = (x− x∗)mh(x− x∗), h(0) 6= 0 (2)
with smooth functions g and h.
Consider Traub’s one-parameter family of iteration functions [6, p. 181]
φf (x) = x− β
2 − β − 1
β2
u(x)− f (x+ βu(x))
β2f ′(x)
, β 6= 0, u(x) = f (x)
f ′(x)
. (3)
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This family is cubically convergent for simple roots.
In order to generalize this family tomultiple roots (i.e. the casesm > 1) it is rather natural to investigate somewhatmore
complicated iteration functions
Φa,b,c(x) = x− c f (x)f ′(x) −
f
(
x+ a f (x)f ′(x)
)
b f ′(x)
. (4)
By Taylor expansion, we obtain
Φa,b,c(x) = x∗ −
(−bm+ cb+ ( a+mm )m)
bm
(x− x∗)− g
′(0)
(−cb(a+m)+ ( a+mm )m (a2 − a−m))
m2 (a+m) b (x− x∗)
2
+ g
′(0)2U + g ′′(0)V
2m3(a+m)2b (x− x∗)
3 + O ((x− x∗)4) (5)
with
U = − (a4 − 4 a3 − 5 a2m+ 2 (a+m)2) (a+m
m
)m
− 2 bc (a+m)2 (6)
V = (a+m) (2m2 + 2 am− 3 a2m− a3) (a+m
m
)m
+ 2 bcm (a+m)2 . (7)
Thus, for a 6= −m and a 6= 0,
b = b(a) = 1
m
(
1+ a
m
)m a2
a+m (8)
and
c = c(a) = m
a2
(a2 − a−m) (9)
we obtain a family of iteration functions satisfying
Φa,b(a),c(a)(x) = x∗ − (m+ a)
2g ′′(0)+ (a2 − 2a− 3m) (g ′(0))2
2m2 (a+m) (x− x∗)
3 + O ((x− x∗)4) . (10)
Thus, the following theorem has been proven:
Theorem 1. Let f : x→ (x− x∗)m exp(g(x− x∗)) be a real or complex function of a single real or complex variable x with zero
x∗ of order m that is sufficiently smooth such that for a 6= 0,−m, b = b(a) = 1m
(
1+ am
)m a2
a+m and c = c(a) = ma2 (a2−a−m)
the iteration function
Φa,b,c(x) = x− c f (x)f ′(x) −
f
(
x+ a f (x)f ′(x)
)
b f ′(x)
(11)
is three-times continuously differentiable in some neighborhood of the zero x∗ such that |Φ ′′′a,b,c(x)| ≤ M for some constant M in
that neighborhood. Then, the iterative scheme xn+1 = Φa,b(a),c(a)(xn) converges cubically to x∗ in a neighborhood of x∗ and for
the errors en = xn − x∗, we have
en+1 = −12
(m+ a)2g ′′(0)+ (a2 − 2a− 3m) (g ′(0))2
m2 (a+m) e
3
n + O
(
e4n
)
. (12)
There are some important choices of a, that seem to be relevant for practical applications: One may drop a term in the
definition ofΦa,b,c if c = 0, or equivalently, if a2 − a−m = 0. This is a quadratic equation in a, with solutions
a±m =
1±√1+ 4m
2
(13)
with corresponding values of b,
b±m =
(
1+ a±m/m
)m
/m. (14)
The corresponding iteration functions are called
Φ+ = Φa+m ,b+m ,0, Φ− = Φa−m ,b−m ,0. (15)
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A further choice of a for small m is motivated by Eq. (12). The idea is to zero the prefactor of
(
g ′(0)
)2, and to make m + a
arising in the prefactor of
(
g ′′(0)
)
small. This corresponds to choosing a as the negative root of the alternative quadratic
equation (a2 − 2a− 3m) = 0, i.e.,
a0m = 1−
√
1+ 3m. (16)
This choice leads especially form = 1, 2, 3 to vanishing or small prefactors. The corresponding iteration function we call
Φ0 = Φa0m,b(a0m),c(a0m), (17)
An alternative to the approach given above for the generalization of the family of methods (3) is to apply the iteration
function (3) not to f but to F = f 1/m. Since f is assumed tohave a zero of orderm, it is clear, that the order of the corresponding
zero of F is 1, i.e., whence we might expect cubical convergence. Note that
F(x)
F ′(x)
= m f (x)
f ′(x)
. (18)
Hence, we may rewrite
φF (x) = x− 1
β2
F(x)
F ′(x)
(
β2 − β − 1+ F(x+ βF(x)/F
′(x))
F(x)
)
(19)
in the form
Ψβ(x) = x− m
β2
f (x)
f ′(x)
(
β2 − β − 1+ m
√
f (x+ βmf (x)/f ′(x))
f (x)
)
. (20)
Taylor expansion at the zero x∗ yields for functions of the form (2)
Ψβ(x) = x∗ − (β − 3)g
′(0)2 +m(β + 1)g ′′(0)
2m2
(x− x∗)3 + O((x− x∗)4) (21)
proving the expected cubical convergence.
Thus, we have proven the following theorem.
Theorem 2. Let f : x→ (x− x∗)m exp(g(x− x∗)) be a real or complex function of a single real or complex variable x with zero
x∗ of order m that is sufficiently smooth such that for β 6= 0 the iteration function
Ψβ(x) = x− m
β2
f (x)
f ′(x)
(
β2 − β − 1+ m
√
f (x+ βmf (x)/f ′(x))
f (x)
)
(22)
is three-times continuously differentiable in some neighborhood of the zero x∗ such that |Ψ ′′′β (x)| ≤ M for some constant M in
that neighborhood. Then, the iterative scheme xn+1 = Ψβ(xn) converges cubically to x∗ in a neighborhood of x∗ and for the errors
en = xn − x∗, we have
en+1 = − (β − 3)g
′(0)2 +m(β + 1)g ′′(0)
2m2
e3n + O
(
e4n
)
. (23)
We will use the definitions
Ψ± = Ψa±1 (24)
that according to Eq. (13) correspond to zeroes of the equation β2−β−1 = 0, and, thus fewer terms are to be computed in
the iteration function (22). Comparison to Eq. (23) shows that the values β = 3 and β = −1 with corresponding iteration
functions Ψ3 and Ψ−1 may also be important special algorithms of the irrational family.
A further cubically convergent Newton-type method may be derived as follows: It is easy to see that the Gauss-type
quadrature method∫ x
x∗
(t − x∗)m−1 h(t)dt = wmh((x∗ +mx)/(1+m)) (25)
with
wm = (x− x∗)
m
m
(26)
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is exact for all linear functions h(x) = c0 + (x − x∗)c1. Here, m > 0 is an integer. For f ′(t) = (t − x∗)m−1h(t), the LHS of
Eq. (25) equals f (x) since f (x∗) = 0. The RHS can be approximated using the above Gauss-type rule in terms of f ′, and one
obtains
f (x) = wm f
′((x∗ +mx)/(1+m))
((x∗ +mx)/(1+m)− x∗)m−1
= x− x∗
m(m/(m+ 1))m−1 f
′((x∗ +mx)/(1+m)). (27)
Solving for x∗, we obtain the approximation
x∗ = x−m (m/(m+ 1))m−1 f (x)f ′ ((x∗ +mx)/(1+m)) . (28)
This equation for x∗ may be solved by iteration starting from the initial value
x(0)∗ = N(x) = x−m
f (x)
f ′(x)
, (29)
ie., the iteration function N for the modified Newtonmethod in Eq. (1). Insertion of Eq. (29) on the RHS of Eq. (28) we obtain
a new approximation
x(1)∗ = x−m (m/(m+ 1))m−1
f (x)
f ′ (x−m/(m+ 1) f (x)/f ′(x)) . (30)
Using Taylor expansion at x = x∗, it is easily seen that both approximations havemain errors that are quadratic in  = x−x∗,
and are of the same form apart from a numerical factor. The Taylor expansions are
x(0)∗ = x∗ +
g ′(0)
m
(x− x∗)2 + g
′′(0)m− g ′(0)2
m2
(x− x∗)3 + O((x− x∗)4) (31)
and
x(1)∗ = x∗ +
g ′(0)(m− 1)
m
(x− x∗)2 + g
′′(0)(2m4 +m3 − 2m2 − 2m)
2m3(m+ 1)2 (x− x∗)
3
+g
′(0)2(3+ 5m+m2 − 2m3)
2m3(m+ 1)2 (x− x∗)
3 + O((x− x∗)4). (32)
But this means that a suitable linear combination of both approximations has an error that is cubic in .
From the expansions (31) and (32) given above, it it plain that this linear combination is given by
Ξ(x) = mx(1)∗ − (m− 1) x(0)∗
= x−m2 (m/(m+ 1))m−1 f (x)
f ′ (x−m/(m+ 1) f (x)/f ′(x)) +m(m− 1)
f (x)
f ′(x)
. (33)
Taylor expansion at x∗ yields
Ξ(x) = x∗ + (3m
2 + 3m+ 1)g ′(0)2 −m3g ′′(0)
2m2(m+ 1)2 (x− x∗)
3 + O((x− x∗)4) (34)
proving the expected cubical convergence.
Thus, we have proven the following theorem.
Theorem 3. Let f : x→ (x− x∗)m exp(g(x− x∗)) be a real or complex function of a single real or complex variable x with zero
x∗ of order m that is sufficiently smooth such that for β 6= 0 the iteration function
Ξ(x) = x−m2
(
m
m+ 1
)m−1 f (x)
f ′
(
x− mm+1 f (x)f ′(x)
) +m(m− 1) f (x)
f ′(x)
(35)
is three-times continuously differentiable in some neighborhood of the zero x∗ such that |Ξ ′′′(x)| ≤ M for some constant M in
that neighborhood. Then, the iterative scheme xn+1 = Ξ(xn) converges cubically to x∗ in a neighborhood of x∗ and for the errors
en = xn − x∗, we have
en+1 = (3m
2 + 3m+ 1)g ′(0)2 −m3g ′′(0)
2m2(m+ 1)2 e
3
n + O
(
e4n
)
. (36)
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Table 1
Displayed are the number of decimal digits− lg(|en|+10−2∗1024) for the Newtonmethod and the cubicmethods. n is the iteration count, NFE is the number
of functional evaluations. Parameters: f (x) = (x− 1)3 (1+ 0.85 x+ x2 + x4), x0 = −1.5, a+m = 2.30, a−m = −1.30, a0m = −2.16 (rounded).
n 4 5 6 7 8
NFE 8 10 12 14 16
N 1.5 3.2 6.6 13.4 27.1
NFE 12 15 18 21 24
Ξ 5.4 16.7 50.4 151.8 455.8
C 1.5 4.9 15.2 45.9 138.2
H 1.1 4.3 14.0 42.9 129.9
Φ+ −.1 .7 2.7 8.9 27.5
Φ− 4.2 13.0 39.2 118.0 354.4
Φ0 14.4 44.9 136.3 410.5 2048.0
Ψ+ .5 2.0 7.2 23.0 70.4
Ψ− 5.5 16.8 50.6 152.0 456.1
Ψ3 .4 1.9 6.1 18.9 57.1
Ψ−1 9.1 27.5 82.6 247.9 744.0
Note that all the algorithms in Theorems 1–3 require three functional evaluations per iteration. Thus the computational
efficiency is 31/3, and thus, slightly larger than the computational efficiency 21/2 of the modified Newton method.
As comparison methods for the numerical tests given below, we choose two well-known methods, the Chebyshev-type
method with the iteration function [6, Eq. (7.11), p. 130]
C(x) = x−m f (x)
f ′(x)
(
3−m
2
+ mf (x)f
′′(x)
2f ′(x)2
)
(37)
and the multiple root counterpart of Halleys method [14] by Hansen and Patrick [2, p.265]
H(x) = x− 2
(m+1)f ′(x)
mf (x) − f
′′(x)
f ′(x)
(38)
1. Numerical tests and comparisons
In this section, we report some numerical test results of the new class of cubically convergent methods for functions
with zeroes of knownmultiplicitym. The iteration functionsΦ±, Eq. (15),Φ0, Eq. (17), Ψ±, Eq. (24), Ψ3 and Ψ−1, Eq. (22),Ξ ,
Eq. (35) are compared to the m-dependent Newton iteration N , Eq. (29), the Halley-type iteration H , Eq. (38), and the
Chebychev-type iteration C , Eq. (37). All calculations were done using MAPLE VTM. In order to display clearly the order
of convergence, the calculations were done using 1024 decimal digits. In order to avoid any problems with signs for the
irrationalmethods based onEq. (22), the absolute value of the argument of them-th rootwas used, e.g., themodified iteration
function
Ψβ(x) = x− m
β2
f (x)
f ′(x)
(
β2 − β − 1+ m
√∣∣∣∣ f (x+ βmf (x)/f ′(x))f (x)
∣∣∣∣
)
(39)
was used. This should be no problem for x sufficiently close to x∗.
In Table 1, an example for an integer values ofm is given. From the given data, the quadratic and cubic convergence of the
various methods is clearly read off. In Table 2, a non-integer value of m is used. Note that quadratic rsp. cubic convergence
is also visible for this value ofm.
In terms of numbers of iterations n, the cubic methods are clearly superior. As regards the number of functional
evaluations, it should be noted that the m-dependent Newton iteration requires two function evaluations, while the cubic
methods require three function evaluations per iteration. From the data displayed, it is seen that also in terms of functional
evaluations, the new cubic methods are competitive to the m-dependent Newton method, and the two known cubic
methods. Also of interest is that the method based on the iteration function Ξ is seen to be competitive although is does
not contain an adjustable parameter as the new families of cubically convergent iteration methods.
However, it should be noted that there is no clear winner in the competition in the sense that in different cases different
methods may be the winners, as further numerical work not presented here shows. Hence, it seems that more work is still
needed on the optimal choice of the parameter a for the iteration function Φa,b(a),c(a). and of β for Ψβ . From the presently
known numerical data, it seems that in most cases negative values of a and β are superior to positive values. This should be
the topic of future investigation. Furthermore, the effect of using the modified irrational iteration function (39) instead of
(22) is under investigation.
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Table 2
Displayed are the number of decimal digits− lg(|en|+10−2∗1024) for the Newtonmethod and the cubicmethods. n is the iteration count, NFE is the number
of functional evaluations. Parameters: f (x) = (1− x)2.5 exp(−0.2 x), x0 = −1.5, a+m = 2.16, a−m = −1.16, a0m = −1.92 (rounded).
n 2 3 4 5 6
NFE 4 6 8 10 12
N 1.9 4.8 10.8 22.7 46.4
NFE 6 9 12 15 18
Ξ 5.5 18.5 57.7 175.1 527.5
C 5.0 17.2 53.5 162.5 489.5
H 6.7 22.5 69.9 212.2 639.1
Φ+ 6.0 20.4 63.4 192.5 579.8
Φ− 5.1 17.3 54.0 164.0 494.1
Φ0 8.8 38.0 154.6 621.3 1024.0
Ψ+ 6.2 20.9 65.1 197.7 595.4
Ψ− 4.8 16.3 50.8 154.2 464.5
Ψ3 12.3 52.6 214.1 859.8 2048.0
Ψ−1 4.6 15.8 49.3 149.8 451.3
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