Abstract-Vector quantization (VQ) is a powerful and effective scheme that is widely used in speech and image coding applications. Two basic problems can he associated with VQ: (1) its large encoding complexity, and (2) its sensitivity to channel errors. These two problems have been independently studied in the past. These two problems are examined jointly. Specifically, the performances of two low-complexity VQ's-the tree-structured VQ (TSVQ) and the multistage VQ (MSVQ)-when used over noisy channels are analyzed. An algorithm is developed for the design of channel-matched TSVQ (CM-TSVQ) and channel-matched MSVQ (CM-MSVQ) under the squared-error criterion. Extensive numerical results are given for the memoryless Gaussian source and the Gauss-Markov source with correlation coefficient 0.9. Comparisons with the ordinary TSVQ and MSVQ designed for the noiseless channel show substantial improvements when the channel is very noisy. The CM-MSVQ, which can be regarded as a block-structured combined source-channel coding scheme, is then compared with a block-structured tandem source-channel coding scheme (with the same block length as the CM-MSVQ). For the Gauss-Markov source, the CM-MSVQ outperforms the tandem scheme in all cases that the authors have considered. Furthermore, it is demonstrated that the CM-MSVQ is fairly robust to channel mismatch.
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I. INTRODUCTION 0 NE OF THE MOST important results of Shannon's pioneering work was that source coding and channel coding can be treated separately without sacrificing optimality [l] , [2] . This "separation principle" has led to the development of what is known as a tandem source-channel coding scheme, in which the source and channel codes are separately designed but are then used in a cascade combination with one another. Shannon's separation principle holds, provided that the source and channel codes are allowed to operate on blocks of arbitrarily large lengths [3] . In practice, however, due to certain constraints on the delay or complexity, the block lengths of the source and channel codes must be finite. In such situations, Manuscript received December 26, 1991; revised August 19, 1992 . This work was supported in part by the National Science Foundation Grants NSFD MIP-86-57311 and NSFD and in T. Moriya is with NTI Human Interface Laboratories, N'IT Corporation, 3-9-11 Midori-Cho, Masashino-Shi, Tokyo, 180 Japan. IEEE Log Number 9207085.
an alternative approach is to combine the source and channel codes into a single code in which the objective is to minimize the average distortion between the source and its reproduction. Such an approach is referred to as combined source-channel coding.
The study of combined source-channel for continuousamplitude sources leads naturally to the study of quantizer design for noisy channels. Design algorithms for an optimum scalar quantizer operating over a noisy channel were developed in [4] , [S] . These ideas were extended to vector quantizers (VQ's) in [6] , [7] . The results in [7] indicate that the VQ designed for a noisy channel has better performance than its scalar counterpart-especially when the source has memory. The performance improvement increases as the block length increases. Unfortunately, increasing the block length is not always possible since the VQ is constrained by its complexity, which grows exponentially with the product of the rate and block length.
In the context of source coding alone, i.e., when the channel is assumed to be noiseless, methods of reducing VQ complexity have been studied extensively [8] - [lo] . Some examples of low-complexity VQ's are tree-structured VQ (TSVQ), multistage VQ (MSVQ), product VQ, and lattice VQ. For a complete description of these schemes, the interested reader is referred to [8] , [ll] . In this paper we focus attention to the TSVQ and MSVQ. A TSVQ is a VQ scheme in which the encoder computational complexity is reduced by imposing a tree structure on the codebook [9] . Instead of quantizing the source vector using a large-size VQ, the source vector is first quantized by a small-size "primary" VQ. Depending on which of the codevectors (in the primary VQ) the source vector is closest to, a different (small-size) "secondary" VQ is then used for quantization. This process is repeated until the desired rate is obtained. Even though the encoder computational complexity is reduced using the TSVQ, the encoder memory is increased [9] . The MSVQ, on the other hand, is a VQ scheme in which both the encoder computational complexity and memory are reduced [lo] . It is similar to the TSVQ except that it has the additional constraint that all secondary VQ's are equivalent-up to a linear translation. In this paper, the performances of the TSVQ and MSVQ when used over a noisy channel are analyzed. Necessary conditions for optimality of the secondary VQ's given the primary VQ are developed and an algorithm for designing TSVQ and MSVQ for a given noisy channel is presented.
0018-9448/93$03.00 0 1993 IEEE The resulting quantizers are thus referred to as channelmatched TSVQ (CM-TSVQ) and channel-matched MSVQ (CM-MSVQ). Numerical results are presented for the memoryless Gaussian source and the Gauss-Markov source with correlation coefficient 0.9 and comparisons are made with the ordinary TSVQ and MSVQ designed for the noiseless channel. The performance of the CM-MSVQ is then compared with a tandem source-channel code that has the same block length (hence, same encoding delay) as the CM-MSVQ and consists of an optimum (full-searched) VQ followed by an optimum linear block code. It is demonstrated that, for the Gauss-Markov source, the combined source-channel coding scheme using CM-MSVQ is superior to the tandem source-channel coding scheme. Study of the CM-MSVQ under channel mismatch shows that it has a favorable robustness property.
The rest of this paper is organized as follows: In Section II, preliminary issues concerning the structure of the TSVQ and MSVQ are presented. Section III includes a description of the CM-TSVQ and CM-MSVQ problems, the necessary conditions for optimality as well as the design algorithm. Numerical results are presented in Section IV. In Section V, a description of the tandem source-channel coding scheme is given and a model of the channel and the channel code is established for comparison purposes. Channel mismatch issues are addressed in Section VI. Section VII contains a brief discussion of the complexity of the CM-TSVQ and CM-MSVQ. Finally, a summary and conclusions are presented in Section VIII.
II. PRELIMINARIES
In the sequel, we assume that the source to be encoded is a real-valued, stationary, and ergodic process X = {X,}r=, . A k-dimensional N-level vector quantizer (VQ) for X is generally described by an encoder mapping o and a decoder mapping p. The encoder mapping Q: : R" ++ JN f {O,l,. ' ' > N -l} is given by
where 2 = (~,k, ~,k+r,. . . , ~,k+k-i) is a block of ,% successive samples from X and P A { 5'0, Si , . . . , SN-i } is a partition of R". The decoder mapping /3 : ,J~N H IFt" is described in terms of a reproduction codebook C = {co, cl, . . . , cN-i} according to
For a given input vector x, its reproduction is given by the quantization rule q = p o a, where q(x) = P(4x)).
The rate of the VQ is R = k loga N bits/sample.
With respect to a distortion measure d(. , .), a VQ is said to be
minimized over all partitions P and reproduction codebooks C. Two necessary conditions for optimality are [12] ,
and
Based on (5) and (6) Linde, BUZO, and Gray [12] developed an algorithm, known as the LBG algorithm, for designing (locally) optimal VQ's using a sequence of training data. The resulting VQ is often referred to as an LBG-VQ. For a fixed k, the average distortion of the LBG-VQ decreases as R increases. Similarly, for a fixed R, the average distortion decreases as k increases. Unfortunately, the complexity required to implement the LBG-VQ increases exponentially with the product SR. Hence, in practice, complexity constraints prohibit the use of the LBG-VQ for large rate and/or dimension. The complexity can be reduced by using suboptimal VQ's such as tree-structured VQ (TSVQ), multistage VQ (MSVQ), product VQ or lattice VQ [8] . In this paper, we restrict our attention to TSVQ and MSVQ.
A. Structure of TSVQ and MSVQ The TSVQ and MSVQ are similar in that they share a "successive approximation" characteristic. Instead of using a "full-rate" (N-level) VQ, the source vector, x, is first approximated by a lower-rate (Ni-level) VQ with partition Pr, codebook Cr, and quantization rule q1 = ,& o cx1 (NI < N). The quantization error of this stage,
is then quantized by a second-stage (Na-level) VQ with corresponding Pz , Cz, and q2 = /3z o aa. The main difference between the TSVQ and the MSVQ is that in the MSVQ, a single VQ is used in the second stage, whereas in the TSVQ a different VQ is used for each different value of or [S]- [lo] . Thus, for the TSVQ, oz is a function of both2 el and or while for MSVQ it is only a function of er. Actually, as defined in [8] , [9] , the second stage of the TSVQ quantizes x = er +ql (z) directly. However, we formulate the problem by viewing the second-stage quantizer as operating on er rather than x. In this way, both TSVQ and MSVQ fall under the same unified framework. The quantization error of the second stage,
can be further quantized by a third-stage VQ, and so on. Thus, on the average, a better approximation of the source vector can be obtained at each stage. In general, a TSVQ or MSVQ can have S stages, with each stage having an intermediate rate R, = $-log, N,, a partition P,, a codebook C, and a 'Here X is the k-dimensional random vector associated with I and E[.] denotes the expectation.
2For notational simplicity, we shall not explicitly express the dependency on cy1 in this section. quantization rule qs = ps o ols for s = 1,2, . s . , S. Hereafter, we will assume that for each s, log, N,, is an integer. The overall rate of the quantizer is R = RI + Ra + . . . + R, and the overall encoder mapping is (9) s=l where ea = x,Ms = flfzs+lNr for s = 1,2,...,S -1, and M, = 1. The overall decoder mapping is and the overall quantization rule is given by q(x) = p(+)) = 5 qs(es-d . In the rate-distortion sense, the performances of the TSVQ and MSVQ are inferior to that of a globally optimum LBG-VQ. This is because the overall partition of (9) and the overall reproduction codebook of (lo), in general, do not satisfy the necessary conditions of (5) and (6), respectively. For fixed ks and {&>~cl, since the TSVQ is more general and less restrictive, it is expected to have better rate-distortion performance than the MSVQ. The computational complexities (associated with the codebook search) of the TSVQ and MSVQ are equivalent, but depending on the number of stages S, their computational complexities can be significantly less than the LBG-VQ. The TSVQ requires more memory (to store the codebook) than the LBG-VQ, while the MSVQ requires the least amount of memory among the three. More will be said about the complexities of these schemes later on.
B. Channel Noise
Channel noise can have a damaging effect on the performance of VQ's. In the following we assume that the encoder Q and the decoder ,8 are separated by a discrete memoryless channel (DMC) characterized by the random mapping y : JAI H JN. The reconstructed vector is no longer q(z) = @(a(z)) but it is a composition of the three mappings:
The effect of channel errors on the LBG-VQ has been studied in [6]-[7] . In the next section, we study the channel-error effect on the TSVQ and MSVQ and develop a scheme to combat this undesirable effect. In this section, the performances of the TSVQ and MSVQ over noisy channels are analyzed and an algorithm is developed for designing TSVQ and MSVQ for a given noisy channel. The resulting schemes are thus called channelmatched TSVQ (CM-TSVQ) and channel-matched MSVQ (CM-MSVQ), respectively. We have avoided using the term "channel-optimized" as in [7] since, by their definitions in [9] , [lo] , the TSVQ and MSVQ are sub-optimal. The proposed algorithms do, however, result in local optimality at each stage of the design process.
Since TSVQ is the more general of the two, we will discuss it first. For now, let us consider only the two-stage case (S = 2). Extension to the general case (S > 2) will be made later. A. Problem Statement Consider the block diagram given in Fig. 1 . The first-stage (or primary) encoder, al, is described in terms of a partition 
The output of this encoder is transmitted over a DMC described by the random mapping yr : ~~~ H Jjvl and the transition matrix:
The primary decoder, 01, is given in terms of the reproduction codebook, Cr = {cr,$, cl,1 , . . . , cl,N1 -1) according to
The output of this decoder is denoted by z = cr,j . Note that the source vector, 2, is directly sent to the secondstage (or secondary) encoder. This is quite different from the noiseless-channel case, where (according to our formulation) the input to the second-stage encoder is the coding error, x -Z, of the first stage. Since the channel here is noisy, the value of j and hence, z = cl,j is not known at the transmitter. Later on, we will see that, for the optimum system with the squared-error distortion measure, what the secondary encoder actually does is encode the expected coding error between x and 2. For now, let us assume that the secondary encoder is the mapping a2 : lIIk x JN1 I+ 3~~ , described by
where ST ki Sl,i n SZ,~ and P2 = {S2,0,S2,1,...,S2,N2-l} is another partition of lBk. Note that for each u E gNZ, the set 5's,+ need not be a connected set. Typically, SZ,~ is a union of Nr separate sets (SF), each of which is itself connected. Furthermore, the sets Sr,; and SF can be empty. For additional details on empty cells in channel-optimized VQ (COVQ) refer to [7] . The output of this encoder is transmitted over a second DMC described by ya : Jiv2 H J,vs and QB(v(u) = Pr{ydu) = ~1, u,u E s?-N2 .
(17)
Observe that, beside having x as an input to the secondary encoder, another difference between the formulation in Fig. 1 and that of Section II is that the output of the primary and secondary encoders are transmitted over two different channels as opposed to being multiplexed together (as in (9)) and transmitted over a single channel. In this paper, we assume that this single channel is a model of a binary symmetric channel (BSC) which is used to log,( Nr Ns) times for each block of k source samples. Each channel-output bit depends only on the corresponding input bit. Thus, the combination of the multiplexer, the BSC and the demultiplexer can be modeled by two independent channels-the first which accepts log, Nr bits and the second log, Na bits. Hence, for the BSC case, the single-channel formulation of Section II and the two-channel formulation of Fig. 1 are exactly the same. If the channel is not a BSC, the two formulations are still equivalent-except that the two channels may be dependent.
The secondary decoder, ,&, depends on the output of both channels, j and II, and it is described by Nl different codebooks, c2,j = {c~,j,o, c2,j,l,. . . ,c2,j,Nz-l},j E JN1 , according to the formula Here, we shall use Cs to refer to the collection {Cs,u, c2,1,.
. . , Cs,~~-r}. The output of 02 is denoted by w and the reconstructed vector is 5 = z + w .
The primary encoder and decoder are assumed to be given and are fixed. Our problem then is to minimize the average t: (21) iv which can be interpreted as the expected distortion between x and 2 given that i and u are transmitted. With this modified distortion measure, it is clear that for a fixed codebook, the optimum partition, Pz = { &!?,*,u, S,*,r ) ' ' ' , sG,& -1 } , must satisfy
'U E JIVz . (22) Similarly, for a fixed partition, the optimum codebook, C,* = { * C* cf;,f$"' 2,N;;l } , where Cz*,j = {c%,~,~, cS,~J, * . . , or each J m JN1, can be derived using estimation theoretic arguments:
In the case where d(+ , e) is the squared-error distortion, i.e., dhy) = 112 -~11~ > (24) the modified distortion measure of (21) 
or equivalently,
The sum of the first three terms in (30) is defined as dr(z; i), which can be viewed as the expected distortion of the first stage in encoding x given that x is in Sr,;, where the expectation is taken over all possible channel transitions. The sum of the last two terms is defined as ds(x; i, u) , where -da(x; i, u) can be regarded as the amount of distortion reduction associated with the second stage given that x is in Sp.
The codebook search of the secondary encoder (22) involves the determination of the value of u which minimizes d '(x; i, u) while keeping i fixed. Accordingly, it suffices to compute d2(x; i, U) for each u in J& . The distortion d2 corresponds exactly to the distortion measure used in the COVQ codebook search in [7] , with (x -yl,;) replacing x. Hence, the secondary encoder acts just like the COVQ encoder with (x -yl,;) as its input vector. Note that Y,,~, as defined by (25), is the expected value of 2 (the output of the primary decoder) given that i is transmitted. Thus, x-~r,~, the vector which is encoded by the secondary encoder, is nothing but the expected coding error of the first stage.
Finally, for the squared-error distortion measure, it can be readily shown that the optimum codebook of (23) 
An algorithm for designing the channel-matched TSVQ (CM-TSVQ) for the squared-error distortion measure is presented next. This algorithm is a generalization of the iterative algorithms of [12] and [9] . A training sequence can be used for the design if each integral is replaced by the appropriate sum.
CM-TSVQ Design Algorithm: 1) Given PI, Cl and ~0 > 0, set m = 0 and DC") = cc (m = iteration index). Choose initial Pi"' and Ci-).
2) Compute yl,i and 61,; V i E JN1 using Cl and (25) and (27) .
3) Set m = m + 1. 4) Compute y2,+,+ and Ss,i,+ 'd i E yNa using C$"-l) and (26) and (28).
5) v i E 3j,TI :
{V x E s1,; :
Assign x to'Sz+* .}} 6) Compute DC") using Ci"-l), the optimum partition Pz obtained in step 5 and (20). Compute the optimum codebook C,* using PZj and (31). Set Cim) = C,* and Pi"' = P; .
8) Stop with Pim) and C.$m) as the final partition and codebook.
The choice of Pl and Cl is particularly important in the CM-TSVQ design. A natural candidate for these is the optimum partition and codebook associated with the COVQ [7] designed for y1 and rate RI. We will see later that choice is not necessarily the "best" one. Designing CM-TSVQ for more than two stages is simple. Suppose that we are interested in designing a CM-TSVQ with three stages. This can be done by first designing one with only two stages and then viewing these two stages as a single VQ, i.e., as the first-stage VQ, and then proceed as before. This procedure can be repeated until the desired number of stages is reached. We should note that this procedure does not guarantee that the overall encoder-decoder pair will be optimal-neither globally nor locally.
As stated earlier, the previous development is for the more general case of TSVQ. For the MSVQ, it suffices to add the constraint that all codebooks in the second stage are the same. This implies that the secondary decoder, ,&, depends only on the output of the second channel, v, and is described by a single codebook, Cs = {cs,u, ca,r, . . . , ca,&-r}, according to the formula /32(7/j = c2,u, 'V E .?-N2 .
(32)
In this case, the average distortion in (19) and (20) and the modified distortion measure in (21) are the same except that c~,j,~ is replaced by ~2.~ . The optimum partition is the same as in (22), while the optimum codebook of (23) is replaced by
For the squared-error distortion measure, Y~,~,+ and &~,i,~ in (26), (28), (29), and (30) are replaced by Finally, the simplified optimum codebook of (31) can be replaced by
The design algorithm for the CM-MSVQ is identical to that of the CM-TSVQ, so we will not repeat it here. Performance of the CM-TSVQ and CM-MSVQ are presented next for the memoryless Gaussian source and the Gauss-Markov source with correlation coefficient p = 0.9. We consider the binary symmetric channel (BSC) with biterror rates*(BER's) E = 0.0, 0.005, 0.01, 0.05, and 0.1. In all cases, we assume that N, = Ni for all s. Numerical results for the CM-TSVQ and CM-MSVQ at the overall rate of 1 bit/sample are presented in Tables I-IV for 
where cr2 is the source variance and D is the average per letter squared-error distortion. The results in these tables were obtained using 50000 vectors outside the training sequence which itself consists of 50 000 vectors.3 In the design, the firststage VQ's are chosen to be the COVQ [7] designed for the given BER and the method of extension (Section III-C) is used whenever there are more than two stages.
3We have found that for the TSVQ (Tables I and III) , the training data size was too small for the k = 8 and 10 cases. Thus in these two cases, we have redesigned the codebook using larger training data consisting of 500 000 vectors for k = 8 and 1000 000 vectors for k = 10. In both cases, the results are given for 50000 test vectors. The same method was used to obtain the full-searched (Ni = 256 and 1024) results given in Tables II  and IV. The procedure for choosing the initial codebook, Cp), and partition, Pp', in step 1 of the design algorithm (borrowed from [7] ) is as follows. At each stage s, a codebook, designed for a noiseless channel, is obtained for the expected coding error of the first (s -1) stages. For the noiseless channel codebook we have used a simulated annealing algorithm, described in [14] , to assign binary indices to the codevectors. It is possible to use other index assignment algorithms [15] , [16] ; however; we have not done so. This codebook is used as the initial codebook in the design for the channel with BER E = 0.005. The final codebook for E = 0.005 is used as the initial choice for the E = 0.01 design, and so on until the desired BER is obtained.
Also included in these tables are the results of the ordinary TSVQ [9] and MSVQ [lo], i.e., TSVQ and MSVQ designed for the noiseless channel. The cases where 5' = 1 correspond to the full-searched COVQ or LBG-VQ.
Several interesting observations and conclusions can be made from these tables: 1) When the channel is very noisy, i.e., E = 0.05 or 0.1, the channel-matched schemes always outperform the ordinary schemes with the same set of parameters. The largest performance gain in these cases is 4.90 dB (Table III , k = 10,s = 10, E = 0.1). When the channel is less noisy (E = 0.005 or O.Ol), there are a few exceptions in which the ordinary schemes outperform the channel-matched schemes. For example, in Table IV , for I? = 4, S = 4 and 6 = 0.005, the SNR of the CM-MSVQ is 8.50 dB while that of the ordinary MSVQ is 8.53 dB. In these cases the differences in performance are always less than or equal to 0.03 dB. We feel that these exceptions are due to the sub-optimality of the design algorithm. 2) Even though in a noiseless channel the ordinary MSVQ is inferior to the ordinary TSVQ (for fixed R, k, and S), it is much more robust to the channel errors than the TSVQ. This can be explained by observing that a single bit-error during transmission can cause a decoding error at only a single stage of the MSVQ, while all other stages are not affected [17] , [18] ; in the case of TSVQ, a single error s will cause decoding errors in all stages T > s. For fixed R and Ic, the robustness of the ordinary MSVQ increases as S increases. 3) For the memoryless Gaussian source with fixed R and Nl, the performance of the channel-matched schemes does not always increase as the dimensionality increases. In fact, in many instances it decreases. On the contrary, for the Gauss-Markov source (with p = 0.9), the performance of the channel-matched schemes tends to increase monotonically with Ic (for fixed R and Nl). 4) Surprisingly, for fixed R and L, the performance of the channel-matched schemes does not increase monotonically with N1. In many cases, the results for Nl = 2 are better than for Nl = 4. This again~can be attributed to the structure of the CM-TSVQ and CM-MSVQ and the sub-optimality of the design algorithm. Similar observations for the MSVQ with E = 0.0 have been reported in [19] for the memoryless Gaussian source. 5) Finally, an interesting result in Table IV for k = 2 and E = 0.1 indicates that the two-stage CM-MSVQ performs better than the COVQ. This implies that the COVQ design for this case4 resulted in a locally optimum solution rather than a global one.
A. Choice of BER for the First Stage
As mentioned earlier in Section III-C, the choice of the firststage VQ is important in the overall performance of the TSVQ 4Essentially the same result was reported in [7] for the COVQ with R = 1, k = 2, and E = 0.1. or MSVQ. We have hinted that using a COVQ designed for the given BER in the first stage does not necessarily lead to the best results. In Table V , we present several results on two-stage CM-TSVQ and CM-MSVQ in which the first-stage VQ is designed for a BER (denoted by ~1) which is different from the actual BER. The second stage is always designed for the actual BER since this leads to a locally optimum system (given the first stage). It can be seen from the results in Table V that choosing ~1 slightly larger than the actual BER can lead to some performance improvements. These improvements are more noticeable for very noisy channels.
In a two-stage TSVQ or MSVQ, the codevectors in the first stage are related to the source vector z while the second-stage codevectors are related to the error vector of the first stage. Thus, one may argue that the first stage contains more useful information than the second stage-even if the same number of bits are allocated to each stage. That is, given only the first-stage codevector, we have more information than if we are given only the second-stage codevector. Hence, intuitively, one would like to have more protection (against channel noise) in the first stage than in the second stage. A way of achieving this goal is to design the first stage for a slightly larger BER than the actual channel, as evidenced by the results in Table V. In the design of a CM-TSVQ or CM-MSVQ, it is left up to the designer to make a judgement as to the choice of ~1 .
B. Larger Block Sizes for the CM-MSVQ
As noted earlier, one of the main advantages of the MSVQ is its low complexity, both in terms of computation and memory. Thus, the MSVQ can operate at rates and/or block lengths larger than what is possible for VQ or TSVQ. Even though the TSVQ has low computational complexity, it still requires large memory. Furthermore, to design a TSVQ at large rates or block lengths requires a training sequence that can be prohibitively large. For the MSVQ, it suffices to have a training sequence which is large enough for the codebook of each stage.
In this subsection, we will examine the performance of the CM-MSVQ as the block length becomes large. Table VI shows the performances at k = 12, 18, and 24 for the Gauss-Markov source. We consider only the case where Nl = 6+ and we have made use of the findings of the previous subsection to Table VII . We make no claim that these choices are optimum in any sense. However, we have tried several others and have found these to be among the best. It is important to note that, for this source, the 12-dimensional CM-MSVQ is comparable to the g-dimensional COVQ (Table IV ; Nr = 256) in SNR performance even though the CM-MSVQ has approximately half the computational complexity (12%vector codebook search compared to 256). We will have more discussion on the complexity issues in a later section.
C. Multiple Candidate Codebook Search (M-Algorithm)
In the previous section, we stated that the modified distortion measure of (21) and (30) 
where and dl (2; 9 = 11412 -2(w,,i) 
The purpose of the primary encoder is to provide an index i to the secondary encoder (when the primary quantizer is a COVQ designed for the given BER, this value of i is that which minimizes dr(z; i)). For this i, the secondary encoder then chooses the u which minimizes d'(z; i, U) , or equivalently, &4x; 4 u) . Note that this procedure does not necessarily lead to an optimum index pair (i, u), i.e., that which minimizes d'(z; i, U) . This is a disadvantage associated with the successive approximation method.
For the two-stage MSVQ, if the encoder structure is removed while still maintaining the decoder structure, the resulting quantizer is equivalent to the two-channel conjugate vector quantizer (2C-CVQ) proposed by Moriya [17] . The 2C-CVQ encoder chooses the pair (i, U) that minimizes d'(z; i, U) by exhaustively searching the two codebooks. A generalization of the 2C-CVQ to more than two stages, called exhaustive search residual quantizer (ERSQ), was proposed by Barnes and Frost [19] for the noiseless channel. Locally optimum design algorithms for the 2C-CVQ and ERSQ are known [17],
1191.
Even though the 2C-CVQ and ERSQ are nice, they are not always desirable because of the large amount of computation required on the encoder.5 In this subsection,we introduce a 5For the 2C-CVQ, Moriya has proposed a method for reducing the computational complexity while increasing the memory requirement of the encoder. He does this by storing a matrix of inner products of every pair of codevectors in the two codebooks [17] . scheme whose performance and complexity is in between that of the two-stage CM-MSVQ and 2C-CVQ. This scheme, referred to as the multiple candidate CM-MSVQ (or the M-algorithm), operates as follows. Instead of passing the single index i, the primary encoder passes a set consisting of the top M candidates, z = (ir , is,. . . , in) C zN1 , to the secondary encoder. The secondary encoder then chooses the pair (im, u) that minimizes d '(z; i,, u) , where i, = z and u E 3~~. The multiple candidate CM-MSVQ is equivalent to the 2C-CVQ when M = iVi. Using the Malgorithm, the computational complexity of the secondary encoder increases by a factor approximately equal to M. The increase in memory is negligible. The performance of the multiple candidate CM-MSVQ are tabulated in Table VIII for the cases Ic = 6, S = 2 and L = 10, S = 2 for the Gauss-Markov source with M = 1,2,4, and 8. The choices of the design BER are given in Table VII . We have obtained two sets of results. In the first set, the codebooks are designed using the same algorithm described earlier. In the second set (indicated by the * in Table VIII) , the primary codebook is kept the same, but the secondary codebook was re-optimized6 accordingly.
First, note that in both sets the performance increases monotonically with M. Second, unlike the findings in Section IV-A, the most noticeable gains are found for the relatively clean channels. In this case, the biggest gain was 0.31 dB. Third, we can see that reoptimizing the secondary codebook does provide some additional gain. Finally, looking at the results for the M = 4* case, we can see that by judiciously choosing the design BER of the first stage and by using the M-algorithm 6The algorithm for reoptimization is the same as before except that in step 5) u* is replaced by u* = argminuEgN, i min;,ez d'(s; i,, u 0.
we have been able to narrow the gap between the two-stage CM-MSVQ and the COVQ (Table IV) by approximately 40-60%. For the k = 10, S = 2, and M = 4* case, with the above modifications, the encoder computational complexity increases by 250% and the encoder memory increases by 50%. However, with these modifications, the encoder computational complexity and memory are still six and ten times less than that of the COVQ, respectively. We have also obtained the results of the multiple candidate CM-MSVQ when the block length is large (k = 12, 18, and 24) . These results are tabulated in Table IX . Here, we have not reoptimized the codebooks. The choices of design BER's are the same as in Table VII. In the case where there are more than two stages, at each stage s > 1, the set of the top M candidates, Z = {ii, is, . . 9 , in} , are retained from the previous (s -1) stages, where i, = {im,l, im,2,. + . , &++I} is the path map of the m-th best candidate.
The results in Table IX are the best that we have been able to obtain. We compare 'them with the predictive trellis waveform coder (PTWC) of Ayanoglu and Gray [13] . In this comparison we limit ourselves to the 128-state (constraint length = 8) trellis-the best results reported in [13] . For the cases considered, the PTWC beats the proposed CM-MSVQ. However, the encoding delay associated with the trellis search in PTWC (assuming 5-6 times the constraint length) is significantly larger than the delay of the CM-MSVQ. In terms of complexity, the PTWC requires 768 floatingpoint operations (FLOP's) per source sample as compared to 64 (l+ (S -l)M) FLOPTs/sample for the CM-MSVQ (the first stage requires 64 FLOP's/sample while each of the remaining stages requires 64M FLOP's/sample). More will be said about the complexity of the CM-TSVQ. and CM-MSVQ in Section VII. 11.14 10.38
Equivalent BSC (BER=c') Fig. 2 . Block diagram of a tandem source-channel coding scheme over a BSC and the equivalent channel model.
V. TANDEM SOURCE-CHANNEL CODING
In this section, we make comparisons between the CM-MSVQ scheme (in which, in a sense, the source and channel coding operations are implicitly combined) and a traditional tandem source-channel coding scheme with the same effective block length (hence, encoding delay).
The block diagram of the tandem source-channel code is depicted in Fig. 2 . Here, we assume that the source code is an LBG-VQ with block length Ic, and rate R, = m/k, bits/sample. The source encoder thus produces m bits for every k, source samples. The channel code is assumed to be a (q, Zm) linear block code. Hence, the channel encoder accepts lm information bits and produces q bits for transmission (q > Zm) . That is, the channel encoder takes 1 successive m-bit codewords generated by the source encoder and produces a q-bit codeword. The overall rate of the tandem scheme is R = q/(Zk,) t ransmitted bits per source sample and the effective block length (or delay) is k = ZL, source samples. The reason we have considered the LBG-VQ and the linear block code is because they are both among the most wellknown and conceptually simple block-structured source and channel codes, respectively.
To be in harmony with the more conventional notation used in the channel coding literature, from now on we will use (Y?, L') to denote (q, Im) . The channel is assumed to be a BSC. For an (n', Ic') linear block code operating over a BSC with BER E, the probability of correct decoding is upper bounded by
where t is the greatest integer such that
This is known as the sphere-packing bound and is achievable, if and only if the (n', k') code is quasi-perfect [20] .
To analyze the performance of the tandem scheme, we first assume that the channel code is quasi-perfect. Secondly, we model the channel encoder, the BSC and the channel decoder as an equivalent BSC (represented by the dashed box in Fig. 2) . The assumption that the equivalent channel is a BSC is obviously incorrect. However, this assumption leads to a very simple analysis of the tandem scheme. The only problem is to specify the BER of the equivalent BSC. Here, we assume that, in the equivalent channel, the probability that a block of Ic' consecutive bits are received without error is -2.5 log,0 E -2 -1.5 -1 Fig. 3 . SNR (in dB) performances of the tandem so&ce-channel coding Fig. 4 . SNR (in dB) performances of the tandem source-channel coding scheme and the CM-MSVQ scheme for the Gauss-Markov source with scheme and the CM-MSVQ scheme for the Gauss-Markov source with correlation coefficient 0.9; overall rate = 1 bit/sample; OPTA = optimum percorrelation coefficient 0.9; overall rate = 1 bit/sample; OPTA = optimum performance theoretically attainable; A4 = number of candidates of CM-MSVQ; formance theoretically attainable; A4 = number of candidates of CM-MSVQ; R, = rate of source code of tandem scheme; Ic, = block length of source R, = rate of source code of tandem scheme; Ic, = block length of source code of tandem scheme = 6; I = number of source blocks per channel code of tandem scheme = 6; 1 = number of source blocks per channel block = 2; lc = effective block length of both schemes = 12.
block z 3; lc = effective block length of both schemes = 18.
equal to P,. Thus, the BER of this channel can be computed as
With this equivalent model, the analysis for the tandem sourcechannel coding scheme reduces to that of the LBG-VQ operating over a BSC with BER 6' [6], [7] . Using the equivalent model, we have evaluated the performance of the tandem scheme for 5, = 6 and 1 = 2, 3, and 4. These results (for the Gauss-Markov source with p = 0.9) are plotted in Figs. 3, 4 , and 5, respectively. For the LBG-VQ of the tandem scheme, a simulated annealing algorithm [14] was used for index assignment. In each plot, we have chosen m = 3, 4, 5, and 6 (corresponding to R, = 0.5, 0.67, 0.83, and 1.0). In all cases, we have chosen 4 = Zk, so that the overall rate is always 1 bit/sample. We have also plotted on these graphs the optimum performance theoretically attainable (OPTA) obtained by equating the rate-distortion function to the channel capacity [21] and the performances of the CM-MSVQ (M = 1) and the multiple candidate CM-MSVQ (A!f = 8) with the same k as that of the tandem scheme (thus, similar encoding delays). The CM-MSVQ results are taken directly from Table IX . In these graphs, the performance of the multiple candidate CM-MSVQ with 1M = 8 is always better than the tandem scheme. Looking at the results of the tandem scheme, it is clear that when the channel is relatively noise-free, all of the available bits should be allocated to source coding. As the channel becomes noisier, more and more bits should be allocated to channel coding (in the form of redundancy). In any case, even with an optimum allocation of bits between the source and channel codes, the tandem scheme is always inferior to the CM-MSVQ for the cases considered. .' Tandem Scheme, R>=l.OO Tandem Scheme, R,=0.83 Tandem Scheme, Rp0.67 Tandem Scheme, R,=0.50
Fig. 5. SNR (in dB) performances of the tandem source-channel coding scheme and the CM-MSVQ scheme for the Gauss-Markov source with correlation coefficient 0.9; overall rate = 1 bit/sample; OPTA = optimum performance theoretically attainable; A4 = number of candidates of CM-MSVQ; R, = rate of source code of tandem scheme; Ic, = block length of source code of tandem scheme = 6; I = number of source blocks per channel block = 4; lc = effective block length of both schemes = 24.
Note that the CM-MSVQ outperforms the tandem scheme even when E = 0.00. The reason for this is that the source code of the tandem scheme has a block length of k, = 6 only, while the CM-MSVQ operates on blocks of lengths I?J = lk, = 12, 18, or 24. The argument here is that the CM-MSVQ is a low-complexity scheme that can operate at larger block sizes than the LBG-VQ. Since the source has memory, the CM-MSVQ with large block lengths beats the LBG-VQ with a small block length (/?, = 6). An important point to make is that the CM-MSVQ is a suboptimal combined source-channel coding scheme; whereas the tandem scheme consists of a source code which, by itself, is optimum for its block length and a channel code which, by itself, is optimum (according to the equivalent model) for its block length. For this reason we believe that, for the source and block sizes considered, the combined source-channel coding approach may be more desirable than the traditional tandem approach.
Before closing this section, we should make a note that our analysis of the tandem scheme was somewhat optimistic. First of all, a quasi-perfect code does not exist for all values of (n', k') [20] . In fact, for all the cases which we have considered, only when (n', k') = (24, la), which corresponds to R, = 0.5 in Fig. 5 , is there a known quasi-perfect code-the extended Golay code [20] . In all other cases, the probability of correct decoding is smaller than PC (201. Secondly, even if a quasi-perfect code does exist for (n', Ic'), there is still the question about the validity of the equivalent BSC model. It is clear that the equivalent model is incorrect; however, it is unclear how the inaccuracy in the model affects the performance analysis. We conjecture that our analysis of the tandem scheme over-estimates its actual performance.
To support this conjecture, we have simulated the tandem scheme with R, = 0.5 using the (24,12) extended Golay code for 300000 test samples of the Gauss-Markov source. The simulation was performed twenty times using twenty different realizations of a noise process. In Fig. 6 , the simulation results are compared with the analytical results using the equivalent BSC model. For the simulated results, the average SNR's are shown; the error bars indicate the minimum and maximum SNR's in the twenty trials. From this figure, we can see that the two curves coincide when the channel is relatively clean, but they differ dramatically when the channel is noisy. At log,, E = -1, they differ more than 3 dB.
Since we do not know the optimum channel code for other values of R,, we have not simulated those cases. However, to make fair comparisons, we have simulated the multiple candidate CM-MSVQ and the results are also plotted in Fig. 6 . Here, we have intentionally left out the error bars for the simulated CM-MSVQ scheme since these bars are so small that they only clutter up the figure. However, we note that the differences between the maximum and minimum SNR's are always less than or equal to 0.17 dB for the simulated CM-MSVQ scheme. The largest difference in SNR's for the simulated tandem scheme was 0.28 dB. For the CM-MSVQ, the simulated results coincide almost exactly with the analytical results, as expected.
In summary, the equivalent model for the tandem sourcechannel coding scheme is overly optimistic in two senses. First, it assumes that an (n', k') quasi-perfect code exists and secondly it assumes that the actual equivalent channel is a BSC. In light of this discussion, we have every reason to believe that the actual gap between the CM-MSVQ and the tandem scheme is even larger than what is suggested by Figs. 3-5 . 
VI. CHANNEL MISMATCH
Up to this point, we have been working under the assumption that the channel and hence the channel BER is given. In real-life situations, the channel BER is not known a priori to the designer or, in some situations, it is time-varying. In this section, we will examine the performance of CM-TSVQ and CM-MSVQ under mismatch, i.e., when they are designed for a BER cd, but applied to a channel whose BER is actually ea.
The mismatch results are plotted in Figs. 7 and 8 for k = 10 and 5' = 2. In these figures, the design BER is the same for both the first and second stages. It can be seen that the CM-TSVQ and CM-MSVQ are fairly robust to channel mismatch, though the CM-MSVQ exhibits more robustness than the CM-TSVQ. An interesting phenomenon can be observed in these figures. For the CM-TSVQ results in Fig. 7 , at E, = 0.005 (log,, E = -2.3) , the performance with Ed = 0.010 is better than that with Ed = 0.005. The same thing occurs for the CM-MSVQ in Fig. 8 at E, = 0.005,0.010, and 0.050. This can be explained by the fact that we have not chosen the design BER for the first stage correctly. In fact, after carefully examining the numbers, we found that if we had chosen it correctly (according to Table VII) then the best result would have occurred when Ed = E, .
Next, we evaluate the performance of the CM-MSVQ (with two stages) when the first stage is designed for Ed,1 and the second stage for Ed = Ed,2 . These reSdtS are given in Fig. 9 for Ic = 10 and S = 2. As expected, when ed,r is slightly larger than Ed,2 the performance improves at E, = cd but degrades at E, = 0.0. We have also studied the performance of the Malgorithm under channel mismatch conditions and these results are plotted in Fig. 10 again for Ic = 10 and S = 2. From this figure, we may conclude that the M-algorithm does not degrade the performance of the CM-MSVQ under mismatch conditions. In fact, in most cases the performance improves.
Finally, we have examined the performance of the CM-MSVQ scheme at a large block size (k = 24) and compared this with the tandem scheme. Fig. 11 shows the results for the CM-MSVQ matched to ed = 0.050 but tested for various values of E,. Here, the first stage of the CM-MSVQ was designed for a BER of 0.200, the second stage for 0.100, and the third and fourth stages for 0.050 (see Table VII ). It is clear from this figure that the CM-MSVQ is a robust scheme. For a wide range of BER's (ea 2 0.0016), this single CM-MSVQ scheme outperforms all tandem schemes considered. For the other BER's (ea 5 0.0016), its performance is only slightly inferior to the tandem scheme with R, = 1.0. Furthermore, the reader should keep in mind the earlier discussion that the analysis of the tandem scheme over-estimates its actual performance. Considering this fact, the significance of the CM-MSVQ scheme becomes more evident. Fig. 11 . SNR (in dB) performances of the CM-MSVQ and the tandem scheme for the Gauss-Markov source with correlation coefficient 0.9 under channel mismatch conditions; overall rate = 1 bit/sample; OPTA = optimum performance theoretically attainable; M = number of candidates; ed = design BER for the CM-MSVQ; R, = rate of source code of tandem scheme; ea = actual channel BER, Ic = effective block length of both schemes = 24.
VII. COMPLEXITY ISSUES
Let us now analyze the complexity of the CM-MSVQ and CM-TSVQ and compare these with the full-searched COVQ. We will consider the two-stage CM-MSVQ and CM-TSVQ. Let us assume that the first stage is a COVQ whose design BER is different from that of the second stage. Hence, the firststage encoder requires kN1 words for storing {Y$:: : i E ~~~ } and Ni words for storing {sill : i E JN1 }, where {bit,!, &tj : i E JN~} are computed according to (25) and (27) with ~1 used in the channel transition matrix. It also requires Nr FLOP's per source sample for encoding. The secondary codebook requires (k + 1)Nr words to store {S$),yp)
: i E Jv } (these are different from those in the first stagd%since they are computed using ~2). In addition, it requires (k + 1)NrNs words to store {SC2? ?/12) 2,2,u, 2&U
: i E JN1, u E JN~ } for the CM-TSVQ or (k + 1)i'Vz words to store {&?L, yf: : u E 3~~ } for the CM-MSVQ. The computational complexity of the second stage is N2 FLOP's per sample. For the decoder, the CM-MSVQ requires Ic(Nr + Nz) words for storing {cl,i : i E 3~~) and b,u : u E 3~~) while the CM-TSVQ requires kNlN2 words for storing {&,, = cl,i + c~,i,~ : i E gN1, u E gN2} . Table X summarizes the overall complexity of the two-stage CM-MSVQ and CM-TSVQ. We have also included the complexity -2.5 log,, E -2 -1.5 -1 Fig. 12 Comparisons between CM-MSVQ and tandem scheme with the same complexity; Gauss-Markov source with p = 0.9; overall rate = 1 bit/sample; OPTA = optimum performance theoretically attainable; k = block length of CM-MSVQ; S = number of stages; ed = design BER of CM-MSVQ; R, = rate of source code of tandem scheme; k, = block length of source code of tandem scheme; 1 = number of source blocks per channel block; error bars indicate the minimum and maximum SNR's of the simulations.
of the COVQ with N = NrN2 codevectors. The extension of this analysis to more than two stages is obvious. It should be noted that the encoder memory and computational complexity in Table X are upper bounds on the actual complexity. It has been stated in [7] that for the COVQ when Ed is large the number of nonempty encoding regions can be significantly less than the number of codevectors. The same phenomenon occurs for CM-MSVQ and CM-TSVQ. In such cases, the encoder memory and computational requirement can be reduced accordingly. Furthermore, if the design BER's are the same for the first and second stages, then the encoder memory can be reduced as well. Note that the decoder memory and the encoder computational requirement of the CM-TSVQ and CM-MSVQ are the same as those of the ordinary TSVQ and MSVQ. The encoder memory of the channel matched schemes is slightly larger than the ordinary schemes. Finally, examining the complexity of the tandem scheme, we see that the comparisons in Figs. 3-6 are not entirely fair. In some cases, the CM-MSVQ has significantly higher complexity than the tandem scheme. To make a fair comparison, we plot in Fig. 12 the performances of a CM-MSVQ and a tandem scheme whose complexities are approximately equal (see Table XI ). Again, we have left out the error bars for the simulated CM-MSVQ scheme because they clutter up the graph. Here, the largest differences between the minimum and maximum SNR's for the simulated CM-MSVQ scheme and simulated tandem scheme are 0.16 and 0.28 dB, respectively. For the CM-MSVQ, both stages were designed for the same BER, Ed = 0.050. Also, the complexity of the channel encoder/decoder of the tandem scheme is assumed to be negligibly small and is not included in Table XI . Note that the CM-MSVQ beats the tandem scheme in most cases even though its delay is less than half that of the tandem scheme.
VIII. SUMMARY AND CONCLUSION
We have presented a unified approach for the design of TSVQ and MSVQ in the presence of channel noise. Numerical results indicate that this combined source-channel coding scheme yields substantial improvements over the ordinary TSVQ and MSVQ when the channel is very noisy. For the twostage TSVQ and MSVQ, we have shown that designing the first stage for a channel noisier than the actual channel, in general, leads to performance gains. We have also demonstrated that additional gains can be obtained using the M-algorithm. Our comparisons of the CM-MSVQ scheme with a more traditional tandem source-channel coding scheme (utilizing the LBG-VQ as the source code and a quasi-perfect block code as the channel code) have indicated superior performance of the CM-MSVQ in all cases considered. It is also shown that CM-MSVQ is robust against channel mismatch. These findings, while important from a theoretical point of view, may pave the way for the development of practical coding schemes for highly noisy channels such as those encountered in mobile radio situations. 
