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Abstract
Properties of orbits in max–min algebra are described, mainly the properties of periodic
orbits. An O(n3) algorithm computing the period of a periodic orbit is presented. As a con-
sequence, an O(n3 log n) algorithm computing the period of arbitrary orbit is obtained, as the
pre-periodic part of the orbit has length at most (n − 1)2 + 1.
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1. Introduction
A mathematical model of a fuzzy system with the state vector x(r) in its rth
stage is: xi(r + 1) =⊕nj=1( aij ⊗ xj (r)), i = 1, . . . , n, where the operations ⊕ and⊗ denote the maximum and minimum respectively. The corresponding matrix for-
mula is x(r + 1) = A ⊗ x(r). Similar algebraic structures with ⊕ = maximum were
investigated in [6,15]. In these investigations directed graphs appear as a useful tool.
In this paper the ultimately periodic behaviour of the sequence (x(r); r = 0, 1, . . .),
called the orbit, in max–min algebra is studied. The period of this sequence, called
the orbit period, is always a divisor of the period of the power sequence of the corre-
sponding transition matrix, called the matrix period. In addition to the matrix period,
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the orbit period depends also on the initial vector x and may acquire various values.
In case when the orbit period equals to 1 we say that the orbit stabilizes. In that case
the orbit converges to an eigenvector of the transition matrix.
Periodicity of matrix powers and the relation between the matrix and orbit periods
in max–min algebra was studied in [4,5,9,10]. In [9] an efficient algorithm computing
the matrix period was described. An orbit converging to the maximum eigenvector
in max–min algebra was described in [3]. The ultimate periodicity of orbits in max–
min algebra was studied by Gavalec in [11,12], where a polynomial algorithm for
computing the orbit period is suggested, while the computation of the coordinate-
orbit period is shown to be NP-hard. The computational complexity of that polynomial
algorithm is O(n4+ε) with ε → 0 for n increasing without restriction. In special cases,
including the binary case, the complexity is O(n4).
In this paper it is shown that the period of an orbit equals the least common
multiple of the periods of special scalar sequences related with the orbit (Theorem
4.1). These sequences, called the critically truncated coordinate-orbits, have small
periods (Corollary 4.6). Moreover, if the orbit is periodic then the periodic patterns
of its critically truncated coordinate-orbits can be read from the critical components
of the associated (with the given matrix A and the initial vector x) arc-node-weighted
digraph (Theorem 4.2). An O(n3) algorithm computing the period of a periodic orbit
is presented in the proof of Theorem 4.3.
It is known that the defect of any orbit in max–min algebra is at most (n − 1)2 + 1.
It follows that a periodic member of an orbit can be found in O(n3 log n) time. Any
periodic member generates a periodic orbit with the same periodic pattern as that of
the previous orbit. The concatenation of the O(n3 log n)-procedure finding a periodic
member of an orbit with the O(n3)-procedure computing the period of a periodic orbit
yields an algorithm which computes the period of an arbitrary orbit in O(n3 log n)
time.
Threshold matrices and their corresponding digraphs are useful tools in the study
of periodic behaviour of matrices and orbits in max–min algebra. Threshold matrices
are binary matrices. The majority of propositions concerning powers of matrices can
be comfortably proved first in the binary case and afterwards, in the general case,
by the decomposition of the given matrix to its threshold matrices. Therefore, in this
paper, Section 3 is devoted to the binary case and then, in Section 4, the problem is
solved in general.
2. Definitions and known results
By N and N+ we denote the set of all natural numbers and the set of all positive
natural numbers respectively. For a subsetS ofN, the greatest common divisor (briefly
g.c.d.) and the least common multiple (l.c.m.) of S are denoted by gcd S and lcm S.
For the empty set we have gcd ∅ = 0 and lcm ∅ = 1. For natural numbers a, b the
notation a | b will mean a divides b. The set {1, 2, . . . , n} will be denoted by N .
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Definition 2.1. The max–min algebra is the algebra F = (F,⊕,⊗), where F =
〈0, 1〉 and ⊕, ⊗ are the binary operations of maximum and minimum respectively.
F(m, n) and F(n) denote the set of all (m × n)-matrices and n-dimensional
vectors, respectively, overF. The matrix operations overF are defined formally in
the same way (with respect to ⊕, ⊗) as the matrix operations over any field.
By the maximum of the empty set we understand its least upper bound in F , and
analogously for minimum, i.e. max ∅ = 0 and min ∅ = 1.
Definition 2.2. For any A ∈F(n, n) and x ∈F(n) the orbit of A generated by x
is the vector sequence O(A, x) = (x(r); r ∈ N) whose initial vector is x(0) = x and
successive members are defined by the formula x(r) = A ⊗ x(r − 1). The ith coordi-
nate of x(r) is denoted by xi(r). The ith coordinate-orbit is the sequence Oi (A, x) =
(xi(r); r ∈ N).
Definition 2.3. We say that a sequence S = (S(r); r ∈ N) is ultimately periodic, if
(∃r0 ∈ N)(∃p ∈ N+)(∀r  r0)(S(r + p) = S(r)). The least r0 with this property
will be called the defect of S, denoted by def(S), and the least p corresponding to
def(S) will be called the period of S, denoted by per(S).
It is easy to verify that if for some p ∈ N+ and r0 ∈ N the equality S(r + p) =
S(r) holds for each r  r0 then r0  def(S) and p is a multiple of per(S).
Both operations in max–min algebra are idempotent, hence no new entries are
created in the process of inductive generating of an orbit. Therefore any orbit con-
tains only finite number of different members and at some point a repetition must
occur. Thus, for some r0, the vector sequence (x(r); r  r0), and consequently each
of its coordinate, is periodic. The same holds true about the sequence of consecu-
tive powers of a square matrix, which is in this paper understood as the sequence
(Ar ; r = 0, 1, . . .) with A0 equal to the corresponding square identity matrix. So the
sequence of consecutive powers of a square matrix A, an orbit O(A, x) and a coor-
dinate-orbit Oi (A, x) are ultimately periodic sequences. Their periods will be called
the period of A, the orbit period and the coordinate-orbit period, in notation per(A),
per(A, x) and per(A, x, i) respectively. Analogous notation def(A), def(A, x), or
def(A, x, i), will be used for the defect.
The next proposition shows the connection between the matrix and orbit periods,
between the orbit and coordinate-orbit periods, and similar connections for defects.
Some of the formulas are in [8].
Proposition 2.1. Let A ∈F(n, n) and x ∈F(n). Then
(i) per(A) = lcmz∈F(n)per(A, z), def(A) = maxz∈F(n) def(A, z),
(ii) per(A, x) = lcmi∈Nper(A, x, i), def(A, x) = maxi∈N def(A, x, i),
(iii) per(A, x(r)) = per(A, x) for r ∈ N, def(A, x(r)) = 0 for r  def(A, x).
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Proof. Part (i): per(A, z)|per(A) and def(A, z)  def(A) for each z ∈F(n), because
O(A, z) = {Ar ⊗ z; r ∈ N}. Let ei ∈F(n) have the ith entry equal to 1, the other
ones equal to 0. Then O(A, ei ) equals the sequence of the ith columns of matrices
I, A,A2, A3, . . .Thus per(A) = lcmi∈Nper(A, ei ) and def(A) = maxi∈N def(A, ei ).
Hence we get the assertion (i). The idea of this proof is taken from [13].
Parts (ii) and (iii) follow from the above definitions. 
Definition 2.4. A member x(r) of the orbit O(A, x) such that r  def(A, x) will be
called a periodic member of the orbit. An orbit O(A, x) is periodic if def(A, x) = 0.
Similarly, we say that O(A, x) is periodic in the coordinate i, if def(A, x, i) =
0. Since the graph–theoretical approach is used in the study of orbits, the notion
periodic in the node i will be also used instead of the notion periodic in the
coordinate i.
Definition 2.5. Let S = (S(r); r = 0, . . . , |S| − 1) be a finite sequence of length |S|.
The period of the sequence S, in notatiom per(S), is the least p ∈ N+ such that
(i) p is a divisor of |S|,
(ii) S(i) = S(i + p) for each i ∈ {0, 1, . . . , |S| − 1 − p}.
Proposition 2.2. A cyclic permutation does not change the period of a finite sequence.
The period of a finite sequence S equals the period of the infinite sequence S˜ obtained
by repeating the sequence S. The period p of an infinite periodic sequence S˜ equals
the period of its segment if and only if the length of the segment is a multiple of p.
Proof. It follows from Definition 2.5. Condition (i) plays an important role. 
Example 2.1. per({0, 1, 0, 1, 0, 1}) = 2, per({0, 1, 0, 1, 0}) = 5.
The following definitions introduce some graph–theoretical notions used in the
paper.
By a digraph (directed graph) we understand a pair G = (V ,E), where V is a
non-empty finite set, called the node set, and E is a subset of V × V , called the arc
set. A digraphG′ = (V ′, E′) is a subdigraph ofG, if V ′ ⊆ V and E′ ⊆ E. A path in a
digraphG is a sequence of nodes P = (v0, v1, . . . , vl) such that (vk−1, vk) ∈ E for all
k = 1, . . . , l. The number l  0 is called the length of P and is denoted by |P |. If all
nodes in P are distinct then P is called an elementary path. If |P | > 0 and v0 = v|P |
then P is called a cycle. A cycle P is elementary if all nodes in P except the terminal
node are distinct. The process of replacing a node v in a path by a cycle with the initial
node v will be called a cycle-insertion. We say that a path P ′ is a cycle-extension of
P , if P ′ can be created from P by finitely many (possibly none) cycle-insertions.
Every path P is a cycle-extension of a unique elementary path denoted by Pel. If
P = (v0, . . . , v|P |) and Q = (v|P |, . . . , v|P |+|Q|) then the concatenation of paths P
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and Q is the path PQ=(v0, . . . , v|P |+|Q|). For a path P and v ∈ P , by P→v we will
denote the initial segment of P ending at the first occurrence of v in P .
A digraph G is called strongly connected if any two distinct nodes of G are con-
tained in a common cycle. By a strong component of a digraph G (briefly component
of G) we mean a maximal strongly connected subdigraph of G. A strong component
K is called non-trivial if there is a cycle in K. In the opposite case, K is called
trivial. A trivial strong component consists of a single node without loop. By SC∗G
we denote the set of all non-trivial strong components of G. By K we denote the
node set of a componentK. The strong component of G containing node v will be
denoted by G[v]. We say that a node v is trivial (non-trivial) in G, if G[v] is trivial
(non-trivial).
The period per(K) of a strongly connected digraph K is the greatest common
divisor of the lengths of all cycles ofK. Notice that the period of a non-trivial strong
component is a positive number and the period of a trivial strong component is zero.
The next proposition shows one basic property of per(K) which allows to partition
a non-trivial strongly connected digraph into cyclic classes. The proposition also
offers an alternative definition of per(K) which will be used below. This proposition,
together with the following definition of cyclic classes and Proposition 2.4, is in
monograph [2].
Proposition 2.3 [2]. LetK be a strongly connected digraph and u, v ∈ K. Then
(i) the lengths of any two paths from u to v are congruent modulo per(K),
(ii) per(K) equals the g.c.d. of the lengths of all cycles containing node u.
Definition 2.6. LetK be a non-trivial strongly connected digraph, per(K) = c and
v0 ∈ K . For each l = 0, 1, . . . , c − 1, the lth (with respect to v0) cyclic class Kl ofK
is the set Kl = {v ∈ K; there is a path from v0 to v of length congruent to l modulo
per(K)}.
The next proposition describes the decomposition of a non-trivial component to its
cyclic classes. The indices of cyclic classes are numbered cyclically modulo per(K).
Proposition 2.4 [2]. LetK be a non-trivial strongly connected digraph, per(K) = c
and v0 ∈ K. The cyclic classes K0,K1, . . . , Kc−1 of K (with respect to v0) are
non-empty and they create a partition of K. This partition does not depend on
the choice of v0 ∈ K but indices of particular classes do. Namely, if v′0 ∈ Km and
K ′0,K ′1, . . . , K ′c−1 are the cyclic classes of K with respect to v′0 then K ′l = Kl+mfor each l.
Definition 2.7. For a path P in a digraphG, the period per(P ) of path P is per(P ) =
gcd{per(G[v]); v ∈ P }.
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Remark 2.1. From Proposition 2.3 (ii) it follows that per(P ) equals the g.c.d. of the
lengths of all cycles meeting P . The period of a path meeting no cycle is zero.
The following two known propositions explain the choice of the definition of
per(P ).
Proposition 2.5 [2, Lemma 3.4.2]. Let S be a non-empty set of positive integers which
is closed under addition and let d = gcd S. Then there is a positive integer m0 such
that md ∈ S for every integer m  m0.
Proposition 2.6. For every path P there exists r ∈ N such that for each r ′  r sat-
isfying r ′ ≡ |P | (mod per(P )) there is a cycle-extension P ′ of P such that |P ′| =
r ′.
Proof. Let S be the set of all finite sums of the lengths of cycles meeting P . By
Remark 2.1, gcd S = per(P ). Then, by Proposition 2.5, there is m0 such that for each
m  m0 the path P can be extended by cycles having the total length mper(P ).

There is a connection between orbits in max–min algebra and paths in arc-node-
weighted digraphs. This connection enables to interpret the value xi(r) as the maxi-
mum of all initial values xj transferred to node i along paths of length r leading from
i to j . These values are modified during the transfer by the weight (capacity) of the
path used.
The exact definition and proposition follow.
Definition 2.8. For A ∈F(n, n), the associated digraph G(A) is the arc-weighted
complete digraph G = (N,N × N, w(A)) with the weight function w(A) assigning
to each (i, j) ∈ N × N the weight wij (A) = aij . For A ∈F(n, n) and x ∈F(n),
the associated digraph G(A, x) is the arc-node-weighted complete digraph obtained
fromG(A) by appending the weight xi to each node i. For a pathP = (i0, i1, . . . , i|P |)
in (N,N × N), the weight of the path P in G(A), denoted by wP (A), is defined by
the formula:
wP (A) =
{
ai0i1 ⊗ ai1i2 ⊗ · · · ⊗ ai|P |−1i|P | if |P | > 0,
1 otherwise.
In the arc-node-weighted digraph G(A, x) besides the weight wP (A) we define
also the orbit weight of path P , denoted by owP (A, x), as the product of the weight
of P and the weight of its terminal node. Thus, for P = (i0, i1, . . . , i|P |), the orbit
weight is:
owP (A, x) =
{
ai0i1 ⊗ ai1i2 ⊗ · · · ⊗ ai|P |−1i|P | ⊗ xi|P | if |P | > 0,
xi|P | otherwise.
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From the definition of the matrix operations in max–min algebra and the definition
of the weights of paths in associated digraphs the next proposition follows.
Proposition 2.7. The connection between entries of an rth power of a matrix, or
coordinates of an rth member of an orbit, and the paths in the associated digraphs
is following:
(i) (Ar)ij = max{wP (A);P is a path from i to j of length r},
(ii) Oi (A, x)(r) = max{owP (A, x); P is a path beginning at i of length r}.
Remark 2.2. The notions of the weight, or orbit weight, of a path appear in the further
text only in the binary form, because in the general case the threshold method is used.
These notions are introduced in the present form for better understanding the idea of
assertions and examples.
From Proposition 2.7 and the convention max ∅ = 0 it follows that paths with zero
weight are not significant. Therefore paths with zero weight, including zero arcs, can
be ignored. In this paper binary matrices play an important role. In the case when
both A and x are binary, omitting zero arcs in G(A) and G(A, x) notably simplifies
the notation. Then every arc has weight 1 and the term wP is not necessary. As for
the orbit weight owP , it equals the weight of the terminal node of path P , which is 0
or 1. Thus, in the binary case, we will only consider arcs with nonzero weight. This
is specifically stated in the next definition, where also one new notion is introduced
for paths with nonzero orbit weight.
Definition 2.9. Let both A ∈F(n, n) and x ∈F(n) be binary. Then by G(A) we
understand the digraph (N,E) with E = {(i, j); aij = 1} and by G(A, x) we under-
stand the corresponding node-weighted digraph. A path in G(A, x) is called the orbit
path if the weight of its terminal node is 1.
The following definition and two propositions are devoted to threshold matrices
and digraphs.
Definition 2.10. For A ∈F(m, n) and h ∈ F , the threshold matrix A(h) correspond-
ing to the threshold h is a binary matrix, of the same type as A, defined as follows:
(A(h))ij =
{
1 if aij  h,
0 otherwise.
Since any vector is viewed as an (n × 1)-matrix, the above definition concerns
also vectors. The associated (in the sense of Definition 2.9) digraphs G(A(h)) and
G(A(h), x(h)) will be called the threshold digraphs corresponding to the threshold h.
For A ∈F(n, n) and x ∈F(n), the threshold orbit O(A, x, h) corresponding to a
threshold h ∈ F is a vector sequence whose rth member equals the threshold vector
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x(r)(h). Similarly, the threshold coordinate-orbit Oi (A, x, h) is the scalar sequence
(xi(r)(h); r ∈ N).
Remark 2.3. It is obvious that a threshold coordinate-orbitOi (A, x, h) equals the ith
coordinate of O(A, x, h).
GA(0)) and G(A(0), x(0)) are complete digraphs of the corresponding order. The
weight of each node in G(A(0), x(0)) is 1. The threshold h = 0 yields no information.
The connection between (Ar)ij , or Oi (A, x)(r), and paths in the associated
threshold digraphs, presented in the next proposition, was described by Cechlárová
in [4].
Proposition 2.8 [4]. For A ∈F(n, n), x ∈F(n), 0 < h ∈ F, r ∈ N and i, j ∈ N,
(i) (Ar)ij  h ⇐⇒ there is a path in G(A(h)) from i to j of length r,
(ii) Oi (A, x)(r)  h ⇐⇒ there is an orbit path in G(A(h), x(h)) starting at i
of length r.
Finally we present some basic properties of the decomposition of a matrix overF
to its threshold matrices. Some of these properties have been stated by Cechlárová in
[5].
From now, Â and x̂ will denote the set of all entries of the matrix A and vector x
respectively.
Proposition 2.9. The decomposition of a matrix overF to its threshold matrices has
the following properties:
(i) For any h ∈ F, if a is the least element of Â such that h  a then A(h) = A(a).
If there is no such element then A(h) = O. Thus for any (m × n)-matrix A at
most mn + 1 threshold matrices may be different.
(ii) A =⊕h∈H (h ⊗ A(h)) for any set H such that Â ⊆ H ⊆ F.
(iii) For any two ⊗-compatible matrices A and B, the threshold matrix of their
product equals the product of their threshold matrices. Formally: (A ⊗ B)(h) =
A(h) ⊗ B(h) for any h ∈ F. Hence the product of A and B can be composed
of their threshold matrices by the formula: A ⊗ B =⊕h∈H (h ⊗ A(h) ⊗ B(h))
for any H ⊇ Â ∪ B̂.
Proof. Part (i) follows from the definition of the threshold matrices. In the proof of
(ii) and (iii) also properties of the operations ⊕ = max and ⊗ = min are used. 
Remark 2.4. Proposition 2.8 and Proposition 2.7 imply that for anyh ∈ F the thresh-
old orbit O(A, x, h) equals the orbit O(A(h), x(h)) of threshold matrix A(h) generated
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by threshold vector x(h). The assertion O(A, x, h) = O(A(h), x(h)) follows also from
Proposition 2.9 (iii).
At the end of this section we present one known estimate of an upper bound of
def(A) forA ∈F(n, n) and its consequence concerning the computation of a periodic
member of an orbit. The following proposition is presented for binary matrices in
monograph [13, Theorem 5.4.11].
Proposition 2.10. Let A ∈F(n, n) and let k be the least positive integer such that
Ak+p = Ak for some positive integer p. Then k  (n − 1)2 + 1.
Proof. The validity of this proposition for arbitrary A ∈F(n, n) can be proved from
its binary version using the formula Ar =⊕h∈Â(h ⊗ Ar(h)), which for each r ∈ N+
follows from Proposition 2.9 (iii). A detailed description of the decomposition of a
sequence to its threshold sequences and the connection between the defect (period)
of a sequence and the defects (periods) of its threshold sequences is in Section 4.

Remark 2.5. As a direct consequence of Proposition 2.10, for any A ∈F(n, n) and
x ∈F(n) both def(A) and def(A, x) do not exceed (n − 1)2 + 1.
It is known that an rth power of a matrixA ∈F(n, n) can be obtained in O(n3 log r)
time by the method of repeated squaring. This method consists of computing powers
A2
k (by iterated squaring) for an increasing sequence of integers k1, k2, . . . , km ob-
tained from the binary notation of the number r . The whole computation of A2k1 ⊗
A2
k2 ⊗ · · · ⊗ A2km is done in O(n3 log r) time since km and m do not exceed log2 r .
Hence the matrix A = A(n−1)2+1 can be found in O(n3 log n) time. Finally a periodic
member y = A ⊗ x of an orbit O(A, x) is obtained. This result can be formulated
briefly as follows:
Proposition 2.11. A periodic member of an orbit can be computed in O(n3 log n)
time.
3. The binary case
LetB = ({0, 1}, max, min).B is a subalgebra ofF. By the binary case of max–
min algebra we understand the case when the investigated matrices, including vectors,
are matrices over B. The associated digraph G(A), or G(A, x), is identical with the
only significant threshold digraph G(A(1)), or G(A(1), x(1)), respectively.
In the binary case we introduce the following notation.
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For any r ∈ N and i, j ∈ N , by P(r)ij (A) we denote the set of all paths of length
r in G(A) with the initial node i and terminal node j . The set of all paths from i to
j will be denoted by Pij (A). Similar notation is used for the sets of orbit paths in
G(A, x):
P(r)i (A, x) = {P ;P is an orbit path of length r beginning at i},
Peli (A, x) = {P ;P is an elementary orbit path beginning at i},
P˜
el
i (A, x) = {P ;P is an elementary orbit path beginning at i with per(P ) /= 0}.
The second statements of Propositions 2.7 and 2.8 obtain now the form:
Lemma 3.1. Let A ∈ B(n, n), x ∈ B(n), i ∈ N and r ∈ N. Then
Oi (A, x)(r) = 1 ⇐⇒ P(r)i (A, x) /= ∅.
In the following definitions and lemmas we describe the coordinate-orbitOi (A, x)
as the maximum of finitely many ultimately periodic sequences and we show that for
computing per(A, x) only those coordinate-orbits are necessary which correspond to
non-trivial nodes.
From now we will assume that A ∈ B(n, n) and x ∈ B(n) are arbitrary but fixed.
Thus every path is a path inG(A), or inG(A, x) when the weight of its terminal node
is significant. By the maximum of a set of sequences we understand the pointwise
maximum, i.e. ⊕-sum. Maximum of the empty set is the zero-sequence. The period
per(G(A)[i]) of the strong component of G(A) containing node i will be denoted by
c(A, i) (or by c(i) if the matrix is understood from the context).
Definition 3.1. For an elementary path P the sequence (chP (k); k ∈ N) is the binary
sequence defined by the formula:
chP (k) = 1 if and only if there is a cycle-extension P ′ of P of length |P ′| = k.
Remark 3.1. For a path P with zero period chP (k) = 1 if and only if k = |P |.
Lemma 3.2. Let P be an elementary path. Then the sequence chP , labeling the
lengths of all cycle-extensions of P, is ultimately periodic. The period of the sequence
is:
per(chP ) =
{
per(P ) if per(P ) /= 0,
1 otherwise.
Proof. Remark 2.1 implies that chP (k) = 1 only if the difference k − |P | is a multiple
of per(P ). Proposition 2.6 implies that for every sufficiently large m the (|P | +
mper(P ))th member of the sequence chP is 1. 
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Lemma 3.3. Oi (A, x) = max{chP ;P ∈ Peli (A, x)} for each i ∈ N.
Proof. By Lemma 3.1, Oi (A, x)(r) = 1 if and only if there is a path P ∈ P(r)i (A, x).
Path P and the corresponding elementary path Pel have the same initial and terminal
nodes, so they are both orbit paths starting at i. By Definition 3.1, chPel(r) = 1. 
Lemma 3.4. per(A, x, i) is a divisor of c(A, i) for each i ∈ N.
Proof. In case c(i) = 0 the lemma evidently holds true.
Let c(i) /= 0. Then, by Lemma 3.3, Oi (A, x) is the maximum of finitely many
ultimately periodic sequences chP with per(chP ) = per(P ). Hence per(A, x, i) is a
divisor of lcm{per(P );P ∈ Peli (A, x)}. Since the period of every P ∈ Peli (A, x) is
a divisor of c(i), the same holds true for per(A, x, i). 
Corollary 3.5. If i ∈ N is a non-trivial node then per(A, x, i)  n.
Lemma 3.6. Let i ∈ N be a trivial node. For each non-trivial node j ∈ N letLij =
{l; (∃P ∈ P(l)ij (A)) (all nodes of P except for the terminal node are trivial)}.
Let D∗i = {j ∈ N; j is non-trivial and Lij /= ∅}, i.e. D∗i is the set of all first non-
trivial descendants of node i in some path (paths). Then
(i) Oi (A, x)(k) = max{Oj (A, x)(k − l); j ∈ D∗i , l ∈Lij } for each k  n,
(ii) per(A, x, i)|lcm{per(A, x, j); j ∈ D∗i },
(iii) def(A, x, i)  n ⊕ max{l + def(A, x, j); j ∈ D∗i , l ∈Lij }.
Proof. Part (i): Let k  n. Then Oi (A, x)(k) = max{chP (k);P ∈ P˜eli (A, x)} since
chP (k) = 0 for any pathP with zero period. Every pathP ∈ P˜eli (A, x) contains a non-
trivial node. Let j be the first non-trivial node of P and P = P→jQ. Then |P→j | ∈
Lij and chP (k) = chQ(k − |P→j |). Hence Oi (A, x)(k) = maxj∈D∗i maxl∈Lij
max{chQ(k − l);Q ∈ Pelj (A, x)} = maxj∈D∗i maxl∈Lij Oj (A, x)(k − l).
Parts (ii) and (iii): All sets Lij for j ∈ D∗i , as well as the set D∗i , are finite.
The period of the sequence whose kth member for k  n is Oj (A, x)(k − l) equals
per(A, x, j) and the defect of this sequence does not exceed n ⊕ (l + def(A, x, j)).
Thus, as a consequence of (i), we get (ii) and (iii). 
Remark 3.2. Lemma 3.6 concerns also the case D∗i = ∅. In that case the sequence
(Oi (A, x)(k); k  n) is the zero sequence, per(A, x, i) = 1 and def(A, x, i)  n.
Corollary 3.7. The coordinate-orbit periods corresponding to trivial nodes have no
influence on the value of the orbit period. Formally:
per(A, x) = lcm{per(A, x, i); i ∈ N, i is non-trivial}.
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Proof. It follows immediately from Proposition 2.1 and Lemma 3.6 part (ii). 
Remark 3.3. Corollary 3.7 is similar to Lemma 4.4 (ii) of [11] applied to the binary
case. The only difference is that the cited lemma deals with the periodic extensions
of coordinate-orbits instead of coordinate-orbits. This difference has no influence on
the orbit period.
Gavalec in [11] has shown that the computation of the coordinate-orbit period in
max–min algebra is NP-hard. The instance, which acts in the proof of the NP-hardness
of the above problem, deals with a binary orbit and consists of computing the period
of the coordinate-orbit corresponding to a trivial node. The formula in Corollary
3.7, describing a computation of the orbit period only by means of coordinate-orbits
corresponding to non-trivial nodes, enables to avoid coordinate-orbits for which it is
known that computing of their periods is NP-hard.
We show now that the period of the coordinate-orbit corresponding to a non-trivial
node can be computed in polynomial time. Due to Corollary 3.7, the same holds for
the orbit period.
By Proposition 2.11, a periodic member of an orbit can be computed in polynomial
time. If we compute also the next n consecutive members of the orbit, we get for
each i a segment of length n of the periodic part of Oi (A, x). By the depth-first
search algorithm and by [1], the components G(A)[i] and their periods c(i) can be
computed in polynomial time. Then for each non-trivial i, the period per(A, x, i)
can be computed (by Lemma 3.4) as the period of the first c(i) members of the ith
segment.
The computational complexity of such a computation is following: O(n3 log n) for
finding a periodic member, and O(n3) for the other computations. We will not argue it
in detail now, because we are going to present another algorithm. Its complexity is also
O(n3 log n), due to finding a periodic member of the orbit, but other computations are
more efficient. Namely, in the binary case, computing the period of a periodic orbit
needs only O(n2) time.
Below we present several assertions describing properties of an orbit, especially
properties of a periodic orbit. The proposed algorithm will be based on those asser-
tions.
In the binary max–min algebra any orbit has one important property: the periodic
parts of coordinate-orbits corresponding to two different nodes of the same strong
component are either the same or they are shifted several positions one to another.
This assertion (formulated exactly in Corollary 3.9) follows from the next lemma.
Lemma 3.8. Let (v0, v1, . . . , vl) be a path in a non-trivial strong componentK of
G(A). Then Ov0(A, x)(r + l) = Ovl (A, x)(r) for each r  def(A, x, vl).
Proof. Let us denote P = (v0, v1, . . . , vl) and c = per(K).
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Let xvl (r) = 1. Then there is an orbit path Q ∈ P(r)vl (A, x). Hence PQ ∈ P(r+l)v0
(A, x), what results in xv0(r + l) = 1.
Conversely, let xv0(r + l) = 1. There is an orbit path Q ∈ P(r+l)v0 (A, x) and a path
Pvlv0 ∈ Pvlv0(A). The path Pvlv0Q is an orbit path beginning at vl and its length
equals mc − l + r + l = r + mc for some m ∈ N. Hence 1 = xvl (r + mc) = xvl (r),
since r  def(A, x, vl) and by Lemma 3.4 per(A, x, vl)|c. 
Corollary 3.9. Let K ∈ SC∗G(A) with per(K) = c. Let K0,K1, . . . , Kc−1 be the
cyclic classes of K and let i0 ∈ K0. Then for any l and any i ∈ Kl, the periodic
pattern of Oi (A, x) is the same as that of Oi0(A, x) but shifted l positions to the left,
i.e.
Oi (A, x)(r) = Oi0(A, x)(r + l) for each r  max
j∈K def(A, x, j).
Proof. It follows from the definition of cyclic classes, Lemma 3.8 and Lemma 3.4.

Corollary 3.10. The periods of coordinate-orbits corresponding to nodes of the same
strong component are equal.
The following example shows that the period per(A, x) does not only depend on
the strong components of G(A, x) but also on how the components are connected.
Example 3.1. Let n = 7, x = (0, 1, 0, 0, 0, 1, 0)T and matrices A, B, C are as fol-
lows:
A =
M1 M12 OO O A23
O O M3
 ,
where M1 =

0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
 , M3 =
(
0 1
1 0
)
,M12 =

1
0
0
0
 , A23 = (1, 0)
and O denotes the corresponding zero matrices. The matrices B and C have the same
blocks as A except that the block A23 is replaced by B23 = (0, 1) and C23 = (1, 1)
respectively.
The digraphG(A, x) is shown in the left top corner of Fig. 1. Nodes with 0-weight
are represented by empty circles and nodes with 1-weight by filled circles. The digraph
has two non-trivial strong componentsG[1] = G(A)[1] andG[6] = G(A)[6], with the
node sets {1, 2, 3, 4} and {6, 7} respectively. Their periods are per(G[1]) = c(1) = 4
and per(G[6]) = c(6) = 2.
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Fig. 1. Digraphs of Example 3.1 and Example 3.2.
Let us compute members x1(k) of O1(A, x) for several k ∈ N. By Lemma 3.3 we
need to find all elementary orbit paths P starting at node 1 and compute
sequences chP . There are two such paths P1 = (1, 2) and P2 = (1, 5, 6). From the
digraph G(A) we see that the sequences chP1 and chP2 , characterizing the lengths
of cycle-extensions of these paths, are chP1 = (0, 1, 0, 0, 0, 1, 0, 0, . . .) and chP2 =
(0, 0, 1, 0, 1, 0, 1, 0, . . .), with per(chP1) = per(P1) = 4, def(chP1) = 0 and
per(chP2) = per(P2) = 2, def(chP2) = 1. The sequence O1(A, x) is the pointwise
maximum of chP1 and chP2 . We getO1(A, x) = (0, 1, 1, 0, 1, 1, 1, 0, . . .). The period
and the defect of O1(A, x) satisfy: per(A, x, 1)|lcm{4, 2} = 4 and def(A, x, 1) 
max{0, 1} = 1. Therefore, for computing per(A, x, 1) we need to compute the pe-
riod of a sequence of 4 consecutive members x1(k) with k  def(A, x, 1). Let us
take the sequence (x1(k); k = 1, 2, 3, 4) = (1, 1, 0, 1). Its period is 4. Hence the
coordinate-orbit period is per(A, x, 1) = 4.
By the same procedure as the one just described we can compute other coordinate-
orbitsOj (A, x) and their periods. For example,O4(A, x) = (0, 0, 1, 1, 0, 1, 1, 1, . . .).
The periodic pattern of O4(A, x) is that of O1(A, x) shifted 3 positions to the left, as
in G[1] there is a path from 1 to 4 of length 3. This corresponds to the assertion of
Lemma 3.8.
Similarly as above we get per(A, x, 6) = 2. Notice that the only elementary orbit
path starting at node 6 is P = (6) with per(P ) = 2.
From Lemma 3.8 it follows that it is enough to compute one coordinate-orbit period
per non-trivial component. Hence per(A, x) = lcm{per(A, x, 1), per(A, x, 6)} = 4.
The digraphs G(B, x) and G(C, x) are at the top of Fig. 1, beside G(A, x). They
have the same strong components as G(A, x) but differ from the previous digraph in
the connection between the only trivial component G[5] and the component G[6].
Applying the same procedure forO1(B, x), orO1(C, x), as in computingO1(A, x),
we consider two elementary orbit paths P1 and P3 = (1, 5, 7, 6) in case of the matrix
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B, or three elementary orbit paths P1, P2, P3 in case of matrix C (with P1 = (1, 2) and
P2 = (1, 5, 6) as above). Since the cycles in the three digraphs are the same, we need
not compute the characteristic sequences of paths P1 and P2 again. The characteris-
tic sequence of P3 is chP3 = (0, 0, 0, 1, 0, 1, 0, 1, . . .) with parameters per(chP3) =
2 and def(chP3) = 2. Hence def(B, x, 1)  max{0, 2} = 2 and per(B, x, 1)|4. Let
us consider the sequence (O1(B, x)(k); k = 2, 3, 4, 5) = (0, 1, 0, 1). Its period is
2 and we get per(B, x, 1) = 2. The coordinate-orbit O1(C, x) has def(C, x, 1) 
max{0, 1, 2} = 2. From the sequence (O1(C, x)(k); k = 2, 3, 4, 5) = (1, 1, 1, 1) we
get per(C, x, 1) = 1.
As for the componentG[6], there is no change in the orbit paths beginning at node
6. Thus per(B, x, 6) = per(C, x, 6) = 2. Finally, per(B, x) = per(C, x) = 2.
The next lemma shows that if the vector x generates a periodic orbit of A then the
period of the coordinate-orbit related to a non-trivial component can be computed
from the node weights inside the component. Thus in the case of periodic orbit it is
not necessary to study the connections of strong components in G(A).
Lemma 3.11. Let A ∈ B(n, n) and x ∈ B(n). LetK ∈ SC∗G(A), per(K) = c and
let K0,K1, . . . , Kc−1 be the cyclic classes of K. Let O(A, x) be periodic in nodes
i0, . . . , ic−1, where these nodes are representative nodes of the cyclic classes, i.e. il ∈
Kl for l = 0, 1, . . . , c− 1.Then the first cmembers ofOi0(A, x)arexi0 , xi1 , . . . , xic−1 .
Proof. It follows from the definition of cyclic classes, Lemma 3.8 and Lemma 3.4.
Briefly: xil = Oil (A, x)(0) = Oi0(A, x)(l + mc) = Oi0(A, x)(l) for l = 0, 1, . . . ,
c − 1. 
Remark 3.4. Any path (i0, i1, . . . , ic−1) in a strong componentKwith per(K) = c
yields a sample of representative nodes of cyclic classes of K. Thus, by the previ-
ous lemma, in case of periodic orbit the initial segment of length c of Oi0(A, x) is
(xi0 , xi1 , . . . , xic−1).
The use of Lemma 3.11 is illustrated by the following example.
Example 3.2. The defects of the orbits in Example 3.1 are: def(A, x)= 4, def(B, x)=
3 and def(C, x) = 4. Let a = O(A, x)(4) = (1, 1, 1, 0, 0, 1, 0)T, b = O(B, x)(4) =
(0, 1, 0, 1, 1, 1, 0)T and c = O(C, x)(4) = (1, 1, 1, 1, 1, 1, 0)T. (Computing the de-
fect and a specific member of an orbit is not the matter of this example.) The vectors a
and c are the first periodic members of the corresponding orbits, b is the second one.
The fact that the chosen vectors are all the 4th members of their orbits is convenient
when comparing the digraphsG(A, a),G(B, b) andG(C, c), which are at the bottom
of Fig. 1. The orbitsO(A, a),O(B, b) andO(C, c) are periodic with the same periodic
pattern as the orbits in Example 3.1. We compute their periods using Lemma 3.11.
Since the three digraphs have the same strong components, we can use the common
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notationG[1] andG[6] for the two non-trivial components. We need to work only with
paths inside the non-trivial components, so the computation for the three orbits will
be similar. We choose one path in G[1] beginning at node 1 having just 4 nodes and
one path in G[6] beginning at node 6 with 2 nodes. The chosen paths are (1, 2, 3, 4)
and (6,7). The corresponding sequences of entries of the chosen vectors are: (1,1,1,0)
and (1,0) for vector a, (0,1,0,1), (1,0) for vector b and (1,1,1,1), (1,0) for vector
c. The periods of the decisive coordinate-orbits O1 and O6 are the periods of those
finite sequences. Hence per(A, a) = lcm{4, 2} = 4, per(B, b) = lcm{2, 2} = 2 and
per(C, c) = lcm{1, 2} = 2.
We finish this example with a remark:
Since the chosen periodic members are the 4th members of the given orbits and 4
is a multiple of the orbit periods, the orbits O(A, a) and O(A, x) coincide (from the
4th member) and the same holds for the other pairs of orbits. If we have chosen the
vector y = O(B, x)(3) instead of b then the vector y would generate a periodic orbit
of B with a shifted periodic pattern, namely:O(B, y)(r) = O(B, x)(r + 3). Hence the
sequences (O(B, y)(r); r  3) and (O(B, x)(r); r  3) would have the same period
but they would be different.
Now let us explain the significance of this section and make a conclusion regarding
the computational complexity of computing the period of a periodic orbit by using
the results presented above.
In the study of periodicity of orbits the investigation of cycle-extensions of paths
is necessary. In the general case, a cycle inserted into a path may change not only
the length of the path but also its weight. Therefore, the use of Proposition 2.7 is
difficult in general. It is better to use Proposition 2.8, dealing with the threshold orbits
and digraphs. Hence it follows that periodicity of binary orbits should be studied at
first and the obtained results can be then used for deriving similar general results.
The properties of threshold matrices (and orbits) in max–min algebra allow such a
procedure. Since the binary case, due to its simplicity, is convenient for presentation
of the key idea of the paper, the crucial lemmas of this section are illustrated with
examples.
A detailed description of the algorithm computing the period of a periodic orbit
will be presented at the end of Section 4 (the general algorithm). Now we present
only its short description and determine its computational complexity in the binary
case.
The algorithm first finds the strong components of G(A) and computes their peri-
ods. It is known that in the binary case all the components can be found in O(n2) time
(the depth-first search algorithm). Since the components are pairwise disjoint and
n21 + · · · + n2k  (n1 + · · · + nk)2, the Balcer–Veinott [1] algorithm computes their
periods in O(n2) time. Afterwards the algorithm finds in each non-trivial component
K a path consisting of per(K) nodes and computes the period of the corresponding
sequence of entries of x, constructed according to Lemma 3.11. For the same reason as
above, the complexity of finding the paths in all non-trivial components and computing
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the periods of the corresponding sequences does not exceed O(n2). Computing the
least common multiple of those periods takes less than O(n2) steps (using the Euclid
algorithm).
Thus, in the binary case, the computational complexity of computing the period
of a periodic orbit is at most O(n2).
4. The general case
In this section we shall study general orbits using their threshold orbits and applying
appropriate assertions from Section 3. First we present some additional properties of
the threshold matrices and sequences in max–min algebra.
Definition 4.1. Let m, n ∈ N+, S = (S(r); r ∈ N) be a sequence of (m × n)-matri-
ces overF and let h ∈ F . The threshold sequence S(h) corresponding to the threshold
h is the sequence (S(r)(h); r ∈ N), i.e. the rth member of S(h) is the threshold matrix,
corresponding to h, of the rth member of sequence S (briefly: S(h)(r) = S(r)(h)).
From now Ŝ will denote the set of all entries occurring in the sequence S. Formally:
Ŝ =⋃r∈N Ŝ(r).
Lemma 4.1. For any sequence S of (m × n)-matrices overF, and for any set H of
thresholds satisfying Ŝ ⊆ H ⊆ F, the sequence S can be decomposed by the formula:
S =
⊕
h∈H
(h ⊗ S(h)).
Proof. It follows from Proposition 2.9 and the definition of the threshold sequence.

Lemma 4.2. Let S be a sequence of (m × n)-matrices overF such that Ŝ is finite.
Let H satisfy Ŝ ⊆ H ⊆ F. Then
(i) {S(a); a ∈ Ŝ} is the set of all pairwise different nonzero threshold sequences
of S,
(ii) S is ultimately periodic if and only if all threshold sequences S(h), h ∈ H are
ultimately periodic,
(iii) in the case of ultimate periodicity of S, the period and defect of S satisfy:
per(S) = lcm
h∈H per(S(h)), def(S) = maxh∈H def(S(h)).
Proof. Part (i): Let S(h) be a nonzero sequence and let a be the least a ∈ Ŝ with
the property h  a. Then by Proposition 2.9 and Definition 4.1 we get S(h) = S(a).
B. Semancˇíková / Linear Algebra and its Applications 414 (2006) 38–63 55
Parts (ii)–(iii): As a consequence of (i), we can suppose that H = Ŝ, and hence H
is finite.
From Lemma 4.1 it follows that if every S(h) with h ∈ H is ultimately periodic
then also S is, and for its period and defect the formulas per(S)|lcmh∈H per(S(h)) and
def(S)  maxh∈H def(S(h)) hold true.
Conversely, from the definition of the threshold sequence it follows that if S is
ultimately periodic then for each h ∈ H the sequence S(h) is ultimately periodic with
per(S(h))|per(S) and def(S(h))  def(S). 
The next lemma, concerning a truncated sequence, is a simple consequence
of the previous assertions and of the fact that Ŝ is finite when S is ultimately peri-
odic. This lemma will be helpful in later considerations dealing with truncated
orbits.
Lemma 4.3. Let S be a sequence (infinite, or finite, or only one matrix) of (m × n)-
matrices overF and O be the corresponding zero sequence. Let H be a set satisfying
Ŝ ⊆ H ⊆ F and h¯ ∈ H. Then the following holds true:
(i) (h¯ ⊗ S)(h) =
{
S(h) if h  h¯,
O otherwise for each h ∈ H.
(ii) h¯ ⊗ S =⊕h∈H, hh¯(h ⊗ S(h)).
Moreover, if S is an ultimately periodic sequence then:
(iii) per(h¯ ⊗ S) = lcmh∈H, hh¯per(S(h)), def(h¯ ⊗ S) = maxh∈H, hh¯ def(S(h)).
Remark 4.1. All the preceding lemmas are formulated for a sequence of matrices
of an arbitrary fixed type. Further we will work with an orbit, or a coordinate-orbit.
The set of all entries occurring in an orbit O(A, x) is a finite subset of Â ∪ x̂, so the
assumption about finiteness of Ŝ will be automatically satisfied.
Now we are going to generalize Lemma 3.4 and Corollary 3.7, dealing with
the binary case. The corollary can be reformulated as follows: per(A, x) = lcmi∈N
per(h(A, i) ⊗ Oi (A, x)), where for each i ∈ N the multiplier h(A, i) is defined by
the formula:
h(A, i) =
{
1 for i non-trivial in G(A),
0 otherwise.
A similar assertion holds true also in the general case, where h(A, i) denotes the
maximal thresholdh such that i is non-trivial inG(A(h)). The period of such h(A, i) ⊗
Oi (A, x) is always a divisor of the period of G(A(h(A,i)))[i], similarly as it is in the
binary case. The generalized assertions, namely Theorem 4.1 and Corollary 4.6, are
formulated and proved below. First we introduce several new notions and describe
their properties.
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From now we always assume that A ∈F(n, n) and x ∈F(n) are arbitrary but
fixed.
Definition 4.2. For any i ∈ N andh ∈ F , byG[i, h]we shortly denote the strong com-
ponent of the threshold digraph G(A(h)) containing node i, i.e. G[i, h] = G(A(h))[i].
The set of all non-trivial threshold strong components of G(A) will be denoted
by TSC∗(A). Formally: TSC∗(A) =⋃h∈F SC∗G(A(h)) = {G[i, h]; i ∈ N, h ∈ F,
G[i, h] non-trivial}. The set TSC∗(A) is partially ordered by the relation “to be a
subdigraph”, which is denoted by g .
The relatively critical threshold, relatively critical component and relatively criti-
cal period, all with respect to node i, are: h(A, i) = max{h ∈ Â; G[i, h] is non-trivial},
K[A, i] = G[i, h(A, i)] and d(A, i) = per(K[A, i]) respectively. Briefly: h(i),K[i]
and d(i), if the matrix A is fixed.
Remark 4.2. d(i) /= 0 for each i ∈ N . If h(i) = 0 then d(i) = 1.
In Section 3 the notation c(i) = per(G(A)[i]) = per(G[i, 1]) was introduced. In
the binary case the characteristic c(i) supplies both characteristics h(i) and d(i) as
follows:
c(i) = 0 ⇒ h(i) = 0,
c(i) /= 0 ⇒ h(i) = 1, d(i) = c(i).
Lemma 4.4. For any i ∈ N andh, h′ ∈ F, the threshold components containing node
i, the characteristics h(i), d(i) of node i and the set TSC∗(A) have the following
properties:
(i) If h < h′ thenG[i, h′] is a subdigraph ofG[i, h] and per(G[i, h])|per(G[i, h′]).
(ii) per(G[i, h])|d(i) for each h  h(i), per(G[i, h]) = 0 for each h > h(i).
(iii) h(i) equals the maximum weight of a cycle in G(A) containing node i.
(iv) If j ∈K[A, i] then h(j)  h(i).
(v) For any i ∈ N, the set {K ∈ TSC∗(A); i ∈ K} is a linearly ordered subset of
(TSC∗(A),g) with the least elementK[A, i].
(vi) h(i) = max{h ∈ H ;G[i, h] is non-trivial} for any H such that Â ⊆ H ⊆ F.
(vii) TSC∗(A) =⋃h∈H SC∗G(A(h)) for any H such that Â ⊆ H ⊆ F.
Proof. Items (i)–(v) follow from the above definitions.
Items (vi) and (vii) follow from Proposition 2.9. If G[i, h] is non-trivial, then
A(h) is nonzero, and hence there is a ∈ Â such that h  a. Let a be the least with
this property. Then A(h) = A(a), and consequentlyG[i, h] = G[i, a]. Hence max{h ∈
H ;G[i, h] non-trivial} = max{a ∈ Â;G[i, a] non-trivial} and everyK ∈ TSC∗(A)
belongs to SC∗G(A(a)) for some a ∈ Â. 
Now we are ready to come to computing the orbit period.
B. Semancˇíková / Linear Algebra and its Applications 414 (2006) 38–63 57
Theorem 4.1. Those members of the ith coordinate-orbit which are greater than the
corresponding relatively critical threshold h(i) are not decisive in computing the orbit
period and can be replaced by h(i), i.e.
per(A, x) = lcm
i∈N per(h(A, i) ⊗ Oi (A, x)).
Proof. Let H = Â ∪ x̂. By the consecutive use of Lemma 4.2, Remark 2.4 and Cor-
ollary 3.7 we get: per(A, x) = lcmh∈H per(O(A, x, h)) = lcmh∈H per(A(h), x(h)) =
lcmh∈H lcm{per(A(h), x(h), i); i ∈ N, h  h(i)}. The operation lcm{a, b} is commu-
tative and associative, so we can compute the l.c.m. using an arbitrary order of
terms. In the further computations the equality per(A(h), x(h), i) = per(Oi (A, x, h))
is used and Lemma 4.3 part (iii) is applied on S = Oi (A, x) and h¯ = h(i). Thus
we get:
per(A, x) = lcm{per(Oi (A, x, h));h ∈ H, i ∈ N, h  h(i)}
= lcm
i∈N lcmh∈H,hh(i)
per(Oi (A, x, h))
= lcm
i∈N per(h(i) ⊗ Oi (A, x)). 
Definition 4.3. For any h¯ ∈ F and i ∈ N the sequence h¯ ⊗ Oi (A, x) will be called
the h¯-truncated coordinate-orbit corresponding to the coordinate/node i.
The sequence h(A, i) ⊗ Oi (A, x)will be called the critically truncated coordinate-
orbit and will be denoted byTi (A, x), or shortly byTi . The vector sequenceT(A, x)
with the coordinatesTi (A, x) = h(A, i) ⊗ Oi (A, x)will be called the critically trun-
cated orbit.
We say that the orbit O(A, x) is quasiperiodic if T(A, x) is periodic. The orbit
O(A, x) is quasiperiodic in the coordinate/node i ifTi (A, x) is periodic.
Remark 4.3. If an orbit is periodic then it is also quasiperiodic.
If an orbit is quasiperiodic in a node j ∈K[A, i] (i.e. the sequence h(j) ⊗
Oj (A, x) is periodic) then also the sequence h(i) ⊗ Oj (A, x) is periodic.
Remark 4.4. Theorem 4.1 converts the computation of per(A, x) into computing the
periods of all critically truncated coordinate-orbits. Notice that the new formula is
similar to the formula of Proposition 2.1:
per(O(A, x)) = lcmi∈Nper(Oi (A, x)) = lcmi∈Nper(Ti (A, x)) = per(T(A, x)).
Now we shall study properties of sequencesTi . It is convenient to study properties
of h¯-truncated coordinate-orbits in general, for any h¯ ∈ F .
Lemma 4.5. per(h¯ ⊗ Oi (A, x))|per(G[i, h¯]) for any h¯ ∈ F and any i ∈ N.
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Proof. Let H = Â ∪ x̂ ∪ {h¯}. By Lemma 4.3 and Remark 2.4, per(h¯ ⊗ Oi (A, x)) =
lcmh∈H,hh¯per(Oi (A(h), x(h))). Applying Lemma 3.4 on per(Oi (A(h), x(h))) we get
per(Oi (A(h), x(h)))|per(G[i, h]), where per(G[i, h])|per(G[i, h¯]) for eachh  h¯. 
Corollary 4.6. per(Ti (A, x))|d(A, i) for each i ∈ N.
Remark 4.5. Similarly as in the binary case, a polynomial algorithm for computing
the orbit period follows from Theorem 4.1, Corollary 4.6 and Proposition 2.11. In
O(n3 log n) time a periodic member of the orbit can be found and in O(n3) time the
next n successive members can be computed. From these members the periods of
all sequencesTi , as well as their least common multiple can be computed in O(n3)
time. In that computation the periods d(i) of the componentsK[A, i] are necessary.
The components can be found by the Floyd–Warshall algorithm [7] and their periods
by the Balcer–Veinott algorithm [1], all the computations need at most O(n3) steps.
Below it will be shown that in case of a quasiperiodic orbit O(A, x), the periodic
pattern (and hence also the period) of anyTi (A, x) can be read from h(i)-truncated
weights of nodes of a path inside the corresponding threshold component (Theorem
4.2). The algorithm described in the proof of Theorem 4.3 computes the periods
per(Ti ) using that fact.
Remark 4.6. Sequences si such that per(A, x) = lcmi∈Nper(si), where per(si)|d(i)
for each i ∈ N , occur already in [11]. Those sequences are similar to Ti but they
are defined by a different formula. The connection between si and Oi (A, x) is not
described in [11]. The algorithm computing the initial segments of sequences si ,
and consequently per(A, x), presented in [11] is quite different from the algorithms
described in this paper.
Next two lemmas and corollary generalize Lemma 3.8, Corollary 3.9 and Lemma
3.11 of Section 3. In this generalization we consider a non-trivial threshold component
K ∈ G(A(h¯)) and h¯-truncated coordinate-orbits corresponding to nodes ofK.
Lemma 4.7. Let h¯ ∈ F andK ∈ SC∗G(A(h¯)). Let (v0, v1, . . . , vl) be a path inK.
Then h¯ ⊗ Ov0(A, x)(r + l) = h¯ ⊗ Ovl (A, x)(r) for each r  def(h¯ ⊗ Ovl (A, x)).
Proof. LetH = Â ∪ x̂ ∪ {h¯} and let r  def(h¯ ⊗ Ovl (A, x)). The path (v0, v1, . . . , vl)
is contained in every threshold componentG[v0, h]withh  h¯, becauseK= G[v0, h¯]
is a subdigraph ofG[v0, h] for each h  h¯. By Lemma 4.3 (iii), r  def(Ovl (A, x, h))
for every h ∈ H , h  h¯.
Thus by Lemma 4.3 (ii), Remark 2.4 and Lemma 3.8 we get: h¯ ⊗ Ov0(A, x)(r +
l) =⊕h∈H, hh¯(h ⊗ Ov0(A(h), x(h)))(r + l) =⊕h∈H, hh¯(h ⊗ Ovl (A(h), x(h)))(r)
= h¯ ⊗ Ovl (A, x)(r). 
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Corollary 4.8. Let h¯ ∈ F andK = (K,EK) ∈ SC∗G(A(h¯)) with per(K) = d¯. Let
K0,K1, . . . , Kd¯−1 be the cyclic classes ofK and let i0 ∈ K0. Then
(i) if (i, j) ∈ EK then def(h¯ ⊗ Oi (A, x))  def(h¯ ⊗ Oj (A, x)) + 1,
(ii) def(h¯ ⊗ Oi (A, x))  def(h¯ ⊗ Oj (A, x)) + |K| − 1 for any i, j ∈ K,
(iii) for every class Kl and any i ∈ Kl, the periodic pattern of the sequence h¯ ⊗
Oi (A, x) is the same as that of h¯ ⊗ Oi0(A, x) but shifted l positions to the left,
i.e.
h¯ ⊗ Oi (A, x)(r) = h¯ ⊗ Oi0(A, x)(r + l)
for each r  max
j∈K def(h¯ ⊗ Oj (A, x)).
Proof. It follows from Lemma 4.7, the definition of cyclic classes and Lemma 4.5.

Lemma 4.9. Let h¯ ∈ F and K ∈ SC∗G(A(h¯)) with per(K) = d¯. Let K0,K1, . . . ,
Kd¯−1 be the cyclic classes of K and let i0, i1, . . . , id¯−1 be representatives of the
cyclic classes, i.e. il ∈ Kl for each l. Let h¯ ⊗ Oil (A, x) be periodic for each l =
0, 1, . . . , d¯ − 1. Then per(h¯ ⊗ Oi0(A, x))|d¯ and the first d¯ members of the sequence
h¯ ⊗ Oi0(A, x) are: h¯ ⊗ xi0 , h¯ ⊗ xi1 , . . . , h¯ ⊗ xid¯−1 .
Proof. Let l ∈ {0, 1, . . . , d¯ − 1}. There is a path Pi0il inK from i0 to il with length|Pi0il | = l + md¯ for some m ∈ N. By Lemma 4.7, h¯ ⊗ Oi0(A, x)(l + md¯) = h¯ ⊗
Oil (A, x)(0) because 0 = def(h¯ ⊗ Oil (A, x)). Since h¯ ⊗ Oi0(A, x) is periodic and
by Lemma 4.5 its period is a divisor of d¯ , we obtain: h¯ ⊗ Oi0(A, x)(l) = h¯ ⊗ xil (0).

In the next theorem we assume that the orbit is quasiperiodic. Then for every
i ∈ N , in computing the period per(Ti (A, x)) an arbitrary sample of representatives
of the cyclic classes of the componentK[A, i] can be used.
Theorem 4.2. Let the orbitO(A, x)be quasiperiodic. Let i ∈ N,K0,K1, . . . , Kd(i)−1
be the cyclic classes ofK[A, i] and let the nodes i0, i1, . . . , id(i)−1 be representatives
of the cyclic classes. Then per(Ti (A, x)) = per(h(i) ⊗ xi0 , h(i) ⊗ xi1 , . . . , h(i) ⊗
xid(i)−1).
Proof. Let i ∈ N and i0, i1, . . . , id(i)−1 be representatives of the consecutive cyclic
classes of K[A, i]. We apply Lemma 4.9 and Corollary 4.8 (iii) on h¯ = h(i) and
K =K[A, i]. By the corollary, per(Ti (A, x)) = per(h(i) ⊗ Oi0(A, x)). Since the
orbitO(A, x) is quasiperiodic, for every j ∈ K[A, i] the sequence h(i) ⊗ Oj (A, x) is
periodic (see Remark 4.3). Hence the assumptions stated in Lemma 4.9 are satisfied
60 B. Semancˇíková / Linear Algebra and its Applications 414 (2006) 38–63
and the periodic sequence h(i) ⊗ Oi0(A, x), the period of which is a divisor of d(i),
has the following first d(i) members: h(i) ⊗ xi0 , h(i) ⊗ xi1 , . . . , h(i) ⊗ xid(i)−1 . 
Theorem 4.1 and Theorem 4.2 represent the theoretical core of an O(n3)-algorithm
computing the period of a quasiperiodic orbit. A description of that algorithm is
presented in the proof of the following theorem.
Theorem 4.3. Let A ∈F(n, n) and let x ∈F(n) be such a vector that the orbit
O(A, x) is quasiperiodic. Then there is an algorithm A which computes the orbit
period per(A, x) in O(n3) time.
Proof. We shall describe an algorithmA which in each componentK[A, i] finds a
path Pi with d(i) nodes and constructs the corresponding sequence ti (A, x) of h(i)-
⊗-multiples of the related entries of vector x. Nodes of a path Pi represent the cyclic
classes of K[A, i], so by Theorem 4.2 the period of the corresponding sequence
ti (A, x) equals the period of Ti (A, x). Hence, according to Theorem 4.1, the least
common multiple of all periods per(ti (A, x)) equals the orbit period per(A, x).
The initial part of the algorithmA isAWAcompABV and the main part isAmain.
Description of the parts follows, as well as the estimate of their computational com-
plexity.
AW is the Floyd–Warshall algorithm starting with the matrix A and using the oper-
ations ⊕ = max and ⊗ = min. This algorithm is described e.g. in [7].AW computes
in O(n3) time the matrix A+ = max{Ak; k ∈ N+} = A ⊕ A2 ⊕ · · · ⊕ An. Entries
of A+ represent the maximum weight of paths of positive length connecting the
corresponding nodes. Thus (A+)ii = h(i) for each i ∈ N .
Acomp finds the componentK[A, i] for each i ∈ N . The node set K ofK[A, i] is
created in O(n) time by the formula: v ∈ K ⇐⇒ min{(A+)iv, (A+)vi}  h(i). The
arc set E = {(u, v) ∈ K × K; auv  h(i)} is found in O(n2) time. The computation
of all the components does not exceed O(n3) steps.
ABV is the Balcer–Veinott algorithm [1] applied consecutively within the com-
ponentsK[A, i]. The algorithm performs a condensation of nodes of a strong com-
ponentK in such a way that the component is finally condensed into a cycle whose
length is the period of the component. The computational complexity of the algorithm
is O(|K|2). ThusABV computes all the periods d(i) in O(n3) time.
This initial part of the algorithm A is similar to the initial part of the algorithm
presented in [11].
Amain finds a path Pi = (v0, v1, . . . , vd(i)−1) in eachK[A, i], creates the corre-
sponding sequence ti (A, x) = h(i) ⊗ (xv0 , xv1 , . . . , xvd(i)−1) and computes its period.
The procedure of finding a path Pi is simple: the initial node of Pi is i and vk+1 is the
least v ∈ K[A, i] such that (vk, v) ∈ E[A, i]. The period of the sequence ti (A, x),
having the length d(i), is computed simply by testing every divisor of d(i) as a
potential period. Finally Amain computes per(A, x) = lcmi∈Nper(ti (A, x)). Find-
ing the path Pi , creating the corresponding sequence ti (A, x) and computing the
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period per(ti (A, x)) has the computational complexity at most O(n2). Hence the
computation of all the periods spends no more than O(n3) time. The least common
multiple of these n periods is computed in O(n log n) time by repeated use of the
formula lcm{a, b} = a.b/gcd{a, b}, which computes the l.c.m. of two not exceeding
n numbers in O(log n) time. (The value gcd{a, b} is computed by the Euclid algorithm
in O(log n) time since each of the consecutive remainders rk in the Euclid algorithm
is smaller than the second previous remainder rk−2 divided by 2.)
The total computational complexity ofA is at most O(n3). 
The work of the algorithmA, namely the work of the procedureAmain, as well
as the work of the O(n3 log n)-procedure finding a periodic member of an orbit, is
demonstrated by the following example. This example illustrates the case when the
O(n4)-algorithm [11] gives an incorrect result. Actually, in this example algorithm
of [11] returns per(A, x) = 6 instead of the correct value per(A, x) = 3.
Example 4.1. Let 0 < a < b < c  1, n = 7, x = (c, 0, 0, 0, 0, b, 0)T and
A =
 O O OA21 A2 O
O A32 A3
 , where A2 =
0 0 b ac 0 0 00 c 0 0
0 0 b 0
 ,
A3 =
(
0 a
b 0
)
, A21 = (c, 0, 0, 0)T, A32 =
(
0 0 b 0
0 0 0 0
)
and O denotes the corresponding zero matrices. The digraph G(A, x) is shown in the
left top corner of Fig. 2. Node weights are presented inside circles, arc weights beside
arcs.
The initial part of O(A, x) is in Fig. 2. It is computed from the given matrix A and
vector x by the recurrence formula x(r + 1) = A ⊗ x(r). The graph interpretation of
the formula is following: the weight of node i at the (r + 1)-th stage is the maximum
of the orbit weights of all arcs in G(A, x(r)) issuing from the node i.
For demonstrating the work of the algorithmAwe need to have a periodic member
y of the orbit. By Proposition 2.10 (and Remark 2.5), we could use the 37th member
of the orbit. This member can be computed by 5 + 1 + 1 = 7 matrix multiplications
(including squaring) because A37 = A25 ⊗ A22 ⊗ A. Generally it is O(log n) multi-
plications, what means O(n3 log n) steps, as it is stated in Proposition 2.11. In our
example the defect and period of the orbit are small, so in the presented initial part of
O(A, x) a repetition occurs. The first repetition in O(A, x) is x(13) = x(10). Hence
def(A, x) = 10 and per(A, x) = 3. Let us take y = x(10), and compute per(A, y) by
the algorithm A. Digraph G(A, y) is shown in the right top corner of Fig. 2. The
critical thresholds h(i), and consequently the componentsK[A, i], can be seen from
the digraph G(A) in Fig. 2 but it is more convenient to use the threshold digraphs
of G(A), which are shown in Fig. 3. The components K[A, i], together with the
h(i)-⊗-multiplied entries of the vector y and with the paths Pi , are in Fig. 4. We
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Fig. 2. The orbit O(A, x) and digraphs G(A, x), G(A, y) of Example 4.1.
shall demonstrate the work of procedureAmain by constructing (for each i ∈ N ) the
sequences ti (A, y) and computing their periods per(ti (A, y)) = per(Ti (A, y)).
h(1) = 0. HenceK[1] is a complete digraph, d(1) = 1 and per(T1) = 1.
h(2) = b. The componentK[2] has the node set {2, 3, 4} and d(2) = 3. The path
P2 is (2, 4, 3). The corresponding sequence t2(A, y) is b ⊗ (b, a, a) = (b, a, a). Its
period is per(t2(A, y)) = per(T2) = 3.
h(3) = h(4) = b = h(2) and the nodes 3, 4 belong toK[2]. According to Corol-
lary 4.8 (also Theorem 4.2), per(T3) = per(T4) = per(T2) = 3. We skip comput-
ing these periods.
h(5) = a. The node set ofK[5] is {2, 3, 4, 5} and d(5) = 1. Hence per(T5) = 1.
h(6) = a. The node set of K[6] is {6, 7}, d(6) = 2 and P6 = (6, 7). The cor-
responding sequence t6(A, y) is a ⊗ (b, a) = (a, a) and its period is 1. Thus
per(T6) = 1.
h(7) = a = h(6) and 7 ∈K[6]. Similarly as above we get per(T7) = per(T6) =
1.
Finally per(A, x) = per(A, y) = lcmi∈Nper(Ti (A, y)) = lcm{1, 3} = 3.
Fig. 3. Threshold digraphs G(A(h)), h = a, b, c, of Example 4.1.
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Fig. 4. ComponentsK[A, i], with node-weights h(i) ⊗ yj , of Example 4.1.
5. Conclusion
AlgorithmA presented in the proof of Theorem 4.3 is not optimal. It is possible
to prove that the orbit period is the l.c.m. of the periods of only such sequencesTi
which correspond to special critical components (absolutely critical components).
Those components are pairwise disjoint. The proof of that assertion is in [14].
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