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Abstract
We investigate the representation of diffeomorphisms in Connes’ Spec-
tral Triples formalism. By encoding the metric and spin structure in a
moving frame, it is shown on the paradigmatic example of spin semi-
Riemannian manifolds that the bimodule of noncommutative 1-forms Ω1
is an invariant structure in addition to the chirality, real structure and
Krein product. Adding Ω1 and removing the Dirac operator from an in-
definite Spectral Triple we obtain a structure which we call an algebraic
background. All the Dirac operators compatible with this structure then
form the configuration space of a noncommutative Kaluza-Klein theory.
In the case of the Standard Model, this configuration space is stricty larger
than the one obtained from the fluctuations of the metric, and contains
in addition to the usual gauge fields the Z′B−L-boson, a complex scalar
field σ, which is known to be required in order to obtain the correct Higgs
mass in the Spectral Standard Model, and flavour changing fields. The
latter are invariant under automorphisms and can be removed without
breaking the symmetries. It is remarkable that, starting from the conven-
tional Standard Model algebra C ⊕ H ⊕M3(C), the “accidental” B − L
symmetry is necessarily gauged in this framework.
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1 Introduction
Kaluza-Klein theory is probably the best idea to date concerning the unification
of the different forces, and it lives up to this day, in one form or another, in
many approaches to this question. However, it suffers from the instability of the
compact dimensions which tend to collapse into singularities ([1], section 10.3).
In String Theory, it is crucial that the extra-dimensions stay small without
collapsing: this is known as the “moduli stabilization” prolem. Its resolution is
believed to lead to the huge Landscape [2].
Another take on this issue could be that the compact extra dimensions did
collapse in the early moments of the universe, though quantum gravity effects
prevented the appearance of a singularity (similarly to what happens to the
Schwarzschild singularity in Loop Quantum Gravity, [3]). In this view the extra
dimensions are in a quantum regime, and the variables describing them belong
to a finite-dimensional algebra1. This is exactly what Connes’ Noncommutative
Geometry offers with the framework of almost-commutative spacetimes.
1One can even speculate that the different families of particles are a manifestation of some
quantum number comparable to the principal quantum number of the Bohr atom.
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In brief, the idea is to generalize GR by replacing a spin manifold with a
so-called spectral triple (A,H, D), where A is an algebra, H a Hilbert space
and D a Dirac operator. When the algebra is commutative, one exactly recov-
ers the classical geometric data (under several additional natural assumptions,
see [4]). Another remarkable insight of Connes was to postulate the spectral
action, which is of the form S(D) = Tr(f(D2/Λ2)), where f is a cut-off func-
tion. It can be shown that it reproduces the Einstein-Hilbert action with a
cosmological constant identified with Λ, plus terms of higher-order in the cur-
vature [5]. The most striking application of this action principle is that when
the algebra is taken to be almost-commutative, i.e. when it is the tensor prod-
uct of a commutative by a finite-dimensional non-commutative algebra, one can
recover, by taking a suitable finite-dimensional part, all the terms of the Stan-
dard Model bosonic action, with the correct signs, including the Higgs which
pops up naturally. Neutrino mixing and the see-saw mechanism are also natural
features of the Spectral Standard Model [6]. There are, nevertheless, a number
of problematic issues in this approach. First, the whole theory works only for a
Riemannian manifold, i.e. in the Euclidean signature. There has been however
some recent progress the formulation of a semi-Riemannian NCG ([7], [8], [9],
[10], [11], [12], [13], [14], [15]). The only ingredient still missing is the spectral
action, which is badly divergent in the non-Riemannian case (see [15] for a peda-
gogical explanation). However, if one is more modest and falls back to the older
Connes-Lott action (which does not include gravity), it is possible to recover
the Standard Model action in the Lorentz signature [15]. Another problem, pos-
sibly the most serious one, is the unimodularity condition, which is equivalent
to a restriction of the symmetries of the theory, added by hand. On the side of
physical predictions, one can estimate the mass of Higgs boson under the big
desert hypothesis [16]. Unfortunately one obtains a value of around 170 GeV.
One can nonetheless correct the theory by introducing a complex scalar field σ
[17]. It has the very welcome features of stabilizing the vacuum in addition to
pushing the Higgs mass down to the correct value. However, this field does not
come from a fluctuation of the metric like the other bosonic fields in the Spectral
Standard Model. Understanding how the complex scalar could naturally arise
has been a major challenge since then, with two approaches to this question:
Boyle-Farnsworth theory ([18], [19]), and twisted Spectral Triples theory ([20],
[12]). Both require important modifications of the formalism.
Our goal in this paper was not to solve any of these problems, but rather to
try to understand some less studied foundational questions. The first is how do
we distinguish the dynamical and background structures in NCG ? In GR the
answer is easy: the background is a differentiable manifold, and the dynamical
variable is the metric. Clearly, the Dirac operator, which replaces the metric,
should be the dynamical variable in NCG. Let us however consider the classi-
cal case where varying D is equivalent to varying the metric on the manifold.
In that case it would make no sense to claim that (A,H) is the background.
For one thing, we need D to recover the differentiable structure, A alone is
not enough. Another problem is that we need the metric to build the scalar
product, so that H contains some information on the metric. More subtly, we
also need a spin structure to build the spectral triple (more precisely, H and
another gadget called the real structure), and since it depends on the metric, it
is not immediately clear how we can keep the same Hilbert space while varying
the metric. The second, and related, problem is the implementation of diffeo-
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morphism invariance. It is generally admitted that diffeomorphism invariance
is superseded by unitary invariance in NCG. However, diffeomorphisms change
the spinor bundle and the spin structure (and the metric, hence also the scalar
product), so it is not a priori obvious that we can implement diffeomorphisms
inside a fixed background structure like a spectral triple. Finally, in the case
of an almost-commutative spectral triple, like that of the Standard Model, the
dynamical variable is not an arbitrary Dirac operator, but a so-called fluctu-
ated Dirac. These fluctuations are motivated by Morita self-equivalences, but
their physical meaning is not transparent. It would be more in the spirit of
Kaluza-Klein theory to consider a general Dirac operator as the variable.
To answer these questions we will consider the example of the moving frame,
or tetrad, formulation of GR2, which seems to be the best-suited to introduce a
spin structure in the context of a variable metric. We will see that among the
structures which are diffeomorphism-invariants, there is the subspace spanned
by the gamma matrices in the algebra of endomorphisms of the spinor space.
In the NCG pictures this means that the module of noncommutative 1-forms
should be invariant under the symmetries, and thus part of the background.
We will generalize this example and define algebraic backgrounds. To cut short
a long story, an algebraic background is a Spectral Triple plus a bimodule Ω1
of noncommutative 1-forms minus the Dirac operator. A Dirac operator D is
then defined in the usual way except that we require it in addition to be com-
patible with Ω1 in the sense that the 1-forms defined with D belong to Ω1.
Attached to an algebraic background there is thus a configuration space which
is the space of all Dirac operators which are compatible with Ω1, exactly as
in GR there is a configuration space which is the space of all metrics which
are smooth, i.e. compatible with the differential structure3. It is encouraging
that the automorphisms of the algebraic background canonically obtained from
a spin manifold exactly correspond to the symmetries of tetradic GR, i.e. dif-
feomorphisms and “local Lorentz transformations”, or more precisely smooth
maps to the spin group, what we call spinomorphisms. By contrast, the auto-
morphism group of the canonical spectral triple over a manifold is somewhat
larger if we do not require automorphisms to preserve the Dirac operator, or
much smaller if we require them to. However, the configuration space of the
algebraic background is slightly larger than that of tetradic GR: in addition to
Dirac operators associated with tetrads, it contains so-called centralizing fields,
which in spacetime dimension 4 consist of a single pseudo-vector field. This can
be seen as an unwanted feature. However, these extra fields can be removed
without spoiling the theory since they do not mix with the frame field under
spino/diffeomorphisms. It is also possible to define an almost-commutative al-
gebraic background with about the same ingredients as the Spectral Triple of
the Standard Model. Remarkably, its automorphism group turns out to be the
symmetry group of the Standard Model coupled with tetradic GR extended by
gauged B −L-symmetries4. The configuration space is much larger than in the
2We speak about the “tetrad-only” formulation, where the connection is not an independent
variable.
3We will see that the compatibility with a spin structure complicates the matter a little
bit in the case of GR, particularly so in non-Euclidean signature, but not really for algebraic
backgrounds
4To prove this result we use many peculiarities of the SM algebraic background, including
an interplay between the spacetime and internal parts. We do not whether there exists a more
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Spectral Standard Model: it contains the usual gauge fields, the Z ′B−L-boson,
the anomalous X-field (which can be removed as usual with the unimodularity
condition), the complex scalar which is so much sought after, but also many
centralizing fields which in this case act on flavours. As is customary with
Kaluza-Klein theories, we obtain more fields than we really want. . . However,
much as in the GR case, it is possible to get rid of the flavour changing fields
without breaking the symmetry. The smallest submodel which is invariant un-
der automorphisms contains just the gauge fields and the Z ′B−L (as well as the
X-field). It can be discarded for physical reasons since it does not include neu-
trino mixing. The second smallest contains one complex scalar in addition, of
B−L-charge 2. Its field content thus exactly coincides with the one found in [19]
by an entirely different method. It seems to have nice cosmological implications
[21]. Note that in the twisted spectral triples framework, the Z ′B−L does not
appear, so that the two approaches lead to different physical predictions.
In summary, the framework of algebraic backgrounds, though it was not its
original motivation, makes the σ-field appear naturally, as well as the Z ′B−L
boson. Unfortunately, we are only able to discuss the field content, since we do
not know any replacement for the spectral action principle at the moment. The
unimodularity problem is not solved either. Note however that the problematic
X-field is centralizing, as well as the Y , Z ′B−L and flavour fields. It would be
possible to project on the non-centralizing fields, but the price would be the
suppression of electromagnetism ! However, this strategy might be successful in
a model where the Y is not centralizing, such as the Pati-Salam model. It will
be the subject of future research.
The paper is organized as follows. In section 2 we define Clifford, spin-c, and
spin structures in the algebraic way, in general semi-Riemannian signature. We
prove that this formulation is completely equivalent to the usual one which uses
principal bundles. In the non-Euclidean case, an eminent role is played by the
so-called spinor metric. We also define tetradic spin structures, and show how to
build a configuration space for tetradic GR in the presence of a spin structure,
which is metric-dependent, but whose equivalence class is not. In section 3 we
introduce algebraic backgrounds and discuss some generalities about them. Sec-
tion 4 is devoted to the canonical background associated to a semi-Riemannian
spin manifold. We compute its automorphism group and configuration space.
In section 5 we discuss almost-commutative algebraic backgrounds. In section 6
we apply the previous framework to the algebraic background of the Standard
Model. In particular we compute the automorphism group and the configuration
space, i.e. the field content.
There are many routine proofs and calculations in this paper, which could
interrupt the fluidity of the reading: we have displayed them in small characters
to notify the reader that they can be skipped without much harm. Some of the
proofs about spin structures would just be too long a digression and are relegated
to the appendices.
2 Clifford, spin-c and spin structures
Throughout this section (M, g) will be an orientable n-dimensional semi-Riemannian
manifold with metric g of signature (p, q), with n = p+ q even.
generic proof or if it is an important clue.
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2.1 General notations
We first fix some notations and conventions. They are the same as in [10], to
which we refer for more details.
We define the Clifford algebra Cl(V, g) of the real vector space V with non-
degenerate metric g to be generated by vectors of V subject to the relations
uv + vu = 2g(u, v). The complexified Clifford algebra Cl(V, g) ⊗ C will be
denoted Cl(V, g). It is equipped with a canonical real structure c, and a C-linear
anti-involution a 7→ aT which consists in reversing all products and is sometimes
called the transpose or main anti-involution. If we compose the two we obtain
an anti-linear anti-involution a 7→ a× = c(aT ). It is the adjoint operation
with respect to a canonical non-degenerate sesquilinear form on Cl(V, g) which
extends g (see [10]). We also recall that the chirality element of Cl(V, g) is χ =
i
n
2+qe1 . . . en, where (e1, . . . , en) is any positively oriented pseudo-orthonormal
basis. We will often use the vector space isomorphism Θ : ΛV ⊗ C ≃ Cl(V, g)
which sends v1 ∧ . . .∧vk to the antisymmetrization of v1 . . . vk. The elements of
Θ(ΛkV ⊗ C) will be called k-vectors. A basis of the space of k-vectors is given
by the ordered products of k elements of a given pseudo-orthonormal basis of
V .
The (complex) Clifford group, spin-c group and spin group are respectively
defined to be (writing V C = V ⊗ C):
1. ΓC(V, g) = {u ∈ Cl(V, g)|,Adu(V
C) ⊂ V C},
2. Spinc(V, g) = {u ∈ Cl(V, g)|Adu(V
C) ⊂ V C, χu = uχ, uu× = ±1}
3. Spin(V, g) = {u ∈ Cl(V, g)|Adu(V
C) ⊂ V C, χu = uχ, uu× = ±1, c(u) = u}
Remember that the Clifford group is generated by non-isotropic vectors of
V C, and that its elements satisfy uu× ∈ R∗. The elements of the spin group are
products of an even number of normalized elements of V . The elements of the
spin-c group are obtained by multiplying spin group elements by unimodular
complex numbers. For all this, see [22], chap 40. The spin group has two con-
nected components, corresponding to the sign of the product uu×, except when
(p, q) = (1, 1). We write Spin(V, g)0, and more generally for any topological
group G we write G0, for the component of the identity. In the whole text,
when we speak of the “spin group”, we always have the neutral component in
mind. If (p, q) = (1, 1), Spin(V, g) has 4 connected components. We should take
two of these components to obtain a (trivial) double cover of SO(V, g)0. We
will not consider this exceptional case again in this paper.
When (V, g) is Rp,q, that is Rp+q equipped with the standard metric of
signature (p, q), we write the above groups ΓC(p, q), Spin
c(p, q), Spin(p, q). We
also use the notations Cl(p, q) and Cl(p, q).
An element A of End(V ) extends to an automorphism of Cl(V, g) iff it is an
isometry, and when it is the case, the extension is unique and will be denoted
A˜ in the sequel. On the other hand, any element u of Spin(V, g) defines a direct
isometry of V by its adjoint action, and the map Spin(V, g)→ SO(V, g) sending
a to Ada is a 2:1 covering map. The spin group is simply connected when g is
Euclidean (i.e. q = 0), Lorentzian (p = n− 1, q = 1), anti-Euclidean (p = 0) or
anti-Lorentzian (p = 1, q = n − 1), except when (p, q) = (2, 0) or (0, 2) (there
are also the exceptions (1, 2) and (2, 1) in odd dimensions) ([23], chap. 5).
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2.2 Algebraic spin structures
Spin structures have been introduced in the 1950’s (in [24]) through the “topo-
logical definition” to be recalled below, which uses principal bundles, though
spinor fields had already been in use in physics for more than two decades. The
definition of spin structures which is the most natural for both Noncommuta-
tive Geometry and particle physics is the one we call “algebraic” and uses vector
bundles. It is known for a long time in the Euclidean case (see [25] and also the
detailed account in [26]). In the general case, one has to make the role played by
the spinor metric more explicit, so we prefer to present the theory from scratch.
We start with a weaker structure which will help clarifying the discussion.
Definition 1 Let or be an orientation on M . A (g, or)-Clifford structure is a
triple (S, ρ, χ) where
1. S is a complex vector bundle over M ,
2. ρ : Cl(TM, g)→ End(S) is a bundle isomorphism,
3. χ, the chirality element, is the image under ρ of the chirality element of
the Clifford bundle corresponding to or.
Note that 2 means in particular that for each x, the fibre Sx is an irreducible
spinor module with the action of Cl(TxM, gx) given by ρx. According to the
general definitions of the previous section, point 3 means that at each x ∈ M ,
χ(x) = (i)
n
2+qρ(e1) . . . ρ(en) where (e1, . . . , en) is a positively oriented pseudo-
orthonormal basis of TxM . There is a slight abuse of notation in using the same
letter to denote the chirality element in the Clifford algebra and the bundle
End(S).
Remark Clifford structures were introduced in [27], in the Riemannian signature
and with a “topological definition”, and rediscovered in [15] in the above form.
Next, we want to define spin-c structures. For this we first need the notion
of spinor metrics.
Definition 2 A spinor metric for a Clifford structure (S, ρ, χ) on (M, g, or) is
a smooth non-degenerate hermitian form H on S such that for every tangent
vector v ∈ TxM , ρx(v) is self-adjoint.
As we are going to see, the existence of spinor metrics is tied to the space
and time orientability of the manifold. Remember that (M, g) is called time-
orientable iff there exists a p-form ω such that ωx(v1, . . . , vp) 6= 0 for any linearly
independent timelike vectors (v1, . . . , vp) at x. The sign of ωx(v1, . . . , vp) defines
the time-orientation of (v1, . . . , vp), and p-forms as above fall into two classes ac-
cording to the sign they assign to (v1, . . . , vp). These classes are called time ori-
entations. In the Lorentzian/anti-Lorentzian cases, they bijectively correspond
to smooth choices of future cones all over the manifold. Space orientations are
defined mutatis mutandis. For more details, see [10], section 3, to which we also
refer for the proof of the following theorem:
Theorem 1 Let M be an orientable semi-Riemannian manifold with a Clifford
structure. A spinor metric exists on M iff it is space and time orientable.
Spinor metrics are unique up to multiplication by a positive scalar function
[10].
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Remark 1 A manifold is orientable iff its first Stiefel-Whitney class vanishes. Simi-
larly, it is time (resp. space)-orientable iff, given a decomposition TM = TM+⊕TM−
of the tangent bundle with TM+ timelike and TM− spacelike, then w1(TM
+) = 0
(resp. w1(TM
−) = 0). This condition does not depend on the decomposition. For
more details, see [28] p 45.
Remark 2 If M is not supposed to be orientable but only equipped with a spinor
bundle, then a spinor metric exists iff a) M is space5 orientable if p and q are even,
b) M is time-orientable if p and q are odd. In particular, spinor metrics always exist
on Riemannian manifolds. This can be proven directly using partitions of unity. This
technique does not work for non-Riemannian manifolds because a sum of non-positive
non-degenerate metrics can be degenerate.
Definition 3 A positive spinor metric for a Clifford structure (S, ρ, χ) on a
space and time oriented manifold (M, g, or, t− or) is a spinor metric such that
for all x ∈M :
1. For every positively oriented pseudo-orthonormal family of timelike vectors
e1, . . . , ep ∈ TxM , Hx(., i
p−1
2 ρ(e1) . . . ρ(ep).) is positive-definite if p, q are
odd.
2. For every positively oriented pseudo-orthonormal family of spacelike vec-
tors e1, . . . , eq ∈ TxM , Hx(., i
q
2 ρ(e1) . . . ρ(eq).) is positive-definite if p, q
are even.
Remark Call η the element i
p−1
2 ρ(e1) . . . ρ(ep) or i
q
2 ρ(e1) . . . ρ(eq) according to the
case. Then η is self-adjoint with respect to H and η2 = 1 in both cases. It is called a
fundamental symmetry.
This definition is really just a sign fixing. Indeed, it is proven in [10] (theorem
2) that there always exists pseudo-orthonormal families of timelike/spacelike
vectors, according to the case, such that the above hermitian forms are definite.
It is then easy to show that they must be definite for all such families, using
the fact that the spin group acts transitively on them. For instance, in the odd
case, if (e′1, . . . , e
′
p) and (e1, . . . , ep) are positively oriented pseudo-orthonormal
families of timelike vectors then there exists an element u ∈ Spin(p, q) such
that e′i = ΛeiΛ
−1, where Spin(p, q) is seen as a subgroup of Cl(TxM, gx).
Then Hx(ψ, i
p−1
2 ρ(e′1) . . . ρ(e
′
p)ψ) = Hx(ρ(ψ
′), i
p−1
2 ρ(e1) . . . ρ(ep)ψ
′), with ψ′ =
ρ(Λ−1ψ).
We can notice that the definition of positive spinor metrics takes on a partic-
ularly nice form in the anti-Lorentzian case. Since it is the case which concerns
us the most, it is worth writing it down explicitly.
Corollary 1 A positive spinor metric for a Clifford structure (S, ρ, χ) on a
space and time oriented anti-Lorentzian manifold (M, g, or, t − or) is a spinor
metric such that the form Hx(., ρ(v).) is positive-definite for every future-directed
timelike tangent vector v.
Conversely, the above property characterizes the open future half-cones. All our
spinor metrics will be positive from now on.
Definition 4 A (g, or, t − or)-spin-c structure on a space and time oriented
manifold is a tuple (S, ρ, χ,H) where
5Remember we use the West-coast convention, hence spacelike vectors satisfy g(v, v) < 0.
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1. (S, ρ, χ) is a Clifford structure,
2. H is positive spinor metric.
Thanks to theorem 1, we see that on a space and time oriented manifold, a
spin-c structure exists iff a Clifford structure exists. This is probably the reason
why Clifford structures are often overlooked. For instance, in [26] the defini-
tion of (Riemannian) spin-c structures (definition 9.7) is exactly our definition
of Clifford structures. However, the distinction between the two structures is
important because: 1) the morphisms are different, 2) a time-orientation plays
a role in a spin-c structure in the non-Riemannian case.
We now come to the algebraic definition of spin structures6. The adjoint
of an operator A with respect to H , and more generally with respect to an
indefinite non-degenerate product, is denoted by A×.
Definition 5 A (g, or, t − or)-spin structure is a tuple (S, ρ, χ,H,C) where
(S, ρ, χ,H) is a (g, or, t − or)-spin-c structure and C : S → S, is a bundle
map which is antilinear in the fibres, which defines a real structure7 such that
Cl(TxM, gx) is the real part of Cl(TxM, gx) for Cx, and satisfies CC
× = ±1 :=
κ.
Note that in those circumstances C2 is also necessarily equal to a sign ǫ. The
charge conjugation operator is unique up to multiplication by a phase function
ζ ∈ C∞(M,S1). For an anti-Lorentzian metric, κ = 1 in all dimensions. More
details on these signs will be given is section 3 below.
The definitions of isomorphisms of Clifford/spin-c/spin structures are the
natural ones. For any operator T : V → V ′ we will (abusively) write AdT for
the map A 7→ TAT−1.
Definition 6 1. Two (g, or)-Clifford structures (S, ρ, χ) and (S ′, ρ′, χ′) are
called isomorphic iff there exists a bundle isomorphism Σ : S → S ′ such
that the following diagram commutes for all x ∈M :
Cl(TxM, g)
ρx //
ρ′x

End(Sx)
AdΣx

End(S ′x)
Id // End(S ′x)
(1)
(In particular χ′ = AdΣ(χ).)
2. Two (g, or, t−or)-spin-c structures (S, ρ, χ,H) and (S ′, ρ′, χ′, H ′) are iso-
morphic if there exists a bundle isomorphism Σ such that
(a) Σ defines an isomorphism of Clifford structures,
(b) Σx : (Sx, Hx) → (S
′
x, H
′
x) is a Krein unitary transformation for all
x,
6Note that this definition is equivalent to the standard one and not to the one studied in
[29] and [30] also under the name “algebraic spin structure”.
7We use the convention of [26] here. The usual charge conjugation operator J of noncom-
mutative geometry is just χC where χ is the chirality operator.
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3. Two (g, or, t−or)-spin structures (S, ρ, χ,H,C) and (S ′, ρ′, χ′, H ′, C′) are
isomorphic if there exists a bundle isomorphism Σ such that
(a) Σ defines an isomorphism of spin-c structures,
(b) C′ = AdΣ(C).
Remark The automorphism group of a Clifford (resp. spin-c, resp. spin) structure
is C∗ (resp. S1, resp. Z2).
Here is a first example of isomorphism of spin structures. As we have explained
above, given a spin structure (S, ρ, χ,H,C), the set of all possible spin struc-
tures restricting to the same Clifford structure (S, ρ, χ) is {(S, ρ, χ, τH, ζC)|ζ ∈
C∞(M,S1), τ ∈ C∞(M, ]0; +∞[}.
Proposition 1 The spin structures (S, ρ, χ, τH, ζC) and (S, ρ, χ, τ ′H, ζ′C) are
isomorphic iff ζ′ζ−1 has a square root, and when it is the case there exist exactly
two isomorphisms which are given by (ΣΨ)x = f(x)Ψx where f is a square root
of τ ′ζ′τ−1ζ−1.
Proof: First let f be as above. We have
τ (x)Hx(ΣxΨx,ΣxΨx) = τ (x)|f(x)|
2Hx(Ψx,Ψx)
= τ ′(x)Hx(Ψx,Ψx)
and then we have (ΣζCΣ−1Ψ)x = f(x)f¯(x)
−1ζ(x)CΨx = ζ(x)
′CΨx. Moreover Σ and
ρ clearly commute. This shows the existence part. For the uniqueness, notice that
Σ is required to commute with ρ, which shows that (ΣΨ)x = f(x)Ψx, with f some
function. The result follows easily. ¶
Remark Using the above proposition, we see that two spin-c structures reducing to
the same Clifford structure are isomorphic.
Example Let us give an application of proposition 1. Consider a frame (e1, e2) on
the 2-torus T = (R/2πZ)2, and define the Euclidean metric g and the orientation
or such that (e1, e2) is orthonormal and positive. Let S0 = C
2, γ1 =
(
0 1
1 0
)
,
γ2 =
(
0 i
−i 0
)
, χ0 = iγ1γ2 =
(
1 0
0 −1
)
, H0 is the canonical hermitian form on C
2
and C0ψ = γ1ψ
∗, where ψ∗ is the complex conjugate of ψ ∈ C2. Let also ρ0 be defined
by ρ0(ei) = γi, i = 1, 2. Then (T × S0, ρ0, χ0, H0, C0) is a spin structure on (T, g, or).
Now let a1, a2 ∈ {0, 1} and define ζa1,a2(θ1, θ2) = e
i(a1θ1+a2θ2), where θ1,2 ∈ R/2πZ.
Then it is immediate to see that ζai,aj/ζak,al has no square root for (i, j) 6= (k, l).
Thus sa1,a2 := (T × S0, ρ0, χ0,H0, ζa1,a2C0) gives four non-isomorphic spin structures
on the torus. This exhausts all the isomorphism classes (see below).
2.3 Topological definitions
We now come to the more usual “topological” definition of spin structures, via
lifts of the frame bundle to a spin-principal bundle. We call λ the covering map
Spin(p, q)0 → SO(p, q)0. We denote by Fr(M) the SO(p, q)0-principal bundle
of space and time oriented pseudo-orthonormal frames. This bundle can be
constructed in the following way. The frame bundle Fr(M) can then be seen as
the sub-bundle of Hom(M×Rp,q, TM) whose fibre at x is the space of isometries
f : Rp,q → TxM sending the space and time orientations of R
p,q to that of TxM .
The group SO(p, q)0 acts on the right on Fr(M) by f · r := f ◦ r.
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Definition 7 A topological spin structure on (M, g, or, t− or) is a pair (P,Λ)
where
1. P is a Spin(p, q)0-principal bundle over M ,
2. Λ : P → Fr(M) is a 2-fold covering bundle map such that
Λ(p · a) = Λ(p) · λ(a) (2)
for all p ∈ P and a ∈ Spin(p, q)0.
This definition is adapted from [31], p 35, to the semi-Riemannian space and
time oriented context. We also take from this reference the definition of isomor-
phic spin structures.
Definition 8 Two topological spin structures (P,Λ) and (P ′,Λ′) are called iso-
morphic if there exists a bundle map f : P → P ′ such that:
1. For all u ∈ Spin(p, q)0, ∀p ∈ P , f(p · u) = f(p) · u (spin-equivariance),
and
2. the diagram
P
f //
Λ ❄
❄❄
❄❄
❄❄
❄ P
′
Λ′⑦⑦
⑦⑦
⑦⑦
⑦⑦
Q
commutes.
In appendix A, we show8 how to associate an algebraic spin structure to a
topological one, and vice versa, and that this association, which sends isomor-
phisms to isomorphisms, is a bijection at the level of equivalence classes. This
enables us to import the known results on the obstruction to the existence of
topological spin structures. Namely ([33], Prop. 1.1.26, [28], p. 78):
Theorem 2 A spin structure exists on (M, g, or, t − or) iff the second Stiefel-
Whitney class of M vanishes.
Note that a spin-c structure exists on (M, g, or, t − or) iff the third inte-
gral Stiefel-Whitney class of M vanishes. As we already said, the obstruction
of the existence of a Clifford structure is the same as that of a spin-c struc-
ture, by theorem 1. Note that a four-dimensional non-compact anti-Lorentzian
manifold admits a spin structure if and only if there exists a global section of
the frame bundle [34]. If there exists such a globally defined g-orthonormal
frame on (M, g), it is said to be metric-parallelizable. If g is definite, metric-
parallelizability is equivalent to parallelizability thanks to the Gram-Schmidt
algorithm. In general, it is a stronger condition: see [35] for counter-examples.
We can also import the known results on the isomorphism classes of spin
structures. Namely, that H1(M,Z2) ≃ Hom(π1(M),Z2) acts freely and transi-
tively on the isomorphism classes of spin structures, which is thus a Z2-affine
space ([28], Satz 2.5). In particular if π1(M) is finitely generated, which is
always the case if M is compact, then there is a finite number of equivalence
classes of spin structures, and this number is a power of 2.
8It had already been done in [32] in the Euclidean case.
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2.4 Clifford, spin-c and spin connections
Let us now define for future use three types of connections on the spinor bun-
dle, each one being adapted to one of the structures introduced above. We
write Holλ(∇) for the parallel transport operator of the connection ∇ along the
curve λ. We let ∇LC be the Levi-Civita connection on TM for the metric g.
The parallel transport operator Holλ(∇
LC) being an isometry from the tangent
spaces at the extremities of λ, it can be extended to an operator between the
corresponding Clifford algebras, which we denote by H˜olλ(∇
LC).
Definition 9 1. Let (S, ρ, χ) be an (g, or)-Clifford structure on M . Then
a connection ∇ on S is a Clifford connection iff for all x, y ∈ M,a ∈
Cl(TxM), and λ a curve from x to y, the following diagram commutes:
Sx
a //
Holλ(∇)

Sx
Holλ(∇)

Sy
H˜olλ(∇
LC(a)) // Sy
2. Let (S, ρ, χ,H) be a (g, or, t − or)-spin-c structure on M . Then a con-
nection ∇ on S is a spin-c connection iff it is a Clifford connection and
the parallel transport operator Holλ is an isometry from (Sx, Hx) onto
(Sy, Hy) for every x, y ∈M and every curve λ joining x to y.
3. Let (S, ρ, χ,H,C) be a (g, or, t − or) spin structure on M . Then a con-
nection ∇ on S is a spin connection iff it is a spin-c connection and the
following diagram commutes for all x, y, λ:
Sx
Cx //
Holλ(∇)

Sx
Holλ(∇)

Sy
Cy // Sy
Remark 1 It is immediate that the holonomy operator Holλ(∇) for λ a closed loop
at x and ∇ a Clifford (resp. spin-c, resp. spin) connection belongs to the Clifford
group ΓC(TxM, gx) (resp. spin-c, resp. spin group).
Remark 2 The definitions above are given in the geometric (integrated) point of
view on connections. To obtain the differential (infinitesimal) point of view one just
has to use the formula
(∇XΨ)(x) = lim
t→0
h−1λ Ψ(λ(t))−Ψ(x)
t
where λ : [0; 1] → M is a curve such that λ(0) = x and ( d
dt
λ)(0) = X, and the
similar formula for ∇LC . The infinitesimal version of the defining property of Clifford
connections is the “Leibniz rule”
∇X(a ·Ψ) = ∇˜
LC
X (a) ·Ψ+ a · ∇XΨ (3)
where ∇˜LC is the canonical extension of the Levi-Civita connection to the Clifford
bundle, a is a Clifford field, X a vector field and Ψ a spinor field. The infinitesimal
version of the isometric property of spin-c connection is the metricity property:
X ·H(Ψ,Φ) = H(∇XΨ,Φ) +H(Ψ,∇XΨ)
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Finally the infinitesimal version of the last property of spin connection is that ∇X
commutes with C.
Remark 3 Spin-c connections appear in the literature on Seiberg-Witten invariants.
The only appearance of Clifford connections we could locate is [36].
Two connections on S differ by an End(S)-valued 1-form, and it is easy to
see that this 1-form must be scalar-valued in the case of Clifford connections.
If the connections are also metric, the 1-form has values in iR, and if they
commute with C it has values in R, so we obtain the uniqueness of the spin
connection. Moreover the spin connection always exists (see theorem 9.8 in [26]
for the Riemannian case, [?], chap. 4, for the general case). We will denote the
spin connection ∇s, or ∇s(g) if we want to emphasize the metric.
Finally, let us mention that given a spin structure s = (S, ρ, χ,H,C), one
can define the canonical Dirac operator Ds by the formula
Ds = −i
∑
µ
ρ((dxµ)♯)∇sµ = −i
∑
a
g(ea, ea)ρ(ea)∇
s
ea (4)
where ∇s is the spin connection, ♯ is the musical isomorphism defined by g, and
(ea) is a g-frame.
We end with a routine but important proposition.
Proposition 2 Let s and s′ be two (g, or, t − or)-spin structures, and Σ an
isomorphism from s to s′. Then ∇s
′
= Σ∇sΣ−1 and Ds
′
= ΣDsΣ−1.
Proof: We have
ΣDsΣ−1 = i
∑
µ
Σρ((dxµ)♯)∇sµΣ
−1
= i
∑
µ
ρ′((dxµ)♯)Σ∇sµΣ
−1
There thus only remains to show that Σ∇sΣ−1 = ∇s
′
. To do this we check that
Σ∇sΣ−1 has the three properties of definition 9 and we conclude by the uniqueness of
∇s as a connection with these properties. Now thanks to the following commutative
cube:
S ′x
ρ′(v) //
✤
✤
✤
✤
✤
✤
✤
S ′x

Sx
Holλ(∇
s)

Σx
>>⑥⑥⑥⑥⑥⑥⑥⑥ ρ(v) // Sx
Σx
>>⑥⑥⑥⑥⑥⑥⑥⑥
Holλ(∇
s)

S ′y //❴❴❴❴❴❴❴ S
′
y
Sy
ρ(Holλ(∇
LC)(v)) //
Σy
??⑦
⑦
⑦
⑦
Sy
Σy
??⑦⑦⑦⑦⑦⑦⑦
we immediately obtain that ΣHolλ(∇
s)Σ−1 = Holλ(Σ∇
sΣ−1) has the intertwining
property. Moreover:
H ′(Holλ(Σ∇
sΣ−1)Ψx,Holλ(Σ∇
sΣ−1)Ψx) = H(ΣyHolλ(∇
s)Σ−1x Ψx,ΣyHolλ(∇
s)Σ−1x Ψx)
= H(Holλ(∇
s)Σ−1x Ψx,Holλ(∇
s)Σ−1x Ψx)
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= H(Σ−1x Ψx,Σ
−1
x Ψx)
= H ′(Ψx,Ψx)
And finally we have [Σ∇sΣ−1, C′] = [Σ∇sΣ−1,ΣCΣ−1] = Σ[∇s, C]Σ−1 = 0. ¶
2.5 Spin structures associated with moving frames
A moving frame e is a field of bases of the tangent space. In this section we
suppose that M admits globally defined moving frames, i.e. that TM is trivial.
This might appear to be a very restrictive condition, but we have seen that in
the case which is the most interesting physically, that of four-dimensional anti-
Lorentzian non-compact manifolds, it is not a restriction at all, since this is a
necessary condition for the existence of spin structures. Moreover, and possibly
more importantly, this condition allows us to encode both the metric and spin
structure in a single dynamical object.
Let e = (et, es) be a moving frame, where et gathers the first p vectors and
es the q last ones. Such a frame defines a metric ge which is the unique metric
of signature (p, q) for which e is a pseudo-orthonormal basis with vectors of
et (resp. es) of positive (resp. negative) squared length. It also defines an
orientation ore and a time-orientation t− ore, such that es and et are positively
oriented. Let us now show how a moving frame also defines a spin structure on
M .
Remark In this section the metric is determined by the frame, but at times a metric
g will be fixed in advance. In this circumstance, by “frame” we will always mean a
pseudo-orthonormal frame with respect to g, or g-frame. We can also speak of (g, or)-
frame and (g, or, t − or)-frames, with obvious meanings. We will also sometimes call
frames tetrads, even though the space+time dimension is not retricted to 4.
We first need to define a standard spinor space S0 = C
2n/2 , which is a an
irreducible representation ρ0 : Cl(p, q) → End(S0). We let χ0, H0, C0 be the
chirality, spinor metric and real structure defined by this representation. This
involves a choice of positive scalar factor for H0 and phase for C0. We also define
the gamma matrices (with down indices) to be γa = ρ0(ǫa), where (ǫa)a is the
canonical basis of Rp,q. We also write V0 = ρ0(R
p,q) = SpanR{γa|a = 1, . . . n}
and V C0 = ρ0(R
p,q ⊗ C) = SpanC{γa|a = 1, . . . , n}.
Example In dimension 1 + 3, we can choose9
γ0 =
(
0 I2
I2 0
)
; γk =
(
0 σk
−σk 0
)
, k = 1, 2, 3 (5)
H0(ψ,ψ
′) := ψ†γ0ψ
′ (6)
χ0 = γ5 = iγ0 . . . γ3 =
(
−I2 0
0 I2
)
(7)
and
C0ψ = γ5γ2ψ
∗ (8)
where ψ∗ is the complex conjugate of ψ. Note that H0 is a spinor metric (or more
precisely a Robinson form) thanks to the fact that the basis is chiral, i.e. that γ†0 = γ0
and γ†k = −γk, k = 1, 2, 3. Concrete representations of gamma matrices, H0, χ0 and
C0 in all dimensions and for all signatures can be found in [13].
9We let dimension indices run from 1 to n in all the text, except in the Lorentz/anti-Lorentz
cases, where we return to the more usual 0, . . . , n− 1 convention.
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Proposition 3 Let e = (ea)a=1,...,n be a moving frame. We define se to be
(S0, ρe, χ0, H0, C0), where S0 = M × S0, ρe is the unique representation of the
Clifford bundle such that
∀x ∈M, (ρe)x(ea(x)) = γa, (9)
χ0, H0 and C0 are constant and defined (slightly abusively) to be the objects
bearing the same name on each fibre. Then se is a spin structure for the metric,
orientation and time-orientation defined by e.
The proof is immediate. We call a se a tetradic spin structure.
Proposition 4 A (g, or, t− or)-spin structure (S, ρ, χ,H,C) is tetradic iff
1. S = S0, χ = χ0, H = H0, C = C0,
2. ρx(TxM ⊗ C) = V
C
0 for all x ∈M .
Proof: The necessity of these conditions is obvious. Let us show that they are suffi-
cient. Let us define ea(x) := ρ
−1(x)(γa). Since ρ is smooth, ea is a smooth section of
Cl(TM). By the second condition, ea is a complex vector field, and since γa commutes
with C0, ea is a real vector field. The moving frame e = (ea)a is positively oriented
since χ(x) = χ0 and it is also time-oriented because the spinor metric Hx = H0 is
positive. ¶
Remark In dimensions ≤ 4, the second condition is not needed. Indeed, in these
dimensions the facts that ea(x) commutes with C, anti-commutes with χ and satisfy
ea(x)
× = ea(x) suffice to prove that ea(x) is a (real) vector.
In the sequel we will only consider tetradic spin structures. We do not
necessarily lose anything in doing so, as the next proposition shows.
Theorem 3 Let (M, g, or, t−or) be metric-parallelizable. If H1(M,Z2) is finite
and10 (p, q) 6= (2, 2), then every spin structure on (M, g, or, t−or) is isomorphic
to a tetradic one.
For a proof, see appendix B. We show there by elementary means that
the sets of equivalence of spin structures and tetradic spin structures are in
bijection. It is quite possible that a more sophisticated approach would yield
the result without the finiteness hypothesis, in the non-exceptional case. In the
latter case, we show in the appendix that there are counter-examples.
Example We gave as an example the four non-isomorphic spin structures s0,0, s1,0,
s0,1 and s1,1 on the Euclidean torus at the end of section 2.2. If (a1, a2) 6= (0, 0),
sa1,a2 is not tetradic since the real structure ζa1,a2C0 is not constant. According to the
previous theorem, there must be an isomorphism from these spin structures to tetradic
ones. It is explictitly given by Σ(θ1, θ2) :=
(
eia1θ1 0
0 eia2θ2
)
. It is an isomorphism
from sa1,a2 to the tetradic spin structure s
′
a1,a2 = (T × S0, ρ
′
a1,a2 , χ0, H0, C0), where
ρ′a1,a2 is just ρ pre-composed with the rotation of the tangent plane about an angle
a2θ2 − a1θ1.
Consider two tetradic spin structures s = (S0, ρ, . . . , C0) and s
′ = (S0, ρ
′, . . . , C0).
They are isomorphic exactly when there a exists a smooth Σ : M → Spin(p, q)0
such that ρ′ = AdΣ ◦ ρ.
Definition 10 A spinomorphism (of (S0, χ0, H0, C0, V0)) is a smooth map Σ :
M → Spin(p, q)0 ⊂ End(S0). Spinomorphisms form a group, called the spinomor-
phism group and denoted by Γ(Spin(p, q)0).
10Remember that the case (p, q) = (1, 1) has been excluded at the beginning.
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2.6 Action of diffeomorphisms on spinor fields
Let θ : M → M be a diffeomorphism. The natural action of θ on spinor fields
is by pushforward:
θ∗Ψ : y 7→ Ψ(θ
−1(y)) (10)
which sends a section of the spinor bundle S to a section of the pushed forward
bundle θ∗S, whose fibre at y is Sθ−1(y). Still, in order to interpret θ∗Ψ as a
spinor field, we must provide the appropriate metric and spin structure. The
metric g on M is pushed forward by θ according to
θ∗gy(Txθ(u), Txθ(v)) = gx(u, v) (11)
where y = θ(x). This formula can be neatly restated by saying that the tangent
map Txθ is an isometry from (TxM, gx) to (TyM, θ∗gy). This isometry can be
extended to a Clifford algebra isomorphism T˜xθ. By composition, the Clifford
bundle Cl(M, θ∗g) naturally acts on S0 according to the following commutative
diagram which defines θ∗ρ:
Cl(TxM, gx)
T˜ xθ //
ρx

Cl(TyM, θ∗gy)
θ∗ρy
✤
✤
✤
End(Sx)
Id // End(θ∗Sy)
(12)
In other words we haved pushed by θ the representation of the Clifford bun-
dle. Let us consider in particular what happens to the chirality. If (e1, . . . , en) is
a (g, or)-basis at x, then (Txθ(e1), . . . , Txθ(en)) is a (θ∗or, θ∗g)-basis at y = θ(x).
Thus the chirality element θ∗χy is natural defined to be
θ∗χy = θ∗ρy(T˜xθ(i
n
2+qe1 . . . en))
= ρx(i
n
2+qe1 . . . en))
= χx (13)
Now if we define similarly θ∗H and θ∗C by
θ∗Hy = Hx, θ∗Cy = Cx, (14)
we obtain a push-forward of the complete spin structure.
Proposition 5 Let s = (S, ρ, χ,H,C) be a (g, or, t − or)-spin structure. Then
θ∗s := (θ∗S, θ∗ρ, θ∗χ, θ∗H, θ∗C) is a (θ∗g, θ∗or, θ∗t− or)-spin structure.
The proof is immediate and left to the reader.
However natural this action may be, it poses a serious problem in Noncom-
mutative Geometry. To be specific, in NCG we want to encode the geometry
in an algebraic structure where a space of sections of a fixed spinor bundle has
the prime role. Thus we will need to associate diffeomorphisms with some par-
ticular operators on a fixed space. Hence we do not want diffeomorphisms to
change the space of sections of the spinor bundle ! This difficulty disappears
when the spinor bundle is trivial, since in this case θ∗S = θ. In particular, on a
metric-parallelizable manifold and with a tetradic spin structure, proposition 5
yields
θ∗se = (S0, θ∗ρe, χ0, H0, C0) (15)
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Now, since any vector field can be pushed forward by θ, we can push forward a
moving frame e to θ∗e, defined by
θ∗ea(θ(x)) = Txθ(ea(x)) (16)
We then have two natural actions of diffeomorphism on (tetradic) spin struc-
tures: se 7→ θ∗se defined as above, and se 7→ sθ∗e. Fortunately the two actions
coincide.
Proposition 6 Let e be a moving frame, ge, ore and t − ore be the metric,
orientation and time-orientation it defines. Then the two (ge, ore, t− ore)-spin
structures sθ∗e and θ∗se coincide.
Proof: We only need to check the coincidence of the representations. By definition,
ρθ∗e sends θ∗ea to γa. On the other hand, θ∗ρe(θ∗ea) = ρe(ea) = γa using (12). ¶
Remark Note that the chirality element stays the same even if θ reverses the ori-
entation. The reason is that a change of sign in the volume form is compensated by
changes of signs in the representation of some basis vectors.
2.7 Local transformation of spin structures and metrics
Let us introduce one more operation on spin structures. We define the group
Γ(Gl(M)) = {r ∈ Γ(End(TM))|rx is invertible for all x ∈M}
Hence the elements of Γ(Gl(M)) are fields of invertible endomorphisms of the
tangent space, i.e. vertical automorphisms of the tangent bundle11. Let Metp,q(M)
be the space of metrics on M of signature (p, q). If g ∈ Metp,q(M), then we can
define the metric r · g by
r · gx(v, w) = gx(r
−1(v), r−1(w)) (17)
Hence, by construction, rx is an isometry from (TxM, gx) to (TxM, r · gx). It is
immediate to check that g 7→ r·g defines a left action of Γ(Gl(M)) on Metp,q(M).
It is also immediate to define an action of Γ(Gl(M)) on orientations. Finally,
as we prove in the lemma below, if t is a time-orientation for g then the image
of t under r defines a time-orientation for r · g.
Lemma 1 Let ω be a time-orientation p-form for g. Then r∗ω : (v1, . . . , vp) 7→
ω(r−1(v1), . . . , r
−1(vp)) is a time-orientation form for r · g. Moreover, ω1, ω2
are in the same time-orientation class for g iff r∗ω1 and r∗ω2 are in the same
time-orientation class for r · g.
Proof: Let (v′1, . . . , v
′
p) be a familly of linearly independent vectors at some point x ∈
M and which are timelike for r ·g. Then r−1(v′1), . . . , r
−1(v′p) are linearly independent
and timelike for g. Thus ωx(r
−1(v′1), . . . , r
−1(v′p)) 6= 0 and this proves that r∗ω is a
time-orientation form for r · g. Now it is obvious that r∗ω1 and r∗ω2 take on the same
sign on a familly (v′1, . . . , v
′
p) iff ω1 and ω2 do on the inverse image of this familly
by r. Since r bijectively sends linearly independent families of g-timelike to linearly
independent families of r · g-timelike vectors, the second part of the lemma is clear. ¶
11In [37] Γ(Gl(M)) is called the “gauge group”, but we will refrain doing so to avoid any
confusion.
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Proposition 7 Let r ∈ Γ(Gl(M)) and let s = (S, ρ, χ,H,C) be an (g, or, t−or)-
spin structure. Then r · s := (S, ρ ◦ r−1, χ,H,C) is a (r · g, r · or, r · t − or)-
spin structure. This defines a left action of Γ(Gl(M)) on the collection of spin
structures. Moreover, if s ≃ s′ then r · s ≃ r · s′.
Proof: The proof that (S , ρ ◦ r−1, r · χ) is a Clifford structure is immediate. Let us
check that the orientation and chirality are consistent. Let (e′1, . . . , e
′
n) be a (r ·g, r ·or)-
basis. By definition this implies that (r−1(e′1), . . . , r
−1(e′n)) is positive for or. Thus
χ = i
n
2
+qρ◦ r−1(e′1) . . . ρ◦ r
−1(e′n) = ρ◦ r
−1(i
n
2
+qe′1 . . . e
′
n), which is precisely what we
need. Then H and C remain adapted to this new Clifford structure thanks to the fact
that ρ ◦ r−1(TxM) = ρ(TxM) for all x. Finally let us prove that H is still a positive
spinor metric in the case p/q odd, leaving the other case to the reader. Let (e′1, . . . , e
′
p)
be a r ·g-orthonormal and r · t−or-positively oriented family of timelike vectors. Then
by lemma 1, H(Ψ, i
p−1
2 ρ ◦ r−1(e′1) . . . ρ ◦ r
−1(e′p) ·Ψ) > 0.
Let us now show that r carries isomorphic spin structures to isomorphic spin
structures. To do this, we look at the diagram below:
Cl(TM, r · g)
Id //
✤
✤
✤
✤
✤
✤
Cl(TM, r · g)

Cl(TM, g)
r˜
77♦♦♦♦♦♦♦♦♦♦♦
Id //
ρ

Cl(TM, g)
ρ′

r˜
77♦♦♦♦♦♦♦♦♦♦♦
End(S)
AdΣ //❴❴❴❴❴❴❴❴❴❴❴❴ End(S)
End(S)
AdΣ //
Id
77♦♦♦♦♦♦
End(S)
Id
77♦♦♦♦♦♦♦♦♦♦♦
The vertical arrows at the back define the action of Cl(TM, r · g) on S which is
transported thanks to r˜. The front face is the isomorphism of g-Clifford structures.
We need to check that that the face at the back also commutes, which will tell us
that the r˜-transported g′-Clifford structures are also isomorphic. Since every other
faces of the cube commute and every arrow is an isomorphism, the face at the back
also commutes by the cube lemma (see [38], p. 43). Now the isomorphism of the
r˜-transported g′-spin structures is immediate since they are the same as the original
g-spin structure and the intertwiner AdΣ is the same for the action of both Clifford
bundles. ¶
There is a simple characterization of the orbits of spin structures under
Γ(Gl(M)) in the (anti-)Lorentzian case.
Proposition 8 Let s = (S, ρ, χ,H,C) be an (g, or, t − or)-spin structure and
s
′ = (S, ρ′, χ,H,C) be a (g′, or′, t− or′)-spin structure where g and g′ are anti-
Lorentzian (or Lorentzian) metrics on M . The following claims are equivalent.
1. There exists r ∈ Γ(Gl(M)) such that g′ = r·g, or′ = r·or, t−or′ = r·t−or
and s′ = r · s.
2. For all x ∈M , ρ′x(Fut
′
x) = ρx(Futx), where Fut
′
x and Futx are the future
half-cones for t− or′ and t− or, respectively.
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Proof: 1 ⇒ 2: At every x ∈ M and for any v ∈ TxM and any non-zero ψ ∈ S, one
has H(ψ, ρ′(v)ψ) > 0 iff v ∈ Fut′x since s
′ is a spin structure, and H(ψ, ρ(v)ψ) > 0 iff
v ∈ Futx since s is a spin structure. Now since s
′ = r · s, we have ρ′ = ρ ◦ r−1 and it
yields 2.
Conversely, (ρ′)−1 ◦ ρ : Cl(TxM, gx) → Cl(TxM, g
′
x) is an algebra isomorphism,
and by 2 it sends TxM to TxM . Hence it is the extension of an isometry rx :
(TxM, gx) → (TxM, g
′
x), which depends smoothly on x since it is the restriction to
TM of (ρ′)−1 ◦ ρ. To finish checking that s′ = r · s we just need to prove that
or′ = r · or and t− or′ = r · t− or. The second part is just what 2 says. For the first
part, consider a g-pseudo-orthonormal basis (e1, . . . , en) which is positive for or. Then
ρ′(−i)
n
2
+n−1r(e1) . . . r(en)) = ρ(−i)
n
2
+n−1e1 . . . en) = χ. Since s
′ is a spin structure,
this proves that (r(e1), . . . , r(en)) is positive for or
′. Thus or′ = r · or. ¶
2.8 A configuration space for GR
We now want to define configuration space C for GR. Let us first consider the
usual formulation, where the metric is the variable. The space Metp,q can be
given a topology by considering the quadratic form associated to a metric as
a function TM → R and equipping the continuous functions on TM with the
compact-open topology [35, 37]. Recall that since R is a uniform space, this
topology is the topology of uniform convergence on compact subsets of TM
([39], chap. 7). A reasonable configuration space would be a path-connected
component of Metp,q. In [37] there is a nice description of these components:
Theorem 4 Let g1, g2 ∈Metp,q(M). Then the following are equivalent.
1. g1, g2 are in the same path-component,
2. g1, g2 are in the same Γ(Gl(M))
0-orbit,
3. each timelike subbundle for g1 is homotopic to each timelike subbundle for
g2,
4. there exist a timelike subbundle for g1 and a timelike subbundle for g2
which are homotopic,
5. For each splitting of TM = TM1+ ⊕ TM
1
− into timelike and spacelike
subbundles for g1, and each similar splitting TM = TM
2
+ ⊕ TM
2
− for g2,
there exists r ∈ Γ(Gl(M))0 such that TM2± = r(TM
1
±).
Remark In particular Metn,0 and Met0,n are path-connected, but we do not need
this result in these cases since these are convex cones.
For the proof and the formal definition of homotopy of timelike bundles
see 3.1, 3.11, 3.12 and 3.14 in [37]. Here we are particularly interested with
the second point. In it, Γ(Gl(M)) is also given the compact-open topology,
considered as a subspace of C(TM, TM), and Γ(Gl(M))0 is the path-component
of the identity. Note that in our case, M is parallelizable and the topologies on
Metp,q and Γ(Gl(M)) can be described in simpler terms. Indeed, fixing a frame,
Metp,q and Γ(Gl(M)) can be identified with subsets of C(M,Mn(R)) and it is
easy to see12 that under this identification the compact-open topology described
12This can be proven as follows. First, let a metric g be given by a map G : M → Mn(R).
It also defines a function TM → R by (x, v) 7→ 〈v, G(x)v〉. Now let (gk) be a sequence of
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above becomes the topology of uniform convergence on compact subsets of M
of functions from M to Mn(R).
Hence, in view of theorem 4, the configuration space of GR could be taken
to be C = Γ(Gl(M))0 · g, where g is some metric taken to fix the component.
However we also need a spin structure to be able to consider fermion fields.
More precisely, since the spin structure depends on the metric, we must assign
to each metric in C a corresponding spin structure. Let us consider an origin g-
spin structure s. Since every element of C is of the form r ·g, for r ∈ Γ(Gl(M))0,
we can assign the spin structure r · s to r · g. However a problem arises, since if
r · g = r′ · g with r 6= r′ , the transported spin structures will be different, and
in general not even isomorphic.
The tetradic formulation of GR seems to fare better at first, since Γ(Gl(M))0
acts freely on tetrads. Thus, if we fix an origin tetrad e = (ea), and set C =
Γ(Gl(M))0 · e, then the spin structure r · s is assigned in a unique way to r · e.
However, we now have an additional gauge symmetry, since two tetrads defining
the same metric are physically equivalent. Thus if r · e and r′ · e define the same
metric, the spin structures r · s and r′ · s′ must be isomorphic13, which is not
necessarily the case.
We thus see that we must put some restriction on C: it must be a “small
enough” neighbourhood of a given tetrad, so that the isomorphism class of the
transported spin structure does not change. The existence of such a neighbour-
hood seems intuitively obvious, particularly when there is only a finite number
of isomorphism classes of spin structure, but since these depend on the metric,
it is not so easy to even give a meaning to this intuition. Appendix C is devoted
to this question. It is proved there that the isomorphism classes of spin struc-
tures are clopen sets for the compact-open topology, at least when H1(M,Z2)
is finite. It then easily results that there exists an open neighbourhood U of the
unit in Γ(Gl(M)) such that the following holds :
∀r, r′ ∈ U , (r · g = r′ · g, r · or = r′ · or, r · t− or = r′ · t− or)⇒ r · s ≃ r′ · s (18)
Let us call U0 = U ∩ Γ(Gl(M))0, where U is a maximal open neighbourhood
of the unit with property (18). The configuration space we take for GR will
be C(g, s) := U0 · g for the metric formulation, and C(e) := U0 · e for the
tetrad formulation. Note that there are many cases where U0 is quite large. In
particular U0 = Γ(Gl(M))0 when Hom(π1(M),Z2) = 0 or pq = 0.
metrics. It converges to g for the compact-open topology on C(TM,R) if for all compact
K ⊂ TM , one has sup(x,v)∈K |〈v, (Gk(x) − G(x))v〉| → 0. Let us consider a compact K of
M and let S be the unit sphere in Rn. Then one has sup(x,v)∈K×S |〈v, (Gk(x) −G(x))v〉| =
supx∈K ‖Gk(x)−G(x)‖ where we use the fact that Gk and G are symmetric matrices and the
norm we take on matrices is the operator norm. We thus immediately obtain that Gk → G
uniformly on K. Conversely, it is immediate to prove that if Gk → G uniformly on K, then
gk → g uniformly on every compact of the form K × B(0, ρ), where B(0, ρ) is the closed ball
of radius ρ inMn(R). This is sufficient to prove the uniform convergence on every compact of
TM = M ×Rn. Let us now prove that the two topologies on Γ(Gl(M)) agree. First, when we
see this as a subset of C(TM, TM) we must choose a uniform structure on TM =M×Rn. We
define it by choosing a distance function d defining the topology of M and the canonical norm
on Rn. Thus M ×V becomes a metric space under δ((x, v), (x′, v′)) = max(d(x, x′), ‖v− v′‖).
Let x 7→ r(x) be an element of Γ(Gl(M)). It is identified with the function r˜ : TM → TM by
r˜(x, v) = r(x)v. It is then easy to check that if r˜n converges uniformly to r˜ on K × S, then
rn converges uniformly to r on K. Conversely, if rn converges uniformly to r on K, then r˜n
converges uniformly to r˜ on K × B(0, ρ) for any ρ > 0.
13Another to put it is that the isometry sending one metric to the other must lift to an
automorphism of the spinor bundle, that is, to a symmetry of the fermionic fields.
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Remark Since all the trouble comes from the dependence of the spin structure on
the metric, it would seem wise to use a metric-independent definition of the spin
structure. Such a definition exists ([40], [41], [42]), however, to the author’s knowledge,
only in Euclidean signature. The fact that SO(n) is a retraction of Gl(n) (via polar
decomposition) is used crucially in these approaches, and for this reason one can doubt
that they can be generalized to other signatures.
3 Algebraic backgrounds, indefinite spectral triples,
and spectral spacetimes
3.1 Motivating example: the canonical background of a
spin manifold
Let us choose an origin frame e0, defining an origin metric g0, and a correspond-
ing configuration space C(e0), as constructed in the previous section. Though
the frame itself is not in the background, it does define some background struc-
tures, namely the orientation, time-orientation and spin structure defined by
e0, which we call or0, t − or0 and s0. Note that this last object includes the
standard spinor space S0. We can add to the list Ω
1 := iρ0(TM). Indeed, for
every frame e in C(e0), iρe(TM) = Ω
1. Thus, while the frame e is a dynamical
object, Ω1 is not.
What we need to do now is to define an algebraic structure equivalent to
the background structure we have and suitable for doing Noncommutative Ge-
ometry. The first step is to replace the manifold with an algebra. The one we
choose is
A = C˜∞c (M), (19)
the algebra generated by smooth functions14 with compact support and the
constant function 1. In the Riemannian case, the second step is to replace the
spinor bundle with the Hilbert space of square integrable sections of it. In the
non-Riemannian case, there is a difficulty with the completion pointed out in
[43]. This is why we will only use sections with compact support. That is, we
define
K = Γ∞c (S), (20)
the space of smooth spinor fields with compact support. We need a non-
degenerate product on it, that we will call the Krein product, and there is
no choice but to define
(Ψ,Φ) =
∫
M
Hx(Ψx,Φx)volg0 , (21)
where volg0 , the semi-Riemannian volume element, is | detG0|
1
2 dx1 ∧ . . . ∧ dxn,
with G0 the matrix of g0 in the chosen local coordinates. The problem with (21)
is that it depends on g0. More precisely, let us introduce the group of special
vertical automorphisms
ΓSl(M)0 = {r ∈ Γ(Gl(M))0|∀x ∈M, det(rx) = 1} (22)
14We consider real functions, since it will be important to use real algebras when we come
to the Standard Model. However the construction can be carried out without change with
complex functions in the case of a manifold.
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The action of ΓSl(M)0 on C(e0) splits this space into orbits: let us call them
special classes. In particular, we write SC(e0) for the special class of g0. We
see that (21) depends on SC(e0). Now if we really want to define an algebraic
structure which exactly encodes the background of GR, we should equip K not
only with (21), but with the whole family of similarly defined Krein products for
every special class in C(g0). We will nonetheless proceed with the single Krein
product (21). It would seem that doing so should yield a theory equivalent to
unimodular gravity, but we will see that this is not the case: the symmetry
group and configuration space will still be those of GR.
Remark It could be thought that instead of the single Krein product (21) we should
use the whole family of products (., .)[g], where volg replaces volg0 and [g] varies in
all the possible special classes. This would lead to an alternative version of Algebraic
Backgrounds in which K is endowed with a family of products (., .)s. Note that χ
×,
J× and π(a)× could be taken to be independent of s, since it is the case for a canonical
background. However an automorphism of such a structure would be a linear operator
U commuting with χ and J , leaving π(A) and Ω1 globally invariant and such that the
action of U on the products (., .)s is that of a permutation fU acting on s. Then, in the
case of a canonical background, a scale transformation Sr would be an automorphism.
Moreover, the group of scale transformation would act transitively on the family (., .)s.
Thus, if one considers an automorphism U , we can compose with a scale transformation
in order that SrU leaves at least one product (., .)s0 invariant. It entails that the group
of automorphisms in this sense is generated by scale transformations, diffeomorphisms
and spinomorphisms. Since such a group is larger that the one of tetradic GR, we
discard this theory. However, it could be interesting to pursue it as a noncommutative
generalization of scale invariant gravity theories [44], [45].
Remark It is also important to note that in the Euclidean case, the operator norm of
multiplication operators does not depend on g0. Hence, in Connes’ distance formula,
using the Dirac operator associated to a metric g, it is the geodesic distance for g
which comes out and not the one for g0 ! Note also that in this formula the metric g
enters through the definition of the gradient only.
Let us go on with the list of elements of our structure. There is the repre-
sentation π of the algebra on spinor fields by pointwise multiplication:
(π(f)Ψ)x := f(x)Ψx, (23)
and also the chirality χ and real structure C, already present in s0. Finally,
there is the “module of 1-forms”
Ω1 := iρ(Γ∞c (TM)). (24)
An element of Ω1 is thus the operator of Clifford multiplication by a compactly
supported vector field, or equivalently, by 1-form. Considering Ω1 as part of
the background structure is the main point where our construction deviates
from usual NCG. We have seen above the motivations for doing so. Let us now
generalize the construction and give it a name.
Definition 11 Let (M, g0, or0, t − or0) be a manifold, semi-Riemannian met-
ric, orientation and time-orientation, and s0 = (S, ρ, χ,H,C) an adapted spin
structure. The tuple (A,K, (., .), π, χ, C,Ω1) defined by (19), (55), (21), (23),
(24) above is called the canonical background over (M, g0, or0, t− or0, s0).
Note that this definition makes sense even if g0, . . . , s0 do not come from a
moving frame. However, we will see below in theorem 6 that we will eventually
have to restrict to the tetradic case in order to deal with diffeomorphisms.
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The full notation for a canonical background will be Bcan(M, g, or, t− or, s),
but when we need to display only the dependence on the spin structure, we
will write simply Bcan(s), the other data being understood. As we have seen, a
canonical background does not really depend on a metric, but only on its special
class. In case g, or, t − or and s are given by a frame e, we will write Bcan(e),
even though the construction depends as well on the standard spinor space S0,
a particular choice of gamma matrices, H0, C0 and χ0. We will consider that
S0, γa, etc. are fixed once and for all.
As propositions 3 and 4 show, the canonical background Bcan(e) just defined
comprises all the fixed objects when the moving frame takes all possible values.
It is thus putatively the correct arena for a gravity theory, since it involves
the differentiable structure15, but leaves the metric undetermined. In order
to encode the metric, as we will see in details below, we will have to add to
this structure a (variable) Dirac operator. When we do this, we obtain16 a
Spectral Triple, or more precisely the semi-Riemannian generalization called
Indefinite Spectral Triple (IST) (see [15]), or Spectral Spacetime (SST), in the
anti-Lorentzian case (see [10, 11]).
3.2 Pre-Krein spaces
We now have to generalize canonical backgrounds to the noncommutative set-
ting. As explained above, we cannot use Krein spaces. We will replace them
with “pre-Krein spaces”. So let us now discuss precisely what this means.
A pre-Krein space is a vector space K equipped with a non-degenerate in-
definite metric, which is decomposable into the direct sum K = K− ⊕ K+ of
a positive and negative definite subspaces. Giving any such decomposition is
equivalent to giving a fundamental symmetry η, which in turns defines a cor-
responding norm ‖.‖η. The completion of K with respect to this norm will
be a Hilbert space Hη, and the pair (Hη, η) will be a full-fledged Krein space.
The key point is that Hη need not be unique, i.e. the η-norms need not be all
equivalent.
While there is not a unique norm on a pre-Krein space, we can still define a
notion of universally bounded operator.
Definition 12 Let A be a linear or anti-linear operator on K. Let ‖A‖η be the
operator norm of A subordinated to the η-norm. We say that A is universally
bounded if supη ‖A‖η <∞.
We can observe that in the case of a canonical background, the operators χ and
C, as well as the elements of the algebra and Ω1, are all universally bounded.
Let Bu(K) be the space of linear universally bounded operators on K. It is
clear that Bu(K) is a unital algebra and that the universal operator norm
‖A‖u := sup
η
‖A‖η (25)
defines a sub-multiplicative norm on it. Moreover, for all fundamental symmetry
η, (Bu, ∗η, ‖ ‖η) is a pre-C
∗-algebra. Let us end this section with a lemma which
will be useful later on.
15Through A and Ω1. Note that in finite dimension, ∗-algebras are automatically C∗-
algebras, hence the algebra alone gives access only to the topological structure. In this case
we can consider the differentiable structure to be entirely encoded in Ω1.
16Up to some technical details into which we do not want to enter at this stage.
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Lemma 2 Let A ∈ Bu(K) and U be a Krein-unitary operator. Then UAU
−1
is universally bounded and ‖UAU−1‖u = ‖A‖u.
Proof: For every Ψ ∈ K and every fundamental symmetry η, we have
‖UAU−1Ψ‖2η = (UAU
−1Ψ, ηUAU−1Ψ)
= (AU−1Ψ, U−1ηUAU−1Ψ)
= ‖AU−1Ψ‖2U−1ηU , since U
−1ηU is a fundamental symmetry
≤ ‖A‖2u‖U
−1Ψ‖2U−1ηU
≤ ‖A‖2u(U
−1Ψ, U−1ηUU−1Ψ)
≤ ‖A‖2u‖Ψ‖
2
η (26)
The converse inequality is shown by replacing A with U−1AU . ¶
We will not use this result, but one can also show from the equality ‖A∗ηηΨ‖η =
‖A×Ψ‖η that ‖A
×‖η = ‖A
∗η‖η = ‖A‖η. Thus A
× is universally bounded if A is, with
the same universal norm.
We will need two equip our pre-Krein spaces with more structures: a chirality
and a real structure. This yields the following definition.
Definition 13 A Z2-graded real pre-Krein space is a pre-Krein space K equipped
with a linear operator χ (chirality) and an antilinear operator C (real structure)
such that
χ2 = 1, C2 = ǫ, Cχ = ǫ′′χC, C× = κC, χ× = ǫ′′κ′′χ (27)
where ǫ, κ, ǫ′′, κ′′ are signs (“KO-metric signs”). A fundamental symmetry η is
said to be compatible with χ and C iff
χη = ǫ′′κ′′ηχ and Cη = ǫκηC (28)
The Krein space K can be decomposed into even and odd subspaces, K =
K0 ⊕K1, which are the eigenspaces of χ. An operator A which commutes with
χ will respect this decomposition and will be called even. If A anticommutes
with χ it will exchange K0 and K1 and be called odd. We also say that A is
C-real if it commutes with C, and C-imaginary if it anticommutes with it. Note
that if ǫ′′κ′′ = 1 then χ× = χ and this implies that K0 and K1 are orthogonal
with respect to (., .). In this case we will say that the Krein product is even.
On the contrary if ǫ′′κ′′ = −1, K0 and K1 are self-orthogonal (Ki = K
⊥
i ) and
we say that the Krein product is odd.
Notice that given a general fundamental symmetry, the operators C∗ηC =
ηC×ηC and χ∗ηχ = ηχ×ηχ must be positive, so that if η satisfies commutation
relations with C and χ, they are necessarily given by (28). For an example
of non-compatible fundamental symmetry, consider K = C4 equipped with the
Krein product H0, chirality χ0 and real structure C0. Then for all λ ∈ R,
ηλ := (1+
λ2
2 )γ0+
λ2
2 γ0χ0+iλγ0γ1 can be checked to be a fundamental symmetry
which has no particular commutation relation with either χ0 or C0 when λ 6= 0.
However it has an odd and real part (1 + λ
2
2 )γ0, which can be rescaled to a
compatible fundamental symmetry, and this is a general phenomemon. Indeed,
let η± =
1
2 (η ± χηχ). Then it is immediate to check that 〈., .〉η± is a scalar
product when χ× = ±χ. We can then similarly decompose η± into the sum of
a part commuting and a part anti-commuting with C, one of which yielding a
scalar product.
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Remark In the case of the canonical background of a four dimensional anti-Lorentzian
spacetime, the compatible fundamental symmetries are exactly given by the future-
directed timelike vector fields, or equivalently by congruences of timelike observers.
Two such symmetries yield equivalent η-norms iff the Doppler shift factor between
the vector fields is bounded on the manifold. This result is proved and generalized to
other signatures in [43].
On a Z2-graded real pre-Krein space, it is natural to define the universal
norm by taking the supremum over compatible fundamental symmetries only.
It follows from this definition that χ and C are universally bounded. Lemma 2
still holds when U is a Krein-unitary operator which commute with C and χ.
3.3 Algebraic backgrounds: general definition
We can now come to the main definition of this section. We emphasize that it
is a working definition. We keep the number of axioms to a minimum, adding
hypotheses when needed (in particular C0 and C1, see below).
Definition 14 An algebraic background (AB) is a tuple B = (A,K, (., .), π, χ, C,Ω1)
where:
1. (K, (., .), χ, C) is a Z2-graded real pre-Krein space,
2. A is an algebra and π is a faithful representation of it on K by universally
bounded operators,
3. the chirality operator χ commutes with π(a) for all a ∈ A,
4. the “bimodule of 1-forms” Ω1 is an A-bimodule of universally bounded
operators on K such that for any ω ∈ Ω1, ωχ = −χω.
Remark 1 The real structure which is most commonly used in NCG is written J
and is related to C by J = χC. We will call it the “graded real structure”.
Remark 2 The reader might wonder why we do not mention any C∗-structure. We
will come back to this issue in a little while.
Apart from the motivating example of canonical background, one obtains an
AB from a spectral triple, an IST, or a spectral spacetime by defining Ω1 to be
the module of noncommutative 1-forms (see definition below), and forgetting
about the Dirac operator.
The definition of algebraic backgrounds is supposed to generalize canonical
backgrounds associated with semi-Riemannian spin manifolds. However, there
is nothing in it from which we could retrieve the signature of the metric. The
only thing we can do is to define the KO-metric dimension pair (µ, ν) defined
by table 1 below. In the case of a manifold with metric of signature (p, q), one
has µ = −p− q [8] and ν = q − p [8]. For more on this subject see [13]. (Using
the ungraded real structure as we do here is equivalent to using the “South-
Coast convention” of [13], while the graded one corresponds to the West Coast
convention. In this latter case, the definition of (µ, ν) is changed to µ = p+q [8],
ν = p− q [8].)
However, in the anti-Lorentzian case, one can hope to do better at extract-
ing the signature. Indeed, in this case fundamental symmetries are 1-forms.
Generalizing to the noncommutative setting yields the following notion:
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µ,ν 0 2 4 6
κ, ǫ 1 -1 -1 1
κ′′, ǫ′′ 1 -1 1 -1
Table 1: KO-metric signs in terms of µ, ν.
Definition 15 An algebraic background is of anti-Lorentz type if the KO signs
are correct and if there exists an element β ∈ Ω1, called a time-orientation form,
which satisfies the following properties:
1. it is Krein self-adjoint,
2. it is real ( CβC−1 = β),
3. the hermitian form 〈., .〉β := (., β
−1.) is definite.
Let us go back to a general AB, and discuss several important hypothesis
we can wish to add. The Krein adjunction and graded real structure permit to
define a crucial linear anti-automorphism of End(K) which we denote A 7→ Ao,
where o means “opposite”, and is defined by:
Ao = JA×J−1 (29)
The presence of the chirality here ensures that this definition matches the usual
one in Noncommutative Geometry. There is thus a right representation of A on
K, defined by
πo(a) := π(a)o = Cπ(a)×C−1 (30)
An AB will be said to satisfy the order 0 condition (C0) if for all a, b ∈ A one
has
[π(a)o, π(b)] = 0 (31)
It will be said to satisfy the order 1 condition (C1) if for all a ∈ A and ω ∈ Ω1,
one has
[π(a)o, ω] = 0 (32)
One can also define a more complex order 2 condition, but we won’t need it
in this article (see [18, 46]). To our knowledge, all interesting spectral triples
considered so far satisfy the order 0 condition. The canonical spectral triples
attached to a manifold as well the spectral triple of Standard Model also satisfy
the order 1 and 2 conditions17. However, the spectral triple of the Pati-Salam
model does not satisfy C1 [47]. In the anti-Lorentzian case, one can find natural
(and commutative) examples attached to finite graphs which do not satisfy C1
either [11].
We now come to Dirac operators.
Definition 16 Let B = (A,K, (., .), π, χ, C,Ω1) be an algebraic background.
1. A Dirac operator on B is a symmetric operator on K which anti-commutes
with χ and C.
17The order 1 condition on a spectral triple is [pi(a)0, [D,pi(b)]] = 0, which is slightly weaker
than the order 1 condition on the corresponding algebraic background. However, the combi-
nation C0+C1 is the same in both contexts.
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2. Given a Dirac operator D, the bimodule of noncommutative 1-forms for
D is denoted by Ω1D and defined to be the A-sub-bimodule of End(K) gen-
erated by commutators of D with elements of π(A).
3. A Dirac operator D on B is said to be compatible if Ω1D ⊂ Ω
1. It will said
to be regular if Ω1D = Ω
1. The space of all compatible Dirac operators is
called the configuration space of B, and written DB.
Remark We will generally want the configuration space to be non-empty. In this
case, any compatible Dirac D provides a first-order differential calculus (Ω1D, D) over
A in the sense of [48].
According to the second point in the above definition, Ω1D contains finite
sums of products of the form π(a)[D, π(b)]π(c), a, b, c ∈ A. However, using
[D, π(b)π(c)]− π(b)[D, π(c)] = [D, π(b)]π(c) we see that it is enough to consider
elements of the form π(a)[D, π(b)].
Remark Note that DB is a real vector space which contains the Krein self-adjoint
1-forms anticommuting with C.
Though the notion of signature is still elusive in the general semi-Riemannian
case, it will be useful to define the following terminology.
Definition 17 Let B be an algebraic background and D a compatible Dirac for
B. Then the pair (B, D) is called an indefinite spectral triple (IST). If B is of
anti-Lorentz type, (B, D) is called a spectral spacetime (SST). Moreover, if B is
the canonical AB associated to (M, g, or, t−or, s) and Ds is the canonical Dirac
operator, then (B, Ds) will be called the canonical IST associated to (M, g, or, t−
or, s).
These definitions are essentially equivalent to those given in [15] (for IST)
and [11] (for SST), to which we refer for more details and examples.
Let us finally discuss the possibility of turning A into a C∗, or pre-C∗-
algebra. It is certainly a necessary hypothesis in order to hope for a recon-
struction theorem in the commutative case. The reason why we have left the
C∗-structure out of the general definition is that it is yet unclear how we should
implement it for the different signatures. Let us be more specific. There is
a Krein adjunction × on End(K), and we can ask π(A) to be stable under
×. When it is the case, we say that π(A) is a ×-subalgebra. Since π is injec-
tive, we can transport × to A, which becomes a ∗-algebra, and π becomes a
∗-representation by definition. In the Euclidean case, × = ∗ is the Hilbert ad-
joint, hence the C∗-identity is satisfied on A, which becomes a pre-C∗-algebra.
In the anti-Lorentzian case, there are several assumptions to consider. We can
ask:
1. the SST to be reconstructible, which means that there exists a time-
orientation form β such that π(A) is stable under π(a) 7→ βπ(a)×β−1,
or
2. π(A) to be a ×-subalgebra, or
3. A to a be a pre-C∗-algebra and π to satisfy π(a∗) = π(a)× for all a ∈ A.
One can show that if the SST satisfies C1, these three assumptions are equiv-
alent. Most authors in semi-Riemannian NCG have put assumption 3 in the
axioms, but most of them also assume C1. However, the SST attached to a
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finite graph is reconstructible but it does not does not satisty 2 or 3. This is
why we consider reconstructibility as the priviledge “C∗-assumption” on spec-
tral spacetimes (see [11] for more on this question). The more complex nature
of noncommutative p-forms for p > 1 (the existence of “junk forms”), forbids
any immediate generalization of reconstructibility to other signatures, however.
3.4 Equivalence of algebraic backgrounds
We now define the notion of equivalence for algebraic backgrounds.
Definition 18 An equivalence between the algebraic backgrounds B = (A,K, . . .)
and B′ = (A′,K′, . . .) is a Krein-unitary transformation U such that Uπ(A)U−1 =
π′(A′), UCU−1 = C′, UχU−1 = χ′ and UΩ1U−1 = (Ω1)′.
An equivalence of B with itself will be called an automorphism, and the group
of such automorphisms will be denoted by Aut(B).
Remark We make no continuity hypothesis on U . We could think of requiring U to
be universally bounded, but it would be a bad idea. As we will see below, a spinomor-
phism Σ defines an important example of AB automorphism Ψ 7→ (x 7→ ΣxΨx) of
the canonical background of a manifold, but it is not universally bounded. There is
nonetheless some form of continuity coming from the requirement Uπ(A)U−1 = π′(A′)
and UΩ1U−1 = (Ω1)′.
Remark It is worth noticing that an equivalence of algebraic backgrounds automat-
ically stabilizes Cℓ(A)o and Cℓ(A)e as defined in [49] or equivalently CD(A) defined in
[50].
Let U be an AB equivalence as in the definition. For all a ∈ A there exists
a′ ∈ A′ such that Uπ(a)U−1 = π′(a′). Since π and π′ are faithful, the map
αU : a 7→ a
′ is a well-defined isomorphism of algebra which makes the diagram
A
α
U
//
π

A′
π′

Bu(K)
AdU // Bu(K′)
commute. In particular, if B = B′, we have an homomorphism α : U 7→ αU
from Aut(B) to Aut(A). We call Vert(B) the kernel of α. Its elements will be
called vertical automorphisms of B. We thus have the exact sequence
1 // Vert(B) // Aut(B)
α // Aut(A)
A recurring question in what follows will be whether α is surjective and has
a section. When it is case, Aut(B) will be the semidirect product Vert(B) ⋊
Aut(A).
We now turn to the action of AB equivalences on Dirac operators.
Proposition 9 Let U be as above. Then D is a Dirac operator for B iff UDU−1
is a Dirac operator for B′. Moreover D is compatible (resp. regular) iff UDU−1
is. As a result, DB′ = UDBU
−1. In particular, DB is stable by automorphisms
of B.
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Proof: Clearly UDU−1 is symmetric since D is and U is Krein unitary. The
anticommutation relations with UCU−1 and UχU−1 are obvious. Now an ele-
ment of Ω1UDU−1 is a finite sum of terms like Uπ(a)U
−1[UDU−1, Uπ(b)U−1] =
Uπ(a)[D, π(b)]U−1, with a, b ∈ A. Thus Ω1UDU−1 = UΩ
1
DU
−1. Hence if D is
compatible, then Ω1UDU−1 ⊂ UΩ
1U−1 = (Ω1)′ and UDU−1 is also compatible.
The converse to the previous statements are immediately obtained by replacing
U with U−1. ¶
Definition 19 The IST’s or SST’s (B, D) and (B′, D′) are equivalent iff there
exists an AB equivalence U from B to B′ such that D′ = UDU−1.
Note that in the case of SST’s, U transports time-orientation forms to time-
orientation forms.
4 The case of a canonical background
In this section we fix a space and time oriented semi-Riemannian manifold
(M, g, or, t − or) and spin structure s. We will now compute the group of AB
automorphisms of Bcan, as well as its configuration space.
4.1 The automorphism group
We need to translate the constructions of section 2 to AB equivalences.
Proposition 10 Let r ∈ Γ(Gl(M)). Let Sr ∈ End(Γ
∞
c (S)) be defined by
∀x ∈M, (SrΨ)x = | det rx|
−1/2Ψx (33)
Then Sr is an AB equivalence from B := Bcan(M, g, or, t − or, s) to B
′ :=
Bcan(M, r · g, r · or, r · t− or, r · s).
Proof: Let B′ = (C˜∞c (M),K
′, π′, χ′, C′,Ω′1). From proposition 7 we see that K
′ is
the space of sections of the same bundle S as K, but equipped with the Krein product
(Ψ,Φ)′ =
∫
M
Hx(Ψx,Φx)volr·g. Hence we obviously have π
′ = π, and moreover we
have χ′ = χ by construction, and Ω′1 = iρ ◦ r
−1(Γ∞c (TM)) = iρ(Γ
∞
c (TM)) = Ω1.
Moreover, let R and G be the matrices of rx and gx respectively, in some local co-
ordinates. Then the matrix of r · g in the same coordinates is tR−1GR−1. Hence,√
volr·g
volg
(x) =
(
detR−2| detG|
| detG|
)1/4
= |det rx|
−1/2. It follows easily from this that Sr is
a Krein-unitary transformation from K′ to K. The other verifications are immediate.¶
We recover as a particular case of this proposition that if r is unimodular,
then B = B′.
Proposition 11 Let s = (S, . . .) and s′ = (S ′, . . .) be two (g, or, t − or)-spin
structures and let Σ : S → S ′ be an isomorphism between them. Define UΣ :
Γ∞c (S)→ Γ
∞
c (S
′) by
(UΣΨ)x = ΣxΨx (34)
Then UΣ is an AB equivalence between Bcan(s) and Bcan(s
′).
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Proof: The pre-Krein space K is Γ∞c (S) with product (Ψ,Φ) =
∫
M
Hx(Ψx,Φx)volg,
whereas K′ is Γ∞c (S
′) with (Ψ′,Φ′) =
∫
M
H ′x(Ψ
′
x,Φ
′
x)volg. Then
(UΣΨ, UΣΨ)
′ =
∫
M
H ′x(ΣxΨx,ΣxΨx)volg(x)
=
∫
M
Hx(Ψx,Ψx)volg(x) = (Ψ,Ψ)
Hence UΣ is a unitary transformation. Now we immediately have by the definition
of spin structure equivalences that ρ′ = AdUΣ(ρ), which yields UΣΩ
1U−1Σ = (Ω
1)′,
C′ = AdUΣC, χ
′ = AdUΣ(χ), π
′ = AdUΣ(π). ¶
In particular, if s and s′ are tetradic, then Σ is a spinomorphism, Bcan(s) =
Bcan(s
′) and UΣ is an automorphism of Bcan(s) which induces the identity on
the algebra of functions. It is is easy to see that every such automorphism arises
in this way. We promote this observation to a theorem.
Theorem 5 Let se be a tetradic spin structure. Then Σ 7→ UΣ is an isomor-
phism from the spinomorphism group Γ(Spin(p, q)0) to Vert(Bcan(e)).
Proof: Let us show the surjectivity. Let U be an automorphism of Bcan(e) which
commutes with A = C˜∞c (M). Then U is of the form (UΨ)x = ΣxΨx where the local
operator Σx belong to End(Sx). Clearly Σx must be unitary for Hx in order for U
to be Krein unitary. Moreover, from the definitions of AB equivalence, we see that
Σx must stabilize Ω
1 (which in particular implies that x 7→ Σx is smooth), commute
with C and χ. This means by definition that Σ is a spinomorphism. All the other
verifications are trivial. ¶
We now turn our attention to diffeomorphisms.
Proposition 12 Let θ ∈ Diff(M). Let Uθ : Γ
∞(S)→ Γ∞(θ∗S) be defined by
(UθΨ)y := Ψθ−1(y) (35)
Then Uθ is an AB equivalence between B := Bcan(M, g, or, t − or, s) and B
′ :=
Bcan(M, θ∗g, θ∗or, θ∗t− or, θ∗s). Moreover, UθD
s(g)U−1θ = D
θ∗s(θ∗g).
Proof: First we have, from proposition 5 and (35):
(UθχU
−1
θ Ψ)y = (χU
−1
θ Ψ)θ−1(y)
= χθ−1(y)(U
−1
θ Ψ)θ−1(y)
= θ∗χyΨy = (θ∗χΨ)y
Thus UθχU
−1
θ Ψ = θ∗χ. A similar calculation yields UθCU
−1
θ = θ∗C. We also
immediately obtain from diagram (12) that UθΩ
1U−1θ = (Ω
1)′, where Ω1 =
iΓ∞c (ρ(TM)) and (Ω
1)′ = iΓ∞c (θ∗ρ(TM)).
Let us check that Uθ is a unitary transformation from K to K
′ with the
adequate Krein products:
(UθΨ, UθΨ
′) =
∫
M
θ∗Hy(UθΨy, UθΨ
′
y)volθ∗g(y)
=
∫
M
Hθ−1y(Ψθ−1(y),Ψ
′
θ−1(y))θ∗volg(y)
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=∫
θ−1(M)
Hx(Ψx,Ψ
′
x)volg(x)
= (Ψ,Ψ′) (36)
To finish showing that Uθ is an AB equivalence, we also need to check the
intertwining property of Uθ. For all f ∈ C
∞(M), one has
(Uθπ(f)U
−1
θ )Ψy = (π(f)U
−1
θ Ψ)θ−1(y)
= f(θ−1(y))(U−1θ Ψ)θ−1(y)
= f(θ−1(y))Ψy
= π′(θ∗f)Ψy (37)
We now need to check that D(θ∗g) = UθD(g)U
−1
θ . This is done in [41], but here
are some indications for the reader’s convenience. Let (ea) be a (g, or, t − or)-
frame. Then (θ∗ea) is a (θ∗g, θ∗or, θ∗t− or)-frame. Hence we just need to prove
that for all a = 1, . . . , n, we have Uθρ(ea)U
−1
θ = θ∗ρ(θ∗ea), which is trivial, and
that ∇θ∗s,θ∗gθ∗ea = Uθ∇
s,g
ea U
−1
θ . For this, it suffices to prove that for all vector field
Y , one has
(∇θ∗s,θ∗gY Ψ)y = (Uθ∇
s,g
(Txθ)−1(Y )
U−1θ Ψ)y
For this we can define a connection ∇′ on S ′ by the RHS of the above equation,
and use the uniquess property of the spin connection. That is, we just have to
check that ∇′ so defined is metric, preserves UθCU
−1
θ and is Clifford. This is all
easy abstract non-sense. The Clifford property of ∇′ follows from the identity
Txθ(∇
g
Xv) = ∇
θ∗g
Txθ(X)
Txθ(v)
for the Levi-Civita connections of g and θ∗g respectively. This identity is maybe
most clearly seen to hold by comparing the parallel transport of both connections
along a curve and its image by θ. ¶
Now, let us look at the proof of proposition 12 and look for the circumstances
under which a diffeomorphism can be represented by an automorphism of a
canonical background. Clearly, a first condition is that the spinor bundle be
trivial, so that K = K′. Moreover, in order for the transformation to be Krein
unitary, we must compensate for the scale factor and define
(VθΨ)y =
√
volθ∗g
volg
(y)Ψθ−1(y) (38)
instead of Uθ (this formula can also be found, with a typo, in [51], p. 7). Note
that this formula is meaningful even if θ reverses the orientation, since the semi-
Riemannian volume form of any metric is a positive multiple of dx1 ∧ . . . ∧ dxn
on any positively oriented coordinate system, by definition. We clearly also have
VθχV
−1
θ = θ∗χ, but this must be equal to χ. Similarly we must have θ∗C = C
and θ∗H = H . The only possibility which works for every θ is to assume χ,H,C
to be constant. The same is true of the space ρx(TxM). But this is precisely
the conditions which characterize tetradic spin structures, by proposition 4. We
thus obtain the following result.
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Theorem 6 Let M be a metric-parallelizable manifold and se a tetradic spin
structure on it. Let θ be a diffeomorphism of M , and Vθ : K → K be defined by
(38). Then Vθ is an automorphism of Bcan(e). Conversely, if (38) defines au
automorphism of Bcan(g, or, t − or, s) for every diffeomorphism θ, then (M, g)
is metric-parallelizable and s is tetradic.
Let us compute the scale factor s(y) =
√
volθ∗g
volg
(y) in (38) using the g-frame e
as a basis of the tangent space at each point, and using local coordinates around
y such that ∂i = ei(y) (normal coordinates). We have volθ∗g(θ∗e1, . . . , θ∗en) =
±1 according to the orientation of θ∗e, by definition of volθ∗g. Thus:
s(y) = (±1volg(θ∗e1, . . . , θ∗en)(y))
−1/2
= (±volgy(Txθ(e1(x)), . . . , Txθ(en(x)))
−1/2, with x = θ−1(y)
= | det(Mat(Txθ))|
−1/2
= | det(Mat(Txθ)
−1)|1/2
= | det(Mat(Tyθ
−1)|1/2 (39)
where Mat(Txθ)) and Mat(Tyθ
−1) are written in the bases e(x) and e(y) of the
respective tangent spaces. Hence, Vθ can also be written
(VθΨ)y = | det(Tyθ
−1)|1/2Ψθ−1(y), (40)
and we immediately obtain that θ 7→ Vθ is a group homomorphism from Diff(M)
to Aut(Bcan(e)) by applying the chain rule.
We can now obtain the structure of the automorphism group of a tetradic
canonical background. Remember that we have an exact sequence
1 // Vert(Bcan(e)) // Aut(Bcan(e))
α // Aut(A)
We already know that Vert(Bcan(e)) ≃ Γ(Spin(p, q)
0), and it is easy to see that
Aut(A) ≃ Diff(M). Indeed, let ϕ be an automorphism of A = C˜∞c (M). By
lemma 2, ϕ is continuous (and has in fact norm 1). Thus ϕ extends uniquely
to the completion A¯. Now ‖f‖u = ‖f‖∞, and the completion of C˜
∞
c (M) for
the supremum norm is C˜0(M). The automorphisms of this algebra are exactly
the pullbacks by homeomorphisms, thus there exists an homeomorphism θ :
M → M such that ϕ(f) = f ◦ θ−1, for all f ∈ C˜0(M). Now ϕ sends smooth
functions to smooth functions, thus θ is a diffeomorphism. We will continue to
call α the map Aut(Bcan(e)) → Diff(M) obtained by identifying Diff(M) with
Aut(A). Since V : Diff(M) → Aut(Bcan(e)) is a group homomorphism and
satisfies α ◦ V = Id, we obtain:
Theorem 7 Let se be a tetradic spin structure. The sequence
1 // Γ(Spin(p, q)0) // Aut(Bcan(e))
α // Diff(M) // 1
is exact, and α has a section. Thus Aut(Bcan(e)) ≃ Γ(Spin(p, q)
0)⋊Diff(M).
Note that Γ(Spin(p, q)0) ⋊ Diff(M) is exactly the group of symmetry of
tetradic GR.
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4.2 Transformation of k-forms and k-vector fields under
AB automorphisms
Let us consider the canonical AB Bcan(e) associated with a moving frame. The
vector space isomorphism Θ from ΛTM to Cl(TM) allows to identify the sec-
tions of Cl(TM) with multivector fields, or, if we compose with the musical
isomorphism (defined with ge), with differential forms. Either way, when we
compose with ρ, we obtain fields with values in End(S). Let us now see how
these fields transform under the AB automorphisms. We can work on the ex-
ample of a simple k-vector field u1 ∧ . . . ∧ uk. It is readily checked that
UΣρ(Θ(u1 ∧ . . . ∧ uk))U
−1
Σ = ρ(Θ(Λu1 ∧ . . . ∧ Λuk))
Vθρ(Θ(u1 ∧ . . . ∧ uk))V
−1
θ = ρ(Θ(u1 ∧ . . . ∧ uk)) ◦ θ
−1 (41)
where in the first equation, Λ is the element of SO(TM)0 on which Σ projects.
Of course there is a natural action θ∗ of the diffeomorphism θ on the k-vector
fields, but we see that this natural action is not the one induced by Vθ (which
exists only because the spinor bundle is trivial). Thus when we speak later of
vector fields or forms, one should bear in mind that they are transformed ac-
cording to (41). This situation might seem strange. However, in QFT on curved
spacetimes it is well-known that “spinor fields transforms as spinors under lo-
cal Lorentz transformations, and as scalar under diffeomorphisms”. Here the
situation is the same, apart from the scale factor which cancels in the adjoint
action, and the equations (41) are the consequence of the transformation law of
spinors. Note that a virtue of (41) is to make quantities which appear in the
Fermionic Lagrangian such as (Ψ, ρ(v)Ψ), where Ψ and v are spinor and vector
fields, respectively, manifestly invariant under diffeomorphisms.
Remark In fact, if we wanted to keep the natural pushforward operation of vector
fields, we would have to find a similar transformation for spinors, i.e. for every diffeo-
morphism θ : M → M , we would have to find a lift Σθ : S → S to the spinor bundle,
which would allow to define θ∗Ψ by (θ∗Ψ)y = Σxθ(Ψx) (y = θ(x)). This is a tricky
business: see for instance [41], [40], [52]. While there is no such lift which is defined
for all diffeomorphism and respects the chain rule, satisfactory solutions can be found,
at least for diffeomorphisms close to the identity, and for the Riemannian signature.
Anyway, we would certainly want our lift to make the following diagram commute for
all v ∈ TxM :
Sx
ρ(v) //
Σxθ

Sx
Σxθ

Sx
ρ(Txθ(v))// Sx
Under a diffeomorphism, the quantity H(Ψ, ρ(v)Ψ)y would thus be transformed to
H(ΣxθΨx, ρ(Txθ(vx))ΣxθΨx) (y = θ(x)), which by the above diagram is exactly
H(Ψx, ρ(vx)Ψx), i.e. H(VθΨ, (Vθρ(v)V
−1
θ )VθΨ)y. Thus the transformation law (Ψ, v)→
(θ∗Ψ, θ∗v) yields the same result as the (simpler) rule (Ψ, ρ(v))→ (VθΨ, Vθρ(v)V
−1
θ ).
A similar situation arises in Quantum Field Theory, where the transformation law of
a spinor field Ψ under an element of the Lorentz group Λ is generally written like (see
for instance [53], equation 3.8):
Ψ(x)→ Λ˜Ψ(Λ−1x) (42)
where Λ˜ is one of the two lifts of Λ to the spin group. In our notations this can also
be written Ψ → UΛ˜VΛΨ. If we consider Λ as a diffeomorphism, our transformation
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law for Ψ is Ψ → VΛΨ. The two points of view are reconciled when scalar products,
such as 〈Ψ,Ψ′〉γ0 := (Ψ, γ0Ψ
′), are computed. In QFT, γ0 = ρ(e0) is considered to be
fixed. Thus the transformation of the scalar product 〈Ψ,Ψ′〉γ0 is
〈Ψ,Ψ′〉ρ(e0) → 〈UΛ˜VΛΨ, UΛ˜VΛΨ
′〉ρ(e0)
= (UΛ˜VΛΨ, ρ(e0)UΛ˜VΛΨ
′)
= (VΛΨ, U
−1
Λ˜
ρ(e0)UΛ˜VΛΨ
′)
= (VΛΨ, ρ(Λ
−1e0)VΛΨ
′)
= 〈VΛΨ, VΛΨ〉ρ(Λ−1e0) (43)
We see that if we take the fundamental symmetry into account, the transformation law
of QFT is really (Ψ, γ0)→ (UΛ˜VΛΨ, γ0), and is equivalent to (Ψ, e0)→ (VΛΨ,Λ
−1e0).
4.3 The configuration space
First, let us introduce some notations. Let e be a moving frame on M . Then
we write D(e) for the canonical Dirac operator associated with the metric ge
and spin structure se. Let ω be a section of ΛTM and ζω be the multiplication
operator by ρ(Θ(ω)). We then have:
Theorem 8 Let B = Bcan(e) and D be a regular element of DB. There exist a
unique element r ∈ Γ(Gl(M)), and a unique element ω ∈ Γ(
⊕
m≥0Λ
3+4mTM)
such that
D = δr + iζω (44)
where
δr = S
−1
r D(r · e)Sr.
Conversely, the operators of the above form are all regular elements of DB.
Proof: First, it is easily verified that (110) defines an element of DB. Con-
versely, since [D, .] is a derivation of A = C˜∞c (M) into Ω
1, we see that we have
[D, f ] = i
∑
a
δa(f)γ
a
for all f , where δa, a = 0, . . . , n − 1, are derivations of the algebra A. There
thus exist vector fields Xa such that
[D, f ] = i
∑
a
(Xa · f)γ
a
Now on any coordinate chart, we can expand Xa on the local basis ∂µ, and we
see (introducing a minus sign for convenience) that
[D, f ] = −i
∑
µ
ρe(vµ)∂µf
where vµ is a local section of TM . Hence D must have the form
D = −i
∑
µ
ρe(vµ)∂µ + ζ1 (45)
where ζ1 is an operator which commutes with every function and is thus of order
0. Note that the family (vµ) is linearly independent since D is regular. We now
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look for a vertical automorphism r of the tangent bundle, defined locally for the
moment, such that
ρe(vµ) = ρr·e((dx
µ)♯) (46)
where ♯ is the musical isomorphism relative to r · ge. In the local basis (∂µ),
(dxµ)♯ = (G′)−1∂µ, where G
′ is the matrix of r · ge. Now if G is the matrix of
ge, we have G
′ = tR−1GR−1, with R the matrix of r. Moreover, ρr·e = ρe ◦ r
−1.
Thus (46) translates matricially as Vµ = R
−1RG−1 tR∂µ for all µ, i.e. V =
G−1 tR, where V is the matrix whose columns are Vµ. We thus find a unique
solution R, which is invertible since V is. Since on any local chart, we have a
unique r which satisfies (46), we see that it can in fact be defined globally.
Now let us write (45) in the form D = D˜ + ζ1. We have just proven that
D(r · e) has the same first order part as D, so we can write D(r · e) = D˜ + ζ2,
where ζ2 is of order 0. Neither D(r · e) nor ζ2 is Krein selfadjoint, but using
proposition 10, we know that S−1r D(r · e)Sr is a Dirac operator for B. Now
S−1r D(r · e)Sr differs from D(r · e) only by a zero-order term ζ3. Thus we
can write D = S−1r D(r · e)Sr + ζ, where ζ = ζ1 − ζ2 − ζ3 is a zero-order
term. Since End(Sx) ≃ Cl(TxM) for all x, there exists ω ∈ Γ(ΛTM ⊗ C)
such that ζ = ζω. Now both D and S
−1
r D(r · e)Sr belong to DB, thus ζω
also does, and consequently anticommutes with χ, C and is Krein-selfadjoint.
Let ω =
∑
k ωk with ωk = λkei1 ∧ . . . ∧ eik . The anticommutation with χ
forces k to be odd, and then the anticommutation with C forces λk to be
pure imaginary. Finally, Krein-selfadjointness is satisfied iff ρ(ei1 . . . eik)
× =
(−1)
k−1
2 ρ(ei1 . . . eik) = −ρ(ei1 . . . eik), which yields k = 3 + 4m.
To prove the uniqueness of the decomposition, suppose δr + ζω = δr′ + ζω′ .
Looking at the first-order part we obtain r = r′, and the result follows. ¶
We call δr a frame Dirac, and ζω a centralizing field. It is an important fact
that the AB automorphisms act separately on these two parts (they preserve
the decomposition). Let us first look at the action of diffeomorphisms on the
frame part. We have the commutation rule:
VθSrV
−1
θ = Sθ∗r (47)
where (θ∗r)y = TxθrxTyθ
−1, where y = θ(x). Moreover, θ∗(r · e) = θ∗r · e and
θ∗(r · se) = θ∗sr·e = sθ∗r·e.
Thus
VθδrV
−1
θ = VθS
−1
r D(r · e)SrV
−1
θ
= S−1θ∗rVθD(r · e)V
−1
θ Sθ∗r
= S−1θ∗rD(θ∗r · e)Sθ∗r
= δθ∗r (48)
Let us now look at the action of a spinomorphism Σ. Since Σx belongs to
Spin(p, q)0, there is a unique element r′ ∈ Γ(SO(p, q)0) such that ΣρΣ−1 =
ρ◦(r′)−1. The image of the spin structure r·se by Σ is (rr
′)·se (since ρ◦(r
′r)−1 =
Σρ ◦ r−1Σ−1 = ρ ◦ (r′)−1 ◦ r−1). Recall that r′ ∈ SO(p, q)0 means that r′ is an
isometry for ge. Thus s(rr
′)·ge(v, w) = ge((r
′)−1r−1v, (r′)−1r−1w) = r·ge(v, w).
Moreover, it is immediate that UΣ commutes with Sr, and that Srr′ = Sr since
det(r′x) = 1 at each x. Thus we can write the commutation relation
UΣSrU
−1
Σ = Srr′ (49)
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Finally, we already know from proposition 2 that UΣD(r · g)
r·seU−1Σ = D(r ·
g)(rr
′)·se , writing spin structures in exponents. But D(r · g)(rr
′)·se = D(rr′ ·
g)(rr
′)·se = D((rr′) · g) since r′ is an isometry for ge. From all this, we obtain
UΣδrU
−1
Σ = UΣS
−1
r D(r · g)SrU
−1
Σ
= S−1rr′D(rr
′ · g)Srr′
= δrr′ (50)
As for the centralizing fields, their transformation rules under AB automor-
phisms were already given in section 4.2. We can either use them to show that
the space of centralizing Dirac operators is stable under AB automorphisms, or
simply observe that if ζ is centralizing, then UζU−1 also is since AdU preserves
the algebra.
4.4 Projecting out the centralizing fields
We can summarize the results of the previous section by the direct sum:
DB = ∆B ⊕ ZB : (51)
where ∆B is the space of frame Dirac operators, and ZB the space of centralizing
fields. Moreover, ∆B and ZB are stable under the adjoint action of Aut(B).
Thus, the projection on ∆B:
P∆ DB −→ DB
δ + ζ 7−→ δ (52)
satisfies P∆(UDU
−1) = UP∆(D)U
−1 for any U ∈ Aut(B) and D ∈ DB.
Let us now consider the physical interpretation of these results. First we
note that although we had to restrict the configuration space of tetradic GR
to some open set of the space of moving frames, the configuration space of
the corresponding AB is much larger: it not only allows for Dirac operators
associated with any moving frame, but also for centralizing fields. Our goal was
to recast tetradic GR in the language of algebraic backgrounds. Since we have
more degrees of freedom than we need, we have either to get rid of them or
explain why they exist and haven’t yet been seen. One way to do the former
is to write down an action in which the elements of ZB appear as auxiliary
fields. Let f be the bijection which sends a moving frame r · e to δr, SEH be the
Einstein-Hilbert action, and PZ = IdDB − P∆. Then let
S(D) := SEH(gf−1(P∆(D))) +
∫
M
TrS0(PZ(D)
2)volge(x) (53)
It is easy to check that it is invariant under Aut(B). Since the “Krein-Schmidt
product” (A,B) 7→ TrS0(A
×B) is non-degenerate, D is a solution of δS = 0 iff
PZ(D) = 0 and P∆(D) = δr, with r · ge a solution of Einstein’s equations. Of
course, this formula is of little help in practice since f is analytically very in-
volved. We would rather have S be defined by a simple function ofD, such as the
Spectral Action, but unfortunately this is not available in the semi-Riemannian
case. Nonetheless, we conclude from this study of canonical backgrounds, that
it is possible to remove the centralizing fields without spoiling the symmetry
of the theory, and that it is a necessary thing to do if we want to have a the-
ory equivalent to GR. We will keep this principle in mind when we study the
Standard Model.
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Remark Let us consider the possibility of generalizing (51) and (52) to the noncom-
mutative case. For this, we need an algebraic characterization of the summands. In
the case of ZB, this is immediate: the elements of ZB are the Dirac operators which
commute with A, by definition. Moreover the invariance of ZB under Aut(B) follows
from this definition. The space ∆B could also be characterized algebraically if (51)
were an orthogonal decomposition with respect to some non-degenerate symmetric
bilinear form ϕ on the real vector space DB. The invariance of ∆B under Aut(B) is
then automatic if ϕ is Aut(B) invariant in the following sense:
ϕ(UDU−1, UD′U−1) = ϕ(D,D′),∀D,D′ ∈ DB,∀U ∈ Aut(B) (54)
The restriction of the Krein-Schmidt product defined on End(S) by
(A,B) := Tr(A×B) (55)
to DB is a real Aut(B)-invariant symmetric bilinear form. The problem is that it is not
well-defined on DB in the case of a canonical background, since D
2 is not trace-class,
not even bounded. But this is the only problem ! By this we mean that at a formal
level (51) is really an orthogonal decomposition for (., .), provided the trace satisfies
the following properties (with obvious notations)
1. Tr(δζ) = Tr(ζδ),
2. Tr(ζδ + ζ′) = Tr(ζδ) + Tr(ζ′),
3. Tr(ζω) =
∫
M
TrS0(ωx)volg.
In the last property, TrS0 is the trace in End(S0) and ωx is really the image of ω
′
x in
End(S0). This is justified by the fact that ζω is a multiplication operator
18 .
Let us now start the “proof”. We first observe that if ω a k-vector field, then the
commutator [δr, ζω] is the sum of a the multiplication by a k + 1-vector field and a
k−1-vector field. To show this we can restrict to the case r = Id, i.e. to the canonical
Dirac operator associated to e. Indeed, when we change the frame e into r · e, ρ is
replaced with ρ ◦ r−1, but the image of the space of k-vector fields does not change
(the degree stays the same). We can also restrict to the case of an elementary k-vector
fields ei1 ∧ . . . ∧ eik , which is sent to the element ei1 . . . eik ∈ Γ(Cl(TM)). Then, by
the Leibniz rule (3), we have
[ρ(ea)∇
se
ea , ρ(ei1 . . . eik)]Ψ =
∑
j
ρ(eaei1 . . . eij−1 (∇
LC
ea ei)ei+1 . . . eik )Ψ
where the argument of ρ is, by the Clifford commutation relations, a sum of k − 1-
vectors and k + 1-vectors. The result follows.
Now we compute (δ, ζω), with δ ∈ ∆B and ω is a k-vector:
(δ, ζω) = Tr(δζω)
= Tr(δχ2ζω)
= −Tr(χδχζω)
= −Tr(χδζω′), where ω
′ ∈ Λn−kM
= −Tr(χζω′δ + χζω′′), where ω
′′ ∈ Λn−k−1TM ⊕ Λn−k+1TM
= −Tr(ζωδ) + Tr(ζω′′′), where ω
′′′ ∈ Λk+1TM ⊕ Λk−1TM and using (2)
= −(δ, ζω) + Tr(ζω′′′), using (1) (56)
Now using (3), Tr(ζω′′′) =
∫
M
Trx(ω
′′′
x )volg . Since k = 3+4m, k−1 ≥ 2 and k+1 ≤ n,
thus ω′′′x is a sum of non-empty products of gamma matrices, and thus has zero trace.
It follows that (δ, ζω) = 0.
18The whole reasoning is heuristically justified by the fact that the Dirac operator is “off-
diagonal” and the centralizing field is diagonal.
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We have just seen that ∆B ⊂ Z
⊥
B , but since (., .) is not definite, there could be
also elements in ZB ∩Z
⊥
B . To see that it is not so, let us first consider the case n = 4.
Then (ζω, ζω′) = Tr(ζχv, ζχv′), where v and v
′ are vector fields. If ζω is orhogonal to
ζω′ , we obtain that
∫
M
g(v, v′)volg = 0. If this is so for all ω
′, then ω = 0 since g is
not degenerate. The general case is similar, using the canonical extension of g to the
Clifford algebra, which is also non-degenerate.
5 Almost-commutative algebraic backgrounds
Let us start with a notation. Let K be a Z2-graded real pre-Krein space. A
vector ψ ∈ K or an operator A on K which is homogenous (even or odd) is given
a degree denoted by |ψ| or |A| respectively, which is an element of Z2.
Given two algebraic backgrounds B1 = (A1, . . .) and B2 = (A2, . . . , ), one
can define their graded tensor product B = B1⊗ˆB2 = (A, . . .). Let us first define
the pre-Krein space. It is the graded tensor product
K = K1⊗ˆK2 (57)
This means that K is the tensor product K1 ⊗ K2, with the grading such that
|φ1⊗ˆφ2| = |φ1|+ |φ2|, for homogenous vectors. For any two homogenous oper-
ators Ai on Ki, i = 1, 2, one defines the graded tensor product
A1⊗ˆA2(φ1⊗ˆφ2) = (−1)
|A2||φ1|A1φ1⊗ˆA2φ2 (58)
Since the algebras are represented by even operators, we define
A = A1 ⊗A2 (59)
and π = π1⊗ˆπ2(= π1 ⊗ π2). With infinite dimensional spaces and algebras,
(57) as well as (59) would require the specification of a particular topological
tensor product, but we are only interested in the case where A1 is C˜
∞
c (M) and
A2 finite-dimesional, so we can just take the algebraic tensor product. The
chirality is defined in accordance with (57) by χ = χ1⊗ˆχ2(= χ1⊗χ2). The real
structure is
C = C1χ
|C2|
1 ⊗ˆC2χ
|C1|
2 (60)
The rule is exactly the same for the graded real structure: J = J1χ
|J2|
1 ⊗ˆJ2χ
|J1|
2 .
The Krein product needs special care. We have:
(φ1⊗ˆφ2, ψ1⊗ˆψ2) = (φ1, ψ1)1(φ2, βψ2)2 (61)
where
β =
 1, if (., .)1 is even,χ2, if (., .)1 is odd and (., .)2 is even
iχ2, if (., .)1 and (., .)2 are both odd.
(62)
The justification of (60) and (62) is that they yield the correct real structure and
spinor metric when one does the tensor product of two canonical backgrounds.
It can be shown that with these rules the KO-metric dimension pair is additive
[46]. Details can also be found in [15]. The only additional rule with respect to
the tensor product of IST found in [15] is
Ω = Ω1⊗ˆπ(A2) + π(A1)⊗ˆΩ2 (63)
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It is such that if D1 ∈ DB1 and D2 ∈ DB2 , then D1⊗ˆ1 + 1⊗ˆD2 ∈ DB, though
we will see later that not all elements of DB can be decomposed in this way.
Finally, we define an almost-commutative AB to be an AB of the form
BM ⊗ˆBF where BM = (AM , . . .) is the canonical background of a manifold M
equipped with all the required structures, and BF = (AF , . . .) is a finite AB
(i.e. both the algebra and Krein spaces are finite-dimensional). We will study
specific examples later. For now we state some useful general results.
Lemma 3 Let A ∈ End(KM ) and B ∈ End(KF ). Then:
1. J(A⊗ˆB)J−1 = JMAJ
−1
M ⊗ˆJFBJ
−1
F ,
2. (A⊗ˆB)× = (−1)|A||B|A×⊗ˆB×,
3. (A⊗ˆB)o = (−1)|A||B|Ao⊗ˆBo.
For the proof of the two first properties, we refer to [15], lemma 5.1 and 5.2.
The third follows easily from the two first.
In the next proposition, we use two hypotheses which will appear again when
we compute the automorphisms of the Standard Model AB. We thus feel the
need to introduce the following notations, one for the elements of the center of
AF which are JF -real and Krein selfadjoint, the other for the element of Ω
1
F
which commute with πF (AF ), with JF , and are Krein anti-selfadjoint:
Z∗J (AF ) := {a ∈ AF |a ∈ Z(AF ), JFπF (a) = πF (a)JF , πF (a)
× = πF (a)}
C∗J (Ω
1
F ) = {ω ∈ Ω
1
F |[ω, πF (AF )] = 0, ωJF = JFω, ω
× = −ω}
Note that Z∗J(AF ) is a sub-R-algebra of AF , C
∗
J (Ω
1
F ) is a sub-Z
∗
J(AF )-bimodule
of Ω1F , and that they are both preserved by AB automorphisms.
Proposition 13 Let B = BM ⊗ˆBF be an almost-commutative AB as above. If
BF has the following properties:
1. Z∗J(AF ) = R,
2. C∗J(Ω
1
F ) = 0,
then the regular Dirac operators of B are of the form
D = δ⊗ˆ1 + ζ (64)
where δ is a frame Dirac of SM and ζ is an operator of order 0 on K.
Proof: Let f ∈ AM and a ∈ AF . We discard the representations πM and πF to
simplify the notations. From [(f ⊗ 1), (1⊗ a)] = 0 we obtain [[D, f ⊗ 1], 1⊗ a] =
[f ⊗ 1, [D, 1⊗ a]] = 0 since [D, 1⊗ a] ∈ Ω1 and f ⊗ 1 commutes with Ω1. Let us
fix x ∈M and write the value of [D, f ⊗ 1] at x in the form
[D, f ⊗ 1]x = i
∑
a
γa⊗ˆba + 1⊗ˆα
where ba ∈ AF and α ∈ Ω
1
F . Using linear independence of the γ
a and 1 we see
that [D, f⊗1] commutes with 1⊗x for all x ∈ AF iff both the ba’s and α commute
with AF . Moreover, sinceD and f⊗1 commute with J = JMχ
|JF |
M ⊗ˆJFχ
|JM |
F , we
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see that ba, which commutes with χF , must also commute with JF . Similarly,
we find that 1 ⊗ α must commute with J , and since α anticommutes with χF
we obtain thanks to the graded tensor product that α must commute with JF .
Finally, since D and f ⊗ 1 are Krein selfadjoint, we see that [D, f ⊗ 1] is Krein
anti-selfadjoint, from which we find that ba is Krein selfadjoint and α is Krein
anti-selfadjoint. From the hypotheses we find that ba ∈ R1AF and α = 0. Thus
there is a real function δ(f) such that
[D, f ⊗ 1] = i
∑
a
δ(f)γa ⊗ 1
Moreover, δ must be a derivation of AM . Following the same steps as in the
beginning of the proof of theorem 8, we see that there exists a frame Dirac
δ ∈ DBM such that D− δ⊗ˆ1 commutes with f ⊗ 1 for all f . The result follows.¶
6 Algebraic background of the spectral standard
model
6.1 The finite algebraic background
We recall here the noncommutative indefinite triple of finite dimension which
is used in the Lorentzian spectral standard model. We refer to [15] for details.
The algebra is
AF := C⊕H⊕M3(C),
the Krein space is
KF = KR ⊕KL ⊕KR¯ ⊕KL¯ (65)
where for each symbol σ = R,L, R¯, L¯ we have
Kσ = C
2
weak isospin ⊗ (Cleptons ⊕ C
3
color)⊗ C
N
generations
The number of generations will play little role, so we keep N undetermined for
the sake of generality, and also to avoid any confusions between the color and
generation space. The grouping of the two middle summands into a common
C
4 as in Pati-Salam theory would suggest itself, but the representation of the
algebra is such that it will be on the contrary more practical to split the first
tensor product and write instead
Kσ = (C
2 ⊕ C2 ⊗ C3)⊗ CN (66)
In this decomposition, we give names to the elements of the canonical basis,
identifying them with elementary particle states. The canonical basis of the
leptonic C2 is (ν, e), the one of the quark isospin C2 is (u, d), the color C3 one
is (r, g, b). We will not need to name the basis elements of the generation space.
If we need to identify in which Kσ a basis element lives, we attach the symbol
σ to it. For instance, the basis elements identified respectively with a anti-
(right neutrino) and with a left down red quark (of an unspecified generation)
are νR¯ and (d ⊗ r)L. Finally, it will be sometimes useful to decompose Kσ
into the sum of a lepton and a quark subspace, defined by Kℓ = C
2 ⊗ CN and
Kq = C
2 ⊗ C3 ⊗ CN .
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A matrix A which is block-diagonal in the decomposition (65) will be written
A = diag(AR, AL, AR¯, AL¯). If it is also block-diagonal with respect to gener-
ations, it will be convenient to write it A = diag(aR, aL, aR¯, aL¯) ⊗ 1N where
Aσ = aσ ⊗ 1N and 1N is the identity matrix. As an important example, the
matrix of the Krein product in the canonical basis is by definition:
ηF = diag(1,−1, s,−s)⊗ 1N (67)
where 1 is the identity matrix on Kσ, and s is a sign, which is +1 if we use
commuting variables for spinor components, and −1 if we use anti-commuting
ones. These choices are the only ones which allow us to recover the correct terms
in the fermionic action, as explained in [15]. It is worthy of note that the anti-
Lorentzian signature of the manifold forces us to use a non-Euclidean finite part
as well, and the ultimate reason for this is the rule (61) for the tensor products
of Krein structures. Note that ηF is the fundamental symmetry associated with
the canonical scalar product on KF ≃ C
32N , so that we can write the Krein
product on KF in the following way:
(ψ, φ)F := 〈ψ, ηFφ〉F = ψ
†ηFφ (68)
The chirality operator is
χF = diag(1,−1,−1, 1)⊗ 1N (69)
For the real structure, we will use CF = χFJF where, in the decomposition
(65):
JF =

0 0 ǫF 0
0 0 0 ǫF
1 0 0 0
0 1 0 0
 ◦ c.c. (70)
Here ǫF is a sign yet unspecified and c.c. is the complex conjugation of the
vector components. In the most widely used convention, it is JF which is called
the real structure. We will use it more often than CF to ease comparison with
the literature. In order to avoid any confusion, we will call CF the real structure,
in compliance with our convention, and JF the graded real structure. It will be
convenient to use the particle/antiparticle space decomposition K = Kp⊕Ka =
(KR⊕KL)⊕(KR¯⊕KL¯) in which JF is more simply written JF =
(
0 ǫF
1 0
)
◦c.c,
so that we have the useful formula
JF
(
A B
C D
)
J−1F =
(
D¯ ǫF C¯
ǫF B¯ A¯
)
(71)
Before defining the representation of A, we need to introduce a convenient
notation. Let A ∈M2(C). Then we write
A˜ := (A⊕A⊗ 13)⊗ 1N , (72)
acting onKσ written as in (66). We also need a representation of the quaternions
as 2× 2 complex matrices, and an embedding of C into H. We will identify the
elements of H with the matrices
(
α −β¯
β α¯
)
, and the complex λ with
qλ :=
(
λ 0
0 λ¯
)
.
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With these notations, the representation πF is
πF (λ, q,m) = diag(q˜λ, q˜, λ12 ⊕ 12 ⊗m,λ12 ⊕ 12 ⊗m)⊗ 13 (73)
Here we see that πF (AF ) is a ×-algebra and that × and † coincide on it, such
that πF is ∗-morphism for the natural C
∗-structure on AF . It also follows that
the homomorphism αF : Aut(BF ) → Aut(AF ) takes values in ∗-Aut(AF ), the
group of C∗-algebra automorphisms of AF .
The finite Dirac D0F which is used to recover the Standard Model, is the
following:
D0F =

0 −Y †0 sM
†
0 0
Y0 0 0 0
M0 0 0 −Y
T
0
0 0 Y¯0 0
 (74)
where Y0 =
(
Yν 0
0 Ye
)
⊕
(
13 ⊗ Yu 0
0 13 ⊗ Yd
)
andM0 = sǫFM
T
0 =
(
YR 0
0 0
)
.
This choice is severely constrained by the axioms of Noncommutative Geometry
(Krein-selfadjointness, anticommutation with χF , commutation with JF , and
the first-order condition). If one admits the second order condition, the only
arbitrariness in the choice of Y0 is the diagonal form of the matrices
(
Yν 0
0 Ye
)
and
(
13 ⊗ Yu 0
0 13 ⊗ Yd
)
with respect to weak isospin indices. Note that a
non-diagonal form would make the photon acquire a mass thanks to the Higgs
mechanism19. Note also that their is a neutrino mixing term iff ǫF = −1, and
the see-saw mechanism occur if furthermore s = −1. For this, see [15], section
8.10.
We take this opportunity to introduce the notations Mν = YνY
†
ν , Me =
YeY
†
e , . . . , MR = YRY
†
R, which we will need later.
In the algebraic background point of view D0F is not fixed. What we need is
a module of 1-forms Ω1F . We select it by the following simple requirement: D
0
F
must be a regular Dirac operator, i.e. Ω1F = Ω
1
D0F
. After an easy computation
we find:
Ω1F = {

0 Y †0 q˜1 0 0
q˜2Y0 0 0 0
0 0 0 0
0 0 0 0
 |q1, q2 ∈ H} (75)
The finite algebraic background of the Standard Model is thus BF := (AF ,KF ,
(., .)F , πF , χF , CF ,Ω
1
F ). Let us now look for the space of compatible Dirac
operators. For any quaternion q we write
Φ(q) =

0 −Y †0 q˜
† 0 0
q˜Y0 0 0 0
0 0 0 0
0 0 0 0
 (76)
We observe that Φ(q) is a general Krein-self-adjoint 1-form. For any matrix m
19This can be axiomatized as the condition of massless photon, [54].
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acting on the generation space CN and satisfying mT = sǫFm, we write
σ(m) =

0 0 sEν ⊗m
† 0
0 0 0 0
Eν ⊗m 0 0 0
0 0 0 0
 (77)
where Eν =
(
1 0
0 0
)
is the projection on the space spanned by ν. (We will
similarly use the notations Ee, Eu, etc). We observe that σ(m) is Krein selfad-
joint and commutes with JF , so that σ(m)
o = σ(m), and that moreover σ(m)
commutes with π(AF ) and hence also with π(AF )
o. It is now easy to see that
the compatible Dirac operators are those of the form
D(q,m) = Φ(q) + Φ(q)o + σ(m) (78)
The finite configuration space DBF is thus {D(q,m)|q ∈ H,m ∈ MN(C),m
T =
sǫFm}. When we come to the full AB of the Standard Model, the q and m
degrees of freedom will be the origin of the Higgs and complex scalar fields
respectively.
6.2 The gauge group GAF
We recall here the definition of the so-called “gauge group” GAF (see [55] for
details). It consists of the elements of the form Υ(u) := π(u)JFπ(u)J
−1
F where
u is in U(AF ), the unitary group of AF . The importance of the gauge group
lies in its relation with the homomorphism αF : Aut(BF )→ ∗-Aut(AF ).
Lemma 4 1. For all u ∈ U(AF ), Υ(u) is an AB automorphism of BF , such
that αF (Υ(u)) = Adu.
2. Υ : U(AF )→ AutBF is a group homomorphism,
Proof: The corresponding property for Euclidean Spectral Triples is well-known, and
the proof is almost the same, so it is left to the reader. The only difference is that we
require the preservation of Ω1F , and this comes from the order 1 condition and the fact
that Ω1F is a bimodule. ¶
Remark Note that Adu 7→ Υ(u) is not a well-defined section of αF . For instance if
u = (eiθ, 1, 1) then Adu = 1 but Υ(u) 6= 1.
It will be important to know what is the image of αF .
Lemma 5 The image of αF is ∗-Inn(AF ), the group of inner ∗-automorphisms
of AF .
Proof: By lemma 4, we already know that ∗-Inn(AF ) ⊂ Im(αF ). To prove the
converse, first note that Aut(AF ) = Aut(C) × Aut(H) × Aut(M3(C)). Since
we are dealing with real ∗-algebras we see, using the Skolem-Noether theorem,
that Aut(C) = {Id, c1}, where c1 means complex conjugation, Aut(H) = Inn(H)
and Aut(M3(C)) = Inn(M3(C))⋉ {Id, c3}, where c3 is the complex conjugation
of 3 × 3-matrices. Now let us consider the real-subalgebra C ⊂ AF . The
representation πF breaks into a sum of copies of the fundamental representation
πf of C and its conjugate π
∗
f . Now observe that c1 exchanges πf and π
∗
f , while
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there is not an equal number of copies of them in πF : this shows that c1 cannot
be induced by a unitary operator U such that UπF (AF )U
−1 = πF (AF ), i.e.
c1 /∈ Im(αF ). The situation is similar for c3, considering the representation of
the center C of M3(C) induced by πF . ¶
Putting together the two previous lemmas, we see that for all φ ∈ Aut(BF ),
there exists u ∈ U(AF ) such that αF (φ) = αF (Υ(u)).
Let us now consider u = (eiθ, q,m) ∈ U(AF ), where q,m are unitary quater-
nions and 3 × 3 matrices respectively, and θ is real. We easily compute that
Υ(u) = diag(A,B, A¯, B¯), with
A = (
(
1 0
0 e−2iθ
)
⊕
(
eiθ 0
0 e−iθ
)
⊗ m¯)⊗ 1N , B = (e
−iθq⊕ q⊗ m¯)⊗ 1N (79)
In particular we can see on this formula that KerΥ = {±1}.
Let us now introduce the unimodular gauge group SGAF , containing the ele-
ments Υ(u) such that det(π(u)) = 1. They are of the form U = diag(A,B, A¯, B¯),
with
A = (
(
1 0
0 e−2iθ
)
⊕
(
e4iθ/3 0
0 e−2iθ/3
)
⊗ g¯)⊗1N , B = (e
−iθq⊕eiθ/3q⊗ g¯)⊗1N
(80)
with g ∈ SU(3). Finally, we define U(1)X = {π(e
iξ, 1, eiξ)|ξ ∈ R}, and SUAF =
π(U(AF )) ∩Ker det.
Lemma 6 Up to discrete symmetries, any element π(u) ∈ π(U(AF )) can be
uniquely decomposed into the commutative product π(u) = sx, with s ∈ SUAF
and x ∈ U(1)X .
Proof: Let u = (λ, q,m) ∈ U(AF ) and define s = π(λ
′, q, (λ′)−1/3g), and x =
π(eiξ, 1, eiξ), with eiξ = (λdetm)1/4, λ′ = λ3/4(detm)−1/4, and g = (detm)−1/3m.
One readily checks that π(u) = sx. For the uniqueness part up to discrete symmetries,
observe that det(π(eiξ, 1, eiξ)) = e4Niξ = 1 has finitely many solutions. ¶
Now let us write T 1X = Υ(U(1)X). By the above lemma and the order 0 condi-
tion, we obtain a decomposition of every element g ∈ GAF into the product
g = g˜gX , with g˜ ∈ SGAF , gX ∈ T
1
X (81)
Since Ker(Υ) = {±1}, this decomposition is unique up to discrete symme-
tries. Moreover, we can further decompose g˜ into the commutative product
g˜ = gY gW gC with gY (θ) = Υ(e
iθ, 1, e−iθ/3), gW (q) = Υ(1, q, 1) and gC(g) =
Υ(1, 1, g) with obvious notations. For the record, let us explicitly write down
these elements:
gY (θ) = diag(
(
1 0
0 e−2iθ
)
⊕
(
e4iθ/3 0
0 e−2iθ/3
)
⊗ 13, e
−iθ12 ⊕ e
iθ/312 ⊗ 13,
c, c)⊗ 1N
gW (q) = diag(12 ⊕ 12 ⊗ 13, q ⊕ q ⊗ 13, c, c)⊗ 1N
gC(g) = diag(12 ⊕ 12 ⊗ g¯, 12 ⊕ 12 ⊗ g¯, c, c)⊗ 1N
gX(ξ) = diag(
(
1 0
0 e−2iξ
)
⊕
(
1 0
0 e−2iξ
)
⊗ 13, e
−iξ12 ⊕ e
−iξ12 ⊗ 13, c, c)⊗ 1N
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where the c’s in the 3rd and 4th places stand for the conjugate of the elements
in the 1st and 2nd places, respectively (a notation we will use hereafter).
This decomposition will serve us to distinguish the gauge fields and the
anomalous X-field. These have values in the Lie algebras SGAF and T
1
X . To
find these algebras, observe that a curve Gt passing through 1 in GAF can be
locally decomposed in a unique way as Gt = Υ(ut), with ut ∈ U(AF ) and
u0 = 1. Using the same notations as in the lemma above, we can further
decompose into Gt = stxtJF stxtJ
−1
F = stJF stJ
−1
F xtJFxtJ
−1
F with s0 = x0 = 1.
Taking derivatives and using the fact that u′0 and x
′
0 are anti-selfadjoint, we
obtain G′0 = s
′
0 − (s
′
0)
o + x′0 − (x
′
0)
o. Consequently, an element B of the Lie
algebra GAF of the gauge group can be uniquely decomposed as a sum of the
form
B = Bunimod +BX (83)
where Bunimod ∈ SGAF and BX ∈ T
1
X , moreover Bunimod = b − b
o, and BX =
a − ao, where b ∈ SUAF and a ∈ U(1)X . Using this and (82), we obtain the
following basis of GAF :
tY = diag(
(
0 0
0 −2i
)
⊕
(
4
3 i 0
0 − 23 i
)
⊗ 13,−i12 ⊕
i
3
12 ⊗ 13, c, c)⊗ 1N
taW = diag(0, iσ
a ⊕ iσa ⊗ 13, c, c)⊗ 1N
tbC = diag(0⊕ 12 ⊗ iλ¯
b, 0⊕ 12 ⊗ iλ¯
b, c, c)⊗ 1N
tX = diag(
(
0 0
0 −2i
)
⊕
(
0 0
0 −2i
)
⊗ 13,−i12 ⊕−i12 ⊗ 13, c, c)⊗ 1N
(84)
where σa, a = 1, 2, 3 and λb, b = 1, . . . , 8 are the Pauli and Gell-Mann matrices
respectively.
Let us take this opportunity to introduce some more notations, consistent
with the above. We write U(1)Y = {π(e
iθ, 1, e−iθ/3)|θ ∈ R}, SU(2)W =
{π(1, q, 1)|q ∈ SU(2)}, SU(3)C = {π(1, 1, g)|g ∈ SU(3)}, T
1
Y = Υ(U(1)Y ),
T 1W = Υ(SU(2)W ), T
1
C = Υ(SU(3)C). Note that Υ is an isomorphism in re-
striction to these groups.
6.3 The centralizer and unitary stabilizer of pi(AF )
Let us look for the centralizer of π(AF ). Using simplified notations, a block
matrix (Mij)1≤i,j≤4 commutes with diag(q˜λ, q˜, λ⊕m,λ⊕m) for all (λ, q,m) ∈
AF iff
q˜λM11 = M11q˜λ
q˜λM13 = M13(λ⊕m)
q˜λM14 = M14(λ⊕m)
q˜M22 = M22q˜
(λ⊕m)M31/M41 = M31/M41q˜λ
[M3/4,3/4, λ⊕m] = 0
M12 =M21 =M23 =M24 =M32 =M42 = 0 (85)
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Proposition 14 The elements which are odd, commute with JF and with π(AF )
are of the form

0 0 ǫF M¯ 0
0 0 0 0
M 0 0 0
0 0 0 0
, with M = Eν ⊗mν .
Proof: In addition to the conditions above, oddness requires M11 = M22 = M33 =
M44 = M23 = M32 = 0, and JF -reality additionnaly sets M34 = M43 = 0. Thus only
the blocks M13 and M31 are not required to vanish. However, by conditions (85), we
obtain that M13 =


b c 0 0
0 0 0 0
d e 0 0
0 0 0 0

, where we have written the matrix in the basis
(ν, e, u, d) (tensor generations, and for quarks, color). Hence each entry is a matrix
acting on generations (and possibly on colors, but these are zeros). On the other hand
M31 must have a structure of zeros which is transposed with respect to that of M13.
However JF -reality imposes that M13 = ǫFM31, hence only b remains non-vanishing.¶
We make the following trivial observation, useful later on.
Lemma 7 No odd element in the centralizer of π(AF ) is invertible.
Proof: With the above notations, M12 = M42 = 0 and since M is odd we also have
M22 =M32 = 0. ¶
Proposition 15 Let U ∈ End(KF ) be even, commute with JF and π(AF ).
Then U = diag(A,B, A¯, B¯), with A = (Eν ⊗ gν ⊕ Ee ⊗ ge) ⊕ (Eu ⊗ 13 ⊗ gu +
Ed ⊗ 13⊗ gd) and B = 12⊗ gℓ⊕ 12⊗ 13⊗ gq. Such a U is Krein-unitary iff the
matrices gν , ge, gu, gd, gℓ, gq acting on the generations are unitary.
Proof: From the first two conditions we find that U is of the form
U =


A 0 0 C
0 B D 0
0 ǫF C¯ A¯ 0
ǫF D¯ 0 0 B¯


Now we want such an element to commute with π(AF ), hence with its complexification.
From the commutation with π(M3(C)) we obtain that A¯ must act trivially on colors,
and thus be of the form
∑
i a¯i ⊗ g¯
i
ℓ ⊕ a¯
′
i ⊗ 13 ⊗ g¯
i
ℓ
′
. Then from the (R,R)-block we
learn that ai, a
′
i must be diagonal in order to commute with the complexification of
π(C). Thus we have
A = (Eν ⊗ gν ⊕Ee ⊗ ge)⊕ (Eu ⊗ 13 ⊗ gu + Ed ⊗ 13 ⊗ gd) (86)
From (L¯, L¯) we see that B must also act trivially on colors, but from (L,R) we obtain
that it must commute with the complexification of π(H), hence with any matrix on
the isospin space, thus it must only act on generations. We thus obtain
B = 12 ⊗ gℓ ⊕ 12 ⊗ 13 ⊗ gq (87)
Now from (R¯, L) we obtain that (λ⊗ 1N ⊕ 1⊗m⊗ 1N )C¯ = C¯(q ⊗ 1N ⊕ q ⊗ 13 ⊗ 1N )
which immediately yields C¯ = 0. From (L, R¯) we similarly obtain D = 0.
For the second statement, we just observe that U is block-diagonal, hence it com-
mutes with the fundamental symmetry. Thus it is Krein-unitary iff it is unitary. ¶
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In the sequel we will call a unitary U such as in the proposition a flavour sym-
metry. The group of flavour symmetries will be denoted by F . A flavour symme-
try written in the notations above will be denoted by F (gν , ge, gu, gd, gℓ, gq). The
arguments of two elements of such form can be directly multiplied, that is, F ≃
U(N)6. Comparing (80) and proposition 15 one finds that an element U belongs
to GAF ∩F iff both the matrixm and the quaternion q are scalars (hence q = ±1),
and gν = 1, ge = e
−2iµ, gu = e
iµm¯, gd = e
−iµm¯, gℓ = e
−iµq and gq = qm¯. Thus
we obtain U = F (1, e−2iµ, ei(ϕ+µ), ei(ϕ−µ),±e−iµ,±eiϕ) = Υ(eiµ,±1, e−iϕ),
µ, ϕ ∈ R, which can be rewritten in the form Υ(1,±1, 1)gY (θ)gX(ξ), with the
notations of the previous paragraph, though not in a unique way, since the
equations to solve are µ = θ + ξ [2π] and ϕ = θ3 − ξ [2π]. Thus
(GAF ∩ F)
0 = {gY (θ)gX(ξ)|θ, ξ ∈ R} (88)
Let us now define the unitary stabilizer of π(AF ) to be
Stab(AF ) := {U ∈ End(KF )|[χF , U ] = [JF , U ] = 0, UU
× = 1, Uπ(AF )U
−1 = π(AF )}
(89)
Proposition 16 Let U ∈ Stab(AF ). Then U can be written (in a non-unique
way) as the commutative product
U = g˜gXf
with g˜ ∈ SGAF , gX ∈ T
1
X, and f ∈ F .
Proof: The conjugation AdU induces an automorphism of the ∗-algebra π(AF ). Thus
by lemmas 4 and 5 there exists an element g of the gauge group, such that AdU = Adg
on π(AF ). Hence Ug
−1 commutes with π(AF ), is even, JF -real, and Krein-unitary.
It it thus a flavour symmetry f . Since g ∈ GAF we use (81) to write g = g˜gX , as in
the statement. ¶
6.4 The automorphism group of the finite algebraic back-
ground
Let us first look at the bimodule structure of Ω1F . The left and right actions of
a = (λ, q,m) on φ ∈ Ω1F are
(λ, q,m) ⊲ (q1, q2) = (qλq1, qq2), (q1, q2) ⊳ (λ, q,m) = (q1q, q2qλ) (90)
We will not refer to m anymore in the rest of this section. The bimodule is also
endowed with an involution
(q1, q2)
† = (−q†2,−q
†
1) (91)
which comes from the Krein adjoint on End(KF ) and exchanges the left action
of (λ, q) and the right action of (λ¯, q†).
There is also a scalar product (on the underlying real vector space), which is
induced by the real part of the Hilbert-Schmidt product (which is the opposite
of the Krein-Schmidt product on 1-forms). We have (neglecting the trivial
antiparticle parts of the matrices):
ℜTr(
(
0 Y †0 q˜1
q˜2Y0 0
)†(
0 Y †0 q˜
′
1
q˜′2Y0 0
)
) = ℜTr(Y †0 q˜
†
2q˜
′
2Y0) + ℜTr(q˜
†
1Y0Y
†
0 q˜
′
1)
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= KℜTr(q†1q
′
1 + q
†
2q
′
2) (92)
where we have used the fact that ℜTr(q˜Y0Y
†
0 ) = ℜTr(q)Tr(Y0Y
†
0 ) and K =
Tr(Y0Y
†
0 ) = Tr(Mv +Me + 3Mu + 3Md).
Let us consider a bimodule automorphism θ. Let us write θ(1, 0) = (α, α′)
and θ(0, 1) = (β′, β). Using (1, 0) ⊲ (1, 0) = (1, 0) we see that α′ = 0 and
using (0, 1) ⊲ (0, 1) = (0, 1) we similarly see that β′ = 0. Moreover (z, 0) =
(z, 0) ⊲ (1, 0) = (1, 0) ⊳ (0, qz) for any z ∈ C implies that α ∈ C, and we similarly
find using (0, z) = (0, qz) ⊲ (0, 1) = (0, 1) ⊳ (z, 0) that β ∈ C. Hence a bimodule
automorphism has the form:
θ(q1, q2) = (qαq1, q2qβ), (93)
for α, β ∈ C. Conversely it is immediate to check that such transformations are
bimodule automorphisms. Moreover, such an automorphism respects the scalar
product iff |α| = |β| = 1, and it respects the involution iff β = α¯. We thus
obtain that a bimodule automorphism respecting both structures has the form
θ(q1, q2) = (qeiφq1, q2qe−iφ), φ ∈ R. (94)
This result will be used shortly. But first we need two definitions.
Definition 20 We say that Y0 is generic iff Y0 is invertible and if any N ×N
matrix commuting with both Mν and Me (resp. Mu and Md) is scalar.
Remark It is remarkable that the genericity condition has also emerged indepen-
dently in [56] in the investigation of the Hodge property for the finite spectral triple of
the Standard Model. As remarked there, it can be equivalently rephrased in this way:
Y0 is invertible and Mν and Me on the one hand, Mu and Md on the other hand, have
no common eigenvector.
Definition 21 For ϕ ∈ R we define a B-L symmetry to be an element of the
form
gB−L(ϕ) = diag(A,A, A¯, A¯)⊗ 1N
with A = e−iϕ12 ⊕ e
iϕ/312 ⊗ 13, (95)
and we let T 1B−L = {gB−L(ϕ)|ϕ ∈ R}.
Proposition 17 If Y0 is generic, then U ∈ Vert(BF ) iff U = gY (θ)gX(ξ)gB−L(ϕ).
This decomposition is commutative and unique up to discrete symmetries.
Proof: First, let us recall that U ∈ Vert(BF ) iff U is Krein-unitary, commutes with
χF , JF , π(AF ), and is such that UΩ
1
FU
−1 = Ω1F . It is immediate to check that
U = diag(A,B, A¯, B¯)
with A = qeiβ ⊗ e
iθℓ1N ⊕ qeiβ ⊗ 13 ⊗ e
iθq1N ,
and B = 12 ⊗ e
iθℓ1N ⊕ 12 ⊗ 13 ⊗ e
iθq1N (96)
has all the required properties and induces on Ω1F the automorphism (94). Conversely,
we know that U is a flavour symmetry, and is thus of the form U = diag(A,B, A¯, B¯),
with A and B respectively of the form (86) and (87). Now the stabilization of Ω1F
means that
AY †0 q˜1B
−1 = Y †0 q˜
′
1, q
′
1 ∈ H
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Bq˜2Y0A
−1 = q˜′2Y0, q
′
2 ∈ H (97)
for all q1, q2 ∈ H. Using the unitarity of U , we see that the second condition is just
the conjugate of the first.
In particular, AY †0 B
−1 must be of the form Y †0 q˜
′
1. This means that
(Eν ⊗ gνY
†
ν g
−1
ℓ + Ee ⊗ geY
†
e g
−1
ℓ ) =
(
α β
0 0
)
⊗ Y †ν +
(
0 0
−β¯ α¯
)
⊗ Y †e
(Eu ⊗ 13 ⊗ guY
†
u g
−1
q + Ed ⊗ 13 ⊗ gdY
†
d g
−1
q ) =
(
α β
0 0
)
⊗ 13 ⊗ Y
†
u
+
(
0 0
−β¯ α¯
)
⊗ 13 ⊗ Y
†
d
(98)
Hence gνY
†
ν g
−1
ℓ = αY
†
ν , guY
†
u g
−1
q = αY
†
u , geY
†
e g
−1
ℓ = α¯Y
†
e , and gdY
†
d g
−1
q = α¯Y
†
d , with
α ∈ C. In other words we have AY †0 = Y
†
0 Bq˜α. Inserting this in (97), we see that it is
satisfied. From this relation we get AY †0 Y0A
† = Y †0 Bq˜αq˜α¯B
†Y0 = |α|
2Y †0 Y0. Using the
trace we obtain |α| = 1. We then have [A, Y †0 Y0] = 0. Doing the product Y0A
†AY †0
also yields [B, Y0Y
†
0 ] = 0. We thus obtain
[gν , Y
†
ν Yν ] = 0 [ge, Y
†
e Ye] = 0
[gu, Y
†
uYu] = 0 [gd, Y
†
d Yd] = 0
[12 ⊗ gℓ, Eν ⊗ YνY
†
ν +Ee ⊗ YeY
†
e ] = 0 [12 ⊗ gq, Eu ⊗ YuY
†
u + Ed ⊗ YdY
†
d ] = 0
From the last condition and the genericity hypothesis, gℓ and gq are scalars. Thus
B commutes with Y †0 , and the condition AY
†
0 = Y
†
0 Bq˜α becomes A = q˜αB, using
genericity again. Now writing gℓ = e
iθℓ , gq = e
iθq , α = eiβ, we obtain the form (96).
Finally, we compute gY (θ)gX(ξ)gB−L(ϕ), and find that it is equal to U iff β ≡ θ + ξ,
θℓ ≡ −ϕ− θ − ξ, θq ≡
ϕ+θ
3
− ξ. We find a unique solution for ϕ mod 2π, and unique
solution for (ξ, θ) mod (π/2, π/2). ¶
We can now determine the finite algebraic background symmetries.
Proposition 18 If Y0 is generic, then the automorphism group of the finite
algebraic background is GAF T
1
B−L ≃
U(1)Y ×SU(2)W×SU(3)C×U(1)B−L×U(1)X
Z2×Z2×Z3
Proof: Before starting the proof, we first need to explain that U(1)B−L is just the
same as T 1B−L, but seen as an abstract group isomorphic to U(1) and parametrized by
eiϕ/3. Note that we can similarly parametrize U(1)Y by e
iθ/3, and U(1)X by e
iξ. By
propositions 16 and 17, we see that Aut(BF ) = GAF T
1
B−L. We then have a surjective
homomorphism U(1)Y × SU(2)W × SU(3)C × U(1)B−L × U(1)X → Aut(BF ) which
sends (eiθ/3, q, g, eiϕ/3, eiξ) to gY (θ)gW (q)gC(g)gB−L(ϕ)gX(ξ). The computation of
the kernel gives Z2 ×Z2 ×Z3, yielding the result. Note that (a, b, c) ∈ Z2 ×Z2 ×Z3 is
identified with (ei(a+b)π, eiaπ12, e
2icπ/313, e
2icπ/3, eibπ). ¶
In the sequel we always suppose that the generiticity hypothesis holds, and
we write GextAF := GAF T
1
B−L, which we call the extended gauge group. Note that
GextAF ∩ F = Vert(BF ) = T
1
XT
1
Y T
1
B−L. For reason which will appear below, we
need to extract the Lie algebra of the extended gauge group as a direct summand
of the Lie algebra of Stab(AF ). More precisely, let F
′ be a subgroup of F such
that any f ∈ F can be written f = vf ′ with v ∈ Vert(BF ) and f
′ ∈ F ′ in a
unique way up to discrete symmetries. (Such a subgroup exists: for instance
49
the one defined by det(gℓ) = det(gq) = det(gν) = 1.) Then we will have the Lie
algebra decomposition
Stab(AF ) = SGAF ⊕ T
1
Y ⊕ T
1
X ⊕ T
1
B−L ⊕F
′ (99)
An interesting possibility for F ′ is to consider the orthogonal complement of
Vert(BF ) in F with respect to the Krein-Schmidt product (a, b) = Tr(a
×b).
Since the elements of Vert(BF ) commute with the fundamental symmetry, the
Krein-Schmidt product is positive-definite on this Lie algebra, and we have
F = Vert(BF ) ⊕ Vert(BF )
⊥
. Moreover, Vert(BF )
⊥
is a Lie algebra thanks to
the fact that [v, f ] = 0 for all v ∈ Vert(BF ) and f ∈ F . Using the basis (82),
we can obtain that Vert(BF )
⊥ is defined by the equations:
Tr(−he + 2hu − hd − hℓ + hq) = 0
Tr(he + 3hd + hℓ + 3hq) = 0
Tr(hν + he − hu − hd + 2hℓ + 2hq) = 0 (100)
which can be rewritten
Tr(hu + hd) = −2Tr(hq)
Tr(hν + he) = −2Tr(hℓ)
Tr(hν − he + 3hu − 3hd) = 0 (101)
Thus the Lie algebra Vert(BF )
⊥
can be exponentiated to the subgroup F ′ of F
defined by
det(gugdg
2
q) = det(gνgeg
2
ℓ ) = det(gνg
−1
e g
3
ug
−3
d ) = 1 (102)
One can compute that gX(ξ)gY (θ)gB−L(ϕ)f(gν , . . . , gq) ∈ F
′ leads to the in-
vertible system
4N
 2 2 0−1 −1 −1
1
3 −1
1
3
 θξ
ϕ
 ≡
α [2π]β [2π]
γ [2π]
 (103)
6.5 The automorphism group of the total algebraic back-
ground
In this section we are going to compute the automorphisms of B = BM ⊗ˆBF . It
will be important to note that Z∗F (AF ) = R, and C
∗
J (Ω
1
F ) = 0 (for this, use (75)
and proposition 14).
Let us consider an automorphism U of B. It induces an automorphism α(U)
of AM ⊗ˆAF ≃ C˜
∞
c (M,AF ), which must preserve Z
∗
J(C˜
∞
c (M,AF )) = C˜
∞
c (M,R).
Thus there exists a diffeomorphism θ such that α(U) and θ∗ have the same action
on C˜∞c (M,R). Thus, using [57], example d, we see that α(U) ◦ θ
−1
∗ is a “local”
automorphism, of the form x 7→ φx ∈ Inn(AF ) and the question is whether
this map can be lifted to U(AF ). We have an exact sequence 1 → Z2 × Z3 →
SU(2)× SU(3)
p
−→ Inn(AF ) → 1, and since Z2 × Z3 is central discrete, p is a
covering map and π1(Inn(AF )) = Z2 × Z3 = Z6. Thus it will be possible to lift
the map x 7→ φx to U(AF ) under the hypothesis Hom(π1(M),Z6) = {0}. We
assume this from now on and let u ∈ C∞(M,U(AF )) be such that
α(U) = Adu ◦ θ∗
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where u ∈ C∞(M,U(AF )). The map x 7→ Υ(u(x)) is a smooth map with values
in GAF : we call it a local gauge transformation. We see that it belongs to
Aut(B), as well as Vθ⊗ˆ1, and that their product has the same image as U under
α. We can thus focus on the case U ∈ Vert(B). Since in this case U commutes
with the algebra C˜∞c (M,R), it is of the form:
U(Ψ)x = UxΨx (104)
where Ψ is a section of S⊗ˆKF . We know that Ω
1 is stabilized by AdU . Thus
Ω1x := iρ(TxM)⊗ˆπ(AF ) ⊕ 1⊗ˆΩ
1
F is stabilized by AdU(x) for all x. An element
of Ω1x is of the form
ω =
∑
a
iγa⊗ˆπF (x
a) +
∑
b
1⊗ˆwb
Using the fact that C∗F (Ω
1
F ) = 0, we see that ω commutes with 1⊗ˆπF (AF ),
with J , and is Krein anti-selfadjoint iff it is belongs to iρ(TxM). Since Ux must
preserve these elements, we have
Uxρ(v)⊗ˆ1U
−1
x = ρ(Λxv)⊗ˆ1 (105)
for all v ∈ TxM , with Λx a linear map. Let us drop the x to ease the notation
for a while. Squaring both sides we see that Λ ∈ O(TM). There thus exists
an element Σ of the Pin or Spin group such that U and Σ⊗ˆ1 have the same
adjoint action on ρ(TM)⊗ˆ1. Hence U−1Σ⊗ˆ1 commutes with ρ(TM)⊗ˆ1, and
thus with ρ(Cl(TM))⊗ˆ1. Passing to complex combinations we see that U−1Σ⊗ˆ1
commutes with ρ(Cl(TM)⊗ˆ1) = End(S0)⊗ˆ1 and is thus of the form 1⊗ˆV , with
V ∈ End(KF ). Hence we conclude that U = Σ⊗ˆV . Now, UU
× = 1 yields
(−1)|Σ||V |(Σ⊗ˆV )(Σ×⊗ˆV ×) = ΣΣ×⊗ˆV V ×. We know that ΣΣ× = ±1, thus
V V × = ±1 with the same sign. Moreover, the commutation between χ and U
shows that Σ and V have the same parity. However, V must commute with
π(AF ), and it is impossible if it is odd (lemma 7). Thus they are both even.
Hence Σ is in the Spin group. Finally we have
JΣ⊗ˆV = (JMχM ⊗ˆJFχF )Σ⊗ˆV
= (−1)|Σ|JMχMΣ⊗ˆJFχFV
= (−1)|Σ|(−1)|V |ΣJMχM ⊗ˆJFV χF (106)
where we used the fact that an element of Spin group commutes with JMχM ,
and on the other hand
Σ⊗ˆV J = Σ⊗ˆV (JMχM ⊗ˆJFχF )
= (−1)|V |ΣJMχM ⊗ˆV JFχF (107)
Comparison between the two expressions shows that JFV = (−1)
|Σ|V JF . Now
notice that V is even and commutes with πF (AF ). By the observation at the
beggining of section 6.3, we conclude that V has the form V =

V11 0 0 V14
0 V22 0 0
0 0 V33 0
V41 0 0 V44
,
from which we obtain V × =

V †11 0 0 −V
†
41
0 V †22 0 0
0 0 V †33 0
−V †14 0 0 V
†
44
. In particular we
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obtain V22V
†
22 for the (2, 2)-element of V V
×, and this exclude the possibility
V V × = −1. We then conclude that both Σ and V are unitary, even, and
commute with the real structure20. Hence the punchline is that Σ is in the neu-
tral component Spin(1, 3)
0
of the spin group, and V is an element of Vert(BF ),
the form of which we know by proposition 17. Now if we put the x back, we
see that smooth maps x 7→ Σx and x 7→ Vx can be defined locally such that
Ux = Σx⊗ˆVx. If either Σx or Vx can be defined globally, then both of them can.
In the first case, it means that x 7→ Λx can be lifted to Spin(p, q)
0. We know
that this can always be done exactly when Hom(π1(M),Z2) = {0}, which is
true since we have already supposed that Hom(π1(M),Z6) = {0} (a non trivial
morphism φ from a group G to Z2 induces a non-trivial morphism φ × 0 from
G to Z2 × Z3 = Z6.)
We finally obtain the following result:
Theorem 9 If Hom(π1(M),Z6) = {1} (and if Y0 is generic), then Aut(BM ⊗ˆBF )
is generated by the elements of the form:
1. Vθ⊗ˆ1, where θ ∈ Diff(M),
2. UΣ⊗ˆ1, where Σ is a spinomorphism of M ,
3. local gauge transformations 1⊗ˆΥ(u) where u ∈ C∞(M,U(AF )),
4. local B − L transformations 1⊗ˆgB−L(ϕ), where
21 ϕ ∈ C∞(M,R).
For a counter-example if the hypothesis on π1(M) is not satisfied, con-
sider the anti-Lorentz cylinder M = S1 × R3, where S1 is timelike. Then let
Σ(eit, ~x) = cos(t/2) + sin(t/2)γ3γ4, with hopefully obvious notations. We also
define V (eit, ~x) to be the element of Vert(AF ) of the form (96) with θℓ = e
it/2,
θq = β = 1. Then neither Σ nor V can be defined globally on M , but the
product Σ⊗ˆV can, since its value at t = 0 and t = 2π is the same.
6.6 The total configuration space and the consistent sub-
models
To determine the configuration space DB of the Standard Model AB, we use
proposition 13. We conclude that D ∈ DB iff it is of the form D = δ⊗ˆ1 + ζ,
where for all x, ζx is a Krein selfadjoint, odd, J-real operator on Sx⊗KF , which
moreover satisfies [ζx, 1⊗πF (a)] ∈ iρ(TxM)⊗ˆπF (AF )⊕1⊗ˆΩ
1
F . Let us list these
operators, restricting to the case of an anti-Lorentzian signature and space-time
dimension 4. Since End(Sx⊗KF ) ≃ End(Sx)⊗End(KF ) ≃ Cl(TxM)⊗End(KF ),
we can decompose the local operator as
ζx =
∑
I⊂{1;...;4}
i|I|γI⊗ˆB
I (108)
where γI = γi1 . . . γik if I = {i1, . . . , ik} written in ascending order. Moreover,
from the requirements on ζx, the operator B
I must have the opposite parity
as that of γI . The factor i
|I| ensures that i|I|γI is JM -real, so from lemma
3 we also see that BI must commute with JF . Finally, using (γI⊗ˆB
I)× =
20Note the remarkable interplay between the manifold and finite part in this computation !
21Note that we use the hypothesis on pi1(M) to define ϕ globally.
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(−1)|I||B|γ×I ⊗ˆ(B
I)× = γ×I ⊗ˆ(B
I)×, we see that only the five following possibili-
ties are allowed in (108):
1. iγi⊗ˆB
i whereBi is even, JF -real, Krein anti-self-adjoint and [B
i, π(AF )] ⊂
π(AF ),
2. iγiγjγk⊗ˆB
ijk whereBijk, is even, JF -real, Krein self-adjoint and [B
ijk , π(AF )] =
0,
3. γiγj⊗ˆB
ij , where Bij is odd, JF -real Krein anti-self-adjoint and commutes
with π(AF ),
4. γ1γ2γ3γ4⊗ˆB
1234, where B1234, is odd, JF -real, Krein self-adjoint and com-
mutes with π(AF ),
5. 1⊗ˆB∅, where B∅ is odd, JF -real, Krein self-adjoint and [B
∅, π(AF )] ⊂ Ω
1
F .
Let us look for the form of the fields Bi. They are in the normalizer of
the algebra π(AF ), from which it follows that exp(B
i) is in the normalizer
of the Lie group of invertible elements in π(AF ), hence Adexp(Bi) stabilizes
π(AF ) (in formulas: e
Biπ(a)e−B
i
= e[B
i,.]π(a) ∈ π(AF )). Moreover, we have
(Bi)× = −Bi, thus exp(Bi) is an even Krein-unitary which commutes with JF
and stabilizes π(AF ). We have already computed these elements in proposition
16: eB
i
is the commutative product of an element of the gauge group and a
flavour symmetry. Hence Bi belongs to the direct sum of Lie algebras (99). Let
us analyze these elements in more detail.
• A vector field with values in SGAF is a usual (unimodular) gauge field.
• A vector field with values in T 1X is the anomalous X-field.
• A vector field with values in T 1B−L is of the form ρ(v)⊗ˆt
1
B−L with
t1B−L = diag(−12⊕
1
3
12⊗13,−12⊕
1
3
12⊗13, 12⊕
−1
3
12⊗13, 12⊕
−1
3
12⊗13)⊗1N
(109)
This is the Z ′-vector boson of B − L theory.
• Vector fields with values in F ′ are of linear combinations of iγi⊗ˆdiag(A,B, A¯, B¯),
with A = (Eν ⊗ hν + Ee ⊗ he) ⊕ (Eu ⊗ 13 ⊗ hu + Ed ⊗ 13 ⊗ hd), B =
12 ⊗ hℓ ⊕ 12 ⊗ 13 ⊗ hq, with he, hu, hd, hν , hℓ, hq fields of anti-hermitian
N × N matrices, satisfiying trace relations like for instance (100). We
call them flavour vector fields, as their presence in the Fermionic action
(Ψ, DΨ) would create flavour changing neutral currents.
Let us now look at the elements of type 2. From proposition 16 we see
that Bijk only acts on the generations, with matrices hν , . . . , hq which are self-
adjoint. We call them flavour pseudovector fields. Note that they include the
centralizing fields coming fromM (when all the matrices h are equal and scalar).
From proposition 14, we see that the fields Bij only act on neutrino genera-
tions, via a matrixmij which must be symmetric if sǫF = −1 and antisymmetric
if sǫF = 1. We call them Majorana bivector fields.
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The field B1234 is similar, except that m1234 is symmetric if sǫF = 1 and
antisymmetric if sǫF = −1. We call it the Majorana pseudoscalar field.
Finally, the elements of type 5 are just tensor products of the identity by
a compatible finite Dirac. We can write them in the form 1⊗ˆB∅ = 1⊗ˆ(Φ(q) +
Φ(q)o + σ(m)) as in (78). They are the Higgs and σ fields.
Thus we see the appearance of many unexpected fields, as in usual Kaluza-
Klein theory. Some (or why not all) of them may be physical and yet unseen
(with the exception of the X-field which yields anomalies and will be dealt with
later), but if we follow an approach which is as conservative as possible, we
now have to see what are the fields which can be removed without spoiling the
symmetry of the theory. For this, we are now going to study the transformation
properties of the different fields. As we have seen in the previous section, there
are 4 kinds of transformations: two which comes from the manifold and have
an obvious action, local gauge transformations, and local B-L transformations.
We note that all centralizing fields, that is, fields of the form ω⊗ˆB where B
commutes with π(AF ), are invariant under local gauge transformations (for
Bo = ±B and this implies that B also commutes with π(AF )
o).
Let us write a general compatible Dirac in the form
D = δr⊗ˆ1 + ζg + ζX + ζB−L + ζH + ζσ + ζother (110)
where ζg contains the unimodular gauge fields, ζX the X-field, . . . , and ζother
gathers all the other terms. Let us look at the action of a local gauge transfor-
mation U ∈ C∞(M,GAF ).
UDU−1 = δr⊗ˆ1 + U [δr⊗ˆ1, U
−1] + UζgU
−1 + UζXU
−1 + UζB−LU
−1 + UζHU
−1
+UζσU
−1 + UζotherU
−1
= δr⊗ˆ1 + U [δr⊗ˆ1, U
−1] + UζgU
−1 + ζX + ζB−L + UζHU
−1 + ζσ + ζother
= δr⊗ˆ1 + ζ
U
g + ζ
U
X + UζHU
−1 + ζB−L + ζσ + ζother (111)
The commutator with the frame Dirac makes unimodular gauge and X fields
appear, which are collected into the gauge-transformed terms ζUg and ζ
U
X . Now
let’s look at B-L transformations. They commute with every field except δr⊗ˆ1
and 1⊗ˆσ(m), and we have:
(1⊗ˆgB−L(ϕ))(δr⊗ˆ1)(1⊗ˆgB−L(ϕ))
−1 = δr⊗ˆ1 + ρ ◦ r
−1(∇ϕ)⊗ˆt1B−L
(1⊗ˆgB−L(ϕ))(1⊗ˆσ(m))(1⊗ˆgB−L(ϕ))
−1 = 1⊗ˆσ(e2iϕm) (112)
7 Conclusion and Outlook
We see that the smallest subspace of DB which contains the metric and the
Higgs and is stable by the symmetries of the theory, the AB automorphisms, is
spanned by frame Dirac operators as well as unimodular gauge fields, X , Z ′B−L,
and Higgs fields. We call DminB the configuration space containing these fields.
For D ∈ Dmin, the Fermionic action (Ψ, DΨ) does not yield neutrino mixing
and has thus little physical interest. To have this feature, we need to include
fields of the form σ(m). Thanks to (112), we see that any vector subspace of
{m ∈ MN (C)|m
T = sǫFm} will be stable by Aut(B). The simplest case is
to take the complex multiples of a given m0, so that we add to D
min a single
complex scalar field. We thus obtain a configuration space we call Dmin+σB .
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A first conclusion we can draw is that none of these models contains the exact
same bosonic fields as the Standard Model, since there are at least two additional
fields: theX-field and the Z ′B−L-boson. In comparison, the traditional approach
in NCG-based particle models, which uses fluctuations of the metric, leads to
the unimodular gauge fields and the X-field. Thus, in both cases we need
to supplement the theory with the unimodularity condition, which consists in
restricting (arbitrarily) the local gauge transformations to unimodular ones,
allowing to leave the X-field out of the configuration space. At this point there
is, we argue, already some gains in the AB approach: the B-L boson, which
is interesting in many respects and is by far the simplest extension of the SM,
and a Kaluza-Klein point of view all the way (no fluctuation). Moreover, the
simplest allowed submodel of the theory which is consistent with the observed
neutrino oscillations includes the complex scalar, which we know is needed in
the traditional NCG approach, but cannot be obtained by fluctations of the
metric.
Of course we now need an action to define the theory. In the absence of the
Spectral Action principle in Lorentzian signature, it is still possible to fall back
to the older Connes-Lott model, which provides an action principle for fields
which are noncommutative 1-forms. This model works without any problem in
the Lorentzian setting and allows to recover the SM bosonic action [15]. The
Z ′B−L-boson, though, is not a noncommutative 1-form. It is however possible
to extend the finite algebra AF by a factor of C to A
ext
F := C⊕C⊕H⊕M3(C),
represented on the same Krein space as before by
π(λ, µ, q,m) = diag(q˜λ, q˜, µ12 ⊕ 12 ⊗m,µ12 ⊕ 12 ⊗m)⊗ 1N (113)
As for the bimodule of 1-forms, Ω1ext, we obtain it by requiring as before that
D0 be a regular element. If one does this simple changes and redo the previous
analysis, one obtains an almost-commutative AB whose automorphism group is
still the extended automorphism group GextAF , but what is remarkable, it is also
equal to GAextF . This means that in this case, the traditional fluctuations of the
metric lead precisely to the configuration space Dmin+σ ! We can thus import
the Connes-Lott action. The resulting model will be studied in a forthcoming
paper22. We end by another interesting aspect of the AB approach. The com-
patibility condition [D, π(a)] ∈ Ω1 defining the configuration space has more
solutions when Ω1 grows and less when A grows. It means that the number of
fields do not necessarily rise too much in unification models, and in the case of
centralizing fields, it must even decrease. For instance, in the extended model
based on (AextF ,Ω
1
ext), there are actually less fields than in the non-extended
one. More precisely, we could have as many as 6 complex scalar fields in the σ
sector in the case N = 3, sǫF = 1, but the extended model has only one, since
the compatibility condition requires m to be colinear with the m0 contained
in D0. The Pati-Salam model would also be important to consider from this
point of view, in particular because the Y -field will cease to be centralizing. The
question of which field to consider physical will then probably become simpler.
This will be the subject of future research.
22Interestingly, this model violates the order 1 condition, and it is the reason why it has
not been found in [58], but in a way which is so mild that the whole Connes-Lott theory goes
through without change.
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A Equivalence of algebraic and topological spin
structures
Let us now explain how to obtain a topological spin structure from an algebraic
one and vice versa.
This is essentially a frame bundle/associated bundle construction, and has
already been described in [32] in the Riemannian case. Let s = (S, ρ, χ,H,C)
be (g, or, t − or)-spin structure. Let S0 be the standard spinor space as in
section 2.5, end ρ0, χ0, H0, C0 the associated objects. The key point is that
the model space Rp,q used above to define the frame bundle can be identified
via ρ0 to a subspace of End(S0). In order to avoid notation clutter, we will
implicitly use the Clifford representations ρ and ρ0 to identify vectors with
endomorphisms of spinor spaces. We will write vectors in Rp,q with upper case
letters, and tangent vectors with lower case ones. We define Ps to be the sub-
bundle of Hom(M × S0,S) whose fibre at x contains all the invertible linear
maps p : S0 → Sx such that:
1. TxM = pR
p,qp−1,
2. χx = pχ0p
−1.
3. p is an isometry from (S0, H0) to (Sx, Hx),
4. Cx = pC0p
−1.
The right action of Spin(p, q)0 ⊂ End(S0) on Ps is p · u := p ◦ u. It is free
and transitive because Spin(p, q)0 is precisely the set of endomorphisms u of S0
which satisfy uV0u
−1 = V0, uχ0 = χ0, uu
× = 1, and uC0 = C0u.
Remark If we consider a pseudo-orthonormal basis of the spinor space S0, it is
transported by p to a pseudo-orthonormal basis of Sx. Moreover, Majorana and Weyl
spinors (eigenvectors of C0 and χ0, respectively) are also conserved by p. Thus a
pseudo-orthonormal basis of Majorana-Weyl spinors of S0 would be transported to
such a basis of Sx, and it would be tempting to interpret P as the bundle of “Majorana-
Weyl pseudo-orthonormal spinor frames”. However, the first condition does not seem
to have a simple interpretation in terms of spinor frame. Moreover, Majorana-Weyl
spinors exist only in KO-dimension 0.
Now for all p ∈ Ps, we define Λs(p) : R
p,q → TxM by Λs(p)X := pXp
−1.
It is now easy to show that Λs(p) is an isometry preserving space and time
orientations and that Λs satisfies all the properties of definition C.
Thus we can define a topological spin structure from an algebraic one. Let
us now show the converse. We start with the principal bundle P . We define the
associated vector bundle
SP := P ×Spin(p,q)0 S0 (114)
as usual as the quotient space of P×S0 by the right action (p, s)·u = (p·u, u
−1·s)
for all p ∈ P , s ∈ S0 and u ∈ Spin(p, q)
0. The equivalence classes provide a
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vector bundle SP as is well-known, with a well-defined left action of the Clifford
bundle (see [59], Chap. II, Prop. 3.8). Note that the Clifford bundle itself can
be viewed as the associated bundle
Cl(TM, g) = P ×Spin(p,q)0 End(S0) (115)
where End(S0) ≃ Cl(p, q) and the left action of Spin(p, q)
0 on End(S0) is u ·a =
uau−1. In particular, Λ : P → Fr(M) is given by
Λ(px) : R
p,q → TxM ⊂ Cl(TM, g)
X 7→ [px, X ] (116)
so that Λ(px · u) = [px, u
−1Xu] for any u ∈ Spin(p, q)0. Now let px ∈ Px. The
action of [px, a] ∈ Cl(TxM) on [px, s] is
[px, a] · [px, s] = [px, as] (117)
Since the spin group acts freely and transitively on Px, (117) suffices to define
the action of Cl(TxM, gx) on S
P
x even when the elements are not in the same
“gauge”, since for each p′x ∈ Px there is a unique u ∈ Spin(p, q)
0 such that
p′x = px · u, hence we can define
[px, a] · [p
′
x, s] = [px, a] · [px, u
−1s]
= [px, au
−1s] (118)
We let the reader check the consistency of these definitions (or consult [59],
Chap. II, prop. 3.8). Now let A be a linear or antilinear operator on S0 which
commutes with the action of the spin group. Then we can define a bundle
operator A˜ on SP by
A˜([p, s]) := [p,As] (119)
In this way we can define χP and CP from χ0 and C0. In order to define H
P
we can directly invoke theorem 1. However, in order to be self-complete and
consistent with the above approach, let us define it using the associated bundle
construction. We set
HPx ([px, s], [p
′
x, s
′]) = H0(u · s, s
′), where px = p
′
x · u (120)
Let us check that this is well-defined. For this, we compute (with v, w ∈
Spin(p, q)0):
HPx ([px · v, v
−1s], [p′x · w,w
−1s′]) = H0(U · v
−1s, w−1s′), with px · v = (p
′
x · w) · U
= H0(w
−1uvv−1s, w−1s′), since U = w−1uv
= H0(us, s
′), since w ∈ Spin(p, q)0
= HPx ([px, s], [p
′
x, s
′])
We must also check that the action of tangent vectors is self-adjoint. Let X ∈
Rp,q ⊂ End(S0). We have, with the same notations as above:
HPx ([px, X ] · [px, s], [p
′
x, s
′]) = HPx ([px, Xs], [p
′
x, s
′])
= H0(uXs, s
′)
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Now, using (118), we also have
HPx ([px, s], [px, X ] · [p
′
x, s
′]) = HPx ([px, s], [px, Xu
−1s′])
= H0(s,Xu
−1s′)
= H0(Xs, u
−1s′), since v is self-adjoint
= H0(uXs, s
′), since u ∈ Spin(p, q)0
We thus have produced an algebraic spin structure sP = (SP , . . . , HP ) from a
topological one, and proven the following theorem:
Theorem 10 Let M be a space and time oriented semi-riemannian manifold.
The existence of an algebraic spin structure and a topological spin structure on
M are equivalent.
Remark Suppressing some of the objects in the definition we also immediately ob-
tain the equivalence of the algebraic and topological definitions of Clifford and spin-c
structures, respectively. We refer to [27] and [31], p. 47 for the topological definitions
of Clifford and spin-c structures.
Let us now prove that the constructions s → (Ps,Λs) and (P,Λ) → s
P are
inverse of each other up to canonical isomorphisms. Let [px, s] ∈ S
Ps and define
θ([px, s]) = px(s)
It is immediate to check that this is a well-defined vector bundle isomorphism
from SPs to S. It is compatible with the Clifford action by [59], Chap. II, prop.
3.8. The calculation Hx(θ([px, s]), θ([px, s
′])) = Hx(px(s), px(s
′)) = H0(s, s
′) =
HPsx ([px, s], [px, s
′]) shows that θ sendsHPs toH , and it sends CPs to C and χPs
to χ by (119). Conversely, an element π of P
s
P at x is by definition a morphism
from S0 to S
P
x which satisfies properties 1,. . . , 4 above. Now let px ∈ Px, and
define
Π(px) = (s 7→ [px, s])
Let X ∈ Rp,q ⊂ Cl(p, q). We have Π(px)(Xs) = [px, Xs] = [px, X ][px, s] =
[px, X ]Π(px)(s), and this shows property 1. Properties 2,3,4 are also proven
by easy abstract nonsense. Thus Π is a bundle map from P to P
s
P . Now let
π ∈ P
s
P . For every s ∈ S0, there is a unique (by the freeness and transitivity
of the action of the spin group) px(s) ∈ Px such that π(s) = [px(s), s]. We have
to show that px(s) does not depend on s in order to prove that Π is bijective.
For this, we use the isometric property of π. We have, for all s, s′ ∈ S0:
H0(s, s
′) = HPx (π(s), π(s
′)), by definition of π
= HPx ([px(s), s], [px(s
′), s′])
= H0(u · s, s
′), where px(s) = px(s
′) · u (121)
Thus s = u·s for all s, from which we infer that u = 1 and px(s) = px(s
′).Now we
have Π(px ·u) = (s 7→ [px ·u, s]) and Π(p)·u = (s 7→ [px, u·s] = [px ·u, s]). Thus Π
respects the action of the spin group. Finally, if we unpack ΛP
s
P
(Π(px))(X), we
find that it is the map from S
P
s
P
x to itself, which sends [px, s] to [px, X · · · s] =
[px, X ] · [px, s]. Thus ΛP
s
P
(Π(px)) is the map from R
p,q to TxM which sends
X to [px, X ], thus, it is Λ(px) by (116). We have thus proven that Π is an
isomorphism of topological spin structures.
Let us now prove using the notations above, that if (P,Λ) and (P ′,Λ′) are
constructed from s = (S, ρ, . . .) and s′ = (S ′, ρ′, . . .) and if Σ is an isomorphism
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from s to s′, then (P,Λ) and (P ′,Λ′) are also isomorphic in the sense of definition
8.
First, the spin group is identified, on the one hand, as the subgroup of
elements of End(S0) which stabilize V0, are Krein unitary and commute with
C0 and χ0, and on the other hand as the subgroup of elements of End(S
′
0)
which stabilize V ′0 , are Krein unitary and commute with C
′
0 and χ
′
0. These two
identifications are sent to one another by Σx0 for obvious reasons.
Let p :M×S0 → S be an element of p, then we set f(p)x(ψ) = Σxpx(Σ
−1
x0 ψ),
according to the following commutative diagram:
M × S0
p //
Σx0

S
Σ

M × S′0
f(p) // S ′
f(p · u)x(ψ) = Σx(p · u)x(Σ
−1
x0 ψ)
= Σxpx(uΣ
−1
x0 ψ) (122)
while
f(p) · ux(ψ) = f(p)x(Σx0uΣ
−1
x0 ψ)
= Σxpx(Σ
−1
x0 Σx0uΣ
−1
x0 ψ)
= Σxpx(uΣ
−1
x0 ψ) (123)
where in the first line we used the identification of the two spin groups, seen as
subgroups of End(S0) and End(S
′
0) respectively. Moreover, f(p) is an element of
P ′ thanks to the properties of Σ (Krein-unitarity, intertwining property, sends
χ to χ′ and C to C′). The second check uses the following commutative cube:
S ′x
Σx
~~⑦⑦
⑦⑦
⑦⑦
⑦
ρ′(Λ′(f(p))v) //
OO
f(p)✤
✤
✤
✤
✤
✤
✤
S ′x
Σx
~~⑦⑦
⑦⑦
⑦⑦
⑦
Sx
ρ(Λ(p)v) // Sx
S′0
ρ′(v) //❴❴❴❴❴❴❴ S′0
f(p)
OO
S0
p
OO
ρ(v) //
Σx0
>>⑦
⑦
⑦
⑦
S0
p
OO
Σx0
>>⑦⑦⑦⑦⑦⑦⑦
Every face of this cube but the top commutes either by definition of Λ, Λ′, f , or
by the intertwining property of Σ. The top face shows the equality Λ′(f(p))v =
Λ(p)v, since it must commute, and Σ intertwines ρ(Λ(p)v) with ρ′(Λ(p)v).
Conversely, if f is an isomorphism in the topological sense, we must define
Σ out of it. We let S0 be an irreducible spinor module as above, and let S =
P ×Spin(p,q)0 S0 and S
′ = P ′ ×Spin(p,q)0 S0. Obviously Σ must be defined by
Σx(px, ψ) = (f(p)x, ψ). We just check that this is well-defined, leaving the
other verifications to the reader:
Σx(px · u, u
−1 · ψ) = (f(p · u)x, u
−1ψ)
59
= (f(p)x · u, u
−1ψ)
= (f(p)x, ψ)
= Σ(px, ψ) (124)
In summary, we have just proven that s 7→ (P s,Λs) is well-defined at the level
of equivalence classes, and we have proved above that it is invertible. We thus
obtain:
Theorem 11 The sets of equivalence classes of algebraic and topological spin
structures are in bijective correspondence.
Example Let us carry on the previous construction on the Euclidean spin struc-
ture sa1,a2 on the 2-torus (see section 2.2). We obtain Pa1,a2 = {((θ1, θ2), p) ∈
T ×M2(C)|p =
(
eiα1 0
0 eiα2
)
, with α1+α2− a1θ1− a2θ2 = 0 [2π]}. Since (θ1, θ2) 7→(
eiθ1 0
0 eiθ2
)
is a global section, the bundles Pa1,a2 , a1, a2 ∈ {0, 1} are all trivial,
hence isomorphic as abstract bundles. However, the covering Λa1,a2 at the point
(θ1, θ2) of T sends
(
eiα1 0
0 eiα2
)
to the rotation of angle α1−α2 = 2α1−a1θ1−a2θ2,
and this makes the (Pa1,a2 ,Λa1,a2) non isomorphic as topological spin structures.
Example Let us now consider a tetradic spin structure se. The principal bundle
is now always P = M × Spin(p, q)0. But the covering is not trivial: for x ∈ M ,
g ∈ Spin(p, q)0 and X ∈ Rp,q, it is given by Λ(x, g)X = ρ−1e (pρ0(X)p
−1).
B Isomorphism classes of spin structures on a
Lorentzian or Riemannian metric paralleliz-
able manifold
In this section we prove that the set of isomorphism classes of tetradic spin struc-
tures on a metric parallelizable space and time oriented manifold (M, g, or, t−or)
is in bijection with Hom(π1(M),Z2), when (p, q) 6= (2, 2). Since this is also the
case of the set of isomorphism classes of general spin structures on (M, g, or, t−
or), this proves that every spin structure is isomorphic to a tetradic one when
this set is finite.
First we look for a necessary and sufficient condition for two tetradic spin
structures to be isomorphic. By considering a fixed (g, or, t − or)-frame e, any
other such frame f can be identified with a smooth map f : M → SO(p, q)0.
Now if f, f ′ are two frames, the spin structures sf and sf ′ are isomorphic iff there
exists a Σ : M → Spin(p, q)0 such that ρf ′ = ΣρfΣ
−1. Now ρf is defined by
ρf (f(ea)) = γa, and similarly for ρf ′ . Thus the isomorphism of spin structures
is translated as
γa = ρf (f(ea)) = Σρf (f
′(ea))Σ
−1
for all a, which implies by linearity ρf (f(v)) = Σρf (f
′(v))Σ−1, for all vector v.
Replacing v with f−1(v), and writing L = f ′f−1, we obtain that sf ≃ sf ′ iff
Σ−1ρf (v)Σ = ρf (L(v))
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that is to say, iff L can be lifted to Spin(p, q)0 so that the following diagram:
Z2

Spin(p, q)0
Λ

M
Σ
66♥
♥
♥
♥
♥
♥
♥ L // SO(p, q)0
commute. By the general theory of covering spaces, we know that L can be
lifted if, and only if, L∗(π1(M)) ⊂ Λ∗(π1(Spin(p, q)
0)), where ∗ denotes the
induced homomorphism of fundamental groups and base points are not explictly
displayed. Suppose first for simplicity’s sake that p + q ≥ 4 and p or q equals
0 or 1. In this case we know that π1(Spin(p, q)
0) = {1}. Thus we obtain that
L can be lifted iff (f ′f−1)∗(π1(M)) = {1}, i.e. for every loop γ, [f
′f−1 ◦ γ] =
1. Now by the Eckmann-Hilton principle, for any based loop γ, [f ′f−1(γ)] =
[f ′(γ)][f(γ)]−1, (products in the Lie group SO(p, q)0 and concatenation yield
the same homotopy classes) thus we obtain that
sf ≃ sf ′ ⇔ f∗ = f
′
∗
Moreover, since SO(p, q)0 is a Lie group, π2(SO(p, q)) = 0, thus by [60], section
4.3, each element of Hom(π1(M), π1(SO(p, q)
0) is induced by some f . Finally,
from the hypothesis made on p and q, π1(SO(p, q)
0) = Z2. This concludes the
proof.
In the general case, Spin(p, q)0 is not simply connected, but Λ∗ is injective
since Λ is a covering map ([60], prop 1.31). Write G = π1(SO(p, q)
0), H =
Λ∗(π1(Spin(p, q)
0)) and p : G → G/H the projection map. Leaving aside the
case (p, q) = (1, 1), we have G/H ≃ Z2. The above argument shows that
sf ≃ sf ′ iff p ◦ f∗ = p ◦ f
′
∗. Thus we obtain an injection from the set of
isomorphism classes of tetradic spin structures to Hom(π1(M),Z2) which is a
bijection iff every homomorphism from π1(M) to Z2 can be lifted to G. If
p : G→ G/H has a section, then since G and H are abelian, G ≃ H × (G/H),
and the lifting property is true. For p, q > 2, we have G = Z2 × Z2, H ≃ Z2
and G/H ≃ Z2. Hence these groups are also vector spaces over Z2 and group
homomorphisms are Z2-linear. Thus p has a section. For p > 2 and q = 2 (or
symmetrically p = 2, q > 2), one has G = Z × Z2, H = Z, G/H = Z2, with
the embedding of H into G being n 7→ (n, n [2]). Thus the quotient map p is
(n,m [2]) 7→ n +m [2], which has the following section : s(x) = (0, x). In all
these case we have thus proven the property. This only leaves the exceptional
cases (p, q) = (2, 2), and (2, 0) (and (0, 2)). Consider the (2, 0) and (0, 2) cases. If
it is noncompact, then its fundamental group is a free group ([61], p 142), which
must be finitely generated for Hom(π1(M),Z2) to be finite. If it is compact,
then since it is supposed to be parallelizable, it must be a torus. Either way,
every morphism of π1(M) to Z2 can be lifted to Z and the property holds.
This only leaves the case p = q = 2. Here we haveG = Z×Z. It is known that
any fundamental group can arise for a 4-manifold, but we have the additional
requirement of metric-parallelizability. In [62] it is proven that if a group has
a finite presentation with stricly less relations than generators, then this group
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is the fundamental group of a parallelizable 4-manifold. In particular, Z ∗ Z2,
which has two generators, x, y, and the one relation y2 = 1 is such group, and
the morphism which sends x to 0 [2] and y to 1 [2] cannot be lifted to Z × Z.
If M is a parallelizable 4-manifold with fundamental group Z ∗ Z2, then M
admits a metric of signature (2, 2), since we can declare a particular tetrad to
be pseudo-orthonormal with the correct signs. This provides a counter-example.
C Topology on the space of tetradic spin struc-
tures
We first need to introduce vertical isometries of (M, g). Let O(TM) denotes
the bundle of isometries, then we call
Γ(O(TM)) = {r ∈ Γ(Gl(M))|∀x ∈M, rx is an isometry of (TxM, gx)} (125)
the group of vertical isometries. In the context of GR, this is the group of local
Lorentz transformations. We will also denote by Γ(SO0(TM)) the subgroup
whose elements preserve given space and time orientations, and by Aut(s) the
space of automorphisms of a (g, or, t− or)-spin structure s.
Fix (g, or, t − or) and a corresponding frame (ea). Let us call s the spin
structure defined by (ea), and S the space of tetradic spin structures. By
definition, the map r 7→ r · s from Γ(SO0(TM)) to S is a bijective correspon-
dence, and we can use it to topologize S by putting the compact-open topology
on Γ(SO0(TM)) and transport it. Let us recall that since the topology on
SO0(TM) can be given by a metric, the compact-open topology on S is the
topology of uniform convergence on compact subsets.
Remark In this section, we set ourselves in the continuous category, for simplic-
ity’s sake. The more usual topology on spaces of smooth functions is the Whitney
topology. There is however a dense embedding of (C∞(M,N), Whitney topology) into
(C0(M,N), compact-open topology) when M,N are smooth manifolds. For all these
matters, see [63], chap. 2.
It is immediate to check that the group operations on Γ(SO0(TM)) (point-
wise multiplication and inversion) are continuous for this topology. Moreover,
the action of Γ(SO0(TM)) ⊂ Γ(Gl(M)), seen as the group of vertical isometries
on S = Γ(SO0(TM)) seen as the space of spin structures is just by left multi-
plication and is thus continuous. The space S/ ≃ of isomorphism classes of spin
structures being finite, we equip it with the discrete topology. The projection
map S→ S/ ≃ will be continuous iff the classes are closed.
Theorem 12 If H1(M,Z2) is finite, the isomorphism classes of spin structures
are clopen sets for the compact-open topology.
Proof: Since there is a finite number of classes, we just need to check that they
are closed, and since the group acts transitively on classes by homeomorphisms,
we just need to check that the class of s is closed. Let (fk)k∈N be a sequence
of maps M → SO0(p, q), which converges towards f , and such that fk · s ≃ s
for all k. The last condition exactly means that there exists a lift f˜k of fk to
Γ(Spin(p, q)0) := C(M, Spin(p, q)0) for all k, and we need to check that there
also exists such a lift of f . We can topologize Γ(Spin(p, q)0)) by considering it to
be a subspace of C(M,M2n/2(C)) and using the topology of uniform convergence
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on compact subsets, where M2n/2(C) is endowed with the operator norm. We
will prove that there exists a subsequence of (f˜k) which converges to some
element f˜ ∈ Γ(Spin(p, q)0). That f˜ lifts f is then immediate since the covering
map λ : Spin(p, q)0 → SO0(p, q) is continuous. To prove the existence of the
subsequence, we apply the Arzela-Ascoli theorem ([39], p 233), whose hypotheses
we now need to check. First, (f˜k)(x) is uniformly bounded for all x ∈M :
Lemma 8 Let A˜ be a lift in Spin(p, q) of A ∈ SO(p, q). Then ‖A˜‖ ≤ ‖A‖
min(p,q)
2 ,
where the first norm is the operator norm in M
2
n
2
(C) and the second norm is
the operator norm in Mn(R).
This lemma is proved in [43]. (Note that it degenerates into an equality in the
Lorentzian and Euclidean cases.) Finally we need to check the equicontinuity of
(f˜k). Let x ∈ M and ǫ > 0. We must check that there exists a neighbourhood
U of x such that ∀x′ ∈ U , ∀k ∈ N, ‖f˜k(x) − f˜k(x
′)‖ ≤ ǫ.
Let V be a neighbourhood of f(x) such that there exists a section s : V →
Spin(p, q)0 of the covering map λ : Spin→ SO. We can choose V = B(f(x), δ),
a ball of radius δ and center f(x), and δ small enough to have s(B(f(x), δ)) ⊂
B(s(f(x)), ǫ). Let U be a neighbourhood of x such that f(U) ⊂ B(f(x), δ/2).
We can choose U to be compact without loss of generality. Since (fk) converges
uniformly on U , there exists N ∈ N such that ‖fk− f‖∞,U ≤ δ/2 for all k ≥ N ,
and we thus obtain ‖fk(x
′)−f(x)‖ ≤ ‖fk(x
′)−f(x′)‖+‖f(x′)−f(x)‖ ≤ δ for all
k ≥ N . By continuity of fk for k = 0, . . . , N − 1, we obtain N neighbourhoods
Uk such that fk(Uk) ⊂ V . Hence we have fk(U
′) ⊂ V for all k ∈ N where U ′ is
the intersection of U,U0, . . . , UN−1. Thus s(fk(U
′)) ⊂ B(s(f(x)), ǫ). In other
words, for all k ∈ N and all x′ ∈ U ′, we have
‖s(fk(x
′))− s(fk(x))‖ ≤ ǫ (126)
Now since the covering map λ is two-to-one, there are exactly to lifts of fk,
which are f˜k and −f˜k. Hence s◦ fk must be equal to ±f˜k on U
′. It thus follows
from (126) that (f˜k) is equicontinuous at x. ¶
We can now easily deduce the result which was the aim of this appendix.
Proposition 19 There exists an open neighbourhood U of the unit in Γ(Gl(M))
such that the following property holds :
∀r, r′ ∈ U , (r ·g = r′ ·g, r ·or = r′ ·or, r · t−or = r′ · t−or)⇒ r ·s ≃ r′ ·s (127)
Proof: First, note that s is the unit in the identification S = Γ(SO(p, q)0).
Let [s] be the isomorphism class of s. By the theorem, it is an open set in
S = Γ(SO(p, q)0). There thus exists an open set V in Γ(Gl(M)) such that
V ∩S = [s]. By the general properties of topological groups ([64], p. 32), there
also exists a neigbourhood U of s in Γ(Gl(M)) such that UU−1 ⊂ V . Supppose
r and r′ are as in the claim. Then r−1r′ ∈ Γ(SO(p, q)0) and r−1r′ ∈ V . Hence
r−1r′ ∈ [s], which means that r · s ≃ r′ · s. ¶
Let us end with the observation that if pq = 0 (Riemannian/anti-Riemannian
cases), then U can be taken to be the whole neutral component.
Proposition 20 If g is Riemmanian, the neutral path-component of Γ(SO0(TM))
is the intersection of Γ(SO0(TM)) with the neutral path-component of Γ(Gl(M))+.
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Proof: One inclusion being obvious, we only need to prove that if 1, the unit
map and L ∈ Γ(SO0(TM)) can be connected by a path Lt in Γ(Gl(M))+,
they can be so connected by a path in Γ(SO0(TM)). Now it is well-known
that SO(n) is a retraction of Gln(R), that is, there exists a continous map
δ : Gln(R)→ SO(n) such that δ is the identity on SO(n). Composing L
t with
δ yields the desired path. ¶
Combining this proposition with theorem 4 and the fact that the space of
Riemannian metrics is path-connected, we obtain the following result, which
shows the independence of the isomorphism class of spin structure from the
metric.
Proposition 21 Let g0 be a Riemannian metric on (M, or). Let M(g0) be the
path-connected component of g0, and let s be a spin structure on (M, g0, or).
Then for every g ∈ M(g0), there exists r ∈ Γ(Gl(M)) such that g = r · g0.
Moreover, if If r · g0 = r
′ · g0 = g and r · or = r
′ · or, then r · s ≃ r′ · s.
D Index of notations
A˜ canonical extension of A to the Clifford algebra p 6
Ao opposite of A p 25
AB algebraic background p 24
α morphism from Aut(B) to Aut(A) p 27
B an algebraic background p 24
Bcan canonical AB p 22
Bu(K) algebra of universally bounded operators p 23
c real structure on Cl(V, g) p 6
C real structure (acting on spinors) p 9
C0 real structure on S0 p 14
C, C(g, s), C(e) configuration space p 20, 21
C∗J p 39
C˜∞c (M) smooth functions with compact support + constants p 21
χ chirality (in Cl(V, g)) p 6
χ chirality (acting on spinors) p 7
χ0 chirality on S0 p 14
Cl(TM) complex Clifford bundle p 7
Cl(V, g) Clifford algebra p 5
Cl(V, g) Complex Clifford algebra p 5
DB configuration space of B p 26
Ds(g) Dirac operator associated to the metric g and spin structure s p
δr frame Dirac p 33
e moving frame p 14
(ǫa) the canonical basis of R
p,q p 14
ǫ, ǫ′′, κ, κ′′ KO-metric signs p 24
η a fundamental symmetry p 23
Fr(M) the frame bundle p 10
g metric p 5
G0 neutral component of G p 6
(γa) a standard set of gamma matrices p 14
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ΓC(V, g) complex Clifford group p 6
Γ(Gl(M)) group of vertical automorphisms of TM p 47
Γ∞c (K) smooth sections of K with compact support p 21
ΓSl(M) group of special vertical automorphisms p 22
Γ(Spin(p, q)0) spinomorphism group p 15
H spinor metric p 7
Holλ parallel transport along λ p 12
H0 Robinson form on S0 p 4
IST Indefinite Spectral Triple p 23
J graded real structure p 9, 24
λ the covering map Spin(p, q)0 → SO(p, q)0 p 10
λ a curve p 12
n manifold dimension p 5
Ω1 bimodule of noncommutative 1-forms p 21, 24
Ω1D nc 1-forms defined by D p 26
or orientation p 6
(p, q) signature of the metric p 5
Ψ a spinor field p
ψ a spinor p
Rp,q standard space of signature (p, q) p 6
ρ representation of the Clifford bundle p 6
ρe p 14
ρ0 representation of Cl(p, q) on S0 p 14
S a spinor bundle p 6
s a spin structure p 10
se tetradic spin structure p 14
Sr AB equivalence defined by r p 28
S0 standard spinor space p 14
S0 M × S0 p 14
Σ isomorphism of spinor bundles, or spinomorphism p 9, 15
Spin(V, g), Spinc(V, g) spin and spin-c groups p 6
SST Spectral Spacetime p 23
T transpose p 5
Θ vector space isomorphism p 6
θ a diffeomorphism p 15
θ∗ pushforward by θ p 15
t− or time-orientation p 8
UΣ AB equivalence defined by a spinomorphism p 28
Uθ AB equivalence defined by a diffeomorphism p 29
V0 real space spanned by the gamma matrices p 14
V C complexification of V p 6
Vert(B) kernel of α p 27
× anti-automorphism of Cl(V, g) p 6
× Krein-adjoint of an operator p 9
ζω centralizing field p 34
Z∗J p 38
‖ ‖η p 23
‖ ‖u universal operator norm p 23
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