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SUMMARY 
Value-at-Risk (VaR) has emerged as a popular method to measure financial 
market risk that was developed in response to the financial disasters in the early 
1990s. There had been frequent debates about the accuracy of various 
methodologies.  
In this dissertation, we propose a new methodology which include third and forth 
moment into existing Delta-Gamma approximation in calculating VaR for non-
linear portfolios. 
We also consider the application of this new method to standard Monte Carlo 
simulation and Quasi Monte Carlo simulation. A computer implementation of 
Value-at-Risk simulation was carried out to verify the faster convergence rate of 
this approach. 
We will provide numerical examples to demonstrate the faster convergence rate 
and do the comparison with other approaches. 
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CHAPTER 1 INTRODUCTION 
1.1 Introduction to Value-at-Risk (VaR) 
Financial corporate are always faced with various kind of risk. Generally, risk 
itself can be defined as the degree of uncertainty about the future net returns. 
While there are many sources of financial risk, the most prominent is the market 
risk which estimates the uncertainty of future earnings, due to the changes in 
market. Hence value-at-risk (VaR) has become an important tool in measuring the 
portfolio risk. 
In most common way, VaR can be defined as the maximum potential loss that 
will occur over a given time horizon (under normal market condition) with a 
certain confidence level α. In other words, it is a number that indicates how much 
an institution can lose with probability α over a given time horizon. The reason 
VaR become so popular nowadays is that it successfully reduces the market risk 
associated with any portfolio to just a single number, which is the loss associated 
with a given probability. 
From the view point of statistics, VaR estimation is the estimation of a quantile of 
the distribution of the returns. For instance, a daily VaR of $30 million at 95% 
                                                                                                           
     
2 
confidence level suggest that a 5% chance for a loss greater than $30 million to 
occur during any single day. 
1.2 Background 
As VaR become a powerful tool to measure risk, there are various methodologies 
to calculate VaR. The common approaches of VaR calculation include historical 
simulation, variance-covariance approach, Monte Carlo simulation and Delta-
Gamma approximation. 
1.2.1 Historical simulation 
The historical simulation involved using past data to predict future. First of all, we 
have to identify the market variables that will affect the portfolio. Then, the data 
will be collected on the movements in these market variables over a certain time 
period. This provides us the alternative scenarios for what can happen between 
today and tomorrow. For each scenario, we calculate the changes in the dollar 
value of portfolio between today and tomorrow. This defines a probability 
distribution for changes in the value of portfolio. For instance, VaR for a portfolio 
using 1-day time horizon with 99% confidence level for 500 days data is nothing 
but an estimation of the loss when we are at the fifth-worst daily change. 
Basically, historical simulation is extremely different from other type of 
simulation in that estimation of a covariance matrix is avoided. Therefore, this 
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approach has simplified the computations especially for the cases of complicated 
portfolio. 
The core of this approach is the time series of the aggregate portfolio return. More 
importantly, this approach can account for fat tails and is not prone to the 
accuracy of the model due to being independent of model risk. As this method is 
very powerful and intuitive, it is then become the most widely used methods to 
compute VaR. 
1.2.2 Variance-covariance Approach 
Variance-covariance approach which is known as delta-normal model was firstly 
proposed by J.P.Morgan Chase. Over the time interval, the portfolio return can be 
written as 
     
, 1 , , 1
1
N
p t i t i t
i
R w R+ +
=
=∑  , 
where the weights 
,i tw  are indexed by time to recognize the dynamic nature of 
trading portfolios. Under the variance-covariance framework, we assume that all 
assets returns are normally distributed, which means that the return of the 
portfolio, being a linear combination of normal variables, is also normally 
distributed. Hence, the portfolios variance can be given by 
                                                                                                           




, 1( )p t t tV R w w+ = ∑  .  
In this situation, risk is given by a combination of linear relationship of many risk 
factors which are assumed to be normally distributed and by the forecast of 
covariance matrix ∑ . Generally, variance-covariance approach can 
accommodate a large number of assets and is easily implementable. As we made 
the assumption of normal distribution, portfolios of normal variables are 
themselves normally distributed. Consequently, since the portfolios are linear 
combinations of assets, the variance-covariance approach turns out to be linear. 
Formally, the potential loss in value V is computed as 0V Sβ= × ∆  which in other 
words it is the product of 0β and S∆ whereas 0β  is the portfolio sensitivity to 
changes in prices, evaluated at current position 0V and S∆ is the potential change 
in prices. 
Obviously, the normality assumption allows us to estimate the portfolio β  simply 
as the average of individual betas. 
This model is ideally suited to large portfolios which are exposed to many risk 
factors as this method only requires computing the portfolio value once. As a 
result, the utilization of time to compute VaR can be reduced. 
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1.2.3 Monte Carlo simulation 
Monte Carlo simulation is another popular method to calculate VaR. It is a very 
natural methodology to deal with a portfolio which is nonlinear. We will cover the 
procedure of this well-known method in the followings. 
Firstly, we assume that the portfolio consists of d risk factors and 
1( ) ( ( ),..., ( )) 'dS t S t S t= denotes their value at time t. Assume that 
1( ),..., ( )dS t S t follows Geometric Brownian Motion, their discrete price path can 
be described as  
2
( ) (0)exp ( ) , 1,...,
2
i
i i i i iS t S t t i d
σµ σ ε = − + = 
 
 , 
where iµ  is the drift, iσ  is the volatility, t is the time horizon and iε is a standard 
normal random variable. In matrix forms, 
       
2
( ) (0)exp ( ) .* '
2









(0) ( (0),..., (0)) '  ,
( ,..., ) '  ,
( ,..., ) '  ,
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           'P P =∑ is the covariance matrix with variance unity. 
Then the portfolio value ( )kv t  for each simulation can be obtained. The next step 
is assume that the initial time is 0 and then calculates the portfolio gain ( )kV t  for 
each simulation using the followings:  
 ( ) ( ) (0)k kV t v t v= −  , 
where v(0) is the portfolio value at the initial time. 
The procedure is then continued by sorting ( )kV t in ascending order. VaR is the 
αth-quantile of a portfolio’s gain distribution function. 
To get a better estimation of VaR, we have to repeat the above procedure for m 









= ∑  . 
Monte Carlo simulation is by far the most powerful method to compute value-at-
risk. It can be used to evaluate a wide range of risks, including nonlinear price 
risk, volatility risk and even model risk. 
However, this method suffers from two drawbacks. First, it requires a large 
number of evaluations. For large or complex portfolios this can be extremely 
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time-demanding. Second and more importantly, traditional Monte Carlo, utilizing 
independent sampling of pseudo-random numbers, undesirably tends to form 
clusters in the sample space which leads to gap where sample space may not be 
explored at all, so the accuracy is adversely affected by clustering and gaping of 
the sample. 
Overall, this method is probably the most comprehensive approach to measuring 
market risk if the model is done correctly. 
1.2.4 Delta-Gamma Approximation 
Delta-Gamma approximation is one of the most popular tools in measuring VaR 
for a non-linear portfolio. The coefficients used in this approach are the 1st and 2nd 
order sensitivities of the present values with respect to the changes in the 
underlying risk factors. 
First of all, assume that we have d risk factors and that 
1( ) ( ( ),..., ( )) 'dS t S t S t= denotes the value of these factors at time t. Defining 
( ) ( )S S t t S t∆ = + ∆ −  to be the change in the risk factors during the 
interval[ ,t t t+ ∆ ]. 
The Delta-Gamma approximation is then given by  
                                                                                                           













t S t S S
δ ∂∂ ∂Θ = = Γ =
∂ ∂ ∂ ∂
(All partial derivatives being evaluated at S(t) ) 
Hence, for a given probability α, the VaR denoted by αξ is then  
 { }P V αξ α−∆ ≥ =  . 
This approach is much less time-consuming compared to a full simulation as it 
avoids repricing the whole portfolio on each simulation trial. It is also very easy 
to implement. However, it gives a poor convergence rate for portfolio which 
contains highly non-linear responses to risk for example, out-of-money option. 
As a result, the higher moments of risk factors should be included in VaR 
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1.3 The Scope of the Study 
In this study, we will introduce the third and fourth moments to Delta-Gamma 
approximation to obtain a more accurate result in VaR calculation and show that 
why this two moments is included and the fifth and sixth moments are neglected. 
Then we will implement this new model to existing Monte-Carlo simulation and 
Quasi Monte Carlo simulation. Lastly, comparison between the new model and 
other methodologies will be carried out. 
1.4 Outline 
The rest of the thesis is organized as follows. In the next section, we will 
introduce the new model, Delta-Gamma-Skewness-Kurtosis approach in 
calculating Value-at-Risk for non-linear portfolio. Numerical examples are 
discussed in Section 3 to illustrate and compare the performance of various 
approaches. Section 4 concludes the paper. Appendices A and B include the proof 
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CHAPTER 2 DELTA-GAMMA-SKEWNESS-  
                        KURTOSIS APPROXIMATION 
2.1 Literature Review 
Many researchers have looked at the method of producing an accurate value-at-
risk. We now review some of the recent paper. 
Jamshidian and Zhu (1997) presented a factor-based scenario simulation in 
which they discretize the multivariate distribution of market variables into a 
limited number of scenarios. 
However, Abken (2000) found that scenario simulation only converges slowly to 
the correct limiting values and convexity of the derivative values significantly 
weakens the performance of scenario simulation compare to standard Monte 
Carlo simulation. 
At the same time, Michael and Matthew (2000) argued that factor-based 
scenario simulation failed to estimate VaR for some fixed-income portfolios. 
They proposed generating risk factors with a statistical technique called partial 
least squares instead of generating them with principal components analysis. They 
have suggested using “Grid Monte Carlo” method to compute VaR. 
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Meanwhile some of the researchers found that variance reduction technique was 
successfully increased the accuracy of standard Monte Carlo. In both Hsu and 
Nelson (1990) and Hesterberg and Nelson (1998) paper, control variates are 
used to reduce variance in simulation-based estimation for quantile which is 
equivalent to the estimation of VaR in a financial setting. 
Avramidis and Wilson (1998) applied the correlation-induction techniques and 
Latin hypercube sampling to improve quantile approximation. 
Glasserman et al. (2000) used stratified sampling and importance sampling in 
delta-gamma approximation. They combined these two methods to obtain further 
variance reduction. They extended their work by combining the speed of the 
delta-gamma approach and the accuracy of Monte Carlo simulation. By using 
delta-gamma approximation to guide the sampling of scenarios and through the 
combination of importance sampling and stratified sampling, they successfully 
reduced the number of scenarios needed in a simulation to achieve a specified 
precision. 
Also, Owen and Zhou (1998), Avramidis and Wilson (1996) are good 
references for the method of using conditional expectation to reduce variance. Jin 
Xing et al. (2004) improved the method by focusing on Quasi Monte Carlo which 
is as not sophisticated as Monte Carlo simulation. 
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Britten-Jones et al. (1999) proposed an alternative approach where the changes 
in value of an assets is approximated as a linear-quadratic function. Compared to 
delta-only approach, this gives a better estimation of the true distribution. Also, it 
is less time-consuming than a full valuation. This approach is also discussed in 
Wilson (1994), Fallon (1996), Rouvinez (1997) and Jahel, Perrauddin and 
Sellin (1997). 
Using Imhof’s numerical technique, Rouvinez invert the characteristic function of 
the quadratic approximation and so recover the exact distribution.  
Jahel et al. used the characteristic function to compute the moment of 
approximation and fit the moments with a parametric distribution.  
Fallon uses an approximation to the distribution derived from the moments. 
Wilson (1994) used a linear-quadratic approach but the statistic he derived, 
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2.2 Delta-Gamma-Skewness-Kurtosis Model (DGSK) 
As mentioned before, delta-gamma approximation gives a poor approximation for 
a portfolio which consists of highly non-linear responses. To overcome this 
problem, we introduce third and forth moments into the existing delta-gamma 
approximation and it will be proved that with these added moments, a more 
accurate result can be obtained. Here and after, we named this new model as 
Delta-Gamma-Skewness-Kurtosis model or in short as DGSK model. 
To set up our model, we begin with the Taylor series approximation. The Taylor 
series relates the value of a differentiable function at any point to its first and 
higher order derivatives at a reference point. Mathematically, we can write it as 
2 3
(1) (2) (3) ( ) 1
0 0 0 0 0





kT kT kTf f kT f f f f O T
n
+
= + + + + + +   ,       -(2.1) 
where kf  denotes the value of ( )f t at t kT= , 0, 1, 2,...,k T= ± ±  is the sampling 
period, ( )0
kf denotes the kth derivative of f at 0t =  and 1( )nO T + coming from the 
truncation of the series after n+1 terms. Here the central difference method is 
used to approximate the derivatives. 
By using central difference approximation, equation (2.1) becomes  
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2 3 2
(1) (2) (3) (2 ) 2 1
0 0 0 0 0
( ) ( ) ( )( ) ... ( )




kT kT kTf f kT f f f f O T
n
+
= + + + + + +  .    -(2.2)        
In DGSK model, we have n=2 as the first four moments are included in pricing 
the portfolio. Hence we have 
2 3 4
(1) (2) (3) (4) 5
0 0 0 0 0
( ) ( ) ( )( ) ( )
2! 3! 4!k
kT kT kTf f kT f f f f O T= + + + + +   .              -(2.3) 
Due to the derivative is obtained by solving a set of 2n equations, the last term of 
equation (2.1) has become 2 1( )nO T + . 
Using these notations, a set of Taylor series can be written in matrix form as the 
followings: 
 
2 1( )nc c cF A D O T += +  , 
where cF and cD are the vectors of length 2n. cA is a 2n x 2n square matrix and 



















































                                                                                                           








( ) ( ) ( )
2! 3! 4!
(2 ) (2 ) (2 )2
2! 3! 4!

















− − − 
−  
 
The rest of VaR calculation is exactly the same as in Delta-Gamma approach. We 
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2.3 Methodology 
 This study consists of a few steps as follows: 
a) Understand the problem of existing Delta-Gamma approximation in 
calculating VaR. 
b) Seek the closed-form solution for European call option based on Heston 
(1993). 
c) Obtain the closed-form solution for the finite difference approximations of 
first and higher order derivatives based on Taylor series. 
d) Compare the result for these two methods. 
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2.4 VaR Simulation 
In this section, we focus on the VaR simulation. First of all, let ( )v t be the value 
of a portfolio at time t, for instance ( ) ( ( ), )v t v s t t= . Assume that the initial time is 
0, the portfolio changes over time t is then given by  
 ( ) ( ( ), ) ( (0),0)v t v s t t v s∆ = −  . 
For a given probabilityα , the VaR denoted by αξ is then defined as  
 { }( (0),0) ( ( ), )P v s v s t t αξ α− ≥ =  . 
Also, we can write it as  
 { }( ( ), ) ( (0),0)P v s t t v s αξ α− ≤ − =  . 
The confidence level α  is usually close to zero and typically set to 0.01 or 0.05. 
Meanwhile, the holding period t is in between 1 day or a few weeks. These two 
variables are always depending on the needs of users.  
Now we introduce the algorithm of this research. Firstly, we obtained the closed-
form solution for European call option with volatilities based on Heston (1993) as 
stated in methodology. The core steps are shown as follows:  
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Assume that K and T is the strike price and maturity date for a European call 
option respectively, v(t) is the variance, the option satisfies the following partial 
differential equation (PDE): 
[ ]{ }2 2 22 22 21 1 ( ) ( , , ) 02 2
U U U U U U
vS vS v rS v t S v t rU
S S v v S v t
ρσ σ κ θ λ∂ ∂ ∂ ∂ ∂ ∂+ + + + − − − + =
∂ ∂ ∂ ∂ ∂ ∂ ∂
 . 
The term ( , , )S v tλ represents the price of volatility risk, and must be independent 
of the assets. 
Subject to  
 
( , , ) max(0, ),
(0, , ) 0,
( , , ) 1,
( ,0, ) ( ,0, ) ( ,0, ) ( ,0, ) 0,
( , , )  .






rS S t S t rU S t U S t
S v












By analogy with the Black-Scholes formula, a guessed solution of the form is 
shown. 
 1 2( , , ) ( , )C S v t SP KP t T P= −  , 
where the first term is the present value of the spot asset upon optimal exercise 
and the second term is the present value of the strike price payment. Both of these 
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terms must satisfy the above PDE. By using the change of variables, we can get 
the characteristic function and its solution. Then we can invert the characteristic 
function to get the desired probabilities. By combing all the steps above we can 
get the solution for European call option. To see in details please refer to Heston 
(1993). 
This method is very time-consuming especially when the number of samples is 
large. It is not practical for a company to spend such a long time to calculate VaR. 
However, we used the results from this method as the true value to compare with 
the results using Delta-Gamma approximation and Delta-Gamma-Skewness-
Kurtosis model. The numerical examples will be shown in next chapter. 
Besides that, I have applied the Delta-Gamma-Skewness-Kurtosis approach to 
Monte Carlo simulation and Quasi Monte Carlo simulation. We will not discuss 
much about the VaR calculation using Monte Carlo simulation and Quasi Monte 
Carlo simulation but will present some of the numerical examples.  
We could now re-establish Glasserman (2003)’s result on the convergence rate 
and optimal holding period to our Quasi Monte Carlo simulation for VaR. 
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Theorem 1(Convergence Rate) 
Assume the followings hold: 
(1) 0j jix x− independent but not i.i.d; 
(2) ( )kjy  i.i.d, 1,...,j m= ;              -(2.4) 
(3) 2 20( ) ( ), 1, 2,...,j ji iE x x T o T j mσ− = + =  . 
Then, the convergence rate is given by 
a) 
2 1
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Theorem 2(Optimal t∆ ) 
Assume the followings hold: 
(1) 0j jix x− independent and i.i.d; 
(2) (1)jy  i.i.d, 1,...,j m= ;      -(2.5) 
(3) 2 20( ) ( ), 1, 2,...,j ji iE x x T o T j mσ− = + = . 
Then, the optimal value of t∆ * is given by 
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CHAPTER 3 NUMERICAL RESULTS 
In this chapter we will present some of the numerical examples that we have been 
carried out. As mentioned before, we obtained the target VaR based on Heston 
(1993). Then we performed the same experiments using Delta-Gamma approach 
and Delta-Gamma-Skewness-Kurtosis approximation. After that, we compared 
the results from these three methods and make some analysis.  
Besides that, we applied the Delta-Gamma-Skewness-Kurtosis model to standard 
Monte Carlo simulation and proved that there is a fluctuation in the results. Hence 
we have improved it by using Quasi Monte Carlo simulation with Sobol sequence. 
Also we will display why the fifth and sixth moments are not considered in 
pricing the option. 
For all experiments, the confidence level of VaR is set at 99%, corresponding 
to 0.01α = . Additionally, we assume there are 250 trading days in a year and 
instantaneous short rate of 5%. Options will mature in one year and holding 
period t∆ is one day or 1
250
a years. All the experiments have been done using 
different initial stock prices, 0 80,90,100,110,120s =  and number of simulation 
path, 50000n = for target VaR and 1000, 4000,16000n = for experiments. 
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Table 1: Comparison DG and DGSK 
 
s0=80 TrueVaR=0.2177(std=0.0007)       
n Delta-Gamma Delta-Gamma-Skewness-Kurtosis   
  VaR Std M Cpu VaR Std M Cpu Ratio 
1000 0.1554 0.0002 0.003881 0.1642 0.2176 0.0036 0.0000 0.3305 299.2544 
4000 0.1554 0.0001 0.003881 0.1646 0.2158 0.0020 
7.61E-
06 0.3220 510.0263 
16000 0.1554 0.0000 0.003881 0.1717 0.2161 0.0008 0.0000 0.3315 1212.9000 
          
          
s0=90 TrueVaR=1.1340(std=0.0054)       
n Delta-Gamma Delta-Gamma-Skewness-Kurtosis   
  VaR Std M Cpu VaR Std M Cpu Ratio 
1000 1.0199 0.0754 0.0133 0.1803 1.1359 0.0210 0.0004 0.3300 29.8148 
4000 1.0215 0.0077 0.0127 0.1662 1.1395 0.0146 0.0002 0.3195 52.2392 
16000 1.0207 0.0034 0.0128 0.1828 1.1365 0.0121 0.0002 0.3345 84.1638 
          
          
s0=100 TrueVaR=3.1459(std=0.0167)       
n Delta-Gamma Delta-Gamma-Skewness-Kurtosis   
  VaR Std M Cpu VaR Std M Cpu Ratio 
1000 3.1606 0.1136 0.0131 0.1717 3.1463 0.1079 0.0116 0.3245 1.1270 
4000 3.1547 0.0696 0.0049 0.1652 3.1316 0.0798 0.0066 0.3245 0.7488 
16000 3.1403 0.0317 0.0010 0.1798 3.1409 0.0341 0.0012 0.3365 0.8724 
          
          
s0=110 TrueVaR=5.3575(std=0.0327)       
n Delta-Gamma Delta-Gamma-Skewness-Kurtosis   
  VaR Std M Cpu VaR Std M Cpu Ratio 
1000 5.4069 0.2025 0.0434 0.1707 5.4605 0.2572 0.0768 0.3260 0.5660 
4000 5.5141 0.1322 0.0420 0.1657 5.3485 0.1393 0.0195 0.3195 2.1555 
16000 5.4877 0.0682 0.0216 0.1763 5.3681 0.0367 0.0015 0.3300 14.8044 
          
          
s0=120 TrueVaR=6.7144(std=0.0437)       
n Delta-Gamma Delta-Gamma-Skewness-Kurtosis   
  VaR Std M Cpu VaR Std M Cpu Ratio 
1000 6.8631 0.2901 0.1063 0.2248 6.7913 0.2764 0.0823 0.4376 1.2911 
4000 6.7816 0.1773 0.0360 0.2278 6.7466 0.1443 0.0219 0.4386 1.6447 
16000 6.7922 0.0843 0.0132 0.2373 6.7200 0.0861 0.0074 0.4506 1.7676 
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Table 1 shows that the comparison between Delta-Gamma approximation and 
Delta-Gamma-Skewness-Kurtosis approach. The column named VaR indicates 
the value-at-risk of the portfolio; Std represents the standard deviation of VaR. 
For your information, we have repeated these experiments 20 times and the VaR 
here was the mean of 20 experiments. Meanwhile, M is the measure of method X 
and it is obtained by using the following equation: 
  
2 2( )X X truevalue Xmeasure mean mean std= − +  , 







=  . 
Here, the column Cpu refers to the time used to calculate VaR. Correspondingly, 
it can refer to the speed of my method. All the experiments have been done by 
using Intel Pentium M processor 715 with 1.5Ghz. 
From table 1, we found that in most of the cases Delta-Gamma-Skewness-
Kurtosis approach gave us more accurate results than Delta-Gamma 
approximation. Obviously, by adding the third and forth moments into the 
existing Delta-Gamma approach, the weaknesses of Delta-Gamma approximation 
has been improved. Hence, the problem of calculating the VaR of non-linear 
portfolio is solved and it is clear that Delta-Gamma-Skewness-Kurtosis model has 
                                                                                                           
     
25 
successfully overcome the problem of poor convergence rate of existing Delta-





































                                                                                                           
     
26 
Table 2: Comparison TRUE VALUE and DGSK 
Here 2, 0.01, 0.01, 0, 0.1, 0.5 , 0, 100v T yr r Kκ θ ρ σ= = = = = = = = . 
 
s0=80 TrueVaR=0.2177(0.0007)       
n Heston Delta-Gamma-Skewness-Kurtosis   
  VaR Std M Cpu VaR Std M Cpu perfomance 
1000 0.2177 0.0036 0.0000 14.8504 0.2176 0.0036 0.0000 0.3305 44.8985 
4000 0.2173 0.0014 0.0000 58.6674 0.2158 0.0020 0.0000 0.3220 50.7566 
16000 0.2180 0.0010 0.0000 237.3753 0.2161 0.0008 0.0000 0.3315 243.9094 
          
          
s0=90 TrueVaR=1.1340(0.0054)       
n Heston Delta-Gamma-Skewness-Kurtosis   
  VaR Std M Cpu VaR Std M Cpu perfomance 
1000 1.1349 0.0371 0.0014 10.8156 1.1359 0.0210 0.0004 0.3300 101.5221 
4000 1.1320 0.0171 0.0003 42.7895 1.1395 0.0146 0.0002 0.3195 163.0875 
16000 1.1308 0.0068 0.0001 173.2366 1.1365 0.0121 0.0002 0.3345 191.6077 
          
          
s0=100 TrueVaR=3.1459(0.0167)       
n Heston Delta-Gamma-Skewness-Kurtosis   
  VaR Std M Cpu VaR Std M Cpu perfomance 
1000 3.1248 0.1154 0.0138 10.9117 3.1463 0.1079 0.0116 0.3245 39.7486 
4000 3.1523 0.0683 0.0047 42.6453 3.1316 0.0798 0.0066 0.3245 94.0940 
16000 3.1457 0.0311 0.0010 172.6127 3.1409 0.0341 0.0012 0.3365 417.7144 
          
          
s0=110 TrueVaR=5.3575(0.0327)       
n Heston Delta-Gamma-Skewness-Kurtosis   
  VaR Std M Cpu VaR Std M Cpu perfomance 
1000 5.2868 0.1957 0.0433 10.9447 5.4605 0.2572 0.0768 0.3260 18.9367 
4000 5.3626 0.1029 0.0106 42.7334 5.3485 0.1393 0.0195 0.3195 72.8587 
16000 5.3740 0.0638 0.0043 172.5611 5.3681 0.0367 0.0015 0.3300 1556.1738 
          
          
s0=120 TrueVaR=6.7144(0.0437)       
n Heston Delta-Gamma-Skewness-Kurtosis   
  VaR Std M Cpu VaR Std M Cpu perfomance 
1000 6.7543 0.2435 0.0609 15.5023 6.7913 0.2764 0.0823 0.4376 26.2040 
4000 6.7470 0.1760 0.0320 60.8495 6.7466 0.1443 0.0219 0.4386 203.3421 
16000 6.6979 0.0785 0.0064 243.0931 6.7200 0.0861 0.0074 0.4506 466.2906 
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The main purpose of table 2 is to compare the accuracy of Delta-Gamma-
Skewness-Kurtosis model and the true value. The column named performance is 









As we can see from table 2, Heston (1993) approach is still applicable when the 
number of sample size is small. The problem appears when the number of sample 
size becomes large. It is clear that when the number of sample size is increasing, 
more time is required to calculate VaR. However, Delta-Gamma-Skewness-
Kurtosis approach does not encounter with this kind of problem. The speed of this 
new approach is much faster than Heston (1993). For the performance column, we 
can notice that the performance of the new approach is hundred times better than 
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True value=Black scholes  
Table 3:Comparison DG and DGSK( Monte Carlo simulation) 
s0=80 true value=0.1386(0.0003)       
n Delta-Gamma Delta-Gamma-Skewness-Kurtosis   
  VaR Std M Cpu VaR Std M Cpu Ratio 
1000 0.0885 0.0000 0.0025 21.3377 0.2021 0.0147 0.0042 41.2989 0.5908 
4000 0.0885 0.0000 0.0025 21.2621 0.1927 0.0054 0.0030 41.7746 0.8491 
16000 0.0885 0.0001 0.0025 21.1534 0.1960 0.0032 0.0033 41.4366 0.7595 
          
          
s0=90 true value=1.3603(0.0056)       
n Delta-Gamma Delta-Gamma-Skewness-Kurtosis   
  VaR Std M Cpu VaR Std M Cpu Ratio 
1000 1.1970 0.0054 0.0267 21.4909 1.2359 0.0081 0.0155 41.6148 1.7178 
4000 1.1941 0.0035 0.0276 21.2591 1.2366 0.0048 0.0153 41.5903 1.8033 
16000 1.1955 0.0020 0.0272 21.2275 1.2373 0.0027 0.0151 42.3659 1.7946 
          
          
s0=100 true value=4.1777(0.0271)       
n Delta-Gamma Delta-Gamma-Skewness-Kurtosis   
  VaR Std M Cpu VaR Std M Cpu Ratio 
1000 4.2551 0.1536 0.0296 21.3892 4.0813 0.1074 0.0208 41.3450 1.4204 
4000 4.2438 0.0760 0.0101 21.2716 4.0333 0.0691 0.0256 41.7320 0.3959 
16000 4.2938 0.0494 0.0159 21.2185 4.0476 0.0336 0.0181 41.9318 0.8817 
          
          
s0=110 true value=6.4172(0.0447)       
n Delta-Gamma Delta-Gamma-Skewness-Kurtosis   
  VaR Std M Cpu VaR Std M Cpu Ratio 
1000 6.5851 0.3312 0.1379 21.3152 6.4529 0.3819 0.1471 41.8487 0.9372 
4000 6.5573 0.1795 0.0518 21.179 6.5229 0.2043 0.0529 42.6383 0.9799 
16000 6.5366 0.0771 0.0202 21.3913 6.5108 0.0841 0.0158 42.2473 1.2758 
          
          
s0=120 true value=7.1985(0.0496)       
n Delta-Gamma Delta-Gamma-Skewness-Kurtosis   
  VaR Std M Cpu VaR Std M Cpu Ratio 
1000 7.355 0.3432 0.1423 21.3347 7.2475 0.3839 0.1498 41.689 0.9499 
4000 7.1967 0.1958 0.0383 21.1769 7.0654 0.1732 0.0477 41.4591 0.8036 
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Besides that, we applied the Delta-Gamma-Skewness-Kurtosis approach to 
standard Monte Carlo simulation. Here, the true value of VaR is obtained by 
using original Black-Scholes formula. Call option price of the portfolio is 
calculated based on the following equation: 





















where K is the strike price, r is the interest rate,σ is volatility, t is the maturity 
date, N is cumulative normal distribution function.  
As we can see from table 3, Delta-Gamma-Skewness-Kurtosis approach in Monte 
Carlo simulation only shows slightly better results than the Delta-Gamma 
approach. However, in certain case as the initial stock price is 120, Delta-Gamma 
approach converges to true value faster than the Delta-Gamma-Skewness-
Kurtosis approach.  
Hence, we further the experiments by using Delta-Gamma-Skewness-Kurtosis 
model and Sobol sequence. As before, we perform experiments on Delta-Gamma 
approximation and Delta-Gamma-Skewness-Kurtosis approach and compare the 
results from these two methods. We also carried out an additional experiment by 
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adding two more moments into the Delta-Gamma-Skewness-Kurtosis approach; 
correspondingly six moments are included in pricing the option. 
The last column in table 4 which is DGSK56 gives us the value-at-risk of the 
portfolio by adding 5th and 6th moments in pricing the option. It is proved that by 
using four moments we can successfully obtain the result which converge to true 
value while added 5th and 6th moments are redundant. 
 
Table 4: Comparison original Black-Scholes and Quasi Monte Carlo simulation 
n=50000, confidence level=0.01 
 
s0 Original bls DG(QMC) DGSK(QMC) DGSK56(QMC) 
80 0.1387 0.0885 0.1405 0.1397 
90 1.3602 1.1957 1.3724 1.3606 
100 4.1744 4.2851 4.1588 4.1703 
110 6.4091 6.5548 6.4208 6.422 
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Table 5a: Initial stock price 80, n=16000 
true value=0.1386(0.0003)     
 
t∆ =1 t∆ =8.5 
 quasi monte carlo quasi monte carlo monte carlo 
s0=80 DG DGSK DG DGSK DG DGSK 
1 0.0890 0.1584 0.0875 0.1422 0.0877 0.1402 
2 0.0880 0.1190 0.0875 0.1419 0.0872 0.1376 
3 0.0892 0.1306 0.0875 0.1417 0.0861 0.1395 
4 0.0881 0.1174 0.0875 0.1422 0.0856 0.1371 
5 0.0876 0.1940 0.0875 0.1424 0.0867 0.1438 
6 0.0893 0.1769 0.0875 0.1421 0.0853 0.1405 
7 0.0880 0.1083 0.0875 0.1419 0.0884 0.1441 
8 0.0879 0.1247 0.0875 0.1412 0.0862 0.1349 
9 0.0880 0.1329 0.0875 0.1423 0.088 0.1454 
10 0.0881 0.1645 0.0875 0.1409 0.0874 0.1419 
11 0.0883 0.1198 0.0875 0.1413 0.0879 0.1417 
12 0.0884 0.1108 0.0875 0.1416 0.0864 0.137 
13 0.0892 0.2370 0.0875 0.1406 0.0865 0.1411 
14 0.0886 0.1342 0.0875 0.1403 0.0863 0.1358 
15 0.0885 0.1446 0.0875 0.1408 0.0868 0.1397 
16 0.0885 0.1325 0.0875 0.1428 0.0851 0.1372 
17 0.0885 0.2173 0.0875 0.1419 0.0885 0.1437 
18 0.0888 0.1105 0.0875 0.1408 0.0877 0.1417 
19 0.0877 0.1495 0.0875 0.1416 0.0908 0.1506 
20 0.0881 0.1094 0.0875 0.1415 0.088 0.1422 
mean 0.0884 0.1446 0.0875 0.1416 0.0871 0.1408 
std 0.0005 0.0368 0.0000 0.0007 0.0013 0.0037 
MSE 0.0025 0.0013926 0.00261 0.00001 0.00265 0.00002 
 













                                                                                                           
     
32 
Table 5b: Initial stock price 90, n=16000 
true value=1.3603(0.0056)     
 
t∆ =1 t∆ =8.5 
 quasi monte carlo quasi monte carlo monte carlo 
s0=90 DG DGSK DG DGSK DG DGSK 
1 1.1958 1.3877 1.2104 1.3704 1.2105 1.3824 
2 1.1945 1.4085 1.2127 1.3725 1.2143 1.3695 
3 1.1918 1.3381 1.2115 1.3690 1.2119 1.3871 
4 1.1965 1.3581 1.2089 1.3668 1.1989 1.3516 
5 1.1935 1.2759 1.2100 1.3528 1.2067 1.3718 
6 1.1912 1.3091 1.2064 1.3524 1.2149 1.3779 
7 1.1964 1.3788 1.2123 1.3968 1.1931 1.3477 
8 1.1939 1.3283 1.2103 1.3705 1.2053 1.3801 
9 1.1951 1.4013 1.2134 1.3712 1.2118 1.3732 
10 1.1965 1.3909 1.2098 1.3654 1.2083 1.367 
11 1.1957 1.2873 1.2112 1.3734 1.2048 1.3706 
12 1.1966 1.3145 1.2116 1.3661 1.2173 1.3728 
13 1.1964 1.4211 1.2133 1.3785 1.2193 1.3733 
14 1.1976 1.4366 1.2100 1.3604 1.2048 1.3588 
15 1.1976 1.3673 1.2104 1.3752 1.198 1.3533 
16 1.1957 1.3881 1.2114 1.3688 1.2212 1.3842 
17 1.1941 1.3433 1.2111 1.3701 1.1957 1.338 
18 1.1952 1.3873 1.2127 1.3701 1.2086 1.3655 
19 1.1963 1.3624 1.2145 1.3713 1.2016 1.3561 
20 1.2001 1.3563 1.2145 1.3751 1.1998 1.3538 
mean  1.1955 1.3620 1.2113 1.3698 1.2073 1.3667 
std 0.0020 0.0436 0.0019 0.0092 0.0079 0.0133 
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Table 5c: Initial stock price 100, n=16000 
true value=4.1777(0.0271)     
 
t∆ =1 t∆ =8.5 
 quasi monte carlo quasi monte carlo monte carlo 
s0=100 DG DGSK DG DGSK DG DGSK 
1 4.2907 4.1929 4.2681 4.1601 4.2355 4.1262 
2 4.2796 4.1878 4.2661 4.1583 4.2693 4.1559 
3 4.2963 4.1803 4.2828 4.1735 4.2188 4.117 
4 4.2928 4.1565 4.2780 4.1691 4.2206 4.1089 
5 4.2907 4.0354 4.2775 4.1686 4.2829 4.1752 
6 4.2203 4.0906 4.2031 4.1008 4.2777 4.1754 
7 4.2793 4.2298 4.2562 4.1492 4.2129 4.1072 
8 4.2266 4.0152 4.2096 4.1068 4.2573 4.1455 
9 4.3679 4.1624 4.3455 4.2303 4.2236 4.1146 
10 4.2494 4.1105 4.2301 4.1255 4.2725 4.1685 
11 4.3235 3.9997 4.3088 4.1971 4.315 4.2121 
12 4.3511 4.2594 4.3379 4.2234 4.2563 4.1449 
13 4.3030 4.2143 4.2854 4.1759 4.2584 4.1499 
14 4.2059 4.0648 4.1844 4.0837 4.274 4.1673 
15 4.3615 4.1738 4.3430 4.2281 4.3167 4.2062 
16 4.2924 4.0921 4.2741 4.1655 4.2894 4.1797 
17 4.2699 4.0908 4.2498 4.1434 4.3309 4.2125 
18 4.2859 4.1681 4.2628 4.1552 4.2317 4.118 
19 4.3716 4.1357 4.3504 4.2348 4.2779 4.1802 
20 4.3958 4.2807 4.3806 4.2620 4.2119 4.1137 
mean  4.2977 4.1420 4.2797 4.1706 4.2617 4.1539 
std 0.0519 0.0784 0.0524 0.0476 0.0357 0.0349 















                                                                                                           
     
34 
Table 5d: Initial stock price 110, n=16000 
true value=6.4172(0.0447)     
 
t∆ =1 t∆ =8.5 
 quasi monte carlo quasi monte carlo monte carlo 
s0=110 DG DGSK DG DGSK DG DGSK 
1 6.5867 6.3125 6.5950 6.4511 6.5085 6.3626 
2 6.4845 6.3571 6.4977 6.3608 6.9286 6.7616 
3 6.4834 6.3852 6.4881 6.3518 6.4556 6.3198 
4 6.5425 6.4472 6.5462 6.4058 6.6304 6.4847 
5 6.5703 6.5274 6.5706 6.4285 6.5798 6.4402 
6 6.6409 6.4852 6.6503 6.5024 6.6866 6.533 
7 6.6184 6.4150 6.6266 6.4804 6.4292 6.3021 
8 6.6216 6.5894 6.6320 6.4854 6.4713 6.3354 
9 6.5329 6.4148 6.5373 6.3976 6.5037 6.376 
10 6.3150 6.1661 6.3190 6.1941 6.5177 6.3774 
11 6.5440 6.3716 6.5504 6.4097 6.5003 6.3632 
12 6.4856 6.2208 6.4878 6.3515 6.6568 6.5103 
13 6.6359 6.5163 6.6475 6.4998 6.5947 6.4499 
14 6.5752 6.4990 6.5848 6.4417 6.6408 6.4911 
15 6.5855 6.3741 6.5869 6.4437 6.5105 6.3758 
16 6.4674 6.2318 6.4761 6.3405 6.7085 6.556 
17 6.4655 6.4253 6.4695 6.3345 6.5235 6.3829 
18 6.5870 6.3897 6.5922 6.4485 6.5266 6.3887 
19 6.7403 6.4568 6.7511 6.5956 6.5745 6.4256 
20 6.5032 6.5004 6.5081 6.3704 6.5182 6.379 
mean 6.5493 6.4043 6.5559 6.4147 6.5733 6.4308 
std 0.0892 0.1089 0.0907 0.0843 0.1140 0.1056 
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Table 5e: Initial stock price 120, n=16000 
true value=7.1985(0.0496)     
 
t∆ =1 t∆ =8.5 
 quasi monte carlo quasi monte carlo monte carlo 
s0=120 DG DGSK DG DGSK DG DGSK 
1 7.3153 7.4356 7.3140 7.2758 7.1099 7.069 
2 7.2991 7.3473 7.2996 7.2617 7.0124 6.976 
3 7.2946 7.3366 7.2960 7.2582 7.4399 7.3993 
4 7.1913 7.3091 7.1981 7.1619 7.1374 7.1119 
5 7.3337 7.3736 7.3291 7.2907 7.1334 7.0939 
6 7.1459 6.9631 7.1444 7.1091 7.2796 7.234 
7 7.2684 6.9268 7.2758 7.2382 7.274 7.2418 
8 7.2290 7.0963 7.2331 7.1963 7.2403 7.2078 
9 7.2171 7.2768 7.2275 7.1908 7.3833 7.3372 
10 7.0643 7.0516 7.0664 7.0323 7.1092 7.0776 
11 7.2317 7.1884 7.2274 7.1907 7.3956 7.351 
12 7.0761 6.8253 7.0775 7.0432 7.3572 7.3173 
13 7.2021 7.0837 7.2009 7.1646 7.1968 7.1656 
14 7.1814 6.9615 7.1803 7.1443 7.1204 7.0957 
15 7.2840 7.2907 7.2899 7.2522 7.2568 7.2193 
16 7.1634 7.0790 7.1611 7.1254 7.2079 7.167 
17 7.1293 7.0670 7.1328 7.0977 7.2756 7.2372 
18 7.4267 7.3380 7.4260 7.3858 7.4531 7.4157 
19 7.1400 7.1964 7.1477 7.1123 7.1832 7.1388 
20 7.3269 7.4126 7.3361 7.2976 7.0503 7.0175 
mean 7.2260 7.1780 7.2282 7.1914 7.2308 7.1937 
std 0.0931 0.1797 0.0929 0.0914 0.1279 0.1250 
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Table 5a, 5b, 5c, 5d and 5e show the results using different perturbation for t∆ =1 
and optimal t∆ =8.5 (from the theorem in chapter 2). Here, we make a 
comparison between Quasi Monte Carlo simulation with t∆ =1 and both Quasi 
Monte Carlo simulation and Monte Carlo simulation with optimal t∆ =8.5. 
For your information, we carried out the experiment by using both Delta-Gamma 
approach and Delta-Gamma-Skewness-Kurtosis approach for each simulation. 
For example, if we perform 20 times Quasi Monte Carlo simulation with Delta-
Gamma approximation, we will repeat the same experiments by changing Delta-
Gamma approach to Delta-Gamma-Skewness-Kurtosis approach.  
Firstly, we compare VaR using t∆ =1 and optimal t∆ =8.5. We focus on the first 
four columns in Table 5a, 5b, 5c, 5d and 5e. Here we can see that when we fixed 
the method by choosing Quasi Monte Carlo simulation and for each t∆ , we come 
out with Delta-Gamma approximation and Delta-Gamma-Skewness-Kurtosis 
approach. From the results, it showed that Delta-Gamma-Skewness-Kurtosis 
approach with optimal perturbation has the smallest MSE compared to others. 
Also, when we look at the experiments with optimal t∆ =8.5, again Quasi Monte 
Carlo simulation with Delta-Gamma-Skewness-Kurtosis performs very well 
compared to Monte Carlo simulation with Delta-Gamma-Skewness-Kurtosis 
approach. 
Both theoretical and numerical results show that Delta-Gamma-Skewness-
Kurtosis model together with Quasi Monte Carlo simulation provides a more 
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accurate result than Delta-Gamma only. This new method may perform better 
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CHAPTER 4 CONCLUSIONS  
In general, Delta-Gamma-Skewness-Kurtosis model is a very good approach in 
calculating VaR for non-linear portfolio. It overcomes the problem of poor 
convergence rate which faced by Delta-Gamma approach. Additionally, it is less-
time-consuming compare to other traditional approach like Heston (1993) 
approach.  
Besides that, it leads to a faster convergence rate when Quasi Monte Carlo 
simulation is chosen. The numerical results suggest that Quasi Monte Carlo 
method coupled with Sobol sequence can lead to a great variance reduction 
effects over standard Monte Carlo.  
This Delta-Gamma-Skewness-Kurtosis approach is very straightforward and easy 
to implement in practice. Numerical examples show the proposed method 
performs very well when perturbation is chosen as suggested in theory. Moreover, 
the speed of this approach is another attraction to the user. We do not have to use 
a couple of days to simulate the results and in contrast we can get all the results in 
a few minutes time.  
In this thesis, we focused on one dimension portfolio and it can be furthered to 
moderate high dimension portfolio in future. Also, this thesis can be extended to 
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consider the effect of other variance reduction technique on Monte Carlo and 
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APPENDIX A 
Proof of convergence rate 
In general, we have          
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Rewrite the equation (A1) in the following form: 
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Using Cramer rule we can solve ( )0
kf  by replacing kth column with 1, , nx x−L  
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So we have  
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APPENDIX B 
Proof of optimal t∆  
 
Based on Taylor series, we can write the following equation for our DGSK model. 
(Assume that (5)0 0f ≠ and (6)0 0f ≠ ) 
 
2 3 4 5 6
(1) (2) (3) (4) (5) (6) 6
1 0 0 0 0 0 0 0 ( )2! 3! 4! 5! 6!
T T T T Tf f Tf f f f f f o T= + + + + + + +  , 
 
2 3 4 5 6
(1) (2) (3) (4) (5) (6) 6
1 0 0 0 0 0 0 0 ( )2! 3! 4! 5! 6!
T T T T Tf f Tf f f f f f o T
−
= − + − + − + +  , 
                                          
2 3 4 5 6
(1) (2) (3) (4) (5) (6) 6
2 0 0 0 0 0 0 0
(2 ) (2 ) (2 ) (2 ) (2 )2 ( ),
2! 3! 4! 5! 6!
T T T T Tf f Tf f f f f f o T= + + + + + + +
 
2 3 4 5 6
(1) (2) (3) (4) (5) (6) 6
2 0 0 0 0 0 0 0
(2 ) (2 ) (2 ) (2 ) (2 )2 ( ).
2! 3! 4! 5! 6!
T T T T Tf f Tf f f f f f o T
−




where kf , 1, 2,...,k n= ± ± ± denotes the value of ( )f t  at t kT= , ( )0 kf denotes the 
value of the kth derivatives of f at 0t =  and 2( )no T is a term of the order of 
2nT coming from the truncation after 2n terms. Here I use n=2. Rewrite equation 
(B1) as 
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5 6 2 3 4
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Denotes our stock price which generated by Monte Carlo simulation by jix  , 
0, 1, 2i = ± ± , 
1,...,j m= . (m is the number of sample path) 
 
Assumptions 
(1) 0j jix x− independent and i.i.d ; 
(2) (1)jy  i.i.d, 1,...,j m= ; 
(3) 20( ) ( ), 1, 2,...,j ji iE x x T o T j mσ− = + = . 
 
















 ∆ −∆ =  ∆  
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