Improving the accuracy of cancer classification plays an important role in cancer-assisted diagnosis. Genes selection is an important factor for improving the accuracy of cancer classification. In this paper, based on the standard particle swarm optimization algorithm, an SRPSO algorithm with self-adaptive and reverse-learning mechanism is proposed. It is applied to select feature genes from microarray datasets, and the results are used for cancer classification via SVM to make 5-fold cross-validation. To evaluate the performance of SRPSO, four different cancer datasets including Colon, ALL_AML, MLL, and SRBCT were selected. Based on the evaluation process, the SRPSO algorithm provided better results on each dataset.
Introduction
In recent years, DNA microarray has introduced in the field of molecular research for deep understanding of molecular mechanisms and effective treatment of complex diseases. Microarray dataset includes thousands of different genes, but the number of samples is fewer than that of genes, so the results of the present methods are not precise enough. It is difficult to directly use it for data analysis. Gene selection algorithms are widely used in cancer characterization to find cancer related genes in microarray gene expression data.
Many researchers use different gene selection methods to select the most important genes from a group of genes to improve cancer classification accuracy [1] [2] [3] . In 1999, the signal-to-noise ratio feature selection method was proposed by Golub et al. [4] . Callow et al. proposed a two-sample T-test filter feature selection method [5] . Huber et al. proposed a two-sample permutation T-test method, which removes irrelevant genes from the data and selects differentially expressed genes as markers [6] . Dashtban et al. combined genetic algorithm and artificial intelligence to apply on the gene selection problem [7] .
Particle Swarm Optimization (PSO) is a stochastic, population-based optimization technique that can be applied to a wide range of problems [8] . However, the performance of PSO deteriorates as the dimensionality of the search space increases. To solve this problem, Potter suggested that the search space should be partition by splitting the solution vectors into smaller vectors [9] . Bergh applied Potter's technique to propose two new cooperative PSO models [10] . Tong et al. introduced the TH mutation algorithm in the particle swarm optimization algorithm, and proposed the EPSO algorithm of inertia weight reduction strategy [11] . Hybrid genetic algorithm and particle swarm optimization algorithm (HGA-PSO) [12] are used to select the optimal features. The RA-based PSO [13] algorithm was proposed and applied to high-dimensional classification data.
A Self-adaptive and Reverse-learning Particle Swarm Optimization algorithm(SRPSO) is presented in this paper. In order to evaluate the algorithm, it is applied on four different cancerous microarray datasets. The simulation results showed that SRPSO had the better performance in comparison to some other used gene selection methods.
Self-Adaptive and Reverse-Learning Particle Swarm Optimization Algorithm

PSO Algorithm
A simple explanation of the PSO's algorithm is as follows. Suppose that in a D-dimensional search space, the swarm consists of N particles, each particle represents a possible solution to the optimization task, let M denote the swarm size. For each individual i(1 ≤ ≤ ), a current position in the search space, expressed by X = ( 1 , 2 , ⋯ ⋯ , ) , and a current velocity = ( 1 , 2 , ⋯ ⋯ , ).During each iteration each particle accelerates in the direction of its own personal best solution found so far, as well as in the direction of the global best position discovered by any of the particle in the swarm, expressed by = ( 1 , 2 , ⋯ ⋯ , ). This means that if a particle discovers a promising new solution, all the other particles will move closer to it, exploring the region more thoroughly in the process, expressed by = ( 1 , 2 , ⋯ ⋯ , ). During each iteration, the velocity of the d-th dimension of the i-th particle is updated using (1) .
(1) where, t represents the t-th iteration, c 1 and c 2 are the acceleration coefficients. ω is the inertia weight, this value is typically setup to vary linearly from 1 to near 0 during the course of a training run. And r 1 and r 2 are elements from two uniform random sequences in the range (0,1).
The new position of a particle is calculated using (2). +1 = + .
(2)
SRPSO Algorithm
Particle Velocity Control
SRPSO applied the constriction factor illustrated in [14] to update each particle velocity in (3).
k represents a constriction factor in the Eq.3. And ≠ 4, = 1 + 2 when 1 + 2 > 4, = 0 if 1 + 2 < 4. c 1 and c 2 are linearly adjusted using (5) and (6) according to the number of iterations of the algorithm.
The value of each component in every vector can be clamped to the range [− , ] to reduce the likelihood of particles leaving the search space.
is a predetermined constant. It means that it only limits the maximum distance of a particle moving during one iteration.
Swarm P best Reverse Learning Mechanism
Through interactions between individuals in a particle swarm, PSO can find optimal solutions in complex search spaces. When the optimal particle iteration number is higher than the preset iteration number and the particle no longer changes, it means that the search is stagnant, the particle's reverse learning mechanism is turned on to overcome this problem.
The n stagnant particles take the reverse learning mechanism, and the remaining N-n particles continue the original learning mode. The learning object of the i-th particle reverse learning is the historical worst position of the particle, expressed by = ( 1 , 2 , ⋯ , , ⋯ , ) , and W = { 1 0 , 2 0 , ⋯ , 0 } is the worst particle set, which selected at the time of swarms initialization, individuals of the worst particle set, expressed by 0 = ( 1 0 , 2 0 , ⋯ , 0 , ⋯ , 0 )(1 ≤ ≤ ).
The corresponding particle reverse learning velocity update formula is (7) .
Where, (1 ≤ ≤ )is the value of the historical worst position in the j-th dimension, when particles iterated to the t-th generation. and 0 (1 ≤ ≤ )is the initialized value. And the inverse learning factors c 3 and c 4 , r 3 and r 4 are random numbers uniformly generated between [0, 1]. Particles having a distance between individuals greater than rejection radius R are included in the worst particle subset.
is used to record the stagnation iterations of the global optimal in normal learning, means the global maximum stagnation iteration. When ≥ , it indicates that the particle falls into the local optima, it is time to start the reverse learning and update , if is not changed, starts reverse learning again when the accumulation value of is larger than . If changed after the next iterations, need to be recalculated, and is obtained via the detection function Get_star( 
The Fitness Function
Every dataset is divided into five equal parts in order to calculate fitness value. One part is selected as a test set and the rest as training set. Repeate this action five times for every separate part. SVM was also applied as the classification model. The fitness value was equal to the average of acquired test accuracies from every repetition. The values of fitness function is updated by using Eq. 8.
Cancer Feature Gene Selection and Classification Based on SRPSO Algorithm
Dataset and Experiment
Four microarray datasets were used to evaluate the feasibility of SRPSO algorithm for gene selection, Colon [15] , ALL_AML, MLL and SRBCT [16] .
The Colon dataset contained two classes of normal and tumor data. The ALL_AML encompassed two classes of cancers, which are acute lymphoblastic leukemia (ALL) and acute myeloid leukemia(AML). The MLL dataset consisted of three classes of acute lymphoblastic leukemia (ALL), myeloid lymphoid leukemia (MLL), and acute myeloid leukemia (AML). The SRBCT dataset consisted of four classes of cancers, which are ewing sarcoma (EWS), non-Hodgkin lymphoma (NHL), neuroblastoma (NB), and rhabdomyosarcoma (RMS).
The data set is standardized to eliminate the influence of dimension on the classification effect, and the T-test is used to screen the data to remove the noise data. The top 100 genes with the smallest p value are selected as the global search space of SRPSO, in order to reduce the search burden of the particle swarm optimization.
Firstly, initialize a population with M of 20, and randomly select a particle of length 10, corresponding to gene index numbers, represented by ( = 1,2, ⋯ , ) . At the same time, the position set of the worst particle individual with scale m is 10 and whose particle length is also 10, represented by W = { 1 0 , 2 0 , ⋯ , 0 }. In the initial situation, the individual extremum is ( = 1,2, ⋯ , ) . During iteration, the individual fitness is calculated by the fitness function. If the fitness value of the individual is larger than , then update is . After updating the individual extremum, compare with to update the global optima. In this experiment, the maximum number of iterations is 100. The algorithm will end at any of the next conditions:
a) The 5-fold cross-validation correct rate is greater than 99.99% and the selected number of gene subsets is less than or equal to 10; b) The algorithm reaches the maximum number of iterations. Standard PSO algorithm and traditional GA algorithm were also implemented on the four same datasets. SVM classifier was used to calculate the fitness value. The kernel function used in SVM classifier was a radial basis function. Furthermore, 5-fold cross validation method was used for SVM validation. Each algorithm run 40 times independently for eliminating the uncertainty caused by the randomness of the algorithm. The parameters used by the three algorithms are shown in Table 1 . 
Experimental Results
Classification accuracy, recall and specificity are used to evaluate the performance of algorithms.
The average values of 40 times running results of SRPSO algorithm are shown in Table 2 . The number of selected genes and accuracy of SRPSO, PSO and GA are shown in Table 3 . The result shows that SRPSO algorithm can obtain higher classification accuracy, and fewer representative subsets of genes are selected. This algorithm is feasibility for gene selection and is benefit for cancer classification. In addition, the standard deviation of SRPSO is small, so it is stable, and has good robustness.
Summary
In this paper, SRPSO algorithm for feature gene selection and classification is proposed. Constriction factors are self-adaptively adjusted to control the particle velocity, and reverse learning ability is used to avoid stagnant. The SVM classifier is applied as the classification model in our proposed algorithm. Experimental result on four cancer microarray datasets shows that in most of the cases, SRPSO can get higher accuracy and fewer genes compared to PSO and GA. This algorithm can be used in feature gene selection and cancer classification problems.
