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ABSTRACT
Sofolahan, Mopelola A. Ph.D., Purdue University, December 2013. New CovarianceBased Feature Extraction Methods for Classification and Prediction of High-Dimensional
Data. Major Professor: Okan Ersoy.
When analyzing high dimensional data sets, it is often necessary to implement
feature extraction methods in order to capture relevant discriminating information
useful for the purposes of classification and prediction. The relevant information can
typically be represented in lower-dimensional feature spaces, and a widely used approach for this is the principal component analysis (PCA) method. PCA efficiently
compresses information into lower dimensions; however, studies indicate that it is not
optimal for feature extraction especially when dealing with classification problems.
Furthermore, for high-dimensional data having limited observations, as is typically
the case with remote sensing data and nonstationary data such as financial data,
covariance matrix estimation becomes unreliable, and this adversely affects the representation of data in the PCA domain. In this thesis, we first introduce a new
feature extraction method called summed component analysis (SCA), which makes
use of the structure of eigenvectors of the common covariance matrix to generate new
features as sums of certain original features. Secondly, we present a variation of SCA,
known as class summed component analysis (CSCA). CSCA takes advantage of the
relative ease of computing the class covariance matrices and uses them to determine
data transformations. Since the new features consist of simple sums of the original
features, we are able to gain a conceptual meaning of the new representation of the
data which is appealing for man-machine interface. We evaluate these methods on
data sets with varying sample sizes and on financial time series, and are able to show
improved classification and prediction accuracies.

1

1. INTRODUCTION
1.1

Problem Statement
Advances in computing have made it possible to study properties of high dimen-

sional data and financial data for tasks such as prediction and classification. There
are various methods used for classification of high dimensional data, some of which
include maximum likelihood classification, k-nearest neighbor classification, classification using correlation classifiers, and use of neural networks. Feedforward neural
networks, in particular, have been shown to be one of the best techniques to use for
stock market forecasting, since they are able to model arbitrary nonlinear functions
in much more powerful ways than previously possible by other classification methods.
However, even with these advances in computing, the performance of classifiers depend on the quality of the data on which they are used. Furthermore, the complexity
of the classification and prediction methods can be reduced if fewer dimensions are
used.
Pre-processing data by performing feature extraction is often necessary to capture
relevant discriminating information useful for the purposes of classification and prediction. The relevant information can typically be represented in lower-dimensional
feature spaces. In this work, we begin by studying principal component analysis
(PCA), a covariance-based feature extraction method. This method is effective for
feature extraction with the retention of maximum variability in the data. However,
it suffers from some drawbacks, such as being sensitive to the units of measurements
of features, and assigning more importance to features with large variances. It is also
difficult to gain a conceptual understanding of the features in the new PCA space.
These limitations of PCA motivated us to investigate alternative feature extraction
methods to be used with high dimensional data.
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The goal of this thesis is to develop new methods to be used for representing high
dimensional data in new feature spaces that enhance classification and prediction.
These new methods make use of covariance matrix properties of the data sets, and
are applicable to high dimensional data analysis, financial data analysis, as well as
multivariate data analysis. Furthermore, they show impressive results during analysis,
which make them promising alternatives to PCA for feature extraction when working
with classification and prediction problems in practice.

1.2

Organization of Thesis
• Chapter 1 covers introduction, motivation, and objectives of the thesis.
• Chapter 2 gives a brief introduction to high dimensional and financial data sets
and techniques for classification and prediction with such data. Also, discussions
about selected covariance-based feature extraction methods are presented.
• In Chapter 3, we propose a new covariance-based method for feature extraction,
to be called summed component analysis (SCA).
• Chapter 4 investigates classification of financial data, based on directional information, using a set of international financial indices. In this chapter, we
investigate the use of SCA with financial data for classification.
• In Chapter 5, we use SCA with components of the Dow Jones indices to perform feature extraction for the purpose of creating “new” indices as groups of
companies whose price information can be used to better predict the movement
of the stock market.
• The goal of Chapter 6 is to introduce a method called class summed component
analysis (CSCA) that aims to overcome the problem of poor data representation
due to inaccuracies in the sample covariance matrix estimate.
• The thesis is concluded in Chapter 7 and directions for future work are discussed.
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2. LITERATURE REVIEW
The purpose of this thesis is to present new covariance-based feature extraction methods to be used for classification and prediction problems on high dimensional data
and financial time series. Some of the widely used covariance-based feature extraction
methods for high dimensional data are principal component analysis, principal feature
analysis, and Fisher’s linear discriminant. In the case of financial time series analysis,
the derivation of a financial index from a large number of stocks can be seen as a way
to implement feature extraction and dimensionality reduction. This chapter presents
background information about each of these techniques for feature extraction, as well
as the properties of the high dimensional and financial data sets on which we will be
performing our analysis. We also discuss the different approaches that are taken in
practice towards classification and prediction of high dimensional data sets, such as
the use of discriminant analysis, neural networks, and technical analysis of financial
data.

2.1

High Dimensional Data
In certain cases, data sets used for analysis are high dimensional, i.e. they have a

large number of features. Examples of features include age, color, size, e.t.c. that are
expressed using numerical values. High dimensional data come from different fields
of study such as remote sensing, finance, biomedical imagine, e.t.c. The motivation for higher dimensionality is that an increase in the number of available features
should make it possible to better distinguish among larger and more complex sets
of classes [1]. However, with the large number of features comes what is typically
referred to as “the curse of dimensionality”. This refers to the rapid increase in computational complexity and classification errors in high dimensions [2]. Due to the
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curse of dimensionality, we need huge amounts of samples for high dimensional data
analysis, and this is not always feasible in practice. Studies have shown, however,
that high dimensional space is mostly empty; as a result, it is possible to reduce
dimensionality without losing significant information [1]. In the following section, we
give an introduction to financial data sets which are used for analysis in this thesis.

2.2

Financial Data
Financial time series are unique because they contain an element of uncertainty [3].

The stock market has been shown to be a nonlinear, dynamic, and chaotic system
[4, 5]. A chaotic system is a combination of a deterministic and random process,
and it appears random because it cannot be easily expressed [4]. The deterministic
process can be characterized using regression fitting, while the random process can
be characterized using statistical parameters of a distribution function [4].
In our analysis, we work with a variety of financial time series such as the Dow
Jones industrial (DJI), Dow Jones transportation (DJT), and Dow Jones utility
(DJU). The DJI, DJT, and DJU averages are derived from prices of U.S. market
stocks. The DJI index covers diverse industries such as financial services, technology,
retail, e.t.c., while the DJT and DJU indices are derived from twenty corporations in
the transportation industry and fifteen corporations in the utilities industry, respectively [6]. There are no rules for selecting the component stocks. However, stocks are
typically added only if they have excellent reputation, demonstrate sustained growth,
and are of interest to a large number of investors [6]. Each index is formed as a sum
of its component prices divided by a weighting factor, the Dow divisor, which ensures
continuity of the index whenever there are stock splits, substitutions, or spin-offs that
would otherwise distort the index value [6]. The Dow indices are commonly used by
investors to form judgments about the direction the market is heading [6], and to
serve as a general indicator of how the market reacts to different information [7].

5
2.2.1

Analysis of Financial Data

Historically, financial data analysis has been performed using technical analysis
and fundamental analysis. Technical analysis makes use of tools such as charts and
technical indicators derived from price and volume information for financial data
analysis [8]. Technical analysis assumes that financial markets move in trends which
can be captured and used for forecasting [8]. Fundamental analysis makes use of
a company’s financial conditions, operations, and/or macroeconomic indicators to
derive the intrinsic value of its common stock [9]. Fundamental analysis tells one to
buy/sell if the intrinsic value of a stock is greater/less than the market price [9].
More recently, pattern recognition techniques have been applied to solving problems of classification and prediction in financial time series. For such problems, statistical methods and neural networks are commonly used. Neural networks are able
to perform prediction using a classifier that has been trained to model the relationship between input and output variables [5], and they have been shown to outperform linear regression [10] since stock markets are complex, non-linear, dynamic, and
chaotic [5].
Features in financial data analysis are often chosen as vectors of past daily returns
[3]. Returns are typically used instead of prices because they have more attractive
statistical properties, such as being scale-free, and being weakly stationary [3]. This
is unlike price series which tend to be non-stationary mainly due to the fact that there
is no fixed level for prices [3]. Some studies also use technical indicators as feature
vectors [5, 11, 12], while others include volume information in addition to the vector
of daily returns to use as input [13].
Common methods to evaluate performance of classification and prediction on financial data are directional measures and magnitude measures [3]. Directional measures consider the future direction (up or down) predicted by the model while magnitude measures compare how close the predicted values match the actual values
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through the use of the mean squared error (MSE), mean absolute deviation (MAD)
and the mean absolute percentage error (MAPE) [3].

2.3

Feature Extraction
Dimensionality reduction aims at mapping high dimensional data to lower dimen-

sions in order to enhance class separability and to obtain optimal feature subsets for
use in pattern recognition algorithms. Techniques for dimensionality reduction can be
classified into two groups: feature extraction and feature selection. Feature extraction
is a technique that extracts a subset of new features from the original set by means of
a functional mapping, while keeping as much information in the data as possible [14].
Feature selection on the other hand, performs dimensionality reduction by simply selecting a subset of the original features based on some optimality measure [1]. Some
techniques for covariance-based feature extraction and feature selection are described
below.

2.3.1

Principal Component Analysis

Principal component analysis (PCA) aims to reduce the dimensionality of a data
set consisting of a large number of interrelated features, while retaining as much as
possible the variation present in the data [15]. An orthogonal linear transformation
is used to project the data to a new set of features, the principal components, which
are uncorrelated, and which are ordered so that the first few retain most of the
variation present in the original feature space [15]. To transform an n-dimensional
set of random observations in X ∈ Rn×m to a lower k-dimensional space Y ∈ Rk×m ,
the process for PCA analysis as described by Landgrebe [1] is outlined below:
1. The mean vector µX and the covariance matrix ΣX of X are first computed.
Now the linear transformation Y = At X is desired so that ΣY , the covariance
matrix in the transformed coordinate system is diagonal, this means that all
the features are uncorrelated.
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2. The principal components transformation, A, satisfies the equation
ΣY = AΣX At

(2.1)

and is found by solving the equation |ΣX − ΛI| = 0, where Λ is a diagonal
matrix whose diagonal elements are the eigenvalues of ΣX .
3. The solution to this eigenvalue equation 2.1 results in an nth order polynomial
that can be solved for the n eigenvalues (λi for i = 1, . . . , n).
4. The eigenvalues are then arranged in descending order and substituted into the
equation [ΣX − λi I]ai = 0 to obtain their corresponding eigenvectors, ai . Thus
A = [a1 , . . . , an ].
The direction of a1 is the direction of maximum variance, and the direction of an
is the direction of least variance. Thus, this transformation orders the features in
such a way that the first few features make the greatest contribution to the data
representation. Other advantages of PCA are as follows: it maximizes the variance
of the extracted features; the extracted features are uncorrelated; and it finds the
best linear approximation in the mean-square sense [2]. Some drawbacks to using
PCA are as follows: the PCA space is not guaranteed to be optimal for classification,
since the transformation is not optimized for class separability [1, 2, 14]. Furthermore, covariance-based PCA assigns high weights to features with higher variance,
regardless of whether they are useful for classification or not [2].

2.3.1.1

Principal Component Analysis and High Dimensional Data

In PCA applications on high dimensional data, the number of data points may
be less than the dimensionality. Performing PCA as described above proves to be
computationally infeasible in such cases [16]. For instance, given a D-dimensional
centered matrix, X, with N points (N < D), a more computationally efficient way to
determine the PCA transformation is to first evaluate XXt (an N × N matrix) and
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then find its eigenvectors vi and eigenvalues λi [16]. The D eigenvectors of the original
data space can then be computed as ui =

1
Xt v i
(N λi )1/2

[16]. Thus, the eigenvector

problem is solved in spaces of lower dimensionality with computational cost O(N 3 )
as opposed to O(D3 ) [16].

2.3.1.2

Principal Component Analysis and Financial Indices

Investors typically use prices of selected stocks to represent the stock market
or its sectors. However, following the behavior of each of these stocks can become
cumbersome. Hence there is the need to determine a financial index as a means
to extract the most important information from the prices of these stocks so that
this single average can be studied by investors. A financial index is a mathematical
construct that measures the value of the stock market (or a sector of it) using the
prices of stocks that have been selected to represent the market. Most quoted indices
are price indices since investors are concerned with price appreciation which serves to
increase rates of return [17].
The Dow Jones indices for example, are price weighted averages of selected companies. In particular, the Dow Jones industrial (DJI) average is a weighted average
of prices from thirty common stocks selected to represent the entire U.S market, covering diverse industries such as financial services, technology, retail, entertainment,
and consumer goods [6]. All stocks are equally weighted by a quantity known as
the divisor. The divisor is only changed in order to ensure continuity of the index
whenever stock splits or stock substitutions occur [17]. To determine the value of
the index, the prices of its component companies are summed up and divided by the
divisor.
In studies by Feeney and Hester, they designed a price index which assigned
weights to company prices so as to capture the maximum variance of the set of
reference stock prices over time [17]. Their studies led to the computation of the
PCA using the covariance matrix of stock prices so that the value of the vector along
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the first principal component direction gave a one-dimensional representation of stock
prices [17]. Stocks which were highly priced were found to be weighted heavily, as
well as stocks which had high variance. This new index was also found to be highly
correlated with the DJI, which confirmed the emphasis of both indices on high price
stocks. However, it should be noted that the period for which the analysis was
conducted showed a strong positive or upward trend in stock prices, which influenced
the high correlation between the first PC of the new index and the DJI [17]. For
periods during which the trend was removed, the new index bore little resemblance
to the DJI [17].

2.3.2

Principal Feature Analysis

Principal Feature Analysis (PFA) is a covariance-based feature selection technique
introduced by Cohen, Tian, et al. [18]. This technique chooses a subset of the original
features using the structure of the principal components to find a subset of the original
feature vector without any redundancy of information [18,19]. PFA involves clustering
of a set of data points using k-means algorithm [19]. The goal of clustering here is
for data reduction, therefore, less emphasis is placed on finding the best partition of
the data points, rather emphasis is placed on obtaining a reasonable consolidation of
the N data points into k clusters [19]. The steps for performing PFA on a zero-mean
n-dimensional feature vector X as outlined by Cohen, Tian, et al are as follows:
1. Compute the sample covariance matrix of X.
2. Compute the principal components and eigenvalues of the covariance matrix
ΣX using
|ΣX − ΛI| = 0

(2.2)

where Λ is a diagonal matrix whose diagonal elements are the eigenvalues of
ΣX , λ1 ≥ λ2 ≥ . . . ≥ λn , and A = [a1 , . . . , an ].
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3. Choose the subspace dimension q and construct the matrix Aq from A by
selecting the first q columns of A. q can be chosen based on how much variability
of the data set is to be retained.
4. Let V1 , V2 , . . . , Vn ∈ Rq be the rows of the matrix Aq .
5. Cluster the vectors |V1 |, |V2 |, . . . , |Vn | ∈ Rq to p ≥ q clusters using the k-means
algorithm. Choosing p ≥ q is usually necessary to retain the same variability
as PCA if desired. Note that each vector Vi represents the projection of the ith
feature of X to the lower dimensional space. Features that are highly correlated
will have similar |Vi |.
6. For each cluster, find the corresponding vector Vi closest to the cluster mean,
and choose the corresponding feature xi as the principal feature. The features
chosen represent each group optimally in terms of high spread in the lower
dimension and insensitivity to noise during reconstruction [18].

2.3.3

Parametric Eigenvalue-based Feature Extraction

This approach is based on the use of class separability criteria defined by functions of scatter matrices: the within-class covariance, the between-class covariance,
and the total covariance matrices [2]. The within-class covariance matrix shows the
arrangement of samples around their class means and is computed as [2]:
SW =

c X
X

(X − mi )(X − mi )t

i=1 X∈D

where
mi : mean of class i
m: total mean vector
c: number of classes
D: dimensionality of the input space.

(2.3)
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The between-class covariance matrix shows the scatter of the mean vectors around
the mixture mean [2], and it is computed as:
SB =

c
X

ni (mi − m)(mi − m)t

(2.4)

i=1

where ni is the number of samples in class i.
The total covariance matrix shows the scatter of all samples around the mixture mean,
and is found to be the sum of the within-class and between-class covariance matrices
[14]. Fisher’s linear discriminant optimizes the feature extraction transformation
Y = Wt X by maximizing a quantity which takes the ratio of the between-class to
within-class matrices as a function of the projection matrix W [16]:
J(W) =

2.4

Wt SB W
W t SW W

(2.5)

Techniques for Classification and Regression Analysis
In this thesis, we use two main techniques for classification. The first is maximum

likelihood classifiers and the second is feed forward neural networks.

2.4.1

Maximum Likelihood Classifiers

Maximum likelihood classifiers use information about the different class distributions for classification. A set Di of training samples belonging to class i are assumed
to be independent and identically distributed (i.i.d), and these are used to obtain estimates of unknown parameters of their distribution [20]. Parameters for the different
classes are assumed to be functionally independent, i.e., the training samples for one
class give no information about the parameters of the other class distributions [20].
Under the Gaussian probability density assumption, the d-variate Gaussian density
function has the form [20]
p(x) =

1

n 1
o
t −1
exp
−
(x
−
µ)
Σ
(x
−
µ)
1
d
2
(2π) 2 |Σ| 2

(2.6)
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where x is a d-component column vector
µ is the d-component mean vector
Σ is the d-by-d covariance matrix.
As described in [20], the minimum-error rate classification can be achieved by the use
of discriminant functions [20]
gi (x) = P (wi |x) =

p(x|wi )P (wi )
c
Σj=1 p(x|wj )P (wj )

(2.7)

gi (x) = p(x|wi )P (wi )

(2.8)

gi (x) = ln p(x|wi ) + ln P (wi )

(2.9)

where P (wi |x) is the posterior probability
p(x|wi ) is the conditional density (likelihood of wi with respect to x)
P (wi ) is the prior probability.
A feature vector x is assigned to class wi if gi (x) > gj (x) for all j 6= i.
For the multivariate normal, i.e., p(x|wi ) ∼ N (µi , Σi ), the discriminant function is
expressed as
d
1
1
ln 2π − ln |Σi | + ln P (wi )
gi (x) = − (x − µi )t Σ−1
i (x − µi ) −
2
2
2

(2.10)

When the classes are assumed to have density functions with a common covariance
specified by Σ, the decision boundary in feature space will be linear, with its location
and orientation depending on Σ, the sample covariance, and the class means [1]. Both
|Σi | and the d2 ln 2π terms in equation 2.10 are independent of i, and can be ignored as
superfluous additive constants [20]. Thus, the discriminant function in equation 2.10
can be simplified as
1
gi (x) = − (x − µi )t Σ−1 (x − µi ) + ln P (wi )
2

(2.11)

If the prior probabilities are the same for all c classes, then the ln P (wi ) term can be
ignored [20], and the function simplifies to gi (x) = (x − µi )t Σ−1 (x − µi ). Expanding
the quadratic form gi (x) = (x−µi )t Σ−1 (x−µi ) results in a sum involving a quadratic
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term xt Σ−1 x which is independent of i [20]. This term can be dropped, making the
resulting discriminant function linear [20].
In the general multivariate case, the classes have different covariance matrices,

and the only term that can be dropped from equation 2.10 is the d2 ln 2π term,

making the resulting discriminant function inherently quadratic [20]. Hence, we refer
to this case as the quadratic classifier.

2.4.2

Feedforward Neural Networks for Classification and Regression

A feedforward neural network or multilayer perceptron is made up of inputs which
are connected to one or more nodes in the input layer, and these nodes are then
connected to succeeding layers until they reach the output layer [3]. An example of
a feedforward network is shown in Figure 2.1.
Feedforward networks consist of basis functions that are fixed but adaptive, i.e.
they use parametric forms for the basis functions in which the parameter values are
adapted during training [16]. Neural networks use basis functions that are nonlinear
functions of a linear combination of inputs, where the coefficients in the linear combination are adaptive parameters [16]. They also transmit information from one layer
to the next using activation functions [3]. The basic neural network can be described
as a series of functional transformations. First we construct M linear combinations
of the input variables x1 , . . . , xD in the form [16]
aj =

D
X

(1)

i=1

where
aj : activations
(1)

wji : weights in the first layer of the network
(1)

wj0 : biases in the first layer of the network
and j = 1,. . . ,M

(1)

wji xi + wj0

(2.12)
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(2)
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y1
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(2)

z1

w10
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z0

Fig. 2.1. Network diagram for the two-layer neural network corresponding to (2.15). The input, hidden, and output variables are represented by nodes, and the weight parameters are represented by links
between the nodes, in which the bias parameters are denoted by links
coming from additional input and hidden variables x0 and z0 . Arrows
denote the direction of information flow through the network during
forward propagation [16]
.
Each activation is transformed using a differentiable, nonlinear activation function
h(.) to give the outputs of the hidden units [16]:
zj = h(aj )

(2.13)

The nonlinear functions h(.) are generally chosen to be sigmoid functions such as the
tanh function or the logistic sigmoid function [16] shown in Figure 2.2. These outputs
are then linearly combined to give output unit activations [16]:
ak =

M
X

(2)

j=1

where
(2)

(2)

wkj zj + wk0

wkj : weights in the second layer of the network

(2.14)
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Fig. 2.2. Logistic sigmoid function h(ξ) =
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1
1+e−ξ

.
(2)

wk0 : biases in the second layer of the network
and k = 1, . . . , K, where K is the total number of outputs.

Finally, the output unit activations are transformed using an appropriate activation function to give a set of network outputs yk [16]. The choice of the activation
function is determined by the nature of the data and the assumed distribution of
the target variables [16]. For standard regression problems, the activation function is
usually the identity, so that yk = ak [16]. For multiple binary classification problems,
each output unit activation is transformed using a logistic sigmoid function, and for
multi-class problems a softmax function is used [16]. Combining the above equations,
the overall network output can be expressed as
yk (x, w) = f

(2)

wk0 +

M
X
j=1

(2)

(1)

wkj h wj0 +

D
X
i=1

(1)

wji xi

!!

(2.15)
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where the set of all weight and bias parameters have been grouped together into a
vector w [16].
Thus, the neural network model is a nonlinear function that relates a set of input
variables to a set of output variables controlled by a vector of adjustable parameters (weights and biases) [16]. The function in Equation 2.15 is referred to as a
semi-parametric function, since we know its functional form but not the number of
nodes and their weights and biases [3]. Feedforward networks with hidden layers can
approximate any continuous nonlinear function by increasing the number of hidden
layer nodes - this is known as the universal approximation property of multilayer
perceptrons [3].

2.4.2.1

Training, Validation and Testing with Neural Networks

Training a neural network involves determining the number of nodes and values
of the weights and biases to use for properly modeling the data. Before training, it is
important to first pre-process the data since the quality of the data used for training
the network affects the accuracy of training [21]. Multilayer perceptrons can generalize
well only within the range of inputs for which they have been trained, therefore, it is
important that the training data spans the full range of the input space [21]. Some
of the techniques used to pre-process the data include normalization within the range
of [-1, 1] [22], normalization of the inputs and targets to have zero mean and unit
variance, and PCA analysis on the input vectors [21]. Once the network outputs are
simulated, they are transformed back into the original units of the target data using
the inverse of the pre-processing transformation.
Furthermore, when training the neural networks, the data is typically divided
into three sub sets - training, validation, and testing sets. The training set is used to
update the network weights and biases. The validation set is used to determine the
network with the best predictive performance on an independent test set by comparing
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the forecasting performance of different trained networks on the validation set and
selecting the network that gives the best forecasting accuracy to use for inferring
the output of the testing data [3]. The testing data is not used during training
or validation, and provides an objective measure of the performance of the trained
network.
The number of input and output nodes in a neural network are determined by
the dimensionality of the data set, whereas the number of hidden layer nodes is a
free parameter that can be adjusted to give the best predictive performance [16].
Selecting a large value for the number of hidden layer nodes will lead to increased
complexity of the network and overfitting on the training data, while a value that is
too small will result in a network that is not complex enough to model the relationship
between the input and output data. One of the ways to control the complexity of
the neural network to avoid overfitting is by implementing the procedure of early
stopping [16]. During training, the defined error function reduces with increasing
iteration. However, the error measured with respect to an independent validation set
initially decreases, followed by an increase as the network begins to overfit on the
training data [16]. The validation set can thus be used for early stopping by halting
training at the point when the minimum error of the validation set is reached [16].

2.4.2.2

Backpropagation Algorithm for Training

The backpropagation (backprop) algorithm trains the neural network with the goal
of minimizing the error function for a feedforward network. The algorithm consists
of an input layer, one or more hidden layers and an output layer. When training
a multilayer perceptron, the training algorithm involves an iterative procedure for
minimizing the error function, with adjustments to the weights being made in a
sequence of steps [16]. At each step, the derivatives of the error function with respect
to the weights are evaluated (backprop provides a computationally efficient method
for evaluating these derivatives), while the errors are propagated backwards through
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the network, the derivatives are then used to compute the adjustments to be made
to the weights [16]. A summary of the backpropagation algorithm is outlined below:
1. Apply an input vector xn to the network and forward propagate through the
network.
2. Evaluate the errors, δk , between the outputs of the network and the target
outputs.
3. Calculate the errors for the hidden layer nodes by backpropagating the δ’s from
the output to obtain δj for each hidden unit in the network.
4. Evaluate the derivative of the error function with respect to the weights and
update the hidden layer weights.

2.4.2.3

Use of Neural Networks with Financial Data

Neural networks are able to capture deterministic and random features, hence
they are ideal for modeling chaotic systems [4, 22]. In fact, they have been shown
to learn the nonlinear relationships that exist between inputs and outputs in the
stock market [4, 5], and as such, they are widely used to predict financial markets
[4, 5, 7, 8, 23, 24]. It should also be noted that neural networks make no assumption
about the underlying statistical distributions in the data [22]. There are some issues
that must be considered when working with neural networks, the first of which is the
training data size. The training data size needs to be large enough, so as to present
enough examples of patterns that exist in the data to the network during training [22].
However, we have to be careful about not using too large a training set, which could
include much older data that could lead to the network learning patterns of no value
to the current market situation [4]. Secondly, there is no “best” network to use for
training every kind of financial data, since the network architecture depends a lot on
the input data set. Finally, it is important not to overfit the training data by using
overly complicated networks, since these will generalize poorly during testing.
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3. SUMMED COMPONENT ANALYSIS (SCA)
In the analysis of high dimensional data, it is often necessary to project data from
a higher dimensional space to a lower dimensional space while retaining as much
of the relevant information in the data as possible. Many approaches have been
developed for dimensionality reduction, such as principal component analysis (PCA),
independent component analysis (ICA), and principal feature analysis (PFA). PCA
aims to represent data in a lower dimensional linear space, known as the principal
subspace, such that the variance of the projected data is maximized [16].The principal
subspace consists of new orthogonal features, the principal components, which are
formed as weighted sums of the original features [16]. With ICA, the goal is to
determine a linear representation of non-gaussian data so that the components are
statistically independent, or as independent as possible [25]. Finally, with PFA, the
goal is to select a subset of the original features rather than finding a mapping that
uses all the original features [18, 19]. These approaches to dimensionality reduction
suffer from some drawbacks. With PCA and ICA, it is difficult to assign any physical
interpretation to the features in the new space, since each new feature is derived as a
linear combination of all the initial variables with different weightings [26]. PFA does
not suffer from this drawback, since only a subset of the features which retain their
physical meanings are selected. However, it results in a loss of information as majority
of the features are discarded. Furthermore, with PCA, while the transformation
gives a new feature space that is selected to make the greatest contribution to the
representation of the original data, this does not always lead to improvement in
classification [1].
Summed Component Analysis (SCA) is an efficient method that exploits the structure of PCA and PFA to find a lower k-dimensional space which makes use of all the
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original features by first dividing the features into k non-overlapping groups which
are each summed to create k new features.
The chapter is organized as follows. We begin with a theoretical derivation of
SCA and explain how it is different from PCA and PFA in Section 3.1. Next we
comparatively investigate the methods of SCA and PCA in the classification of synthetically generated Gaussian mixture data and Wisconsin Diagnostic Breast Cancer
data obtained from the UC Irvine machine learning repository [27]. The metrics used
to evaluate performance are described in Section 3.2. We then compare the classification performance for the SCA-transformed data and the PCA-transformed data in
Section 3.3. Finally, in Section 3.4 we conclude with a discussion of our results and
future work.

3.1

SCA Theory
To transform a set of random observations in a matrix X ∈ Rn×m to a lower di-

mensional space Y ∈ Rk×m using SCA, we begin with the steps used in PCA. Given
that X has zero mean, with rows corresponding to features and columns corresponding to observations, the transformation matrix T that takes Xn×m → YPCAn×m is
obtained by finding the transpose of the orthogonal matrix A. The columns of the
matrix A consist of the eigenvectors of Σx , the covariance matrix of X, arranged in
decreasing order of their associated eigenvalues. Given the eigen-decomposition of
Σx , it is written as
Σx = AΛAt

(3.1)

where Λ is a diagonal matrix with diagonal elements being the eigenvalues of Σx , λ1 ≥
λ2 ≥ ...λn . The columns of A are the eigenvectors of Σx . The PCA transformation
is given by
YP CA = At X

(3.2)
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where the transformation matrix T = At . Typically, a lower k dimensional subspace
is desired. To obtain this, only the first k eigenvectors in A are used to form the
transformation matrix.

Let us designate the rows of the matrix A as v1 , v2 , . . . , vn ∈ Rn . The elements of
each vector vi correspond to the weights used with the ith feature of X to generate
the ith feature in the PCA space [18]. PFA makes use of the property that features
which are highly correlated will have similar weight vectors vi while features that are
uncorrelated will have weight vectors that are quite different [18]. With PFA, the
subset of features is chosen by clustering the vi vectors into k clusters to determine
those features which are highly correlated, and then choosing one feature from each set
- the feature used with the vector which is closest to the mean of the cluster. The idea
behind this is that the vector vi closest to the mean vector of the cluster represents
the cluster best and points to a corresponding input feature. This is believed to be a
good representation of the original data [18, 19].
In SCA, we first perform the same steps as in PCA to obtain the orthogonal
matrix A. The rows of this matrix are similarly labeled as v1 , v2 , . . . , vn ∈ Rn . We
next perform k-means clustering to cluster these vectors. The key difference between
SCA and PFA is that we retain all the features in SCA by summing related ones as
described in the steps below.
1. Compute the matrix A as defined in equation (3.1).
2. Keeping the entire n dimensional space for A, i.e., retaining all the eigenvectors
of Σx , we find k clusters of the vectors v1 , v2 , . . . , vn using the k-means clustering
algorithm with Euclidean distance as the distance metric.
3. For the first cluster, replace the vectors in the cluster with the vector w1 which
is the vector that is closest to the center of the first cluster. Repeat this step
for the remaining k − 1 clusters. This results in an approximation to the matrix
A, which we denote as Ã.
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For instance, if k = 2 clusters, let us assume that v1 , v2 , v3 are assigned to cluster
1, and replaced with center vector w1 ; v4 , v5 , . . . , vn are assigned to cluster 2 and
replaced with center vector w2 . Ã can be expressed as
 


· · · · · · w1 · · · · · ·
1
0
 


 


· · · · · · w1 · · · · · ·  1
0
 


 



· · · · · · w1 · · · · · ·  1
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 ······w ······
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Ã = · · · · · · w2 · · · · · · = 0
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 ······w ······
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· · · · · · w2 · · · · · ·
0
1

(3.3)

Let us define the matrix W consisting of the vectors closest to each cluster center


· · · · · · w1 · · · · · ·

(3.4)
W=
· · · · · · w2 · · · · · ·

Therefore, YSCA which is an approximation to YP CA , can be expressed as
YSCA = Ã′ X

(3.5)
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(3.6)

(3.7)

Thus, XSCA , is obtained by summing the features in X with indices decided by each
cluster. In general, for k clusters, XSCA would be of the form
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XSCA

· · · · · · XSCA1 · · · · · ·







· · · · · · XSCA2 · · · · · ·




= · · · · · · XSCA3 · · · · · ·




..


.


· · · · · · XSCAk · · · · · ·

(3.8)

Note that XSCA consists of k derived features, which are obtained as the sums
of features that are related to each other based on the clustering algorithm. Thus,
unlike PFA, we make use of all the original features of X, and we do so by summing
the features decided by each cluster, so that the k XSCA features consist of equally
weighted linear combinations of the features in X which are highly correlated. Also,
unlike PCA, SCA does not depend so much on the accuracy of the covariance matrix
used to determine the transformation. The transformation matrix for PCA consists of
the eigenvectors of the covariance matrix; therefore, if the estimate of the covariance
matrix is poor, the weights assigned to the features during PCA transformation would
be inaccurate. SCA, on the other hand, only uses the eigenvectors of the covariance
matrix initially to determine which groups of features to sum. Since the features
are all weighted equally, the method is more robust to inaccuracies in the covariance
matrix estimate.

3.2

Experiments
We experiment with the SCA algorithm using different data sets. First we use

data sets with known statistics. For these, we generate synthetic Gaussian mixtures
for which different mean and covariance matrix configurations are specified. The goal
is to determine the correct classes to which the data points belong. Secondly, we
use the Wisconsin Diagnostic Breast Cancer (WDBC) [27] data set which consists of
30 measurements (features) and corresponding diagnosis for 569 patients. With this
data set, we also want to predict the correct class for each patient using the given
measurements.
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To implement SCA, we begin by partitioning the data into two sets - the first
is used for training and validating, and the second is used for testing. A quadratic
maximum likelihood classifier is used to determine the separating hyperplanes for
classifying the data points in the first set. From this we determine the training
accuracy for the range of k number of features. The classifier is then cross-validated
on the first data set using a 10-fold cross-validation. The smallest k value that gives
a higher validating accuracy than that achieved with quadratic discriminant analysis
classification on the original data is chosen as the optimal number of features to be
used for SCA transformation on the testing set. The classifier defined on the training
set for k features is then used on the testing set and the testing accuracy is determined.
The same process is implemented using PCA transformation on the data set so that
the classification accuracy of the PCA-transformed and SCA-transformed data can
be compared.
Furthermore, we evaluate the degree to which classes that are represented in
the SCA space are clustered by using scatter matrices. We compute the trace of
the between-cluster (SB ) to within-cluster (SW ) scatter ratio tr[SW −1 SB ], with large
values indicating good partition of the data classes [20].
The between-class scatter matrix is computed as:
SB =

c
X

ni (mi − m)(mi − m)t

(3.9)

i=1

The within-class matrix is computed as:
SW =

c X
X
i=1 x∈D

where
ni : number of samples in class i
mi : mean of class i
m: total mean vector
c: number of classes

(x − mi )(x − mi )t

(3.10)
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3.2.1

Synthetic Gaussian Mixture Data

The synthetic Gaussian mixture data consists of Gaussian samples from different Gaussian probability density functions. The data is generated using a Gaussian
Mixture Model (GMM) in which the probability density function is expressed as a
weighted combination of Gaussian component densities [28]. A Gaussian mixture
with M components is written in the form
p(x) =

M
X

P (j)p(x|j)

(3.11)

j=1

where
x: D-dimensional data vector
P (j): mixing coefficient (prior probability) for component j
p(x|j): D-variate Gaussian density function for component j described by a mean
vector µj and covariance matrix Σj
By constraining the mixing coefficients
M
X

P (j) = 1

(3.12)

0 ≤ P (j) ≤ 1

(3.13)

j=1

and choosing normalized density functions
Z

p(x|j) dx = 1

(3.14)

we guarantee that the model represents a density function [29].
With each D-variate Gaussian density function having the form,
p(x|j) =

o
n 1
t −1
(x
−
µ
)
Σ
(x
−
µ
)
exp
−
j
j
1
j
D
2
(2π) 2 |Σj | 2
1

(3.15)

the covariance matrix Σj can be chosen in one of three forms. It could be spherical,
i.e., a scalar multiple of the identity matrix (Σj = σj2 I); it could be diagonal (Σj =
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2
2
diag(σj,1
, . . . , σj,D
); or it could be Full (any positive definite D × D matrix) [29].

Additionally, parameters can be shared among the Gaussian components, such as
having a common covariance matrix for all components [28], or having common means.
We use the Netlab gmm function [29] to generate a Gaussian mixture data set
sampled from a 3 component Gaussian mixture with 20 dimensions. The data set
has 2100 observations (rows), and 20 features (columns) with each row assigned to
one of three classes. The prior class probabilities are set to be equal; the class means
are different; the covariance values of class 1 and class 3 are set equal the same full
positive definite matrix, while the covariance matrix of class 2 is a diagonal covariance
matrix. Figure 3.1 and Figure 3.2 show 3D scatterplots of the synthetic data set. The
three axes are obtained by performing PCA and SCA transformations on the data
sets respectively.
3 PCA features of the 3 classes
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Fig. 3.1. 3D Scatterplot of Gaussian Data in PCA Space
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3 SCA features of the 3 classes
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Fig. 3.2. 3D Scatterplot of Gaussian Data in SCA Space

3.2.2

Wisconsin Diagnostic Breast Cancer (WDBC)

The Wisconsin Diagnostic Breast Cancer (WDBC) data set [27] consists of 30 measurements (features) and corresponding diagnosis for 569 patients. Each measurement
belongs to either the class of malignant tumors or benign tumors. Figure 3.3 and Figure 3.4 show 3D scatterplots of the WDBC data set. The three axes are obtained by
performing PCA and SCA transformations on the data set, respectively.
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3 PCA features of the 2 classes
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Fig. 3.3. 3D Scatterplot of WDBC Data in PCA Space
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3 SCA features of the 2 classes
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Fig. 3.4. 3D Scatterplot of WDBC Data in SCA Space

3.3

Results
We compare the results of classification accuracy with the original data sets and

the data sets after they have been pre-processed with SCA and PCA.
Figure 3.5 shows plots of the validating and testing accuracies using the synthetic
Gaussian data.
From Figure 3.5(a), we observe that the smallest number of features that achieves
at least the best validating accuracy obtained with the original data (in this case
100%) is k = 6 for SCA transformation, and k = 12 for PCA transformation. Figure 3.5(b) shows the plot of testing accuracies for different k values. As expected
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(a) Validating Accuracy.
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Fig. 3.5. Gaussian Data: Validating and Testing Accuracies for Range of k Values.
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Table 3.1
Gaussian Data: Percentage Classification Accuracy on Test data.
k

SCA (%)

PCA (%)

1

93.52

42.76

2

93.43

56.56

3

96.76

68.95

4

98.67

77.52

5

99.05

82.29

6
..
.

99.05
..
.

80.48
..
.

12

88.00

100.00

from the results of validation, SCA achieves maximum testing accuracy (of 99.05%)
with a minimum of k = 6 summed components. For the PCA-transformed data, the
maximum accuracy is achieved with a minimum of k = 12 principal components.
From the testing accuracies shown in Table 3.1 and Figure 3.5(b), it is evident that
SCA is able to achieve the highest classification accuracy with half the dimensionality it takes for PCA to achieve the same accuracy, with both techniques using fewer
dimensions than the original dimensionality of the data set. The plots of class scatter
are also studied in Figure 3.6 for the Gaussian data.
Figure 3.6(a) and Figure 3.6(b) of the class scatter measure indicate that the
separability between the classes is comparable for both the SCA-transformed and
PCA-transformed data. For k ≤8 the values of class scatter for the SCA-transformed
data are slightly greater than the corresponding PCA-transformed data values. From
visually inspecting Figure 3.1 and Figure 3.2, we observe that the degree to which
the classes are clustered is higher in the 3D SCA domain than the 3D PCA domain.
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Gaussian Data: Class Scatter for Validating Set
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(a) Gaussian Data: Validating Class Scatter
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Fig. 3.6. Class Scatter Measure for Gaussian Data.
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Fig. 3.7. WDBC Data: Validating and Testing Accuracies for Range of k Values.
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Table 3.2
WDBC Data: Percentage Classification Accuracy on Test data.
k

SCA (%)

PCA (%)

1

89.44

89.44

2

89.44

90.49

3

93.66

91.90

4

94.37

92.61

5

94.37

92.96

6

95.42

94.01

7

96.83

93.67

Figure 3.7 shows plots of the validating and testing accuracies using the WDBC
data set. From Figure 3.7(a), we observe that the smallest number of SCA features
that first attains a validating accuracy better than that obtained with the original data
(in this case 94.39%) is k = 5, with k = 7 attaining the highest validating accuracy.
For k = 5 → 7, the validating accuracies for SCA are also greater than those for
PCA. The PCA-transformed data does not attain the maximum validating accuracy
obtained with the SCA-transformed data set for any value of k. Figure 3.7(b) shows
the plot of testing accuracies for different k values. As expected based on the results
from validation, SCA achieves maximum testing accuracy (of 96.83%) with k = 7
summed components. Table 3.2 shows testing accuracies for k ranging from 1 to 7.
We can conclude that SCA is able to achieve the highest classification accuracy with
about a fourth of the original dimension of the data set. The maximum classification
accuracy attained with the SCA-transformed data at a low dimension (k=7) surpasses
the maximum accuracy attained with the PCA-transformed data at higher dimension
(k=21) and the classification accuracy attained with quadratic maximum likelihood
classification on the original test data. The plots of class scatter are also studied in
Figure 3.8 for the WDBC data.
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WDBC Data: Class Scatter for Validating Set
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(a) Gaussian Data: Validating Class Scatter

WDBC Data: Class Scatter for Testing Set
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Fig. 3.8. Class Scatter Measure for WDBC Data.
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Figure 3.8(a) and Figure 3.8(b) of the class scatter measure also indicate that
the separability between the classes is comparable for both the SCA-transformed and
PCA-transformed data. For k ≤10 the values of class scatter for the SCA-transformed
data are slightly greater than the corresponding PCA-transformed data values. From
visually inspecting Figure 3.4 and Figure 3.4, we observe that the in both the 3D-SCA
and 3D-PCA domain, both classes appear to be clustered fairly well.

3.4

Conclusions and Future Work
We have shown a new approach to dimensionality reduction of features using

summed component analysis. SCA has the advantages that features in the SCA space
have a simpler conceptual meaning to the user and no information is lost during the
transformation. SCA performs better than PCA at low values of k since we are able
to extract and enhance (by summing)the main underlying features that determine
the behavior of the data set. As k increases to the original dimension of the data,
we have multiple features having similar underlying impact on the behavior of the
data and these features are not enhanced so that the most impactful dynamics of
the data are no longer used for analysis. Also, our observations show that for data
in which class clusters are clearly visible, such as the example data sets, SCA is a
viable competitor to PCA for dimensionality reduction as a pre-processing step for
classification. Therefore, for classification in a lower dimensional space, SCA would
be a better choice than PCA for such data sets. We also show with plots of the
class scatter measure that for lower dimensions the degree to which the classes are
clustered is higher in the SCA domain than the PCA domain. Thus, not only does
SCA perform better than PCA for enhancing classification of the data sets, it also
proves to be better at representing the data in lower dimensions.
In the chapters that follow, we will investigate the performance of SCA with data
sets for which there are few observations compared to the data dimension. We will
also discuss the properties of SCA which make them useful to be applied to financial
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data, and show how SCA and PCA transformations can be used with financial data
to provide more insight to technical analysis.
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4. FINANCIAL DATA CLASSIFICATION WITH SCA
Financial data are known to exhibit certain common features which must be taken into
consideration during data analysis. Some of these properties include the following:
1. The unconditional distribution of financial time series have fatter tails than
Gaussian distributions [30].
2. The conditional and unconditional distribution of financial time series is asymmetric, and tends to be more negatively skewed, i.e. there tends to be more
extreme negative returns than extreme positive returns [30].
3. As the the time interval between returns lengthens, the return distribution
gets closer to the normal distribution, i.e. daily returns are less like normal
distributions, while annual returns are more like normal [30].
4. Returns generally do not show serial correlations, i.e., correlations between a
variable of interest and its prior values, except in the case of returns over large
periods of time [30].
5. Correlations between asset returns tend to increase especially during periods of
high volatility [30].
6. Financial time series exhibit volatility clustering, i.e., large positive (or negative
returns) tend to follow each other [30].
Given that there is typically no upper limit for the value that financial time series
such as foreign exchange rates and price series of assets can attain, they are usually
non-stationary [3]. Another example of a non-stationary time series is the random
walk model [3]. The random walk model has been used extensively to model financial
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markets since stock prices are assumed to be random and unpredictable [8]. The efficient market hypothesis states that the current market price fully reflects all available
information about a stock, thus price changes are mainly due to new information and
independent of existing information [9]. Following from the efficient market hypothesis, since news happen randomly in reality, stock markets should indeed follow a
random walk pattern and the next price can best be predicted as the current price,
thus making attempts to predict the stock market useless [8, 9]. Recent studies, however, show that there are in fact times when the stock market can be predicted to
some degree, and thus they reject the random walk behavior of stock prices [31].
Although these studies reject the random walk behavior of stock prices, they agree
that stock prices behave approximately like random walk processes, and thus their
predictability should not be much more than 50% [9]. Accuracy results of about 56%
are typically reported as satisfactory for stock prediction [9].
Most studies of financial data are done with technical analysis. Technical analysis
is based on the premise that the market action (price and volume) contains all the
information needed for prediction [9], and makes use of tools such as charts, and technical indicators (obtained by applying formulas to price data of the given security)
for financial data analysis. Technical analysis serves to alert a trader to study price
action; confirm other technical analysis tools; or to predict the direction of future
prices [32]. The problem with technical analysis is that it is self-destructing, i.e. once
a profitable trading strategy becomes well known, all traders will tend to buy/sell at
the same time, thus neutralizing the profitability of the trading strategy [9]. Other
studies of financial data are done with fundamental analysis, i.e. a company’s financial conditions, operations, and/or macroeconomic indicators are used to derive the
intrinsic value of its common stock [9]. Fundamental analysis tells one to buy/sell if
the intrinsic value of a stock is greater/less than the market price [9]. Critics of this
approach argue that the intrinsic value of a stock is always equal to its current price.
In this chapter, we use pattern recognition and prediction methods to determine
the direction of future prices of financial data. The financial data set used consists of
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returns of eight international financial indices obtained for January 5, 2009 to February 22, 2011 from Yahoo Finance and Investing.com. Our goal is to forecast one of
the financial indices (the reference series) using the remaining seven indices. The data
used here was also used by Akbilgic and Bozdogan for forecasting the future direction of these financial indices with the aid of a Hybrid Radial Basis Function Neural
Network [24]. Akbilgic and Bozdogan made use of a genetic algorithm to determine
the best subset of indices to use as observations. Our approach to forecasting the
financial series is to make use of SCA to determine sums of financial indices to be
used as observations and then use maximum likelihood classifiers to assign these observations to one of two classes (Buy or Sell) which are based on the daily directional
movement of the reference series (bullish or bearish). As in the previous chapter,
PCA analysis for feature extraction on the observations is also used in comparison to
the performance of SCA.
The chapter is organized as follows. We begin with a discussion of the financial
data set and how it is prepared for use in classification in Section 4.1. The metrics
used to evaluate performance and the experimental cases are discussed in Section 4.2;
results are presented in Section 4.3 along with discussions of the results. Finally, in
Section 4.4, we give conclusions and directions for future work.

4.1

Financial Data Compilation
Daily closing prices for eight related international financial indices were down-

loaded from January 5, 2009 to February 22, 2011. The international indices include Istanbul stock exchange (ISE100), Standard & Poor’s 500 (SP), Germany
stock market index (DAX), UK stock market index (FTSE), Japan stock market
index (NIKKEI), Brazil stock market index (BOVESPA), MSCI European index
(MSCI EU), and MSCI emerging markets index (MSCI EM). These indices were obtained from Yahoo Finance and Investing.com. We select one of the indices, the
ISE100, as the reference series and study the relationship between the movement of
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this index and the remaining related indices so as to forecast the movement of the
reference index. The daily prices are first transformed into returns before being used
for analysis. We compute the continuously compounded return or log return, which is
the natural logarithm of the simple return of an asset. The simple return is computed
as
P (t)
−1
P (t − 1)

(4.1)

 P (t) 
R(t) = ln
P (t − 1)

(4.2)

Rs (t) =
and the log return as

where
P (t) is the price at time t.

We use returns, rather than prices, for analysis because the return of an asset is a
complete and scale-free summary of the investment opportunity, and also because
return series have more attractive statistical properties which make them easier to
handle than price series [3]. In finance literature, it is common to assume that an
asset return series is weakly stationary [3]. This is unlike price series of an asset,
interest rates, and foreign exchange rates, which tend to be non-stationary. For price
series, the non-stationarity is mainly due to the fact that there is no fixed level for the
price. Such non-stationary series are referred to as unit-root non-stationary series, an
example of which is the random walk model [3]. Furthermore, in finance literature,
the multivariate normal distribution is often used to model the log return R(t) of an
asset, as this makes its statistical properties more tractable [3]. After computing the
log returns of all the indices, we determine 1-day and 2-day lagged returns. These
lagged returns are used as the observations having a relationship with the directional
movement of the reference series. Thus, the observations consist of 1-day lagged and
2-day lagged returns of all the related financial indices (including lagged returns of
ISE100), while the classes are determined based on the direction of the ISE100 series
(1 - Uptrend/Buy and 2 - Downtrend/Sell). To enhance classification, we employ the
SCA feature reduction method as described in Chapter 3 on the observations. The
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classification performance for the case in which SCA is implemented is compared with
classification done on data in the PCA domain.

4.2

Experiments
We perform two test cases. For the first experimental case, we choose the ISE100

return series as the reference series and use the previous day’s return and the return
two days prior for all the the international indices as the observations. We begin with
536 daily return values, and after creating the lagged returns, we have 534 return
values to use in our experiment. Thus, at a given time, an observation is a vector of
length 16. The first 8 values come from the previous day’s returns of all the 8 financial
indices, and the remaining 8 values from the returns two days prior. Each observation
is assigned to a class 1 or 2 as described in Section 4.1. For training, we select a
window (W = 250) of observations and their corresponding classes, and use these to
construct a quadratic maximum likelihood (ML) predictive model. The direction of
the reference series for the next day is forecasted using the predictive model with the
vector containing the previous day’s return and the return two days prior to the day
we wish to forecast. Each time the model is trained, we use the predictive model
to forecast the next window (W ts = 20) of days immediately following the training
set. The training window moves by W ts days after each instance of prediction, and
the process is repeated by making the next selection of W inputs and outputs to use
again for training the classifier until we go through the entire length of observations.
Each time the classifier is trained, the outputs for the next batch of W ts days are
predicted. We also implement SCA and PCA feature extraction methods on the data
that are selected as input to the classifier. For SCA and PCA methods, we determine
the predicted output for the range of values of components (k = 1 : 16). We then
perform a consensus on the assigned classes for different ranges of k to determine the
average decision made by the classifier.
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For the second experimental case, we also use the ISE100 return series as our
reference series and compute the previous day’s return and the return two days prior
for all the indices to use as observations. However, here we introduce a validating set
to be used after each instance of training to determine the number of PCA and SCA
components (k) that will give the best prediction of the output during the testing
phase. This is accomplished by dividing the window W , of the training data into
a sub-training and validating set. For the validating set we use the most recent
or last W val observations, while the sub-training set makes use of the earliest W −
W val observations. Thus, we use 230 observations in the training set and W val =
20 observations for validating the classifier. The values of k that give the highest
validating accuracy are used to determine the number of components to use for PCA
or SCA transformations of the data from the original dimension. The effect of using a
moving window is that new (possibly different) values of k are chosen at each instance
of training the classifier on the input series. Once k is chosen during the validating
phase, the input data for testing is transformed using the k dimensions for SCA (and
PCA), and the output for the next W ts days are predicted using the transformed data
with the validated classifiers. During the validating phase, it is possible for more than
one value of k to yield the highest validating accuracy. In such an instance, we predict
the decisions of the W ts days using each k, and a consensus of these decisions is used
as the output.
To evaluate the prediction performance, we compute the percentage of accurately
predicting the daily directions of ISE100 index and compare accuracies for the SCAtransformed data with the PCA-transformed and original data.

4.3

Results
For the first case, the accuracies obtained using the original and transformed data

sets for predicting the directional movements for the next 280 days of the ISE100
return index are shown in Figure 4.1. The testing accuracies are plotted for the range
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of possible k summed components and principal components. From these plots, we
see that for low dimensions such as k = 2 − 4, SCA-transformed data performs much
better with the quadratic ML classifier than the PCA-transformed and original data.
As the value of k components increases, the accuracy with SCA decreases and even
performs worse than PCA transformation. It would appear that for this data set,
using k > 4 SCA features is generally worse off than using the data set as is. Also,
SCA would be more suitable for visualizing the data set to observe the way the
classes are distributed in lower dimensions (for instance 3D) than PCA, since PCA
transformation of the data give poor performance for low components.
Prediction of ISE100 Directional Movement using Quadratic ML Classifier
Wts = 20 Wtr = 250
Number of Forecasts = 280
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Fig. 4.1. Case 1: Accuracies for Forecasts of the ISE100 Directional
Movement over the Range of k Components using a Quadratic ML
Classifier. Number of Forecasts = 280.
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While the plots in Figure 4.1 clearly show that using 4 summed components gives
the best forecasting accuracy for the data set, we can tell that k = 4 components
should be used for forecasting this data set only because we have been able to compare
forecast values with the actual known values to come up with the accuracies for all
the k components. Hence, the need to preserve objectivity by not determining the
accuracies for the k components is necessary in practice, since we would not be aware
of the actual values for the time we are forecasting.
Table 4.1 and Table 4.2 show the testing accuracies obtained when we implement
consensus on the decisions for the specified range of k values in order to determine the
directional movement for the 280 predicted days. Given that there are two possible
decisions (1-Buy or 2-Sell), we use an odd number of k values for consensus so as to
avoid ties in the decisions. We observe that out of the fourteen different combinations
of k components used for consensus, SCA achieves greater accuracy than PCA ten
times (with the exceptions occurring for k = 1−13, 1−15, 2−12, 2−16), and achieves
greater accuracy than using the original data thirteen times (with the exception occurring for k = 2 − 16). Thus, including the decisions obtained with large k when
performing consensus appear to lower the accuracy for SCA transformation.

Table 4.1
Case 1: Accuracies for 280 Forecasts of the ISE100 Directional Movement Determined by Consensus of Decisions Made by a Range of k
Components. Accuracy Obtained using the Original Data = 55.71%.
k Components Chosen
Input

1-3

1-5

1-7

1-9

1 - 11

1 - 13

1 - 15

SCA

61.07

60.00

60.00

60.36

58.21

57.50

56.07

PCA

55.36

55.71

55.36

56.43

57.14

57.50

57.14
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Table 4.2
Case 1: Accuracies for 280 Forecasts of the ISE100 Directional Movement Determined by Consensus of Decisions Made by a Range of k
Components. Accuracy Obtained using the Original Data = 55.71%.
k Components Chosen
Input

2-4

2-6

2-8

2 - 10

2 - 12

2 - 14

2 - 16

SCA

60.71

60.00

58.92

57.14

57.86

57.14

54.29

PCA

55.00

54.29

55.71

55.71

58.57

56.79

57.50

Similarly, Figure 4.2 shows the testing accuracies for predicting the directional
movements for the next 200 days of the ISE100 return index. As with Figure 4.1, we
notice that for low dimensions such as k ≤ 4, the performance of the SCA-transformed
data is much better with the quadratic ML classifier than the PCA-transformed and
original data, and behaves worse as the value of k components increases.
Table 4.3 and Table 4.4 show the testing accuracies obtained when we implement
consensus on the decisions for the specified range of k values in order to determine
the directional movement for the 200 predicted days. We observe that out of the
fourteen different combinations of k components used for consensus, SCA achieves
greater accuracy than PCA eight times; has the same accuracy as PCA once (for k =
1-15); and has lower accuracy than PCA five times (for k = 1 − 11, 1 − 13, 2 − 10, 2 −
12, 2 − 16). In all but one case (k = 2-16), SCA achieves greater accuracy than using
the original data. Again, we see that including the decisions obtained with large k
when performing consensus appears to lower the accuracy for SCA transformation.
Overall, at low dimensions, SCA transformation is more likely to give higher accuracy
than the original data or the PCA-transformed financial data.
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Prediction of ISE100 Directional Movement using Quadratic ML Classifier
Wts = 20 Wtr = 250
Number of Forecasts = 200
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Fig. 4.2. Case 1: Accuracies for Forecasts of the ISE100 Directional
Movement over the Range of k Components using a Quadratic ML
Classifier. Number of Forecasts = 200.

Table 4.3
Case 1: Accuracies for 200 Forecasts of the ISE100 Directional Movement Determined by Consensus of Decisions Made by a Range of k
Components. Accuracy Obtained using the Original Data = 56%.
k Components Chosen
Input

1-3

1-5

1-7

1-9

1 - 11

1 - 13

1 - 15

SCA

63.0

60.0

59.0

59.5

57.5

56.5

57.0

PCA

57.5

56.5

56.0

57.0

58.0

57.5

57.0
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Table 4.4
Case 1: Accuracies for 200 Forecasts of the ISE100 Directional Movement Determined by Consensus of Decisions Made by a Range of k
Components. Accuracy Obtained using the Original Data = 56%.
k Components Chosen
Input

2-4

2-6

2-8

2 - 10

2 - 12

2 - 14

2 - 16

SCA

60.0

58.0

57.5

56.0

57.5

58.0

55.5

PCA

55.5

55.0

55.5

56.5

59.5

56.0

57.5

For the second experimental case, Table 4.5 and Table 4.6 show the accuracies
obtained for forecasting the direction of the ISE100 return series for the next 280
days and 200 days, respectively. From Table 4.5 and Table 4.6, we observe that the
SCA-transformed data achieves the highest accuracy over PCA transformation and
the original data.
Table 4.5
Case 2: Accuracies for 280
Forecasts of the ISE100
Daily Movement using a
Quadratic ML Classifier.

Table 4.6
Case 2: Accuracies for 200
Forecasts of the ISE100
Daily Movement using a
Quadratic ML Classifier.

Input

Accuracy (%)

Input

Accuracy (%)

Original

55.71

Original

56.00

SCA

56.07

SCA

57.00

PCA

54.64

PCA

55.00
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4.4

Conclusions and Future Work
We have shown that SCA can also be applied to classification problems with

financial time series. While the overall accuracies here are low on average, we are still
able to see that in many cases using SCA transformation for feature extraction on the
financial time series improves the ability of the classifier to forecast future behavior of
the time series. Also, since SCA is competitive with PCA and even performs better
for classification using a low feature space, SCA can be used for visualization of multidimensional financial time series as an aid for human-machine interface. Even though
the quadratic maximum likelihood classifier was able to achieve good classification
accuracies with the financial data set used, for future work we will look into using
other classifiers such as neural networks. It will also be useful to investigate the
profitability of the decisions made using the different classifiers and dimensionality
reduction methods by implementing a trading strategy. Thus, we can obtain a more
useful measure of the performance of our methods if they are to be used in practice
for trading.
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5. FINANCIAL DATA PREDICTION WITH SCA
The Dow Jones indices are price-weighted averages of selected companies that represent different sectors of the US stock market. While there are no rules for selecting
the component companies, companies are added if they have excellent reputation,
demonstrate sustained growth, and are of interest to a large number of investors [6].
These indices are often used by investors to benchmark their portfolios as they attempt to beat the market with their individual stock picks [6]. The indices are also
used as barometers to form judgments about the direction in which the market is
heading [6].
Several researchers have applied neural networks to predict the movement of time
series indices like the Dow Jones using technical indicators such as moving averages
and relative strength index which are derived from the time series itself [7]. This
approach relies on past events in the time series repeating themselves to provide
reliable predictions, but it suffers from the limitation of being unable to capture the
cause of the market movements [7]. Other approaches make use of external influences
like the global cost of energy and currency exchange rates with foreign markets as
factors that affect the ability to predict movements in the price index [7]. However,
there is a wide range of external influences to consider in this approach, all of which
cannot be accounted for [7].
In predicting the future values of three Dow Jones indices - the Dow Jones industrial (DJI), Dow Jones transportation (DJT), and Dow Jones utility (DJU) indices,
we seek to identify factors that affect the price movement of the indices by studying
the movement of their component companies and determining the best combinations
of these components to use as external factors for predicting the stock market behavior. Since each component company contributes a fraction proportional to its
price to the index price, the derivation of the index from its component companies
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can be viewed as a form of feature extraction from the high dimensional data sets
(dimension 30, 20, and 15 for the DJI, DJT, and DJU, respectively) so that the new
one-dimensional feature space can be used for making decisions about the stock market. We propose performing feature extraction on the components of the Dow Jones
indices using the SCA feature extraction method to determine groups of companies
whose price information can be used as predictors for the price indices. We then use
feedforward neural networks to build models for predicting the values of the indices,
using past values of the SCA components as inputs. The prediction accuracies from
our approach are compared to the benchmark model of predicting the indices based
solely on their past values. Experimental results show improvement in the prediction
accuracies over the latter method when we use SCA features as predictors.
This chapter is organized as follows. We begin with a discussion of the financial
data set and how it is prepared for use in neural network prediction in Section 5.1. The
nonlinear models used for time series prediction, and the neural network architecture
are described in 5.2. This is followed by a discussion of the experimental setup in 5.3.
Further analysis performed after prediction and the performance evaluation metric are
discussed in 5.4; the results are presented in Section 5.5 along with their discussions;
and finally, in Section 5.6, we give conclusions and directions for future work.

5.1

Dow Jones Financial Data Compilation
The daily prices of the DJI, DJT, and DJU indices and the corresponding prices

of their component companies were compiled for time durations when the index components were unchanged. The DJI index and its component companies consist of
649 days of data during 6/8/09 - 9/23/12; for DJT we have 755 days of index and
component prices during 1/3/06 - 12/31/08; and for DJU we have 1066 days of index
and component prices during 10/10/07 - 12/30/11 (1066 days). The financial data
sets were downloaded from Yahoo Finance and the Wharton Research Data Services
(WRDS) at the University of Pennsylvania.
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For each Dow Jones index, we begin by dividing the daily prices of the component
companies by the Dow divisor for each day. This step is necessary because the Dow
index is determined as a sum of its component prices divided by a weighting factor,
the Dow divisor, which ensures continuity of the index whenever there are stock
splits, substitutions, or spin-offs that would otherwise distort the index value [6].
Thus, we scale the prices ahead of time so that their sums are consistent with the
Dow Jones index value for the particular day. The price series of each component
company is then converted to log returns. The corresponding Dow Jones index price
series is also converted to log returns. The returns are of length 648 days, 754 days,
and 1065 days for DJI, DJT, and DJU, respectively. For each of these indices, we
divide the returns data into training, validating, and testing sets (further explained
in Section 5.3). SCA feature extraction is then performed on the return series of the
component companies. For example, with the return series of the DJI components,
kSCA = 1 : dim, given that dim = 30. We perform SCA on the training set and use
the transformation determined on that set to transform the validation and test sets.
Finally, we normalize all the data (SCA transformed data, and the log returns of the
Dow Jones indices) to lie within the range of [-1,1] using the transformation
Rs (t) =

2(R(t) − Rmin )
−1
Rmax − Rmin

(5.1)

where
Rs (t): re-scaled return at time t
R(t): return at time t
Rmin : minimum return value
Rmax : maximum return value
Normalization is done to fix the input and output within a given range since the
network can only generalize well over the range of inputs on which it has been trained.
Hence, for each Dow Jones index, the log returns of the index are normalized, and
also the SCA components are normalized.
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5.2

Nonlinear Autoregressive Model for Time Series Prediction
In predicting future values of the time series we make use of a nonlinear autoregres-

sive (NAR) model, such that the value of the time series at any given time depends
on its previous values in addition to a noise term. We take advantage of the advances
in computational methods by using nonparametric methods to explore the functional
relationship between the time series to be predicted and its predictor variables. As
described by [33], a NAR(p) model for a series y(t) is given by the formula:
y(t) = g(y(t − 1), y(t − 2), · · · , y(t − p)) + ǫ(t)

(5.2)

where
g(.): an unknown function generally assumed to be continuously differentiable
y(t): the output
t: the time vector
p: the number of delays
ǫ(t): the error term

We assume that ǫt is a sequence of independent and identically distributed (iid)
random variables, with conditional mean E(ǫ(t)|y(t − 1), y(t − 2), · · · , y(t − p)) = 0,
and ǫt has a finite variance σ 2 [33]. Also, the minimum mean square error optimal
predictor of y(t) given y(t − 1), y(t − 2), · · · , y(t − p) is the conditional mean, given
as
ŷ(t) = E(y(t)|y(t − 1), y(t − 2), · · · , y(t − p))

t≥p+1

= g(y(t − 1), y(t − 2), · · · , y(t − p))

(5.3)

and this predictor has mean squared error σ 2 [33].
We use a feedforward neural network trained with backpropagation algorithm as a
NAR model for prediction of the time series. This feedforward network is a nonlinear
approximation to the function g(.) given by [33]
ŷ(t) = ĝ(y(t − 1), y(t − 2), · · · , y(t − p)) =

M
X
j=1

(2)

w0j Zj + θ0

(5.4)
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where
M : the number of hidden layer nodes
Zj : output at hidden node j
(2)

w0j : weight between output and hidden node j
θ0 : bias at output node
and Zj , the output of the hidden node j, can be expressed as
!
p
X
(1)
(1)
Zj = h
wji y(t − i) + θj

(5.5)

i=1

where
h(.): a smooth bounded monotonic function (typically a logistic sigmoid function)
(1)

θj : the bias for hidden node j
(1)

wji : weight between hidden node j and input node i.
The weight and bias parameters are estimated during training. Thus, we obtain an
estimate ĝ of g through minimizing the sum of the squared residuals Σnt=1 (y(t) − ŷ(t)),
where n denotes the total number of time samples [33,34]. It should be noted that the
output layer activation function used here is identity, which is typical in regression
problems.
We also build a predictive input/output model using the SCA components from
previous days to generate multiple inputs to the neural network. The current day’s
value of the Dow Jones index returns is the target output to be predicted. Therefore
ŷ(t) = g(x(t − 1), x(t − 2), · · · , x(t − p)) + ǫ(t)

(5.6)

where
g(.): an unknown function generally assumed to be continuously differentiable
ŷ(t): the output
x(t): vector of external input elements, namely, x(t) = [x1 (t), x2 (t), · · · , xkSCA (t)]
p: the maximum delay
ǫ(t): the error term
For the predictive input/output model, a two-layer feedforward neural network was
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also chosen to be trained with backpropagation technique. The input activation
function h(.) is the logistic sigmoid function, and since this is a regression problem,
the output activation function f (.) is again chosen as the identity function [16]. Thus,
the overall network output can be expressed as in equation 5.4, where Zj is now
expressed as
"

(1)

Zj = h θ j +

p
X

(1)

wj,i,1 x1 (t − i) + . . . +

p
X

(1)

wj,i,k xk (t − i)

i=1

i=1

which can be compactly written as
"
(1)

Zj = h θj +

p
k
X
X
k=1

(1)

wj,i,k xk (t − i)

i=1

!#

#

(5.7)

(5.8)

where
k: the number of SCA series used to generate the input
wj,i,k : the weight between hidden node j and xk (t − i)
The number of delays used to generate the network input is p = 5 (about a week of
prior information), and 10 neurons are used in the hidden layer.

5.3

Experiments
The normalized return series index and the normalized SCA series described in

5.1 are divided into three subsets - training, validation, and test sets. The first 80% of
the data (tr0 ) consists of the training and validation sets, while the last or most recent
20% are used for testing (ts0 ). The data in tr0 is further divided up sequentially such
that the first 80% of tr0 becomes a sub-training set (tr1 ) and the last 20% of tr0
becomes a validation set (v1 ). Finally, the data in tr1 is further divided randomly in
the ratio 80%:20% into a training set (tr2 ) and a validation set (v2 ).
The network is first trained on the data in tr2 , with the validation data, v2 , used
for early stopping to prevent over-training, and then the prediction performance on
the validation set v1 is determined. Training in this manner is repeated five times
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(since the network randomly initializes weights each time), and the network with the
best validation performance (smallest mean square error) on v1 is selected to be used
for prediction on test set ts0 . The training process is divided in this manner because
the validation set v1 is expected to be more indicative of the network performance on
the test set, since it immediately precedes the test set ts0 . This process of training,
validating, and testing is performed for the NAR model and also for the input/output
model over the range of possible kSCA values.

5.4

Post-prediction Analysis and Performance Evaluation
To determine the predicted test values of the respective Dow Jones indices, we av-

eraged the predicted outputs for n = 3 and n = 5 consecutive components as a means
of filtering out the error from using a particular value of kSCA . For instance, using the
DJI, when n = 3, the outputs for kSCA = (1, 2, 3) are averaged, similarly, outputs for
kSCA = (2, 3, 4), (3, 4, 5), · · · (28, 29, 30) are also averaged. The performance is then
evaluated by computing the mean squared error of prediction of the DJI, DJT, and
DJU returns series from the averaged outputs.

5.5

Results
We performed experiments to predict the DJI index using the two different meth-

ods described (NAR modeling and SCA features as the network inputs) and computed
the mean squared error (MSE) of prediction for both methods. Figure 5.1 shows that
by using the SCA features, the MSE of prediction is generally lower than using NAR
modeling. The MSE with the SCA features, however peak at almost the MSE from
NAR modeling (3.724×10−4 ). The prediction performance is further improved with
the SCA inputs by choosing a neighborhood n = 3 and n = 5 around kSCA and averaging the predicted outputs for each time as seen in Figure 5.2(a) and Figure 5.2(b).
This significantly drops the MSE of prediction since the errors from prediction for
each kSCA components are filtered out.
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Prediction Error of Returns (Test Set)
Best of 5 replications of Trained Network
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Fig. 5.1. Test performance for the DJI index. MSE from using previous values of k SCA components as inputs to the neural network
are compared with the MSE from using only the previous values of
the DJI returns series as inputs to the neural network. The best of 5
trained networks is used to obtain the MSE for each value of k.
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(a) 3-neighborhood averaging of predicted outputs.
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(b) 5-neighborhood averaging of predicted outputs.

Fig. 5.2. Test performance for the DJI index. MSE from using previous values of k SCA components as inputs to the neural network are
compared with the MSE from using only the previous values of the
DJI returns series as inputs to the neural network. The predictions
for a neighborhood of k SCA inputs are averaged. Also, the best of 5
trained networks is used to obtain the MSE for each value of k.
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Similar results are observed for the DJT test data prediction, where the MSE
from NAR modeling (1.419×10−3 ) as seen in Figure 5.3 is much higher than that
obtained with the SCA features. In this case as well, averaging the predicted outputs
for neighborhoods of n = 3 and n = 5 significantly improves the prediction accuracy
as seen in Figure 5.4(a) and Figure 5.4(b).
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Fig. 5.3. Test performance for the DJT index. MSE from using
previous values of k SCA components as inputs to the neural network
are compared with the MSE from using only the previous values of
the DJT returns series as inputs to the neural network. The best of
5 trained networks is used to obtain the MSE for each value of k.
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(a) 3-neighborhood averaging of predicted outputs.
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Fig. 5.4. Test performance for the DJT index. MSE from using
previous values of k SCA components as inputs to the neural network
are compared with the MSE from using only the previous values of the
DJT returns series as inputs to the neural network. The predictions
for a neighborhood of k SCA inputs are averaged. Also, the best of 5
trained networks is used to obtain the MSE for each value of k.
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Finally, for the DJU prediction, the test accuracies using SCA feature extraction
are worse than with NAR modeling (1.445×10−4 ) as shown in Figure 5.5. Averaging
the predicted outputs for neighborhoods of n = 3 and n = 5 significantly improves
the prediction accuracy as seen in Figure 5.6(a) and Figure 5.6(b) for low values of
kSCA .
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Fig. 5.5. Test performance for the DJU index. MSE from using
previous values of k SCA components as inputs to the neural network
are compared with the MSE from using only the previous values of
the DJU returns series as inputs to the neural network. The best of
5 trained networks is used to obtain the MSE for each value of k.
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(a) 3-neighborhood averaging of predicted outputs.
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Fig. 5.6. Test performance for the DJU index. MSE from using
previous values of k SCA components as inputs to the neural network
are compared with the MSE from using only the previous values of the
DJU returns series as inputs to the neural network. The predictions
for a neighborhood of k SCA inputs are averaged. Also, the best of 5
trained networks is used to obtain the MSE for each value of k.
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5.6

Conclusions and Future Work
We have been able to show improvement in prediction accuracies of the Dow Jones

indices by using SCA feature extraction on the companies used to create these indices. Using SCA on the return series of the component companies, we were able
to find the best combinations of the series that capture the dynamics of the market
behavior while accounting for all the series used to create the indices. In addition,
we showed that averaging the predictions within a neighborhood of kSCA predicted
components effectively filters out the prediction error and significantly improves performance. Our approach eliminates the need for validation as a means of determining
which kSCA value to use for performing SCA feature extraction, since averaging the
predicted values for low kSCA values in all instances performed much better than
the benchmark approach. Furthermore, the overall prediction performance from the
figures in Section 5.5 confirms the usefulness of using neural networks to model the
input/output relationships of financial time series.
For future work, it would be useful to investigate the profitability of the predictions
made with our approach, given that prediction accuracy may not necessarily translate
to profitability during trading. This can be done by implementing a trading strategy
on the Dow Jones indices based on the direction of the predicted returns. Also, it
would be insightful to further test our approach with other indices that are not priceweighted, but are weighted by their market share, such as the S&P500, Russell 2000,
and NASDAQ indices to see the effect of the weighting on performance.
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6. CLASS SUMMED COMPONENT ANALYSIS METHOD
FOR FEATURE EXTRACTION
For feature extraction methods such as principal component analysis (PCA) and
summed component analysis (SCA), which are derived from computation of the sample covariance matrix, the accuracy of the estimated covariance matrix determines
how well represented the data set will be in the new feature space. As data dimensionality increases, there is the need to estimate more parameters of the covariance
matrix. For data sets with limited samples, this increase in the number of parameters
to be estimated coupled with the problem of having few samples leads to unreliable
estimates of the covariance matrix. This increased inaccuracy of parameter estimation eventually outweighs any advantages of having additional features in the data
set [1]. The problem of parameter estimation is typically brought up when discussing
discriminant analysis using the class-conditional Gaussian density function, since this
requires the estimation of the mean and covariance parameters for each class.
Our goal in this chapter is to improve the representation of data for the purpose of
classification. We introduce a new method called class summed component analysis
(CSCA) which makes use of maximum likelihood estimates of each of the class covariance matrices to determine transformations of the data set. These transformations are
then collectively used to represent the data in the new CSCA space. In experiments
with simulated synthetic Gaussian mixture data, as well as data obtained from the
UC Irvine machine learning repository - wine data set and glass identification data
set [27] CSCA led to higher classification accuracy when compared to both regular
SCA representation of the data sets and the data sets with no feature extraction.
The chapter is organized as follows: we begin with an explanation of the CSCA
method in Section 6.1 and present the experiments used to validate the method in
Section 6.3. The data sets used are also introduced in Section 6.2. Experimental

65
results and discussions are presented in Section 6.4. We end with conclusions and
future work in Section 6.5.

6.1

Theory of Class Summed Component Analysis
The class summed component analysis (CSCA) method is similar to the SCA

method described in Chapter 3, in that features are grouped based on the same similarity measure as SCA, and these grouped features are summed together to form a
new feature space. CSCA differs, however, in the choice of the covariance matrix used
to create the transformation. Rather than make use of the common sample covariance matrix, CSCA uses estimates of the class covariance matrices to determine which
features to sum. CSCA feature extraction method does not always result in a lower
dimension, since we obtain SCA components using each estimated class covariance
matrix. For k features in SCA method, CSCA gives M × k features, where M is the
number of classes in the data.

Given that we begin the derivation for XCSCA with each class covariance matrix,
following the same steps outlined in Section 3.1 of Chapter 3, we end up with the
expression for the transformation based on each class covariance as


· · · · · · XSCAi,1 · · · · · ·




· · · · · · XSCAi,2 · · · · · ·




XSCA i = · · · · · · XSCAi,3 · · · · · ·




..


.


· · · · · · XSCAi,k · · · · · ·

(6.1)
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where k is the number of SCA features, and i represents the class, so that i = 1 : M
XCSCA is then obtained by concatenating all the new features as


X
 SCA 1 


 XSCA 2 

XCSCA = 
 .. 
 . 


XSCA M
6.2

(6.2)

Description of Data Sets
The data sets used for classification with CSCA feature extraction method are the

synthetic Gaussian mixture data, and the wine data set and glass data set obtained
from the UC Irvine machine learning repository. The properties of these data sets
are described below.
The synthetic Gaussian mixture data consists of samples from two different Gaussian probability density functions of dimension n = 20. The data is generated using a Gaussian Mixture Model (GMM) in which the probability density function
is expressed as a weighted combination of Gaussian component densities [28]. The
multivariate Gaussian mixture is written in the form
2
X
p(x) =
P (j)p(x|j)

(6.3)

j=1

where

x: 20-dimensional data vector
P (j): mixing coefficient (prior probability) for class j
p(x|j): multivariate Gaussian density function for class j described by a mean vector
µj and covariance matrix Σj
We constrain the mixing coefficients so that
M
X

P (j) = 1

(6.4)

0 ≤ P (j) ≤ 1

(6.5)

j=1
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and choose normalized density functions
Z

p(x|j) dx = 1

(6.6)

so that the model is guaranteed to represent a density function [29].
With each multivariate Gaussian density function having the form,
p(x|j) =

o
n 1
t −1
(x
−
µ
)
Σ
(x
−
µ
)
exp
−
j
j
1
j
2
(2π)10 |Σj | 2
1

(6.7)

the covariance matrix for class 1 (Σ1 ) and class 2 (Σ2 ) are chosen as a full positive
definite matrix and a diagonal covariance matrix, respectively. Additionally, the two
density functions have the same mean vectors. We use the Netlab gmm function [29]
to generate 100 samples from the Gaussian mixture data, and set the prior class
probabilities equal.
In addition to the Gaussian mixture data, we also classify wine data set which
consists of 178 measurements of 13 variables that characterize wine from 3 different
wineries, and glass data set which consists of 214 measurements of 9 variables used
to characterize 2 different types of glass.

6.3

Experiments
We divide each of the data sets into two subsets, so that 70% of the data is used

for training and 30% for testing. During the data division, we ensure that for an
n-dimensional data set, each class has at least n + 1 samples in the training set to
avoid singular class covariance estimates. For an n-dimensional data set, the number
of coefficients to estimate in the class covariance is

n(n+1)
2

[1]. For our 2-class Gaussian

mixture data, for example, the total number of coefficients to estimate for the class
covariances will be 420, using 70 training data points.
The training set is used to compute the class covariance estimates which are then
used to determine its CSCA features. The test set is similarly transformed using
the same transformation used on the training set. For classification, we construct a
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quadratic maximum likelihood (ML) classifier using each CSCA transformation of the
training data, and validate performance with 10-fold cross validation. The 3 smallest
kCSCA values that give the best validating accuracies are noted, and the output of
the CSCA-transformed test sets for those same kCSCA values are each determined
using the ML classifier. Next, we implement a nearest-neighbor approach on the test
outputs by performing consensus on the decisions. The new classes determined by
consensus are assigned to the test data, and the percentage classification accuracy of
testing is then evaluated. For comparison, we also perform ML classification on the
original data sets using the same training and testing division ratios. 10-fold cross
validation is also used on these data sets to determine the kCSCA values used for
consensus. Experiments were implemented using Matlab 2012b.

6.4

Results
For the Gaussian data set, the plots of classification accuracies for the CSCA-

transformed and the original data set are shown in Figure 6.1. From the plot of the
validating accuracies, we notice that the accuracy of the CSCA method exceeds that
of the original data for values of k ≥ 2. Choosing k = 2, 3, 4 to use for consensus,
we obtain a test accuracy of 100%. The test accuracy using the original data set is
56.67%, hence CSCA makes a huge improvement in the classification of the Gaussian
mixture data set.
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Gaussian Data: Classification with Quadratic ML Classifier
Dim = 20
Total # of obs = 100
Total # of classes = 2
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Fig. 6.1. Validation Accuracy for the synthetic Gaussian mixture data
set using a quadratic maximum likelihood classifier

For the Wine data set, the plots of classification accuracies for the CSCA-transformed
and original data set are shown in Figure 6.2. From the plot of validating accuracies,
we observe that the accuracy for CSCA method attains its maximum value when
k = 6. Choosing k = 5, 6, 7 to use for consensus, CSCA attains a test accuracy of
100%. The test accuracy from using the original wine data set is 98.11%. Hence, the
CSCA method is observed to improve the classification performance for this data as
well.
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Wine Data: Classification with Quadratic ML Classifier
Dim = 13
Total # of obs = 178
Total # of classes = 3
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Fig. 6.2. Validation accuracy for the wine data set using a quadratic
maximum likelihood classifier.

Finally, for the Glass data set, the plots of classification accuracies for the CSCAtransformed and original data set are shown in Figure 6.3. We observe that the
maximum accuracy for CSCA occurs with k = 5. Choosing k = 5, 6, 7 to use for
consensus, the average test accuracy attained with CSCA method is 92.19%. The
test accuracy from using the original glass data for classification is 89.06%, which
shows that CSCA method also improves classification for the glass data.
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Glass Data: Classification with Quadratic ML Classifier
Dim = 9
Total # of obs = 214
Total # of classes = 2
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Fig. 6.3. Validation accuracy for the glass data set using a quadratic
maximum likelihood classifier.

6.5

Conclusions and Future Work
Although the quadratic ML classifier uses class covariance estimates, it is less

sensitive to the data in CSCA domain than the original data. Our experimental
results showed that CSCA method for feature extraction improved the classification
accuracies for the data sets used. Even for the difficult case of the synthetic Gaussian
mixture data, CSCA greatly outperformed classification as compared to using the
original data. Thus, transforming the data set using the class covariance matrices
gives promising results. In conclusion, this method has been shown to perform well
with classification problems using data sets with small sample sizes. For future work,
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we would like to test the method further on time series data such as financial data to
see how it performs with such data.
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7. CONCLUSIONS AND FUTURE WORK
The research conducted in this thesis helps improve the representation of high dimensional and financial data in classification and prediction applications. In Chapter
3, we presented a new approach to dimensionality reduction of features called SCA.
SCA has the advantages of making use of all the original features such that similar
features are added together to create new features. Experimental results indicate
that SCA performs better than PCA for classification in a low feature space. Hence,
SCA is better able to capture the underlying features in the data that help with distinguishing classes. We also show, with the aid of class scatter plots, that the degree
to which the classes are clustered for lower dimensions is higher in the SCA domain
than the PCA domain - thus making SCA a viable competitor to PCA for feature
extraction and data representation in lower dimensions.
In Chapter 4, we showed the performance of SCA on financial time series. Experimental results indicate that using SCA transformation for feature extraction on
the international financial index time series improved the ability of the classifier to
forecast its future behavior. Since SCA performs well in low feature spaces, it can be
effectively used as an aid for human-machine interface.
In Chapter 5, SCA was used with components of the Dow Jones indices to perform
feature extraction for the purpose of creating “new” indices used to better predict
the movement of the stock market. We were able to find the best combinations of
the component companies that captured the dynamics of the market behavior while
accounting for all the series used to create the indices. Furthermore, we were able to
improve upon the prediction accuracies and filter out prediction errors by averaging
predictions over a neighborhood of k summed components. This averaging eliminates
the need for validation, which further simplifies the process of determining the number
of features to create in the new feature space.
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Finally, in Chapter 6, we introduced the method of class summed component analysis (CSCA) for the purpose of overcoming the problem of poor data representation.
CSCA made use of maximum likelihood estimates of each of the class covariance
matrices to determine data transformations. Our experiments showed that even for
the difficult Gaussian mixture case, CSCA greatly improved classification of the high
dimensional data having small sample sizes. We were also able to improve the classification accuracy of CSCA by averaging predictions over a neighborhood of k summed
components

7.1

Suggestions for Future Research
Certain areas to be addressed for future work include the following:
• Investigate the profitability of the decisions made using the different classifiers
and dimensionality reduction methods by implementing a trading strategy. This
could provide a more useful measure of the performance of our methods if they
are to be used in practice for trading.
• Further test SCA method with other indices that are not price-weighted, but
are weighted by their market share, such as the S&P500, Russell 2000, and
NASDAQ indices to see the effect of the weighting on performance.
• Test the CSCA method further on time series data such as financial data to see
how it performs with such data.
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