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Abstract
In this paper, we study the initial-boundary value problem of compressible Euler equa-
tions with friction and heating that model the combined Fanno-Rayleigh flows through
symmetric variable area nozzles, in particular, the case of contracting nozzles is consid-
ered. A new version of a generalized Glimm scheme (GGS) is presented for establishing
the global existence of transonic entropy solutions. Modified Riemann and boundary Rie-
mann solutions are applied to design this GGS which obtained by the contraction matrices
acting on the homogeneous Riemann (or boundary-Riemann) solutions. The extended
Glimm-Goodman wave interaction estimates are investigated for ensuring the stability of
the scheme and the positivity of gas velocity that leads to the existence of the weak so-
lution. The limit of approximation solutions serves as an entropy solution. Moreover, a
quantitative relation between the shape of the nozzle, the friction, and the heat is pro-
posed. Under this relation, the global existence of weak solution for contracting nozzle
is achieved. Simulations of contraction-expansion and expansion-contraction nozzles are
presented to illustrate the relevant theoretical results.
MSC: 65L50; 35L60; 35L65; 35L67; 76N10.
Keywords: Fanno-Rayleigh flows; transonic flow; compressible Euler equations; entropy
solutions; ; initial-boundary value problem; Riemann problem; boundary Riemann prob-
lem; generalized Glimm scheme.
1 Introduction
In 1982, Tai-Ping Liu [25] showed that, for the full compressible Euler equations of gas dynamics,
flows along an expanding duct are always asymptotically stable, whereas flows with a standing
shock wave along a contracting duct are dynamically unstable. Since then the global existence
of time evolution solution for nozzle flow with contracting duct is unsolved for decades. In this
paper, we prove that under certain appropriate friction and heat affect, the flow of entropy
solution along the contracting duct exists globally. We consider the combined Fanno-Rayleigh
flows through symmetric variable area nozzles, which are governed by the one-dimensional
˚Research is supported by the National Science Council of Taiwan and Center for Theoretical Sciences,
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compressible Euler equations including those of friction and heating (see [30, 33]):
paρqt ` paρuqx “ 0,
paρuqt ` paρu2 ` aP qx “ axP ´ α?aρu|u|,
paEqt ` paupE ` P qqx “ βaqpxq ´ α?aρu2|u|,
where ρ, u, E and P are, respectively, the density, velocity, total energy and pressure of the
gas, α is the coefficient of friction, qpxq is a given function representing the heating effect from
the force outside the nozzle. The cross section apxq of the nozzle is described by a Lipschitz
continuous function. The model of Rayleigh flow (α “ 0) has been studied frequently in the
fields of fluid dynamics and aerodynamics, particularly regarding the design of aircraft engines.
The model of Fanno flow (β “ 0) is always adopted in many engineering fields, such as station-
ary power plants, transport of natural gas in long pipe lines and for the design and analysis of
fluid motion in micro-scaled nozzles (0 ă apxq ! 1) in which flow friction plays a crucial role.
Classically, the Fanno flow model has been considered as the flow in constant duct with friction
[30, 33]. By the result of dimensional analysis, the friction term should be modified to the form
of α
?
aρu|u| in variable area duct case. To compare the effect of friction with that of heating q,
we impose constant β in the presented system. This paper focuses on combined effects of the
heat and friction that cause the change of flow motion along variable area ducts.
We express he relation between P and E as
E “ 1
2
ρu2 ` P
γ ´ 1 ,
where γ is the adiabatic constant satisfying 1 ă γ ď 53 . The presented system can then be
written as the following hyperbolic system of balance laws for the mass, momentum and total
energy:
ρt ` pρuqx “ ´ax
a
ρu, (1.1a)
pρuqt ` p3´ γ
2
ρu2 ` pγ ´ 1qEqx “ ´ax
a
ρu2 ´ α?
a
ρu|u|, (1.1b)
Et ` pupγE ´ γ ´ 1
2
ρu2qqx “ ´ax
a
upγE ´ γ ´ 1
2
ρu2q ´ α?
a
ρu2|u| ` βqpxq. (1.1c)
Let
m :“ ρu, U :“ pρ,m,Eq, h1pxq :“ ´ax
a
, h2pxq :“ ´ α?
a
, (1.2)
F pUq :“
ˆ
m,
3´ γ
2
m2
ρ
` pγ ´ 1qE, m
ρ
pγE ´ γ ´ 1
2
m2
ρ
q
˙
, (1.3)
Gpx, Uq :“
ˆ
h1m, ph1 ` h2qm
2
ρ
, h1
m
ρ
pγE ´ γ ´ 1
2
m2
ρ
q ` h2m
3
ρ2
` βqpxq
˙
. (1.4)
System (1.1) is then written into the following compact form
Ut ` F pUqx “ Gpx, Uq. (1.5)
The initial-boundary value problems of (1.5), subject to the initial and boundary data near the
sonic states, is set forth as follows:$&%Ut ` F pUqx “ Gpx, Uq, x ą xB , t ą 0,Upx, 0q “ U0pxq P Ω,
UpxB , tq “ UBptq, t ą 0,
(1.6)
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where U0pxq “ pρ0pxq,m0pxq, E0pxqq “ pρ0pxq, ρ0pxqu0pxq, E0pxqq, and
Ω :“ tU |mintmBptqu ě r˚ ¨ T.V.tU0u and }U ´ U0||L8 ď ru (1.7)
is a ball of radius r in R2, and T.V.tUu is the total variation of U , centered at particular sonic
state
U˚ ” pρ˚,m˚, E˚q P T :“ tpρ,m,Eq : m “ ρc, ρ ě c ą 0u, where c :“
d
γpγ ´ 1qpE
ρ
´ u
2
2
q.
We call the curve T the transition curve. The boundary condition is given as
UBptq “
" pρBptq,mBptq, EBptqq, if upxB , 0q ą cpxB , 0q, (supersonic boundary)
pρBptq,mBptqq, if upxB , 0q ď cpxB , 0q, (subsonic boundary). (1.8)
In this paper, we propose a new generalized Glimm method for establishing the global exis-
tence of transonic entropy solutions for (1.6). Throughout this paper, we impose the following
conditions:
(A1) ρ0pxq, m0pxq (or u0pxq) and E0pxq are bounded positive functions with small total varia-
tions, and qpxq ě 0 for all x ě xB ;
(A2) there exists a
˚ ą 0 such that for every t ě 0, we have
}h11}L1 ď a˚, }h12}L1 ď a˚ and }q1}L1 ď a˚,
where }h1}L1 ”
ş8
xB
h1psqds;
(A3) ρ0pxq, u0pxq, h1, h2 and q satisfy
7´ γ
3
h1u0 ` 4
3
h2u0 ´ γpγ ´ 1q
ρ0c20
βq ă 0
for xB ď x ă 8.
(A4) for any 0 ă  ! 1, there exists a positive constant C depending on the initial and boundary
data such that
min
tě0 tmBptqu ą p1` qT.V.tU0u ` p1` ` 
2q2C,
where T.V.tUu is the total variation of U on xB ď x ă 8.
We review previous results related to this topic and clarify the motivation of the study.
When the duct is uniform and the effects of friction and heat are neglected, system (1.5) is
reduced to a strictly hyperbolic system of conservation laws
Ut ` F pUqx “ 0. (1.9)
The entropy solutions to the Riemann problem of (1.9) were first constructed by Lax [18].
The solutions are self-similar and consist of constant states separated by elementary waves:
rarefaction waves, shocks and contact discontinuities. Furthermore, the global existence of
weak solutions to the Cauchy problem of (1.9) was established by Glimm [6], who applied Lax’s
solutions as the building blocks of a finite difference scheme. For the quasi-linear hyperbolic
system of balance laws
Ut ` F px, Uqx “ Gpx, Uq, (1.10)
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the Cauchy problem was first studied by Liu [24], who showed that if the eigenvalues of BUF
are nonzero and the L1-norms of G and BUG are sufficiently small, then weak solutions exist
globally and tend asymptotically to stationary solutions. If F and G are independent of x, the
existence result for the nonlinear waterhammer problem was established by Luskin and Temple
[27] by combining Glimm’s scheme with the method of fractional steps. Recently, the authors in
[15] showed the global existence of the transonic entropy solution of (1.5) where G is composed
of the gravity and heat. For the Cauchy problem of the general quasi-linear, strictly hyperbolic
system of balance laws is expressed as
Ut ` F px, t, Uqx “ Gpx, t, Uq. (1.11)
The local existence of entropy solutions was first established by Dafermos-Hsiao [5] under the
assumption that the eigenvalues of BUF are nonzero and the constant solution U ” 0 is the
steady state solution for all px, tq. Furthermore, the global existence was also obtained under
additional dissipative assumptions regarding the flux and source. In [2], the dissipative as-
sumption in [5] was relaxed to obtain global existence results for the Cauchy problem of nozzle
flow. System (1.11) has also been studied by LeFloch-Raviart [22] and Hong-LeFloch [11] using
an asymptotic expansion around the classical Riemann solutions. The shock wave model of
Einstein’s equations, which can be written as a degenerate 4ˆ 4 hyperbolic balance law (1.11),
was studied by Groah-Smoller-Temple [9] by applying fractional time-step scheme.
We notice that, system (1.1) can be considered as a 4ˆ 4 resonant system
at “ 0,
Ut ` F papxq, Uqx “ a1pxqGpapxq, Uq (1.12)
whose eigenvalues of the Jacobian matrix for flux coincide in the sonic states at which the strict-
hyperbolicity of (1.12) fails. The Cauchy problem for the 2ˆ2 resonant system has been studied
by Isaacson-Temple [16, 17] and Hong-Temple [12, 13], whereas generalized Glimm method for
nˆn strictly hyperbolic case have been proposed in [10, 20, 21]. In particular, in [10] the author
showed that the residual case only converges weakly in L1. Research on resonant systems goes
back to Liu [26], Temple [32], and Goatin-LeFloch [7]. Additional results on nonconservative
systems, have been published in [19, 21, 28].
The presented results have substantially contributed to research on both n ˆ n strictly
hyperbolic systems and 2 ˆ 2 resonant systems. However, no extended Glimm method thus
far has yielded a satisfactory global existence result for to the compressible Euler equations of
transonic Fanno-Rayleigh flow, which can be reformulated as a 4ˆ 4 resonant system. Because
of possible resonance, spatial BV-norm estimates are not generally available. Instead, the
compensated compactness method is used only for studying L8 solutions to the transonic flow,
which can be reviewed in [1, 29]. In this paper, we prove that there exist BV entropy solutions
of the transonic Fanno-Rayleigh flow through new generalized Glimm method.
In contrast to previous methods, this new method considers the appearance of the source
terms in (1.5) as the cause of perturbations to the self-similar Riemann or boundary Riemann
solutions of homogeneous conservation laws. Therefore, through the techniques of linearization,
the approximate solution U of the Riemann or boundary Riemann problems, which are the
building blocks of the generalized Glimm scheme, is constructed by combining the traditional
Riemann (or boundary Riemann) solution rU with the perturbation U to solve the linearized
system around rU . Under this construction, U is no longer self-similar. By using the operator-
splitting method for the linearized problem of U and by using the averaging process to smooth
the shocks in rU , we can reformulate U as
Upx, tq “ Spx,∆t, rUpx, tqq ¨ rUpx, tq
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for a 3 ˆ 3 matrix Spx,∆t, rUq called the contraction matrix. Thus, we present a new type
of approximate solution which has the structure of elementary waves connected by functions
as background states. Moreover, using this as the building block of a GGS, we can construct
the approximate solutions tU∆xu of (1.6). For the stability of scheme, the uniform bound of
the total variation of tU∆xu is obtained through two steps: (1) proving that Glimm functional
is non-increasing in time, and (2) showing that all elements of the set tU∆xu have finite total
variation in each time step. The non-increasing of Glimm functional can be calculated according
to the modified wave interaction estimates. Contrary to the method used in [2, 3, 4, 15], in
which used 1-norm to estimate the wave strength, we estimate the wave strength in vector
form by 2-norm to obtain more accurate to the arc length of the wave curve (see Theorem
3.1). Because of the effect of Spx,∆t, rU∆xpx, tqq, such wave interaction estimates yield a new
dissipative relation between the wave strengths of the locally outgoing and incoming waves in
trU∆xu. Furthermore, we show that the velocity tu∆x “ m∆xρ∆x u is positive for all values of time,
thus leading to a weaker dissipative condition (see (A3)) than that in [5] for the stability of the
scheme.
The new dissipative condition (A3) gives us a quantitative relation between the shape of the
nozzle which tells us that with certain specific friction, depending on the shape of the duct, the
time evolution solution for (1.6) exists globally even in the contracting duct case. Therefore, we
conjecture that the traditional 1-dimensional inviscid nozzle flow equation is a critical model
case for modeling the fluid in the nozzle. Moreover, compared to [23] in which the shape of the
nozzle is Opx3q, condition (A3) implies that with friction effect, the shape of the nozzle could
be Opx2q in 1-dimensional case. Indeed, the numerical simulation in Example 5.2 indicates
that the initial shock front can pass through the contraction-expansion nozzle when the duct
has friction. Example 5.3 demonstrate that different shape of nozzles allow different friction
parameter α to obtain the existence of flows. Throughout this paper, we rule out the vacuum
case to avoid resonance.
Here, we provide the definitions of the weak and entropy solutions of problem (1.6), and
state the main theorem.
Definition 1.1. Consider the initial-boundary value problem (1.6) satisfying conditions pA1q-
pA4q. We say that a bounded measurable function U is a weak solution of (1.6) ifĳ
xąxB ,tą0
tUφt ` F pUqφx `Gpx, Uqφu dxdt`
ż 8
xB
U0pxqφpx, 0qdx`
ż 8
0
fpUBptqqφpxB , tqdt “ 0
(1.13)
for any test function φ P C10 prxB ,8q ˆ r0,8qq.
Definition 1.2. Let Ω be a convex subset of R2. We say that pηpUq, qpUqq is an entropy pair
of (1.1) provided that η is convex on Ω and
Dq “ Dη ¨DF on Ω. (1.14)
Furthermore, a bounded measurable function U is called an entropy solution of (1.6) if U is a
weak solution of (1.6) and satisfiesĳ
xąxB ,tą0
tηφt ` qφx `Dη ¨Gφu dxdt`
ż 8
xB
ηpU0pxqqφpx, 0qdx`
ż 8
0
qpUBptqqφpxB , tqdt ě 0
(1.15)
for every entropy pair pηpUq, qpUqq and positive test function φ P C10 prxB ,8q ˆ r0,8qq.
Main Theorem. Consider the initial-boundary value problem (1.6) satisfying conditions (A1)-
(A4). Let tUθ,∆xu be the sequences of approximate solutions of (1.6) through the generalized
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Glimm scheme, there exist a null set N Ă Φ and a subsequence t∆xiu Ñ 0 such that if θ P ΦzN ,
then
Upx, tq :“ lim
∆xiÑ0
Uθ,∆xipx, tq
is an positive entropy solution of (1.6). In particular, the velocity upx, tq ą 0 for all px, tq P
rxB ,8q ˆ r0,8q.
The remainder of is paper is organized as follows. In Section 2, we construct the approxi-
mate solutions of the generalized Riemann and boundary-Riemann problems, which are com-
binations of the classical Riemann solutions and perturbation terms for solving the linearized
system around the Riemann and boundary-Riemann solutions of homogeneous conservation
laws. In addition, for the consistency of the GGS, we estimate the residuals of such approxi-
mate solutions. In Section 3, we present the GGS whose building blocks are the approximate
solutions constructed in Section 2. We prove the modified version of Glimm-Goodman’s wave
interaction estimates. In Section 4, we prove the non-increasing of Glimm functionals in time
and the uniform boundedness of total variations for the perturbation terms in each time step
for the stability of GGS. Finally, we obtain the consistency of GGS by showing that the residual
approaches zero as grid sizes approach zero. In addition, the entropy inequality is shown. So,
we establish the global existence of the entropy solution to (1.6). The numerical simulations
are presented in Section 5.
2 Generalized solutions of Riemann and boundary-Riemann
problems
In this section, we construct the approximate solutions to the Riemann and boundary-Riemann
problems of (1.1). First, for given ∆x, ∆t ą 0 satisfying the Courant-Friedrichs-Levy condition
∆x
∆t
ą sup
pρ,mqPΩ
#
m
ρ
`
d
γpγ ´ 1qpE
ρ
´ u
2
2
q
+
, (2.1)
we define the regions
Dpx0, t0q :“ tpx, tq | |x´ x0| ă ∆x, t0 ă t ă t0 `∆tu, (2.2)
and
DBpxB , t0q :“ tpx, tq | xB ă x ă xB `∆x, t0 ă t ă t0 `∆tu. (2.3)
Then, the Riemann problem of (1.1), denoted by RGpx0, t0q, is given by$’&’%
Ut ` F pUqx “ Gpx, Uq, px, tq P Dpx0, t0q,
Upx, t0q “
"
UL, if x0 ´∆x ă x ă x0,
UR, if x0 ă x ă x0 `∆x.
(2.4)
The boundary-Riemann problem of (1.1), denoted by BRGpxB , t0q, is given by$&% Ut ` fpUqx “ Gpx, Uq, px, tq P DBpxB , t0q,Upx, t0q “ UR, xB ď x ď xB `∆x,
UpxB , tq “ UB , t0 ă t ă t0 `∆t,
(2.5)
where m, U , F and G are given in (1.2), UL “ pρL,mL, ELq, UR “ pρR,mR, ERq are positive
constant states, and UB are positive constant state pρB ,mBq or pρB ,mB , EBq as in (1.8). By
setting source term G ” 0 in (2.4), we have the corresponding classical Riemann and boundary-
Riemann problems denoted by RCpx0, t0q and BRCpxB , t0q respectively.
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2.1 Approximate generalized solutions of RGpx0, t0q and BRGpxB, t0q
The purpose of this subsection is to provide the approximate generalized solutions of RGpx0, t0q
and BRGpxB , t0q. We first start at the entropy solution of RCpx0, t0q and BRCpxB , t0q. Sys-
tem (1.5) is a strictly hyperbolic system whose Jacobian matrix DF has three distinct real
eigenvalues
λ1pUq :“ u´ cpUq, λ2pUq :“ u, λ3pUq :“ u` cpUq,
where
u “ m
ρ
, cpUq “
d
γpγ ´ 1qpE
ρ
´ u
2
2
q.
Here cpUq is called the sound speed. We define the curve of sonic states as
T :“ tU ; u “ cpUqu.
The corresponding eigenvectors of λ1, λ2 and λ3 are, respectively,
R1pUq “ p´1, c´ u, uc´HqT ,
R2pUq “ p1, u, u
2
2
qT ,
R3pUq “ p1, c` u, uc`HqT ,
where
H “ HpUq “ γE
ρ
´ γ ´ 1
2
u2
is the total specific enthalpy. It is easy to calculate that
∇λipUq ¨RipUq “ pγ ` 1qc
2ρ
ą 0, i “ 1, 3, and ∇λ2pUq ¨R2pUq “ 0,
which implies the 1st and 3rd characteristic fields are genuinely nonlinear and the 2nd character-
istic field is linear degenerate. Therefore, the entropy solutions of RCpx0, t0q and BRCpxB , t0q
consist of either shock waves, rarefaction waves from genuinely nonlinear fields or contact discon-
tinuities from the linear degenerate field. For i P t1, 3u, each i-rarefaction wave is a self-similar
function
U “ Upζq, ζ “ x´ x0
t´ t0 ,
also it satisfies
pDF pUq ´ ζI3q ¨ dU
dζ
“ 0, (2.6)
where I3 is the 3 ˆ 3 identity matrix, the i-shock is a discontinuous solution satisfying the
Rankine-Hugoniot condition
srU s “ rF pUqs (2.7)
and Lax’s entropy condition
λipURq ă s ă λipULq, (2.8)
where s is the speed of the i-shock and r¨s denotes the difference of states across the shock. For
the later use, we let RipULq and SipULq denote, respectively, the i-shock and the i-rarefaction
wave curves starting at UL. For i “ 2, the solution consists of the i-contact discontinuity satis-
fying (2.7) and it behaves like the linear discontinuous waves due to the original discontinuity
of the Riemann data. By Lax’s method in [18, 31], we can show the existence and uniqueness of
the entropy solution to RCpx0, t0q. The solution consists of at most 4 constant states separated
by either shock waves, rarefaction waves or a contact discontinuity.
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For the classical boundary-Riemann problem BRCpxB , t0q, when UB , UR are near sonic
states T , the entropy solutions may not be unique even conditions (2.7), (2.8) are imposed.
In addition, some solutions may have large total variations even when |UR ´ UB | is small. To
overcome the difficulty, it is necessary to impose the following extra condition for the admissible
weak solutions of BRCpxB , t0q:
(E) Weak solution U “ pρ,m,Eq is the entropy solution of BRCpxB , t0q if U has the least
total variation in ρ within all weak solutions of BRCpxB , t0q.
Under condition pEq, we are able to select the unique entropy solution of BRC , moreover,
the entropy solution does not consist of zero speed 1-shock attaching on x “ xB . We have
the following theorem for the existence and uniqueness of entropy solutions of RCpx0, t0q and
BRCpxB , t0q.
Theorem 2.1. ([18, 31]) Consider problems RCpx0, t0q and BRCpxB , t0q. Let UL P Ω. Then
there is a neighborhood rΩ Ă Ω of UL such that if UR P rΩ, then RCpx0, t0q has a unique solution
consisting of at most four constant states separated by shocks or rarefaction waves and contact
discontinuity. Moreover, under condition pEq, there exists EB ą 0 and UB “ pρB ,mB , EBq P rΩ
such that BRCpxB , t0q admits a unique solution U satisfying UpxB , tq “ UB.
Next, based on Theorem 2.1, we are ready to construct the approximate solutions of
RGpx0, t0q and BRGpxB , t0q. We begin with RGpx0, t0q. Let rU “ prρ, rm, rEqT “ prρ, rρru, rEqT be
the entropy solution of RCpx0, t0q. Then we construct the approximate solution U of RGpx0, t0q
by
Upx, tq “ rUpx, tq ` Upx, tq (2.9)
for px, tq P Dpx0, t0q where Upx, tq is the perturbation term needed to be decided due to the
appearance of the source terms. The detail of the construction for U will be given as follows.
First, we consider the linearized system of (1.5) around rU with initial data Upx, 0q “ 0:"
U t ` pApx, tqUqx “ Bpx, tqU ` Cpx, tq, px, tq P Dpx0, t0q,
Upx, 0q “ 0, x0 ´∆x ď x ď x0 `∆x, (2.10)
where
Apx, tq “ dF prUq “
»– 0 1 0γ´3
2 u˜
2 p3´ γqu˜ γ ´ 1
γ´1
2 u˜
3 ´ u˜ rH rH ´ pγ ´ 1qu˜2 γu˜
fifl ,
Bpx, tq “ GU px, rUq “
»– 0 h1 0´ph1 ` h2qu˜2 2ph1 ` h2qu˜ 0
h1pγ´12 u˜3 ´ u˜ rHq ´ 2h2u˜3 h1p rH ´ pγ ´ 1qu˜2q ` 3h2u˜2 h1γu˜
fifl ,
Cpx, tq “ Gpx, rUq “
»– h1m˜ph1 ` h2qρ˜u˜2
h1m˜ rH ` h2m˜u˜2 ` βq
fifl .
Applying the operator-splitting method to (2.10) and observing that the homogeneous problem
(2.10) admits the zero solution, we can approximate the solution of (2.10) by the one solving"
U t “ Bpx, tqU ` Cpx, tq, px, tq P Dpx0, t0q,
Upx, 0q “ 0, x0 ´∆x ď x ď x0 `∆x. (2.11)
To obtain the better regularity of approximate solutions for (2.11), the averaging process of the
coefficients in (2.11) with respect to t over r0,∆ts is used. For a bounded variation function
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wpx, t, Uq, we define the average of wpx, t, Uq as
w˚pxq :“ 1
∆t
ż t0`∆t
t0
wpx, s, Upx, sqqds, x0 ´∆x ď x ď x0 `∆x. (2.12)
Note that w˚pxq is continuous even across the shock. Then, (2.11) is modified into the following
problem: "
U t “ B˚pxqU ` C˚pxq, px, tq P Dpx0, t0q,
Upx, 0q “ 0, x0 ´∆x ď x ď x0 `∆x, (2.13)
where B˚pxq and C˚pxq are obtained by the average process (2.12). To solve (2.13), the eigen-
values of matrix B˚pxq are
σ1 :“ γh1u˜˚, σ2 :“ ph1 ` h2 ´
b
h1h2 ` h22qu˜˚, σ3 :“ ph1 ` h2 `
b
h1h2 ` h22qu˜˚, (2.14)
and the corresponding generalized eigenvectors are P1pxq “ p0, 0, 1qT , and
P2pxq “
´
h1pσ2 ´ σ1q, σ2pσ2 ´ σ1q,
´h1pσ1
γ
pH ´ pγ ´ 1qu˜
2
2
q ` σ2ppγ ´ 1qu˜2 ´Hq ` h2p3σ2 ´ 2h1uqu2
¯T
,
P3pxq “
´
h1pσ3 ´ σ1q, σ3pσ3 ´ σ1q,
´h1pσ1
γ
pH ´ pγ ´ 1qu˜
2
2
q ` σ3ppγ ´ 1qu˜2 ´Hq ` h2p3σ3 ´ 2h1uqu2
¯T
.
Therefore, the transformation matrix of B˚pxq is P pxq “ rP1pxq, P2pxq, P3pxqs, and the Jordan
form of B˚pxq is of the form
Jpxq “ P´1pxqB˚pxqP pxq “ diagrσ1, σ2, σ3s.
It means that, a fundamental matrix eJpxqt solving 9Xptq “ JpxqXptq is
eJpxqt “ diagreσ1t, eσ2t, eσ3ts. (2.15)
By the transformation matrix P pxq, we obtain the state transition matrix of 9Xptq “ BpxqXptq,
which is given as
Npx, t, sq “ P pxqeJpxqpt´sqP pxq´1.
Following the variation of constant formula, we obtain the solution of (2.11) given by
U˚px, tq “
ż t0`t
t0
Npx, t, sqC˚pxqds (2.16)
“
»——– p
eσ2t`eσ3t
2 ` e
σ2t´eσ3t
2
?
h2ph1`h2q
h1`h2 ´ 1qρ˜˚
p eσ2t`eσ3t2 ´ 1qm˜˚
n1m˜˚ ` pn2 ´ 1qE˜˚ ` peσ1t´1qβqpxqσ1
fiffiffifl ,
where
n1px, tq “ e
σ1t ´ 1
2
p1` γh2 ´ 2h1pγ ´ 1q
2
pγ ´ 1q2ph1 ` h2q ´ h2γ2 qu˜`
eσ2t ´ 1
4
σ1p3γσ2 ´ 2σ1qpγ ´ 1q
γ2σ2pσ1 ´ σ2q u˜
`e
σ3t ´ 1
4
σ1p3γσ3 ´ 2σ1qpγ ´ 1q
γ2σ3pσ1 ´ σ3q u˜
n2px, tq “ eσ1t ` pe
σ1t ´ 1qγh2
pγ ´ 1q2ph1 ` h2q ´ γ2h2 `
eσ2t ´ 1
2
σ1pσ1 ´ γσ2q
γσ2pσ1 ´ σ2q `
eσ3t ´ 1
2
σ1pσ1 ´ γσ3q
γσ3pσ1 ´ σ3q
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for t P r0,∆ts. Replacing rU˚, sU˚ in (2.16) by rU and sU , we finally obtain
Upx, tq “ pSpx, t, rUq ´ I3qrU, (2.17)
On the basis of these steps and (2.9) the approximate solution Upx, tq can be expressed as
Upx, tq “ Spx, t, rUqrU, (2.18)
where
Spx, t, rUq “
»——–
eσ2t`eσ3t
2 ` e
σ2t´eσ3t
2
?
h2ph1`h2q
h1`h2 0 0
0 e
σ2t`eσ3t
2 0peσ1t´1qβqpxq
ρ˜σ1
n1 n2
fiffiffifl . (2.19)
The above averaging process is reasonable due to the facts thatĳ
Dpx0,t0q
|U ´ U˚|dxdt “ Op1q
´
p∆tq3 ` p∆tq2 ¨ T.V.Dpx0,t0qtrUu¯ ,
and
U “ pS ´ I3qrU
“
´
h1m˜, ph1 ` h2qu˜m˜, h1m˜p c˜
2
γ ´ 1 `
u˜2
2
q ` h2u˜2m˜` βqpxq
¯T
∆t`Op1qp∆tq2, (2.20)
which leads to
|U | “ Op1qp∆tq, (2.21)
and U Ñ 0 as t Ñ t0 and h1pxq, h2pxq Ñ 0. This is consistent with the case of homogeneous
hyperbolic conservation laws. Moreover, (2.9) still holds when rU is a constant solution.
The construction for the approximate solution of BRGpxB , t0; gq is similar to that for
RGpx0, t0; gq. It means that the approximate solution of BRGpxB , t0; gq is given by (2.18) whererU is the solution of BRCpxB , t0q. Note that sU in BRGpxB , t0; gq may not satisfy sUpxB , tq “ 0
because of (2.20), which means that approximate solution Upx, tq on x “ xB may not match
boundary condition UBptq. However, by (2.21), the difference between approximate solution
UpxB , tq and the boundary data UB , UBptq can be estimated by
|UpxB , tq ´ UB | ď Op1qp∆tq, (2.22)
|UpxB , tq,mpxB , tq ´ UBptq| ď |sUpxB , tq| ` |rUpxB , tq ´ UBptq|
ď Op1qp∆tq ` osc.
rt0,t0`∆ts
tUpxB , ¨qu, (2.23)
where osc.
I
tUpxB , ¨qu denotes the oscillation of UpxB , ¨q on I. We will show in the later sec-
tions that such construction for the solution of BRGpxB , t0; gq does preserve the stability and
consistency of the generalized Glimm scheme.
2.2 Residuals of approximate solutions for Riemann and boundary-
Riemann problems
In this subsection, to obtain the consistency of the generalized Glimm scheme, we calculate
the residuals for the approximate solutions of the Riemann and boundary-Riemann problems.
Given a measurable function U , closed region Γ Ă rxB ,8qˆr0,8q and test function φ P C10 psΓq
where Γ Ă sΓ, we define the residual of U for (1.5) in Γ by
RpU,Γ, φq :“
ĳ
Γ
tUφt ` fpUqφx `Gpx, Uqφu dxdt. (2.24)
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Theorem 2.2. Let U and UB denote the approximate solutions of RGpx0, t0q and BRGpxB , t0q
respectively, and let U “ rU ` U and UB “ rUB ` UB. Also let φ P C10 pΩq be a test function
where Dpx0, t0q, DpxB , t0q Ă Ω. Then
RpU, D¯px0, t0q, φq
“
ż x0`∆x
x0´∆x
pUφqpx, t0 `∆tqdx´
ż x0`∆x
x0´∆x
rUpx, t`0 qφpx, t0qdx
`
ż t0`∆t
t0
rfpUqφspx0 `∆x, tqdt´
ż t0`∆t
t0
rfpUqφspx0 ´∆x, tqdt
`Op1q
ˆ
p∆tq2p∆xq ` p∆tq3 ` p∆tq2 osc.
Dpx0,t0q
trUu˙ }φ}8, (2.25)
RpUB , D¯pxB , t0q, φq
“
ż xB`∆x
xB
pUBφqpx, t0 `∆tqdx´
ż xB`∆x
xB
rUBpx, t`0 qφpx, t0qdx
`
ż t0`∆t
t0
rfpUBqφspxB `∆x, tqdt´
ż t0`∆t
t0
rfpUBqφspxB , tqdt
`Op1q
ˆ
p∆tq2 ` p∆tqp∆xq `∆t osc
DpxB ,t0q
trUBu˙ }φ}8, (2.26)
where UB given in Theorem 2.1, and osc
Λ
twu is the oscillation of a function w in the set Λ, and
D¯px0, t0q, D¯pxB , t0q are the closures of Dpx0, t0q, DpxB , t0q in (2.2), (2.3), respectively.
Proof. The statement follows from the similar argument to the proof of Theorem 2.2 in [15]
Appendix B.
3 Generalized Glimm scheme and wave interaction esti-
mates
In this section, we introduce the generalized Glimm scheme (GGS). Also, to obtain the stability
of GGS, we give the formulates of the modified version of Glimm-Goodman’s wave interaction
estimates.
3.1 Generalized Glimm scheme for (1.6)
In this subsection, we introduce the non-staggered generalized Glimm scheme for constructing
the approximate solutions of (1.6). To describe the scheme, we first partition the domain into
xk “ xB ` k∆x, tn “ n∆t, k, n “ 0, 1, 2, ¨ ¨ ¨ , (3.1)
for sufficiently small ∆x ą 0 and ∆t ą 0 satisfying the C-F-L condition (2.1). The n-th time
strip Tn is given by
Tn :“ rxB ,8q ˆ rtn, tn`1q, n “ 0, 1, 2, ¨ ¨ ¨ .
Suppose that the approximate solution, which is denoted by Uθ,∆xpx, tq, has been constructed
in Tn. Then, choose a random number θn P p´1, 1q and define Unk ” pρnk ,mnk , Enk q by
Unk :“ Uθ,∆xpx2k ` θn∆x, tn´ q, k “ 1, 2, ¨ ¨ ¨ .
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To initiate the scheme, at n “ 0, we set θ0 and t´0 to be zero. The points tpx2k`θn∆x, tn´ qu8k“1
are called the mesh points of the scheme, we further define the points tpx0, tn `∆t{2qu8n“0 as
the mesh points on the boundary x “ xB . Then, Uθ,∆x in next Tn`1 are constructed by solving
a set of Riemann problems RG with Riemann data
Upx, tnq “
"
Unk , if x2k´1 ď x ă x2k,
Unk`1, if x2k ă x ď x2k`1, k “ 1, 2, ¨ ¨ ¨ . (3.2)
and the boundary-Riemann problem BRG with boundary-Riemann data near the boundary
x “ xB : "
Upx, tnq “ Un1 , if x0 ă x ď x1,
UpxB , tq “ UnB :“ UBptnq, if tn ď t ă tn`1. (3.3)
where UnB is chosen similar as (1.8). We mention that the entropy condition pEq in Section 2 is
imposed for the approximate solutions near the boundary.
x
t
t1
pρ1B, m1B, E1Bq
pρ0B, m0B, E0Bq
t2
xB “ x0
5
Figure 1. Approximate solution of IBVP with mesh curves.
Note that, in view of (2.9), Uθ,∆x has an explicit representation
Uθ,∆xpx, tq “ Spx, t, rUθ,∆xpx, tqqrUθ,∆xpx, tq, px, tq P Tn, (3.4)
where rUθ,∆x consists of the set of weak solutions to the corresponding classical Riemann prob-
lems RC and boundary-Riemann problem BRC in Tn. The C-F-L condition (2.1) ensures that
the classical elementary waves in each Tn do not interact each other before time t “ tn`1.
Repeating this process, we construct the approximate solution Uθ,∆x of (1.6) in the whole
rxB ,8qˆ r0,8q by the generalized Glimm scheme with a random sequence θ :“ pθ0, θ1, θ2, . . .q
in p´1, 1q, see Figure 1.
To obtain the desired estimates, it is favorable to consider curves comprising line segments
joining mesh points rather then horizontal lines. Therefore, we define the mesh curves for the
non-local Glimm functionals introduced in [6]. A mesh curve J for (1.6) is a piecewise linear
curve that connects the mesh point px2k` θn∆x, tnq on the left with px2k`2` θn`1∆x, tn`1q or
px2k`2 ` θn´1∆x, tn´1q on its right, k, n “ 0, 1, 2, ¨ ¨ ¨ together with the line segments joining
the points pxB , tn ` ∆t2 q and pxB ` θn∆x, tnq and some portion of the boundary (see Figure 1
and [3]). Simultaneously, the mesh curve J divides the domain rx0,8qˆr0,8q into J` and J´
regions such that J´ contains the line rx0,8qˆt0u. We can partially order two mesh curves by
saying J2 ą J1 (or J2 is a successor of J1) if every mesh point of J2 is either on J1 or contained
in J`1 . In particular, J2 is an immediate successor of J1 if J2 ą J1 and all mesh points on J2
except one are on J1. A diamond region is a closed region enclosed by a mesh curve and its
immediate successor.
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3.2 Wave interaction estimates
In this subsection we study all kinds of nonlinear wave interactions and estimate the classical
wave strengths in each time step through the wave interactions between the classical waves and
the perturbations in the previous time step.
By connecting all the mesh points by the mesh curves, the region rxB ,8q ˆ R` can be
decomposed as the sets of diamond, triangular and pentagon regions. The wave interactions
can be divided into the following three types:
(I) In each diamond region, the incoming generalized waves from adjacent Riemann problems
interact with each other and emerge as the outgoing generalized waves of the Riemann
problem in the next time step;
(II) In each triangular region, the incoming generalized waves from the Riemann problem at
the boundary interact with each other and emerge as the outgoing generalized waves of
the boundary-Riemann problem in the next time step;
(III) In each pentagonal region, two families of incoming generalized waves, one from the
boundary-Riemann problem and the other from adjacent Riemann problem, interact with
each other and emerge as the outgoing generalized waves of the Riemann problem in the
next time step.
In each diamond (or triangular and pentagonal) region, all the generalized waves comprise clas-
sical outgoing waves and perturbations. Therefore, the objective of wave interaction estimates is
to estimate how the wave strengths of classical outgoing waves are influenced by the interaction
or reflection of generalized incoming waves.
We start at the wave interaction estimates for type (I). Suppose px, tq P pxB ,8q ˆ r0,8q
and let RGpUR;UL, x, tq denote the generalized Riemann solution of RGpx, tq connecting left
constant state UL with right constant state UR. Also let RCpUR;UL, x, tq be the solution of
the corresponding classical Riemann problem RCpx, tq. Then, the classical wave strength of
RGpUR;UL, x, tq is defined as the wave strength of RCpUR;UL, x, tq which can be written as
ε “ εpUR;UL, x, tq “ pε1, ε2, ε3q. (3.5)
In other words, the jump discontinuity tUL, URu is resolved into UL “ rU0, rU1, rU2 and rU3 “
UR such that rUj`1 is connected to rUj on the right by a j-wave of strength εj . Note that
RCpUR;UL, x, tq is independent of the choice of px, tq. We say that an i-wave and a j-wave
approach if either i ą j, or else i “ j and at least one wave is a shock. Given another
RGpU 1R;U 1L, x1, t1q with classical wave strength ε1 “ pε11, ε12, ε13q, the wave interaction potential
associated with α, α1 is defined as
Dpε, ε1q :“
ÿ
t|εiε1j | : εi and ε1j approachu. (3.6)
Assume that J 1 is an immediate successor of J . Let Γk,n denote the diamond region centered
at px2k, tnq and enclosed by J and J 1. Four vertices of Γk,n are
N “ px2k ` θn`1∆x, tn`1q, E “ px2k ` θn∆x, tnq,
W “ px2k`2 ` θn∆x, tnq, S “ px2k ` θn´1∆x, tn´1q,
or
N “ px2k ` θn`1∆x, tn`1q, E “ px2k´2 ` θn∆x, tnq,
W “ px2k ` θn∆x, tnq, S “ px2k ` θn´1∆x, tn´1q,
see Figure 2. Here tθn´1, θn, θn`1u are random numbers in p´1, 1q. Define
RpUq :“ rR1pUq, R2pUq, R3pUqs,
where Rj is the right eigenvector of Jacobian matrix Df associated with the eigenvalue λj .
Note that RpUq is invertible in Ω. Then we have the following interaction estimate.
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Theorem 3.1. Define rULpxL, tnq :“ prρL, rmL, rELqT , rURpxR, tnq :“ prρR, rmR, rERqT where xL “
x2k´2 ` θn∆x, xR “ x2k`2 ` θn∆x. Also let UM pxM , tnq :“ pρM ,mM , EM qT denote the
intermediate state where xM “ x2k ` θn∆x. Let UL and UR be the constant states in rΩ, which
can be expressed as UL “ rUL ` sUL, UR “ rUR ` sUR wheresUL “ pSL ´ I3qrUL, SL “ SpxL,∆t, rULq,sUR “ pSR ´ I3qrUR, SR “ SpxR,∆t, rURq. (3.7)
Suppose that the classical wave strengths of the generalized (in-coming) waves across the bound-
aries WS and SE of Γk,n are, respectively,
αpUM ; rUL, xL, tn´1q “ pα1, α2, α3q and βprUR;UM , xR, tn´1q “ pβ1, β2, β3q, (3.8)
and that the classical wave strength of the generalized (out-going) wave across the boundary
WNE is
εpUR;UL, xM , tnq “ pε1, ε2, ε3q, (3.9)
see Figure 2. Then, there exist constants C 1, C2 depending on k, n such that
|ε| ď p1` ζk,n∆tqp|α| ` |β|q ` C 1Dpα, βq ` C2∆t∆x`Op1qp∆tq3, |α| ` |β| Ñ 0, (3.10)
where
ζk,n “ 1
2
`7´ γ
3
h1u˜` 4
3
h2u˜´ γpγ ´ 1q
ρ˜c˜2
βq
˘px2k ` θn∆x, tnq.
ε
α β
rUL UM rUR
rUL ` sUL rUR ` sUR
UL UR
N
W
E
S
6
ε
αβ
rUL UM rUR
rUL ` sUL rUR ` sUR
UL UR
N
W
E
S x2k
tn
8
Figure 2. Classical wave strengths in the diamond region Γk,n.
Proof. First, following the results of [31], we have
UR ´ UM “ UR `
3ÿ
j“1
βjRj `
ÿ
jďi
βjβi
`
Rj ¨∇Ri
˘ˆ
1´ δij
2
˙
`Op1q|β|3, (3.11)
UL ´ UM “ UL `
3ÿ
j“1
p´αjqRj `
ÿ
jěi
αjαi
`
Rj ¨∇Ri
˘ˆ
1´ δij
2
˙
`Op1q|α|3, (3.12)
where Rj denotes the right eigenvector of Df associated with eigenvalue λj , and δij is the
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kronecker delta. Here, the coefficients are all evaluated at UM . Similarly, we have
UR ´ UL “
3ÿ
i“1
εiRipULq `
ÿ
jďi
εjεi
`
Rj ¨∇Ri
˘pULqˆ1´ δij
2
˙
`Op1q|ε|3
“
3ÿ
i“1
εiRiprULq `ÿ
jďi
εjεi
`
Rj ¨∇Ri
˘prULqˆ1´ δij
2
˙
`
˜
3ÿ
i“1
εi∇RiprULq¸ sUL ` Cp∆x, |ε|q, Ri˘ˆ1´ δij
2
˙
`Op|ε|3q ` psUR ´ sULq,
(3.13)
where Cp∆x, |ε|q denotes the cubic terms of ∆x and |ε|. Considering ε as a function of α, β,
we observe that ε “ 0 when α “ β “ SL ´ SR “ 0 where SL, SR are in (3.7). It implies
ε “ Op1qp∆x` |α| ` |β|q. (3.14)
Also, by Taylor expansion of Ri we have
RiprULq “ RipUM q ´ 3ÿ
j“1
αjpRj ¨∇RiqpUM q `Op1q|α|2. (3.15)
It follows from (3.13)-(3.15) that
UR ´ UL “
3ÿ
i“1
εiRipUM q `
ÿ
jďi
εjεipRj ¨∇RiqpUM q
ˆ
1´ δij
2
˙
´
ÿ
i,j
εiαjpRj ¨∇RiqpUM q `
˜
3ÿ
i“1
pαi ` βiq∇RipUM q
¸ sUL ` Cp∆x, |α| ` |β|q.
(3.16)
Next, from (2.21) and (3.7), we have sUL “ Op1qp∆tq “ Op1qp∆xq and
sUR ´ sUL “ pSR ´ I3qrUR ´ pSL ´ I3qrUL
“ pSM ´ I3qprUR ´ rULq ` pSR ´ SM qrUR ` pSM ´ SLqrUL. (3.17)
By comparing (3.16) with (3.11), (3.12) and using (3.17), we obtain
εT “ pα` βqT `
ÿ
jăi
αiβjLijpUM q ´R´1pUM q
˜
3ÿ
i“1
pαi ` βiq∇RipUM q
¸
pSL ´ I3qrUL
`R´1pUM qpSM ´ I3qprUR ´ rULq `R´1pUM qrpSR ´ SM qrUR ` pSM ´ SLqrULs
` Cp∆x, |α| ` |β|q, (3.18)
where R “ rR1, R2, R3s, SM “ SpxM ,∆t, rUM q and Lij :“ R´1pRi ¨∇Rj ´Rj ¨∇Riq.
Now, we rewrite all the terms in (3.18) into the terms evaluated at state UM . By Taylor
expansion with respect to ∆t and a tedious calculation, we can write pSL ´ I3qrUL as
pSL ´ I3qrUL “ pSM ´ I3qUM ` pSM ´ I3qprUL ´ UM q ` pSL ´ SM qrUL
“ pSM ´ I3qUM `Op1q osc.trUu∆t`Op1q∆t∆x, (3.19)
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where osc.trUu is the oscillation of rU in the diamond region. Next, to reformulate the term
pSR ´ SM qrUR ` pSM ´ SLqrUL in (3.18), we first define
F px,∆t, rUq :“ Spx,∆t, rUqrU.
Then, we have
pSR ´ SM qrUR ` pSM ´ SLqrUL
“ F pxR,∆t, rURq ´F pxL,∆t, rULq ´ SM prUR ´ rULq
“ FxpxM ,∆t, rUM q∆x` pFU pxM ,∆t, rUM q ´ SM qprUR ´ rULq
“W prUM q∆t∆x`ΨprUM qprUR ´ rULq ` Cp∆x, |α| ` |β|q, (3.20)
where
W prUM q “ ´rmh11, rurmph11 ` h12q, rmHprUqh11 ` ru2 rmh12 ` βq1¯T , (3.21)
ΨprUM q “ FU pxM ,∆t, rUM q ´ SM . (3.22)
According to (3.11) and (3.12), we haverUR ´ rUL “ RpUM qpα` βqT `Op1qp|αi||αj | ` |βi||βj |q. (3.23)
Therefore, applying Taylor expansion to the terms in (3.18) and using (3.19), (3.23), we arrive
at
εT “ rI3 ´ sDpUM q `R´1pUM qpSM ´ I3qRspα` βqT `ÿ
jăi
αiβjLijpUM q
`R´1pUM qFxpxM ,∆t, UM q∆x`R´1pUM qΨpUM qprUR ´ rULq ` Cp∆x, |α| ` |β|q, (3.24)
wheresDpUM q :“ R´1 ¨ r∇R1 ¨ pSM ´ I3qUM ,∇R2 ¨ pSM ´ I3qUM ,∇R3 ¨ pSM ´ I3qUM spUM q.
(3.25)
Define
ΦpUM q :“ R´1pUM qpSM `ΨpUM qqRpUM q ´ sDpUM q. (3.26)
Then, by (3.23), (3.26) we can rewrite (3.24) as
εT “ ΦpUM qpα` βqT `
ÿ
jăi
αiβjLijpUM q `R´1pUM qW pUM q∆t∆x` Cp∆x, |α| ` |β|q. (3.27)
After a tedious calculation, we obtain the eigenvalues of Φ ¨ ΦT pUM q are µ1 “ µ2 “ µ3 “
1` κM∆t where
κM “ 7´ γ
3
h1M u˜M ` 43h2M u˜M ´
γpγ ´ 1q
ρMc2M
βqM . (3.28)
So, the 2-norm of Φ evaluated at x “ xM is
}Φ}2 “
a
1` κM∆t ď 1` κM
2
∆t. (3.29)
Finally, choose
ζk,n “ κM
2
, C 1 “ |LijpUM q|, C2 “ |R´1pUM q ¨W pUM q|, (3.30)
where κM is in (3.28) and W pUM q is in (3.21). Then, by (3.27), (3.29) we establish (3.10). The
proof is complete.
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Remark 3.2. (1) When the duct is uniform (h1 “ 0) and the effects of friction and heat
(h2 “ βq “ 0) are ignored, inequality (3.10) is reduced to Glimm’s estimate [6]:
|ε| ď |γ| ` |β| ` C0Dpγ, βq ` Cp∆x, |γ| ` |β|q. (3.31)
(2) If the global velocity of gas is positive, then by assumption (A3) we have
ζk,n ă 1
2
p7´ γ
3
h1M u˜M ` 43h2M u˜M q ă 0 (3.32)
for all pk, nq P Zˆ Z`.
Next, we provide the wave interaction estimates for cases (II) and (III). Note that the ap-
proximate solutions of boundary Riemann problems, constructed by (2.9), do not match the
boundary conditions. The difference between the boundary value of approximate solutions and
boundary data in each time step is given in (2.23). We consider such difference as the wave
strength of a zero-speed wave attached on the boundary x “ xB . Here, we extend the Good-
man’s type of wave interaction estimates for our approximate solution Spt, x, rUθ,∆xqrUθ,∆x. The
boundary wave interaction estimates for supersonic boundary condition is the same as in The-
orem 3.1. Here we focus of the estimate for subsonic boundary condition case.
To obtain the desired estimate in the following theorem, we first give some notations. First,
let UnB :“ rUnB ` sUnB denote the approximate solution of BRGpxB , tnq as constructed by (2.9),
also define the projected boundary data in the n-th time strip by
pUnB :“ pρpxB , tnq,mpxB , tnq, EnBqT “ pρnB ,mnB , EnBqT ,
where EnB is the third component of U
n
B . Then, we treat the difference between U
n
B and
pUnB on
the boundary as an α0 wave with wave strength
α0 :“ |R´1prUnBq ¨ pUnB ´ pUnBq|.
Let β1 be the 1-wave of generalized Riemann problem BRGpxB`2∆x, tnq. If the speed of β1 is
positive, then it will not interact all the waves in BRGpxB , tnq in the triangular or pentagonal
regions, which means that such wave interaction is trivial. So, without loss of generality, we
only consider the case that the speed of β1 is negative, meaning that the boundary data pUB
is subsonic and the speeds of 2 and 3-wave are all positive. Similarly, we define Un`1B :“rUn`1B ` sUn`1B as the approximate solution of BRGpxB , tn`1q. We also define
ppUnB , UnM q :“ rppUnB , UnB , UnZ , UnM q{pα0, α2, α3qs,
ppUn`1B , Un`1R q :“ rppUn`1B , Un`1B , Un`1Z , Un`1R q{pε0, ε2, ε3qs.
It means that ppUnB , UnM q is the combined profile of α0 wave and the approximate solution of
BRGpxB , tnq, and ppUn`1B , Un`1R q is defined similarly. Note that pUnM , UnRq :“ rpUnM , UnRq{pβ1qs
is the 1-wave of RGpx2, tnq on the right of ppUnB , UnM q in n-th time strip, see Figure 3.
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Figure 3. Wave strengths in the region near the boundary x “ xB .
We have the following wave interaction estimate for type (II) and type (III).
Theorem 3.3. (Boundary interaction estimate) There exists a constant C such that
|ε| ď |α` β11| ` C
´ ÿ
App
|αi||β1| ` |β1| ` |ρn`1B ´ ρnB | ` |mn`1B ´mnB |
¯
, (3.33)
where 1 “ p1, 1, 1q.
Proof. The statement follows from the similar argument to the proof of Theorem 3.3 in [8, 14,
15].
Note that if β1 is not the incoming wave of boundary triangle region, then (3.33) is reduced
by
|ε| ď |α| ` C`|ρn`1B ´ ρnB | ` |mn`1B ´mnB |˘. (3.34)
4 Global existence of the entropy solution
In this section, we prove the stability and consistency of the generalized Glimm scheme, and the
entropy inequality, so that the global existence of the transonic solutions for (1.6) is established.
The stability of the scheme, which is the core of generalized Glimm method, will be obtained
by showing the non-increasing of Glimm functionals and the uniform boundedness of BV-norm
of perturbation terms tsUθ,∆xu in the approximate solutions tUθ,∆xu for (1.6).
4.1 The stability of generalized Glimm scheme
In this subsection, we will prove the stability of the scheme, which leads to the compactness
of subsequences of the approximate solutions for (1.6). To start, let Uθ,∆x be the approximate
solution of (1.6) constructed by the generalized Glimm scheme in Section 3.1. Note that Uθ,∆x
can be decomposed as
Uθ,∆x “ rUθ,∆x ` sUθ,∆x, (4.1)
where rUθ,∆x is the approximate solution by solving homogeneous conservation laws in each time
step and sUθ,∆x is the perturbation term. We first show that rUθ,∆x and its total variation are
uniformly bounded. From the results of [6, 31], it can be accomplished by showing that the
Glimm functional, which will be defined later, is non-increasing in time.
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Let J be a mesh curve, J 1 be the immediate successor of J and Γk,n be the diamond region
with center px2k, tnq and enclosed by J and J 1. Then, the Glimm functional F for rUθ,∆x over
J is defined as
F pJq :“ LpJq `KQpJq, (4.2)
where K is a positive constant which will be decided later and
LpJq :“
ÿ
t|αi| : αi crosses Ju `K1
´
|β1| `
ÿ
kPBpJq
lkB
¯
,
QpJq :“
ÿ
t|αi||αi1 | : αi, αi1 cross J and approachu,
lnB :“
" |ρn`1B ´ ρnB | ` |mn`1B ´mnB |, (subsonic case)|ρn`1B ´ ρnB | ` |mn`1B ´mnB | ` |En`1B ´ EnB |, (supersonic case).
Here both constants K ą 1 and K1 ą 1 will be decided later, BpJq :“ tn : PxB ,n “
pxB , tn ` ∆t{2q P Ju, lnb is evaluated at the mesh point PxB ,n, and the presence of |β1| de-
pends on β1 crosses J and locates in some boundary triangle region, see Figure 3.
First, we recall the domain Ω for some constant r, r˚ in (1.7) and the case that J , J 1 differ
in a diamond region away from boundary. From Theorem 3.1, let QpΓk,nq :“ Dpα, βq be the
wave interaction potential associated with α and β and let
C1 “ max
UPΩ
ˇˇˇ ÿ
jăi
LijpUq
ˇˇˇ
ě C 1k,n, @ k, n.
By condition pA2q, we have u0pxq ą 0, @x P rxB ,8q. Following (3.10), we obtain
LpJ 1q ´ LpJq ď C1QpΓk,nq ´ λ´1˚ ζk,np|α| ` |β|q∆x` λ´1˚ C2k,np∆xq2 `Op1qp∆xq3, (4.3)
QpJ 1q ´QpJq ď ´QpΓk,nq ` LpJqrC1QpΓk,nq ´ λ´1˚ ζk,np|α| ` |β|q∆x
` λ´1˚ C2k,np∆xq2 `Op1qp∆xq3s, (4.4)
where C2k,n, ζk,n as in (3.10) which defined in Theorem 3.1. Therefore, by (4.2), (4.3) and (4.4),
we have
F pJ 1q ´ F pJq ď ´rK ´ C1 ´KC1LpJqsQpΓk,nq ´ λ´1˚ ζk,np|α| ` |β|q∆x
` r1`KLpJqsλ´1˚ C2k,np∆xq2 `Op1qp∆xq3. (4.5)
If K satisfies 2C1 ă K ď {LpJq for some 0 ă  ă 1{2, then we have
F pJq “ LpJq `KQpJq ď LpJq `KL2pJq ď p1` qLpJq, (4.6)
and (4.5) gives an estimate
F pJ 1q ă F pJq ´ λ´1˚ ζk,np|α| ` |β|q∆x` λ´1˚ p1` qC2k,np∆xq2 `Op1qp∆xq3, (4.7)
By (4.6) and adding up recursive relation (4.7) over all k, use the condition pA2q that
ş8
xB
h1idx ď
a˚, i=1,2 and
ş8
xB
q1dx ď a˚, we obtain
F pJ2q ă F pJ1q ´ λ´1˚ C2LpJ1q∆x` λ´1˚ p1` qa˚C3∆x`Op1qp∆xq2, (4.8)
where C2 is give in (3.32), C3 is give in (3.21) Thus, if ∆x sufficiently small, and (4.7), we have
F pJ3q ď F pJ2q ´ λ´1˚ C2LpJ2q∆x` λ´1˚ p1` qa˚C3∆x`Op1qp∆xq2
ď p1´ C2
1` λ
´1˚ ∆xqF pJ2q ` λ´1˚ p1` qa˚C3∆x`Op1qp∆xq2. (4.9)
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According to (4.8) and (4.9), we obtain
F pJ3q ď
´
1´ λ´1˚ C21` ∆x
¯2
F pJ1q `
´
1´ λ´1˚ C21` ∆x
¯
pλ´1˚ p1` qa˚C3∆x`Op1qp∆xq2q
` λ´1˚ p1` qa˚C3∆x`Op1qp∆xq2. (4.10)
According to the similarly argument in the previous step, we further obtain
F pJnq ď
´
1´ λ´1˚ C21` ∆x
¯n´1
F pJ1q ` λ´1˚ p1` qa˚C3∆x
n´1ÿ
k“1
´
1´ λ´1˚ C21` ∆x
¯k´1
`Op1qp∆xq2. (4.11)
and thus, we get
F pJnq ď F pJ1q ` p1` q2C3
C2
a˚ `Op1qp∆xq2. (4.12)
and upx, tnq ą 0, @x P rxB ,8q. Note that in the second inequality of (4.12), it leads to
T.V.JtrUθ,∆xu ď Op1qLpJq ď Op1qF pJq
ď p1` qT.V.tU0pxqu ` p1` q2C3
C2
a˚ `Op1qp∆xq2 (4.13)
for Jk ď J ă Jk`1, k “ 1, . . . , n´ 1.
C :“ C3
C2
a˚. (4.14)
Next, we consider the case that J 1 is an immediate successor of J so that they only differ on
boundary PxB ,n. For the subsonic boundary case, following condition (A2), (3.33) and (4.2),
we obtain
F pJ 1q ´ F pJq “ |ε| ´ |α| ´ |β1| ´K1p|β1| ` lkBq
`K|α|p|ε| ´ |α| ´ |β1|q ´Kp|α0β1| ` |α2β1| ` |α3β1|q,
ď Op1qCp|α0β1| ` |α2β1| ` |α3β1| ` |β1| ` lkBq ´K1p|β1| ` lkBq
`Op1qCK|α|p|α0β1| ` |α2β1| ` |α3β1| ` |β1| ` lkBq
´Kp|α0β1| ` |α2β1| ` |α3β1|q `Op∆xq2
ď p´K1 `Op1qC `Op1qCK ¨ F pJqqp|β1| ` lkBq
` p´K `Op1qC `Op1qCK ¨ F pJqqp|α0||β1| ` |α2||β1| ` |α3||β1|q
`Op1qp∆xq2 ď Op1qp∆xq2 (4.15)
provided constants K1, K ě Op1q2C, and KLpJq ď . The supersonic boundary case can
be estimate in similar way. Now, let Jn be the mesh curve located on the time strip Tn :“
pxB ,8qˆ rtn´1, tnq and include the half-ray tx “ rb, t ě tn `∆t{2u. Also, let T.V.tU0pxqu :“
T.V.tρ0pxqu `T.V.tm0pxqu `T.V.tE0pxqu. If ∆x and T.V.tU0pxqu are sufficiently small, then
we have
F pJk`1q ď F pJkq ´ λ´1˚ C21` ` 2 p∆xqF pJkq `Op1qp∆xq
2, k “ 1, ..., n. (4.16)
Therefore, based on (4.16) and similarly step as away from boundary, we obtain rUθ,∆x is defined
for t ą 0 and ∆xÑ 0.
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Next, we verify the total variation of the perturbation for any fixed time step is also bounded.
Let us denote Sk :“ Spxk, t, rUkq, then
T.V.tsUu “ ÿ
k
|sUpxk`1q ´ sUpxk´1q| ďÿ
k
|rpS ´ I3qrU spxk`1q ´ rpS ´ I3qrU spxk´1q|
ď
ÿ
k
|pSz ´ I3qprUk`1 ´ rUk´1q| `ÿ
k
|pSk`1 ´ SzqrUk`1 ` pSz ´ Sk´1qrUk´1|
According to (3.20), we obtain
T.V.tsUu ď }Sz ´ I3}ÿ
k
osc.trUu ` 2ÿ
k
|W prUq|∆x∆t` 2}Ψ}ÿ
k
osc.trUu
ď }Sz ´ I3}T.V.trUu `Op1qa˚∆t` }Ψ}T.V.trUu (4.17)
Hence the total variation of the perturbation sU is bounded by boundedness of the total
variation of rU . Because of the boundedness of the total variation for approximate solutions,
the constant C in (4.14) can be easily determined by the initial-boundary data, friction and
heating. By (4.13), (4.17) and the results in [5, 31], we obtain the following theorem.
Theorem 4.1. For fixed K,  as chosen above. Let Uθ,∆x be an approximate solution of (1.6)
by the generalized Glimm scheme. Then under conditions (A1)-(A4), for any given constant
state qU there exist positive constants d, depending on the radius r of Ω, such that if
sup
xPrxB ,8q
|U0pxq ´ qU | ď r
2
, T.V.tU0pxqu ď d, (4.18)
plus the condition
sup
tPR`
|mBptq ´ qm| ď r
2
` p1` q2C (4.19)
hold for (1.6) with C as the constant in (4.14). Then Uθ,∆xpx, tq is well-defined for t ě 0 and
sufficiently small ∆x ą 0. Furthermore, Uθ,∆xpx, tq has uniform total variation bound and
satisfies the following properties:
(i) }Uθ,∆x ´ qU}L8 ď r ` p1` q2C.
(ii) T.V.tUθ,∆xp¨, tqu ď r
2
` p1` q2C.
(iii)
ż 8
xB
|Uθ,∆xpx, t2q ´ Uθ,∆xpx, t1q|dx ď Op1qp|t2 ´ t1| `∆tq.
Proof. For (i) and (ii), note that
sup
Jn
|Uθ,∆x ´ qU | ď sup |U0pxq ´ U˚| ` T.V.JntUθ,∆xu. (4.20)
We choose fixed d such that p1` qd ď r{2, it follows from (4.13) that if
sup |U0pxq ´ qU | ď r
2
, T.V.tU0pxqu ď d,
then, for sufficiently small ∆x, we have
T.V.JntUθ,∆xu ď p1` qT.V.tU0pxqu ` p1` q2C ď r2 ` p1` q
2C,
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where C is the constant as in (4.14). Thus,
sup
Jn
|rUθ,∆x ´ qU | ď r ` p1` q2C. (4.21)
With the above choice of K and d, we obtain that, for sufficiently small ∆x, Uθ,∆xpx, tq is defined
on rxB ,8q ˆ r0,8q when (A1)-(A4) hold. In addition, Uθ,∆xpx, tq and its total variation are
uniformly bounded and independent of ∆x.
For (iii), without loss of generality, let t2 ą t1, t0 “ suptt ď t1 | t “ n∆t for some nu, and
let ` “ tpt2 ´ t0q{∆tu` 1. According to (2.21), we have that
|Uθ,∆xpx, t2q ´ Uθ,∆xpx, t1q| ď |Uθ,∆xpy, t0q ´ Uθ,∆xpx, t0q| ` |pSpy, Uθ,∆xpy, t0qq` ´ IqUθ,∆xpy, t0q|
“ |Uθ,∆xpy, t0q ´ Uθ,∆xpx, t0q| `Op1qp∆tq
for some y P rx´ `∆x, x` `∆xs. Hence following Corollary 19.8 in [31], we get (iii).
Therefore, by Theorem 4.1 and Oleinik’s analysis in [31], we have the following theorem for
the compactness of the subsequence of tUθ,∆xu.
Theorem 4.2. Assume that (A1)-(A4) hold. Let tUθ,∆xu be a family of approximate solutions
(1.6) by the GGS. Then there exist a subsequence tUθ,∆xiu of tUθ,∆xu and a measurable function
U such that
(i) Uθ,∆xipx, tq Ñ Upx, tq in L1loc as ∆xi Ñ 0;
(ii) for any continuous function f , we have fpx, t, Uθ,∆xiq Ñ fpx, t, Uq in L1loc as ∆xi Ñ 0.
Finally, we prove the global existence of entropy solutions to (1.6) by showing the consistency
of the scheme and the entropy inequalities for weak solutions. By Theorem 2.2 and the similar
proof as in Theorem 3.6 of [15], we obtain the consistency of our scheme and entropy inequalities,
and which leads to the global existence results of Main Theorem.
5 Numerical examples
In this section we present numerical examples for the one-dimensional nozzle flow equations
with friction and heat source terms. The computational domain is set as r1, 10s, the CFL
number is taken as 5. We verify our theoretical result by showing the solution profile at t “ 2.
The adiabatic index is γ “ 1.4, and the initial and the boundary densities is fixed as
ρ0pxq “
"
1.1, 1 ď x ď 4
1, 4 ă x ď 10, ρBptq ” 1.1.
For simplicity, we set P0pxq “ ρ0pxq, PBptq “ ρBptq, then the initial sound speed is fixed as
c0pxq ”
?
1.4. For the initial and the boundary velocity, we divided into two cases, subsonic-
supersonic case and supersonic-subsonic case respectively. We set the initial and boundary
velocities as
u0pxq “
" ?
1.2, 1 ď x ď 4?
1.6, 4 ă x ď 10, uBptq ”
?
1.2, (5.1)
or
u0pxq “
" ?
1.6, 1 ď x ď 4?
1.2, 4 ă x ď 10, uBptq ”
?
1.6. (5.2)
Differ from our theoretical setting above, we let the heat profile as follows in our numerical
simulation:
qpx, tq “ 1
2pt` 1qe
´px´5q2 .
22
The above setting will be used for the simulations of the examples below. The numerical
examples is simulated by using MacCormak scheme to solve the homogeneous Riemann (or
boundary-Riemann) problems and then multiplied by the contraction matrix (2.19) in the
homogeneous solutions for each time steps.
Example 5.1. (Contraction-Expansion nozzle in subsonic-supersonic case)
In this example, we consider the cross section area apxq is a C0 function as follows
apxq “ px´ 5q
2
160
` 10, x P r1, 10s,
and a1pxq ” 0 when x P Rzr1, 10s. Then h1pxq “ ´ 2px´5qx2´10x`1625 , h2pxq “ ´ 4
?
10α?
x2´10x`1625 .
Using the aforementioned setting, we have
max
xPr1,10s
´7´ γ
3
h1pxqu0pxq ` 4
3
h2pxqu0pxq ´ γpγ ´ 1q
ρ0pxqc20pxq
βqpx, 0q
¯
ă 0
for α ą 0.022028, β ą 0. The solution profile at t “ 2 with α “ 0.1, β “ 1 in grid sizes
∆x “ 0.1, 0.05, 0.01, 0.005 for the density, velocity, energy and the Mach number are shown
in Figure 4.
Figure 4. The numerical solutions for (1.6) in subsonic-supersonic case.
Figure 5 displays the friction effect on the solution, we fix the grid size ∆x “ 0.01 and the
heat parameter β “ 1 and set the friction parameter α “ 0.5, 0.1, 0.05. It shows us that
the greater friction causes the smaller momentum and Mach number, and thus the density
distribution is pulled towards more left direction due to the contraction-expansion shape of the
nozzle.
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Figure 5. The solutions for (1.6) in supersonic-subsonic case with different α.
In Figure 6, we investigate the heat effect on the solution. Fix the grid size ∆x “ 0.01 and
the friction parameter α “ 0.1 and set the heat parameter β “ 4, 1, 0.25. We see that the
more heat effect at the center of the nozzle causes the lower momentum but the larger total
energy, which leads the larger pressure at there, the density distribution is pushed away from
the center of the nozzle.
Figure 6. The solutions for (1.6) in subsonic-supersonic case with different β.
Example 5.2. (Contraction-Expansion nozzle in supersonic-subsonic case)
The setting is the same as the Example 5.1 but impose the initial velocity as (5.2). The solution
profile at t “ 2 with α “ 0.1, β “ 1 in grid sizes ∆x “ 0.1, 0.05, 0.01, 0.005 are shown in
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Figure 7. According to the given initial data, the initial shock is located at x “ 4. Figure 7
displays that the shock front passes through the nozzle which located at x “ 5 when t “ 2. This
gives us the numerical evidence that the solution exists globally under the conditions (A1)-(A4).
Figure 7. The numerical solutions for (1.6) in supersonic-subsonic case.
The friction effect for supersonic-subsonic case are shown in Figure 8. As in Figure 5, the
greater friction causes the smaller momentum and Mach number. and the density distribution
pulled towards more left direction. We also see that the greater friction cause the slower wave
propagation form the location of the shock front.
Figure 8. The solutions for (1.6) in supersonic-subsonic case with different α.
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The heat effect for supersonic-subsonic case are shown in Figure 9. As in Figure 6, the more
heat effect at the center of the nozzle causes the lower momentum but the larger total energy,
and the density distribution is pushing away from the center of the nozzle. We also see that
the greater heat cause the faster wave propagation form the location of the shock front.
Figure 9. The solutions for (1.6) in subsonic-supersonic case with different β.
Example 5.3. (Contraction-Expansion versus Expansion-Contraction)
For the expansion-contraction nozzle, if we set the cross section area apxq as ´ px´5q2160 ` 10,
then the solution profile (in both transonic cases) is similar to the contraction-expansion nozzle
except minor difference of the value. In order to identify the difference between these two
nozzles, we need to shrink the cross area functions as
a˘pxq “ ˘px´ 5q
2
160
` 1, x P r1, 10s,
and a1˘ pxq ” 0 when x P Rzr1, 10s. Denote h˘1 , h˘2 are the corresponding functions of a˘pxq in
(1.2). Using the aforementioned setting, we have
max
xPr1,10s
´7´ γ
3
h`1 pxqu0pxq `
4
3
h`2 pxqu0pxq ´
γpγ ´ 1q
ρ0pxqc20pxq
βqpx, 0q
¯
ă 0, for α ą 0.066743, β ą 0,
max
xPr1,10s
´7´ γ
3
h´1 pxqu0pxq `
4
3
h´2 pxqu0pxq ´
γpγ ´ 1q
ρ0pxqc20pxq
βqpx, 0q
¯
ă 0, for α ą 0.096999, β ą 0.
In this example, we fix the grid size ∆x “ 0.01 the friction parameter α “ 0.1, the heat
parameter β “ 1. The comparison of contraction-expansion and expansion-contraction nozzles
in both transonic cases are shown in Figure 10 and Figure 11 below. From both figures, we can
easily see that the density and momentum distributions are larger on the contraction portion
of the nozzle, and lower on the expansion portion of the nozzle. This gives us confidence to our
numerical simulation since it fit the common physical knowledge.
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Figure 10. Comparison of the contraction-expansion and expansion-contraction nozzles in
subsonic-supersonic case.
Figure 11. Comparison of the contraction-expansion and expansion-contraction nozzles in
supersonic-subsonic case.
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