The so-called ground state representation for the Laplacian on a subdomain of R n is used to derive certain many-particle Hardy inequalities in a simple and systematic way. This includes geometric extensions of the standard Hardy inequalities to involve volumes of simplices spanned by a subset of points. Clifford/multilinear algebra is employed to simplify geometric computations.
Introduction
During the past century, Hardy inequalities have appeared in a variety of different forms in the literature and have played an important role in analysis and mathematical physics (see e.g. the books [10, 4] and the reviews in [1, 12] ). The standard Hardy inequality associated to the Laplacian in R d , d ≥ 3, is given by
with the sharp constant
, and any function u in the Sobolev space H 1 (R d ). It states explicitly that the Laplace operator on R d is not only non-negative, but in a sense strictly positive, in that it is bounded below by a potential which even increases in strength unboundedly as the distance to the origin tends to zero. In quantum mechanics, this is a concrete manifestation of the uncertainty principle, and inequalities of this form have been crucial for e.g. rigorous proofs for the stability of matter (see e.g. [6] ). In such many-particle contexts it becomes relevant to consider extensions of (1) involving mutual distances between a (possibly large) number, say N , of particles. Also the sharp values of the corresponding constants as well as their dependence on N are relevant for physical applications.
In [3] , a number of such many-particle Hardy inequalities were studied, both for non-interacting bosonic and fermionic particles (i.e. completely symmetric resp. antisymmetric wavefunctions), as well as for magnetically interacting two-dimensional particles, and the large-N optimality of the derived constants was determined in the bosonic case. In the fermionic case, the optimal large-N behaviour of the corresponding constants was determined in [2] .
In this note we will focus on the bosonic case and use the so-called ground state representation for the Laplacian on a subdomain of R n to derive the standard (bosonic) many-particle Hardy inequalities in a simple and systematic way. Using multilinear and Clifford algebra, the approach we take straightforwardly generalizes to other types of many-particle Hardy inequalities, involving geometric relatives and higher-dimensional analogs of distances between particles. Also the case of critical dimension, which for the standard bosonic case is equal to two, is covered, and corresponding inequalities involving logarithms found. We point out that some of the generalizations presented have been considered earlier by Laptev et. al. [5] . A more general discussion on the systematic application of the ground state representation, as well as numerous other examples of its usefulness, will be reviewed elsewhere [8] .
The paper is organised as follows. In Section 2 we state the preliminary setup which allows for a straightforward and systematic derivation of the results. The main results are given in Section 3 as ground state representations for the conventional many-particle Hardy inequalities in all dimensions (Theorems 4-7), for some alternative geometric cases where the origin is singled out as a special point (Theorems 8-10), and finally for inequalities involving volumes of simplices of points (Theorems 11-13). Some computations involving multilinear algebra, and a brief note on the sharpness of the derived constants, have been placed in an appendix.
The ground state representation
We have the following simple but general ground state representation (GSR) for the (Dirichlet) Laplacian on a domain in R n : Proposition 1 (GSR). Let Ω be an open set in R n and let f : Ω → R + := (0, ∞) be twice differentiable. Then, for any u ∈ C ∞ 0 (Ω) and α ∈ R,
where v := f −α u.
Integrating this expression over Ω, we find that the middle term on the r.h.s. produces after partial integration
Now, using that
and collecting the terms we arrive at (2).
It will in the sequel be very convenient to introduce some terminology related to the ground state representation. We refer to f as the (exact or approximate) ground state and to α as the GSR weight, while the potential term in (2), i.e.
will be called the GSR potential. Note that the choice α = 1 2 maximizes the first term in the GSR potential, which would be the relevant term if ∆f = 0 on Ω, i.e. if f is a generalized zero eigenfunction for the Laplacian on Ω. In this case the resulting GSR (2) will usually be called a Hardy GSR. We emphasize (see also [8] ) that an important advantage of having the ground state representation of a Hardy inequality is that the integral term involving v in (2) provides a guide for proving sharpness (cp. Appendix B), and also opens up for improvements of the inequality.
The standard Hardy inequalities in R d
The obvious ground states f for the Laplacian in R d are the fundamental solutions,
(where δ 0 are Dirac delta distributions supported at {0} and c d some irrelevant constants). Hence, for d = 2 we can consider the domain Ω := R d \{0} on which f := f d > 0 and ∆f = 0. (2) is therefore optimal for α = 1 2 , and yields the ground state representation associated to the standard Hardy inequality (1) 
The inequality (4) holds for all u ∈ C ∞ 0 (Ω), and hence the l.h.s. is nonnegative on
we can take the domain Ω := R 2 \({0} ∪ S 1 ) and ground state f := |f 2 |, so that f > 0 and ∆f = 0 on Ω. (2) then produces the corresponding two-dimensional Hardy GSR
By closure, the l.h.s. is non-negative for u ∈ H 1 0 (Ω) = H 1 0 (R 2 \S 1 ).
Remark. In the above we used that C ∞ 0 (R n \{0}) is dense in H 1 (R n ) (with the Sobolev norm) for n ≥ 2. It is easy to see that similar density arguments are valid for C ∞ 0 (R n \K) for the codimension k ≥ 2 subsets K we consider in the following, typically being finite unions of closed smooth or cone-like submanifolds of dimension n − k.
Hardy inequalities outside subspaces
Let us also briefly recall the generalizations of the standard Hardy inequalities (4)- (5) w.r.t. the point {0}, to corresponding inequalities w.r.t. any linear subspace in R d . For later purposes, it is most convenient to state and derive these GSR in the language of geometric algebra (involving the Clifford algebra over R d ; see [9] , or Appendix A).
Let A := a 1 ∧. . .∧a p = 0 be a p-blade, 0 ≤ p < d, i.e. an exterior product of p vectors a j ∈ R d , representing the oriented p-dimensional linear subspacē A ⊆ R d spanned by {a j }, with magnitude |A|. Note that the p + 1-blade
x ∧ A = 0 if and only if x ∈Ā. Further, δ(x) := |x ∧ A||A| −1 is the minimal distance from x toĀ, while the Clifford product (
where PĀ is the orthogonal projection onĀ. We then have the following simple Hardy GSRs, which reduce to (4) resp. (5) for p = 0, and which will shortly be generalized to many-particle versions:
The corresponding Hardy inequality for the l.h.s. holds for
Proof. By choosing a basis and coordinate system appropriately, one easily computes that ∆δ −(d−p−2) = 0 on Ω (f is a fundamental solution to the Laplacian w.r.t. the subspaceĀ). Furthermore, ∇f /f = −(d − p − 2)∇δ/δ, and it follows that the optimal weight is the standard Hardy α =
Alternatively, by employing geometric algebra we can avoid introducing coordinates and directly obtain ∇f
Proof. Here we have ∇f = ±(x ∧ A) −1 A (with a sign depending on p and which part of Ω we consider) and ∆f
Remark. Due to the invariance of the Laplacian under translations, corresponding GSR of course hold also for affine subspaces a +Ā, a ∈ R d , simply by translation x → x + a and considering Ω := {|(x − a) ∧ A| > 0} (analogously for d − p = 2). Furthermore, we note that the constants in (6) are sharp, just as for p = 0 (cp. Appendix B).
Many-particle Hardy inequalities
We turn now to a systematic application of the GSR with approximate ground states to the setting of many-particle Hardy inequalities.
Conventional many-particle inequalities
Consider a tuple (x 1 , . . . , x N ) of N points, or particles, in R d . We define the distance r ij := |x i − x j | between two particles, and the circumradius R ijk associated to three non-coincident particles,
i.e. the radius of the circle that the particles x i , x j , x k inscribe (R ijk := ∞ for collinear particles, for which the r.h.s. is zero; cp. Lemma 3.2 in [3] ). Let us first consider the total separation measured by the distance-squared between all pairs of particles:
Taking the ground state ρ(
for all u ∈ C ∞ 0 (Ω), with the optimal weight α := −
Remark. This gives a generalization to N = 3 of (3.5) in [3] . Note that
and hence that the corresponding Hardy inequality on H 1 0 (Ω) holds on H 1 (R dN ) unless d = 1 and N = 2. The constant is sharp, as shown explicitly in the appendix.
Proof. One computes
and
where in the last step we used the identity
It follows that we have a GSR potential
which by optimization proves the theorem.
Next, we have as a special case of the following, the so-called 'standard' many-particle Hardy inequality:
Theorem 5 (Separation and circumradii of pairs and triples of particles in
Taking the ground state f (x) :
for all u ∈ C ∞ 0 (Ω) and α ∈ R. In particular, defining
(the upper bound following from geometric relations; cp. Lemma 3.3 in [3]), and taking the then optimal weight α :
On the other hand, assuming α(1 − α) ≥ 0 in (10) and now using the bound (11) on the term involving r ij we obtain
again with the optimal weight α :=
Remark. As pointed out in [3] , using the geometric relations between separation and circumradii, the N = 3 case of Theorem 4 also implies
Combining this with (10), one is led to maximize
This results in
with the optimal α := (1+ √ 1 + c) −1 . The Hardy inequalities corresponding to (12) and (15) were given in the form of Theorem 2.1, (4.9), (4.11) in [3] .
Remark. All corresponding Hardy inequalities from (12)- (15) hold on the full space of functions
Remark. For N = 2 we simply have α = 1 2 and (12) and (15) reduce to (8) with the sharp constant (d − 2) 2 /2. It was also noted in [3] that the large N behaviour of the constant in (12)/(15) with K d,N ∼ N cannot be improved.
and, due to ∆
This gives the GSR (10) in the theorem. Bounding the (in total positive) term involving R ijk in that equation by the term involving r ij by means of (11), we obtain the total constant in (12)
which is optimal for α = (2 + K d,N ) −1 . (13) follows similarly.
The one-dimensional case is much simpler due to collinearity:
Theorem 6 (Separation of pairs of particles in d = 1). Let
Taking the ground state f (x) := j<k |x j − x k | we obtain
Remark. This is a GSR version of Theorem 2.5 in [3] . The corresponding inequality holds for all u ∈ H 1 0 (Ω) (note that codim Ω c = 1 in this case) and is sharp.
Proof. In this case R ijk = ∞ and ∆f = 0 on Ω. Hence α = 1 2 optimizes the GSR.
For the two-dimensional case we fix a length scale R > 0 and definẽ
Theorem 7 (Separation of pairs of particles in d = 2).
Let
Remark. Here we have a rough bound K 2,N ≤ 2(N −2), which simply follows by applying the Cauchy-Schwarz inequality in R 2 to each term in (17).
Remark. In this case we have from (18) a non-trivial two-dimensional manyparticle Hardy inequality on H 1 0 (Ω) = H 1 0 (B R/2 (0) N ). This correponds to the physical situation where we consider the particles to be confined to a finite area. Also note that, despite the logarithms, this inequality gives a rough lower bound inf
to the ground state energy of a confined gas of two-dimensional non-interacting bosonic particles, which hence is of the same form as for d ≥ 3.
Proof. This theorem follows just as in the proof of Theorem 5, using that
Some other inequalities of many-particle type
Associated to the original one-dimensional Hardy inequality away from the origin is also the following 'many-particle' version:
for all u ∈ C ∞ 0 (Ω). Hence, the l.h.s. is non-negative on H 1 0 (Ω). Remark. The corresponding Hardy inequality was proved and applied in [12] .
Proof. A simple modification of Proposition 1 to involve a product g α h β of ground state ansätze gives the GSR potential (see also [8] )
With g := k |x k | and h := |x| 2 , and using that ∇ k g = g/x k , ∆g = 0, ∇ k h = 2x k , and ∆h = 2N , we find the potential
which with the condition that the first term be optimal yields α := The following application of our systematic approach has some relations with bosonic and supersymmetric matrix models (see e.g. [7] ). Consider an N -tuple (x 1 , . . . , x N ) of vectors in R d and define the bivectors (2-blades) B ij := x i ∧ x j , i < j, with magnitudes [9] or Appendix A). Note that B ij = 0 if and only if x i and x j are parallel. We define the corresponding geometric quantities
where we note that
is the vector in the (oriented) plane x i ∧ x k obtained by rotating x i by 90 • towards x k and rescaling by the inverse area |x i ∧ x k | −1 . We then have the following result, which one could think of as a higher-dimensional combination of Theorem 2 with Theorem 5, involving 1-dimensional subspaces (A = x j ) instead of 0-dimensional (A = 1):
Theorem 9 (Parallelity of pairs of vectors in d > 3 or d = 2).
and,
Remark. For N = 2, we have Σ 2 = 0 and hence the optimal and sharp 2-particle Hardy inequality
Proof. One computes (see Appendix A)
as well as ∆f
For the critical case d = 3 we once again need a length scale. One natural way to obtain this in the context of matrix models 1 is to introduce the matrix model potential W := j<k |B jk | 2 and consider e.g. Ω 0 := Ω ∩ {W < R} for which H 1 0 (Ω 0 ) = H 1 0 ({W < R}). Defining
we then have the following analog of Theorem 9.
Theorem 10 (Parallelity of pairs of vectors in d = 3). Taking the ground state f (x) := j<k | ln
with α := 1 2(1+C 3,N ) (in both inequalities). In particular, with N = 2,
for all u ∈ H 1 0 ({W < R}). The proof is completely analogous to the proof of Theorem 9, with similar modifications as in Theorem 7.
Inequalities involving volumes of simplices of points
Consider again a tuple of N vectors in R d , but now think of them as points. These points span a (possibly degenerate) N − 1-simplex with volume given by
Note that this expression is invariant under any permutation of the points (this is also shown explicitly in Appendix A). We have then the following geometric generalization of the N = 2 case in Theorem 4 (or 5):
(whereˇmeans deletion), we then have
for all u ∈ C ∞ 0 (Ω). The corresponding sharp Hardy inequalities hold on
Before proving this theorem, it is convenient to introduce the following notation:
Note that Σ (N ) describes a ratio of a mean of squares of volumes of all N −2-dimensional subsimplices A k to the square of the volume of the full simplex A. In particular, for N = 3,
where we used that the simplex area V is bounded by
4π times the area of the circumcircle.
Proof of Theorem 11. Note that we have defined A k<N and A N s.t. (cp. Appendix A)
For each fixed k < N we then have
)f and ∆ x k f = 0, and hence the following optimal single-particle Hardy GSR:
For k = N we use the invariance of V under permutations, i.e. (24), and
, and the GSR (23) follows. Finally, note that in this case codim Ω c = dN
Again, for the codimension-critical case d = N we fix a length scale R > 0 and restrict to, e.g.,
we then have
for all u ∈ C ∞ 0 (Ω). The corresponding Hardy inequality holds on
Proof. This is completely analogous to the proof of Theorem 11, using that
Now, whereas Theorem 9 involved all possible quantities
(twice) the volumes of all 2-simplices spanned by selections of points of the form {x i , x j , 0}, this can naturally be generalized to higher dimensions as follows. This is both a geometrically and combinatorially more complete generalization of Theorem 5, which corresponds to p = 2:
Theorem 13 (Volumes of all simplices of p points among N points in d = p).
is the product of the volumes of all p − 1-simplices in R d spanned by p of the points {x j=1,...,N }, and take the ground state f :
. Denote by Λ = Λ(p, N ) the set of ordered subsets λ = (λ 1 , . . . , λ p ) ⊆ {1, . . . , N } of p elements out of N . For λ ∈ Λ define the p − 1-blade A λ := A(x λ 1 , . . . , x λp ), and for each k ∈ λ let A λ,k denote a p − 2-blade s.t.
Furthermore, as in the single-volume case one finds that codim Ω c = d − p + 2.
Corollary. For d > p we have the generalized many-particle Hardy inequality
and hence
Then, again using (31) from Appendix A,
we therefore obtain
The GSR (28) and inequalities (29)-(30) now follow as in the earlier theorems.
Remark. For the optimal large-N dependence of the constants in these many-particle inequalities, it becomes relevant to study the ratio of the geometric quantities w.r.t. the optimal asymptotic probability distribution ρ of points in R d ;
, where q = p + 1, . . . , 2p − 1, Σ (p) was defined in (22), and
are higher-dimensional generalizations of a single circumradius contribution R
−2
123 . Related optimizations involving lower-dimensional geometric quantities have been discussed in Remarks 2.2(iv) in [3] (see also [12] ), 3.1 in [2] , and also e.g. (2) in [11] .
It is of course possible to generalize Theorem 13 even further and consider the volumes of all simplices among N points (i.e. all simplex dimensions simultaneously), including the case of critical codimension. We will not state the corresponding theorem explicitly here.
for A, B p-resp. q-blades, and, by e.g. Exercise 3.6 in [9] ,
as well as (outside the support of the corresponding distribution)
which is zero for β = −(d − p − 2)/2. Furthermore, (again on a suitable domain)
Lastly, we have the following explicit invariance of the simplex volume under permutations of the points: Proposition 14. Let A := 1≤j<N (x j − x N ) be the N − 1-blade associated to the points (x 1 , . . . , x N ). Then A is invariant, up to a sign, under any permutation of the points.
Proof. A is due to the total antisymmetry of the exterior product clearly invariant under any permutation σ of (x 1 , . . . , x N −1 ), up to a sign (sgn σ). Furthermore, for any 1 ≤ k < N ,
by multilinearity and antisymmetry. The proposition then follows by composition of permutations.
which is uniformly bounded for 0 < |δ| < δ 0 , and and Ω c = {(x 1 , x 2 ) ∈ R 2d : x 1 ∧x 2 = 0} is a cone-like set which can be parameterized by x 1 ∈ R d \{0}, x 2 ∈ R x 1 , and
Hence, for each fixed x 1 = 0 we split the second variable into x 2 along, and x 2⊥ orthogonal to, the line R x 1 , write |x 1 ∧ x 2 | = |x 1 ||x 2⊥ |, and deduce (with δ ′ := (d − 3)δ) . . . . . . with similar conclusions as in our earlier examples.
