Abstract-The paper is devoted to spatial adaptive estimation of signals satisfying linear differential inequalities with an unknown differential operator of a given order. The classes of signals under consideration cover a wide variety of classes common to nonparametric regression. In particular, they contain the signals whose parameters of smoothness are not uniformly bounded, even locally. We develop an estimator which is optimal in order over a wide range of the classes and "discrete" global accuracy measures.
I. INTRODUCTION
T HE GOAL of this paper is to develop a spatial adaptive estimator of nonparametric signals satisfying differential inequalities. Our basic problem is as follows:
Given observations (1) of a function along the regular grid being independent Gaussian random vectors from with zero mean and the unit covariance matrix, restore the restriction of onto the grid. Note that it is convenient to deal with complex-valued signals and, consequently, with complex-valued Gaussian noise. This clearly does not restrict generality: if the signal is realvalued, then one can add artificial discrete Gaussian white noise to the actual real-valued observations as their imaginary part. It is also convenient to assume that the signals are defined on the entire real axis; let us stress, however, that we observe the signals only on the grid and are interested in restoring the signal only within the bounds of this segment.
The essence of the matter is the class of signals for which the estimator is designed. Usually, the families of signals with certain fixed smoothness are considered (e.g., the Sobolev and the Besov classes). These classes form the subject of the majority of the papers on nonparametric regression (see [14] , [5] , [12] , [3] and references therein). Note that the classes of smooth functions are associated with the standard differential operators For example, the Sobolev class is defined by imposing an upper bound on the -norm of the image of a signal under action of the operator A natural way to generalize the family of signals in question is to impose similar bounds on the image of under another differential operator thus coming to the classes In other words, the class is comprised of all solutions to the differential inequalities (2) with the right-hand side satisfying the restriction The indicated extension is of rather restricted practical interest, since in practice we hardly could specify the underlying differential operator. It seems to be more attractive to consider the classes comprised of all solutions to all differential inequalities (2) associated with operators of a given order and right-hand sides of a given -norm, i.e., the classes where the union is taken over all polynomials of the degree with the unit principal coefficient. Thus our hypothesis on the signal in question is that the signal is the output of an unknown linear filter of the order , and the input to the filter is not too large. In the traditional case the filter is known in advance and is equal to
The problem of nonparametric regression estimation for the classes has been studied (for the case of in [13] . The conceptual drawback of the estimate developed in [13] (the same as that of the majority of known estimates for the usual Sobolev classes) is that to use the estimate, one should know in advance the parameters of the class. Recent progress in nonparametric estimation resulted in developing spatial adaptive estimates for signals from the Sobolev/Besov spaces. These estimates do not require a priori information on the smoothness parameters of the signal; moreover, the signal need not be smooth on the entire segment where it is observed. Roughly speaking, spatial adaptive estimates guarantee that if the signal is smooth with certain (unknown) smoothness parameters on certain (unknown) segment, then the quality of its restoring on this segment will be as good as if we 0018-9448/97$10.00 © 1997 IEEE knew in advance the segment and the smoothness parameters. For precise formulations the reader is referred to the papers of Donoho et al. [1] - [4] , Lepskii et al. [10] , and Juditsky [7] , where the first estimates of this type were suggested and studied. We will consider also slightly wider classes than the previous ones. Assume that there exists real such that for any from a segment assumption holds with The assumption and the corresponding class of signals is denoted by It will be seen that the classes contain signals with pieces modulated by sinusoids of different frequencies.
Let us stress that all quantities involved in the descriptions of and are not assumed to be known in advance. All we know is an upper bound on the product ; this upper bound is the only "design parameter" of our estimator
We prove that our estimator is optimal in order in the following minimax sense. If quality of restoring at the points of the grid is measured in the "discrete" -norm on the segment (4) then for our estimator one has where in the right-hand side is taken over all possible estimators and is a constant independent of and The estimator proposed here is an adaptive modification of that developed by Nemirovski [13] for functions satisfying differential inequalities (see Example 2 below for precise description of the class). We exploit the ideas of the adaptation scheme by Lepskii [8] , [9] to refine the estimate of Nemirovski.
Let us make some comments on formulation of the problem and the outlined result.
1) Note that the developed estimator is optimal in order uniformly over all polynomials of degree satisfying
In particular, as has been mentioned already, the class includes smooth signals modulated by the sinusoid of arbitrary frequency. It seems surprising that the quality of our estimate does not depend on the frequency of the modulator; e.g., the risk of our estimate on the signals in question is bounded, for large , uniformly in by the quantity with depending on the design parameter only. It seems impossible to obtain the latter result for the "traditional" estimates, such as the kernel-or the wavelet-based ones. These estimates are oriented to smooth, at least locally, signals, while the parameters of smoothness of the signals in question are not uniformly bounded, even locally.
2) In what follows we are interested in restoring only at the points of the grid , since as far as the uniform risk with respect to the polynomials is concerned, only this goal is achievable. Indeed, the function clearly satisfies the assumption for any and vanishes on Therefore, observations (1) do not allow to differentiate between and The rest of the paper is organized as follows. In Section II we consider the auxiliary estimation problem in the space of sequences, and constitute our adaptive estimate. is an isometry in -norms (6) where denotes the conjugate of The space can also be equipped with -norms with the already indicated standard interpretation of the righthand side for the case of Via the Fourier transform, these norms can be translated to , and we set These are seminorms on , and their restrictions on are norms on the latter subspace.
4) Inequalities:
We list here several inequalities which are used repeatedly in the sequel. Proofs of the above inequalities are straightforward; we note that (7) is the Parseval equality, (8) is the Young inequality, and (10) follows immediately from (9) and (8).
B. Construction of the Estimate
Now we are in position to define the estimate of a complexvalued sequence at a given point via noisy observations (5). Our construction consists of two steps. First, we consider a family of estimates indexed by the smoothing parameter These estimates were proposed by Nemirovski [11] , [13] for restoring signals satisfying differential inequalities. Second, we apply certain adaptation rule for choice of , leading to the estimate we are interested in. Here ideas of the general adaptation scheme by Lepskii [8] , [9] are used. The second step is rather standard, and we are about to explain the main idea underlying construction of the estimates To clarify the main idea, let us assume for the time being that sequence to be estimated satisfies the linear difference inequality with some polynomial For a fixed positive integer we postulate the following form for our estimate:
where the coefficients should be determined using observations To find the appropriate coefficients, observe that should be small enough in order to suppress the observation noise. On the other hand, it is natural to require that our filter will reconstruct precisely solutions to the homogeneous difference equation
; this requirement allows to reduce bias caused by the right-hand side of the difference inequality. Thus a reasonable policy for choosing is to minimize the sum of squares subject to the aforementioned linear constraints. If is known, then this problem can be easily solved, and the coefficients depend on the underlying polynomial only. The situation is essentially different if is unknown. In this case, the weights should depend on the observations , and our estimate is nonlinear in This leads to the fact that we cannot control stochastic component of the error by minimizing the sum of squares of the filter coefficients. It turns out that this difficulty can be overcome if we minimize the ( -norm in the frequency domain) instead of This is the key idea underlying our algorithm.
The parameter of the estimate is the smoothing parameter; it controls the tradeoff between bias and the stochastic component of the error. Usually, the choice of requires some a priori information on the sequence to be estimated. To avoid this, we employ certain adaptive procedure in order to choose the smoothing parameter independently of the underlying class of sequences. Our adaptive estimate will depend on two "design" parameters-the threshold and the order , which is a positive integer ( will be in the meantime specified as a certain function of and , so that, in fact, we have a single design parameter-the order of the estimate).
Formally, the estimate is defined as follows. Let us fix a positive integer and suppose that the point is not too close to the endpoints of the range , namely, let satisfy We set Observe that because of our restrictions on Now we define the family of estimates indexed by a positive integer as follows. Let us fix , and for and every finite sequence we set where (due to our restrictions on is well-defined). For the "design" parameter let us introduce two extremal problems with the control vector :
s.t.
Now, we define as follows: • if
is feasible, and the optimal value of the problem is less than , we take as the optimal solution to ; • in the opposite case (i.e., if is either unfeasible, or feasible with the optimal value greater than ) we take as the optimal solution to the problem Finally, the estimate (let us call it the estimate associated with the window width ) of the quantity is given by (11) We also set
The adaptive estimate that we are actually interested in, , is defined as follows. Let us call a nonnegative integer good for a given , if all the segments and the segment have a point in common; here (12) Clearly, good 's exist (e.g., ). We define as the maximal (for a given ) good , and set Let us stress here that the estimate constructed in such a way depends only on the data and on the order , and does not depend on any assumptions on the sequence Quality of the estimate will be closely related to a random variable which is defined as follows. Consider a segment containing an odd number of integers, and let be the midpoint of the segment. Consider the random sequence and its Fourier transform We set (14) The outer maximum is taken over all segments containing an odd number of integers. We clearly have the following Lemma 1: For any one has
C. Quality of the Estimate
The proof immediately follows from the fact that the entries of the vector are the standard random vectors from Now we formulate our main theorem on adaptive estimation in the space of sequences; this result is basic for our further developments. Proof of the theorem is given in the Appendix.
III. CLASSES OF SIGNALS AND GLOBAL RISKS
Now we return to the initial problem outlined in the Introduction. Recall that it is desired to restore a function at the points of the regular grid from noisy data Given observations (1), we can regard them as observations of the sequence at the moments Consequently, the estimate introduced in Section II can be considered as a certain estimate of the values of along the grid In this section our goal is to establish the upper bounds on accuracy of our estimator. Accuracy of the estimate at a segment is measured by the "discrete" global risk (cf. (4)). We specify two classes of signals we are interested in; it will be seen that these classes substantially generalize those usual in the nonparametric regression problem.
A. Class
First, we establish an upper bound on the global risk over the following class of signals. To avoid boundary effects we are interested in the risk of the estimate on the "narrowed" segment
Let us set otherwise.
We have the following Remark 1: Note that given by (23) is well-defined, since the case may occur only when , and here due to assumption The proof of Theorem 3 is given in the Appendix.
IV. THE LOWER BOUND
The results presented in the preceding section raise the question of what is the highest attainable rate of convergence for the minimax risk on the classes . Here we prove that the rate of convergence given by Theorem 3 cannot be improved in order by any estimation method, or, in other words, our adaptive estimate is optimal in order on the classes , provided that the parameter of the class in question "fits" the number of observations Let us fix (as always, and , and let (27) (cf. (25)). For a fixed , let be the minimax risk associated with the class (here is taken over all possible estimates ). The announced "optimality in order" of the adaptive estimate is given by the following We will choose the parameter so that the following inequality will be true:
In this case, the probability of error under the decision rule is at least , and the rate of convergence for the risk is determined completely by (see (33)). Combining (35), (34), (31), and (29), we come to the inequality or, which is the same, (the concluding relation follows from the definition of , see (27)). Thus taking and substituting given by (32) into (33), we obtain the lower bound announced in (28) for the case of Thus Theorems 3 and 4 show that our estimator is optimal in order over the classes V. CONCLUDING REMARKS In conclusion it should be noticed that the aforementioned results remain valid under weaker assumptions on the noise sequence Indeed, we used only the fact that the random variable has distribution with exponentially decreasing tails (see Lemma 1) . It can be easily checked that a statement similar to Lemma 1 holds provided the noise sequence is defined as where is a sequence of complex-valued Gaussian random variables with zero mean and unit covariance matrix, and APPENDIX The Appendix is organized as follows. First, we prove Theorem 1. This result plays a key role in the proofs of Theorems 2 and 3. In Subsection B we establish relation between the initial problem and the estimation in the space of sequences. This will allow us to derive upper bounds announced in Theorems 2 and 3 (see Subsections C and D, respectively).
A. Proof of Theorem 1
The main step of the proof is to bound from above the inaccuracy of the estimate for any (see Lemma 4 below). To this end we use the technique developed by Nemirovski [13] . The main idea of the proof is as follows. If we knew in advance the decomposition, the corresponding normalized of the degree operators , and all the remaining parameters involved in the definition of the class , we could find the linear filter in observations estimate (see Lemma 2) for which inaccuracy can be easily bounded from above. It turns out that the coefficients of this linear filter yield a feasible solution to the extremal problem (see Section II-B). Using this fact, we derive the upper bound for quality of the estimate Then the upper bound on the quality of the adaptive estimate follows easily.
1 To realize this plan we start with the following Define the event and first suppose that Recall that is a "window width" chosen by our adaptive estimate, and is given by (15); actually, "balances" two components of the error in the right-hand side of (47). Observe that for any the right-hand side of (47) does not exceed (we have used (12) and (13)). Therefore, for all segments (see Section II-B) have a point in common, namely, ; in particular, The point belongs also to the segment , since one clearly has and for Consequently, on and by construction the segment intersects with It implies that (note that ). Thus
Now assume that , i.e., By construction, is certain , where intersects with Therefore, in this case (57) Thus (16) is proved, and it remains to verify (17). To this end note that the relation (57) is given by the construction of our estimate and is independent of any assumptions on ; thus
If
, the right-hand side in this inequality is , and for all the right-hand side is at most Thus the theorem is proved.
B. Translation into Space of Sequences
The goal of this subsection is to establish the relation between our initial problem and estimation in the space of sequences. We prove that if satisfies assumption on the interval with for some , then its restriction onto the grid belongs to the class This result reduces the initial problem to the problem of estimation in the space of sequences.
Theorem 5: For a function let be its restriction onto the grid and let
Assume that the midpoint of belongs to the grid for some and that the half-length of the segment is at least Let then with Proof: The proof is similar to that of Lemma 6 from Nemirovski [13] .
It clearly suffices to prove the theorem for the case of Thus assume that there exists a polynomial such that for we have Let be the roots of the polynomial ; without loss of generality we may assume that belong to the closed left half-plane, while
belong to the open right half-plane. Let , and let Thus we have shown that inequality (58) holds for the polynomial ; however, is not normalized and we should normalize it to get the required result. Let be the maximum of absolute values of the coefficients of , and let , so that is a normalized polynomial of degree From (58) it follows that (59)
The left-hand side in this relation is exactly the quantity associated with the choice and appearing in assumption (recall that we are considering the case of ). Thus to complete the proof of the theorem we should verify that the right-hand side in our inequality does not exceed as announced in the statement of the theorem. This is the immediate consequence of the following simple observation:
Let be points inside the unit circle on the complex plane; then there exists a point inside the unit circle which is at a distance at least from each of the points and at least at the same distance from the boundary of the unit circle.
We have, consequently, whence which combined with (59) completes the proof. Thus the theorem translates estimating functions from the class (or into the estimation problem in the space of sequences; it allows to use the results obtained in Section II for our basic problem.
C. Proof of Theorem 2
To avoid additional comments, in the following proof we restrict ourselves to the case of It is immediately seen from the proof that our reasoning allows to pass to limit as , thus leading to the announced result for the case of Let us define
The main idea of the proof is as follows. Let us fix and , and let , where is given by (14) . First, we prove that the upper bound announced in (21) holds for on the event , i.e., for one has
We also show that (61) These inequalities along with the choice of given by (20) will imply statement of the theorem.
Observe that according to (17) in the case of the left-hand side of (61) is bounded from above by the quantity independently of any hypotheses on (here stands for cardinality of a set). We clearly have , and we conclude that (61) indeed holds when
Thus only the case of should be considered, and in the further proof we assume this.
In the case of we build a certain partition of the segment Then Theorems 1 and 5 apply to evaluate the global errors associated with the "small" segments which form the partition of
The crucial point in further developments is that the lengths of these "small" segments are chosen to be proportional to the ideal window width appearing in Theorem 1.
1 Let us fix , and let and be the corresponding functions and polynomials.
Consider first the case of Let 
due to the inclusion 2 Further we will distinguish between two cases:
• "small"
• "large" , when the opposite inequality holds.
Actually, the former case corresponds to the situation when the grid is not fine enough as compared with the parameters of smoothness in question. In particular, it means that the segment of the length (see (62)) starting at a point contains less that points of the grid In this case, our estimate associated with the midpoint of the segment is trivial, i.e., it is equal to the value of the observation at this point.
In the case of "small" , (17) (66)). This upper bound on and the right-hand side of (65) show that (21) is valid for in the case of "small" From now on we assume that is "large," i.e., the opposite to the (64) inequality holds.
3 Let us set ; we terminate this construction at step , when Due to (63) and the fact that (62) is an equality for proper , the quantities are bounded away from zero for all , so that the above is welldefined. Let and let and be the midpoint of the segment and its length, respectively. , it suffices to pass in (21) to limit as tends to infinity. The theorem is proved.
D. Proof of Theorem 3
From the definition of the classes it is clear that these classes increase as decreases, provided the remaining parameters of the class are fixed. Therefore, without loss of generality, one can assume that (25) The right-hand side in the latter inequality, due to (82), is (we have taken into account that almost all points of belong to at most two of the segments , and (84) follows.
The case of can be obtained by the standard passing to limit.
2 Now we are ready to establish (26). It suffices to verify (26) for the case of To obtain the result for the case of , it suffices to pass in (26) to limit as tends to Let us denote by the segment concentric to and twice smaller than By construction, the segments form a covering of Now, for every we have (see (83)). We are about to apply reasoning of Theorem 2 on the segment to bound from above the inaccuracy of our estimate on the segment To this end let us verify that relation (19) holds (with specified as the half-length of the segment ) under the premise of the theorem. a) Since and , it suffices to check that with given by (81), or, which is the same, to demonstrate that (86) Inequality (86) is an immediate consequence of (24). Indeed,
• since, due to (24), , 
2) In this case, , and (90) and (93) again lead to (94).
Observe that, in fact, the following upper bound holds:
To prove this note that in the case of we have and , and (95) follows immediately from (92) and (94). In the case of , inequality (95) is equivalent to (96)
Let
; then the left-hand side of (96) is nothing but , while the right-hand side is
In view of these identities, (95) is an immediate consequence of (24).
4 Let Now we are about to show that is bounded from above by an appropriate constant. Owing to (91), (93), and (81) 
