A partition of an integer n is graphical if it is the degree sequence of a simple, undirected graph. It is an open question whether the fraction of partitions of n which are graphical approaches 0 as n approaches in nity. A partition is basic if the number of dots in its Ferrers graph is minimum among all partitions with the same rank vector as .
Introduction
A partition of a non-negative integer n is a sequence of positive integers = ( 1 ; 2 ; : : :; s ) satisfying 1 2 : : : s and 1 + 2 + : : : + s = n. Let P(n) be the set of partitions of n, where P(0) contains only the empty partition , and let p(n) = jP(n)j. The partition 2 P(n) is said to be graphical if there exists a simple undirected graph with degree sequence . Since the sum of the degrees of the vertices of a graph equals twice the number of edges, a necessary condition for 2 P(n) to be graphical is that n is even. (For convenience, we consider to be graphical.) Let G(n) denote the set of graphical partitions of an even integer n, and let g(n) = jG(n)j. It posed by H. Wilf, whether lim n!1 g(n)=p(n) = 0. The best upper bound known is that lim n!1 g(n)=p(n) 0:25, due to Rousseau and Ali 11] . Recent methods for e ciently counting and generating G(n) 2, 3] allow g(n)=p(n) to be tabulated, but so far these methods have given no insight into the limiting behavior of the ratio.
Several necessary and su cient conditions to determine whether an integer sequence i are the successive ranks of Atkin 1] . The Nash-Williams condition, necessary and su cient for to be graphical, is:
(r i + 1) 0; k = 1; : : :; d: (2) This condition is shown in 11] to be equivalent to the Erd} os-Gallai condition.
Since the Nash-Williams condition uses only the rank vector of a partition to determine whether the partition is graphical, it becomes natural to consider families of partitions de ned by their rank vectors.
As an example, let R(n) be the set of partitions of n for which all rank vector entries are negative. It was noted by Erd} os and Richmond 6] that all partitions in R(n) are graphical and hence g(n) r(n) = jR(n)j: They observe that r(n) = p(n) ? p(n ? 1) from a result of Bressoud 5] and that (p(n) ? p(n ? 1))=p(n) = p 6n, from Roth and Szekeres 10], to conclude that
Although every partition has a unique rank vector, the converse it not true. For example, the partitions (8; 6; 4; 3; 3; 3; 1) and (5; 4; 3; 3) both have rank vector 1; 0; ?1]. Gupta, in 7] , gives a one-to-one correspondence between rank vectors and a subclass of partitions which he calls basis partitions. Let r( ) be the rank vector of = ( 1 ; : : :; s ) and let the weight of be j j = 1 + : : : + s . A partition 2 P(n) is basic i j j = minf j 0 j j r( 0 ) = r( )g:
Informally, is basic if and only if the weight of is minimum over all partitions with the same rank vector as . The set B(n) of basis partitions is the set of all partitions of n which are basic. In Section 2, we survey some results on basis partitions. In Section 3, we develop a recurrence for counting graphical basis partitions and compare the fraction of basis partitions of n which are graphical to the fraction of all partitions of n which are graphical. In Section 4, we present an algorithm to generate graphical basis partitions. The algorithm requires only constant amortized time per partition. In fact, this algorithm, without the test for graphical, is the rst constant amortized time algorithm we know of for generating basis partitions. Suggestions for further research follow in Section 5.
Results on Basis Partitions
We include here only results on basis partitions which will be required in this paper. For further information on basis partitions, including proofs omitted in this section, see 7, 9] .
We focus rst on the existence and uniqueness of basis partitions. The following simple test will determine whether a partition is basic.
Lemma 1 
Gupta 7] notes the following bijection, where p(n; k) denotes the total number of partitions of n into parts of size at most k. It has been shown in 7] that for a given rank vector, the corresponding basis partition is easy to construct. However, in Section 4, given a rank vector, we will need an explicit formula for the weight of its basis partition in terms of the rank vector elements. We now state and prove such a result:
Theorem 4 For a rank vector r = r 1 ; r 2 ; : : :; r d ], the corresponding basis partition has weight j j = n(r) where
ijr i ? r i+1 j: (6) Proof. Let be the basis partition corresponding to the given rank vector r. 
Since p(n; k) is easy to compute, a fast algorithm for computing h(n; d) can be used for e cient computation of g(n). (c i ? 1 ? t) s: (9) Lemma 2 For even n, H(n; d; 0; 0) = H(n; d).
Proof. When s = 0, condition (9) is implied by condition (8) and when t = 0, the condition (8) is the Nash-Williams criterion (3) for graphical partitions. 2 Let h(n; d; t; s) denote the size of H(n; d; t; s). The recurrence below allows h(n; d; t; s) to be computed within time polynomial in n.
Theorem 5 For integers n; d; t; s with s; n; d 0, h(n; d; t; s) can be de ned recursively as follows.
If n < d so that if 2 H(n; 1; s; t) then 0 2 H(n; 1; s; t) and therefore h(n; 1; s; t) = 2 in this case.
Otherwise, H(n; 1; s; t) contains only 0 if (10) holds and is empty if (10) (8) and (9) (13) To get an upper bound on j, note that n d can be computed using a 4-dimensional table for the values h(n; d; t; s). Each entry can be computed in O(n) time, thereby giving an algorithm which is polynomial in n, even though h(n) appears to grow exponentially. Although the amount of storage can be reduced to Tables 1 and 3 at the end of this paper, along with the ratios h(n)=b(n), showing the fraction of basis partitions of n which are graphical.
The surprising observation is that this ratio appears to be approaching the same limit as g(n)=p(n), the fraction of all partitions which are graphical. These values are given for comparison in Tables 2 and 4 . Both ratios appear to be non-increasing for n su ciently large and we conjecture that the limits exist and:
Generating Basis and Graphical Basis Partitions
In this section we give an e cient algorithm to generate H(n) and prove that the algorithm works in constant amortized time per graphical basis partition. We rst show how to e ciently generate basis partitions of n, B(n), and then modify the algorithm to generate H(n).
Since there is a one-to-one correspondence between basis partitions of n and rank vectors whose corresponding basis partition has weight n, we can represent a basis partition by its rank vector. We found it more natural to work with the co-rank vector, which is the negative of the rank vector. It follows then from Theorem 4 that for a co-rank vector In each step, the scheme increases the size of the co-rank vector by one, i.e. adds a new outermost right angle to the Ferrers diagram, consuming some or all of the n available dots.
The rst term considers the case when all the dots are consumed and the second term takes care of the case when x has to be further augmented to consume the remaining dots. Note that each set in the rst term is non-empty if the left hand side is non-empty.
From Corollary 2 it follows that prepending x + 1 to the co-rank vector consumes 2d?1+jxj+p dots. Adding a new outermost right angle would require at least 2d+1+jxj+p remaining dots. Therefore each set in the second term on the right side of (17) 
In (18), each set on the right-hand side is non-empty, and therefore in the recursion tree based on (18), there is a one-to-one correspondence between leaves and basis partitions in B( ; n). To generate graphical basis partitions, the tree needs to be pruned. Denote need( ) by s, and de ne H( ; n; s) to be the set of co-rank vectors in B( ; n) Clearly, H(n) = H( ; n; 0). Thus, the recursion of (19) can be used to generate H(n).
In the remainder of this section, we show how to implement the recursion e ciently, so that the total time spent is O(jH(n)j) = O(h(n)), disregarding the output. Proof. If a node is not a leaf, its leftmost child generates a valid object (follows from Lemma 4 and Step 4 of Figure 3) . Further, at most one of its children can be a leaf which fails to generate a valid object (follows from Lemma 5 and the use of variable \proceed" in the algorithm). Thus for every \failure" leaf there is a corresponding \good" leaf. Therefore the number of leaves 2 number of objects.
For the second claim, note that a node u, if it is the only child of its parent v, has to be the child corresponding to the call in step 6. Since u was called with n = 0, it cannot have any children. Therefore any node u without a sibling cannot have a child, and so every node with a child has a sibling.
2
From the above claim, we conclude that the number of nodes is bounded by a constant times the number of leaves which is O(h(n)). Moreover, each node involves a constant amount of work. Therefore we conclude that the algorithm, if we exclude time to output the results, averages constant time per item generated.
Directions for Further Research
The open question remains as to whether g(n)=p(n) approaches 0, as well as our new conjecture that the fraction of basis partitions which are graphical approaches the same limit as the fraction of all partitions which are graphical. Perhaps generating functions can be found for these quantities which would give insight into their asymptotic behaviour, although they do not seem to be easily derivable from the recurrences here in Theorem 5 or in 2].
In order to be able to collect data for larger values of n, we need faster ways to count (ordinary or basic) graphical partitions, for example, by asymptotically reducing the storage requirements. n h(n) b(n) h(n)=b(n) 
