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ABSTRACT
EXPERIMENTAL INVESTIGATION OF ALL-OPTICAL
PRODUCTION OF METASTABLE KRYPTON
Joshua Carl Frechem
Old Dominion University, 2022
Director: Dr. Charles Sukenik

Metastable production of noble gases requires significant energy due to their filled valence
shells. These transitions from the ground state are in the vacuum ultraviolet and extreme
ultraviolet, which are relatively inaccessible to lasers. This necessitates the use of either
electron/ion bombardment via inefficient glow discharges or the use of high-power lasers
and nonlinear processes. The all-optical production efficiency using these high-power lasers
promises to be orders of magnitude higher than glow discharges, but far more costly. This
work looks to improve all-optical production of metastable krypton (Kr*) through the use
of a commercially available vacuum ultraviolet lamp with a low-power diode laser coupled
to a power build-up cavity to excite two resonant transitions, and to leverage this excitation
scheme in the study of producing a diode-pumped rare gas laser. The data obtained in this
work show similar production rates to comparable, state-of-the-art work done by Z.T. Lu of
Hefei National Laboratory, around 1010 -1011 atoms/s for

84

Kr, while using a lower-powered

laser and a lower-flux lamp. These data show all-optical production to be comparable to the
production rates of discharge-based production of Kr* but offer more scalability than glow
discharges and eliminate the contamination caused by plasma-embedded Kr sputtering from
chamber walls.
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CHAPTER 1

INTRODUCTION AND MOTIVATION

The invention of the laser has accelerated many fields of research due to its ability to
provide narrow-bandwidth, highly directional light that can be scaled to high intensities. The
diode laser further improved on these advancements due to its high electrical and optical
efficiency, as well as their ability to be designed for a wide range of wavelengths.
While diodes can easily reach the visible and infrared, producing ultraviolet wavelengths
below near ultraviolet proves to be a continuing challenge. The high energy produces strong
spontaneous emissions that require a high threshold current for pumping and there are few
materials that are efficiently transparent below the near ultraviolet. While there are mirrors
for the deep and vacuum ultraviolet, the short wavelength results in surface quality being of
a lower quality with metrology figures of merit typically being measured with He-Ne lasers
at 633 nm.
This limitation of diode lasers has led to the prolonged use of high-powered gas and ion
lasers for ultraviolet applications. However, tunability of these lasers is limited. Nonlinear
optics, such as frequency tripling, can lead to moderately tunable ultraviolet lasers at the cost
of efficiency. All of these reasons lead to the heavy use of plasma discharges for excitation
when a transition is in the ultraviolet. Plasma, specifically glow, discharges convert electricity
to light through the ionization of a gas. This process is very inefficient, but glow discharges
are easy and inexpensive to build.
Plasmas, while easy to generate, are highly inefficient (<10−4 ) and cause major contamination. This contamination happens through production of ions, which are more reactive
than neutral atoms, and by being driven into the vacuum chamber walls. This research looks
to improve on the use of glow discharges for the production of metastable krypton (Kr*)
through the design and application of an all-optical excitation scheme. All-optical excitation schemes benefit from the higher optical-optical efficiency of laser-driven transitions and
eliminate the contamination of plasma driven into the walls of its container. Additionally,
the use of a metastable state allows long counting times due to the long lifetime of the
state, which cannot radiatively decay via dipole interactions. This work also seeks to realize
even more efficient all-optical excitation of Kr* through the use of a low-powered diode laser
coupled to an optical resonator and an optically coupled, commercially available RF lamp.
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This increase in efficiency will be directly applicable to the next generation of noble gas radioisotopic dating techniques, such as Atom Trap Trace Analysis (ATTA), and high-powered
lasers through the advancement of diode-pumped rare gas lasers (DPRGL).
1.1 GLOW DISCHARGES
Glow discharges can be operated by application of a direct current (DC) or alternating
current (AC) voltage to a volume of gas. A DC plasma discharge occurs when the constant
voltage between the anode and cathode accelerates electrons from the cathode to the anode.
Once the voltage is high enough, the electrons have enough energy to ionize gas while it
traverses the discharge. Fluorescence occurs once the collisional energy is high enough to
excite atoms and ions to excited electronic states, after which they fluoresce as the atoms
and ions radiatively relax to ground.
AC discharges typically operate through the application of a radio frequency (RF) voltage
that causes an oscillating field inside the discharge. As the RF power increases, the energy
becomes high enough to excite or further ionize the gas when out of phase atoms or ions
collide. The glow occurs through the same fluorescence mechanism as in a DC discharge. RF
discharges are typically either capacitively coupled or inductively coupled. The capacitively
coupled discharge is similar to the DC discharge, but the AC voltage causes more collisions
between the electrodes. This is due to averaging the motion over the whole period, which
increases the efficiency. In the discharges that involve electrodes, either an external spark
can start the plasma, or the voltage needs to be above the breakdown voltage to strip an
electron from the atom. The electron is then accelerated and collides to produce more atoms
until an avalanche effect occurs and starts the plasma.
Inductively coupled discharges use a coil around the gas to produce a magnetic field
inside the gas (which produces an electric field in the gas). The electromagnetic fields in
the discharge region produce a figure-8 motion, leading to collisions. Since there are no
electrodes in the inductively coupled discharge, a spark of some type needs to be provided
to start the discharge except when very high voltages are applied [1]. An image of the glow
discharge used in this dissertation is shown in Fig. 1.
1.2 ATOM TRAP TRACE ANALYSIS
Metastable rare gases have found use in many areas of research which benefit from the
long lifetime of the metastable states, the lack of hyperfine structure of even isotopes, and
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FIG. 1. The Kr glow discharge used to lock the laser to the selected 84 Kr transition glows
purple at lower pressures due to less attenuation/quenching of the higher frequency transitions.

the chemical inertness of neutral rare gases. Metastable rare gases also have a high probability of undergoing Penning ionization, which allows them to be efficiently detected with
electron multipliers[2]. In 1999, the research group of Z.T. Lu at Argonne National Lab first
demonstrated the use of metastable rare gases to realize an ultrasensitive isotope trace analysis technique (ATTA) based on Kr* [3]. This technique extends the capabilities of low-level
counting and accelerator mass spectrometry for detection and quantification of radionuclides.
For specific details on low-level counting and the specific origins of radionuclides, see [4]. An
overview of accelerator mass spectrometry and its applications can be found in [5].
ATTA improves upon the other trace analysis techniques through the extremely selective
technique of trapping the atoms in a magneto-optical trap (MOT). Samples do not need
to be as pure as for other techniques because different isotopes of an atom have shifted
resonances due to changes in the electronic levels of the isotopes. A MOT targets the
transition of a specific isotope through careful selection of laser frequency and polarization.
If a laser’s linewidth is narrow enough, the probability of a contaminant atom or molecule
having a transition that is also resonant with the laser approaches zero due to the discrete
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quantization of energy levels [6]. However, too many contaminants can knock target atoms
out of the MOT. Therefore, more isotopically selective trapping techniques are used than
just a 3D MOT for counting. Typically, a 2D MOT and a Zeeman slower further isolate and
prepare the atoms for trapping in the counting MOT [7]. The targeting of a specific isotope
requires the use of Doppler free spectroscopic techniques to lock the laser to the particular
isotope transition. This is because the isotope shifts are typically much smaller than the
Doppler width, and the Doppler width is centered around the center of mass of the isotopes.
Krypton is of particular interest for radionuclide dating because

85

Kr has an extraordi-

narily low natural abundance with a half-life of 10.8 years, and is formed naturally from
cosmic rays interacting with

84

Kr. Nearly all of the current

85

Kr in the atmosphere is from

anthropogenic nuclear activity. This enables detection and geographic tracing of nuclear
activity through detection in atmospheric sources. It also enables the dating of shallow
groundwater due to the short half-life [3].
81

Kr has a half-life of 230,000 years, which enables samples to be dated that are older

than what 14 C allows. Additionally, the selectivity of ATTA also allows dating of old samples
that are contaminated with modern, anthropogenic sources. One such application is dating
of ancient groundwater. Carbon contamination from human activity would give inaccurate
readings when using

14

C, but ATTA with

81

Kr would give accurate readings due to the lack

of anthropogenic sources [8, 9].
An exciting prospective application of ATTA was in the development of dark matter
detectors. ATTA was used to detect

85

Kr contamination, which produces a radiation back-

ground, in atmospheric Xe that is collected for the liquid Xe (LXe) dark matter detectors.
Although dark matter was not detected, it demonstrated a new level of noble gas purification
[10].
Thus far, all ATTA devices have implemented RF discharges to populate the metastable
state for Ar, Kr, and Xe. While optical production of metastable has been performed, none
of the efforts had been implemented into an ATTA device until Z.T. Lu et al. in 2021 [11].
In that work, a

83

Kr∗ production rate of 7.2·1010 atoms/s and a

84

Kr∗ production rate of

4.5·1011 atoms/s were measured. The work performed in this dissertation specifically looked
at

84

Kr, as it is the most abundant [12]. While

84

Kr is the most abundant isotope with a

natural abundance of 57%, there are only trace amounts of the radioisotopes of interest, 81 Kr
and

85

Kr.

The work in this dissertation looks to further improve on the efficiency of ATTA through
the continued investigation of all-optical production of metastables with the added benefit
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of using the small form-factor and decreased cost of a low-powered diode laser coupled to
an optical cavity. Eliminating the need for high-powered lasers such as a Ti:Sapphire laser
or a diode with a tapered amplifier opens up the opportunities to build extremely compact
systems.
1.3 DIODE-PUMPED RARE GAS LASER
Many studies have been done on the effectiveness of rare gas buffers for a rare gas laser.
The main species studied for a rare gas laser has been Ar, which offers much insight into the
creation of a Kr DPRGL [13–16]. DPRGL have been demonstrated for Ne, Ar, Kr, and Xe
as pulsed lasers. However, continuous wave DPRGL have only been demonstrated in Ar [15,
17]. These lasers typically operate by producing metastables in a discharge and using a diode
laser to pump the cycling transition of the DPRGL. It is challenging to produce a significant
density of metastables in a discharge at such high pressures. While there has been headway
on designs to alleviate this symptom, such as a pulsed discharge in [15] and a microplasma
discharge in [17], the promise of all-optical production to eliminate the need for a discharge
offers an expanded range of pressures and the ability to scale powers more efficiently to
saturate metastable production. There are several methods of all-optical production, such
as two-photon transitions out of the ground state or two-step transitions using vacuum
ultraviolet (VUV) + near infrared (NIR). This dissertation will focus specifically on the twostep method where the VUV transition is incoherently excited with a VUV lamp and the
NIR transition is coherently driven with a cavity-coupled diode laser. At the time of writing,
the author of this dissertation has not seen experimental work done on the application of
all-optical production of metastable rare gases, as done in ATTA experiments, to the field of
DPRGL. Significant theoretical work has been done using the discharge production method
in [18–23].
1.4 DISSERTATION OVERVIEW
The purpose of the research performed in this dissertation was to investigate the feasibility
of using a low-powered diode laser coupled to a power build-up cavity instead of highpowered lasers in the all-optical production of Kr*, using the excitation scheme shown in
Fig. 2. In studying the production of Kr*, the experimental apparatus was already set to
also look at how the Kr* production responds to the addition of a buffer gas, specifically
He. The knowledge of how Kr* production responds to a He buffer gas will provide valuable
information for the more efficient creation of a DPRGL through all-optical means, rather
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than the typical discharge method. This increase in efficiency would lead the way for a
decrease in size, weight, and power (SWaP) for the DPRGL, enabling its use in a wider
range of applications.

1374 nm
819 nm

760 nm

811 nm

893 nm

123 nm

FIG. 2. This figure shows the two-step all-optical excitation scheme to produce Kr*, as
well as the pumping scheme for the DPRGL. Double arrows represent transitions that have
dipole-allowed radiative decays and are optically pumped.

In this dissertation, the first four chapters cover the basics of atomic spectroscopy, lasers,
optical resonators, and feedback mechanisms that are critical foundations for this research.
Then, the experimental setup will be described and both how and why certain components
and designs were chosen or built will be discussed. A large portion of that discussion is on
the construction of the build-up cavity, which went through several design iterations where
the mirror mounts were designed, from custom and off-the-shelf parts, and constructed in
the lab.
Finally, the dissertation goes into the important experimental and theoretical results
of this dissertation in Chapter 7. Section 7.1 goes through the results of measuring the
build-up of the cavity to more accurately determine the intensity of the 819 nm laser in
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the Kr* production region. With a more accurate knowledge of this intensity, more precise
information can be determined about the two-step transition under study for the all-optical
production.
Section 7.2 discusses the results of how 819 nm intensity and 123 nm intensity affect
Kr* production, also as a function of pressure from 1 mTorr to 10 Torr. This information
would allow optimization of hardware selection and experimental parameters in ATTA and
DPRGLs to maximize Kr* production at as high of a wall-plug efficiency as possible.
The final section of experimental data, in section 7.4, discusses how the addition of a He
buffer affects Kr* production as a function of He and Kr partial pressures. This information
helps guide understanding of effective quenching rates when experimental quenching rates are
not available for particular states for the use in modeling. This also enables the comparison
between the addition of a He buffer in an all-optical setup to well-established data using a
discharge.
The computational model with an experimental comparison is discussed at the end of this
dissertation. The conclusion then goes into what future work will be performed and what
steps could be taken to further expand on the data presented in this dissertation. The use
of metastable rare gases has shown, and continue to show, important applications in various
fields of physics. The all-optical production of these metastables will allow more efficient use
of these metastables, and the use of a low-powered diode laser will open the door to lower
cost and smaller size for integration of the all-optical method into experiments.
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CHAPTER 2

THEORY OF ATOMIC SPECTROSCOPY

Atomic spectroscopy is governed by rigid rules defined by quantum mechanics. The
transitions discussed in this dissertation are almost entirely what are called dipole allowed
transitions, or electronic transitions. The other transitions are higher order terms of the
multipole expansion, which is discussed at length in the well-known text by Jackson [24].
There are selection rules that define which transitions can occur due to dipole interactions.
The derivation of these selection rules to include increasingly complex interactions such as
the fine and hyperfine structures of multi-electron atoms can take up a significant portion of
a book, and is done so very well in Peter Bernath’s book Atoms and Molecules [25]. While
the wavefunctions of any two levels of a multi-electron atom can be quite complicated due
to these perturbations, the determining factor of whether a transition is dipole allowed or
~ is
not depends on whether the transition moment integral, Eq. (1), is zero or nonzero. M
the transition dipole moment, which gives the probability of the transition from state i to f.
The wavefunction of a particular level is denoted as ψ, and µ
~ is the dipole operator, which
is a charge-weighted sum of all of the electron position vectors of a multi-electron atom or
molecule. If the integral is 0, then the transition is not dipole allowed, otherwise known as
forbidden. However, the text by Bernath goes into extreme detail on how symmetry and
group theory can be used to determine the symmetry of atomic and molecular transition
moments in order to determine if a transition is forbidden without solving the integral.

~ =
M

Z

ψf∗ µ
~ ψi dτ

(1)

2.1 PERTURBATIONS AND COUPLING SCHEMES
In this section, the notation used will be such that single electron atoms or specific
electrons use lowercase quantum numbers and multi-electron atoms use uppercase quantum
numbers. This dissertation focuses on multi-electron atoms.
The Laporte rule states that transitions between like orbitals are forbidden, meaning
∆l = ±1, where l is the orbital angular momentum quantum number of the atom making the
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transition. Really, the Laporte rule is saying parity conservation is forbidden for electronic
transitions, more rigorously stated in Eq. (1). Another selection rule for a single-electron
atom is ∆m = 0, ±1, where m is the magnetic quantum number. The rules are modified
and more complex when higher-order corrections are included for multi-electron atoms, like
electron-electron repulsion and spin-orbit coupling, which will be notated using the RussellSaunders (LS)-coupling scheme.
For these multi-electron vector models, the angular momenta are vector sums of the
~ = Pn ~li . The corresponding multi-electron
individual electron angular momenta vectors, L
i=1
p
~
quantum number is L, where |L| = L(L+1)h̄ and the direction of the vector is determined
by ML .
Electron-electron repulsions are included in the Hamiltonian of multi-electron atoms, and
represent the first, and largest, splitting of energy levels, called terms. If this correction is
the only significant correction included, the eigenstates are |nLML SMS i with degeneracy of
(2L+1)(2S+1). For these eigenstates, n is the principal quantum number, L is the multielectron total orbital angular momentum quantum number, and ML multi-electron magnetic
~ onto the z-axis. S is the multi-electron spin
quantum number, which is the projection of L
quantum number and MS is the projection of the spin vector onto the z-axis. At this level of
perturbation, the next level of designation after term is state, which can be determined by
using Slater determinants to denote the degenerate states for each term. In the LS-coupling
notation, these terms are represented as 2S+1 L, where S values are scalar combinations of the
sum of all of the electron spins in open shells, and L values are the scalar combinations of the
sum of all of the electron orbital angular momentum quantum numbers in the open shells. For
a two-electron atom, this is represented by L=(l1 + l2 )...|l1 − l2 | and S=(s1 + s2 )...|s1 − s2 |.
For example, for two electrons with |l1 s1 i = |1, 1/2i and |l1 s2 i = |1, 1/2i, the possible L
values are 0,1, and 2 while the S values are 0 or 1 [26]. The selection rules for these terms
are ∆L = 0, ±1, except L=0→L0 =0, and ∆S = 0.
Spin-orbit coupling is the interaction between the electronic spin and its orbital angular
momentum, which is one of the corrections in what is called the fine structure. The other
two corrections in the fine structure are relativistic corrections using perturbation theory.
Spin-orbit coupling is the correction that lifts the degeneracy of the states determined by
the Slater determinants for the case of electron-electron repulsion. The eigenstates for this
~ L+
~ S
~ is the total angular momentum and the corresponding
coupling are |LSJMJ i, where J=
quantum number takes the scalar values J=(L+S)...|L-S|. MJ is the total angular momentum
magnetic quantum number, which is the projection of J~ onto the z-axis. The LS-coupling
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notation for this interaction is the 2S+1 LJ level. The selection rules for the spin-orbit coupling
are ∆J = 0, ±1 except for J=0→J0 =0, and ∆MJ = 0, ±1 except for MJ = 0 → 0 if ∆J = 0.
The final major correction after the fine structure is known as the hyperfine structure
~ I,
~ is due to the interaction between nuclear
(IJ Coupling). The hyperfine structure, F~ =J+
~ and the electron’s angular momentum (J),
~ with MF being the projection onto
spin (I)
the z-axis. The eigenstates for this coupling are |IJFMF i and the possible F values are
F=(I+J)...|I-J|. This IJ coupling has the selection rules ∆F = 0, ±1 except for F=0→F0 =0
and and ∆MF = 0, ±1 except for MF = 0 → 0 if ∆F = 0 [25].
When external magnetic fields are applied (Zeeman Effect) or external electric fields are
applied (Stark Effect) the degeneracies can be lifted. For the Zeeman Effect, if fine and
hyperfine structures are excluded, the 2S+1 number of levels split into 2L+1 states, denoted
ML . If the fine structure is included, the 2S+1 number of levels are split into 2J+1 magnetic
sublevels, denoted MJ . Finally, if the hyperfine structure is included, each F level is split
into 2F+1 magnetic sublevels, denoted MF . The Stark Effect is separated into DC and AC
Stark Effect. While the DC Stark Effect lifts degeneracies like the Zeeman Effect, the AC
Start Effect primarily shifts the energy levels.
A crucial note is that the LS-coupling only remains valid when the spin-orbit interaction
is much weaker than the electron-electron repulsion (lighter elements). When the electronelectron repulsion is much weaker than the spin-orbit interaction (heavier elements), a coupling scheme called jj-coupling is used. In this coupling scheme, the angular momenta of
each electron are coupled and, the frame of reference is shifted to j with l and s precessing
around it. Intermediate coupling is needed between these two regimes [27].
2.1.1 PASCHEN AND RACAH NOTATIONS
Paschen and Racah notations are notations used for excited noble gases that deal with
a core ion and an excited electron. Both notations are found in literature, but Racah
notation has come into favor by coupling quantum numbers of the ion to the excited electron,
whereas Paschen notation was formulated to fit experimental data compared to the hydrogen
spectrum.
Paschen notation is written as nl#, where n is the energy level (principal quantum number)
and l is the orbital angular momentum quantum number of the excited electron. The # is the
energy level of the term nl, where 1 is the highest energy level and the number increases as
the energy level decreases. Paschen notation of the energy levels of krypton that are under
investigation in this research can be seen later in this dissertation in Fig. 43.
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Racah notation is a combination of LS-coupling and J1 L2 -coupling, where K couples the
~ J~1 +~l),
total spin of the ion with the orbital angular momentum of the excited electron (K=
and J is the total angular momentum by combining K and the spin angular momentum of
~ K+~
~ s). The level for Racah notation is 2S1 +1 L1 nl[K]o where S1 ,
the excited electron (J=
J

J1

L1 , and J1 are the spin angular momentum, orbital angular momentum, and total angular
momentum quantum numbers of the parent ion. J remains the total angular momentum
quantum number of the atom, while n and l are the principal quantum number and orbital
angular momentum quantum number of the atom. The superscript o designates the parity
of the state. For the noble gases, the parent ions can only be 2 P1/2 and 2 P3/2 . This is often
shortened as nl 2 P3/2 for and nl’ for 2 P1/2 [27, 28].

TABLE 1. Table of energy levels in Paschen and Racah notations.
Paschen

Electronic Configuration

Racah

1p0

[Ar]4p6

1

1s5
1s4

[Ar]4p5 5s1
[Ar]4p5 5s1

2

1s3
1s2

[Ar]4p5 5s1
[Ar]4p5 5s1

2

2p10

[Ar]4p5 5p1

2

2p9
2p8

[Ar]4p5 5p1
[Ar]4p5 5p1

2

2p7
2p6

[Ar]4p5 5p1
[Ar]4p5 5p1

2

2p5

[Ar]4p5 5p1

2

P3/2 5p[1/2]o0

2p4
2p3

[Ar]4p5 5p1
[Ar]4p5 5p1

2

P1/2 5p[3/2]o1
P1/2 5p[3/2]o2

2p2
2p1

[Ar]4p5 5p1
[Ar]4p5 5p1

2

S0

P3/2 5s[3/2]o2
2
P3/2 5s[3/2]o1
P1/2 5s[1/2]o0
2
P1/2 5s[1/2]o1
P3/2 5p[1/2]o1

P3/2 5p[5/2]o3
2
P3/2 5p[5/2]o2
P3/2 5p[3/2]o1
2
P3/2 5p[3/2]o2

2

2

P1/2 5p[1/2]o1
P1/2 5p[1/2]o0
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2.2 ATOMIC ABSORPTION AND EMISSION
The fundamental processes of atomic physics involve the interaction of light with the twolevel atom. The history books tell the tale of how Einstein devised a thought experiment that
would consider the intuitive, basic processes that could possibly happen in such a system
assuming thermal radiation in equilibrium with the atom and conservation of the laws of
thermodynamics. The result was that three processes are possible, which are absorption,
stimulated emission, and spontaneous emission.
These processes have come to be called the Einstein coefficients, where B12 represents
absorption, B21 represents stimulated emission, and A21 represents spontaneous emission.
The energy levels may be degenerate with g states or sublevels. It can be seen that absorption
and stimulated emission are balanced when a system is simplified to a two-level system,
has electric or magnetic fields applied to lift the degeneracy, or the two levels have equal
degeneracies.
For a general, degenerate system, the Einstein A21 coefficient is defined in Eq. (2), while
a non-degenerate, two-level system simplifies to Eq. (3). The degenerate form includes the
decay from all of the degenerate excited sublevels together, to each individual sublevel of the
lower level. The non-degenerate equation shows the more commonly expressed form for the
simplified two-level model with either all degeneracies lifted or simply excluding all other
levels and sublevels. The inner products in Eq. (2) can be simplified to the dipole moments
of each transition from the upper level, 2, to the lower sublevels, µ21ml .

A21 =

3 X
3 X
8π 2 e2 ν21
8π 2 ν21
2
|
h1m
|
~
r
|2i
|
=
µ2
l
3o h̄c3 m
3o h̄c3 m 21ml

(2)

3 2
3
8π 2 ν21
µ21
8π 2 e2 ν21
2
|
h1|
~
r
|2i
|
=
3
3o h̄c
3o h̄c3

(3)

l

A21 =

l

While A21 is typically expressed as the inverse of the upper level lifetime, τ2 , this is only
true for a two-level system, or a system where level two can radiatively decay to only level 1.
If level 2 can radiatively decay to multiple levels, then the excited state lifetime is inversely
related to the sum of the Einstein A coefficients of all the lower levels, as expressed in Eq.
(4).
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X

Aeg =

g

B21 =

1
τe

c3
A21
8πh̄ν 3

(4)

(5)

Equation (5) shows the expression calculating B21 from A21 , and as before B12 can be
found by B12 = gg12 B21 . An important note is that the form of all of these equations depend
on how the energy density is formulated. The energy density can be expressed as a function
of wavenumber, angular frequency, or frequency. It can also be expressed as a function of
spectral radiance, spectral irradiance, or spectral energy density. The form used in this
discussion is in terms of spectral energy density, which is a factor of 4π/c greater than
spectral radiance, and Eq. (6) shows the spectral energy density form of Planck’s law[29].

ρν (T ) =

8πh̄ν 3
1
3
2πh̄ν/(k
BT ) − 1
c e

(6)

2.3 BROADENING MECHANISMS AND SPECTRAL LINESHAPES
Mechanisms for spectral line broadening can be separated into two categories. The first
is homogeneous broadening, where all emitters or absorbers equally experience the same
broadening. Inhomogeneous broadening is when specific groups of a certain population
experience a different amount broadening than other groups. Homogeneous broadening leads
to a Lorentzian lineshape, while inhomogeneous broadening leads to a Gaussian lineshape.
The true lineshape is a convolution of the two, called a Voigt function.
2.3.1 HOMOGENEOUS BROADENING
Because of the Heisenberg uncertainty principle, spectral linewidths cannot be zero. They
must be finite because the energy levels cannot be infinitely narrow, which leads to the
Energy-Time uncertainty principle, ∆E∆t ≥ h̄. This quantum mechanical limit is what
defines the narrowest a spectral line can be, known as the natural linewidth. While features
can be observed below the natural linewidth, these special techniques will not be discussed.
The natural linewidth is an example of a homogeneous broadening mechanism, because it is
a quantum mechanical property that affects the whole population.
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The other main type of homogeneous broadening mechanism is collisional broadening.
In a well-mixed gas, the mean free path is approximately the same for all atoms in the gas.
Therefore, phase disturbances that cause a reduced lifetime occur equally to all atoms in a
particular state. The simplified model of collisional broadening causes a broadened linewidth
inversely proportional to the mean collision time of the gas, Eq. (7). In (7), P is the pressure,
d is the classical atomic diameter, m is the atomic mass, and T is the sample temperature.
The mean collision time is the ratio of the mean free path, ` to the RMS velocity of the gas.

1
vRM S
∆νP =
=
=
πT
π`

r

3kT
m

!
√
2P d2
kT

(7)

There are, however, several specific types of collisional broadening depending on the
interactions involved. There are resonant collisions where two atoms of the same species
have strong dipoles that interact with each other. There is also Van der Waals broadening
from collisions between ground state atoms and excited atoms, and there is Stark broadening
due to collisions with ions or electrons.
2.3.2 INHOMOGENEOUS BROADENING
The primary inhomogeneous broadening mechanism is Doppler broadening, which is due
to the motion of the absorbers or emitters with respect to the laser wave vector. The broadened profile is the Maxwellian velocity distribution, Eq. (8), convolved with a Dirac delta
δ(ν-ν 0 ), where ν 0 =νo (1- vc ). This is effectively a statistical averaging of the velocity distribution, p(v), at a given frequency, ν. The resulting line function for a Doppler broadened
spectral line is Eq. (9), with Eq. (10) defining the linewidth [25, 30].

r
p(v) =

m mv2
e 2kT
2πkT
s
0

g(ν − νo ) = p(v) ∗ δ(ν − ν ) =

2
o)
mc2 m(ν−ν
2
2kT
ν
o
e
2πkT νo2

(8)

(9)
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s
∆νD =

8kT ln(2)
mc2 νo2

(10)

The second major inhomogeneous broadening mechanism is the nonlinear effect from
saturation, intensity (power) broadening. If an atomic transition is coherently pumped, the
system will undergo Rabi oscillations where the populations of the two states of the pumped
transition will oscillate back and forth. Due to the Energy-Time uncertainty principle, this
causes the energy level to become broader as the intensity of the pump gets higher. The
higher pump intensity increases the Rabi oscillation frequency (see 3.2), which decreases the
time an atom is in either of the states at a time [25]. The intensity broadened linewidth
is defined in (11) as a scaling factor of the natural linewidth, which is a function of the
saturation intensity (12). In this equation, σ is the cross-section and τ is the radiative decay
lifetime of the upper level.

r
∆νI = ∆νN

Isat =

1+

hν
2τ σ

I
Isat

(11)

(12)
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2.4 MULTIPHOTON PROCESSES
While there are many types of multiphoton processes, the processes discussed in this
chapter will focus on two-photon processes, or more specifically processes involving the
atomic absorption of two photons to excite an atom to a state otherwise inaccessible by
a single photon. These processes can occur linearly or nonlinearly, as well as simultaneously
or stepwise. These differences will be discussed below. Higher-order multiphoton processes
are increasingly accessible with pulsed lasers being commonplace in labs, and with advancements bringing higher powered lasers with compatible optics. Such higher-order processes
include high-harmonic generation, sum-frequency generation, harmonic generation, spontaneous parametric down-conversion, and four-wave mixing. While some of these processes can
involve only two photons, they are different processes and are excluded from this discussion
in order to focus on atomic absorption processes used in this research.
2.4.1 TWO-PHOTON PROCESSES
A two-photon process is any process in which two photons of the same or different frequencies interact with an atomic system nearly instantaneously to excite an atom from a
lower state to, in most cases, a higher state (an in some cases lower) that is not accessible
through a single-photon process. Because the probability amplitude for simultaneous multiphoton absorption is proportional to the product of the two excitation sources’ intensities,
two-photon processes, as well as higher order multiphoton processes, are nonlinear in nature
with proportionally smaller cross-sections. This leads to high energy, pulsed lasers being
used for such processes.
Non-Resonant Two-Photon Processes
A two-photon process is non-resonant when the intermediate level is virtual, which is a
state that is a linear combination of wave functions of real transitions with large off-resonance
detunings. Non-resonant two-photon absorption is the process in which two photons instantaneously interact with the same atomic system and the sum of the energy of two photons
is equal to the energy difference between a ground state and an excited state that is not
accessible by excitation from a single photon. Degenerate two-photon absorption is a special
case of non-resonant two-photon absorption where the photons have the same frequency,
from either the same laser or from a nonlinear parametric process, in which the intermediate
level is a virtual state. This process is also differentiated from other two-photon processes,
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(a) Non-resonant TPA

(b)
Non-resonant
Stokes Raman

(c) Resonant TPA

(d) Resonant antiStokes Raman

FIG. 3. a) Non-resonant, or coherent, TPA. b) Coherent Stokes Raman transition. c)
Resonant TPA. d) Resonant anti-Stokes Raman transition. Figure is taken from [31] with
license in Appendix E.1.

such as coherent two-photon absorption.
Another non-resonant two-photon process is Raman scattering where a photon inelastically scatters off an atom, exciting the atom to a virtual state and radiating a second photon
to a final state. If the final state is higher than the initial state, this radiation is called
Stokes radiation. If the final state is lower than the initial state, the radiation is called antiStokes radiation. This scattering is referred to as superelastic photon scattering [31]. The
differences in these processes can be seen in Fig. 3, compared to a few resonant processes
described in the following section.
Resonant Two-Photon Processes
As the virtual intermediate state approaches a real intermediate state, a resonant enhancement occurs from the two individual single-photon resonances. Once the detuning of
the high energy photon from the first excited state becomes zero, this process is referred
to as a resonant two-photon process, or incoherent two-photon absorption. This process
can be modeled as a rate equation approximation of non-resonant two-photon absorption
[32]. Just as in non-resonant two-photon absorption, due to parity conservation, this second
excited state cannot be accessed via a single-photon process, and the same selection rules
apply. The benefit of this resonant two-photon process over the non-resonant process is
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that the fluorescence signal can be much stronger due to the resonance enhancement and
that when the two transitions are not saturated, the fluorescence depends on the product of
the intensities while the absorption of each transition is linear. For the non-resonant case,
absorption and fluorescence are always nonlinear. However, Doppler-free two-photon spectroscopy can only truly be done in the degenerate non-resonant two-photon absorption case
when all interacting atoms are effectively in the same velocity class [31, 33].
In general, these two-photon transitions where each photon is resonant with a transition
are called optical-optical double resonance, which are separated into three processes described
below, and shown in Fig. 4. Depending on the intensity of the lower level excitation laser, the
absorption coefficient of these double resonances vary between independent (linear process)
to linearly dependent (nonlinear process) of the excitation intensities [34]. The similarity
between these resonant processes and the non-resonant two-photon absorption depends on
the intensities of the two lasers, described below, but also on the relaxation rates of each
level involved. In section 3.1, the combination of these double resonance transitions and
relaxation rates in terms of level populations will be discussed in detail.
The pure absorption double resonance process is called stepwise two-step absorption
where the intermediate state is an atomic resonance. Due to the fact that the intermediate
state is a real state with a non-negligible lifetime, the two-step process varies between linear,
for the case of high intensity pumping to the intermediate state, to nonlinear with respect to
the square of the intensities for the case of low intensity pumping to the intermediate state
[35]. The two-step excitation method is the excitation scheme used in this research. The
high energy photon is in the VUV and the lower energy photon is in the near infrared (NIR).
Fluorescence down to the desired metastable state is measured to estimate the number of
metastables. This process is commonly used to excite Rydberg states with applications in
quantum computing, optical clocks, and fundamental studies [32].
There are two additional types of double resonance processes that fall into this category
which are not like the typical two-photon absorption processes previously described. These
two processes have different nonlinear mechanisms due to optical bleaching and saturation
affecting the populations of the states. However, the non-linearity of these two processes
ultimately have nearly identical intensity dependencies.
The first of these two processes is the V-type double resonance, which is the inverse
of laser induced fluorescence (LIF), and is called labeling spectroscopy. The second is the
Λ-type double resonance, a stimulated, resonant Raman transition referred to as stimulated
emission pumping. However, this Raman transition can also occur spontaneously through the
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(a) Stepwise-type

(b) V-type

(c) Λ-type

FIG. 4. Three Optical-Optical Double Resonance Schemes. Figure is taken from [31] with
license in Appendix E.1.

pumping of just the first real, excited state and is the resonant case of Raman scattering noted
in the previous section [26, 31]. Stimulated emission pumping is used in photoassociation
spectroscopy in which two cold, colliding atoms are excited into a stable vibrational level.
The resulting interactions can then be probed using stimulated emission spectroscopy. More
on photoassociation spectroscopy can be found in [36] on the RbAr∗ heterodimer.
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CHAPTER 3

FUNDAMENTALS OF LASERS IN ATOMIC PHYSICS

Lasers gave spectroscopy an entirely new dimension by allowing spectroscopists to use
light that is spatially and temporally coherent. Lasers have the unique ability to have
a very narrow bandwidth, the ability to scan this narrow bandwidth light source across
regions of special interest, as well as achieve ultrashort pulses to probe atomic and molecular
interactions and chemical reactions. While there is a long list of laser types, the two types
of focus in this dissertation are the diode laser and the gas laser.
Driving an atomic or molecular species with a laser in a complete manner (including
coherence) requires a more complicated theoretical description than incoherent sources. Section 2.2 described the use of Einstein coefficients to describe incoherent light interactions
with an atom. A more quantum mechanical approach needs to be taken for coherence, which
is a purely quantum affect than can be approached semi-classically.
3.1 PRINCIPLES OF DIODE AND GAS LASERS
Gas lasers were the predecessor to diode lasers due to the technology available at the
time. Atomic gases could be pumped with high intensity flash lamps, which are still used to
this day for high-intensity pulsed lasers. However, due to the electrical inefficiency of this
process, the advent of the laser diode has moved much of the attention and use of lasers from
gas lasers to diode lasers, or solid-state lasers in general. While gas and diode lasers will be
briefly discussed, the specifics of how a laser is formed will be discussed in sections 3.2 and
3.3.
3.1.1 GAS LASER DESIGNS
Gas lasers involve the optical pumping of an atomic or molecular gas. The gas is typically
excited out of the ground state using an electrical discharge that non-selectively populates
many states in a plasma through electron bombardment. The non-selectivity is part of why
gas lasers are electrically inefficient, as well as energy loss through heat.
Often, an atomic species will be combined with a molecular species, where the atomic
species is easier to excite to a specific state due to it having fewer energy levels. Then,
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collisions will transfer the energy from the atomic species to the molecular species, where
the molecules can then fluoresce on one of many lines due to the complicated molecular
energy level structure. This allows several lasing wavelength options in many gas lasers with
the difference being only the coatings of the laser resonator mirrors, which, along with the
resonator length, will select the lasing mode.
The typical construction of gas lasers, such as He-Ne lasers, CO2 lasers, or rare gas ion
lasers, can be seen in Fig. 5. The gas is typically contained in a sealed reservoir with
electrodes at either end to apply a large electric field. The example in Fig. 5 shows a gas
bypass tube, which is sometimes included to help eliminate pressure gradients due to gas
pumping. This pressure gradient would hinder the performance of the laser due to a length
dependence of the optical gain. In addition to the gas bypass tube, water cooling tubes are
often connected to a water reservoir surrounding the gas reservoir in order to cool the laser
to maintain steady performance.
The gas reservoir is enclosed in an optical resonator, where one mirror is usually a very
high reflector, and the other is a lower reflectance output coupler. Brewster windows are
typically used to limit the internal cavity losses and control polarization. For lasers that can
operate at multiple wavelengths, an intracavity prism is used to select which wavelength the
laser will operate on. For lasers that can lase at multiple wavelengths, but no selectivity is
desired, this can be achieved by using specific bandpass coatings for the cavity mirrors.

FIG. 5. Typical configuration of a gas laser. This particular diagram shows a setup specifically for an ion laser due to the inclusion of magnetic coils to confine the plasma close to
the optical axis. Figure is taken from [37] with license in Appendix E.2.
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3.1.2 DIODE LASER DESIGNS
Diode lasers revolutionized the laser industry, as well as research in an array of fields.
Diode lasers have significantly higher efficiencies (wall plug efficiency), which lead to power
scalability with moderate cooling solutions. Diode lasers are also designed to be operated
near room temperature without the need for heating to increase efficiency, for example
heating a gas in ion lasers increases the efficiency of excitation out of the ground state, but
limits ion lasers lifetimes. Neutral atom lasers do not require the energy to ionize, like in ion
lasers, and can thus operate at lower temperatures. However, room temperature fluctuations
can still affect both ion and neutral atom lasers if the cavity is not sufficiently resistant to
thermal expansion.
Another advantage of diode lasers is the ability to engineer the layers to produce a wide
range of wavelengths that are inaccessible when reliant on suitable atomic or molecular
states. This design freedom has largely allowed the discontinuation of the use of dye lasers,
which were the tunable laser of choice, and what enabled the first magneto-optical trap to
be created.
In a pure, intrinsic semiconductor, the carriers do not have the thermal energy to flow at
low temperatures and the semiconductor acts as an insulator. At higher temperatures, some
electrons make it across the band gap to create vacancies. This allows current to flow under
certain conditions. If a voltage is held across the device, the free carriers of a semiconductor
at a finite temperature allow a small current to flow.
In order for semiconductors to be useful as electronic devices, doped semiconductors
are butted up against each other to create an intrinsic electric field after charge carriers
neutralize in a depletion region near the junction. Under a reverse bias, the depletion zone
increases, and the semiconductor becomes sensitive to light (photodiode) but is otherwise an
insulator (other than thermal leakage currents). Under a forward bias, the depletion zone
decreases and current will flow due to the internal electric field being overcome and allowing
diffusion to occur once again. If the band structure is indirect, only current will flow due to
recombination requiring a change in momentum that occurs through a phonon interaction
(energy absorbed into the lattice). In a material with a direct band gap, the momenta of the
two bands are matched, and thus recombination can occur with the energy being emitted
through spontaneous emission.
Laser diodes are made of material combinations to create a direct band gap structure
where carrier momenta are the same and thus radiative recombination can occur rather than
non-radiative recombination with the lattice. Since direct band gap materials are already
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(a) Unbiased PIN diode laser.

(b) Forward biased PIN diode laser.

FIG. 6. Unbiased and forward biased PIN semiconductor showing how the forward bias
voltage enables physical overlap of carriers in the depletion region. Figure is taken from [37]
with license in Appendix E.2.

engineered materials, the diodes are also engineered with two or more doped semiconductor
regions to increase the carrier densities in their respective bands. Thus, when a forward
bias voltage is applied, the increased carrier densities in the doped regions allow higher
carrier densities to diffuse into the depleted junction region formed between the two doped
semiconductors. This results in more radiative recombination in the depletion region. The
intrinsic depletion region can be designed with a higher index of refraction than the doped
regions. This higher index of refraction will result in more internal reflections, creating
a waveguide between the two doped semiconductors. This waveguide is what allows the
spontaneous emission to build up in a cavity formed by reflective surfaces on either side of
the depletion region. Once stimulated emission occurs, the emitted photons have the same
momenta as the cavity photons. This results in the highly directional beam that lasers are
known for.
An example of how a forward bias affects the energy bands across the structure of the
diode can be seen in Fig. 6. Diodes can be designed using a heterostructure design that
further allows more carrier confinement in the depletion region for more efficient lasing.
More thorough discussions of diode laser theory, different types of diode lasers, and their
applications can be found in [38–40].
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The laser design that is ubiquitous in the field of atomic and molecular physics, because of
its tunability and narrow linewidth, is the external-cavity diode laser (ECDL). This design
creates an optical resonator external to the diode substrate, enabling the addition of a
dispersive element for wavelength selectivity and lengthening the cavity for a much narrower
linewidth. Anti-reflection (AR) coated facets are typically used to fully utilize the potential
gain of an ECDL. Either both facets can be AR coated to put the diode between two external
cavity mirrors, or just one facet can be AR coated while the other is used as the high reflector
of the cavity.
The two commonly used types of ECDL are the Littrow and the Littman-Metcalf. The
Littrow ECDL uses a diffractive element, typically a grating, to feed the first-order reflection
back to the diode, closing the cavity, to reinforce the lasing of a specific wavelength. The
zeroth-order reflection is sent to the experiment. Using the zeroth-order beam maximizes
energy output, but the tuning of the standard Littrow configuration changes the output
beam’s direction. A modification of the Littrow, using turning mirrors, can eliminate the
change in the beam’s output direction while tuning.
The Littman-Metcalf configuration also has the diode’s beam incident on a diffractive
element, again typically a diffraction grating, but this time the first-order beam goes to a
mirror and is retroreflected back to the diffraction grating. Then, the first-order reflection
of the retroreflected beam is sent back to the diode, closing the cavity. The output beam
is still the zeroth-order of the first reflection off the diffraction grating, but the beam is
incident on the diffraction grating at a grazing angle such that much less power is in the
zeroth-order of the grating. This means that, while the output direction of the LittmanMetcalf is constant as the wavelength is tuned by turning the mirror, the efficiency is much
less than the Littrow configuration. The book Tunable External Cavity Diode Lasers covers
these designs and more in great detail [41].
3.2 LASER-DRIVEN ATOMIC SYSTEMS
Atomic systems have been probed long before the advent of the laser. Incoherent sources,
such as arc lamps, were the foundation of spectroscopy for decades, while flame sources and
the sun were used before that. As technology advanced, incoherent sources could be filtered
to be, albeit poor, coherent sources. These were the first footsteps into experimentally
investigating more modern quantum theories of light-matter interactions. However, the laser
has allowed experimentalists to look into phenomena more exotic than ever before thanks to
their high spatial and temporal coherence at high intensities.
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Classically, atomic system dynamics can be described by rate equations, which are accurate for incoherent and broadband sources. The rate equation approximation can also
hold well for systems driven with weak coherent sources. However, when coherence between
states needs to be considered, quantum dynamics need to be taken into account by using a
quantum master equation of some sort. The Schrödinger equation is a special case of the
Lindblad master equation where only pure states are considered with pure unitary evolution.
The Schrödinger equation does not allow for any decoherences, and thus does not allow accurate representation of real (open) quantum systems. An improvement on the Schrödinger
equation is to use the density matrix which allows for coherence between states. The use of
the density matrix changes the Schrödinger equation to the von Neumann equation. In order
to include decoherences to make the system more realistic, decoherence terms are added to
the von Neumann equation to include the non-unitary evolution produced by the coupling of
the quantum system and the environment. This new equation is a general quantum master
equation called the Lindblad equation [32]. The following sections will follow the process of
developing a rate equation model and modifying it to include both quantum coherence and
decoherences by using the Lindblad master equation. This model will then be applied to a
gas laser. The model constructed for this research on the metastable production and rare
gas laser can be found in Chapter 7.
3.2.1 RATE EQUATION MODEL
The Einstein A and B coefficients discussed in Chapter 2.2 were developed with the
thought construct of the basic processes that can happen when an atom interacts with a
photon. This formulation takes into account isotropic radiation that is strongly incoherent,
specifically thermal radiation. This limit can be shown through the use of the optical Bloch
equations (OBE) in [42], which show the Einstein rate equations (ERE) coming from the
assumption of incoherent light. However, Höppner et al. also show the rate equation approximation’s validity in another limit, being the atomic incoherence limit, rather than the
radiation incoherence limit. Here, the atomic transition is broad enough that incoherent
light has an effective coherence if narrow enough compared to the atomic transition. Such
situations can occur when collisional or spontaneous decoherence rates are significant enough
to overpower the coherence rates [29, 43]. This section discusses the ERE, while the OBE
will be discussed in the next section using the density matrix formulation.
The Einstein coefficients, defined in 2.2 and quickly reviewed here, represent probability of
each respective optical process occurring. They are put into the rate equations by converting
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them into rate coefficients using other model parameters such as the intensity of exciting
light, for the B coefficients, or by analyzing the atomic levels for the A constant. The A
constant represents spontaneous absorption and is in the form of a rate (frequency). However,
it can vary between being equal to the decay rate to being part of the sum of the decay rate.
If the atomic transition is closed, the A coefficient is equal to the decay rate and the inverse
of the decay time constant (lifetime). Transition rates, for dipole transitions, are typically
lower (with longer lifetimes) as the energy difference between the states gets higher, or the
upper level energy gets farther from ground. The closed dipole transitions out of the ground
state have the shortest lifetimes due to the strong coupling potential. This can be seen as a
consequence of a smaller interaction potential between the electron and the atom as a whole
(coupling between the parent ion and the excited electron). Rydberg states are an example
of states where the valence electron is (or multiple electrons are) highly excited near the
ionization limit and have very long lifetimes due to the weak coupling to ground.
However, more highly excited states are rarely closed, meaning an excited state can decay
to multiple lower states. While the spontaneous decay rates (Einstein A) for each transition
vary based on the degeneracy and dipole moment, the excited state only has one lifetime,
which is the inverse sum of the decay rates of each decay. Therefore, in rate equations, one
must use care between when a decay rate is used and when a lifetime is used.
The B coefficients refer to the absorption and emission of a photon by an atom in the
presence of an external field, while spontaneous emission (A) occurs even in the absence
of fields (excluding vacuum fluctuations in field theory). The two B coefficients must be
balanced because they are the opposite processes of each other. However, when including
degeneracy of the states, they are not exactly equal and the steady state population in a
two-level atom at equilibrium will change by a factor of the ratio of the two degeneracies.
An important note to make is that the Einstein B coefficients in the rate equations in this
dissertation are formulated as in [29] such that the use of a narrowband light source is used.
Therefore, rather than using spectral density, as is used in 2.2 for the basic theory of the
Einstein coefficients, this dissertation and the included model use intensity called irradiance
in [29]). Hilborn wisely advises to carefully pay attention to units based on the application.
The most fundamental Einstein rate equation is based on detailed balancing, which is only
valid at equilibrium (process is reversible and current state only relies on the previous state).
This detailed balancing means that the system remains unaffected, even if it interacts with
an environment (weakly-coupled environment: Markovian reservoir). What this Markovian
assumption defines is that there is no probability flow into or out of the system and that
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information is not lost to the environment [44]. This is an important, yet easy to exclude,
description of the model because even the density matrix model using the master equation
has the Markovian assumption, and it vastly simplifies the system dynamics. However, it
is in general a reasonable assumption for ensembles where macroscopic properties are under
investigation. Non-Markovian dynamics is an active field of research due to the growing
interest in quantum information where information loss of atomic systems to the environment
is trying to be minimized/controlled.
The ERE, for a two-level system, with the original assumption of time-independent Einstein coefficients (in 2.2) at equilibrium are seen in Eq. (13). An additional note to the
previous discourse on the validity of the ERE is that they derive from the use of first-order
perturbation theory. For the full, quantum treatment of light, light cannot be treated as a
perturbation [45].

dṅ1 (t)
= A21 n2 (t) − B12 In1 (t) + B21 In2 (t)
dt
dṅ2 (t)
= −A21 n2 (t) + B12 In1 (t) − B21 In2 (t)
dt

(13)

The time-dependent B coefficients, derived from non-perturbative origins in the Rabi
model, can be seen in Eq. (14), with the corresponding rate equations in Eq. (15). The
Rabi frequency, Ω, is defined in Eq. (20), and the derivation of the time-dependent B
coefficients is covered extensively in [46]. These equations, like Einstein’s, only hold for
thermal, incoherent, light but include Rabi oscillations in the incoherent regime from weak to
strong coupling. While the density matrix model in the next section includes Rabi oscillations
in the coherent regime, the model does not include incoherent Rabi oscillations and assumes
weak coupling for the incoherent sources. Islam et al. found the time-dependence of the B
coefficients to drive the system away from equilibrium in the case of strong coupling, opposite
of Einstein’s predictions. However, the original ERE results are recovered when the Rabi
frequency goes to zero.


B12 (t) =

π
30 h̄2



g2
B21 (t) = B12 (t)
g1

| hψ1 | d~12 |ψ2 i |2 |J0 (Ω12 t)|
(14)

28

dṅ1 (t)
= A21 n2 (t) − B12 (t)In1 (t) + B21 (t)In2 (t)
dt
dṅ2 (t)
= −A21 n2 (t) + B12 (t)In1 (t) − B21 (t)In2 (t)
dt

(15)

3.2.2 DENSITY MATRIX MODEL
The largest deviation from the full quantum treatment of this system that is presented
in this work is treating the laser field as a classical electromagnetic field. A more thorough
derivation of this method can be found in [45]. For a derivation of the master equation in
non-relativistic field theory, refer to section 75.8 of [32].
Using the Schrödinger equation, Eq. (16), the wave equation for the atom can be represented by Eq. (17), where ζn (t) − ζm (t) = ωnm t is a time-dependent phase factor and the
sum only includes the atomic levels of interest in the system under study. The potential,
V(t) in equation 19, is the time-dependent potential the atom experiences from the interaction with the light. Here, the electric field is seen in Eq. (18), where the approximation
represents the dipole approximation of a plane wave. The approximation of the laser as a
plane wave is valid within the Rayleigh length, which increases quadratically with the beam
waist. However, a narrowband laser is still coherent over a long distance (1 km for ∆ν ≈100
kHz). This complicates the model for a laser exciting an atom in the far field that can still
coherently drive a transition.
The potential in Eq. (19) is transformed to be in terms of the transition dipole moment,
and then the Rabi frequency, Eq. (20). The top half of the potential equation is general for
all of the matrix elements, while the bottom half of the equation is in terms of the matrix
element [g,e], where g is the lower state and e is the upper state of a particular transition.
The Rabi frequency is also expressed in terms of properties that are generally more well
known about a system and is used in the numerical model discussed in Chapter 7. The λge
is the wavelength of the exciting or emitted light from the transition from level g to level e,
Γge is the rate of spontaneous emission from level e to level g, I is the intensity of the driving
laser, and j is the total angular momentum of the transition levels.
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∂Ψ(t)
= (Ho + V (t))Ψ(t)
∂t

(16)

Ψ(t) = Σn ρn (t)ψn e−iζn (t)

(17)

~ r, t) = Eo ei(~k·~r−ωt) ≈ Eo (eiωt + e−iωt )~
E(~
2

(18)

ih̄

~ r, t) · ~r = −eE(~
~ r, t) · hψg | ~r |ψe i
V (t) = −eE(~
=

Ωge

~ r, t)
d~g,e · E(~
h̄Ωge iωt
(eiωt + e−iωt ) =
(e + e−iωt )
2
2
~ r, t)
d~g,e · E(~
=
=
h̄

s

2je + 1
2jg + 1



λ3ge Γeg ILaser
2πhc

(19)


(20)

After simplifying Eq. (16), the equation is in the form of the von Neumann equation,
which is the density matrix generalization of the Schrödinger equation. The von Neumann
equation can be seen in Eq. (21), which, at this point, is still representative of a closed
quantum system without decoherence. During the process of plugging the wave equation,
Eq. (17), into the Schrödinger equation, oscillating terms show up in the coherence terms
from the differences between time dependent phases in the wave equation sum. The rotating
wave approximation is applied where slowly oscillating terms (with δ ≈ 0) are approximated
to 1 and fast oscillations (2ω) are averaged to 0. This will be shown in the density matrix
model in Chapter 7 [47].
In order to add the decoherence, additional terms are added giving the Lindblad master
equation, Eq. (22). Additional rate constants will be added to the model for decoherence
due to atomic collisions in the experiment, which act as decay constants from one state
to another, just as the spontaneous emission rate constant and the spontaneous/stimulated
absorption rate constants for incoherent light [7]. A simple case of a three-level system where
the pump is driven coherently and the excited state fluoresces down to a metastable state
can be seen in Eq. (24).
Together, the NxN density matrix formulation in the Lindblad equation express N2 differential equations that represent the semi-classical optical Bloch equations. While the system
may produce N2 differential equations, the minimum number to fully solve N pure states
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is

N (N −1)
2

complex differential equations. This reduced system of equations is due to the

property that ρi,j = ρ†j,i . The Lindblad system differs from the case of the Schrödinger equation, which is solving N real differential equations for N pure states. In the Lindblad master
equation, Eq. (22), σ is as defined in Eq. (23) and |ii is the state vector. For more on the
Dirac formalism of using Bra-Ket notation for state vectors, see Chapter 3 of [48].

ih̄

∂ρ(t)
= [H, ρ(t)]
∂t

(21)


N 
X
∂ρ(t)
1
ih̄
= [H, ρ(t)] +
Γeg (σge ρ(t)σeg − [σeg σge , ρ(t)]
∂t
2
g,e=1

(22)

σge = |gi he|

(23)

~ r, t) · ~r = −eE(~
~ r, t) · hψg | ~r |ψe i
V (t) = −eE(~
~ r, t)
d~g,e · E(~
h̄Ωge iωt
=
(eiωt + e−iωt ) =
(e + e−iωt )
2
2

(24)

3.3 THE OPTICALLY PUMPED GAS LASER
The previous two sections on the rate equation model and the density matrix model can
be applied to physical systems that have many levels. Rate equations are often used to
successfully model multilevel lasers. The minimum number of levels required for a laser are
three, due to the necessity of what is called population inversion. Population inversion is
when atoms are pumped into a slowly decaying state that allows for more population in an
excited state than the ground state. This is not possible with two levels because a true twolevel system can only equilibrate to equal populations due to each level having no degeneracy
(otherwise it is more than two levels). However, when looking at two levels of a real atom,
the states can be degenerate, and the equilibrium is a ratio of the two degeneracies. In the
presence of a perturbation, such as a photon, the degeneracy is lifted, and the photon will
excite a particular level based on polarization or some other property.
The basic laser is the three-level laser where the ground state is the ground state, or
a metastable state, that either doesn’t decay or decays very slowly. Atoms in the ground
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state are pumped to an excited state that then non-radiatively (collisionally) decays very
quickly to a third level. Then, the decay from the third level to the ground state is relatively
slow. The long decay from the third level is what enables the population inversion where
the majority of the atoms are in the third state. The atoms then radiatively relax to the
ground state. When in an optical cavity, the spontaneously decayed photons stimulate more
decays. The stimulated emission builds up with common phase and frequency, which leads
to the high coherence of laser light.
The more levels the laser system operates on, the more efficient because it introduces more
longer-lived levels for population to build up. For a four-level laser, atoms in the ground state
will be pumped to a short-lived state that non-radiatively relaxes to a long-lived metastable
state, where the population builds up for population inversion. The metastable state slowly
radiates to a lower 4th level, but in a laser cavity, begins to radiate faster due to the build-up
of stimulated radiation. The fourth state then quickly relaxes, non-radiatively, back to the
ground state, which is subsequently pumped back up to the excited state. The four-level
laser is more efficient due to the probability of the atom being in the long-lived state, which
in the three-level laser is the ground state. In complex laser models, the fast-decaying state
populations are often approximated to zero as the atom does not remain in that state long
enough to affect the populations of the other states [32].
The typical energy level diagrams for a 3-level and a 4-level laser can be seen in Figs.
7a and 7b respectively [37, 49]. In the rate equations of these systems, the populations of
each of the states are expressed, except for the population of the upper state of the nonradiative transitions. This is because the transition happens so quickly that the population
is effectively zero. The rate equations also include an equation for the laser intensity using
the gain of the atomic medium. This laser gain is critical for the laser to reach the lasing
threshold where gain overcomes the losses. This laser gain is the major component left out
of the rare gas laser model discussed in this work in Chapter 7.
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(a) Three-level Laser

(b) Four-level Laser

FIG. 7. Energy level diagrams for a three-level and four-level laser. Figure is taken from
[37] with license in Appendix E.2.
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CHAPTER 4

THEORY OF OPTICAL RESONATORS

Optical resonators are ubiquitous in the field of physics. Lasers operate on the principle
of optical gain from stimulated emission, which would not be possible without the formation
of an optical resonator of some type. In semiconductor diode lasers, the resonator may be
formed by having high reflectance coatings on the cleaved sides of the diode, which causes
light to be trapped in the semiconductor and increasing the optical gain to lase strongly
enough for ample light to make it out of the resonator. Some diodes have AR coatings on
one side, or both sides, of the diode to be used in an external cavity design, as discussed in
3.1.2.
4.1 OPTICAL PROPERTIES AND TYPES OF RESONATORS
A perfectly aligned and mode-matched cavity’s stability can be determined using the
inequality 0 < g1 g2 < 1, where g is the cavity stability parameter defined in Eq. (25) with
L being the cavity length. Cavities at the bounds of that inequality, 0 or 1, are marginally
stable and therefore more sensitive to misalignment. The value of g can be seen in Equation
25, where the indices are mirror 1 for the input coupler and mirror 2 for the output coupler.
In this stability parameter equation, L is the cavity length and R is the radius of curvature
(ROC) of the mirror.

gi = 1 −

L
Ri

(25)

The two most common types of resonators are the plane-parallel and the confocal. The
most basic cavity is the plane-parallel, which is a cavity formed between two plane mirrors.
This type of cavity is also called a Fabry-Perot, or etalon. However, the term Fabry-Perot
has come to be used as an umbrella term for two-mirrored spherical cavities. The planeparallel is unique in that, excluding diffraction losses, the mode is the same across the mirror.
This means that you can mode-match nearly any sized beam or launch a small beam into
the cavity anywhere on the mirror’s surface. This allows one to either fill the cavity volume
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for as much utilization of a gain medium as possible or even mode-match multiple beams
into the same cavity. This is not completely accurate due to the mirror coatings’ reflectance
values as well as the fact that coatings typically degrade closer to the edge. The mirror also
acts as an aperture, so diffraction losses also limit the size of a beam that can efficiently be
coupled. However, when the beam waist is a fraction of the size of the mirror, diffraction
losses can be disregarded.
Due to the infinite radius of curvature of a plane mirror, a plane-parallel cavity always
has the values of g1 =g2 =1. This makes the cavity very difficult to align, along with the fact
that having flat mirrors means the effect of mirror walk-off on misalignment is much more
pronounced. Cavities with spherical mirrors are much easier to align due to the fact that
spherical mirrors make the beam walk-off more slowly than for plane mirrors. Plane-parallel
cavities are typically used in high-power applications due to the lack of any focusing in the
cavity.
The confocal cavity is when two mirrors with the same radii of curvature are located
one radius of curvature away from each other (two focal lengths). This means each mirror
has the focal point past the opposite mirror. A similar type of cavity is concentric, which
is when the mirrors are placed two radii of curvature away so that each mirror focuses to
the other mirror’s focal point. A modified version of this cavity is when the mirrors have
different radii of curvature, and the cavity length is the sum of the focal lengths. On the
stability diagram, confocal cavities are at (0,0) and concentric are at (-1,-1), meaning they
are also marginally stable. For this reason, they are sensitive to not just tilt alignment, but
length adjustment.
Because confocal cavities never focus, the cavity waist is larger than the concentric cavity.
The concentric cavity focuses the most of any cavity, limited by its waist, defined as ωo =
2M 2 λf
.
πD

In this equation, f is the focal length, D is the diameter, and M is the quality factor

where a TEM00 has M=1. Higher order modes have a beam quality of M=2n+1 and 2m+1
for the TEMnm mode.
A third, commonly used cavity is the hemispherical or semi-hemispherical cavity. A
hemispherical cavity is when one mirror is planar while the other has a radius of curvature
equal to the cavity length. A semi-hemispherical cavity is when the cavity length of a hemispherical cavity is less than the radius of curvature of the spherical mirror. A hemispherical
cavity is marginally stable while a semi-hemispherical cavity is stable. A semi-hemispherical
cavity is bounded on the stability diagram by the hemispherical cavity at (0,1) and the
plane-parallel cavity at (1,1).
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The hemispherical cavity can be challenging to align because, just as with the confocal
and concentric cavities, not only do the mirrors need to be tilt aligned but the length of
the cavity needs to be within the Rayleigh range of the radius of curvature of the spherical
mirror. However, due to the inclusion of a plane mirror, they are more sensitive to walk-off
than the confocal and concentric cavities. The ease of use and the relative insensitivity to
mirror spacing of a semi-hemispherical cavity make it a very popular cavity due to its ease
of alignment in situations not including high powers (plane-parallel) or experiments needing
strong coupling to the field (concentric).
While there are other stable cavity designs, the prior are the main ones used in experiments due to their power handling ability, small cavity waist, or ease of construction. For
extremely high-powered applications, unstable resonators are used. Because of their unstable nature, the internal losses of these cavities are quite high. However, they offer the
advantage of having very large mode sizes and higher mode selectivity due to the increased
diffraction losses for higher order modes. This enables the realization of very high-powered
lasers with good beam quality. These lasers do, however, require a gain medium with a
large gain factor due to the significantly decreased photon lifetime in the cavity compared
to stable resonators.
For the rest of the discussions on optical cavities, R will more often be used to express the
reflectance of an individual mirror or the entire cavity. Reflectance is defined as the power
reflectivity, which is the square of the coefficient of reflectivity. The coefficient of reflectivity
is the complex ratio of the reflected electric field to the incident electric field, where the
electric field is complex, while the intensity and power are real measurables proportional to
the square of the electric field. Reflectance is the ratio of the total power reflected to the
total power incident. Reflectivity, not the coefficient of reflectivity, and reflectance are often
used interchangeably, and for simple materials can mean the same thing.
4.2 MATHEMATICAL MODELING OF A GENERAL RESONATOR
For a general, lossy cavity that does not have identical mirrors, the equations for the
transmission and reflection of the cavity are not as straight forward as in most texts that
often use lossless and/or identical mirrors. Equations (26)-(29) were derived, as a function of
detuning from resonance, using the same technique as in [50–52] through the use of treating
the repeated reflections as a geometric series. Here, the detuning, φ, is scaled by the FSR
where whole integers of π are resonance and half integers of π are antiresonance. These
equations allow for losses in the mirrors, such as bulk absorption, and in the cavity. For
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FIG. 8. Stability diagram for spherical cavities. Cavities inside the hatched area representing
0 < g1 g2 < 1 are stable.
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each mirror, T+R+L=t2 +r2 +l2 =1. While the mirror loss term accounts for both absorption
and scattering, scattering is a difficult parameter to measure in high reflectance mirrors,
while absorption is often taken as scattering subtracted from total losses, which is typically
measured by cavity ringdown.
The cavity has a linear loss coefficient, α, that decreases the round-trip build-up of
the cavity due to absorption or scattering in the medium. This loss term can be used for
modeling cavity-enhanced spectroscopy where the transmission of the cavity will significantly
be reduced by absorption losses in the sample. This loss term also plays a role in lasers
where absorption and stimulated emission occur, and in harmonic generation using nonlinear
crystals.

1

−t1 t2 e− 2 αL e−iφ
ET =
1 − r1 r2 e−αL e−2iφ

T = ET ET∗ =

T1 T2 e−αL
1 + R1 R2 e−2αL − 2r1 r2 e−αL cos(2φ)

ER = r1 −

R = ER ER∗ =

T1 r2 e−αL e−2iφ
1 − r1 r2 e−αL e−2iφ

R1 + R2 (T1 + R1 )2 e−2αL − 2r1 r2 (T1 + R1 )e−αL cos(2φ)
1 + R1 R2 e−2αL − 2r1 r2 e−αL cos(2φ)

(26)

(27)

(28)

(29)

An important parameter for a cavity is its quality factor, or Q-factor. This parameter
is how damped an oscillator is, just like the quality factor in many other physical systems.
However, in an oscillator, it is the damping factor of the light leakage when a resonator
is tested under cavity-ringdown. The higher the quality, the longer the light stays in the
resonator and the smaller the bandwidth the energy in the resonator is contained. Therefore,
the Q-factor is directly related to two critical properties of a cavity, the linewidth and the
resonance enhancement factor (intracavity gain).
The most common way to measure the average reflectivity of cavity mirrors is through
cavity ringdown, which is measuring the photon lifetime through watching the exponential
decay of the transmitted light from the cavity. The cavity linewidth is inversely proportional
to the photon lifetime, and directly proportional to the Q-factor. As will be discussed in 7.1,
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ringdown was used to measure the first cavity but was removed due to the loss in power in
the acousto-optic modulator (AOM) used as an optical switch.
The resonance enhancement can be measured several ways, but the most direct way is
that the transmitted intensity is the internal field intensity after passing through the rear
mirror (output coupler). Therefore, accurate knowledge of the second mirror’s transmittance
is what is required. The resonance enhancement can be seen in Equation (30) as a function
of detuning from resonance.

C = ET ET∗ =

T1 e−αL
1 + R1 R2 e−2αL − 2r1 r2 e−αL cos(2φ)

(30)
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CHAPTER 5

FEEDBACK METHODS FOR LASERS AND CAVITIES IN
SPECTROSCOPY

Feedback systems are important in nearly all areas of physics, and in the high precision
field of atomic and molecular physics they are crucial. Feedback allows the experimentalist
to control a laser, atom, or other part of the experiment in a known and controlled manner.
A common and easy example of closed-loop control is a piezo actuator. When a piezo has
voltage applied to it, it will expand or contract, and it will return to its baseline when the
voltage is removed. However, in reality, it will not return exactly to its baseline due to
hysteresis. This leads to the use of strain gauges in some piezos that measure the expansion
and contraction and feed back to the controller where it actually is so that the system both
tells it where to go and makes sure it is where it says it needs to be.
This closed-loop feedback is exactly what is used in laser systems. Lasers are locked to
atomic resonances or cavity resonances, atoms can be trapped and moved using magnetic
fields and lasers through imaging, and temperature control is often needed for the extreme
regulation needed for narrowband lasers. Lasers feature another type of feedback, which will
also be discussed later, where light that is fed back to the laser can either cause damage or
help stabilize and narrow the laser. There are so many methods and uses for feedback that
really make atomic and molecular physics applicable to so many fields.
5.1 FREQUENCY DRIFT
Lasers, and optical resonators in general, have a tendency to drift, whether that be in
alignment or in frequency. Thermal drift in a diode laser can be an issue or a benefit depending on the level of temperature regulation. An unregulated diode will drift in frequency
due to the fact that a diode laser forms a cavity by having either high or low reflectors on
the two facets, depending on the design of the laser. As the laser heats up from lasing, the
cavity length changes. This length change causes the longitudinal mode to drift in order
to maintain the resonance condition

Nλ
2

= L of the lasing mode. If the temperature of the

diode is regulated, this thermal drift can be another parameter to use in order to fine-tune
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the laser’s frequency. It can also be used to stabilize the laser away from a mode-hop if the
laser drifts too close to another longitudinal mode, which may begin preferentially lasing.
Thermal drifts also occur in ECDL, such as Littrow or Littman-Metcalf ECDLs described
in Chapter 3, by causing either thermal changes in the index of refraction of the air inside
the cavity or by causing thermal expansion of the mechanical support of the cavity. To a
much smaller extent, thermal drift can also affect the piezoelectric (piezo) element used to
scan the cavity if one is used. This particular thermal drift can be eliminated by using strain
gauges to feed back absolute position measurements to counteract any thermal drift in the
piezo itself. This strain gauge technique also eliminates another type of drift in the form
of hysteresis due to the piezo not moving to the expected position during either scanning
operations or if the cavity piezo is used as an actuator in closed-loop locking of the laser to
a frequency reference.
ECDLs are typically quite small as all of the gain is achieved inside the semiconductor
substrate and the distance between longitudinal modes (Free Spectral Range) decreases with
an increase in cavity length. As a result, shorter cavities are typically able to scan much
farther than longer cavities and can be much easier to mechanically stabilize.
Optical cavities used outside of lasers can often be much larger than an ECDL and usually
have very high reflectivity mirrors on both ends. This combination makes optical cavities
very sensitive to changes in length compared to the usual ECDL. In this experiment, the
primary long-term cavity drift issues are mechanical drift due to lab temperature changes
and vacuum chamber pressure changes.
Another disturbance that needs to be counteracted is mechanical vibration. For homebuilt ECDLs, this can often be an issue but is far less significant for most manufactured lasers
due to increased mechanical rigidity and the ability to make small cavities in a much more
efficient manner. If one were to monitor a mechanically unstable ECDL on a mechanically
stable optical spectrum analyzer (a stable Fabry-Perot optical cavity), one would be able to
see mechanical vibrations from acoustic noise in the lab such as the HVAC system, talking
colleagues, and even cars driving outside of the building. For an optical cavity with highly
reflective mirrors, these mechanical vibrations are even more important, and difficult, to
counteract due to the narrow linewidth. If one were to lock to the resonance peak of a highly
reflective cavity, the peak is so narrow that even a small disturbance would knock it far from
resonance, and it could even jump to an antiresonance. These mechanical vibrations are the
primary short timescale corrections when locking a laser or cavity to a frequency reference.
In ultra-stable reference cavities, noise can be near the quantum limit where atomic motion
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of the mirrors and shot noise of the laser are the limiting factors.
Correcting all of these disturbances can be done several ways depending on the type of
laser or cavity. For a diode laser (such as a Fabry-Perot diode laser) one would simply adjust
the current or the temperature. For an ECDL, the addition of the external cavity gives
one the ability to use the cavity length as a stabilization parameter and if the cavity has
a diffractive element, the angle of the diffractive element allows one to shift the frequency
selection commensurate with any drift or jitter in the frequency.
Temperature adjustments are the slowest and are typically only used for long-term drifts.
However, the temperature is often reserved for tuning the laser frequency to a desired lasing
mode or move the laser away from a mode-hop.
Due to the capacitance of piezos, the piezo actuations have a limited bandwidth that
is decreased as the load it is pushing/pulling is increased. Therefore, piezo adjustments
typically counteract low to medium frequency disturbances below 10 kHz, depending on
laser or cavity construction and piezo selection.
High frequency disturbances are corrected by current adjustments due to the ability of
most current drivers to respond rapidly and that injection current rapidly affects the current
density, changing the index of refraction and therefore changing the effective cavity length.
The fact that diode lasers respond quite linearly in frequency to the injection current leads
to a straightforward control system that can respond in the radio-frequency range, often
above 10 MHz.
These three methods of disturbance correction can be implemented digitally using several
feedback loops targeting different disturbance frequency regions, such as using a proportionalintegral-derivative (PID) control system, or by using analog electronics and separating the
frequency components by using filters or a device such as a bias tee. The error signal that
is fed to these control systems can be obtained in many ways that can involve modulation.
Modulation techniques often offer lower noise limits due to the 1/frequency noise characteristics of lasers and electronics. Modulation-free techniques offer the benefit of not having
any residual modulation in the stabilized laser or cavity and benefit from the reduced cost
and complexity of modulators if high modulation frequencies are desired.
While some mechanical disturbances, such as mechanical drifts caused by thermal changes
or acoustic vibrations, can be directly counteracted through measurement with strain gauges,
other techniques offer finer feedback as well as the benefit of knowing exactly where the laser
is in frequency-space by referencing an atomic or molecular transition. This type of stabilization is done through combining control theory with atomic or molecular spectroscopy.
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This work will focus on atomic spectroscopy, but while the theory of molecular spectroscopy
is quite different than that for atoms, the implementation of such feedback systems is the
same. While feedback mechanism will be discussed in this work, theory on actual control
system designs to implement a feedback servo will be limited to only the two methods used
in this research, which are a home-built feedback servo and the Toptica DLC pro lock.
5.2 FEEDBACK MECHANISMS
Feedback in laser systems can be either optical or electronic. Optical feedback (external)
is when light, typically coherent light from another laser or back-reflections from the same
laser, causes significant stimulated emission in the laser gain medium. If the optical feedback
is undesired, the feedback will cause instability in the laser because it may either cause mode
competition in the cavity or it may be out of phase with the laser emission, which can cause
amplitude changes. In the case of high-powered lasers, back-reflections can cause serious
damage to the laser, especially solid-state lasers. Unwanted optical feedback is corrected
with either careful alignment or, more typically, with the addition of an optical isolator.
An optical isolator, specifically a Faraday Isolator, is a magneto-optic device that uses a
material that exhibits a strong Faraday effect, which causes the light’s polarization to rotate
(Faraday rotator), to prevent counterpropagating light from passing back through it. In
the Faraday isolator, the Faraday rotator crystal is surrounded by a cylindrical permanent
magnet parallel to the optical axis, an input polarizer, and an output polarizer, after the
rotator, rotated 45o with respect to the input polarizer. The light will come out of the isolator rotated 45o and any light that is reflected back into the rotator will be rotated another
45o . This results in a polarization that is rotated 90o from the input polarization, which is
rejected by the input polarizer. In this experiment, a Faraday isolator with the polarizers
removed was used as a Faraday rotator instead of using a quarter waveplate. A Faraday
rotator’s polarization rotation is non-reciprocal, unlike a waveplate. This allows for much
better polarization extinction in experiments requiring a retroreflected beam’s polarization
to be perpendicular to the incident beam using minimal optics. The operational principle is
demonstrated in Fig. 9.
Optical feedback is not always detrimental, however. External optical feedback is how
injection locking/seeding works while internal, rather than external, optical feedback is how
the spontaneous emission in a laser resonator builds up to the regime dominated by stimulated emission leading to coherent lasing in a laser. The optical feedback in an ECDL can
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FIG. 9. Functional principles of a Faraday Isolator and rotator showing the non-reciprocity.
The figure is taken from [53] and is used under Creative Commons Attribution 3.0 Unported
License found at https://creativecommons.org/licenses/by/3.0/legalcode.

be described as self-injection locking. Optical feedback is central to the frequency stability,
linewidth, and tunability of ECDLs, as discussed in 3.1.2.
5.3 MODULATION-FREE SPECTROSCOPIC TECHNIQUES
There are two main types of spectroscopic techniques used for feedback to stabilize a
laser or cavity. The most robust techniques involve modulating a signal in some way to be
used to stabilize the desired optical subsystem. However, it is often not desirable to have
modulation on a signal. Many types of modulation techniques produce residual modulation,
such as residual amplitude modulation, or produce sidebands that may disturb the physical
system in an undesirable way. These modulated techniques will be discussed in 5.4.
5.3.1 POLARIZATION SPECTROSCOPY
Polarization spectroscopy is the most common modulation-free technique that is implemented in locking schemes due to its relative ease of setup. While it is not as sensitive as many
techniques, if the transition, or other signal, that is being used for locking is strong enough
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with a high signal-to-noise ratio, it is a convenient technique that requires no sophisticated
locking electronics. This technique is a sub-Doppler method based on the birefringence and
circular dichroism of an atomic species that is pumped with a circularly polarized beam and
probed with a linearly polarized beam. If the probe’s polarization is properly rotated with
an “analyzer” half waveplate, the now elliptically polarized probe beam’s components can
be separated. Subtracting the signals of the two linearly polarized beams from each other
produces a dispersion signal that can be used as an error signal. An example apparatus of
this technique can be seen in Fig. 10 with more details found in [54].

FIG. 10. Polarization spectroscopy experimental setup to obtain a sub-Doppler error signal
without modulation. The figure is taken from [54].

5.3.2 TILT LOCKING
The other modulation-free locking technique that will be discussed is one that is particularly useful for locking of an optical resonator based on the sum of the TEM00 and TEM01
resonator modes. In the single-pass configuration, the Gaussian mode is aligned into the
cavity while a tilt produces a non-resonant TEM01 mode reflected from the cavity as a phase
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reference. The difference between the phases of the two modes is what produces the error
signal. In this configuration, as the cavity is scanned, two oppositely signed error signals
occur due to the two modes being resonant at different cavity lengths. This causes the reference and cavity modes to switch depending on which one is resonant at a particular cavity
length. However, since feedback electronics isolate a particular slope direction, this double
error signal has minimal impact on lock stability for a suitably responsive feedback servo.
In order to minimize lock noise and maximize lock response, a double-pass configuration,
as seen in Fig. 11, can be implemented to increase the error slope due to the spectral filtering
of the cavity. This configuration also eliminates the error signal at the TEM01 resonance
because the cavity input is aligned so that only the TEM00 mode is resonant with the cavity
and the tilt is performed on the retroreflection of the Gaussian mode. So, the TEM01 mode
is only incident on the detector when the Gaussian mode is resonant with the cavity.
While the error signal is sharp for the double-pass tilt lock configuration, it lacks the
capture bandwidth of the Pound-Drever-Hall method, discussed in 5.4.3, due to the lack of
symmetric sidebands. The single-pass configuration is more similar to the Pound-DreverHall method due to the TEM01 resonance acting like a sideband on one side of the scan,
and offers a similar error slope to Pound-Drever-Hall. However, the capture bandwidth is
non-symmetric, which may complicate the feedback servo design. More information on tilt
locking can be found in [55, 56].
A similar method, which is a modification of the tilt lock, can be used for atomic spectroscopy by using a Sagnac interferometer rather than an optical resonator. Rather than
scanning the length of a cavity across a cavity resonance, a laser is scanned across an atomic
resonance. In the case of a Doppler-free saturated absorption spectroscopy signal, the line
is a sub-Doppler Lamb dip. More details on this method can be found in [57].
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FIG. 11. Tilt locking experimental setup to obtain an error signal from cavity mode interference without modulation. The schematic includes an additional laser stabilized using
the modulated Pound-Drever-Hall technique, which is beat against the tilt lock signal. The
figure is taken from [56] with OSA open access permissions.

5.4 MODULATED SPECTROSCOPIC TECHNIQUES
Sometimes, modulation is not desired, as described in the previous section. However,
an experiment can often be designed such that modulation does not interfere with the experiment in a way as to prevent its use. When possible, modulation-based spectroscopy
techniques offer many advantages of modulation-free techniques, such as increased sensitivity and more sophisticated feedback optics. While the latter can provide flexibility, it can
also result in increased cost and complexity. However, since laser noise decreases inversely
with frequency, the significantly decreased noise floor of RF modulated techniques make
these standard techniques for highly sensitive applications.
5.4.1 SATURATED ABSORPTION SPECTROSCOPY
Saturated absorption spectroscopy is the most widely used spectroscopic method for
atomic spectroscopy. It is a relatively easy setup that gives very good, Doppler free spectra. This method involves a pump beam and a counter-propagating probe beam. On resonance, the pump beam saturates the transition so that the lower state population of the
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transition under investigation is heavily depleted within the linewidth of the laser. The
counter-propagating beam experiences a reduced population, which results in a reduction of
the absorption, called a Lamb dip. Since this reduction in absorption only occurs when the
two counter-propagating beams interact with the same velocity class(es), depending on the
linewidth of the laser, the Doppler background is only reduced at the narrow resonance of
the transition. The condition of the two beams interacting with the same velocity classes is
only met for the atoms that have a Doppler shift less than or equal to the linewidth of the
laser. If the experiment is designed properly with a sufficiently narrow laser, the observed
linewidth approaches the natural linewidth of the transition.
To eliminate the first-order Doppler profile from the spectrum, a second, offset probe
can be used that interacts with a non-pumped column of the sample. The second probe
beam then shows only the Doppler background. The second probe beam signal can be
subtracted from the first probe beam signal to produce a flat signal everywhere except the
narrow Lamb dip on resonance. Figure 12 shows an example of the Lamb dips of the three
main even isotopes of Kr, but the background is not flat due to residual Doppler broadening
from imperfect matching of the counter-propagating wavevectors. The fitted linewidths of
the Lamb dips are larger than the natural linewidth by an order of magnitude due to other
broadening mechanisms such as power broadening and pressure broadening. For a detailed
overview of saturated absorption spectroscopy, see [58].
5.4.2 FREQUENCY AND WAVELENGTH MODULATION SPECTROSCOPY
While saturated absorption spectroscopy is a sub-Doppler spectroscopic technique, it
is not inherently a modulated spectroscopic technique. The spectrum produced is purely
just the spectrum, and top-of-peak locking can be performed, which is a modulation-free
technique that is typically only performed on very stable signals with a high signal-to-noise
ratio (SNR). In order to benefit from the increased SNR of modulating a laser at higher
frequencies, the laser must be modulated in some way before interacting with the sample.
For modulated techniques, the modulation depth, β, is how much of the carrier energy is
put into the sidebands, and is defined as β = VP P /(2Vπ ). VP P is the peak-peak modulation
voltage and Vπ is the voltage required to shift the phase by π. This means a depth much
less than 1 has nearly all of the power in the carrier. When β is above 0.5, the distribution
of energy between the carrier and sidebands becomes complicated and the best construction
of sidebands desired can be determined through analyzing the expansion of Bessel functions
of the first kind, where the Bessel function order corresponds to the order of the sideband.

48

1.8

10 -3
Doppler Fit:
= 700 MHz
Shift = 8.7 MHz

Doppler Free Absorption Signal (V)

1.6

Kr84 Fit:
= 80 MHz
Shift = 0 MHz

Kr84

1.4

Kr86 Fit:
= 80 MHz
Shift = 100.3 MHz

1.2

Kr82 Fit:
= 80 MHz
Shift = -100.7 MHz

1
Kr86

0.8
Kr82

0.6

0.4
Experiment
Gaussian Fits

0.2

0
-200

Kr84 /Kr 86 =2.66
Kr84 /Kr 82 =4.90

-150

-100

-50

0

50

100

150

200

Frequency (MHz)

FIG. 12. The isotope shifts of the main even isotopes of Kr were measured using saturated
absorption spectroscopy. However, the signal was not stable enough to use for locking. The
figure shows Gaussian lineshapes fit to the three isotopes with the 84 peak at zero detuning
and a Doppler background centered at a detuning corresponding to the center of mass of the
even isotopes. The ratios of the amplitudes are also shown. The 84/86 ratio is similar to
the natural abundance ratio, while the 84/82 is not as expected due to the low SNR.
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Wavelength modulation spectroscopy (WMS) and frequency modulation spectroscopy
(FMS) are essentially the same technique with different modulation depths and modulation
frequencies. WMS is when the modulation depth is large (β>1) and the modulation frequency is less than the width of the feature being investigated. This means that the large
number of sidebands in WMS are within the linewidth of the feature. As the laser is scanned
across the feature, the modulation is sampling the feature by converting the wavelength modulation to an amplitude modulation. This amplitude modulation arises from the fact that
as the wavelength oscillates, the absorption at lower frequencies starts to increase closer
to resonance. Once on resonance, the oscillations in the wavelength are zero because the
modulation frequency is low enough to sample just the peak of the feature for a significant
amount of time, and the amplitude doesn’t change. Then, as the sweep moves to higher
frequencies, the oscillations behave the same as at lower frequencies but with the opposite
sign because not the opposite slope is being probed. Together, this produces a dispersion-like
signal encoded at the modulation frequency. Using phase-sensitive detection, the derivative
signal can be recovered close to DC. WMS is typically used in most general applications of
saturated absorption spectroscopy, and the frequencies are low enough to modulate the laser
via the injection current (<1 MHz) or the piezo (>10 kHz).
During FMS, the modulation depth is much less than unity (β<<1) while the modulation
frequency is high enough to have sidebands outside of the feature of interest. This results in
the feature being probed by the carrier and the sidebands separately, rather than simultaneously as in WMS. FMS can be used on transmission or reflection signals, and absorption
is similar in response as the reflection from a cavity. This makes it similar to the cavity
locking method described in the next section and used to lock the build-up cavity in this
dissertation.
The FMS signal can be tuned with a phase shifter located between the local oscillator
and the mixer. The phase shifter tunes the signal between the quadrature signal and the
in-phase signal. If the modulation frequency is considered small, the quadrature signal is the
signal that is proportional to the derivative of the absorption and the in-phase is proportional
to the second derivative of the dispersion. This is the condition of WMS, and the results are
as described above. For large modulation frequencies, the in-phase component is the sum of
the two sidebands probing the resonance, and a scan results in a negative absorption feature
at the negative sideband and a positive absorption feature for the positive sideband.
As the laser is swept in frequency from negative to positive, the positive sideband will
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first be absorbed more than the negative sideband, producing a negative feature. On resonance, neither sideband is absorbed, producing no signal. As the sweep continues to a
positive detuning, the negative sideband is absorbed, producing a positive feature. When
the modulation frequency is on the order of the spectral feature’s width, the signal is a
pure derivative signal as in WMS. This is because the two absorption signals are overlapped
giving the appearance of a dispersion signal. As the modulation frequency increases, the
two sideband features separate. This decreases the lock slope but increases the lock capture
bandwidth. The major benefit of FMS at high frequencies is the ability to have a decent
SNR for the dispersion signal (in-phase component), whereas the dispersion signal is very
small for WMS. In the case of a high modulation frequency, the signal can appear similar
to the error signal used for locking to the reflection signal of an optical cavity, as described
in 5.4.3. This gives the resemblance of the sum of dispersion signals at each resonance, with
the slope of the carrier signal being opposite of the sideband slopes. This gives a large error
signal slope for locking and a large capture bandwidth. This illustrates the broad applicability of FMS. Mathematical formulations and experimental examples of WMS and FMS can
be found in [59–62].
Figure 12 gives the saturated absorption spectrum of the even isotopes with their fitted
linewidths. For this work, a modulation frequency of 40 MHz was used. Even though the
modulation frequency is quite high, it is not high enough to be larger than the linewidth of
the intensity and pressure-broadened atomic transition. This meant the FMS used in this
work was effectively WMS, as can be seen by the pure derivative signal in Fig. 13. Note
the size and SNR of the error signal, limited by the lock-in amplifier voltage rails, compared
to the small absorption signal amplitude and poor SNR. This figure also demonstrates a
major drawback of WMS/FMS, which is the fact that it is susceptible to slowly varying
background signals. In this work, the slowly varying background signal was the residual
Doppler broadening. The scanning of the laser across the background is not modulated, but
the Doppler feature is a very broad absorption feature in itself and is therefore sampled the
same as an individual Doppler-free absorption line would be. Since the Doppler background
is so broad, the Doppler error signal would be WMS, with the zero being centered at the
center of mass of the isotopes contributing to the Doppler feature. In practice, due to
the residual Doppler broadening, the error signal shape heavily relies on the pump-probe
alignment and intensities. Another example of the error signal is shown later in Fig. 21,
where the saturated absorption signal is nearly the same, except with an even higher SNR
than Fig. 13, but the error signal is more anti-symmetric like a derivative signal without
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a background. This difference arose only from changes in the alignment of the two probe
beams onto the balanced photodetector.
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FIG. 13. The saturated absorption spectroscopy signal can be seen with a very low SNR,
which would give a very unstable lock. The WMS signal can be seen with a high SNR limited
by the lock-in amplifier rails.
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5.4.3 POUND-DREVER-HALL
The Pound-Drever-Hall (PDH) technique is very similar to the FMS technique, but the
PDH technique relies on the interference between the sidebands with the reflected carrier of
a cavity, rather than absorption of the carrier and sidebands. If the modulation frequency
is sufficiently large compared to the linewidth of the cavity, the sidebands will completely
reflect when the carrier is on resonance. Then, if one sideband is on resonance with the cavity,
the carrier and the other sideband will be totally reflected. This gives three resonances with
the cavity. In PDH, the modulation depth is typically kept small, as in FMS.
As in FMS/WMS, the in-phase signal is proportional to the dispersion. In a cavity, this
absorption would be cavity losses in the mirrors and of a sample inside the cavity. This
enables cavity-enhanced FMS. The quadrature signal still represents a signal proportional
to the dispersion. This is what is typically considered the PDH signal.
Due to the heterodyning of the carrier with the sidebands, the phases of the beam components are what is being compared, as in FMS. On resonance with the carrier, the beat
note between the positive sideband and the carrier exactly cancels out the beat note of
the negative sideband and the carrier. This causes the error signal to go to zero. At the
resonance of the negative sideband, the beat note of the negative sideband and the carrier
cancels the beat note of the positive sideband and the carrier, and vice versa for the positive
sideband resonance. The slopes of these two sideband resonances are opposite that of the
carrier because of how the reference is taken. For the carrier, the difference is taken from
the carrier to the sidebands. For the sidebands, the difference is taken from the sideband to
the carrier. The mathematical formulation and explanation of this technique in the complex
plane can be found thoroughly derived in [60, 63–65].
When the cavity is not in resonance with either the carrier or one of the sidebands, the
signal is non-zero due to the lack of complete destructive interference. How quickly the PDH
signal approaches zero between resonances depends on the finesse of the cavity, while how
close it gets to zero depends on the modulation frequency. If the finesse of the cavity results
in a linewidth close to the modulation frequency, the PDH signal approaches zero slowly
outside of the sidebands, and the signal between sidebands is the sum of the interference
signals from the resonances. If the cavity linewidth is much smaller than the modulation
frequency, the resonances approach zero quickly and have a sharp error signal. However,
since there is never complete destructive interference, the signal between the sidebands and
the carrier approach but never reach zero. With sufficiently sensitive electronics, high finesse
cavities with extremely sharp error signals that go to almost zero are possible as long as the
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error signal between sidebands remains above the noise floor of the detection electronics.
Ultimately, the result is a strong lock with a capture bandwidth of twice the modulation
frequency.
The effect of finesse vs detuning can be seen in Fig. 14. Equations (31) and (32) are
the equations used to create the theoretical PDH error signals in this dissertation, where r
is the average mirror coefficient of reflectivity and Ω is the modulation angular frequency.
It can be seen that as the finesse gets higher, the signal between the sidebands approaches
zero, requiring electronics to have a sufficiently low noise floor in order to benefit from the
large capture bandwidth the PDH technique offers. However, such a steep error signal on
resonance should be sufficient to maintain a lock with a properly designed feedback servo
response. The large capture bandwidth is primarily beneficial for large excursions due to
large mechanical/acoustic excursions, which are uncommon for modern monolithic cavities
in vacuum.
 (ω−ω0 )

r ei ν
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(ω−ω )
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FIG. 14. The PDH error signal is plotted for various finesse values for a cavity that is
assumed to be lossless and symmetric. The x-axis is in units of the modulation frequency Ω.
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5.4.4 MODULATION TRANSFER SPECTROSCOPY
Modulation Transfer Spectroscopy (MTS) is a sub-Doppler pump-probe technique where
a modulated pump beam nonlinearly interacts with an unmodulated, counterpropagating
probe beam, which picks up a modulation through a four-wave mixing process. This fourwave mixing process has the two pump sidebands and the probe interacting to produce a
sideband on the probe, which can be efficiently detected with phase-sensitive detection. Due
to the sub-Doppler condition that has to be met for this mixing, there is zero Doppler background, unlike most other techniques, even FMS. However, a disadvantage in this experiment
(or a major advantage in others) is that the four-wave mixing process is more efficient for
closed transitions. This means that closed transitions are the dominant feature in the spectra, and that MTS is less efficient for other transitions. This technique was attempted in
this research, but FMS was found to be easier to realize and more sensitive with the given
conditions.
The MTS quadrature and in-phase error signals can be seen in Fig. 15 and Fig. 16 for
different ratios of modulation frequency (Ω) to feature linewidth (Γ). The error signal is
expressed in Eq. (33). In this equation, ∆ is the laser detuning from resonance, φ is the
phase with respect to the pump laser, β is the modulation depth, n is the Bessel order, and
A contains properties of the species under study. Ln and Dn are defined in Eqs. (34)-(35),
where only n=0 and 1 are used when β << 1 [66–69].

∞
X
C
S(Ω, ∆) = √
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FIG. 15. The MTS quadrature (sine) component of the error signal can be seen as a function
of laser detuning and ratio of the modulation frequency to the feature linewidth. The error
signal can be seen to be steepest when the modulation frequency is near the linewidth. The
detuning is in normalized units of the linewidth.

57

8

10 -9
=0.1
= 1
= 10

6

MTS Signal (Arb.)

4
2
0
-2
-4
-6
-8
-20

-15

-10

-5

0

5

10

15

20

Detuning ( )
FIG. 16. The MTS in-phase (cosine) component of the error signal can be seen as a function
of laser detuning and ratio of the modulation frequency to the feature linewidth. The error
signal can be seen to be steepest when the modulation frequency is near the linewidth. The
detuning is in normalized units of the linewidth.
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CHAPTER 6

EXPERIMENTAL SETUP

The experimental section of this dissertation covers the laser with associated optics for
diverting light to other parts of the experiment, the optical cavity where the lamp and laser
form the interaction region, and the laser locking cell used as a frequency reference. The
following sections will discuss the design and purpose of the components in each of these
sections. A rendering of the entire experimental setup, except the Toptica DL Pro, is shown
in Fig. 17.
6.1 TOPTICA DL PRO, MODULATION, AND FIBER COUPLING
The laser used to excite the 819 nm transition was a Toptica DL pro with an 805-850 nm
AR coated diode that had a free-running wavelength of 835.92 nm. The quoted linewidth of
the diode used was approximately 200 kHz. Being AR coated, it was designed to run in an
external-cavity, with the DL Pro series being a modified Littrow configuration. An AR coated
diode means that the diode resonator has a significantly lower finesse (low reflectivity), and
thus a significantly higher threshold current. This is why the Toptica DL pro, while freerunning outside of external-cavity conditions, will have significantly lower power at the same
current as when in external-cavity or if a Fabry-Perot diode were used alone. This design of
a small Littrow cavity with an AR coated diode is what enables the extreme tunability of
the DL pro series. A DL pro tuned for 780 nm was previously used for testing on argon but
could only tune to 815 nm single mode.
Before the 819 nm DL pro was integrated into the experiment, a home-built LittmanMetcalf ECDL was used with an 820 nm, 100 mW diode from Thorlabs. This laser is shown
in Fig. 18. While this laser was suitable, it was not mechanically stable enough to use
as a locking reference for the high finesse cavity (F≈2500). However, it was suitable for
testing with the low finesse cavity (F≈450) in the prototype phase and the first preliminary
experiments. The only spectrum analyzer available to measure the linewidth of the homebuilt laser had a limiting resolution of approximately 1.7 MHz, which is what was observed.
So, the linewidth could be reliably stated as at or below 1.7 MHz.
The DL pro was controlled with a DLC pro, which was used for stabilizing the laser to
an RF discharge of krypton using side-of-peak locking with two separate PID loops. One
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FIG. 17. This rendering shows the entire experimental setup with the glow discharge in the
back left, power splitting and modulation in the front left, and the interaction/cavity region
on the right.
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FIG. 18. This image shows the elliptical output of the 819 nm Littman-Metcalf built before
the use of the Toptica DL Pro. The long cavity decreased its stability compared to the short
DL Pro Littrow cavity.
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loop fed back to the grating piezo for lower frequency disturbances while the other PID loop
fed back to the diode injection current that corrected frequencies up to the cutoff frequency
of the DLC pro (30 kHz).
The DL pro could not be modulated with an AC signal efficiently above 25 MHz using
the injection current and on the order of 10 kHz using the piezo. An AC signal was desired
to avoid burning the diode with a DC bias that can build up without careful treatment.
Modulating the current or piezo at lower frequencies for the frequency lock created residual
amplitude modulation in the cavity lock signal that decreased cavity stability. This fact
was the primary determining factor for using FMS for frequency stabilization and PDH for
cavity locking. This enabled the use of a single modulation frequency well above 20 MHz
using an electro-optic modulator (EOM). Using a single high-frequency modulation reduces
both technical noise and phase noise due to reduced 1/frequency noise and better isolation
during phase-sensitive detection. For more on these techniques, see Chapter 5.
The output power of the Toptica after the fiber launcher was 48 mW, which then went
through a telescope to pass the beam through the EOM with maximum efficiency and minimal loss, including both aperture loss and polarization loss. The fiber launcher before the
telescope had a half-wave plate mounted to it to align the beam’s polarization to the fast
axis of the EOM. The EOM was mounted on a 5-axis stage that allowed fine-tuning of the
EOM aperture, as well as angle of incidence/parallelism. A quarter-wave plate was excluded
because power measurements showed little ellipticity in the beam introduced by the fiber.
However, birefringence proved to be a problem throughout the rest of the experiment, where
quarter-wave plates were used to counteract fiber and cavity birefringence.
Figure 19 shows a layout of the optics that received the fiber from the DL pro and
distributed the power to each section of the experiment using polarization optics. The
majority of the power (16 mW after fiber) was sent to the experimental cavity while 5 mW
(after fiber) was shared between the reference cell and diagnostic fiber ports, which were
used during construction and troubleshooting. Coupling into each fiber was between 55-70%
due to imperfect matching between fiber mode sizes, coupling lenses, and beam shape. The
primary reasons for sub-optimal coupling of the Toptica FiberDockTM were due to the beam
size and ellipticity of the diode laser.
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FIG. 19. Optics to split laser power between sections of the experiment. HWP is half
waveplate, QWP is quarter waveplate, and PBSC is polarizing beamsplitter cube.
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6.2 LASER STABILIZATION REFERENCE CELL
The DL Pro laser was frequency stabilized using a refillable cell inside an inductively
coupled RF discharge. The frequency selected for the RF excitation was between 650750 MHz, depending on the pressure-dependent impedance of the cell. Due to the lack of
amateur radio bands in this range of frequencies, no commercially available antenna tuner
was available. While possible to make a homemade tank circuit, frequency was tuned over
this range to minimize the reflected power whenever the cell pressure was changed. This
was found to be sufficient in minimizing reflections due to a strong frequency dependence of
the impedance of the plasma. However, this frequency dependence was not as strong before
igniting the plasma, which required the use of higher RF power and a piezo igniter to start.
After ignited, the power would be turned down 75% to obtain the desired optical path length
of plasma.
The FMS setup for frequency stabilization was that of a typical Doppler-free saturated
absorption spectroscopy setup with two weak probe beams and a pump. The second probe
beam samples the background krypton just beside the other probe with the overlapped
pump. This optical setup can be seen in Fig. 20.
6.2.1 WAVELENGTH MODULATION SPECTROSCOPY HETERODYNE
ELECTRONICS
While the intention was to do FMS, the experimental linewidth of the Doppler-free
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spectral line was about twice that of the modulation frequency. This firmly put the modulation in the WMS regime, despite the RF modulation. The modulation was imposed on
the laser using a Newport 4062 broadband electro-optic phase modulator. The reference
frequency was provided by a ZOS-50 voltage-controlled oscillator, which was used as the
local oscillator for both the PDH lock-in amplifier and the WMS lock-in amplifier. While
the lock-in for the PDH was built in-house from Mini-Circuits parts, discussed in 6.3.2, a
Stanford Research Systems SR844 was used as the lock-in amplifier for the laser lock. The
output of the SR844 was sent to the feedback servo, which was the low-frequency DLC pro
Lock (<30 kHz). This enabled easy locking to either the current or piezo of the Toptica DL
pro via their graphical user interface, displayed in Fig. 21.
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FIG. 20. Refillable RF Discharge cell for laser frequency stabilization.
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FIG. 21. Shown are a lamb dip from saturated absorption spectroscopy (Blue) and WMS
lock-in signal (Red) for frequency locking the laser using the Toptica DLC pro software.
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6.3 METASTABLE PRODUCTION CELL
The production cell required several features that needed to be incorporated into as small
of a vacuum cell as possible. The smaller cell enabled better stability of the cavity and to
have a more controlled volume of krypton. Using modular cubes allowed for easy testing
of the best configuration and, with the use of supports, a stable foundation for the cavity
to be rigidly coupled to the optical table through the vacuum. The cubes also allowed for
flexibility on where to mount necessary components and easy expandability over a custommade vacuum cavity.
The cavity lock required feedthroughs for the piezos, and optical access was required
for the input and output of the cavity along with the fluorescence detection optics. Laser
windows were used that had an AR coating specifically to give less than 0.25% reflectivity
per surface from 650-850 nm. This AR coating helps prevent reflections from distorting
the PDH signal as well as lowering the buildup due to reflections possibly causing partial
deconstructive interference with the TEM00 mode of the cavity.
A Baratron® capacitance manometer was used as the primary instrument for pressure
readings due to its insensitivity to gas type. A Convectron® convection-enhanced Pirani
gauge was placed in the system during testing to help verify pressure readings and as a
backup pressure gauge. However, it was removed for experimental runs due to concerns over
unnecessary components causing contamination in a low-pressure cell with no pumping. To
help with cleaning, a non-evaporable getter was placed in the cell. However, it proved to be
ineffective at pumping the main contaminant/leaking gas, which turned out to be helium
making its way through the gas handling valves at a rate between 0.1-0.5 mTorr per hour.
This was likely due to repeated opening and closing of the shutoff valve in order to leak in
helium with a variable leak valve (not shown in Fig. 22) located upstream of the shutoff
valve (green valves in Fig. 22).
There was a significant amount of birefringence from before the fiber launcher as well
as from the cavity. The birefringence from before the launcher was slower and seemed to
be thermal, but the source was never isolated. However, monitoring the power transmitted
through the first polarizing beamsplitter cube (PBSC) allowed constant monitoring of the
polarization, as well as monitoring the transmission of the cavity. The birefringence from the
cavity mirrors was primarily from stress inside the mirror coating [70, 71]. Due to the large
gain of the high finesse cavity, the power incident on the cavity needed to be stable in order
to have consistent Kr* production while experimenting with other parameters. This is why
an additional half waveplate (HWP) and quarter waveplate (QWP) were introduced before
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the cavity. The cavity birefringence could then be corrected separately from long-term drift
corrections in the cavity input power.
The HWP and QWP before the cavity have another purpose in the PDH setup. The
waveplates combined with the Faraday rotator (a tunable optical isolator with polarizers
removed) allow nearly all of the reflected power to pass through the first PBSC, minimizing
the risk of reflections from uncoated optics in other parts of the setup as well as reduce the risk
for optical feedback. Although optical feedback was not of much concern in this experiment
due to ample use of optical isolators and polarization-maintaining fibers, it is good practice
to eliminate the risk for situations that may not have as much feedback isolation. It is
common practice not to use a Faraday rotator and simply use a QWP and/or HWP to
vary the amount of power going to the PDH detector. This leads to a significant portion of
light returning to the source, in this experiment the fiber launcher. This method also has
the downside of not having all of the reflected power available for detection in the event of
low reflected powers. Also, this method presents a lack of polarization control in the cavity
separately from controlling the power reaching the PDH detector. The former is especially
important when doing cavity enhanced spectroscopy of atoms in external electric or magnetic
fields. A QWP was previously used before incorporating a Faraday rotator, which resulted
in the light inside of the cavity being circularly polarized. This caused significant power
fluctuations due to the mirror birefringence changing with vacuum pressure. This effect was
largest in a previous setup when one of the mirrors acted as one of the vacuum windows.
The final PBSC was used to split the reflected power between a slow photodiode, and
the fast PDH detector. The slow photodiode enabled observation of the cavity reflection
and optimization of the power incident on the PDH detector. The PDH signal was very
sensitive to saturation and alignment. There seemed to be interference issues inside the fast
photodiode based on the angle of incidence and power of the incident signal. The PDH
signal varied in amplitude, but more interestingly in shape, depending on how the incident
power was aligned to the photodiode, even when the signal amplitude stayed the same. This
required optimization from time to time as frequency drifts and the phase matching required
tuning. While the feedback was not very sensitive to the shape of the PDH signal, it was
very sensitive to the DC offset of the PDH signal. It was found that the PDH signal’s DC
offset was lowest and more consistent when the PDH signal was closest to the theoretical
shape and only required periodic adjustments due to temperature fluctuations over longer
time periods (weekly vs daily).
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The final design consideration was for light scattering from atomic scattering and mechanical scattering. The VUV lamp was a Resonance Ltd. KrLM-LQD12 VUV electrodeless
lamp. This lamp was an RF discharge that was optically coupled to the vacuum cell via a
MgF2 window. That meant the lamp emitted light from every available transition with the
amplitude depending on the branching ratio and discharge power. This meant 819 nm light
from the lamp resonantly scattered off the Kr in the cell, and that the lamp was emitting
760 nm light that mechanically and resonantly scattered in the cell back to the fluorescence
detection PMT. The resonantly scattered 819 nm light adds the possibility of increased Kr*
production, but the intensity proved to be too low to contribute. However, that light also
increased the PMT background that led to the use of double-stacked 760 nm narrowband filters. While the filters were designed for 60% transmission at 760 nm at a 10 nm bandwidth,
both had a measured transmission of 54% at 760.2 nm with a central wavelength of 757.8
nm. It was determined that with a high enough PMT gain, the loss in transmission enabled
a higher SNR due to the extra suppression of all other light. To see the filter transmission,
see Appendix C.1.
6.3.1 OPTICAL CAVITY CONSTRUCTION
The original design of the cavity was to have the vacuum system between the cavity
mirrors with laser access through windows. The long-term stability of this design was insufficient for the large power build-up of a high finesse cavity. The losses at the two vacuum
windows would decrease the build-up significantly, even if AR coated windows were used.
AR coatings have reflectivities around 0.05-0.25%, which are losses significantly higher than
the losses of high reflectivity cavity mirrors. There are also absorption losses in the bulk of
the windows that would further contribute to cavity losses.
The second change in cavity design placed one of the mirrors inside the vacuum with
the other mirror being a window on the chamber. While this design minimized the optical
losses between the mirrors, this design also showed to not be stable enough for a high finesse
cavity. Additionally, the mechanical stress of the mirror deforming as pressure changed
caused a changing birefringence, which changed the cavity performance day-to-day. Having
one of the mirrors exposed to atmospheric air also suffered from thermal drifts from the lab’s
temperature swings, just as the previous design did.
For the final cavity design, the decision was made to have both cavity mirrors inside the
vacuum, as is found in most modern reference cavities. In order to lock the cavity, piezos
were required to align and scan at least one of the mirrors, which required a custom-designed
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FIG. 22. Optics for aligning and mode-matching into the build-up cavity and the PoundDrever-Hall Opto-electronics.
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mount. There were two mirror mount designs, discussed in the following subsections. Figure
25 shows a rendered model of the final cavity configuration with the VUV lamp being loosely
focused or collimated onto the laser beam halfway between the cavity mirrors.

FIG. 23. This cross-section view shows the optical cavity and VUV lamp crossing at the
interaction region.

Cavity Optical Design
The cavity type used was a semi-hemispheric design (see Chapter 4) with the waist on
the planar mirror. Mirror 2 was selected to have the highest reflectivity to operate the cavity
in the overcoupled regime, yielding the highest intracavity build-up. The highest reflectivity
mirror ended up being planar, so the highest reflectivity curved mirror was selected as
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mirror 1. Being of semi-hemispheric design, the cavity was far easier to align than a planeparallel cavity. For the spherical mirror, a radius of curvature of 1 m was selected. Using a
relatively long focal length mirror made it so the cavity behaved similarly to a plane-parallel
cavity across the diameter of the beam. However, it also made it so high-order modes could
be used as an easy alignment tool and be heavily suppressed within the frequency range
of the modulation. This resulted in a PDH signal free of high-order mode disturbances.
Incidentally, the waist size of the fiber launcher ended up being nearly the exact size of
the cavity waist, enabling efficient coupling into the cavity with a coupling efficiency into
the TEM00 mode between 98-99.5%. This further reduced the effects of high-order modes
disturbing the PDH signal. The beam profiles showing the beam quality of the incident
beam and the transmitted beam can be seen in Fig. 24.

FIG. 24. The beam coupled into the cavity, on the left, can be seen to be very Gaussian.
Optical cavities act as not only spectral filters, but spatial filters as well. The Gaussian
beam transmitted can be seen to be very clean and similar to the incident bean, showing
high coupling efficiency into the TEM00 mode.

A 1-inch mirror was selected because it was the largest diameter that could fit inside
the ConFlat® cubes, even though 1/2-inch mounts were the only mounts to fit inside the
cubes. The larger mirror diameter ensured better coating and surface quality across the
beam diameter due to the fact that optical aberrations and defects are optimized for the
central region of an optic. The larger diameter also allowed more freedom to design the
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scanning mount using off-the-shelf parts readily available by giving more surface area to
mount the piezo without blocking the central aperture.
The final version of the mirror mount was used for the scanning mount (mirror 2). The
original mirror mount design was used, with the piezos and gasket removed, as a 1/2 - 1
inch adapter to mount mirror 1 in the vacuum using a second 1/2-inch kinematic mount.
The final cavity configuration is shown in Fig. 25 with the final version of the mirror mount
on the left and the original design on the right. However, the figure shows the piezos still
in the model of the original design, while in the experiment the piezos were removed. This
made it so only the new mount was adjustable while in vacuum and mirror 1 was as stable
as possible. Figure 26 shows the Kr* cell from a different angle and includes the electronics
and optics that direct and detect the modulated reflected signal for the PDH error signal.

FIG. 25. Model showing the two cavity mirrors and the lamp being loosely focused into the
interaction region using a MgF2 lens. Optical access to vacuum is achieved using two laser
windows with AR coatings optimized for NIR, shown in the flanges on either side of the
cavity mirrors.
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FIG. 26. Model showing the two cavity mirrors and the lamp being loosely focused into the
interaction region using a MgF2 lens. This view shows the PDH electronics and optics to
detect the modulated reflection signal and to produce the error signal.
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First Cavity Mirror Mount Design
The base of the previous design was based on the MH25T anodized aluminum mirror
holder from Thorlabs, which was modified to connect to a custom adapter that fit into the
1/2” Polaris® kinematic mount. The three piezos could be scanned simultaneously using a
scan balancer to scan the cavity length. The piezos could also be adjusted individually for
minor alignment adjustments. However, due to the design, the motion of each piezo strongly
coupled degrees of freedom, which complicated alignment.
To avoid permanently bonding the mirror to the piezo, the design specifically allowed the
assembly to be non-destructively disassembled to swap parts. A Viton® gasket was used
to provide resistance against the mirror and keep the mirror in place. The gasket proved
to have a large amount of hysteresis. This design worked; however, scanning was not very
linear over a free spectral range and lock performance was hindered by the hysteresis and
scan imbalance between the piezos.
This design was also not optimally vacuum-compatible due to the anodized mirror holder.
Anodization creates a porous surface that more efficiently traps contaminants. This anodization was partially removed by baking at a high temperature for several hours. However, since
anodization is partially a coating and partially in the substrate of the material, only the outer
layer could be baked off. The contact surface between the custom adapter and the mirror
holder also provided a place for contaminants to get trapped and behave as a possible virtual
leak. In addition to the possible outgassing/virtual leaks, the soft metal and fine threads of
the holder, with the additional modifications, caused aluminum dust to be worn off every
time the mount was disassembled. This design can be seen as a rendering from the back in
Fig. 27 and as a cross-section in Fig. 28.
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FIG. 27. The figure shows the first cavity mirror mount design rendering. The Polaris®
mount can be seen with the kinematic adjusters without piezos. The MH25T has machined
slots to accommodate the piezo wires. The stainless-steel adapter from the MH25T to the
Polaris can be seen with the drawtube in the Polaris and one of the countersunk tapped
holes that screws the MH25T to the adapter.

FIG. 28. Shown is the first cavity mirror mount design. The MH25T has the blue hatching,
the custom adapter has the orange hatching, the Polaris® mount has the purple hatching,
and the 3 piezos are equidistant from each other between the MH25T and the mirror.
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Final Cavity Mirror Mount Design
The final design of the cavity mount improved upon the previous design by using all
stainless-steel for better vacuum compatibility and mechanical stability. This design also
improved fine adjustment of the alignment by putting a piezo on each kinematic adjuster.
This isolated the degrees of freedom better and improved scanning by replacing the Viton®
gasket with a stacked wave spring. This spring provided a linear resistance, less hysteresis,
and a larger contact surface between the mirror and the mount. This greater surface area
provided lower stress concentrations that could deform the mirror. While the spring was a
great improvement, the best design for linearity and lock bandwidth would be to epoxy the
mirror to the piezo, which is typically the design for cavity mirrors in commercial designs.
Epoxying the mirror to the piezo reduces the load on the piezo, giving the largest bandwidth
of the piezo and ideally puts the resonance outside of the servo’s bandwidth for feedback
stability. While the load on the piezo can be adjusted to a certain degree by adjusting the
force on the wave spring, the load was set to the load that gave the piezo the largest stroke
for the longest scan. However, that moved the resonance frequency into the bandwidth of
the locking circuit. This resulted in oscillations when the gain of the servo was set too high.
It would have been more ideal to set the load so that the resonance frequency was outside
the bandwidth of the servo. This design can be seen as a rendering from the back in Fig. 29
and as a cross-section in Fig. 30. More photos of the actual final products of these mirror
designs can be found in Appendix B.
6.3.2 POUND-DREVER-HALL HETERODYNE ELECTRONICS
Due to the relatively high modulation frequency, only one commercial lock-in amplifier
was available in the lab, which was used to frequency lock the laser to the RF discharge
using WMS, discussed in 6.2.1. This necessitated the assembly of a lock-in amplifier made
from Mini-Circuits parts, as shown in Fig. 31, for the PDH lock [63, 64]. The voltagecontrolled oscillator was used as the local oscillator for both laser and cavity locks. The
auxiliary output was sent to the Stanford Research Systems SR844 while the main output
was sent to a power splitter. Half of the power was sent to the electro-optic phase modulator,
after being attenuated and amplified with a Mini-Circuits TIA-1000-1R8. An amateur radio
impedance-matching antenna tuner was used to minimize reflections from the modulator
back to the amplifier. Impedance matching for this type of electro-optic modulator, known
as broadband, is mostly for the safety of the amplifier and other components. Resonant
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FIG. 29. The figure shows the final cavity mirror mount design rendering. The Polaris®
mount can be seen with the kinematic adjusters with piezos between the adjuster and sapphire plates. The stainless-steel adapter is now combined with a custom mirror holder that
holds the piezo, mirror, and wave spring for scanning.

FIG. 30. Shown is the final cavity mirror mount design. The mirror and piezo have the
pink hatching at the top, the custom adapter has the orange hatching, the Polaris mount
has the yellow hatching, and the three piezos have pink hatching between the two bodies of
the Polaris® mount.
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electro-optic modulators require careful impedance matching in order to function properly,
but often include tank circuits from the manufacturer to help alleviate design difficulties.
The other half of the power went through fixed attenuators to a Mini-Circuits JSPHS-51
phase shifter. Attenuation was needed because distortion is introduced in these phase-shifters
beyond a rated power. The signal was then amplified and attenuated to the 7 dBm input
power of the mixer’s local oscillator input. The RF photodetector used for detecting the
phase-modulated reflected cavity signal used a DC block to AC couple the signal before being
amplified and mixed. The phase of the local oscillator was shifted to select the quadrature
component of the mixed signal, and the output was then low-pass filtered. This low-pass
filtered error signal was then sent to the feedback servo for locking. For a background on
the theory of the PDH lock, refer to 5.4.3.
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FIG. 31. Heterodyne detection electronics for locking the cavity length to the laser using
the PDH method.
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CHAPTER 7

EXPERIMENTAL RESULTS AND ANALYSIS

This chapter will discuss the experimental results for Kr* production as a function of 819
nm power, 123 nm power, Kr pressure, and He+Kr pressure. The dependencies on power
and Kr data are key data for all-optical production of Kr*, while the He+Kr data are to
explore the feasibility of an all-optical DPRGL. The data obtained were specifically of
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Kr

because it is the most abundant isotope and had the best signal to lock to for testing. The
saturated absorption spectrum of the even isotopes of Kr, as well as the main even isotope
shifts, can be seen in Fig. 12, with the fitted isotope shifts within 1% of those measured in
[72].
The data were taken by measuring the PMT current with a picoammeter and averaging
1000 data-points with the 819 nm laser on, with the 819 nm laser off, and then taking the
difference. The lamp remained powered on each day for stability. The difference was taken
between the signal with the laser on and off because the lamp provided a steady 760 nm background due to the discharge populating the 2p6 state, which then has an indistinguishable
fluorescence signal from the signal under investigation.
7.1 CAVITY BUILD-UP MEASUREMENTS
To determine actual cavity performance, the transmission and reflection coefficients of
the entire cavity were measured and fit to a mathematical model that ran a minimization
algorithm to determine the transmission, reflection, and losses of the cavity to match the experimental results. These results allowed the finesse, gain, and quality factor to be estimated
several different ways, which all agreed to within 15% for overall finesse.
Finesse measurements were done by employing several different methods. The two primary methods were fitting the PDH signal to the model and measuring the ratio of the FSR
to the cavity linewidth. The cavity linewidth was the more difficult measurement due to
mechanical vibrations broadening the linewidth and making the lineshape deviate from a
smooth curve due to random disturbances. With an adequately fast feedback system, these
vibrations could be corrected. However, with a bandwidth of only about 5-10 kHz, they were
not sufficiently damped.
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The mirrors were measured outside of the vacuum using the same laser that was used in
the experiment to get accurate transmission values. The transmission for the input coupler
(ROC=1 m) was measured at T1 =0.00059 and the output coupler (ROC=∞) was measured
at T2 =0.00022. Due to the lack of a cavity ringdown setup or the proper experimental
apparatus to measure such high reflectivities and low losses, the only value directly measured
for each mirror was the transmission. The transmission was measured using an optical power
meter and an amplified, linear photodiode to check the measured values. The estimated
values from CVI, for the spherical mirror, was T=0.00087 and R=1-T=0.99913. The planar
mirror from RMI was only quoted above 0.998. However, the measured value and the fit
value discussed below match quite well.
The numerical simulation used to match the experimental cavity transmission
(Tcav =0.34) and reflection (Rcav =0.24) coefficients to the theory gave fitted values of
T1 =0.00245, T2 =0.0004, L1 =0.0004, L2 =0.00004, R1 =0.9972, and R2 =0.9996. These values
give a finesse of 1907, which is within 10% of the experimental value, discussed below, of the
measured ratio of the FSR to the transmission linewidth. These parameters also produce
an estimated optical gain of G=875 with respect to the input beam and an intracavity gain
of

G
=3.57·105 .
T1

This results in an estimated Q-factor of 6.6·108 . The experimental cavity

transmission and reflection lineshapes can be seen in Fig. 32 compared to the theoretical
fits.
Cavity Linewidth Measurements
The FSR was measured for each iteration of the cavity, and the length of the cavity
was able to be determined for each. The final cavity design ended up with a cavity length
of 142.2 mm at atmospheric pressure and 143.4 mm at vacuum. This change in length is
a combination of the change in the index of refraction inside the cavity and the external
pressure on the mirror mounts relaxing as the pressure decreases. This cavity length gives
an FSR of 1.054 GHz. The FSR was calibrated using the sidebands that were produced
by the EOM for the PDH and WMS locks, shown in Fig. 33. For the final experiments,
the EOM modulation depth was decreased to keep 99% of the power in the carrier. The
scan is slightly nonlinear, so the calibration was based on the average of the two calibration
factors obtained from the sidebands of each longitudinal mode. The different amplitudes of
the longitudinal modes in Fig. 33 is due to temporal fluctuations of the cavity transmission
from mechanical vibrations. When scanning the laser frequency, rather than the cavity
length, the mode amplitudes vary due to mechanical vibrations, different reflectivities at the
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FIG. 32. Lorentzian linefunctions fit to experimental cavity transmission and reflection
signals.
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FIG. 33. The cavity free spectral range measurement was calibrated using the sidebands
from the EOM. The EOM modulation was set to 39.75 MHz.

different frequencies, and different laser powers due to the frequency dependence of the laser
feedback grating.
Figure 34 shows the linewidth fits based on selected slopes on the measured cavity transmission. The transmission signal shows the resonance having multiple peaks, seeming to stem
from the mechanical vibrations causing the peak to jump back and forth. The narrowest fit
is fit to the steepest, continuous slope. The widest fit is fit to the slowest, continuous slope,
and the best fit includes the entire signal. With an FSR of 1.054 GHz, the best fit finesse
would be 2165, about 13% higher than the finesse from the PDH and transmission/reflection
measurement methods.
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FIG. 34. Shown are three Lorentzian fits to the cavity transmission. The fits represent the
best fit, narrowest fit, and widest fit based on distinct slopes on the curve. The Toptica DL
Pro unlocked linewidth was stated as ∆ν <200 kHz, and the scan was taken by scanning
the cavity length at 100 Hz to limit the effect of low frequency vibrations.
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PDH Measurements
The PDH signal is based on the reflected signal, which means that it is less affected by
cavity losses than the transmitted signal. This also means that the PDH signal should give
a much better SNR due to its limitation of intensity noise of the laser and cavity, which was
a significant problem with doing measurements of the transmitted signal. Figure 35 shows
the theoretical PDH fit agreeing very well with the experimental PDH error signal, with a
fitted finesse of 1907. A finesse of 1907 corresponds to an average reflectivity of R=0.9984,
which was the same value obtained from the measured cavity values of T=0.34 and R=0.24.
The linefunctions fitted to the measured T and R curves give a linewidth of 550 kHz, while
the fit curves in Fig. 34 give a linewidth of 607 kHz. This difference may arise from the
data being taken on different days under different conditions and from the higher SNR of the
PDH measurements, along with the measurement uncertainties where the T and R values
were taken (peak value vs average value at line center).
The theoretical PDH equations used for fitting in Fig. 35 are Eq. (31) and Eq. (32) in
5.4.3, where F is the reflection coefficient at angular frequency ω, centered around the carrier
resonance ωo and the sideband resonances offset by the modulation frequency Ω = 2πf . The
value r put into the theoretic fit was the average coefficient of reflection of the cavity mirrors,
or the square root of the average reflectance of the cavity mirrors.
However, one observation to note was that while servicing the mirror during the cavity
overhaul, the input coupler was found to be visually foggy. This was likely due to photopolymerization on the coating due to the intense VUV light, which is known to be a major
cause of transmission degradation in VUV experiments. While there were no measurements
taken to test the decrease in the transmission at 819 nm, the mirror was cleaned and not
checked again. The experimental transmission values suggest a slight degradation, but moreso suggests an increase in scattering losses, which is a reasonable assumption for a surface
contaminant.
Another method, cavity ringdown, was used on the first cavity design, which gives a
measure of the effective Q-factor of the cavity by measuring how long light takes to escape
the cavity. This technique wasn’t successful on the first cavity due to the use of an AOM with
a switching time on the same order of magnitude as the cavity ringdown time constant. The
new cavity would have been able to be measured more accurately through this method, but
the ringdown time constant would have still been too close to the AOM switching time to be
completely reliable when considering the effort of adding the AOM back into the experiment.
The AOM was not kept in the system for the first experimental run due to the loss of power.
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FIG. 35. Experimental PDH signal with theoretical fits to estimate the reflectivity finesse.
The modulation frequency used was 39.97 MHz, with a measured cavity FSR of 1054 MHz
and linewidth of around 500-600 kHz.
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7.2 Kr* PRODUCTION DEPENDENCE ON Kr PRESSURE
This section focuses on the first main set of results in this dissertation. These first data
are on the of Kr* production dependence on not just Kr pressure, but on 819 nm power and
123 nm power. The Kr* production was studied by adding Kr to the cell across the pressure
range of the pressure transducer, which was from 1 mTorr to 10 Torr. First, the 819 nm
power was varied to look at the production dependency on 819 nm power, and to observe
any saturation behavior. These data, displayed in Fig. 36, were obtained with the first
generation of the cavity, which had an estimated optical gain of only 56. A more calibrated
measurement for Kr* production would be 811 nm scattering on the cycling transition due
to the more well-defined parameters and higher scattering rates in scattering experiments.
As expected from numerical modeling, the 819 nm power shows some saturation, and the
signal only changes in amplitude due to the low scattering cross-section that ground state
Kr has at 819 nm. This small amount of scattering produces a mostly pressure-independent
change in Kr* production with 819 nm power. In this configuration, the 819 nm power in the
interaction region is only expected to be 500-600 mW, which gives a saturation parameter
of 30 with a 400 µm cavity waist.
The second part of the Kr pressure dependence study was to vary the 123 nm intensity
from the lamp, which is described in 6.3. The lamp had a manufacturer-measured intensity
of the broad 123 nm light of 2·1015 photons/s/sr, which gave an estimated power of 0.13
mW across a beam waist of about 10 mm. Due to lack of VUV measurement equipment,
many of the VUV parameters are estimated from computer-aided design (CAD) models and
numerical models.
Because the 123 nm light resonantly scatters with the ground state Kr, there was expected
to be a pressure dependent change to the shape of the data, unlike what was seen for the
819 nm data. Because the VUV photons get absorbed and scattered in a physically complex
manner, and because the VUV light was so broad that it excited a large number of velocity
classes, the pressure dependence vs 123 nm power, in Fig. 37, was more difficult to study
than the 819 nm data. The numerical model in the next chapter will discuss the experimental
data with respect to the semi-classical model of the experiment to investigate the complicated
structure of these data, which is believed to be a combination of self-reversal of the spectral
line and radiation trapping [11, 73].
Using a PMT gain of 107 , PMT quantum efficiency of 0.02, an optical transmission of
0.4, and a collection efficiency of 10%, these data show a peak
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Kr* production rate of

1.2·1010 atoms/s, which is very similar to the 7.2·1010 atoms/s reported by Z.T. Lu’s lab at
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FIG. 36. Kr* production as a function of pressure at various 819 nm powers with an estimated
cavity build-up of 56. The VUV lamp was at the default 80% power.
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Hefei National Laboratory [11]. The 819 nm power in Z.T. Lu’s work was delivered by a
tapered amplifier and was slightly higher than in the data presented in this dissertation[12].
However, the reported photon intensity of the lamp used in [11] was an order of magnitude
higher than the Resonance lamp used in this work. In 7.4, the higher finesse cavity was used
to obtain 819 nm powers more than an order of magnitude higher to yield higher production
rates.
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FIG. 37. Kr* production as a function of pressure at various 123 nm lamp RF powers. 123
nm power responds nonlinearly with RF power. Thus, RF lamp power percentage is given.
Estimated cavity gain is 56.
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7.3 FLUORESCENCE LINEWIDTH MEASUREMENTS
In this section, the 819 nm laser is scanned in frequency to look at the lineshape of the
760 nm fluorescence. These data were obtained to look into the physics behind the two-step
excitation due to the extremely broad linewidth of the 123 nm light (strongly incoherent).
The 819 nm laser scan was done at three krypton pressures. While this provided a test for
the model in terms of collisional broadening, the test was not done with different 819 nm
and 123 nm intensities, which would look at intensity broadening. However, the expected
intensity broadened 819 nm linewidth for a saturation parameter of 450 was 120 MHz,
while the Doppler width was 490 MHz. The saturation parameter of the 123 nm lamp was
approximately 10−6 and could not be changed much. Therefore, the intensities were found
to be mostly negligible for this test. Also, the pressure broadening/homogeneous broadening
was a major consideration in this work, and therefore was a primary independent variable.
Resonance broadening, broadening due to the transition having a level that has a strong
electric dipole transition to the ground state, was on the order of the intensity broadening
at 1 Torr. Resonance and collisional broadening both depend on the pressure of the species.
By using the mean free path and average thermal velocity, the collisional broadening was
included, discussed below and shown in Figs. 38-40. For more on broadening mechanisms
and linewidths, refer to Chapter 2.3.
The model fits the experimental lineshapes very well as the pressure is changed. As
the pressure changed, the only corresponding linewidth that changed was the homogeneous
(Lorentzian) linewidth, while the inhomogeneous (Gaussian) linewidth remained the same.
The only model parameter that needs to be investigated more to fit the data is the Gaussian
broadening, which had to be scaled by a 25% scaling factor in order to fit properly. The
Gaussian part of the Voigt function was 627 MHz, while the calculated Doppler width of
the 760 nm transition is 530 MHz, a 15% difference. The most likely phenomenological
explanation involves the broad, incoherent behavior of the 123 nm light. It is either broader
than expected due to parameters in the lamp that are experimentally unknown, or the model
does not currently have enough physics to account for how the large number of velocity classes
available to the 123 nm lamp plays a role in the linewidth and how that correspondingly
affects the 819 nm transition even though a narrow laser is used.
One other possible contribution to the fluorescence being broader than expected could
be heating of the Kr due to the intense NIR power in the cavity. This would increase the
Doppler width and therefore increase the Gaussian part of the Voigt linewidth. However, due
to prior work in atomic beams, this increase in temperature was estimated to be negligible,
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especially with the low population of Kr that is resonant with the 819 nm laser and the large
thermal mass of Kr available in a cell over an atomic beam. Additionally, in the model used
to calculate the Voigt linewidths, in order for an increased temperature to account for the
25% scaling factor needed, the temperature would have to be 550 K rather than 300 K.
In a two-level transition, the unbroadened linewidth is the sum of the two natural
linewidths of the transitions. Depending on the saturation parameters of the lower beam,
the linewidth can be modified to be only the linewidth of the upper transition due to the
saturation of the first transition. Since the lower transition in this experiment was far from
saturated, this heavily contributed to the linewidth since the natural linewidth of the transition out of ground is an order of magnitude higher than the upper transition. This broadening
would be Lorentzian, but the resulting intensity broadening from the saturation of the upper
transition would be a Gaussian broadening term. These mechanisms, discussed in [31], are
the subject of future work to modify the model to include more accurate information on the
123 nm transition. These data are shown in Figs. 38, 39, and 40.
In Fig. 41, the 819 nm frequency was scanned at 1 Torr of Kr with five different powers,
with three of them graphed for clarity. The model used to fit the Voigt functions were
the same as in Figs. 38-40, but with a higher cavity gain and different input powers. The
model does not fit these data as well as the other three figures, which were taken with
the old version of the cavity. The fact that the model is slightly narrower than the data
suggest that there is more intensity broadening than expected. This could mean the cavity
build-up factor is higher than expected (dependent on output coupler transmission), or
that the significantly higher saturation parameter has a nonlinear effect on the fluorescence
linewidth that has not been accounted for when the model was developed for significantly
lower saturation parameters. The Lorentzian component of Fig. 41 was 207 MHz as before,
but with Gaussian components of 708 MHz, 756 MHz, and 815 MHz, for increasing power.
This shows the intensity broadening through saturation of the second step of the two-step
transition is the most significant broadening mechanism for the 760 nm fluorescence, for the
123 nm powers involved in this work. The data in these four figures have been smoothed
with a nearest-neighbor averaging filter due to oscillations in the picoammeter that occurred
from the sampling parameters.
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FIG. 38. 819 nm frequency scan at 50 mTorr of Kr with Gaussian, Lorentzian, and Voigt
fits..
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FIG. 41. 819 nm frequency scan at 1 Torr of Kr at various 819 nm powers. The fit is using
the same model as the previous three linefunction fits above. The fit is narrower than the
data, suggesting the intensity in the cavity is slightly higher than expected.
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7.4 Kr* PRODUCTION Kr+He PRESSURE DEPENDENCE
In this section, the second main set of data in this dissertation will be presented. These
data investigate the Kr* production as a function of the pressure of a He buffer gas to study
the feasibility of an all-optical DPRGL. In order to investigate the plausibility of an all-optical
DPRGL, a rather large parameter space needed to be explored where Kr* production was
still high enough to populate the metastable state for a laser while having a buffer gas to nonradiatively transition atoms to the laser transition’s upper level. Figure 42 shows that Kr*
production remains relatively constant below 100 mTorr of He. The Kr* signal was expected
to fall the most rapidly at higher Kr+He pressures, but the slope that the signal decreases
at for a Kr pressure of 1 Torr is roughly equal to that for 10 mTorr of Kr. The lowest slopes
were for Kr pressures of 100-500 mTorr, while the Kr pressure that kept the highest signal
at high He pressures was 500 mTorr. Typical ratios used for DPRGL, both experimentally
and computationally, have been from 2-6% [14, 15, 19, 22, 74]. With the maximum pressure
of 10 Torr in this work, 2-5% represents the 250-500 mTorr that the data show as giving the
highest Kr* signal at 10 Torr. These data, compared with the information from literature,
suggest that all-optical production maintains the conditions currently expected of a DPRGL
in state-of-the-art laser experiments.
An interesting feature in the data show the signal increases slightly around 800 mTorr of
He for the Kr pressures of 100 and 250 mTorr. This suggest that there may be a particular
set of parameters in this parameter space where the He buffer can increase Kr* production
due to increased collisional deactivation from an undesirable state to a state that can lead
to Kr* production, such as collisionally counteracting a quench transition.
As a verification of the data presented in 7.2, the He data in Fig. 42 was plotted over
data from Fig. 37. The data from Fig. 42 along the y-axis, where P(He)=0, was plotted and
can be seen to replicate the double peak, but with a signal an order of magnitude higher due
to the higher build-up. This comparison is seen in Fig. 47 in 8.4.3, where the experimental
data will be compared to the computational model.
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FIG. 42. Kr* production as a function of He buffer partial pressure for varying Kr partial
pressures. Cavity gain is ≈ 875, with an input power of 13.5 mW.
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CHAPTER 8

THEORETICAL AND COMPUTATIONAL MODELING

The optical Bloch equations used in this computational model can be found from Eqs.
(37) to (54). This set of differential equations expresses the Lindblad master equation using
the density matrix formulation with decoherence terms from spontaneous emission and collisional relaxation due to other krypton atoms and helium buffer atoms. The set is reduced
from the full number of equations to just represent the minimum number of equations to
solve all state populations.
Section 8.4 discusses the results of the numerical model. The Kr* production is investigated as the 819 nm power is changed, and the Kr* production is also investigated as the
123 nm power changes. The modeled PMT current includes the PMT quantum efficiency,
gain, and collection efficiency. The model parameters were changed as they were in the
experiment to see if the simulated current responds in the same way as the experimental
results. While the two peak structure that was found in the experimental data was not
able to be numerically reproduced, it is believed to be due to radiation trapping. Radiation
trapping would require a separate Monte Carlo simulation, which was beyond the scope of
this dissertation.
Depending on model parameters, the simulated results can either envelope the two peaks
or overlay the lower pressure peak. As the following sections will discuss, the simulated
results change in response to 123 nm power by shifting the peak in pressure while changes
in 819 nm power changes the amplitude of the peak. This is what is observed in the lower
pressure peak in the experimental data. Therefore, it is suggested that radiation trapping
caused the higher-pressure peak through balancing the increased resonant scattering of VUV
light in the interaction region with decreased VUV light making it to the interaction region.
More research on the radiation trapping in Kr* production can be found in [73, 75].

Kij = Kji

2ji + 1
2jj + 1



e−

|Ei −Ej |
kT

(36)
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8.1 SEMI-CLASSICAL RATE EQUATIONS
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Ṅ2p10 = ρ̇11,11 = −(Γ11,7 + Γ11,5 + Γ11,4 + Γ11,2 + K11,3
+ K11,6
+ K11,10
+ K11,10
)ρ11,11
Kr
Kr
He
Kr
+ K3,11
ρ3,3 + (K10,11
+ K10,11
)ρ10,10 + K6,11
ρ6,6

He
He
He
He
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8.2 RADIATIVE AND NON-RADIATIVE DECAY RATES
The rate coefficients have been taken from various sources to include radiative and nonradiative rate coefficients, which can be found in Appendix A. Table 2 shows all of the
radiative transition rates, and the energy level diagram, Fig. 43, shows the labels of the
states. The 3d manifold is included due to a non-negligible rate from 2p states to some 3d
states that are then effectively lost to the laser system. Therefore, no radiative terms from
the 3d manifold are included, and only collisional relaxations to and from 1s or 2p states are
allowed.
Collisional (non-radiative) rate coefficients can be found in Table 4 for a buffer gas of
helium, and Table 3 contains the rates for krypton-krypton collisions. The rates are in units
of s−1 cm−3 , which requires the number density to be calculated. The number density was
assumed to be constant throughout the experimental cell, which is a reasonable approximation for a room temperature gas cell with no strong external fields. If the reverse process
rate is not defined in the chart, it can be calculated using Eq. (36).
All significant primary collisional relaxations were included, which were collisional relaxations between the levels directly involved in the production of metastables and of the
laser. Secondary relaxations were included, which were relaxations from, or to, a level that
is not directly involved in metastable production or the laser. Tertiary collisional relaxations
were not included due to the assumption that the probability of that atom collisionally
transitioning back to a primary level is sufficiently low.
8.3 5-LEVEL LINDBLAD RESULTS
The results in Fig. 44 show the fundamental part of the major model in this dissertation,
which is the solution of the Lindblad master equations for the five levels directly involved
in the production of Kr*. These states include the ground state 1 S0 , the first excited state
1s4 , the upper excited state 2p6 , the metastable state 1s5 , and the 1s2 state, which has a
very low branching ratio from 2p6 and is nearly negligible. This simulation assumed the
entire population at t=0 is in the 1s4 state and that there is no optical pumping out of the
ground state. The oscillations due to the addition of coherent states can be seen. However,
the intensity of the pump is not high enough to see a dramatic example of Rabi oscillations
between 1s4 and 2p6 , or the effect those oscillations have on the ground state population.
The results of this simulation match those presented in the appendix of [12].
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FIG. 43. Energy level diagram of relevant krypton levels for Kr* production and the DPRGL.
Solid lines are excitation, dashed lines are fluorescence, and dotted lines are collisional relaxation. The purple excitation is the incoherent 123 nm lamp, the dark red excitation is
the 819 nm laser, and the orange excitation is the 811 nm pump of the laser. The red
fluorescence is the radiative transition to the metastable state and the dark red fluorescence
is the 893 nm DPRGL emission. The black dotted line is the collisional relaxation of the
He buffer gas from 2p9 to 2p10 . 3d levels are included because the model includes collisional
rates to/from some low-laying 3d levels. Experimental energy levels used in the figure are
from [72, 76].
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FIG. 44. This figure shows the simulation of the 5 states involved in all-optical Kr* (state
4) production via a VUV+NIR two-step transition. The parameters are taken to be a NIR
power of 0.5 W with a waist of 9 mm, and the initial population is entirely in state 2, the first
excited state. The VUV power is inconsequential due to the dynamics involved. The energy
level numbers are the same used in Fig. 6 of [12], except the model in this dissertation put
the zero energy level as ground, state 1.
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8.4 NUMERICAL MODEL RESULTS
The following results represent the model simulated over 1µs. The first result shows the
effect 819 nm power has on the Kr* signal and how saturation occurs. The second shows
how the 123 nm lamp power changes the Kr* signal. The experimental lamp power is give as
a percentage of RF power to the lamp’s discharge, and therefore does not correlate directly
to lamp 123 nm power. The value of lamp power is given as photon intensity (photons/s/sr)
by the manufacturer. Estimated over the expected cone of illumination of 0.28 sr gives
the expected photon flux, and assumes the given flux is within the Doppler width. This
indirect RF power to photon flux relationship, along with the lack of a VUV detector, makes
modeling the RF lamp difficult. The following section looks at matching the experimental
data to the model and discusses the results.
8.4.1 Kr* PRODUCTION AS A FUNCTION OF 819 NM POWER
When studying the response of the model to changes in the 819 nm power and a fixed lamp
power, one can see the saturation occur as it would if it were a normal one-photon transition.
However, in reality, the intensity of the VUV light affects the 1s4 population, which in turns
affects the effective saturation intensity of the 819 nm transition from 1s4 to 2p6 . As the
819 nm power decreases by an order of magnitude, the simulated PMT current, shown in
Fig. 45, eventually decreases an equal amount at lower powers, showing the linearity of the
effective one-photon transition. From 2.4, a resonant two-step transition fluoresces linearly
with the intensities when not in saturation. Since the saturation parameter of the lamp was
less than 5·10−6 in the experiment, the only saturation occurring in the experiment would
be the 1s4 to 2p6 transition. The saturation power, for the given waist, of this transition
is estimated to be 3.7 µW, approximately the power at which the nonlinearity starts in the
Fig. 45.
8.4.2 Kr* PRODUCTION AS A FUNCTION OF 123 NM POWER
The effect that the VUV intensity has on the Kr* production rate is a much more complicated relationship than for the NIR intensity. Saturation is seen in Fig. 46 even though
the saturation parameters in the figure, for the given waist of 10 mm, are only 4.8·10−5 ,
10−6 , and 10−7 . In the figure, the NIR light is shown with saturation parameters of 3·106 ,
30, and 3.
The colors in Fig. 37 correspond to the same VUV intensity while the same line type
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FIG. 45. Simulated Kr* production as a function of pressure at various 819 nm powers. The
VUV lamp intensity was set as 2.65 W/m−2 , and the cavity waist was set at 400 µm with
a gain of 875. The three highest powers are not visible behind the 8.75 mW curve due to
saturation.
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corresponds to the same NIR intensity. It can be seen that at higher VUV intensities, the
shape of the curve becomes distorted with the least amount of saturation near the peak.
As the VUV intensities decrease the saturation of the NIR become the most prominent.
Another feature of the change in VUV intensity is the shift of the peak towards the higher
pressure and lower signal amplitude as the VUV intensity decreases. This can be viewed
as the higher intensities reaching the interaction region more at lower pressures where the
saturation intensity is higher, while the saturation intensity decreases at higher pressure
where less VUV light reaches the interaction region.
Young et al. shows a decrease in saturation power with pressure across 10−5 -10−1 Torr.
The model presented in this dissertation also shows a reduction in the saturation power with
pressure. At higher pressures, this is very noticeable, which is also a feature seen in the
experimental data. The experimental data also shows a similar spacing as the model in the
signal at lower pressures when the VUV intensity changes.
8.4.3 Kr* PRODUCTION - EXPERIMENT VS MODEL
The data were compared to the computational model with parameters mentioned in 8.2.
With the rates given in literature and the parameters of the experiment, the simulation
replicated the data quite well in magnitude and shape. The double peak shape is believed
to be a complicated combination of radiation trapping and self-reversal as discussed in 8.
Self-reversal of the line means that the multiple scattering of the VUV light off ground state
Kr shifts the light closest to resonance away from resonance. This creates a double peak
feature with the light being mostly in the wings of the linefunction. So, rather than being
completely lost, it can now excite a new velocity class. In a cell, this is not much of a problem
due to the 3-dimensional velocity distribution. In an atomic beam, the pressure outside of
the beam would be low enough to not scatter very much unless it were a beam of a large
diameter. In that case, the excitation geometry would need to be selected to maximize the
two frequency distributions.
The shape of the model varied rather strongly depending on the parameters of collisional deactivation rates from the 1s manifold. These values were not found to be precisely
measured, and thus several values were selected across an order of magnitude. As one may
suspect, as the total deactivation rates from the short-lived 1s2 and 1s4 states increase, the
Kr* production peak shifts towards lower pressures due to the 1s manifold not being able to
be sufficiently populated. With the best estimate for the deactivation rates from literature,
Fig. 47 shows that the simulation forms an envelope over the two peaks. As the intensities
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FIG. 46. Simulated Kr* production as a function of pressure at various 123 nm powers.
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of the light change, they behave as one would expect, with the 819 nm light causing the
amplitude to change and the 123 nm light causing the peak to shift along with a change
in amplitude. The fact that the data agree so well also suggests that the measured cavity
build-up and the estimated lamp intensity are reasonable values.
However, with different values for deactivation rates, one can get the simulated data to
line up well with the lower pressure peak and for shifts in the peak to respond as expected
according to pressure and light intensities. While the values necessary to produce this fit are
further from estimates in literature, this result would suggest the high pressure peak being
caused by radiation trapping at higher pressures and increasing the effective lamp intensity.
With the deactivation rates as best estimated from literature, as used in the figures, the
data suggest some sort of resonance happening around 100 mTorr where a transition occurs
between a collisional deactivation regime at lower pressures to a radiation trapping regime at
higher pressures. Another possibility would be that the low amount of self-reversal at lower
pressures means that VUV light is scattered away before reaching the interaction region,
and at higher pressures the large amount of self-reversal allows the VUV light to multiply
scatter enough to reach the interaction region. More data needs to be taken with specific
VUV equipment to truly understand what interactions occur with the VUV light before
and inside the interaction region. To better understand this phenomenon in a theoretical
and computational capacity, Monte Carlo simulations for radiation transport of VUV light
through the Kr cell would need to be performed in combination with the semi-classical model
discussed in this dissertation [11, 73].
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FIG. 47. Simulated Kr* production fit to experimental data from. The yellow line represents
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Kr+He data. This figure also shows how the model overlaps the data, which is presented on
the same scale (right axis). The Kr scan data (left axis) have a cavity gain of 56 while the
He scan and the simulation have a cavity gain of 875.
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CHAPTER 9

CONCLUSIONS AND FUTURE WORK

The research presented in this dissertation investigated the viability of using a lowpowered diode laser and a commercial VUV lamp for all-optical production of Kr*, with
direct applicability to all-optical production of other metastable rare gases. A custom vacuum chamber with a PDH-stabilized build-up cavity was realized with a finesse of 1900,
giving a build-up factor of approximately 875. This gain allowed the use of a much lowerpowered laser than previously used in all-optical experiments that typically used Ti:Sapphs
or tapered amplifiers. These solutions are expensive, bulky, or both, while a low-powered
diode laser and a build-up cavity can be built incredibly compact with the build-up factor
being controlled by mirror reflectance values.
The theoretical model of the 5-level system for Kr* production was developed using the
Lindblad master equation, and resulted in the exact same steady-state population of the
metastable state of 0.093 as in [11] when all of the initial population is in the first excited
state, 1s4 . This result can be seen in Fig. 44. However, this dissertation investigated this
model through the use of incoherent excitation out of the ground state using the estimated
parameters of the VUV lamp, which showed saturation of the 1s4 state to be unlikely with
current VUV lamp configurations available. Therefore, the conversion efficiency of current
systems are likely lower than what should potentially be obtained with saturation of the 123
nm transition. The Lindblad model in this work was later expanded to include collisional
deactivations and more energy levels to use it as a theoretical model for the DPRGL.
The estimated production rates obtained in this work using the high finesse cavity were of
the same order of magnitude as state-of-the-art measurements done by Z.T. Lu et al. in [11],
despite using a much lower-powered laser and a VUV lamp an order of magnitude less intense
than in their work. With better focusing of the VUV lamp, and the addition of more lamps,
this number can be expected to increase significantly due to the low saturation parameter of
the 123 nm transition in these experiments. These results also show the technique transfers
quite well between a cell experiment and an atomic beam experiment, making it ideal for
both ATTA and production of DPRGL.
This research also investigated the Kr* production in the presence of a He buffer gas to
further explore the all-optical production parameter space for a DPRGL. These results agree
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with experimental and theoretical literature on the optimal ratio of Kr to He of 2-6% Kr,
while using all-optical production methods rather than the glow discharges used in other
works.
9.1 FUTURE EXPERIMENT AND MODEL ADJUSTMENTS
The analytic and computational models of the system need to be expanded upon to include the radiation trapping that is discussed in the literature. However, modeling radiation
trapping requires its own radiation transport modeling through means such as a Monte-Carlo
simulation as in Young et al. [73].
Further data would need to be taken to experimentally probe the fluorescence linewidth of
this two-step transition from 2p6 to 1s5 . As described in the experimental results, the Doppler
component of the fitted Voigt function is broader than the model currently estimates. More
819 nm frequency scans would help enlighten whether this broadening is intensity-dependent
on the NIR laser, while the ability to use a monochromator to scan the 123 nm frequency
would allow a much more thorough investigation of the 760 nm fluorescence parameter space.
The addition of more pressure transducers to cover a wider range of pressures, both lower
(for ATTA), and higher (for DPRGL) would be the next move to expand these data. However, due to the difficulty of keeping a large cell at pressure with no pumping, improvements
on the cell’s vacuum system would need to be made to make measurements at pressures
below 1 mTorr.
For future use, it would be good to be able to monitor the VUV lamp intensity to make
sure the intensity is consistent between data runs and that the MgF2 window is kept as
transparent as possible. Also, using a VUV mirror to retroreflect the VUV light back into
the interaction region would increase the efficiency with respect to lamp output significantly
for lower pressures. Its benefit at higher pressures depends on the resonant scattering as the
pressure increases.
One final modification would be to include a Ly-α passband filter at the output of the
VUV lamp. Due to the glow discharge nature of the VUV lamp, the lamp outputs the
full discrete atomic spectrum of not only neutral Kr, but also of ionized species, depending
on the discharge power. This gives a significant background in the 760 nm signal when
doing fluorescence detection. While there is also an 811 nm background from the lamp,
switching to 811 nm scattering detection would significantly increase the SNR due to the
higher achievable radiance of the method and the ability to effectively use lock-in detection.
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APPENDIX A

RADIATIVE AND NON-RADIATIVE RATES

A.1 SPONTANEOUS EMISSION RATES

TABLE 2. Table of spontaneous emission rate coefficients for transitions included in model.
Transition

Einstein A21 (106 s−1 )

1s2 → 1 S0
1s4 → 1 S0
2p5 → 1s2
2p6 → 1s2
2p7 → 1s2
2p8 → 1s2
2p10 → 1s2
2p7 → 1s3
2p10 → 1s3
2p5 → 1s4
2p6 → 1s4
2p7 → 1s4
2p8 → 1s4
2p10 → 1s4
2p6 → 1s5
2p7 → 1s5
2p8 → 1s5
2p9 → 1s5
2p10 → 1s5

224.20
225.20
0.04
0.31
0.106
0.081
0.074
0.076
0.126
43.10
8.94
29.31
22.17
3.13
27.32
4.27
8.96
36.10
22.89

Reference
[12]
[12]
[77]
[77]
[77]
[77]
[77]
[77]
[77]
[77]
[77]
[77]
[77]
[77]
[77]
[77]
[77]
[77]
[77]
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A.2 COLLISIONAL DEACTIVATION RATES

TABLE 3. Kr-He collisional deactivation rate coefficients for transitions included in model.
Transition
1s4 → 1 S0
1s5 → 1 S0
1s5 → 1s4
2p10 → 1s5
2p5 → 2p6
2p5 → 2p7
2p5 → 2p8
2p5 → 2p9
2p5 → 2p10
2p6 → 2p7
2p6 → 2p8
2p6 → 2p9
2p6 → 2p10
2p8 → 2p7
2p8 → 2p9
2p8 → 2p10
2p9 → 2p8
2p9 → 2p10

Kr-Kr Deactivation Rate (106 s−1 cm3 )
1·10−10
1·10−10
2.44·10−15
7.2·10−11
26.0·10−12
1.3·10−11
5·10−11
7·10−12
0.5·10−12
0.73·10−12
5.0·10−12
22·10−12
0.2·10−12
1.80·10−11
2.62·10−10
8.1·10−11
1.77·10−10
2.7·10−11

Reference
[78]
[78]
[75]
[79]
[80]
[80]
[80]
[80]
[80]
[80]
[80]
[80]
[80]
[80]
[80]
[80]
[79]
[79]
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TABLE 4. Kr-He collisional deactivation rate coefficients for transitions included in model.
Transition
1s4 → 1 S0
1s5 → 1s4
2p9 → 1s5
2p10 → 1s5
2p2 → 2p3
2p3 → 2p2
2p2 → 2p4
2p4 → 2p2
2p3 → 2p4
2p4 → 2p3
2p8 → 2p9
2p9 → 2p8
2p8 → 2p10
2p10 → 2p8
2p9 → 2p10
2p10 → 2p9
2p2 → 3d9
2p3 → 3d10
2p4 → 3d10
2p6 → 3d10
2p8 → 3d10
2p9 → 3d9

Kr-He Deactivation Rate (106 s−1 cm3 )
2·10−13
8·10−14
0·10−11
6·10−12
44·10−11
60·10−11
5.5·10−12
1.7·10−11
8·10−11
1.7·10−11
3.3·10−10
1.3·10−10
2.3·10−11
2.5·10−13
7.0·10−12
2.5·10−13
33·10−11
40·10−11
20·10−11
15·10−11
15·10−11
4·10−11

Reference
[75]
[75]
[79]
[79]
[81]
[81]
[81]
[81]
[81]
[81]
[79]
[75]
[79]
[75]
[79]
[75]
[81]
[81]
[81]
[81]
[81]
[81]
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APPENDIX B

FINISHED MIRROR MOUNTS

FIG. 48. This figure shows the finished product of the first mirror mount design actually
used in the cavity.

123

FIG. 49. This figure shows the front of the first mirror mount design actually used in the
cavity. The scanning piezos can be seen that push against the mirror.
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FIG. 50. This figure shows the finished product of the final mirror mount design actually
used in the cavity.
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FIG. 51. This figure shows the front of the final mirror mount design actually used in the
cavity. The scanning ring piezo can be seen that pushed against the mirror.

126
APPENDIX C

INSTRUMENTAL MEASUREMENTS

C.1 INTERFERENCE FILTER MEASUREMENTS
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FIG. 52. Transmission measurement of Thorlabs FB760-10 plotted against manufacturer’s
specs and Gaussian fit.
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C.2 TOPTICA THRESHOLD CURRENT MEASUREMENTS
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FIG. 53. Wavelength dependence of threshold current while working to tune the laser to run
single mode at 819 nm. The laser was factory aligned at 811 nm and the collimation was
too far out of alignment to run single mode at 819 nm. The slightly nonlinear dependence
on current can be seen below threshold, while the response is linear above threshold. The
819 nm curve has a jump in the linear regime near 51 mA because it was before adjusting
the collimation, and therefore the laser was running multimode. The threshold current at
819 nm dropped from 50 mA to 47 mA after collimation.
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C.3 LOCK-BOX SERVO BODE PLOTS

FIG. 54. Bode plots of the three lock boxes under test compared to the simulated circuit.
Differences occur due to different component selections over the years as the different boxes
were built.
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APPENDIX D

FEEDBACK SERVO CIRCUIT SCHEMATIC

Figure 55 shows the low-frequency feedback servo used in this work. The figure shows
the schematic in National Instruments MultisimTM , which was used for simulating the circuit. This circuit originates from the Thad Walker’s group at University of Wisconsin. The
function of this circuit is to allow the user to switch from open-loop scanning of the piezo,
for visualization of the locking signal, to closed-loop operation of the piezo for active stabilization. The Bode plots of three servos that were analyzed can be found in Appendix C.3.

FIG. 55. Multisim schematic of the lock box servo for scanning and locking a laser or cavity.
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