A nonlinear oscillator is studied in the presence of external forcing for which the amplitude initially depends on time. The focus is on the sizes of the basins of attraction which do not lead to unbounded motions, collectively termed the 'safe basin'. Direct comparisons are drawn between the regime of constant forcing amplitude and that where the forcing amplitude initially depends on time. In the process, questions from previous literature are answered and previously unexplained phenomena are understood. Furthermore, we witness a new phenomenon, not previously observed for the system studied.
Introduction
One of the fundamental problems in engineering is to determine whether or not the motions of a system will become unacceptably large. In many engineering systems, the motions have to be limited in order to maintain safe operation and prevent failure of the system. Therefore, it is important to be able to predict parameter sets and regions of initial conditions which lead to unsafe motions. The occurrence of unbounded motions and the failure of systems can be modelled by escape from a potential well, which also has relevance to a wide range of physical problems such as the collapse of stars under gravity, activation energies of molecular dynamics and the capsize of vessels [1, 2] .
In real-world systems, the parameters are, in general, not constant throughout the entire evolution; this can occur as the result of several factors such as external forces leading to excitation or damping in the system. Other factors such as wear, rust and heating or cooling in the system can also lead to variations in the parameters. This, in turn, affects the regions of initial conditions which lead to particular motions, that is the basins of attraction corresponding to the attractive solutions.
The basins of attraction for systems with initially timedependent parameters have previously been studied in [3] [4] [5] [6] [7] [8] . In each case, the authors focused on one parameter of the system which they allowed to initially increase or decrease in a linear manner, after which it remained constant. In [4, 5] , the authors studied an externally forced mechanical oscillator in which the amplitude of the forcing initially increased. The focus was to investigate the basins of attraction which resulted in bounded motions, termed 'safe basins'. They directly compared the safe basins of attraction for the system with constant forcing against those for the system where the forcing amplitude increased from zero to some final value. In the constant amplitude regime, the area of initial conditions corresponding to the safe basin, on average, decreases for larger values of the forcing amplitude. For the ramped forcing scenario the authors focused on fixing the initial value of the forcing amplitude and the time span over which it was increased, then studied the system with various different final values of the forcing amplitude. In particular, they set the initial value of the forcing amplitude as zero. They noted that, if the final forcing amplitude was not much larger than zero, the size of the safe basin is similar to that when the amplitude is kept at zero throughout the entire evolution of the system. Therefore, in the ramped forcing regime the erosion of the safe basin is 'delayed'. However, if the final value is increased further the basins of attraction dramatically change and a sudden erosion of the safe basin occurs. Furthermore, this erosion occurs from the inside out, although the authors gave no explanation for the phenomenon.
In fact, one needs to consider not only the initial and final values of the forcing amplitude, but also the gradient at which the forcing ramps up. In much of [4, 5] , the authors fixed both the initial forcing amplitude and the time span over which it increased, therefore, by increasing the final forcing amplitude, the gradient of variation was also increased.
More recently in [6] , the authors also studied systems with an initially time-dependent forcing amplitude. They focused on a forcing amplitude which linearly decreased from a constant value to zero, which they termed a switching-off force. They also studied non-monotonic variations of the forcing amplitude to model earthquake dynamics. The aim was to find the basin of attraction for a particular solution under the varied forcing amplitude regime. This was done by locating the solution's basin of attraction in the constant, final parameter regime, then integrating backward in time under the action of time-dependent forcing amplitude to find the basin's image. This is useful in engineering systems to determine the location of a particular solution's basin of attraction when a parameter is initially varied. However, using this method, one is unable to make direct comparisons between the basins of attraction in the constant and varied parameter regimes. As the time span over which the forcing amplitude varies is not necessarily an integer multiple of the forcing period, the basins of attraction in the two regimes are not necessarily comparable with one another. Even if the parameters were to remain constant in both cases, the boundaries of the basins of attraction would differ as the unstable manifolds move periodically in time (e.g. [9] ).
In [3, 7, 8] , the authors studied systems with parametric forcing and a linearly varying coefficient of dissipation. In particular, they not only investigated various initial and final values for the coefficient, but also various gradients for the ramping in each case. They outlined four casespecific scenarios as to how the basins of attraction vary, each pertaining to the sets of attractors which exist at both the initial and final values of the coefficient. Indeed in [7, 8] , it was highlighted that particular care must be taken if an attractor exists under the initial value of the coefficient and does not exist under the final value; in this scenario, sudden and dramatic changes to the basins of attraction can occur. Furthermore, the exact nature of these changes can depend heavily on the gradient of variation of the coefficient.
In this paper, we return to the system studied in [4, 5] and consider various different gradients for the variation of the forcing amplitude. In doing so, we show that the results in [3, 7, 8 ] also apply to non-parametric systems, where the varied parameter is the amplitude of the forcing. We then apply the results in [3, 7, 8] to understand many of the phenomena noted in [4, 5] , which until now have remained unexplained. The motivation of the paper is to explain the root cause behind various phenomena which occur in the basins of attraction of systems of ODEs, when a parameter of the system varies with time. Indeed, the outlined ideas and methodology can be applied to any system of ODEs in which a parameter varies with time, even in a nonlinear manner. As a result, we are able to not only explain, but also predict the seemingly odd phenomena; such as the sudden erosion of the safe basin detailed in §3b (see also [4, 5] ), and large jumps in the sizes of the basins of attraction (see also [7, 8] ). The concepts involved are applicable in a wide range of engineering fields, including, but not limited to, earthquake engineering, wake-induced oscillations and the start up of mechanical systems, particularly those with rotating mechanisms. One could also use the methodology proposed in [6] to locate basins of attraction of solutions.
The remainder of the paper is organized as follows: In §2, we consider a forced, dissipative oscillator with parameters which remain constant throughout the evolution of the system. This is necessary in order to interpret the results in §3, where we study the system with initially increasing forcing amplitude. In §3a,b, we focus on the phenomena noted in [4, 5] which have not yet been explained in the literature. At the end of §3b details are given of an interesting phenomenon, not previously noticed for the system, where the behaviour exhibits sensitive dependence on the gradient of the forcing amplitude. Concluding remarks are given in §4.
Constant amplitude forcing
We consider a damped oscillator with external sinusoidal forcing, described bÿ
where the dot denotes derivative with respect to time t, the parameter c is the coefficient of dissipation and F, ω are the amplitude and frequency of the forcing, respectively. The system is in fact a Duffing oscillator with softening and sinusoidal forcing, the dynamics of which can be equated to a particle in a well. The failure of a mechanical system is thus predicted by escape from the potential well [2, 4, 5] . The label softening refers to the negative coefficient of the cubic term, which models a soft spring. This particular form of equation is also referred to as having a 'double hump', due to the shape of the potential energy, which also makes clear the possibility for unbounded dynamics. The Duffing oscillator was originally studied by Duffing [10] and has since, together with the van der Pol equation, become one of the most common examples of nonlinear oscillation. There is already a vast amount of literature on Duffing oscillators, both classical and applied (e.g. [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] ). One well-known example is the model of a steel beam which is periodically deflected between two magnets [9, 20] . We shall fix the parameter values as c = 0.01, ω = 0.85 and investigate the system for values of F ∈ [0, 0.165]. Under these parameter values, there are two main attractive oscillating solutions, which we denote by a 1 and a 2 , respectively, as well as the equilibrium a 0 , which is situated at the origin, (x,ẋ) = (0, 0), and the unbounded trajectories which we denote by a ∞ . When F = 0, the only attractors are a 0 and a ∞ . Of course, the equilibrium points (x,ẋ) = (−1, 0) and (x,ẋ) = (1, 0) are also solutions of the system, but they are unstable and hence do not attract any non-zero measure set of phase space. For F > 0, the attractor a 0 is destroyed and the attractor a 1 is born via a supercritical Hopf bifurcation. As F is taken larger a 1 is destroyed at F = F bif ≈ 0.067 via a saddlenode bifurcation. The attractor a 2 appears at a saddle-node bifurcation when F ∈ [0.005, 0.010] and is found to exist as far as F = 0.165, which is the largest value of F we consider. Both oscillations a 1 and a 2 are of period 1 with respect to the forcing, that is, their curves in phase space close in one cycle of the forcing period. The intervals of F in which a 1 and a 2 exist are shown in figure 1 . In addition to the main attractors, a further two oscillating attractors are found, which exist in a small neighbourhood of F = 0.075. These two asymmetric oscillations are reflections of each other through the origin and are expected to be the result of a symmetry-breaking bifurcation. A series of period doubling bifurcations often follow after a symmetry-breaking bifurcation, leading to a chaotic attractor [14] , which is then destroyed at a catastrophic bifurcation. However, these asymmetric attractors exist only in a very narrow window of F and are found to attract less than 0.01% of phase space; therefore, they are not in the main interest of this paper. The bifurcations which occur when the forcing amplitude varies are the same as those in the constant forcing amplitude regime. That is, if a particular bifurcation occurs at constant F = F bif , then the same bifurcation occurs when F(t) passes through the value F bif . The relative sizes of the basins of attraction, along with the total size of the 'safe basin' are shown in figure 2 . The sizes of the basins of attraction were calculated with a Runge-Kutta scheme using 500 000 psuedo-random initial conditions in phase space, which were chosen inside the square x ∈ [−1, 1],ẋ ∈ [−1, 1]. The size of each basin of attraction is given as a percentage relative to this region. The region x ∈ [−1, 1],ẋ ∈ [−1, 1] was also used in [4, 5] , allowing the results here to be compared with the literature. Using 500 000 pseudo-random initial conditions to approximate the sizes of the basins of attraction results in an error in the first or second decimal place with a 95% CI, see asymptotic solution. A list of attractors was built up as the program ran. The location in phase space of the post-transient of each trajectory was sampled at intervals t = 2π/10ω. The distance in both the x andẋ directions between these points on the trajectory and the corresponding points on previously found attractors could then be calculated. If the sum of the distances was less than a set tolerance, 1 the trajectory was identified with that attractor. If the trajectory did not match with any of the attractors already in the list, it was added to the list as a new attractor. Note that, one must be careful when the parameters are close to values at which a bifurcation occurs for the system. In this scenario, trajectories can take longer to reach the attracting solutions. In particular, the closer the system is to a bifurcation, the longer the time necessary for trajectories to reach the attractors. This can be avoided to some extent by only calculating the basins of attraction for a set of discrete values of F ∈ [0, 0.165], which are not 'too close' to the bifurcations of the system.
Ramped forcing
We now consider the system with ramped forcing, described bÿ
The difference between equations (2.1) and (3.1) is that here the forcing amplitude, F(t), depends on time, given by
where F i is the initial forcing amplitude, F f is the final forcing amplitude and T 0 is the time over which the forcing amplitude varies. Using the terminology in [6] , the system is a transient system for t ∈ [0, T 0 ) and a steady system for t ≥ T 0 . So as to compare our results with those in [4, 5] , we set F i = 0 throughout most of the following. First, let us recap the results in [4, 5] , where the time over which the forcing amplitude increases is fixed as T 0 = 100 × 2π/ω = 200π/0.85. Figure 3 shows the relative sizes of the basins of attraction for F f ∈ [0, 0.165]. For F f ≤ 0.06, the total size of the safe basin remains constant at 48.53%. However, there is an internal transition in the sizes of the basins corresponding to the attractors a 1 and a 2 . As F f increases from 0.025 to 0.07, the basin corresponding to a 1 decreases. The underlying reason behind this will become clear in §3a. For F f ∈ [0.025, 0.06], the regions of phase space lost by a 1 are captured by a 2 . Furthermore, this transition occurs near the edge of the safe basin and spirals towards the centre, so that the basin belonging to a 1 remains at the core of the safe basin (figure 4). The most striking and prominent feature of figure 3 is the sudden erosion of the safe basin when F f ≈ 0.067. Looking at figure 2, one expects the safe basin to decrease as F f increases. However, the reason behind such a sudden and drastic decrease is less obvious. We return to this phenomenon in §3b, where not only the sudden erosion, but also the nature in which it happens is explained. Finally, as F f increases further beyond approximately 0.07, the size of the safe basin increases. This phenomenon was also noted in [4, 5] , however, no attempt was made to explain the underlying dynamics behind this behaviour. This phenomenon is studied in §3a, where details of the underlying dynamics are given.
(a) Non-monotonicity in the size of the safe basin
In [4, 5] , the authors briefly considered variations in the gradient of the ramping, where they mentioned that the relation between the ramping coefficient and the extension of the safe basin is not simple and that it merits further investigation. They made no connection between the sizes of the basins of attraction when the forcing amplitude increases and those in the constant forcing amplitude regime. In [7] , the authors extensively studied ramping of the coefficient of dissipation for a parametrically forced pendulum. They noted that the sizes of the basins of attraction depend heavily on the constant parameter regime. We state the following results from [7] , for a time-dependent coefficient of dissipation c(t): In fact, in [7] , the authors go further and say that, as the parameter c(t) varies, the sizes of the basins of attraction trace the corresponding sizes of the basins in the constant c regime, moving in the direction of c f to c i as T 0 is taken larger. Note that the movement from c f to c i is not a linear function of T 0 , but rather asymptotic, so that the sizes of the basins of attraction tend to those at c i in the limit T 0 → ∞, i.e. when the gradient of the ramping tends to zero. Although in [7] only the coefficient of dissipation was studied, we find that the same rules apply when considering the forcing amplitude F(t). This is made clear in figure 5 , where F(t) increases from F i = 0 to F f = 0.06. The corresponding sets of attractors are then A i = {a 0 , a ∞ } and A f = {a 1 , a 2 , a ∞ }, of which a 0 and a 1 are linked by a Hopf bifurcation. As T 0 is taken larger, the size of the basin of attraction corresponding to a 1 tends to 48.53%, which is the size of the basin of attraction of a 0 at F = 0. Also the size of the basin of attraction corresponding to attractor a 2 tends to 0% as T 0 → ∞. However, in both cases, they trace the corresponding curves in figure 2, moving from F = 0.06 to F = 0 as T 0 is increased. In particular, the size of the basin of attraction belonging to a 2 initially increases with increasing T 0 , as the corresponding peak in figure 2 is traced.
If we instead consider F f > F bif ≈ 0.067, so that A f = {a 2 , a ∞ }, the size of the safe basin when T 0 is large differs significantly from that when F f < F bif . In this scenario, we require the following statement from [7] : 3. If A i,f is the set of attractors which exist at both c = c i and c = c f , that is A i,f = A i ∩ A f , and none of the elements in A i \A i,f are linked by bifurcation to elements in A f \A i,f , then, as T 0 is taken larger, the proportion of phase space covered by the basins of attraction of the attractors which belong to A i,f tends towards 100%. Moreover, all such attractors have a basin of attraction larger than or equal to that which they have when the coefficient of dissipation is fixed at c = c i .
Again, we find that the same applies when considering the forcing amplitude F(t). In the aforementioned scenario, A i,f = {a ∞ }. Then, for T 0 large enough, the size of safe basin, on average, tends to 0% (figure 6a). However, once again we see that the size of the basin of attraction associated with a 2 traces the corresponding curve in figure 2 . Sizes of the basin of attraction belonging to a 0 with F i = 0.14, F f = 0. In (a) the only bounded attractor is a 2 and in (b) the only bounded attractor is a 0 , so the sizes shown also correspond to the total size of the safe basin. The sizes have been calculated using 500 000 pseudo-random initial conditions in the region −1 ≤ x ≤ 1, −1 ≤ẋ ≤ 1.
remain constant at F = F f ; in some circumstances, this results in guaranteed failure of the system. There are also two large jumps in the size of the basin of attraction at T 0 = 1500 and T 0 = 1700. In fact, on closer inspection one would find several more jumps in the size of the basin of attraction associated with a 2 . This is related to the disappearance of a 1 as F(t) increases and is investigated further in §3b.
We are able to apply statements 1-3 when considering F(t) decreasing. Therefore, if F i > F bif and T 0 is large enough, the size of the safe basin is small, regardless of the choice of F f ≥ 0. However, we find that even when A i,f = {a ∞ } the safe basin does not completely vanish, see figure 6b where F i = 0.14 and F f = 0. As the attractor a 2 exists in a region of phase space which is occupied by the basin belonging to a 1 for F(t) < 0.005, when a 2 is destroyed the trajectories which were tending towards a 2 are instead attracted by a 1 . As a 0 and a 1 are linked by bifurcation, the safe basin does not vanish even for F f = 0.
As previously mentioned, fixing F i and F f then varying T 0 causes the sizes of the basins of attraction to trace the curves in figure 2, moving from F f to F i as T 0 is taken larger. Therefore, if we instead keep F i and T 0 fixed, then vary F f , the curves in figure 2 are traced in the opposite direction as F f is taken larger. Figure 7 shows the sizes of the basins of attraction as a function of T 0 with four different values of F f , namely F f = 0.075, 0.100, 0.125 and 0.165. For these values of F f , only a 2 and a ∞ exist. It is clear that, as F f is increased, the peak corresponding to the basin of attraction belonging to a 2 moves to the right, i.e. it is traced for larger values of T 0 . Therefore, fixing T 0 large enough, by increasing F f the size of the safe basin also increases. This explains the behaviour in figure 3 , previously noted in [4, 5] , in which the size of the safe basin increases as F f is increased beyond F f ≈ 0.070, with T 0 = 200π/0.85 ≈ 739.20.
(b) Sudden erosion of the safe basin
Let us now consider the phenomenon noticed in [4, 5] where the size of the safe basin of attraction suddenly decreases when F f is increased beyond F = F bif ≈ 0.067 ( figure 3) . Even more surprising, it is the core of the safe basin which is removed, see figure 8b and [4, 5] .
In a dissipative system, as the trajectories evolve over time they move towards the attractive solutions which exist under the parameter values. As they do so, they form dense clusters of trajectories, congregated around the attractors [8] . However, when one or more of the parameters in the system depends on time, the set of attractors which exist for the system may also change with time. When an attractor is destroyed as a parameter varies, it leaves behind a dense cluster of trajectories, which, up until the point F(t) = F bif were tending towards the attractor. This dense cluster of trajectories must then tend towards the attractors which exist under the current (timedependent) parameter values. As the cluster of trajectories occupies a small region of phase space, often all the trajectories tend towards the same attractor; this results in a sharp, sudden increase in that attractor's basin of attraction. This phenomenon has previously been studied in [8] for a parametrically forced pendulum.
For systems where a parameter initially varies over some time span, after which it remains constant, we are able to predict which basin of attraction these dense clusters fall into, and hence the asymptotic behaviour of the trajectories. This is done by allowing the system to evolve We then compare the location of the clusters in phase space at this point in time, with the basins of attraction for the system in the constant parameter regime with F = F f . This allows us to predict the asymptotic behaviour of the trajectories. Note that, when comparing the location of the clusters in phase space with the basins of attraction in the constant parameter regime, it is important to ensure that the two are in phase. That is, the time at which we observe the location of the clusters and the time at which initial conditions are taken to construct the basins of attraction in the constant parameter regime, differ by an integer multiple of the forcing period.
In [4, 5] , the authors did not study the basins of attraction belonging to each individual attractor, but focused on the collective area of the safe basin. Therefore, they did not realize that in the ramped forcing regime with F(t) < F bif , the core of the safe basin corresponds to the basin of a 1 (figures 4 and 8a). Moreover, as the ramp time in [4, 5] was fixed at T 0 = 200π/0.85 ≈ 739.20, the region of phase space moving towards a 1 while F(t) < F bif is large; it tends towards 48% of the region investigated as T 0 → ∞ (figure 5). When F(t) crosses F bif , a 1 is destroyed. The trajectories which were tending towards a 1 for F(t) < F bif must then move towards the attractors which still exist under the current parameter values, namely a 2 and a ∞ . As most, if not all, of the trajectories tend to a ∞ , the size of the safe basin dramatically decreases. Furthermore, it is the core of the safe basin which is removed. If we instead fixed T 0 relatively small, the sizes of the safe basin as F f increased would be similar to those in the constant forcing amplitude regime, as shown in figure 2 .
The location of the dense clusters which remain when an attractor disappears has particular relevance when the basins of attraction in the constant parameter regime are intertwined, that is, there is a sensitive dependence on initial conditions. The location of the clusters at the time F(t) = F bif will change depending on the gradient of the varied parameter ( fig. 9b of [8] ). Therefore, when the basins of attraction are intertwined, it is possible that the clusters fall in different basins of attraction, depending on the exact variation of the parameter.
In the case of the system (2.1), as F is taken larger, the erosion of the safe basin leaves behind thin bands (figure 9a), which were termed 'fractal fingers' in [4, 5] . The region of phase space occupied by the fractal fingers is also the location of the attractor a 1 for F < F bif . Thus, the dense clusters associated with a 1 are in this region of phase space when F = F bif . Indeed, for equation ( ]. The full line shows the size of the basin belonging to a 2 , which also corresponds to the total size of the safe basin. The sizes have been calculated using 500 000 pseudo-random initial conditions in the region −1 ≤ x ≤ 1, −1 ≤ẋ ≤ 1.
[1699, 1709]. In figure 9b , the basin of attraction for F f = 0.07 and T 0 = 1500 is shown; this can be compared with figure 8b where T 0 = 1400. However, the jumps are not as significant as one might expect, given the size of the basin of attraction belonging to a 1 when T 0 is large and F f < F bif . In fact, for T 0 ∈ [1499, 1509], the size of the safe basin only increases by approximately 4%, despite a 1 attracting approximately 48% of phase space while F(t) < F bif . The reason for this is that the width of the fingers is less than the width of the cluster, so that only some of the trajectories in the cluster are attracted to a 2 and the rest move to a ∞ . Taking T 0 larger, F(t) remains below F bif for a longer time span and the cluster of trajectories associated with a 1 becomes smaller and more densely occupied. This results in larger jumps in the size of the safe basin, each of which occurs in a narrower interval of T 0 (figure 10b), where T 0 ∈ [1699, 1709]. It is expected that by taking T 0 larger still, the increase in size of the safe basin at the jump values is more significant and even more sensitive to the value of T 0 . However, unlike the pendulum system studied in [8] , the values at which the jumps occur are difficult to locate. The trajectories which are not captured by the safe basin rapidly escape to a ∞ and leave the region of phase space investigated. Therefore, it is not possible to observe the movement of the clusters as T 0 varies. The jumps are, at least locally, approximately periodic in T 0 with period 4; this agrees with the study in [8] for the forced pendulum system, where the jumps were also periodic in T 0 . However, the periodicity cannot be relied upon to predict the locations of jumps over longer intervals of T 0 . As the jumps depend on several factors, including the topology of the basins of attraction in the constant parameter regime with F = F f and the speed of attraction to a 1 while F(t) < F bif , the observed periodicity may change over larger intervals of T 0 . Indeed, the jumps do not occur for T 0 too small as the trajectories do not have time to form dense clusters. Furthermore, for T 0 large enough the dense clusters may leave the area of phase space occupied by the fractal fingers, hence the jumps in the size of the safe basin would not occur.
Conclusion
It has been shown that, when considering ramped forcing amplitude F(t) the results of [3, 7, 8] carry over precisely. In the process, we have explained the following phenomena noticed in [4, 5] -For fixed F i and T 0 , the size of the safe basin is not necessarily a monotonically decreasing function of the final forcing amplitude F f . -When the forcing increases from zero, the erosion of the safe basin is delayed, but occurs more suddenly as F f increases. -The sudden erosion of the safe basin in the ramped forcing regime removes the core of the safe basin.
In addition, it was shown that when F(t) increases, if A i,f = A i ∩ A f = {a ∞ } and T 0 is large enough, the safe basin can vanish completely, guaranteeing failure of the system. The size of the safe basin when the forcing amplitude decreases was briefly considered. It was noted that, for F i > F bif and T 0 large enough, the size of the safe basin is small even when the system has a large safe basin in the constant forcing regime with F = F f . This emphasizes the importance of the value of F i . Furthermore, following the study in [8] , when an attractor is destroyed as F(t) varies, jumps in the size of the safe basin have been located for particular values of T 0 . In cases where T 0 is large, the size of the safe basin, on average, tends to 0%, this makes the location of the jumps particularly relevant.
