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Abst rac t - -A  square matrix M has an LUP  decomposition if it can be written as LUP, where L 
is a unit lower-triangular matrix, U is an upper-triangular matrix, and P is a permutation matrix. 
We present a linear-time algorithm for finding an LUP  decomposition for a nonsingular neighborhood 
matrix of a tree. We also identify a more general class of matrices we call forest-like for which the 
algorithm can be modified. © 1999 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
In [1,2], it was shown how to compute the determinant and rank of a tree's adjacency and neigh- 
borhood matrices in linear-time, and in [3], a fast method was given for computing the character- 
istic polynomial of a tree's adjacency matrix. This paper considers LU and LUP decompositions 
for a class containing these matrices. 
Let G = (V, E) be an undirected graph with vertices V = (vx,.. .  ,vn) and edge set E. Edges 
occur only between pairs of distinct vertices, and between any pair of vertices there is at most one 
edge. The adjacency matrix Ac = [aij] of G is the n x n symmetric 0-1 matrix for which aij = 1 
if and only if vi is adjacent o vj (that is, there is an edge between vi and vj). In this paper, 
graphs are trees (i.e., connected, acyclic graphs) or forests (i.e., disjoint collections of trees). The 
neighborhood matrix of G, denoted Arc, is obtained by placing ls along the main diagonal of 
the adjacency matrix (i.e., Nc = AG + In). A square matrix is lower (upper) triangular if all 
entries above (below) the main diagonal are zero. A matrix is unit if it has all one's on the main 
diagonal. A square matrix (over some field) has an L U decomposition if there exist a unit lower 
triangular matrix L and an upper triangular matrix U such that A = LU. 
A square 0-1 matrix is a permutation matrix if every row and every column contain exactly 
one 1. A square matrix M has an LUP decomposition if there exist a unit lower triangular 
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matrix L, an upper triangular matrix U, and a permutation matrix P such that M = LUP.  
While there exist nonsingular matrices without LU decompositions, every nonsingular matrix 
has an LUP decomposition [4]. 
The significance of these decompositions i  that if M can be decomposed to LU then the 
linear system Mx = b can be solved by first solving Ly  = b (say, using forward substitution), 
and then solving Ux = y (using back substitution). Similar comments apply if M has an LUP 
decomposition. 
In [5], Bevis and Hall gave an algorithm to order the vertices of a tree having a loop at the 
root, so that its adjacency matrix has an integer LU decomposition. In this paper, we seek LU 
and LUP decompositions first for neighborhood matrices of trees, and then for a more general 
class of matrices we call forest-like. Our main result is a linear-time LUP decomposition for M, 
a nonsingular neighborhood matrix of a tree. We also show how Mx = b can be solved in linear 
time. This is significant because M -1 can be dense, prohibiting its computation i  linear-time. 
Even though we are mainly interested in LUP decompositions, it is convenient to first discuss 
LU decompositions. In Section 6, we suggest how the LUP decomposition can be extended to a 
more general class of matrices called forest-like. 
2. LU FOR NE IGHBORHOOD MATRICES OF TREES 
Given a matrix M, there is a method sometimes used for obtaining an LU decomposition. One 
starts with M and applies Gaussian eliminations hoping to obtain an upper triangular matrix U. 
Columns are processed left-to-right, and nonzero entries below the diagonal are eliminated. Each 
Gaussian transformation is equivalent to multiplying M on the left by a unit lower triangular 
matrix of the form 
"1 0 --. 
: : " . .  
0 
Li = : : : 
0 
: : : 
0 0 ... 
Hopefully, one obtains Lk  . . .  L1M = U.  Since 
1 0 ..- 
: : " . .  
0 
L ;  1 = : : : 
0 
: : : 
0 0 .. .  
one can easily compute M = LU,  
0 . . .  0 . . .  O" 
1 . . .  0 0 
• .. 1 0 
: : " . .  : 
0 . . .  0 . . .  1 
"°"  0 " " "  
1 . - .  0 
- -o~ . . .  1 
: : " . .  
0 ...  0 .. .  
where 
L = L - f l L~I . . . L~ 1. 
O 
O 
0 
0 
1 
( t )  
(2) 
(3) 
This method fails when we must process column j ,  but its diagonal element is 0. 
FACT 1. Let S1, $2, . . . ,  Sk be n x n matrices of form (1), where Si contains its subdiagonal 
nonzero element in column e~, and el _< ... _< ok. Then $1S2. . .  Sk  = ($1 + ' . .  + Sk)  - (k  - 1)In. 
PROOF. Straightforward. 
We wish to compute (3) easily. Letting Si = L~ "1, suppose Si has its subdiagonal entry 
Bi = -a i .  Assuming the columns are in nondecreasing order, and all ~is occur in different 
v2 v3 
Figure 1. 
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product is always N. Initially, 
"1 0 
0 1 
0 0 I .=  
0 0 
0 0 
.0 0 
After the first elimination, we 
1 
0 
L1-1 = 0 
1 
0 
0 
0 0 
0 0 
1 0 
0 1 
0 0 
0 0 
we have 
0 0 0 
0 0 0 
1 0 0 
0 1 0 
0 0 1 
0 0 0 
have 
0 
1 
0 
0 
0 
0 
O 
. 
0 
0 
0 ' N= 
0 
1 
0 O 
0 0 
0 0 0 
0 0 0 
1 0 0 
0 1 .0 
and after five operations, the first matrix becomes L, and 
L1-1 . . . L5  -1 : 
'1 0 0 0 0 O" 
0 1 0 0 0 0 
0 0 1 0 0 0 
1 1 1 1 0 0 
0 0 0 0 1 0 
1 
0 0 0 - ~ 1 1  
'1 0 
0 1 
1 0 0 1 0 O" 
0 1 0 1 0 0 
0 0 1 1 0 0 
1 1 1 1 0 1 
0 0 0 0 1 1 
0 0 0 1 1 1 
0 1 0 0 
0 1 0 0 
1 1 0 0 
1 0 0 1 ' 
0 0 1 1 
0 1 1 1 
the 
1 0 
0 1 
0 0 
0 0 
0 0 
0 0 
second becomes U, 
0 1 0 0 
0 1 0 0 
1 1 0 0 
0 -2 0 1 = U. 
0 0 1 1 
o o o 
(4) 
The vertex order is crucial in preventing fill-in. Because of our vertex order, row operations 
always represent a child's row acting on a parent's row. Beside the entry being eliminated, the 
1A postorder satisfies this condition, as do others. 
positions, by Fact i, the product can be computed by simply storing the/3is into one matrix L. 
Thus, L is constructed in time proportional to the number of row operations. 
Let T be a tree on n vertices. We wish to obtain an LU decomposition for some neighborhood 
matrix of T. If we use the Gaussian transformation approach described above, the ordering of 
the vertices will effect the amount of fill-in created by the row operations. We can avoid fill-in 
by first selecting a root of the tree. We then order the vertices V -- (vl,..., Vn) so that if vi is a 
parent of vj, then i > j. 1 For example, consider the tree in Figure 1 whose vertices are ordered as 
shown. To obtain an LU decomposition for the neighborhood matrix N, we reduce N to upper 
triangular form, while building the lower triangular product. We maintain two matrices whose 
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Initialize L := I,~ 
Initialize d(v~) := 1 for all vertices vi 
for i = 1 to n do 
if vi has a child vj such that d(v j )  = 0 then 
return FAIL 
else for each child vj of v~ 
d(v i )  := d(v i )  1 d(vj), 
L[i,j] :=  
end loop 
return L,  ( d( vl  ) , d(  v2 ) , . . . , d(  vn ) ) 
Figure 2. LU decomposition of a tree's neighborhood matrix. 
only other entry effected is the diagonal entry of the parent. Since our Gaussian transformations 
do not produce additional fill-in, neither L nor U contain onzero elements in positions where N 
is zero. Above the main diagonal, U maintains the original entries of N. 
Thus, it is not necessary to store all of U, but only the diagonal. Our algorithm in Figure 2 
utilizes this. The algorithm uses two data structures: a matrix L for constructing the lower- 
triangular factor and the tree T. The vertices v of T are given values d(v)  that represent the 
corresponding diagonal value in the upper triangular factor. The nondiagonal entries in U are 
implicitly represented by the edges of the tree. As noted, entries in U above the main diagonal 
do not change. Therefore, U can later be constructed using the diagonal elements (dl, d2, i . . ,  dn) 
returned by the algorithm and the original entries NT = [aij] by writing 
[d l  a12 a13 . . .  aln] 
/u d2 a23 . . .  a2nl 
°"  
o o . . .  
Note that vertices are processed bottom-up. Processing a vertex v means that the correspond- 
ing diagonal elements are being used to eliminate the ls representing the edges between v and 
its children. 
Figure 3. Computing the diagonal of U. 
Figure 3 shows the diagonal values on the tree from Figure 1. It may happen that a diagonal 
element temporarily becomes zero, as in the second matrix of (4). However, our algorithm fails 
to find an LU decomposition if a vertex, other than the root, is zero after  being processed. 
Figure 4 shows a rooted tree whose neighborhood matrix is singular, and yet our algorithm 
returns an LU decomposition. This is possible, because the zero diagonal element does not occur 
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Figure 4. Tree with singular neighborhood matrix having LU decomposition. 
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until we reach the root. It is interesting to note that if Figure l's tree is rerooted at vertex v4, 
our method fails. Finally, our method fails for the path on four vertices, no matter where it is 
rooted, yet the neighborhood matrix is nonsingular. 
3. LUP FOR NE IGHBORHOOD MATRICES OF TREES 
In this section, we describe an algorithm for finding an LUP decomposition of a nonsingular 
neighborhood matrix of a tree T. Later we will explain how to implement it in linear time. 
Given T, we choose a root and let N = NT, relative to some ordering satisfying the condition 
described earlier. Our strategy will be an extension of the method used for the LU decomposition. 
In particular, we begin with N, and by multiplying on the left by unit lower triangular matrices L~, 
and on the right by permutation matrices Pj, we will obtain an upper triangular matrix U. That 
is, 
Lk . . . L1NP1. . .P~ = U. 
The LUP decomposition is then obtained by 
N = L l l . . .  L~IUpI -1 . . .  P11. 
As before, the Lis represent Gaussian eliminations. The Pis are permutation matrices that 
interchange two columns. Thus, p -1  = p~. 
Each L~ -1 can be found be replacing a by -a  as in (2). To simplify our algorithm, we will 
insure that any vertex whose diagonal element becomes zero has an index greater than any of its 
siblings. 
Our algorithm, as before, uses the tree T to store the diagonal elements of U and a matrix L 
which is used to construct (3). We also require a set P of disjoint transpositions. After the 
diagonal elements are determined and P is known, U can be constructed easily. 
Initially, the diagonal values d(v) of all vertices of T are 1, L = In, and P = 0. The algorithm 
proceeds by processing the vertices of T bottom-up. As in the case of LU decomposition, when 
a vertex v is to be processed, we look at its children c. If no child of v has a diagonal value of 
zero, then d(v) is replaced by d(v) - d-~ for each child c. That is, d(v) is assigned 1 - ~ d(lc) ,
where the sum ranges over all children. Moreover, for each child vj of v~, we let L[i,j] = 1 
The set P is not modified. 
On the other hand, what happens if d(c) = 0 for some child c of v? (When this happens 
in our LU decomposition method, the algorithm fails!) It is important o realize that since N 
is nonsingular, there can be at most one child of v whose value is 0. It is also important o 
realize that, by our assumption, the zero diagonal element occurs after all diagonal elements of 
its siblings, as in Figure 5. 
We first process the nonzero children w of v in the normal way. That is, d(v) is replaced by 
d(v) _ ~1 for every child w, d(w) ~ O. Our strategy is to next interchange the columns of c 
and v, obtaining the matrix in Figure 6. Next, if necessary, we use the 1 in the row of c to 
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a 
01 
0 I 
I l 
Figure 5. Vertex v and child c with d(c) = 0. 
a l 
0 x 
I I 
Figure 6. Matrix with columns interchanged. 
a I 
0 0 
0 I 
Figure 7. After two row operations. 
annihilate the entry below it in the row of v. Finally, if v is not the root, we use the 1 in the row 
of c to annihilate the entry in the row o fp  (shown in Figure 6), where p is the parent of v. By 
our assumption on the vertex ordering there are no other nonzero entries below the 1 in row c. 
The operations produce no fill-in and are recorded in L. The result is depicted in Figure 7. 
The reason that the row of c and not the row of v is used to annihilate the 1 in row p is 
that v's entry x could be zero. Moreover, v's row would produce undesirable fill-in. Since this 1 
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W 
Pse0~~ 
Figure 8. Tree representation before and after the operation. 
is now eliminated early, we will not need vertex v when we later process vertex p. Therefore, 
we no longer consider v a child of p. We represent this by removing the edge between v and p. 
In summary, the left picture in Figure 8 represents Figure 5, and the right picture in Figure 8 
represents Figure 7. 
Assuming c = vj, v = v~, and p = vk, the set P is given the transposition ( i , j) ,  and the 
matrix L is modified by 
LIi,j] = d(v), 
L[k, j] = 1, 
if d(v) ~ O, 
if v has a parent p. 
Figure 9 depicts the formal description of the algorithm in which L, P, and the diagonal elements 
of U are constructed. The remainder of U can be constructed with the algorithm sh()wn in 
Figure 10. 
INPUT. A rooted tree T having a nonsingular neighborhood matrix. We assume vertices have 
been post-ordered, and "zero" vertices have greater index among siblings. 
for i= l tondo  
for each  child vj of vi where d(vj) ~ 0 do 
d(vi) := d(v~) - 1 
L[i,j I :=  
end loop 
if v~ has a child vj with d(vj) = 0 then  
P := PU {(i, j)} 
if d(v~) ~ 0 then  
L[i,j] := d(v,) 
end if 
if v~ has a parent vk then  
remove the edge between vi and vk 
L[k,j] := 1 
end if 
d(vi) := 1 
d(vj) := I 
end if 
end  loop 
Figure 9. LUP decomposition: construction of L and P. 
We summarize the LUP method. Given a tree T, we first choose an arbitrary root. The vertices 
are then postordered. If necessary, the order is adjusted so that any zero vertex is ordered after 
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its other siblings. Next, we construct L, P, and the diagonal values of U using the method of 
Figure 9. Finally, we construct the remaining entries of U using Figure 10's method. 
The following example illustrates our LUP decomposition algorithm. Consider the tree in 
Figure 11. The numbers beside each vertex show the vertex ordering. The corresponding neigh- 
borhood matrix is 
N = 
" 1 0 0 0 1 0 0 0 0 0 0 0 0 '  
0 1 0 0 1 0 0 0 0 0 0 0 0 
0 0 1 0 1 0 0 0 0 0 0 0 0 
0 0 0 1 1 0 0 0 0 0 0 0 0 
1 i 1 1 1 0 0 0 1 0 0 0 0 
0 0 0 0 0 1 0 1 0 0 0 0 0 
0 0 0 0 0 0 1 0 1 0 0 0 0 
0 0 0 0 0 1 0 1 1 0 0 0 0 
0 0 0 0 1 0 1 1 1 0 0 0 1 
0 0 0 0 0 0 0 0 0 1 0 0 I 
0 0 0 0 0 0 0 0 0 0 1 0 1 
0 0 0 0 0 0 0 0 0 0 0 1 1 
.0 0 0 0 0 0 0 0 1 1 1 1 1. 
(5) 
The values in the vertices are U's diagonal values obtained by our algorithm. Note that when 
processing vertex 9, we must apply the operation of Figure 8 in order to deal with the child 
(vertex 8) whose value is zero. Thus, according to the operation, both diagonal values become 1 
and the edge is deleted. The transposition is (8, 9) is recorded. We obtain the matrices hown in 
Figure 12. 
U :=NT 
for each (i,j) ~ P, i > j 
exchange columns i and j in U 
U~i := 0 
end loop 
for i=  l , . . . ,n  
Uii := d(vi) 
end loop 
Uij := O for i > j 
Figure 10. LUP decomposition: construction of U. 
4. L INEAR-T IME IMPLEMENTATION 
Traditional methods for obtaining an LUP decomposition require O(n 3) time, while more 
efficient methods exist whose running time is comparable to O(n 2+~) fast matrix multiplication 
algorithms (see [4, Theorem 6.4]). In describing our LU method, we have used an n x n matrix L 
in which we construct he unit lower triangular factor. Each column of this matrix has at most 
one nonzero entry a below the main diagonal. Therefore, L can be implemented in O(n) space 
as a 2 x n array A in which A[1,j] = i and A[2,j] := a mean that L[i,j] = c~. In the case of our 
LUP decomposition, the unit lower triangular matrix L has at most two nonzero entries below 
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the main diagonal, and can be represented in a similar way. The tree T can be implemented using 
conventional node and pointers methods. Each vertex should have a pointer to its parent. In 
order to represent a "broken" edge, an additional field in the record can be used. After Figure 9's 
algorithm has finished, the factor U may be constructed in linear-time as in Figure 10 using 
standard sparse matrix techniques. 
13 
12 
1 2 3 4 6 
Figure 11. Example. 
5. SOLVING Nx = b IN L INEAR-T IME 
Suppose we are given a nonsingular neighborhood matrix N for a tree, a column vector b, 
and we wish to solve Nx = b. If N is represented using a sparse data structure, then we can 
solve the equation in linear time. To do this, we first construct he tree T. Next, we choose an 
arbitrary root, and postorder the vertices using the constraints described earlier. Letting N ~ be 
the neighborhood matrix under this ordering, we may construct a permutation matrix Q such 
that N t = QNQ.  Next, we solve N ~ = LUP .  Then the solution to our original equation is given 
by LUPQ- lx  = Qb. Note Q-1 can be computed in linear time. 
6. ALGORITHMS FOR FOREST-L IKE  MATRICES 
In this section, we consider a class of sparse matrices that contain the neighborhood matrices 
of forests. An n x n matrix B = [bid] is forest- l ike (tree-like) if there exists a forest (tree) with 
an n x n neighborhood matrix A = [ai,j] in which bij ~ 0 only if aij # 0. Consider the matrices 
B = 4°-1°i]0 [i°1°i] 0 0 2 0 0 0 1 1 0 -2  3 0 0 , A = 1 1 1 0 . 
0 0 0 4 0 0 1 
0 0 0 -1  0 0 1 
A is the neighborhood matrix of the forest of Figure 13, and so B is forest-like. Given a sparse 
representation for an n x n matrix B, we can decide in linear-time if B is forest-like: if B has 
more than 3n - 2 nonzero entries, it cannot be forest-like. Otherwise, construct a matrix A in 
the following way: first replace all nonzero entries by 1. Next, if a~,j = 1 and aj,i = 0, replace 
aj# by 1. Let ai# = 1, for all i. Now check that this is the neighborhood matrix for an acyclic 
graph. 
A forest-like matrix B is represented by first constructing the associated forest, and then 
rooting the trees. Each diagonal element bi,i of B is the label of the corresponding vertex vi. 
If vi is a child of vj, the edge between vi and vj is labeled by (bj,i, bi,j). The matrix B above is 
represented by the forest of Figure 14. 
We now explain how det(B) can be computed. Given a forest-like matrix B, it is easy to see 
that for some permutation matrix P, we have 
B2 0 0 
PBP = 
0 0 Bk  
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where each Bi , i  = 1 . . . . .  k is a tree-like matrix. As it is well known from the theory of block 
matrices, 
det B -- det B1 • .. det Bk. 
So for the computation of the determinant, we consider only tree-like matrices. In [1], an algo- 
rithm was given to compute the determinant of matrices B + AI, where B is the adjacency matrix 
of a tree. We now modify the method for tree-like matrices. The algorithm works directly on the 
tree representing the matrix. It may be seen as a diagonalization process of the matrix. 
L = 
U = 
1 0 0 0 0 0 0 0 0 0 0 0 O" 
0 1 0 0 0 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 1 0 0 0 0 0 0 0 0 0 
1 1 1 1 1 0 0 0 0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
1 0 0 0 0 0 0 0 
0 1 0 0 0 0 0 0 
1 0 1 0 0 0 0 0 
1 1 
oooo  -~ o 1 ~ 1 0 0 0 0  
0 0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 1 0 1 1 1 1 
1 0 0 0 1 0 0 0 0 0 0 0 0 
0 1 0 0 1 0 0 0 0 0 0 0 0 
0 0 1 0 1 0 0 0 0 0 0 0 0 
0 0 0 1 1 0 0 0 0 0 0 0 0 
0 0 0 0 -3  0 0 1 0 0 0 0 0 
0 0 0 0 0 1 0 0 1 0 0 0 0 
0 0 0 0 0 0 1 1 0 0 0 0 0 
0 0 0 0 0 0 0 1 0 0 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 1 
0 0 0 0 0 0 0 0 0 1 0 0 1 
0 0 0 0 0 0 0 0 0 0 1 0 1 
0 0 0 0 0 0 0 0 0 0 0 1 1 
.0 0 0 0 0 0 0 0 0 0 0 0 -2  
Figure 12. LUP  decomposition of (5). 
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"1 0 0 0 0 0 0 0 0 0 0 0 0" 
0 1 0 0 0 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 1 0 0 0 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 0 0 0 0 0 0 0 
P= 0 0 0 0 0 0 1 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 0 
0 0 0 0 0 0 0 1 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 0 0 0 1 0 
.0 0 0 0 0 0 0 0 0 0 0 0 1 
Figure 12. (cont.) 
Figure 13. Forest represented bymatrix A. 
Figure 14. Representation f matrix B. 
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The algorithm proceeds bottom-up. The diagonalization is obtained by two kinds of operations. 
When all the diagonal elements of the children of a vertex are nonzero, then those elements are 
used to eliminate the off-diagonal nonzero entries using ordinary row and column oper~ttions. 
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Initialize d(vi) := b~,i for all vertices vi 
Initialize U := V (all vertices undeleted) 
Initialize all leaves "processed" and all non-leaves "unprocessed" 
Initialize 6 = 0 
Initialize e = 1 
whi le  unprocessed ~ 0 do 
choose any unprocessed v= of greatest depth 
unprocessed = unprocessed -{v=} 
if vi has undeleted child with value 0 then  
select such a child vj 
U := U - {v~,v~} 
6:=6+1 
e := e. b~,j • bj,~ 
else d(v,) := d(vi) - Ev~eC ~ ,  
where the sum ranges over undeleted children c of v. 
end  loop 
det = ( -1 )  6. e. I-I,,eu d(u) 
re turn  
Figure 15. Computing det(B) for tree-like matrix. 
(80/21) 
(63/17) 
-1 1,4 
(-34•5) 
2 / 3 3"',.4 4. 15 
(-5/6) 
Figure 16. Computing the determinant of matrix A in (7). 
(-4) 
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But when one child has a zero diagonal element, we use Laplace expansion for the determinant 
and delete the row and column of one of the off-diagonal nonzero entries. We then use Laplace 
expansion again to delete the row and column of the other off-diagonal nonzero entry. This pair 
of deletions introduces a sign change. 
The algorithm associates each vertex v~ with a value d(v~), that is initialized as d(v~) = b~,~. A
variable 5 (for deletions) is initialized to zero and a variable e (for expansions) is initialized to 1. 
The algorithm processes the vertices bottom-up, beginning with the leaves, which are initially 
declared processed. In general, it chooses any unprocessed vertex vi of maximum depth, marks 
it processed and the following is executed. If there exist undeleted children vj of v~ for which 
d(vj) = O, then one such child is selected. Both v, and vj are deleted, 5 is incremented by one, 
and e is multiplied by the weight values b~j and bj,~ of the edge between vi and vj. All other 
children are uneffected, including those that might have zero values. If, on the other hand, all 
undeleted children of v~ have nonzero values, and C is the set of (undeleted) children of v,, then 
d(vi) is replaced by 
d(vi) -  E b~dbJ# 
vjec d(vj)" 
After all the vertices are processed, we compute 
det = (-1)~ • e • H d(u), (6) 
uEU 
where U is the set of undeleted vertices. The algorithm is summarized in Figure 15. 
We now compute the determinant of the tree-like matrix 
A = 
2 0 0 0 0 3 0 0 0 0 0 '  0 0 0" 
0 3 0 0 0 4 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 1 0 0 0 0 0 0 
0 0 0 0 0 0 0 3 0 0 0 0 0 0 
0 0 0 0 -1  0 0 3 0 0 0 0 0 0 
-1  1 0 0 0 -1  0 0 3 0 0 0 0 0 
0 0 0 0 0 0 1 0 4 0 0 0 0 0 
0 0 0 2 1 0 0 3 0 5 0 0 0 0 
0 0 0 0 0 2 3 0 -2  0 0 - i  0 0 
0 0 0 0 0 0 0 4 0 3 0 -1  0 0 
0 0 0 0 0 0 0 0 0 0 -1  0 4 0 
0 0 0 0 0 0 0 0 2 3 0 3 0 1 
0 0 0 0 0 0 0 0 0 0 -1  0 0 4 
0 0 0 0 0 0 0 0 0 0 0 -3 2 1 
(7) 
represented in Figure 16. The numbers hown inside each vertex are A's diagonal elements. The 
pairs of numbers on the edges are the off-diagonal elements of A. The values in parenthesis 
outside each vertex are new diagonal values computed as d(v) - ~-~cec Vd-~" These replace the 
old diagonal values. Notice that there is one deletion, so the value of 6 is 1, meaning that the sign 
changes once. The expansion variable e gets the value of the row weight times column weight of 
the edge between the two vertices deleted (2 • 3 = 6). To compute the determinant, we multiply 
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( -1)  6 • e = -6  by the product of all final diagonal values of undeleted vertices in the tree, as in 
equation (6). The matrix has determinant 34560. 
Clearly, the number of operations performed by the algorithm of Figure 15 is linear in n. So 
for forest-like matrices, the determinant can be computed in linear time. 
The ideas presented in this section can be modified to provide matrix factorization. In partic- 
ular, the LUP factorization of a nonsingular forest-like matrix can be found in O(n) time. Given 
a nonsingular forest-like matrix M, the solution to Mx = b can be computed in linear time by 
first decomposing M into LUP.  This is faster than computing M-1  because this matrix can be 
dense. Indeed, let T be the tree in which the root is adjacent o every other vertex. Experiments 
show that the inverse of the neighborhood matrix contains no zeros. 
An interesting research topic is to study the class of matrices that can be decomposed into a 
small product of forest-like matrices. Given the decomposition for such a matrix M,  Mx = b 
could be solved in linear time. 
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