Abstract. Our main result is an explicit operator-theoretic formula for the number of colored planar maps with a fixed set of stars each of which has a fixed set of half-edges with fixed coloration. The formula transparently bounds the number of such colored planar maps and does so well enough to prove convergence near the origin of generating functions arising naturally in the matrix model context. Such convergence is known but the proof of convergence proceeding by way of our main result is relatively simple. Our main technical tool is an integration identity representing the joint cumulant of several functions of a Gaussian random vector. In the case of cumulants of order 2 the identity reduces to one well-known as a means to prove the Poincaré inequality.
The significance of the quantity Map 0 (θ, γ) in random matrix theory is explained by the following well-known formula which we owe to the physicists. We refer to [20] for background on matrix integrals and maps. The choice of language and notation used in the following statement is admittedly not standard for physicists but quite convenient as an input for calculations later in the paper and it should, we hope, be comprehensible to probabilists and combinatorialists. Theorem 1.1 ('t Hooft [11] ). Let {{ξ s (i, j)} ∞ i,j=1 } n s=1 be a family of C-valued random variables with a centered Gaussian joint distribution satisfying ξ s (i, j) * = ξ s (j, i) and Eξ s (i, j)ξ s (i , j ) = δ ss δ ij δ i j .
Fix θ ∈ Perm(n) and γ ∈ Color(n). Let Θ ∈ Part(n) be the decomposition of n into θ-cycles. Then we have Here Part(n) is the family of set partitions of n and κ(·) is the joint cumulant functional. Set partitions and joint cumulants are reviewed in §3 below and a quick sketch of the proof of Theorem 1.1 is written down there as well, mostly as a way to explain to readers already familiar with matrix models our notation and methods of calculation. Theorem 1.1 is only a faint reflection of the full matrix model pictureformula (3) merely peels off the leading term of the 1/N -expansion. We will not be considering the higher order terms in this paper.
Physicists have a visually appealing interpretation of ι ∈ Map 0 (θ, γ) which we recall to justify the title of the paper. One draws a diagram as follows. First one marks down some vertices in the plane indexed by the θ-cycles. Then out of each vertex one draws half-edges indexed by the elements of the corresponding θ-cycle, arranging them in the circular order dictated by θ and "coloring" them by γ, thus forming a "star." Finally, one joins each half-edge to its same-colored mate via the perfect matching ι to form a whole edge, taking care that connecting paths do not cross. The resulting graph embedded in the plane (up to some abuse of language) "is" a colored planar map. (Sometimes rather the dual polygonal decomposition of the sphere is so denominated.) The numerical condition intervening in the definition of Map 0 (θ, γ) is what guarantees the possibility of drawing the picture in the plane without crossings. For background on graphs embedded in surfaces and their surprising irruptions into many branches of mathematics, see [12] .
Hereafter, for lack of artistic skill, and having a preference for group-theoretical methods, we work exclusively with the sets Map 0 (θ, γ) and eschew diagrams.
Although we must defer the statement of Theorem 2.5.4, we can immediately state a couple of corollaries to it in order to convey its flavor. Corollary 1.2. Let n 1 , . . . , n k > 0 be integers. Put n = n i and p = n i . Let θ ∈ Perm(n) have cycles of length n 1 , . . . , n k . Fix any γ ∈ Color(n). We have (4) |Map 0 (θ, γ)| ≤ n k−2 p2 n−2k+2 1 n≥2k−2 .
This estimate may be new. In any case the relatively elementary method of proof is surely new. See §2.5.5 for the deduction of the corollary from our main result. This result is certainly not new. It follows e.g. from results of [8] or [9] . But the elementary character of our proof is novel.
Proof. By Corollary 1.2 the series in question is majorized by the series
(n i 2 ni z i ) ki and the latter clearly has a positive radius of convergence. Now we turn to a topic which seems at first glance only mildly relevant. Let ζ, ζ 1 , ζ 2 ∈ R n be independent random vectors, each with i.i.d. standard Gaussian entries. Let f, g : R n → C be adequately nice functions. The identity
is well-known. Notably, (6) implies the Poincaré inequality with the best constant. For background, further applications and more references, see e.g. [3] . The main technical result of the paper is a generalization of (6) holding for joint cumulants of arbitrary order. See Theorem 2.3.1 below. We will locate our main technical result more precisely with respect to the literature after formulating it in the next section.
Here is the plan of the paper. In §2 we formulate and discuss the main technical result, namely Theorem 2.3.1 and the main result, namely Theorem 2.5.4. In §3 we review combinatorial apparatus for handling classical joint cumulants and immediately apply the formalism to sketch a proof of Theorem 1.1. In §4 we finish the proof of Theorem 2.5.4 modulo Theorem 2.3.1. Roughly speaking, we prove the former by using the latter result to represent the prelimit on the right side of (3) advantageously and then we pass to the limit on the right using the fundamental result [18, Thm. 2.2] . In §5 and §6, the last two sections of the paper, we finish the proof of Theorem 2.3.1. These remaining arguments are, except for some integrations by parts, almost entirely combinatorial.
Formulation and discussion of main results
2.1. Edge-weighted trees and associated matrices. We make several definitions involving trees needed for the formulation of main results.
2.1.1. Notation and terminology for graphs (especially trees). In this paper a graph G = (V, E) is a pair consisting of (i) a finite set V of vertices and (ii) a set E of (unoriented) edges each of which is a two-element subset of V . We say that G = (V, E) is a tree if G is connected and |E| = |V | − 1. We say that a tree T = (V, E) spans a set S if S = V . Recall the generating function identity (7) T : tree spanning k {i, j}: edge of T
which one obtains by specializing Kirchhoff's matrix-tree theorem. In particular, there are exactly k k−2 trees spanning the set k .
Edge-weightings.
An edge-weighting of a tree T is an assignment of distinct numbers from the open unit interval (0, 1) called weights to the edges of T . A uniformly distributed random edge-weighted tree T spanning a given finite set S is a random tree T drawn uniformly from the set of trees spanning S and equipped with weights assigned independently to its edges, each uniformly distributed in (0, 1).
2.1.3. The weight matrix attached to an edge-weighted tree. Let T be an edge-weighted tree spanning the set k . Let e 1 , . . . , e k−1 be the edges of T enumerated in increasing order by weight and let 0 < x 1 < · · · < x k−1 < 1 be the weights assigned to those edges, respectively. Also put x 0 = 0 and x k = 1. We define a k-by-k symmetric matrix wt T by the formula
for i, j = 1, . . . , k. Clearly, wt T is positive definite and hence possesses a unique symmetric positive definite square root √ wt T . Note also that wt T (i, i) ≡ 1.
Example 2.1.4. Consider the edge-weighted tree
spanning {1, 2, 3, 4}. We then have
It is easy to see that the latter matrix is indeed positive definite with 1's on the diagonal.
Remark 2.1.5. For T a uniformly distributed random edge-weighted tree spanning the set k , it is an open problem to determine the large k asymptotic behavior of the spectrum of the random matrix wt T .
2.2.
Calculus on Mat k×n . We introduce abbreviated notation for doing calculus on the space of rectangular matrices of a fixed size with real entries. This is needed to formulate Theorem 2.3.1.
2.2.1. The matrix space Mat k×n . Let Mat k×n denote the space of k-by-n matrices with real entries. We equip Mat k×n with the inner product (x, y) = x · y = tr (x T y) and we put x = (x, x) 1/2 . Let I k ∈ Mat k×k denote the k-by-k identity matrix. Let D ij denote differentiation of smooth functions on Mat k×n with respect to the entry in position (i, j). Given a matrix Z ∈ Mat k×n , we often denote its entry in row i and column j by Z(i, j). We tend to choose notation of the latter type when (as is often the case) there are further indices to keep track of.
2.2.2.
Classes of functions defined on Mat k×n . We say that f : Mat k×n → C is smooth if infinitely differentiable; polynomial if expressible as a polynomial in the entries; of exponential growth if there exist constants c 1 and c 2 depending only on f such that |f (x)| ≤ c 1 e c2 x for all x ∈ Mat k×n ; and tame if smooth and furthermore partial derivatives of all orders have exponential growth. We carry the preceding terminology over to functions f : R n → C via the identification R n = Mat 1×n .
2.2.3.
Tensor products. Let f 1 , . . . , f k : R n → C be tame functions. The tame function f : Mat k×n → C defined by the formula
. . . . . .
will be denoted by
Differential operators indexed by trees.
For each tree T spanning the set k , we define a differential operator
acting on smooth functions defined on Mat k×n .
2.3.
Statement and discussion of the main technical result.
Theorem 2.3.1. Let ζ ∈ R n and Z ∈ Mat k×n have i.i.d. standard Gaussian entries. Let T be a uniformly distributed random edge-weighted tree spanning the set k . Furthermore, assume that T and Z are independent. Then for any tame functions f 1 , . . . , f k : R n → C we have
where κ(·) is the joint cumulant functional.
See §3 below for a review of joint cumulants and related combinatorial apparatus. The proof of Theorem 2.3.1 will be completed in §6 below.
Example 2.3.2. In the case k = 2 of Theorem 2.3.1, consider the uniformly distributed edge-weighted tree T = ({1, 2}, {1 − U ↔ {1, 2}}) where U is uniformly distributed in (0, 1) and independent of Z. Then we have wt T = 1 U U 1 and it is easy to see that
Substituting the latter in place of the former on the right side of (9) shows that Theorem 2.3.1 in the case k = 2 reduces to formula (6). (9) . Presumably [15, Thm. 4.3] and its proof could serve as a guide in this matter.
Remark 2.3.6. Theorem 2.3.1 is considerably more general than needed for our application to enumeration of Map 0 (θ, γ). For the latter purpose only polynomial test-functions are actually needed. We proved Theorem 2.3.1 at the level of generality that we did in anticipation of possible applications involving Stieltjes and/or Laplace transforms. We will discuss applications of this nature in the random matrix setting on another occasion. 
Proof. The triple (σ 0 , σ 1 , σ ∞ ) is an example of a constellation. See [12] for background on constellations. To (σ 0 , σ 1 , σ ∞ ) one naturally associates an n-sheeted covering of the Riemann sphere branched at the three points 0, 1 and ∞. The genus g of that covering, i.e., the number of handles, satisfies the Riemann-Hurwitz formula 2g − 2 = −2n + i=0,1,∞ (n − c(σ i )). The result follows because g ≥ 0.
Remark 2.4.2. It is crucial to note that the numerical condition figuring in the definition (2) of Map 0 (θ, γ) touches the bound enunciated in Proposition 2.4.1.
Splicing involutions.
Let ν : n → k be an onto function. Let T be a tree spanning k . We define the set of splicing involutions
indexed by T to be the subset consisting of permutations τ admitting a factorization
into disjoint transpositions such that
Given also γ ∈ Color(n) we put
Note that for k = 1 the set Splice T (ν, γ) consists simply of a single element, namely the identity permutation of n . Proposition 2.4.4. Let θ ∈ Part(n) be any permutation and put k = c(θ). Let ν : n → k be θ-invariant and onto. Let T be a tree spanning k . Then for all τ ∈ Splice T (ν) the composite permutation θτ is cyclic.
Proof. By hypothesis θ and τ generate a group of permutations acting transitively on n . By Proposition 2.4.1 it follows that c(θτ ) = 1.
Proposition 2.4.5. Let ν : n → k be onto. Fix any γ ∈ Color(n). We have
Proof. Fix a tree T spanning k arbitrarily. Let T be the set of ordered pairs
Then firstly, the set Splice T (ν) is in evident bijective correspondence with the set of one-to-one maps ψ : T → n such that ν • ψ = π and secondly, we can rewrite identity (7) in the form
The bound (10) follows from these two observations.
Remark 2.4.6. Continuing in the setup of the previous remark one can show that (11) T : tree spanning k
by working a bit harder with generating functions. This more precise statement will not be used in the sequel.
2.5. Formulation and discussion of the main result. We assume that the reader is familiar with basic notions of free probability theory. A quick introduction more than adequate for our purposes here can be found in [1, Chap. 5] . For discussion at length and in depth see [14] or [19] .
2.5.1. Data. Fix θ ∈ Perm(n) and put k = c(θ). Fix γ ∈ Color(n). Fix an onto θ-invariant map ν : n → k thus enumerating the θ-cycles.
2.5.2.
The canonical splicing polynomial. Let T be any tree spanning k . Let C{X 1 , . . . , X n } be the noncommutative polynomial algebra generated by n independent noncommuting variables. We define Poly θ,γ,ν,T = τ ∈Splice T (ν,γ) s1,...,sn∈ n s.t. θτ =(s1···sn) and s1=1
The inner sum on the right has exactly one term by Proposition 2.4.4, so that the number of monomials in Poly θ,γ,ν,T equals |Splice T (ν, γ)|. Clearly, Poly θ,γ,ν,T is homogeneous of degree n − 2k + 2 in X 1 , . . . , X n and in particular vanishes identically unless n ≥ 2k − 2.
2.5.3. Free standard semicircular variables. Let (A, ϕ) be a faithful tracial
be a family of free standard semicircular variables in (A, ϕ). Given an edge-weighted tree T spanning k we define
is free standard semicircular and in particular z T (i, j) = 2 for all i and j where · is the norm on the C * -algebra A.
Theorem 2.5.4. Notation and assumptions are as above. Let T be a uniformly distributed random edge-weighted tree spanning k . We have
To prove Theorem 2.5.4 we will evaluate the prelimit in Theorem 1. 
whence the result by Proposition 2.4.5.
Remark 2.5.6. If θ = (s 1 · · · s n ) and hence k = 1, formula (12) reduces to
which is just an instance of the semicircular analogue of the Wick formula.
Remark 2.5.7. If c(θ) = 2, then Theorem 2.5.4 provides a formula for the same quantity as does [13, Thm. 5.3] . The formulas look rather different. On the one hand, [13, Thm. 5.3] involves an extension of free probability theory to the second order (cyclic Fock spaces and annular pair partitions intervene). On the other hand, Theorem 2.5.4 is phrased entirely in terms of the usual "first order" theory without (so to speak) any alterations of the rules of the game.
Remark 2.5.8. There is some overlap at least thematically between our work here and that in [7] . The latter is much more ambitious, seeking to understand joint cumulants in the setting of general unitary invariance, not just for GUE matrices. The point of view pursued there is to enlarge the foundations of free probability to all orders, whereas here we merely adjoin certain operations of differentiation and integration to the standard first order picture. Both theories have in common a key role for permutations subjected to what we call here Riemann-Hurwitz bounds. Remark 2.3.8 above is motivated by a desire to extend the point of view developed in this paper into the general realm pioneered in [7] .
Remark 2.5.9. Tutte developed over several decades and in many papers an approach to the enumeration of colored planar maps based upon "well-labeled trees" and generating functions. For just one influential example, see [17] . We also mention [2] , [4] and [5] as recent papers in Tutte's line. It seems possible that the trees figuring in Theorem 2.5.4 could be usefully related to the trees of Tutte.
Remark 2.5.10. One can construct noncommutative (a priori possibly signed) measures through consideration of generating functions of the form (5) for small values of the parameters. The formidable analyses of [9] and [10] taken together show that under the evident necessary conditions these measures are positive and engender von Neumann algebras with useful and interesting properties. An important motivation for our work was to find a more elementary approach to the positivity phenomenon independent of matrix models. In this we failed. But we hope Theorem 2.5.4 might still be able to provide some clues.
Set partitions, joint cumulants and the coupling trick
We briefly review the classical combinatorial tools we will use throughout the paper for handling joint cumulants. The latter are developed in many probability texts, e.g. [16] . Our presentation of the material is not completely standard either in notation or emphasis, but it is well-adapted to our needs in this paper. After setting up the machinery we immediately apply it in two ways. Firstly, we prove Theorem 1.1, thus initiating the proof of Theorem 2.5.4. Secondly, we rewrite the left side of formula (9) Given Π ∈ Part(S) and s ∈ S, we define the inflation Π(s) ∈ Π by enforcing membership s ∈ Π(s). Given Π ∈ Part(S) and A ⊂ S, we define the restriction Π| A ∈ Part(A) to be the family of nonempty sets of the form A ∩ B where B ∈ Π.
3.1.2. The refinement relation. Given any two families Π and Σ of subsets of S we write Π ≤ Σ if for every A ∈ Π there exists B ∈ Σ such that A ⊂ B. The relation ≤ so defined is reflexive and transitive but it is not in general a partial ordering.
3.1.3. The refinement partial ordering of set partitions. It is well-known that the restriction of the refinement relation to Part(S) is a partial ordering which endows Part(S) with the structure of lattice. Given any two set partitions Π, Σ ∈ Part(S), their greatest lower (resp., least upper) bound is denoted by Π ∧ Σ (resp., Π ∨ Σ). Put 0 S = {{s} | s ∈ S} and S = {S}, which are the least and greatest partitions of S, respectively. For S = k we write 0 k and k , respectively.
3.1.4. Generation of partitions by families of sets. For any family Γ of subsets of S the family of partitions {Π ∈ Part(S) | Π ≥ Γ} has a greatest lower bound, which we call the partition generated by Γ. Equivalently, the partition Π generated by Γ is characterized by the property that any function f : S → S constant on every set belonging to the family Γ is also constant on every part of Π.
3.1.5. Generation of partitions by functions. Let f : S → T be any function. The partition {f −1 (t) ⊂ S | t ∈ T } \ {∅} ∈ Part(S) is said to be generated by f .
3.1.6. The Möbius function of the lattice of set partitions. The Möbius function
is by definition characterized by the Möbius inversion formula
holding for all Π, Σ ∈ Part(S). Similarly, in general, the Möbius function of any finite poset is defined as the inverse of the incidence matrix of the poset. In particular, for all Φ ∈ Part(S) we have a recursion
It is well-known that for Π, Σ ∈ Part(S) one has
The latter fact will actually be of little use to us other than to generate examples. Rather, relations (13) and (14) will be of paramount importance. The next lemma states the most important property of the Möbius function of the lattice of set partitions from the point of view of probability theory. 3.2. Joint cumulants. As above, let S be a finite set.
Definition 3.2.1. Let {X s } s∈S be a family of C-valued random variables with absolute moments of all orders. One defines the joint cumulant by the formula
For S = k we write κ(X 1 , . . . , X k ).
3.2.2.
Recovery of joint moments from joint cumulants. For every Σ ∈ Part(S) we have
by the definition (13) of the Möbius function.
Example 3.2.3. We have of course
We furthermore have
as can be verified by means of (14) or (15) .
Remark 3.2.4. It can be shown that one has a relation
standing between formal power series. We never use relation (18) in any proofs below but we do rely upon it to provide valuable intuition.
Sufficient conditions for vanishing.
Let {X s } s∈S be as above. Lemma 3.1.7 implies (and relation (18) explains intuitively) the following well-known statement: (19) If there exists S = Θ ∈ Part(S) such that the family {σ({X s } s∈A )} A∈Θ of σ-fields is independent, then κ({X s } s∈S ) vanishes.
The latter in turn implies the following standard fact about Gaussian random variables: 
where (recall) by definition s ∈ Π(s) ∈ Π. We call formula (21) the coupling trick.
Cumulants of monomials.
Let {X s } s∈S be as above. For Π, Θ ∈ Part(S) such that Π ≤ Θ we have
For the reader's convenience we briefly indicate a proof of (22) since this relation may be less familiar. Arbitrarily choose Σ ∈ Part(S) such that Π ≤ Σ. By (16) , both sides of (22) summed over Θ ∈ Part(S) satisfying Π ≤ Θ ≤ Σ equal B∈Σ E s∈B X s . The latter observation suffices to prove (22) since the incidence matrix of any finite poset is invertible.
3.3.
Proof of Theorem 1.1. Starting with the prelimit on the right side of (3) above without the normalizing factor, we have the following chain of equalities:
Ψ∨Θ= n {s,s }∈Ψ
At the first step we use multilinearity of the functional κ. At the second step we use the facts (20) and (22) . At the third step we make the evident identification Part 2 (n) = Match(n). At the fourth step we use Proposition 2.4.1.
3.4.
The functional K. We rewrite the left side of (9) aptly. Proposition 3.4.5 below summarizes our conclusions.
A matrix representation for partitions.
To each partition Π ∈ Part(k) we attach a matrix Π ∈ Mat k×k with entries
Note that Π is symmetric and positive semidefinite and thus has a unique positive semidefinite square root. Indeed, the formula
gives the square root explicitly.
3.4.2.
The functional K. Given a tame function f : Mat k×n → C we define
for any random Z ∈ Mat k×n with i.i.d. standard Gaussian entries.
Example 3.4.3.
Example 3.4.4.
Proposition 3.4.5. Let f 1 , . . . , f k : R n → C be tame functions. Let ζ ∈ R n have i.i.d. standard Gaussian entries. Then we have
Very roughly speaking the strategy for proving Theorem 2.3.1 is going to be to repeatedly apply integration by parts to the functional K. 4.1. The splicing identity. We execute the derivative calculation needed to apply Theorem 2.3.1 to the analysis of the prelimit on the right side of (3) . Under this heading, in addition to θ, γ and ν as in the statement of Theorem 2.5.4, we fix a tree T spanning k and a positive integer N .
Proof. Let {{ζ

Variables and differential operators. Let
be a family of independent commutative algebraic variables and let C[x] be the commutative polynomial algebra these variables generate. Let
if α > β and let X (N ) ij be the N -by-N matrix with entriesx ij (α, β). By construction, if one evaluates all the algebraic variables x ij (α, β) at i.i.d. standard Gaussian random variables, then the X (N ) ij are independent GUE matrices. Proposition 4.1.2. Notation and assumptions are as above. We have a relation
Proof. We work in a setup similar to that of the proof of Proposition 2.4.5 above although this time our calculations will be more involved. Let
After "opening the brackets" in the definition of L (N ) T and noting that
we get the formula
.
We then have (LHS of (25))
= (RHS of (25)), which finishes the proof.
4.2. Rewrites.
4.2.1.
Rewrite of the right side of (12). Let
be a family of independent noncommutative algebraic variables. Given an edge-weighted tree T spanning k put
With T a uniformly distributed random edge-weighted tree spanning k , put
where the expectation is computed term-by-term, i.e., one first expands the integrand as a sum of finitely many monomials in the variables Z(i, j) with random coefficients, and then takes the expectation of each of the finitely many nonzero coefficients. Then, trivially, we have the formula
where the left side of (26) is the same as the right side of (12).
Rewrite of the prelimit on the right side of (3). Let {{{ζ
be a family of C-valued random variables with centered Gaussian joint distribution characterized by
For positive integers N let ζ (N ) ij denote the N -by-N matrix with entries ζ ij (α, β). Then by Theorem 2.3.1 and Proposition 4.1.2, with T a uniformly distributed random edge-weighted tree spanning k which is independent of all the matrices ζ (N ) ij , we have the formula
where the left side of (27) is the same as the prelimit on the right side of (3) multiplied by N 2+n/2−k .
Remark 4.2.3. Since relation (27) holds exactly in the prelimit, the methods introduced in this paper seem to be susceptible to higher-genus generalization. We will discuss the latter on another occasion.
4.3. Passage to the limit and end of the proof. Divide the left and right sides of (27) by N 2+n/2−k and pass to the limit as N → ∞. On the one hand, using Theorem 1.1 on the left, we recover the quantity |Map 0 (θ, γ)|. On the other hand, using [18, Thm. 2.2] on the right, we recover the right side of (26). The equality of these limits proves formula (12) . The proof of Theorem 2.5.4 with Theorem 2.3.1 granted is now complete.
Chains, trees and quasi-stalagmites
We sequester the formal algebraic component of the proof of Theorem 2.3.1 in this section. We begin by recalling in a precise form some commonplace intuitions about the relationship between chains of set partitions and trees. We then apply these simple ideas to the analysis of the right side of equation (9) . The remainder of this section is then devoted to working out an unusual characterization of the coefficients intervening in the definition of the functionals κ(·) and K(·). See Proposition 5.3.6 below. Later that very same characterization will fall into our hands after integration by parts, leading to an efficient proof of Theorem 2.3.1.
Throughout this section let k denote a fixed positive integer.
5.1. The chain↔tree correspondence. We discuss very primitive relations between maximal chains of set partitions and spanning trees which are easily accessible to intuition (if difficult to notate). We summarize our observations in Lemma 5.1.7 below. Again S is a finite set.
Notation and terminology for chains.
Recall that a chain in a poset is by definition a nonempty totally ordered subset. Let Chain(S) denote the family of chains in Part(S). For S = k we write Chain(k). We say that a chain C ∈ Chain(S) is gapless if for all consecutive Φ, Φ ∈ C one has |Φ| = |Φ | + 1. Clearly, a chain C ∈ Chain(S) is maximal if and only gapless and of cardinality |S|.
Remark 5.1.2. Let C = {Φ 1 ≤ · · · ≤ Φ k } ∈ Chain(S) be gapless and have cardinality k. Then for i = 1, . . . , k − 1 there exists a unique part A i of Φ i+1 which is a not a part of Φ i , whereas there exist exactly two parts A i and A i of Φ i which are not parts of Φ i+1 , and one has Φ i | Ai = {A i , A i }. In short, every gapless chain can be understood as a process developing by successive coalescence of pairs of parts. This simple dynamical picture is important to keep in mind as we proceed.
5.1.3. The P. Hall formula for the Möbius function. For every C ∈ Chain(S) let ∧C (resp., ∨C) denote the least (resp., greatest) element of C. For every Π, Σ ∈ Part(S) we have the P. Hall formula We do not use the P. Hall formula per se in this paper but we do consider it a model for Proposition 5.3.6 below.
5.1.4.
Edge-ordered trees. We say that a tree T = (V, E) is edge-ordered if the edgeset E is equipped with a total ordering. An edge-weighted tree spanning k can be and will be regarded as a pair consisting of (i) an edge-ordered tree spanning k (the edge-ordering being that induced by the given weighting) and (ii) a sequence 0 < x 1 < · · · < x k−1 < 1 of numbers.
5.1.5. Arborizations. Let C ∈ Chain(k) be a maximal chain. Write
With evident abuse of notation, let T = ( k , {e 1 ≤ · · · ≤ e k−1 }) be an edgeordered tree spanning k . We call T an arborization of C if for i = 1, . . . , k the family {e j | j = 1, . . . , i − 1} generates the partition Θ i . Every edge-ordered tree spanning k is the arborization of a uniquely determined maximal chain in Part(k).
Remark 5.1.6. Intuitively, an edge-ordered tree provides a sort of "Morse-theoretic" description of the maximal chain of set partitions it arborizes. Each successive edge of the tree is in effect a "handle" joining a pair of parts.
Lemma 5.1.7 (The chain↔tree correspondence). Let
be a maximal chain. As in Remark 5.1.2, for i = 1, . . . , k − 1 let A i be the unique part of Θ i+1 which is not a part of Θ i and write
induces a bijective correspondence between the set
) and the set of arborizations of C.
No proof is needed. We merely state this to sum up the preceding discussion for convenient reference.
5.2.
Application of Lemma 5.1.7 to the proof of Theorem 2.3.1. We use the generalities discussed immediately above to analyze the objects on the right side of equation (9), thus continuing the proof of Theorem 2.3.1.
Proposition 5.2.1. Let T be an edge-weighted tree. Let
be a maximal chain of which T is an arborization. Let 0 < x 1 < · · · < x k−1 < 1 be the weights assigned to the edges of T . Put x 0 = 0 and x k = 1. Let Z ∈ Mat k×n have i.i.d. standard Gaussian entries and let
i Z i have the same law. Proof. Part (i) merely restates the definition (8) of the weight matrix attached to an edge-weighted tree. Part (ii) is trivial to check. Proposition 5.2.2. With C ∈ Chain(k) as above, we have an identity
holding between linear differential operators with constant coefficients acting on smooth functions defined on Mat k×n .
Proof. Equation (29) is essentially just a generating function identity "coding" Lemma 5.1.7.
5.3.
Quasi-stalagmites and the Möbius function. We assume under this heading that k ≥ 2. We work out an offbeat characterization of the system of coefficients µ(Φ : k ) appearing in the definitions of the joint cumulant functional κ(·) and related functional K(·). This is the algebraic core of the proof of Theorem 2.3.1.
5.3.1. Quasi-stalagmites. We say that a chain C ∈ Chain(k) is a stalagmite if gapless and ∧C = 0 k . We denote the set of stalagmites in Chain(k) by SG(k). For each C ∈ Chain(k) we say that C is a quasi-stalagmite if either |C| = 1 or else |C| ≥ 2 and C \ {∨C} is a stalagmite. We denote the set of quasi-stalagmites by QSG(k) and we put SG (k) = QSG(k) \ SG(k). (This speleological terminology is dreadful. We will cheerfully abandon it once Theorem 2.3.1 is proved.)
Remark 5.3.2. In general QSG(k) is smaller than Chain(k), e.g.,
Example 5.3.3. We enumerate the set QSG(3) = SG(3) ∪ SG (3) as follows. Write
for brevity's sake, so that Part
{{Π α }}.
5.3.4.
Gradings. We define
Thus the set QSG(k) equipped by the grading defined above is an object "interpolating" between the family of maximal chains in Part(k) and the family of singleton chains in Part(k).
5.3.5.
The operations ∂ 0 and ∂ 1 . For any chain C ∈ Chain(k) such that |C| ≥ 2, let ∂ 0 C (resp. ∂ 1 C) denote the chain obtained by deleting the penultimate (resp., last) element of C. It is easy to see that for m = 1, . . . , k − 1 we have Then we have
We give the proof of the proposition after breaking out the cases k = 2, 3 as warmup exercises.
Example 5.3.7. In the case k = 2, hypothesis and conclusion are identical: both simply say ϕ(
Example 5.3.8. We next work through the case k = 3 barehanded. To do so we return to the setup of Example 5.3.3. Our goal is to prove the identity
(Look again at Example 3.2.3 above to confirm the coefficients on the right side.) The instances of (35) we have to work with are as follows:
It is clear that one can combine these instances to get (37).
5.3.9.
Proof of Proposition 5.3.6 in the general case. By (30) and (31) it is enough to fix an integer m = 1, . . . , k − 1 and to prove that (41)
To verify this we calculate as follows.
(LHS of (41))
= (RHS of (41)).
Justifications are as indicated. The proof of (41) is complete and with it the proof of Proposition 5.3.6.
Proof of Theorem 2.3.1
In this last section of the paper we finish the proof of Theorem 2.3.1. The endgame has three main steps. The first step is to rewrite the right side of (9) so as to match up aptly with the rewrite of the left side given in Proposition 3.4.5 above. See Proposition 6.1.3 below. The second step is to write down some identities obtained by Gaussian integration by parts. See Proposition 6.2.1 below. These identities will be unsurprising to readers familiar with stochastic calculus. The third and final step boils down to checking hypotheses in Proposition 5.3.6.
In this section we fix integers k, n ≥ 1 as in the statement of Theorem 2.3.1.
6.1. Rewrite of the right side of (9).
6.1.1. A variant of the Laplacian. For any symmetric positive semidefinite matrix Q ∈ Mat k×k put
thus defining a variant of the classical Laplacian operator. Indeed, if Q = 2I k , then ∆ Q is exactly the classical Laplacian.
6.1.2. Linear functionals and differential operators attached to chains. For any chain
enumerated in ascending order and tame function f : Mat k×n → C, put
where {Z α } m α=1 is any i.i.d. sequence of random elements of Mat k×n each term of which has i.i.d. standard Gaussian entries. Note that in the case m = 1 of the preceding definitions we have simply
for any tame f : Mat k×n → C, Φ ∈ Part(k) and Z ∈ Mat k×n with i.i.d. standard Gaussian entries.
Proposition 6.1.3. Let f : Mat k×n → C be tame. Let Z ∈ Mat k×n be random with i.i.d. standard Gaussian entries. Let T be a uniformly distributed random edgeweighted tree spanning k which is independent of Z. Then we have
Proof. Let Z ∈ Mat k×n have i.i.d. standard Gaussian entries. We have (LHS of (45)) =
= (RHS of (45)). The proof of the proposition takes up the rest of §6 and concludes in §6.3 below.
Gaussian integration by parts.
Proposition 6.2.1. Let Z 0 , Z 1 ∈ Mat k×n be independent random matrices each with i.i.d. standard Gaussian entries. Let Q 0 , Q 1 ∈ Mat k×k be symmetric positive semidefinite constant matrices. Let −∞ < x 0 < x 1 < ∞ be any constants and let f : Mat k×n → C be any tame function. We have We emphasize that this formula is far from novel. It is merely a convenient formulation of standard semigroup lore and its proof consists only of bookkeeping to get numerical constants and signs right. The proof will be completed in §6.2.3 below. (48)).
The first step is accomplished by Proposition 6.2.1 and Fubini's theorem, after which, at first glance, we would appear to be stuck, but on account of the simple algebraic identity we can take the second step. Thus Proposition 5.3.6 is verified in the case k = 3, which in turn finishes the proof of Theorem 2.3.1 in the case k = 3.
To prove Proposition 6.1.4 in the general case a straightforward generalization of (49) is required. I ∂1B L ∂1B f = (RHS of (35)).
