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Abstract  
The needs of the community for freight forwarding are now starting to increase with the marketplace. User opinion about 
freight forwarding services is currently carried out by the public through many things one of them is social media Twitter. By 
sentiment analysis, the tendency of an opinion will be able to be seen whether it has a positive or negative tendency. The 
methods that can be applied to sentiment analysis are the Naive Bayes Algorithm and Support Vector Machine (SVM). This 
research will implement the two algorithms that are optimized using the PSO algorithms in sentiment analysis. Testing will 
be done by setting parameters on the PSO in each classifier algorithm. The results of the research that have been done can 
produce an increase in the accreditation of 15.11% on the optimization of the PSO-based Naive Bayes algorithm. Improved 
accuracy on the PSO-based SVM algorithm worth 1.74% in the sigmoid kernel. 
Keywords: Sentiment, Naïve Bayes, SVM, PSO  
Abstrak 
Kebutuhan masyarakat akan ekspedisi barang saat ini mulai meningkat dengan adanya marketplace. Opini pengguna tentang 
pelayanan ekspedisi barang saat ini dilakukan masyarakat melalui banyak hal salah satunya media sosial Twitter. Dengan 
sentimen analisis, kecenderungan sebuah opini akan mampu terlihat apakah mempunyai kecenderungan positif atau negatif. 
Metode yang dapat diterapkan pada analisis sentimen yaitu Algoritma classifier Naive Bayes dan Support Vector Machine 
(SVM). Penelitian ini akan melakukan penerapan kedua algoritma tersebut yang dioptimasi menggunakan algoritma PSO 
pada analisis sentimen. Pengujian dilakukan dengan melakukan setting parameter pada PSO di masing-masing algoritma 
classifier. Hasil dari pengujian yang dilakukan mampu menghasilkan peningkatan akurasi sebesar 15.11% pada penerapan 
PSO di algoritma Naive Bayes. Peningkatan akurasi pada algoritma SVM berbasis PSO senilai 1.74% pada kernel sigmoid. 
Kata Kunci: Sentimen, Naïve Bayes, SVM, PSO 
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1. Pendahuluan  
Analisis sentimen mampu mengubah teks secara 
otomatis untuk dapat mengestrak sentimen pada sebuah 
kalimat. Melalui analisis sentimen, akan dapat 
mengklasifikasikan sebuah opini menjadi positif atau 
negatif [1]. Salah satu manfaat analisis sentimen yaitu 
untuk menangkap opini masyarakat terhadap sebuah 
layanan ataupun kualitas produk[2]. Kebutuhan 
masyarakat akan ekspedisi barang saat ini mulai 
meningkat dengan adanya marketplace.  
Opini pengguna tentang pelayanan ekspedisi barang 
saat ini dilakukan masyarakat melalui banyak media 
salah satunya media sosial Twitter. Banyaknya respon 
masyarakat yang berupa opini tersebut belum dapat 
dianalisis secara utuh oleh pihak jasa pengiriman.  
Analisis sentimen terhadap Twitter sebelumnya telah 
dilakukan salah satunya dengan Support Vector 
Machine dan Naive Bayes [3][4]. Metode SVM mampu 
mengkestrak dan mengelompokkan opini untuk dapat 
diketahui opini tersebut masik kedalam sentimen positif 
atau negatif [5]. Terdapat beberapa penelitian terkait 
analisis sentimen sebuah opini. Pada penelitian 
pengkategorian penelitian menggunakan metode SVM, 
dapat menghasilkan tingkat akurasi sebesar 90% 
dengan menggunakan 390 abstrak dan 4 kategori [6]. 
Metode classifier juga dapat digunakan pada algoritma 
Naive Bayes, dimana metode tersebut akan mampu 
melihat peluang dari setiap kondisi [7]. Algoritma 
Naive Bayes dalam pengklasifikasian dokumen akan 
dapat mengklasifikasikan dengan melihat probabilitas 
pada setiap model [8]. Pada penerapan analisis 
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sentimen terhadap suatu produk di Twitter 
menggunakan Naive Bayes dan Information Gain 
mampu menghasilkan tingkat akurasi tertinggi senilai 
85% dan titik terendah pengujian menghasilkan tingkat 
akurasi 50% [9]. Penelitian yang dilakukan untuk 
klasifikasi berita menggunakan Naive Bayes dengan 
seleksi fitur mampu menghasilkan peningkatan nilai 
dari klasifikasi Naive Bayes klasih sebesar 4.3% [10]. 
Salah satu cara untuk dapat mengoptimasikan performa 
kedua algoritma tersebut dapat dilakukan dengan 
Particle Swarm Optimization (PSO) .Sebagai alat 
pemilihan fitur, dengan partikel PSO akan mampu 
memberikan sebuah kombinasi fitur sebuah ruang 
masalah [11]. Penelitian mengenai klasifikasi Google 
Clasroom yang mengintegrasikan beberapa algoritma 
untuk mengoptimasi algoritma Naive Bayes 
menghasilkansebuah kesimpulan bahwa penggunaan 
algoritma PSO pada Naive Bayes mampu 
meningkatkan akurasi sampai dengan 10% [12]. 
Selanjutnya penelitian tentang penerapan PSO pada 
algoritma Naive Bayes  pada analisis sentinmen review 
hotel. Penelitian tersebut menerapkan beberapa nilai 
parameter untuk melihat akurasi terbaik, dari beberapa 
pengujian yang dilakukan didapatkan bahwa penerapan 
PSO dapat meningkatkan akurasi sebesar 6.42% [13]. 
Algoritma Particle Swarm Optimization akan mampu 
melakukan pemilihan fitur melalui pencarian kombinasi 
fitur dari suatu masalah. Melalui penelitian ini akan 
dilakukan sebuah komparasi Algoritma classifier 
Support Vector Machine dan Naive Bayes berbasis 
PSO untuk melihat tingkat akurasi yang dihasilkan. 
2. Metode Penelitian 
2.1. Preprocessing 
Tahap preprocessing  dilakukan sebagai langkah 
penyesuaian data , sehingga data yang akan 
dimasukkan pada model usulan sesuai dengan yang 
dibutuhkan.  Tahap pertama diawali dengan tahap 
klasifikasi data dimana setiap opini yang didapatkan 
akan dilakukan proses klasifikasi data menjadi dua 
kategori yaitu kategori negatif dan positif. Tahap 
tokenisasi  tokenisasi dilakukan untuk memfilter tanda 
baca dan simbol yang bukan huruf. Selanjutnya yaitu 
tahap transfrom cases yang akan merubah semua huruf 
pada opini menjadi huruf kecil. Tahap yang paling 
akhir adalah tahap stemming yang  merupakan proses 
eleminasi prefix dan suffix untuk dapat membentuk 
sebuah kata dasar 
 
2.2. Penerapan Metode 
Metode yang diusulkan dalam penelitian ini terdiri dari 
2 algoritma analisis sentimen yaitu Support Vector 
Machine dan Naive Bayes berbasis Particle Sworm 
Optimization (PSO) yang akan dikomparasi. Particle 
Swarm Optimization (PSO) Particle Swarm 
Optimization merupakan sebuah algoritma yang 
berbasis pada populasi. Alurnya akan dimulai dengan 
dataset random yang akan mengoptimasi global dengan 
generasi yang baru [10].  Alur metode yang akan 
dilakukan terdapat pada Gambar 1. 
  
Gambar 1. Diagram Alur Penelitian 
Pada penerapan Algoritma Naive Bayes berbasis PSO 
akan dilakukan pengujian pada beberapa parameter 
pada algoritma PSO. Melalui beberapa tahap pengujian 
yang dilakukan , akan didapatkan model dengan nilai 
terbaik. Pada penerapan Algoritma Support Vector 
Machine pengujian akan diawali dengan pemilihan 
kernel dengan hasil terbaik. Melalui kernel tersebut 
kemudian akan diterapkan perubahan nilai parameter 
pada algoritma PSO untuk dapat melihat optimasi yang 
terjadi. Tahap akhir yang dilakukan adalah dengan 
melihat tingkat akurasi dari kedua algoritma sentimen 
yang telah dioptimasi menggunakan algoritma PSO. 
3.  Hasil dan Pembahasan 
3.1. Pengumpulan Data 
Pengumpulan data dilakukan menggunakan aplikasi 
RapidMiner Studio yang dikoneksikan dengan media 
sosial Twitter pada Gambar 2. 
 
Gambar 2 Proses Crawling Data Twitter 
Proses yang dilakukan pada tahapan pengumpulan data 
diawali dengan operator Search Twitter , pada tahap ini 
ditentukan jumlah data yang akan diambil dan query 
yang akan digunakan untuk topik pengambilan data. 
Pada penelitian ini topik analisis sentimen yang 
digunakan adalah jasa ekspedisi Sicepat. Opini publik 
mengenai ekspedisi Sicepat yang digunakan pada 
penelitian ini berjumlah 272 data yang sudah 
diklasifikasikan secara manual. Klasifikasi opini yang 
dihasilkan terdiri dari 137 data opini negatif dan 135 
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opini positif. Proses selanjutnya yaitu Remove 
Duplicates yang digunakan untuk menghapus data yang 
sama yang kemudian dilanjutkan dengan operator 
Select Attributes untuk memilih atribut apa saja yang 
akan diambil. Operator Analyze Sentimen merupakan 
proses yang akan mengklasifikasikan data menjadi 
kategori opini positif dan negatif. Data yang sudah 
diambil akan dibentuk dengan format .xls seusai 
dengan operator Write Excell yang sudah dipilih. 
3.2. Pengujian Model Naive Bayes Klasik 
Pengujian model Naive Bayes klasik dilakukan 
menggunakan aplikasi Rapidminer Studio.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 3. Desain Process Pengujian Naive Bayes Klasik 
Operator Read Excell pada Gambar 3. digunakan untuk 
membaca hasil Crawling data melalui media sosial 
Twitter yang berbentuk file .xls dan sudah mempunyai 
label positif dan negatif. Sebelum masuk ke operator 
validasi dilakukan preprocessing data menggunakan 
tokenize, transform case dan stem porter. Pada proses 
Cross Validation  didalamnya terdapat dua bagian yaitu 
trainning dan testing. Bagian trainning berisi 
penerapan algoritma Naive Bayes sedangkan di bagian 
testing berisi operator apply model sebagai 
pengimplementasian algoritma dan operator 
performance untuk perhitungan tingkat akurasi dari 
algoritma yang diterapkan.  
Pengujian yang dilakukan menggunakan Naive Bayes 
klasik akan berfokus pada nilai cross validation yang 
diberikan. Pengujian akan dilakukan 10 kali dengan 
nilai validation 1-10. Proses pengujian ini akan 
membagi data secara random menjadi 10 bagian, 
dimulai pada validation pertama dan akan dilanjutkan 
ke 9 nilai validation berikutnya. Melalui 10 kali 
pengujian yang dilakukan, akan diambil tingkat akurasi 
terbaik dengan melihat banyak data yang terklasifikasi 
dengan tepat. Hasil pengujian menggunakan algoritma 
Naive Bayes klasik terdapat pada Tabel 1. 
Pada pengujian yang telah dilakukan diketahui bahwa 
tingkat akurasi tertinggi terdapat pada validation ke 5. 
Tingkat akurasi yang dihasilkan yaitu 65.70%. Detail 
klasifikasi opini yang dihasilkan terdapat pada Tabel 
confusion matrix algoritma Naive Bayes pada Tabel 2. 
Tabel 1. Hasil Eksperimen Naive Bayes Klasik 
Validation Accuracy (%) 
1 60.47 
2 60.47 
3 62.21 
4 63.37 
5 65.70 
6 61.63 
7 62.21 
8 59.88 
9 63.37 
10 61.63 
Tabel 2. Hasil Confusion Matrix Algoritma Naive Bayes Klasik 
Accuracy = 65.78% +/- 7.57% (mikro 
average : 65,70%) 
  true Positive true Negative 
pred Positive 76 50 
pred Negative 59 87 
 
Melalui Tabel 2 diperoleh 76 opini yang 
diklasifikasikan positif, dan 87 opini yang 
diklasifikasikan sebagai opini negatif. Selain itu 
terdapat kesalahan jumlah klasifikasi opini yang 
seharusnya sebagai opini positif sebanyak 59 opini dan 
kesalahan klasifikasi yang seharusnya beropini negatif 
sebanyak 50 opini. Melihat hasil klasifikasi prediksi 
diperoleh tingkat akurasi model Naive Bayes klasik 
menggunakan Cross Validation K-Fold=5 sebesar 
65.70%. 
3.2 Pengujian Model Naive Bayes + PSO 
Pengujian model Naive Bayes Berbasis PSO dilakukan 
untuk dapat mengoptimasi tingkat akurasi model Naive 
Bayes Klasik. Desain pengujian model Naive Bayes 
berbasis PSO terdapat pada Gambar 4.  
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 4. Desain Pengujian Model Naive Bayes Berbasis PSO 
Parameter pengujian yang dilakukan pada pengujian ini 
akan disesuaikan untuk dapat mengetahui model 
dengan akurasi yang terbaik. Pada pengujian Naive 
Bayes berbasis PSO ini , pengujian pertama akan 
dilakukan 10 kali pengujian pada nilai validation pada 
proses cross validation. Hasil dari pengujian ini 
terdapat pada Tabel 3. 
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Tabel 3. Pengujian Model 10 Validation Naive Bayes Berbasis PSO 
Validation Accuracy (%) 
1 75.58 
2 75.58 
3 75 
4 76.74 
5 75.58 
6 74.42 
7 78.49 
8 76.16 
9 72.67 
10 71.51 
Tingkat akurasi terbaik dari 10 kali pengujian terdapat 
pada nilai validation 7 yaitu dengan nilai 78.49%. 
Pengujian selanjutnya akan lebih terfokus pada proses 
PSO. Pengujian selanjutnya dilakukan dengan 
memberikan nilai parameter tambahan yaitu population 
size pada proses Optimize Weight dengan rentang 1-10 
dan parameter insertia weight dengan nilai 0.1. Hasil 
pengujian dengan penyesuaian nilai tersebut terdapat 
pada Tabel 4.  
Tabel 4. Pengujian Naive Bayes Berbasis PSO Dengan Parameter 
Validatin, Population Size dan Insertia Weight 
Validation 
Population 
Size  
Inertia 
Weight 
Accuracy 
(%) 
7 1 0.1 59.88 
7 2 0.1 69.19 
7 3 0.1 71.51 
7 4 0.1 72.67 
7 5 0.1 71.51 
7 6 0.1 74.42 
7 7 0.1 80.23 
7 8 0.1 76.74 
7 9 0.1 76.64 
7 10 0.1 77.91 
Melalui hasil pengujian pada Tabel 4, diperolah nilai 
akurasi terbaik terdapat pada parameter validation =7, 
population size = 7 dan inertia weight =0.1. Nilai 
akurasi yang dihasilkan mengalami kenaikan menjadi 
80.23%. Pengujian selanjutnya akan dilakukan dengan 
mengambil model penerapan paramater terbaik yaitu 
pada parameter validation =7, population size = 7 dan 
inertia weight =0.1 yang akan ditambahkan 1 buah 
parameter baru yaitu max number. Pengujian ini akan 
dilakukan dengan memasukkan nilai max number 
antara 10-100, kemudian nilai parameter inertia weight 
akan di setting dengan nilai 1. Hasil pengujian ini 
terdapat pada Tabel 5. 
Tabel 5. Pengujian Naive Bayes Berbasis PSO Dengan Parameter 
Validation, Population Size , Insertia Weight dan Max Number Tahap 
1 
Validation 
Population 
Size  
Inertia 
Weight 
MAX 
NUMBER 
Accuracy 
(%) 
7 7 1 10 71.51 
7 7 1 20 76.16 
7 7 1 30 77.91 
7 7 1 40 79.65 
7 7 1 50 79.65 
7 7 1 60 79.65 
7 7 1 70 79.65 
7 7 1 80 78.49 
7 7 1 90 79.07 
7 7 1 100 80.23 
Dalam pengujian yang dilakukan, hasil terbaik terdapat 
pada validation =7, population size = 7 , inertia weight 
=1 dan nilai max number=100. Tingkat akurasi yang 
dihasilkan yaitu 80.23%. Pengujian akan kembali 
dilakukan dengan menerapkan model terbaik tersebut 
dan merubah kembali nilai inertia weight dengan 
rentang 0.1 sampai dengan 1. Hasil dari pengujian 
terdapat pada Tabel 6. 
Tabel 6. Pengujian Naive Bayes Berbasis PSO Dengan Parameter 
Validation, Population Size , Insertia Weight dan Max Number Tahap 
2 
Validation 
Population 
Size  
Inertia 
Weight 
MAX 
NUMBER 
Accuracy 
(%) 
7 7 0.1 100 83.14 
7 7 0.2 100 80.81 
7 7 0.3 100 84.88 
7 7 0.4 100 80.81 
7 7 0.5 100 80.81 
7 7 0.6 100 78.49 
7 7 0.7 100 76.74 
7 7 0.8 100 76.16 
7 7 0.9 100 80.81 
7 7 1 100 80.23 
Nilai terbaik pada pengujian terakhir diperoleh pada 
nilai parameter validation =7, population size = 7 , 
inertia weight =0.2 dan nilai max number=100. Tingkat 
akurasi yang dihasilkan mengalami peningkatan dari 
pengujian sebelumnya yaitu sebesar 80.81%. Detail 
klasifikasi opini pada nilai tersebut terdapat pada Tabel 
7. 
Tabel 7. Confusion Matrix Pengujian Model Naive Bayes Berbasis 
PSO 
Accuracy = 80.81% +/- 7.40% (mikro 
average : 80.81 %) 
  true Positive true Negative 
pred Positive 89 37 
pred Negative 46 100 
Berdasarkan Tabel 7. diperoleh 89 opini yang 
diklasifikasikan positif, dan 100 opini yang 
diklasifikasikan sebagai opini negatif. Selain itu 
terdapat kesalahan jumlah klasifikasi opini yang 
seharusnya sebagai opini positif sebanyak 37 opini dan 
kesalahan klasifikasi yang seharusnya beropini negatif 
sebanyak 46 opini.  
3.3 Pengujian Model Support Vector Machine Klasik 
Perhitungan model Support Vector Machine dilakukan 
dengan data dari media sosial Twitter yang sudah diberi 
label opini positif dan negatif. Desain model 
perhitungan algoritma Support Vector Machine klasik 
terdapat pada Gambar 5. 
Operator Read Excell pada Gambar 5 digunakan untuk 
membaca hasil Crawling data melalui media sosial 
Twitter yang berbentuk file .xls dan sudah mempunyai 
label positif dan negatif. Sebelum masuk ke operator 
validasi dilakukan preprocessing data menggunakan 
tokenize, transform case dan stem porter. Pada proses 
Cross Validation  akan dilakukan 2 tipe pengujian yaitu 
K-Fold = 5 dan K-Fold =10 yang didalamnya terdapat 
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dua bagian yaitu trainning dan testing. Bagian 
trainning berisi penerapan algoritma Support Vector 
Machine sedangkan di bagian testing berisi operator 
apply model sebagai pengimplementasian algoritma 
dan operator performance untuk perhitungan tingkat 
akurasi dari algoritma yang diterapkan.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 5. Desain Perhitungan Model SVM Klasik 
Pengujian pada algoritma SVM klasik dilakukan pada 4 
bagian kernel yaitu Dot, Radial, Sigmoid dan Anova. 
Setiap kernel dilakukan dua kali pengujian pada cross 
validation fold. Hasil keseluruhan pengujian SVM 
klasik terdapat pada Tabel 8. 
Tabel 8. Hasil Perhitungan SVM Klasik K-Fold=5 
NO KERNEL FOLDS ACCURACY (%) 
1 Dot 
10 62.21 
5 70.93 
2 Radial 
10 52.33 
5 61.05 
3 Sigmoid 
10 64.53 
5 65.12 
4 Anova 
10 47.67 
5 52.33 
Hasil pengujian pada Tabel 8. diketahui bahwa tingkat 
akurasi pada masing-masing kernel mempunyai nilai 
yang bervariasi. Pengujian kernel dot pada k-folds 10 
menghasilkan tingkat akurasi 62.21% dan pada k-folds 
5 mengalami kenaikan akurasi menjadi 70.93%. 
Pengujian kernel radial pada k-folds 10 menghasilkan 
tingkat akurasi 52.33% dan pada k-folds 5 mengalami 
peningkatan akurasi menjadi 61.05%. Pengujian kernel 
sigmoid pada k-folds 10 menghasilkan tingkat akurasi 
64.53% dan pada k-folds 5 mempunyai kenaikan nilai 
yang tidak terlalu signifikan menjadi 65.12%. 
Pengujian kernel anova pada k-folds 10 menghasilkan 
tingkat akurasi 47.67% dan pada k-folds 5 mengalami 
kenaikan akurasi menjadi 52.33%. Melalui hasil 
tersebut nilai terbaik pada pengujian masing-masing 
kernel terdapat pada cross validation k-fold =5. Hasil 
perbandingan tingkat akurasi masing-masing kernel 
pada k-fold =5 terdapat pada Gambar 6.  
 
 
 
 
 
 
Gambar 6. Perbandingan Hasil Pengujian SVM Klasik 
Berdasarkan Gambar 6. diketahui bahwa tingkat 
akurasi terbaik terdapat pada kernel dot dengan nilai 
70.93%.  
3.4 Perhitungan Model Support Vector Machine + PSO 
Pengujian model Support Vector Machine Berbasis 
PSO dilakukan untuk dapat mengoptimasi tingkat 
akurasi model Support Vector Machine Klasik. 
Parameter pengujian yang digunakan adalah Cross 
Validation dengan K-Fold =5 dan K-Fold =10. Desain 
model pengujian model SVM berbasis PSO terdapat 
pada Gambar 7. 
 
 
 
 
 
 
 
Gambar 7. Desain Perhitungan Model Support Vector Machine 
Berbasis PSO 
Sebagai parameter perbandingan , pengujian algoritma 
SVM berbasis PSO juga dilakukan pada 4 kernel yaitu 
kernel Dot, Radial, Sigmoid dan Anova. Berdasarakan 
pengujian yang sudah dilakukan didapatkan tingkat 
akurasi pada Tabel 9. 
Tabel 9. Tabel Hasil Perhitungan SVM + PSO  
NO KERNEL FOLDS ACCURACY (%) 
1 Dot 
10 74.24 
5 75.58 
2 Radial 
10 66.28 
5 66.86 
3 Sigmoid 
10 73.26 
5 77.33 
4 Anova 
10 48.84 
5 54.07 
Berdasarkan tingkat akurasi yang dihasilkan pada  
Tabel 9 diketahui bahwa hasil pengujian pada tiap-tiap 
kernel menghasilkan nilai yang berbeda. Pada kernel 
Dot k-fold = 10 menghasilkan tingkat akurasi sebesar 
74.24% dan pada k-fold = 5 menghasilkan nilai yang 
0 20 40 60 80
DOT
RADIAL
SIGMOID
ANOVA
70,93 
61,05 
65,12 
52,33 
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lebih tinggi yaitu sebesar 75.58%. Kernal radial pada k-
fold = 10 menghasilkan nilai akurasi sebesar 66.28% 
dan pada k-fold=5 mengalami sedikit kenaikan sebesar 
66.86%. Tingkat akurasi pada kernel Sigmoid 
menghasilkan nilai 73.26% pada k-fold=10 dan pada k-
fold=5 mengalami kenaikan tingkat akurasi sebesar 
77.33%. Pengujian terakhir dilakukan pada kernel 
Anova, masih rendah jika dibandingkan dengan kernel 
lainnya yaitu senilai 48.84% pada k-fold=10, 
sedangkan pengujian pada k-fold = 5 menghasilkan 
tingkat akurasi sebesar 54.07%. Pengujian yang 
dilakukan pada algoritma SVM berbasis PSO 
menghasilkan tingkat akurasi terbaik pada setiap 
kernelnya pada pengujian cross validation k-fold=5. 
Hasil perbandingan tingkat akurasi masing-masing 
kernel pada parameter k-fold =5 terdapat pada Gambar 
9. 
 
Gambar 8. Perbandingan Akurasi Pengujian SVM Berbasis PSO K-
Fold=5 
Hasil perbandingan tingkat akurasi pengujian SVM 
berbasis PSO dengan parameter k-fold =5 pada Gambar 
8 menunjukkan bahwa nilai akurasi terbaik terdapat 
pada kernel Sigmoid yaitu dengan tingkat akurasi 
77.33%. Penggunaan kernel pada algoritma SVM 
berbasis PSO diketahui akan mempengaruhi klasifikasi 
yang dihasilkan dengan tingkat akurasi yang berbeda-
beda. 
Dengan menggunakan kernel sigmoid pada k-fold=5, 
pengujian lanjutan dilakukan menggunakan setting 
parameter pada PSO untuk meningkatkan akurasi. 
Parameter pada pengujian awal dilakukan dengan 
memberikan nilai population size pada rentang 1 
sampai dengan 10 dan nilai inertia weight sebesar 0.1. 
Hasil yang didapatkan pada pengujian tahap awal 
terdapat pada Tabel 10. 
Tabel 10. Hasil Pengujian SVM Berbasis PSO Pada Kernel Sigmoid 
Dengan Parameter Population Size dan Inertia Weight Tahap 1 
Validation 
Population 
Size  
Inertia 
Weight 
Accuracy 
(%) 
5 1 0.1 72.09 
5 2 0.1 72.09 
5 3 0.1 70.93 
5 4 0.1 74.42 
5 5 0.1 73.84 
5 6 0.1 76.16 
5 7 0.1 76.16 
5 8 0.1 79.07 
5 9 0.1 77.33 
5 10 0.1 78.49 
Pada hasil pengujian SVM berbasis PSO di kernel  
Sigmoid diperoleh nilai akurasi tertinggi 78.49% pada 
model setting parameter  k-fold=5, population size=10 
dan nilai inertia weight =0.1. Perubahan nilai 
parameter pada algoritma PSO pada SVM di kernel 
sigmoid ternyata berpengaruh yang diketahui dengan 
adanya kenaikan nilai akurasi sebesar 1.16%. Pengujian 
selanjutnya dilakukan dengan merubah nilai parameter 
inertia weight menjadi 1 dan menambahkan parameter 
baru max number dengan rentang nilai antara 10 
sampai dengan 100. Hasil pengujian terdapat pada 
Tabel 11. 
Tabel 11. Hasil Pengujian SVM Berbasis PSO Kernel Sigmoid 
Dengan Parameter Population Size, Inertia Weight dan Max Number 
Validation 
Population 
Size (Q) 
Inertia 
Weight 
Max 
Number 
Accuracy 
(%) 
5 10 1 10 76.74 
5 10 1 20 76.74 
5 10 1 30 80.23 
5 10 1 40 77.91 
5 10 1 50 76.16 
5 10 1 60 76.16 
5 10 1 70 76.16 
5 10 1 80 76.74 
5 10 1 90 77.91 
5 10 1 100 76.16 
Pengujian dengan hasil terbaik pada Tabel 11 terdapat 
pada model setting parameter  k-fold=5, population 
size=10, nilai inertia weight =1 dan max number = 30. 
Nilai akurasi yang dihasilkan 80.23% di mana terdapat 
peningkatan nilai akurasi sebesar 1.74% dari pengujian 
sebelumnya.Pengujian terakhir Algoritma SVM 
berbasis PSO dilakukan dengan merubah nilai 
parameter inertia weight pada pengujian sebelumnya. 
Pengujian dilakukan 10 kali dengan memberikan nilai 
inertia weight antara 0.1 sampai dengan 1. Hasil 
pengujian terdapat pada Tabel 12. 
Tabel 12. Hasil Pengujian SVM Berbasis PSO Pada Kernel Sigmoid 
Dengan Parameter Population Size dan Inertia Weight Tahap 1 
Validation 
Population 
Size 
Max 
number 
Inertia 
weight 
Accuracy 
(%) 
5 10 30 0.1 78.49 
5 10 30 0.2 80.23 
5 10 30 0.3 79.65 
5 10 30 0.4 76.81 
5 10 30 0.5 80.3 
5 10 30 0.6 79.71 
5 10 30 0.7 76.25 
5 10 30 0.8 78.02 
5 10 30 0.9 75.58 
5 10 30 1 80.23 
Akurasi terbaik yang dihasilkan terdapat pada 
parameter inertia weight 0.5 senilai 80.3%. Nilai 
tersebut mengalami sedikit kenaikan dari pengujian 
sebelumnya. Detail klasifikasi opini pada nilai tersebut 
terdapat pada Tabel 13. 
Berdasarkan Tabel 13. diperoleh 91 opini yang 
diklasifikasikan positif, dan 97 opini yang 
diklasifikasikan sebagai opini negatif. Selain itu 
terdapat kesalahan jumlah klasifikasi opini yang 
seharusnya sebagai opini positif sebanyak 44 opini dan 
0 20 40 60 80
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kesalahan klasifikasi yang seharusnya beropini negatif 
sebanyak 40 opini.  
Tabel 13. . Confusion Matrix Pengujian Model SVM Berbasis PSO 
Accuracy = 80.3% +/- 5.99% (mikro 
average : 80.23 %) 
  true Positive true Negative 
pred Positive 91 40 
pred Negative 44 97 
3.5 Hasil Penelitian 
Penerapan algoritma classifier pada analisis sentimen 
ekspedisi barang telah dilakukan melalui beberapa 
tahap pengujian. Pengujian pertama dilakukan pada 
algoritma Naive Bayes. Hasil perbandingan pengujian 
algoritma Naive Bayes terdapat pada Tabel 14. 
Tabel 14. Perbandingan Akurasi Algoritma Naive Bayes 
Algoritma Accuracy (%) 
Naive Bayes Klasik 65.7 
Naive Bayes + PSO 80.81 
Pengujian yang dilakukan pada algoritma Naive Bayes 
klasik menghasilkan tingkat akurasi sebesar 65.7%. 
Peningkatan nilai akurasi dihasilkan dengan 
menerapkan optimasi menggunakan algoritma PSO. 
Hasil pengujian mengalami peningkatan menjadi 
80.81% dimana hasil terbaik dari pengujian ini terdapat 
pada model setting parameter validation =7, population 
size = 7, inertia weight = 0.2 dan max number = 100. 
Nilai akurasi pada pengujian tersebut mengalami 
peningkatan sebesar 15.11% dari penerapan model 
Naive Bayes klasik tanpa optimasi menggunakan PSO. 
Pengujian berikutnya dilakukan pada algoritma SVM. 
Hasil perbandingan pengujian terdapat pada Tabel 15. 
Tabel 15. Perbandingan Akurasi Algoritma SVM 
Algoritma Accuracy (%) 
SVM klasik 70.93 
SVM + PSO 80.3 
Penerapan algoritma SVM klasik pada analisis 
sentimen menghasilkan nilai akurasi sebesar 70.93% 
pada kernel DOT. Sedangkan optimasi algoritma SVM 
menggunakan PSO mampu menghasilkan peningkatan 
akurasi sebesar 80.3%. Peningkatan nilai tersebut 
terdapat pada model setting parameter validation =5, 
population size = 10, inertia weight = 0.5 dan max 
number = 30. Akurasi ini mengalami peningkatan 
sebesar 1.74% dibandingkan dengan SVM klasik tanpa 
optimasi menggunakan PSO. 
4.  Kesimpulan 
Berdasarkan tahap pengujian analisis sentimen 
menggunakan model algoritma klasik dan algoritma 
berbasis Particle Swarm Optimization (PSO), diperoleh 
beberapa nilai tingkat akurasi yang berbeda. Penerapan 
optimasi algoritma menggunakan Particle Swarm 
Optimization terbukti dapat meningkatkan tingkat 
akurasi dari model klasik algoritma Naive Bayes dan 
Support Vector Machine (SVM). Tingkat akurasi 
terbaik algoritma Naive Bayes berbasis PSO validation 
=7, population size = 7, inertia weight = 0.2 dan max 
number = 100 senilai 80.81%. Nilai akurasi pada 
algoritma Naive Bayes mengalami peningkatan sebesar 
15.11% setelah dioptimasi menggunakan PSO. 
Sedangkan tingkat akurasi terbaik algoritma SVM 
berbasis PSO terdapat pada parameter validation =5, 
population size = 10, inertia weight = 0.5 dan max 
number = 30 yaitu sebesar 80.3%. Nilai akurasi 
tersebut mengalami peningkatan sebesar 1.74% 
dibandingkan dengan SVM klasik tanpa optimasi 
menggunakan PSO. Kesimpulan yang dapat ditarik dari 
penelitian ini yaitu analisis sentimen jasa ekspedisi 
menggunakan algoritma Naive Bayes berbasis PSO 
memiliki tingkat akurasi lebih tinggi dibandingkan 
dengan algoritma SVM berbasis PSO.  Optimasi 
algoritma menggunakan algoritma PSO pada algoritma 
classifier mampu meningkatkan tingkat akurasi pada 
analisis sentimen jasa ekspedisi barang. 
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