We show that the free hyperplane arrangements form a Zariski-closed set in various parameter spaces. Given a geometric lattice L let V(L) be the parameter space of arrangements with intersection lattice isomorphic to L. Coupling our result with a theorem of Yuzvinsky, we conclude that in V(L) the free arrangements are parameterized by a union of connected components of V(L).
Introduction
Let V be a vector space of dimension n + 1 over a field k. In this note a hyperplane arrangement A = {H 1 , . . . , H m } is a finite collection of m distinct codimension-one linear subspaces H i ⊆ V . Grading the symmetric algebra S = S(V * ) by degree, let Q ∈ S m be a homogeneous polynomial whose zero set is the union of the hyperplanes in A. The hyperplane arrangement A is said to be free when the module of logarithmic derivations D(A) := {θ ∈ Der k (S, S)| θ(Q) ∈ (Q)} is a free S-module, where Der k (S, S) = {θ ∈ Hom k (S, S)|θ(f g) = f θ(g) + θ(f )g}. The study of the module D(A) and its freeness has a rich history: the logarithmic derivations encode geometric, algebraic, combinatorial, and topological properties of arrangements (for a general reference, see Orlik and Terao's book [1] ). For instance, if k = C Terao [4] showed that when A is free the Hilbert series of the cohomology ring of M(A) = C n+1 \ {H ∈ A}, the complement of A, is completely reducible over the integers. In fact, the factors are determined by the degrees d 0 , . . . , d n of a minimal system of homogeneous generators of D(A):
Terao's factorization theorem can also be viewed combinatorially over any field k. Let L(A) be the intersection lattice, the poset of all intersections of hyperplanes of A, partially ordered by reverse inclusion. The Möbius function µ : L(A) → Z is defined recursively by µ(V ) = 1 and µ(X) = − Y <X µ(Y ). It turns out that for any
is the characteristic polynomial of L(A). This polynomial also has a rich history and it is particularly noteworthy when it factors over the integers (see Sagan's survey [2] ). When A is free Terao's factorization theorem can be written as
Soon after Terao proved his factorization theorem he conjectured (see [1] ) that the freeness of A is determined solely by L(A). Given a representable geometric lattice L, we consider the quasi-projective variety V(L) of hyperplane arrangements A with lattices L(A) isomorphic to L. Terao's conjecture states that the subset consisting of free arrangements in V(L) is either empty or all of V(L). In a sequence of three papers ( [5] , [6] , and [7] In the next section we prove Theorem 1.1. Our methods are elementary and rely heavily on a characterization of free hyperplane arrangements due to Saito [3] . The authors are thankful for many useful discussions with Sergey Yuzvinsky, Hiroaki Terao, Masahiko Yoshinaga, and Takuro Abe.
Free arrangements are closed

A parameter space for arrangements
Suppose that {x 0 , . . . , x n } is a basis for V * . Then we view the symmetric algebra as the polynomial ring
We construct a space whose points correspond to hyperplane arrangements A in P(V ) with m hyperplanes. It is customary to identify the hyperplane arrangement A with a completely reducible polynomial Q ∈ P(S m ) such that the zero set of Q is the union of the hyperplanes in A. The completely reducible polynomials are a Zariski-closed subset A of the projective space P(S m ), the image of the Segre embedding of P(S 1 ) m into P(S m ). The hyperplane arrangements are in 1-1 correspondence with the open subset of A consisting of points where the associated polynomial factors into a product of m distinct linear forms. However, in what follows it will be convenient to work with the whole variety A, viewing points in A as corresponding to multiarrangements.
Saito's criterion
We review Saito's criterion which gives explicit properties that force an arrangement to be free. There are three main ingredients in Theorem 2.1 that force a set of derivations {θ 0 , . . . , θ n } to be a basis for D(A):
and
where . = means that these two polynomials are equal up to a non-zero constant multiple. Let ∂ i := ∂/∂x i and grade Der := Der k (S, S) ∼ = i S∂ i by polynomial degree. Taking the degrees of both sides of (3) we see that if an arrangement A is free, the de-
Hence we fix a such a sequence of non-negative integers d = {d 0 , . . . , d n }.
Accounting for derivations
We want to expand the parameter space A to include information about the logarithmic derivations D(A) on each arrangement A ∈ A. With the aim of using Theorem 2.1 to characterize free arrangements, we define Θ i := Der di ⊕ S di−1 for 0 ≤ i ≤ n. Note that Θ i (and several other variables that we will define soon) depends on the degree sequence d = {d 0 , . . . , d n }, but for ease of notation we will omit writing the symbol d. We denote an element of Θ i by (θ i , F i ) = ( j P ij ∂ j , F i ). The polynomials F i will be used to restrict to derivations θ i that satisfy property (1). We denote the coefficients of these polynomials as follows: P ij = |a|=di p ija x a and F i = |b|=di−1 f ib x b . Collecting all these derivations together we define Θ := P(Θ 0 × · · · × Θ n ).
We need one more extension to make sure that the derivations in Θ will satisfy property (2) . Let R j := S m−d0 × · · · × S m−dn where 0 ≤ j ≤ n. Even though all R j are the same space, we will use each differently (this is the reason for distinguishing them with the subscript j). We view the elements of R j as a collection of polynomials r ij = |c|=m−di r ijc x c where 0 ≤ i ≤ n. Later, to satisfy property (2) we will force i r ij θ i = Q∂ j for all 0 ≤ j ≤ n. Finally, let R := P(R 0 × · · · × R n ). This leads to our main parameter space, the projective variety
A closed subset of the main parameter space
To construct the closed set of M of free arrangements we begin by imposing condition (1): each derivation θ i is actually in the derivation module D(A) for the arrangement. We build a closed set Z 1 ⊆ M which is obtained by forcing the coefficients of the two polynomials θ i (Q) and QF i to be equal up to multiplication by a single nonzero constant. Explicitly, we form a matrix with two rows whose entries are the coefficients of the two polynomials and force the 2 × 2 minors to be zero. These minors give homogeneous equations of multidegree (2, 2, 0) in M . Note that elements of Z 1 produce n + 1 derivations θ i but at least one of the θ i is nonzero -otherwise, since Q = 0, we must have all F i = 0 and then the point in Z 1 doesn't have a well-defined coordinate in the projective space Θ = P(Θ 0 × · · · × Θ n ).
Now we construct maps φ : Of course ψ is regular since Q = 0. Finally, define ∆ ⊂ P(Der
to be the closed set where the coordinates corresponding to the factors of Der n+1 m are equal. Let the pull-back over the regular map (φ × ψ) be the set
Hence Z 2 is a closed subset of Z 1 . Points in Z 2 have coordinates satisfying the equality i r ij θ i = Q∂ j so each point in Z 2 produces a set of derivations θ 0 , . . . , θ n ∈ D(A) of full rank; in particular, θ 0 , . . . , θ n are linearly independent over S. Now construct another pair of maps, g 1 : Z 2 → P(S m ) and g 2 : Z 2 → P(S m ) as follows. For z = (Q, [θ 0 : F 0 : · · · : θ n : F n ], [r 00 : · · · : r nn ]) ∈ Z 2 with θ i = j P ij ∂ j , set g 1 (z) = det(P ij ). Note that g 1 is regular on Z 2 because the θ i are linearly independent. Set g 2 (z) = Q. The map g 2 is regular on Z 2 because Q = 0. Then the map g 1 × g 2 : Z 2 → P(S m ) × P(S m ) is regular. Let Γ be the diagonal of P(S m ) × P(S m ). Then Γ is closed and Z = (g 1 × g 2 ) −1 (Γ) is a closed set in M consisting of points satisfying Saito's criterion, Theorem 2.1. 
Passing to the parameter space of hyperplane arrangements
Remark 2.2.
Our results shed light on the search for counterexamples to Terao's conjecture. Constructing a sequence of free hyperplane arrangements with a non-free limit in V(L) would provide a counterexample. Theorem 1.1 shows that such a family cannot exist.
