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Chapter 1
Introduction
1.1 Testable implications of economic models
The investigation of the testable implications of economic models is a research
programme to understand what economic models say about observable data.
Specifically, for a given model, we seek to characterise observable data to deter-
mine that what types of data can be derived from the model and what types of
data cannot. In other words, we seek to determine what observable phenomena
are ruled out by the model.
As a simple example, consider the situation in which a consumer chooses a
commodity bundle under particular market prices. Figures 1.1 and 1.2 depict
two different choice behaviours; in each case, xt indicates the chosen bundle
under the market price pt for t = 1, 2.
It is clear that the choice behaviour depicted in Figure 1.1 can be interpreted
as the consumer choosing the bundles that maximise his locally non-satiated
utility function under the budget constraints. By contrast, the choices in Figure
1.2 never arise from utility maximising behaviour with a locally non-satiated
utility function. The reason is simple. The fact that the consumer chooses
x1 when the market price is p1 implies that, under the utility maximisation
hypothesis, the consumer prefers any other bundles that are affordable to him.
Specifically, the local non-satiatedness of the utility function implies that x1 is
strictly preferred to x2 since the cost of consuming x2 is strictly less than that
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of x1 under p1. However, similar inspection reveals that x2 is strictly preferred
to x1, as the cost of consuming x1 is strictly less than that of x2 under p2, and
x2 is chosen over x1.
The above discussion shows that the model of maximising a locally non-
satiated utility function divides observable choice behaviour into two categories:
one that includes choices that can arise from the model and another that in-
cludes choices that cannot arise from the model. In other words, the utility
maximisation model with a locally non-satiated utility function rules out the
choice behaviour such as that depicted in Figure 1.2. This is, therefore, under-
stood as an implication given by the utility maximisation model. Importantly,
the implication is given on something that can be seen: a set of pairs of a market
price and a commodity bundle. Thus, it is called a testable implication.
In general, economic models are built upon a combination of several hy-
potheses and assumptions that are unobservable even in principle: consumers
choose commodity bundles to maximise their utilities, a consumer’s preference
is represented by a function with certain properties, and so forth. Investigating
the testable implications of a model visualises how these unobservable assump-
tions are restrictive by showing what observable phenomena are ruled out by
the model. Of course, a different set of assumptions yields different testable
implications. Comparing testable implications from different models provides
an objective indication of the relative strength of the assumptions employed in
the models.
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1.2 Testable implications and revealed prefer-
ence
Revealed preference theory provides a way to investigate the testable impli-
cations of economic models. The theory first appears in Samuelson [40], who
investigates an agent’s consumption behaviour. The idea is quite simple; if a
consumer chooses a commodity bundle, say x, while another commodity bun-
dle, say y, could be chosen, then we can infer that the consumer thinks that
x is at least as good as y. In this case, we say that x is revealed preferred to
y. That is, we think that a consumer’s decision provides us with information
on his preferences. Furthermore, Samuelson required a choice behaviour to be
consistent with utility maximising behaviour, now known as the Weak Axiom
of Revealed Preference (WARP), by stating, “if an individual selects batch one
over batch two, he does not at the same time select two over one” (p.65). In
the more recent terminology, “if x is revealed preferred to y, y is not revealed
preferred to x.”1
Samuelson’s requirement was partially correct; a consumer’s choice behaviour
is consistent with utility maximising behaviour if and only if the choice be-
haviour satisfies WARP when the number of commodities is two. For the cases
in which there are more than three commodities, satisfying WARP is neces-
sary, but not sufficient, for the choice behaviour to be consistent with utility
maximising behaviour.
Subsequently, Houthakker [31] solves this problem by proposing a require-
ment for choice behaviour that is stronger than WARP, now known as the Strong
Axiom of Revealed Preference (SARP). Hauthakker recognised the need to ex-
tend revealed preference relations to “indirect” revealed preference relations.
We say a commodity bundle x is indirectly preferred to a commodity bundle y
if there exists a sequence of commodity bundles x1, x2, . . . , xk such that x = x1,
xk = y, and xi is revealed preferred to xi+1 for i = 1, 2, . . . , k− 1. Then, SARP
requires that “if x is indirectly revealed preferred to y, y is not revealed preferred
to x.”
1Samuelson originally used the term “selected over” instead of “revealed prefer”. However,
the latter terminology has been selected over the original terminology.
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The above expositions are based upon a demand function, that is, they
begin with complete information on a consumer’s choice behaviour under any
possible market prices. Afriat [1], however, adopts a different approach. The
assumption here is that only a finite set of price and commodity combinations
is observed, and Afriat presents two sets of conditions that are equivalent to
the finite set of price and commodity combinations being consistent with utility
maximising behaviour: cyclical consistency and the solvability of the Afriat
inequality. Later, Varian [53] translates Afriat’s results into the language of
revealed preference theory and shows that cyclical consistency is equivalent to
the Generalised Axiom of Revealed Preference (GARP).
Those studies given in Afriat, Varian, and others are motivated by a prac-
tical consideration. However, several scholars have abstracted the theory to
incorporate an agent’s choice behaviour that is not necessarily choices of com-
modity bundles under budget constraints. Arrow [7] is the first attempt at such
an abstraction: he employs a “choice function” rather than a demand func-
tion or a finite set of price and commodity combinations to describe an agent’s
choice behaviour. Richter [38] shows that a property named the congruence
axiom is necessary and sufficient for a choice function to be rationalised by a
well behaved binary relation (a preference relation). Sen [43, 44] extensively in-
vestigates the properties of choice functions and clarifies relationships between
those properties and the rationalisability of choice functions. Note that the
original intention of this abstraction is to extract the pure effect of assuming
that “consumers choose objects which are the most preferred among what is
available to him” on testable implications by no longer imposing any structure
on choice objects. Thus, the abstraction should not be considered an extension
of applicability.
The first attempt at applying the revealed preference approach to a model
with multiple agents was made by Brown and Matzkin [15], who report the
testable implications of competitive equilibrium. Previous works had obtained
negative results for the testable implications of the general equilibrium model.
The so-called the Sonnenschein-Mantel-Debreu theorem shows that for any con-
tinuous function that satisfies homogeneity of degree zero and Walras’ law, we
can find an economy for which the aggregate excess demand function coincides
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with the continuous function, and any compact set of prices can be seen as a set
of equilibrium prices of some economy. Mas-Colell et al. [33] evaluate this as fol-
lows: “Anything satisfying the few properties that we have already shown must
hold, can actually occur.” (p.598) Brown and Matzkin [15], however, adopt a
quite different approach. They examine the equilibrium manifold rather than
the market excess demand function and provide a positive result regarding the
testable implications of the general equilibrium model.
Since Brown and Matzkin’s work, several investigations of the testable im-
plications of models with multiple agents have appeared. Snyder [45, 46] follows
Brown and Matzkin’s method and explores the testable implications of public
good production, and household consumption behaviour. Bachmann [8, 10, 9]
uses the dual data of Brown and Matzkin and clarifies the testable implications
of the core of an exchange economy. For household consumption behaviour,
there is a series of rigorous investigations by Cherchye et al. [21, 22, 23].
There are also some works on strategic environments that employ the re-
vealed preference approach. Sprumont [46] is the first treatment on the re-
vealed preference test for Nash equilibrium. In that work, an abstract choice
environment is used to clarify the testable implications of Nash equilibrium in
strategic game form. Specifically, the subject of this investigation is a “collec-
tive choice function” that describes the collective choice made by the agents
in question, and the paper seeks conditions for the collective choice function
to be rationalised as Nash equilibria of some strategic-form game. Ray and
Zhou [37] explore a similar problem for subgame perfect Nash equilibrium of
an extensive-form game. A subsequent paper by Lee [32] clarifies the testable
implications of Nash equilibrium of a particular subclass of game, namely, a
two-person zero-sum game.
1.3 Arrangement of the dissertation
In this dissertation, we mainly focus our expositions on the testable implica-
tions of economic models with multiple agents, which are provided in chapters
from 3 to 5. Preceding to them, we begin with preliminary chapter, Chapter
2, which reviews some basic notions of revealed preference theory using models
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with a single agent. This chapter is intended to provide well-known results in
the literature that are especially relevant to our expositions in the subsequent
chapters. Chapter 3 concerns the testable implications of the market model.
Our main results are on the testable implications of the core of a cooperative
market games with transferable utility (TU market game). Specifically, we an-
swer the following question: when can we justify observed allocations as a result
of agents choosing the core allocations in some TU market game? We divide our
exposition into two distinct situations: when initial endowments are observed
and when initial endowments are not observed. In the situation in which ini-
tial endowments are observed, we provide a necessary and sufficient condition
for observed allocations to be seen as the core allocations. We also show the
differences between the testable implications of the TU core and the NTU core
through numerical examples. In the situation in which initial endowments are
not observed, however, the core is non-refutable. Thus, we impose additional
assumptions on agents’utility functions: smoothness and strict concavity. By
these additional assumptions, we can retain non-vacuous testable implications
of the core. We prove that even with such assumptions, the core and the Pareto
optimal allocations become observationally equivalent when initial endowments
are not observed. The chapter is based on Agatsuma [3].
Chapter 4 is based on Agatsuma [2], who investigates the testable implica-
tions of no-envy allocations. For an observed allocation data, we seek for what
conditions must be satisfied by the data in order to rationalise that the data
is consistent with the no-envy allocations. To achieve our goal, we follow the
method used in Brown and Matzkin [15] and Snyder [45, 46], which consists of
two steps. First, we present a system of inequalities, the solvability of which is
equivalent to rationalisation. Then, we apply the Tarski-Seidenburg theorem to
the system of inequalities to obtain quantifier-free conditions for rationalisation
for the case when the allocation data consist only of two allocations. We also
address the testable implications of the no-envy and efficient allocations and
show that efficiency places no further observable restrictions on non-envyness
when the number of each agents and observations is two. Through a numerical
example, we demonstrate that these conditions are not vacuous.
In Chapter 5, we turn to analysing exact and ordinal potential games from
1.3. ARRANGEMENT OF THE DISSERTATION 13
the viewpoint of revealed preference. In contrast to the previous two chapters,
this chapter considers an abstract choice setting, the subject of investigation
of which is a “collective choice function.” In general, a direct product of the
feasible sets of agents is said to be a joint action set. A collective choice function
defined on all possible joint action sets is Nash rationalisable, if for every joint
action set, its value can be seen as the set of Nash equilibria. We provide two
sets of necessary and sufficient conditions for a given collective choice function
to be rationalised by some potential game; one requires the existence of a con-
gruent selection from a joint choice function, while the other requires cyclical
consistency on a type of aggregate revealed preference. Our result also shows
that if a joint choice function is consistent with the Nash equilibrium of some
potential game, then it cannot be consistent with the Nash equilibrium of any
non-potential game. This chapter is based on Agatsuma et al. [4]

Chapter 2
An overview of revealed
preference
This chapter reviews some basic notions of revealed preference theory. Our
aim is to provide some preliminary results in the literature that are especially
relevant to our expositions in the subsequent chapters. Thus, this chapter is not
(and is not intended to be) an exhaustive survey of the literature.
This chapter is divided into two parts. The first part addresses revealed
preference theory on consumption data when a single consumer chooses com-
modity bundles under certain market prices. The second part introduces a more
abstract individual choice setting.
2.1 Revealed preference on consumption data
In this section, we focus our attention on revealed preference theory for con-
sumption data. Let L be a finite set of commodities. A consumption bundle is
a vector x ∈ RL+ that indicates how much of each commodity is consumed. For
two vectors p, x ∈ RL, we denote ⟨p, x⟩ =
∑
ℓ pℓxℓ as the inner product of p and
x. If p ∈ RL++ is a market price and x ∈ RL+ is a consumption bundle, ⟨p, x⟩
shows the market value of the bundle x under the price p.
Suppose that we have a consumption data set for single consumer {(pt, xt)}Tt=1
with pt ∈ RL++, xt ∈ RL+. The interpretation of the data set is simple; we ob-
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serve the consumer’s choice of the commodity bundle xt under the market price
pt. Our concern is when this data set can be regarded as if it is generated from
utility maximisation. In other words, we are interested in when we can ratio-
nalise the data set such that the consumer chooses commodity bundle that is
the best he can choose under the observed market prices.
Definition 2.1. A consumption data set {(pt, xt)}Tt=1 is rationalisable by a
utility function u : RL+ → R if for each t = 1, 2, . . . , T , ⟨pt, xt⟩ ≥ ⟨pt, x⟩ implies
u(xt) ≥ u(x).
We also say that a data set {(pt, xt)}Tt=1 is rationalisable if there is a utility
function u : RL+ → R such that the data are rationalisable by the utility function.
Notice that without any restriction on the space of utility functions that we
seek, any data set is rationalisable: take u(·) as a constant function. Therefore,
we need some assumptions on rationalising utility functions to obtain meaningful
testable implications of the utility maximisation model. The following result is
due to Afriat [1]:
Theorem 2.1 (Afriat [1]). The following statements are equivalent.
1. A consumption data set {(pt, xt)}Tt=1 is rationalisable by a locally non-
satiated utility function u(·).
2. (Cyclical Consistency) For any sequence t1, t2, . . . , tk, if the following in-
equalities hold
⟨pt1 , xt1⟩ ≥ ⟨pt1 , xt2⟩, ⟨pt2 , xt2⟩ ≥ ⟨pt2 , xt3⟩, . . . , ⟨ptk , xtk⟩ ≥ ⟨ptk , xt1⟩
(2.1.1)
then they hold with equality.
3. (The Afriat Inequality) There exist numbers ut ∈ R and θt ∈ R++ for
each t = 1, . . . , T such that
us − ut ≤ θt⟨pt, xs − xt⟩ (2.1.2)
holds for any pair of s, t = 1, . . . , T .
4. A consumption data set {(pt, xt)}Tt=1 is rationalisable by a continuous,
monotonic, and concave utility function u(·).
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The importance of each equivalence is summarised as follows.
The equivalence between 1 and 2 is related to refutability. The result char-
acterises consumption data that cannot be rationalised; those data that have
a “cycle” with at least one strict inequality in (2.1.1) cannot be rationalised.
Thus, it shows what is ruled out by the model. In other words, the result
characterises those potential data that refute the model.
The equivalence between 1 and 3 is related to consistency. It means that
the rationalisability of a consumption data set is equivalent to the solvability
of the system of inequalities given (2.1.2). We can understand this result as
characterising what type of consumption data are consistent with the model;
those data that have a solution for (2.1.2) are rationalisable. Notice that by this
equivalence, we can reduce the space for which we are searching. The definition
of rationalisability requires searching for a set of utility functions to determine
if there is a utility function in the set by which the consumption data under
consideration are rationalised. The result says, however, that to verify whether
the data are rationalisable, we only need to find at most finitely many real
numbers.
Finally, the equivalence between 1 and 4 is related to observational equiva-
lence. It clarifies what assumptions are indistinguishable from observable choice
behaviour. The equivalence implies that if we know that the consumption data
are rationalisable, then there must be at least one rationalising utility function
with continuity, monotonicity, and concavity. In other words, we cannot dis-
tinguish assumptions on utility functions, namely local non-satiation alone or
the combination of continuity, monotonicity, and concavity, from a consumer’s
choice behaviour.
In Varian [53], it is shown that cyclical consistency is equivalent to a revealed
preference axiom. To state this formally, we need the following concept.
Definition 2.2. For a given consumption data set {(pt, xt)}Tt=1, we define the
following binary relations:
• xtRxs ⇐⇒ ⟨pt, xt⟩ ≥ ⟨pt, xs⟩. In such a case, we say that xt is directly
revealed preferred to xs.
• xtPxs ⇐⇒ ⟨pt, xt⟩ > ⟨pt, xs⟩. In such a case, we say that xt is strictly
18 CHAPTER 2. AN OVERVIEW OF REVEALED PREFERENCE
directly revealed preferred to xs.
In general, for a binary relation B, we define T (B) as the transitive closure of
B. Thus,
• xtT (R)xs ⇐⇒ there exists a sequence of t1, t2, . . . , tm such that
– xt = xt1 , xs = xtm ,
– xt1Rxt2 , xt2Rxt3 , . . . , xtm−1Rxtm .
In such a case, we say that xt is indirectly revealed preferred to xs.
The interpretation of each binary relation is clear. If xtRxs, we have ⟨pt, xt⟩ ≥
⟨pt, xs⟩. That is, xs could be chosen when xt is actually chosen. Therefore, from
this behaviour, we can infer the consumer’s preference that xt is preferred to
xs. The relation P has a similar interpretation.
Definition 2.3 (The Generalised Axiom of Revealed Preference (GARP)). A
consumption data set {(pt, xt)}Tt=1 satisfies the Generalised Axiom of Revealed
Preference (GARP) if
xtT (R)xs =⇒ not xsPxt.
It seems trivial that GARP and cyclical consistency are equivalent. However,
the GARP formulation has an advantage from a computational point of view. To
see this, notice that GARP can also be written as “xtT (R)xs implies ⟨ps, xx⟩ ≤
⟨pt, xt⟩.” Therefore, determining whether the consumption data satisfy GARP
is a quite easy task once we know the transitive closure T (R) of R. Indeed, we
can apply the simple algorithm provided in Varian [52] to compute T (R).1
Remark 2.1. By using the binary relations defined above, we also can state the
Weak Axiom of Revealed Preference (WARP) of Samuelson [40] and the Strong
Axiom of Revealed Preference (SARP) of Hauthakker [31] in this formulation.
• WARP: xtRxs =⇒ not xsPxt.
• SARP: xtT (R)xs and xt ̸= xs =⇒ not xsRxt.
1Varian [52] also shows an algorithm that checks whether a consumption data set satisfies
GARP.
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It is easy to see that SARP implies GARP and GARP implies WARP (but not
vice versa). The difference between SARP and GARP is the multi-valuedness
of the demand function; if we would like to rationalise a consumption data set
with a utility function with a single-valued demand function, we would need to
require SARP rather than GARP (see Chambers and Echenique [18]).
2.1.1 Form of utility functions
In classical consumer theory, we often assume that a consumer’s utility function
has additional properties. Then, we are reasonably interested in what testable
implications are added by such properties. In what follows, we present four re-
sults that are relevant to testable implications from particular utility functional
forms: homotheticity, weak separability, quasi-linearity, and smoothness and
strict concavity.
Homotheticity
Let us begin with homotheticity; that is, what testable implications are
additionally imposed if we require the rationalising utility functions to be ho-
mothetic.
Formally, we say that a utility function u : RL+ → R is homothetic if for each
x, y ∈ RL+ and α > 0, we have u(x) ≥ u(y) if and only if u(αx) ≥ u(αy).
A consequence of assuming that a utility function is homothetic is that its
indifference curves have the same slope along the ray from the origin (see Figure
2.1). The implication of this consequence is that once we know one particular
indifference curve, we can understand all indifference curves.
There is another consequence of assuming homotheticity, namely, the result-
ing indirect utility function has a Gorman form. We say that an indirect utility
function v(p, I), where p and I denote a market price and a consumer’s income,
respectively, has a Gorman form if there exist functions of price, a(p) and b(p),
such that v(p, I) = a(p) + b(p)I. This consequence is quite important for ag-
gregating the demands of consumers in an economy because if all consumers in
the economy have indirect utility functions that have Gorman form, and their
income coefficients, that is b(p), are the same, then the aggregate demand in the
economy is dependent only on market prices and aggregate incomes; the distri-





bution of the agents’ income in the economy does not matter.2 Since in practice,
it is often difficult to obtain information on individual income, such a property
eases our investigation of market (not individual but aggregate) demand.
The essence of testable implications imposed by homotheticity can be in-
ferred from Figures 2.2 and 2.3. The figures depict a consumption data set
{(p1, x1), (p2, x2)} that satisfies GARP; hence, it is rationalisable. However,
any rationalising utility function must not be homothetic. To see why, consider
the expansion path that goes through x2. If the consumer’s utility function
is homothetic, the expansion path becomes a straight line from the origin, as
depicted in Figure 2.3. Suppose that the consumer’s income is scaled down
such that his budget line passes y in Figure 2.3 when he faces the market price
p2. In such a situation, the consumer must choose y as the utility-maximising
consumption bundle, but this choice violates GARP (it violates even WARP).
Indeed, we have ⟨p1, x1⟩ = ⟨p1, y⟩, so xRy, while ⟨p2, y⟩ > ⟨p2, x1⟩, and thus,
yPx1.
The above discussion shows that we need to strengthen GARP to ensure
the existence of homothetic utility functions that rationalise the data. The
following exposition is due to Varian [53]. In what follows, we assume that the
observed prices in the consumption data set {(pt, xt)}Tt=1 are normalised such
2In fact, this is also sufficient; if the aggregate demand in an economy is dependent only on
market prices and aggregate incomes, then all consumers in the economy have indirect utility
functions that have Gorman form, and their income coefficients are the same.


















that ⟨pt, xt⟩ = 1.3
Definition 2.4 (The Homothetic Axiom of Revealed Preference (HARP)). A
consumption data set {(pt, xt)}Tt=1 satisfies the Homothetic Axiom of Revealed
Preference (HARP) if for any sequence t1, t2, . . . , tm, we have
⟨pt1 , xt2⟩⟨pt2 , xt3⟩ · · · ⟨ptm , xt1⟩ ≥ 1
Theorem 2.2 (Varian [53]). The following statements are equivalent.
1. A consumption data set {(pt, xt)}Tt=1 is rationalisable by a locally non-
satiated and homothetic utility function u(·).
2. A consumption data set satisfies HARP
3. There exist numbers ut ∈ R for each t = 1, . . . , T such that
ut ≤ us⟨ps, xt⟩
holds for any pair of s, t = 1, . . . , T .
4. A consumption data set {(pt, xt)}Tt=1 is rationalisable by a continuous,
monotonic, concave, and homothetic utility function u(·).
Weak separability
3With this normalisation, we need to exclude the possibility of the consumption bundles
being zero vectors. If we want to include this possibility, a non-normalised version of the expo-
sition should be made. However, the same equivalence as given in Theorem 2.2 is ultimately
obtained (see Chambers and Echenique [18]).
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The next subject is weak separability. Let us divide the set of commodities L
into two subsets L1 and L2 with L1∪L2 = L and L1∩L2 = ∅. A utility function
u : RL1+ ×R
L2
+ → R is weakly separable in L2 if there exist functions v : R
L2
+ → R
and w : RL1+ ×v(R
L2
+ ) → R strictly increasing in the second argument, such that
u(x1, x2) = w(x1, v(x2)) for all (x1, x2) ∈ RL1 × RL2+ .
Separability reflects the idea of grouping commodities of a similar nature
(for example, beef, chicken, and pork form a group of meats) and analysing
their demand in isolation. Such isolation greatly simplifies demand analysis and
is unavoidable in empirical work.
Let us express a consumption data set {(pt, xt)}Tt=1 = {(pt1, pt2;xt1, xt2)}Tt=1
according to the division of the commodity set L described in the previous
paragraph.4 If the data are rationalisable by a weakly separable utility func-
tion, the entire data set {(pt1, pt2;xt1, xt2)}Tt=1 obviously satisfies GARP. Moreover,
the “subdata” {(pt2, xt2)}Tt=1 must also satisfy GARP. To see why, notice that if
(xt1, x
t
2) maximises a weakly separable utility function u(x1, x2) = w(x1, v(x2))




2 solves the following maximisation prob-
lem:
max v(x) s.t. ⟨pt2, x⟩ ≤ ⟨pt2, xt2⟩.
Indeed, if there exists x̄ ∈ RL1+ with ⟨pt2, x̄⟩ ≤ ⟨pt2, xt2⟩ and v(x̄) > v(xt2), we have
u(xt1, x̄) = w(x
t









where the inequality holds because of the strict monotonicity of w(xt1, ·). Fur-
thermore, we have ⟨(pt1, pt2), (xt1, x̄)⟩ = ⟨pt1, xt1⟩ + ⟨pt2, x̄⟩ ≤ ⟨pt1, xt1⟩ + ⟨pt2, xt2⟩ =
⟨(pt1, pt2), (xt1, xt2)⟩. However, this contradicts (xt1, xt2) being a maximising choice
of the weakly separable utility function u(x1, x2) = w(x1, v(x2)) given the mar-
ket price (pt1, p
t
2).
Unfortunately, these are only necessary conditions and not sufficient. The
missing part is, roughly speaking, to relate two sets of GARP (GARP on the
entire data set and GARP on the “subdata”) in a certain manner through the
Afriat inequalities that they associate. The formal characterisation is as follows.
Theorem 2.3 (Varian [53]). The following statements are equivalent.
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1. A consumption data set {(pt1, pt2;xt1, xt2)}Tt=1 is rationalisable by a utility
function u(·) that is concave, continuous, monotonic, and weakly separable
in L1.
2. There exist numbers vt, wt ∈ R and λt, µt > 0 for each t = 1, . . . , T such
that
ws − wt ≤ λt⟨pt1, xs1 − xt2⟩+
λt
µt
(vs − vt) (2.1.3)
vs − vt ≤ µt⟨pt2, xs2 − xt2⟩ (2.1.4)
holds for any pair of s, t = 1, . . . , T .
3. The data set {(pt2, xt2)}Tt=1 satisfies GARP, and there is a solution to
(2.1.3) and (2.1.4), vt and µt, such that {(pt1, 1/µt;xt1, vt)}Tt=1 satisfies
GARP.
Remark 2.2. Notice that according to the characterisation in Theorem 2.3,
rationalising utility functions are required to be concave. Quah [36] develops
this result for the case of rationalisation by weakly separable but non-concave
utility functions and shows that there exists a consumption data set that admits
weakly separable rationalisation, but rationalising utility functions can never be
concave (or even quasi-concave).
Quasi-linearity
Many economic models assume that utility functions are quasi-linear. Recall
that a utility function is quasi-linear if it is of the form u(x)+ y for x ∈ RL+ and
y ∈ R.5 The “(|L| + 1)-st commodity”, the amount of which is denoted y, is
called the numeraire.
Quasi-linearity means that the utility from a commodity bundle x, u(x) is
measured in terms of the numeraire (typically money). If the utilities of con-
sumers in an economy are measured in the same units, utilities become transfer-
able by transferring the numeraire. This fact provides theoretical background
for cooperative game theory. It is also known that if consumers in an econ-
omy have quasi-linear utility functions, the consumer surplus becomes a valid
5This implicitly assumes that the preference of a consumer is defined on RL+ × R.
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measure of welfare, and thus, quasi-linearity is also considered an important as-
sumption for partial equilibrium models. Finally, indirect utility functions from
quasi-linear utility functions have Gorman form.
Definition 2.5. A consumption data set {(pt, xt)}Tt=1 is quasi-linear rational-
isable by a subutility function u : RL+ → R if there exist yt > 0 and I > 0 such
that u(x) + y ≤ u(xt) + yt whenever ⟨pt, x⟩+ y ≤ I.
The following result is due to Brown and Calsamiglia [14]
Theorem 2.4 (Brown and Calsamiglia [14]). The following statements are
equivalent.
1. A consumption data set {(pt, xt)}Tt=1 is quasi-linear rationalisable by a
concave, continuous, and monotonic subutility function u(·).
2. There exist numbers ut > 0 for each t = 1, . . . , T such that
us − ut ≤ ⟨pt, xs − xt⟩
holds for any pair of s, t = 1, . . . , T .
3. A data set {(pt, xt)}Tt=1 satisfies cyclically monotonicity; for any sequence
of t1, t2, . . . , tm, we have
⟨pt1 , xt2 − xt1⟩+ ⟨pt2 , xt3 − xt2⟩+ · · ·+ ⟨ptm , xt1 − xtm⟩ ≥ 0.
Remark 2.3. Notice that for quasi-linear rationalisation specified as above,
consumption of the numeraire yt is assumed to be strictly positive. In Cham-
bers and Echenique [18], a variant of the exposition that allows consumption
of the numeraire to be negative is provided. In such a case, the observational
equivalence of concave and non-concave subutility functions is achieved.
Smoothness and strict concavity
The last subject of our review on the form of utility functions is smoothness
and strict concavity. We have seen that Afriat’s theorem (Theorem 2.1) guaran-
tees that if a consumption data set is rationalisable, there must be a rationalising
utility function that is concave. However, the rationalising utility function need








not be strictly concave. Consequently, the existence of a demand function is not
assured; all that is guaranteed is demand correspondence. It is also true that
in both theoretical and applied works, the differentiability of utility functions is
frequently assumed to obtain a differentiable demand function. Motivated by
these considerations, Chappori and Rochet [24] provide a revealed preference
test for rationalising utility functions to be smooth and strictly concave.
To understand the intuition behind rationalisation by smooth utility func-
tions, consider the consumption data set depicted in Figure 2.4. For a utility
function to rationalise the data, it must be true that its indifference curve and
budget lines under p1 (and p2) intersect at x1 = x2. Hence, the indifference
curve must have a kink at that point, which means that the utility function is
not differentiable.
The above examination suggests a necessary condition for rationalisation by
a smooth utility function: ps ̸= pt implies xs ̸= xt. According to Chappori and
Rochent [24], this together with SARP, is also a sufficient condition.
Theorem 2.5 (Chappori and Rochent [24]). The following statements are
equivalent.
1. A consumption data set {(pt, xt)}Tt=1 is rationalisable by a monotone,
smooth, and strongly concave utility function u(·).
2. There exist numbers ut and θt for each t = 1, . . . , T such that
us − ut < θt⟨pt, xs − xt⟩ if ps ̸= pt,
xs = xt, us = ut, λs = λt if ps = pt
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holds for any pair of s, t = 1, . . . , T .
3. A data set {(pt, xt)}Tt=1 satisfies the strong version of the Strong Axiom
of Revealed Preference (SSARP), that is, it satisfies SARP, and ps ̸= pt
implies xs ̸= xt.
2.2 Revealed preference for abstract choice
Our next task is to describe revealed preference theory in an abstract choice
setting. Recall that in the previous section, consumers were assumed to choose
commodity bundles in a finite-dimensional Euclidean space, that is, x ∈ RL+.
In contrast, the present section addresses the case in which consumers’ choice
objects need not have such a structure. Through this investigation, we can
understand whether our assumption that “consumers choose objects that are
the best among what is available to them” has testable implications even if we
do not impose any structure on the choice objects.
Formally, let us denote X as a set of all objects that can possibly be chosen.
The set can be anything. Let us fix S ⊆ 2X \ {∅}. We call each element S of S
a budget. The choice function is a multi-valued function f : S → 2X \ {∅} that
satisfies f(S) ⊂ S. Note that the value of f need not be in S.
Intuitively, a choice function corresponds the notion of data. It describes the
choices made by an economic agent, f(S), when facing different sets of feasible
alternatives S ∈ S. Indeed, for a given consumption data set {(pt, xt)}Tt=1 in
the previous section. We can embed the investigations in the previous section
into the framework of the present section by allowing
• St = {x ∈ RL+ | ⟨pt, x⟩ ≤ ⟨pt, xt⟩},
• S = {St | t = 1, 2, . . . , T},
• f(S) = {xt | t with St = S}.
Let us recall some properties and terminologies of binary relations. A binary
relation B on X is
• complete if for all x, y ∈ X, at least either xBy or yBx holds,
• reflexive if for all x ∈ X, xBx holds,
2.2. REVEALED PREFERENCE FOR ABSTRACT CHOICE 27
• transitive if for all x, y, z ∈ X, xBy and yBz implies xBz, and
• a preference relation if it is complete, reflexive, and transitive.
For a given choice function f(·), a binary relation B rationalises the choice
function if
f(S) = {x ∈ X | ∀y, xBy}
for all S ∈ S. 6
First, we consider for a given choice function f(·), when we can find a pref-
erence relation that rationalises the choice function. The following exposition is
given by Richter [38].
For a given choice function f(·), define a binary relation V as follows:
xV y ⇐⇒ ∃S ∈ S, x, y ∈ S, and x ∈ f(S).
We say that x is directly revealed preferred to y if xV y. Notice that a similar
interpretation to the binary relation R defined in the previous section can be
made; x, y ∈ S and x ∈ f(S) means that the individual chooses x in a situation
in which he could have chosen y, and this behaviour reveals his preferences over
x and y. As we have done in the previous subsection, we denote T (V ) as the
transitive closure of V . We say that x is indirectly revealed preferred to y if
xT (V )y.
Definition 2.6 (The congruence axiom). A choice function f(·) satisfies the
congruence axiom if the following holds:
x, y ∈ S, x ∈ f(S), yT (V )x =⇒ y ∈ f(S).
The congruence axiom states that if x is chosen from a budget that also
contains y, and y is indirectly revealed preferred, then y is also chosen from the
budget.
6We could think of the other possible form of rationalisability, that is, weak rationalisation
by requiring
f(S) ⊆ {x ∈ X | ∀y, xBy}.
Indeed, the previous section primarily explored weak rationalisation since rationalising utility
functions can possess multi-valued demand functions (except in the case of smooth utility
functions). It is worth emphasising that our prime concern here is to extract the pure effect
of choice behaviour of choosing the best from what is available; this rationalisability (not
weak rationalisability) is more suitable, while weak rationalisability is better suited to applied
works.
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Theorem 2.6 (Ricter [38]). A choice function f(·) is rationalised by a prefer-
ence relation if and only if it satisfies the congruence axiom.
2.2.1 The congruence axiom and the axioms of revealed
preference
We can relate the congruence axiom and the axioms of revealed preference. Note
that in the formulation of abstract choice, the axioms of revealed preference are
defined as follows (see also Remark 2.1). Let us define a binary relation W as
xWy ⇐⇒ ∃S ∈ S, x, y ∈ S, x ∈ f(S), y /∈ f(S).
Then,
• WARP: xV y =⇒ not yWx.
• GARP: xT (V )y =⇒ not yWx.
• SARP: xT (V )y and x ̸= y =⇒ not yV x.
First, we state an important fact as follows.
Proposition 2.1. A choice function f(·) satisfies the congruence axiom if and
only if it satisfies GARP.
Proof. Suppose that f(·) satisfies the congruence axiom and that xT (V )y. As-
sume, on the contrary, that we have yWx. Then, there must exist S ∈ S such
that x, y ∈ S, y ∈ f(S), and x /∈ f(S). However, since x, y ∈ S, y ∈ f(S), and
xT (V )y, the congruence axiom implies that x ∈ f(S), which is a contradiction.
For the other direction, suppose that f(·) satisfies GARP and that there are
x, y ∈ X and S ∈ S such that x, y ∈ S, x ∈ f(S), yT (V )x. We need to show
that y ∈ f(S) for the congruence axiom to be valid. Suppose that this is not the
case, that is, y /∈ f(S); then, we have xWy. However, this contradicts GARP,
as we assumed that yT (V )x.
Since WARP is a weaker condition than GARP, Theorem 2.6 and Proposition
2.1 imply that WARP is insufficient to guarantee the existence of a preference
relation that rationalises a choice function. This weakness can be addressed by
requiring that S contain a sufficiently rich family of budgets. To be precise,
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define S3 ⊆ 2X \ {∅} as a non-empty set of budgets, the elements of which are
at most three, that is
S3 = {S ∈ 2X \ {∅} | |S| ≤ 3}.
The following result is originally shown by Sen [44] (see also Chambers and
Echenique [18]).
Theorem 2.7 (Sen [44]). Suppose that S3 ⊆ S. Then, a choice function f(·)
satisfies WARP if and only if it satisfies the congruence axiom.
Now we consider the following decomposition of WARP into two distinct
conditions. The names of the conditions first appeared in Sen [43].
Definition 2.7 (Property α). A choice function f(·) satisfies Property α if for
any S, S′ ∈ S with S ⊆ S′, we have f(S′) ∩ S ⊆ f(S).
Definition 2.8 (Property β). A choice function f(·) satisfies Property β if for
any S, S′ ∈ S with S ⊆ S′, if x, y ∈ f(S), then x ∈ f(S′) if and only if y ∈ f(S′).
Property α requires a certain property when a budget is “contracted”. It
states that any object that is chosen from a budget must be chosen from any
subset of the budget if it can be chosen. The requirement of Property β in a sense
addresses the opposite direction, that is, it requires a property when a budget
is “expanded”. This means that if two objects are chosen from a budget, then
one must not choose from a larger budget without the other being chosen. Sen
[43] describes these conditions as “Property α states that if the world champion
in some game is a Pakistani, then he must also be the champion in Pakistan,
while Property β states that if some Pakistani is a world champion, then all
champions of Pakistan must be champions of the world.”(p.384)
Theorem 2.8 (Sen [44]; see also Chambers and Echenique [18]). Suppose that
S3 ⊆ S. A choice function f(·) satisfies WARP if and only if it satisfies Prop-
erties α and β.
Remark 2.4. Sen [44] originally shows that Properties α and β are equivalent
to the weaker version of the congruence axiom, the weak congruence axiom,
which in turn, among other properties, is equivalent to WARP. It is also worth
noting that WARP implies Properties α and β without assuming S3 ⊆ S.
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Finally, we provide a relation between the congruence axiom and SARP.
Recall that SARP for a consumption data set corresponds to rationalisation
with a utility function with a single-valued demand function (see Remark 2.1).
A similar characterisation can be made for the present setting.
Proposition 2.2. Suppose that S3 ⊆ S. Suppose also that for all S ∈ S, we
have |f(S)| = 1. Then, the choice function satisfies the congruence axiom if
and only if it satisfies SARP.
Proof. In view of Theorem 2.7, it is sufficient to show that WARP implies SARP.
Note first that Sen [44] shows that WARP implies that V is transitive. Let us
assume that xT (V )y and x ̸= y. Since V is transitive, we have xV y, which
implies that, by WARP, not yWx. Suppose, on the contrary, that yV x holds.
Then, there exists S ∈ S such that x, y ∈ S and y ∈ f(S). Since |f(S)| = 1, we
have x /∈ f(S). This shows that yWx, which is a contradiction.
Chapter 3
Testable implications of the
core
This chapter deals with testable implications of the market model. Our main
focus is testable implications of the core on allocation data in cooperative market
games with transferable utility (TU market games). Specifically, we answer the
following question; when can we justify observed allocations as a result of agents
choosing the core allocations in some TU market game?
The transferable utility is regarded as an important assumption in both ap-
plied and theoretical works, although it is considered as a strong assumption.
The source of its popularity is that it simplifies the structure of Pareto optimal
allocations. Under the transferable utility assumption, an allocation is Pareto
optimal if and only if it maximises the total utility among players. The impor-
tant point is that the allocation of numeraire becomes independent of Pareto op-
timality; the optimality requirement only determines commodity allocation, and
numeraire allocation is determined if the core stability is additionally required.
In other words, under the transferable utility assumption, we can separate the
determination of commodity allocations and numeraire allocations.
From this perspective, it is reasonable that the transferable utility is receiv-
ing attention in the revealed preference literature. For example, Brown and
Calsamiglia [14] and Sákovics [39] investigate the testable implications of a con-
sumer having quasi-linear utility, which implies transferable utility, Cherchye et
31
32 CHAPTER 3. TESTABLE IMPLICATIONS OF THE CORE
al. [20] provides a revealed preference test on observational data for household’s
consumption behaviour to be consistent with Pareto optimality and transferable
utility, and Chambers and Echenique [17] characterise the core matchings of as-
signment games. In particular, in the market context, Bachmann [8] devotes
one section for the transferable utility specification.
To obtain testable implications of the core in TU market, we first follow the
set up given by Bachmann [9, 10], that is, we start our investigation when the
final allocations of commodities as well as the initial endowments are observed.
We show that the solvability of a particular system of inequalities is equivalent
to observed allocations can be rationalised as the core allocations (Theorem
3.3). The result is the TU counterpart of Bachmann [9]. We also show the
differences of the testable implications of the TU core that we obtained and the
NTU core that are given in Bachmann [9] through numerical examples.
We also consider the situation when initial endowments are not observed.
There is a substantial reason that the situation is worth considering, that is,
as Brown and Matzkin [15] points out, “it is often difficult to observe endow-
ment vectors” (p.1254). Hence, unobserved initial endowments case may fit
better for the empirical applications. We will see that in this situation, the
core rationalisability has no testable implications when subutility functions are
concave. Even if we impose strict concavity and smoothness on subutility func-
tions, the core rationalisation and the Pareto rationalisation are characterised
by the same system of inequalities (Proposition 3.1 for the TU case and Propo-
sition 3.2 for the NTU case). The result shows that the core allocations and the
Pareto optimal allocations are indistinguishable from observation, that is, they
are observationally equivalent if initial endowments are not observed.
The arrangement of this chapter is as follows. We begin with preliminary
section. First we introduce basic notions of market game, which will be em-
ployed in the main part of the section. Then we review some results which
relate testable implications of the market model, namely, testable implications
of competitive equilibrium given by Brown and Matzkin [15] and testable im-
plications of the NTU core given by Bachmann [8, 9, 10]. Section 2 contains
our main exposition in this chapter; testable implications of the core in the
TU market game are provided. The section is divided into two parts regarding
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Let N = {1, . . . , n} be a finite set of agents. A game is a set function v : 2N → R
with v(∅) = 0. Each subset A of N is called a coalition. v(A) represents the
worth of the coalition A. A preimputation is U ∈ RN which satisfies
∑
i∈N Ui =
v(N). The core of a game v, denoted c(v), is defined as
c(v) =
{
U ∈ RN |
∑
i∈A






A market M = (N,RL+, (ω, ξ), {ui(·)}i∈N ) consists of four elements. Each of
the components is interpreted as follows:
• RL+ is the commodity space,
• (ω, ξ) = (ωi, ξi)i∈N where (ωi, ξi) ∈ RL+ ×R is understood as a pair of the
initial endowment of commodities and numeraire,
• ui : RL+ → R+ is a continuous, concave, and increasing subutility function
for i.
Utility for player i who possesses xi ∈ RL+ of commodities and yi ∈ R of nu-
meraire is given by Ui(xi, yi) = ui(xi) + yi.





i∈A(ωi, ξi) holds. We denote XA as the set of feasible
commodity allocations for A.
Definition 3.1. A TU game (N, vM ) is called the market game generated by
M = (N,RL+, (ω, ξ), {ui(·)}i∈N ) if








In words, a TU game is the market game if the worth of each coalition is
given by the maximal total utility that the coalition can achieve.
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For a given feasible allocation for N , (x, y) ∈ XN , we say a coalition A ⊆
N blocks (x, y) if there is a feasible allocation for A, (x̄, ȳ) ∈ XA, such that
Ui(x̄, ȳ) > Ui(x, y) for all i ∈ A. Then we say (x, y) ∈ XN is a core allocation if
there is no coalition A which blocks (x, y).
It is well known that under our assumption that the subutility functions
are continuous, concave, and increasing, the market game generated by M , vM ,
becomes superadditive.1 Consequently, (x, y) ∈ xN is a core allocation if and
only if the preimputation derived from utility values from the allocation is in the
core of the market game generated by M . We adopt this fact as the definition
of the core allocation of the market.
Definition 3.2. For a given market M = (N,RL+, (ω, ξ), {ui(·)}i∈N ), a feasible
allocation (xi, yi)i∈N for N is a core allocation if
(Ui(xi, yi))i∈N ∈ c(vM ).
3.1.2 Some previous results
The first study which takes the revealed preference approach to the market
model is Brown and Matzkin [15]. It gives positive result on the existence of
testable implications of competitive equilibrium.
As we have stated in Introduction, negative results on the existence of
testable implications of competitive equilibrium are established. So called the
Sonnenschein-Mantel-Debreu theorem shows that for any continuous function
which satisfies homogeneity of degree zero and Warlas’ law, we can find an
economy whose aggregate excess demand function coincides with the continu-
ous function, and any compact set of prices can be seen as a set of equilibrium
prices of some economy. The theorem is obtained because, before Brown and
Matzkin’s work, the object of the investigation of testable implications was the
aggregate market demand. Brown and Matzkin, on the other hand, took quite
different approach. They employed finite set of price and endowment combina-
tions as a data, and applied the revealed preference technique. This means that
they sought for testable implications on the equilibrium manifold rather than
the market aggregate demand.
1That is, for all A,B ⊆ N with A ∩B = ∅, we have vM (A) + vM (B) ≤ vM (A ∪B).
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Formally, let us suppose that we have a data set {pt, ωt}Tt=1 which consists
of
• the market price pt ∈ RL++ for each time period t = 1, . . . , T and
• the initial endowments ωt = (ωti)i∈N ∈ (RL+)N for each time period t =
1, . . . , T .
We refer the data set {pt, ωt}Tt=1 as the price-endowment data.
Brown and Matzkin [15] seeks for a condition, on a price-endowment data,
under which each observed market price pt is competitive equilibrium price of
some exchange economy with initial endowment is ωt. Note that for an exchange
economy (N,RL+, ω, {ui(·)}i∈N ), p ∈ RL++ is a competitive equilibrium price if






• for all i ∈ N , if ⟨p, y⟩ ≤ ⟨p, xi⟩ then ui(y) ≤ ui(xi).
Theorem 3.1 (Brown and Matzkin [15]). For a given price-endowment data
{pt, ωt}Tt=1 there exists a set of utility functions {ui(·)}i∈N such that each pt is
competitive equilibrium price of (N,RL+, ωt, {ui(·)}i∈N ) if and only if
• ∃uti ∈ R (t = 1, . . . , T ; i ∈ N)
• ∃θti > 0 (t = 1, . . . , T ; i ∈ N),
• ∃xti ∈ RL+ (t = 1, . . . , T ; i ∈ N)
such that
uti − usi ≤ θsi ⟨ps, xti − xsi ⟩ s, t = 1, . . . , T ; i ∈ n





ωti t = 1, . . . , T .
In Bachmann [8, 9, 10], the dual data of Brown and Matzkin’s is employed,
that is, they employ the data which consists of allocations, instead of prices,
and initial endowments. Among them the most relevant to our exposition in
what follows is Bachmann [9], which shows testable implications of the NTU
core.
Let us call {xt, ωt}Tt=1 an allocation-endowment data which consists of
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• the final allocations of commodities xt = (xti)i∈N ∈ (RL+)N for each time
period t = 1, . . . , T ,
• the initial endowments of commodities ωt = (ωti)i∈N ∈ (RL+)N for each
time period t = 1, . . . , T , and
Then Bachmann [9] seeks for a condition, on a allocation-endowment data,
under which each observed allocation xt is the NTU core of some exchange
economy with initial endowment is ωt. Recall that, for a given economy M =
(N,RL+, ω, {ui(·)}i∈N ), a coalition A ⊆ N blocks an allocation x if there is




i∈A ωi, such that
ui(x̄i) > ui(xi) for all i ∈ A. An allocation x is a core allocation if there is
no coalition A which blocks x. Then we say the allocation-endowment data
{xt, ωt}Tt=1 is NTU core rationalisable by the set of utility functions {ui(·)}i∈N
such that each xt is a core allocation of M t = (N,RL+, ωt, {ui(·)}i∈N ).
Theorem 3.2 (Bachmann [9]). An allocation-endowment data {xt, ωt}Tt=1 is
NTU core rationalisable by a set of concave, continuous, and increasing utility
functions {ui(·)}i∈N if and only if
• ∃uti ∈ R for i ∈ N ; t = 1, . . . T ,
• ∃vtA,i ∈ R for t = 1, . . . , T ;A ⫋ N ; i ∈ A,
• ∃λtA ∈ RL++ for t = 1, . . . , T ;A ⊆ N ,
• ∃θtA,i > 0 for t = 1, . . . , T ;A ⊆ N ; i ∈ A,
• ∃xtA,i ∈ RL+ for t = 1, . . . , T ;A ⫋ N, i ∈ A,
such that
uti − usi ≤
1
θsN,i
⟨λsN , xti − xsi ⟩ for s, t = 1, . . . , T ; i ∈ N , (3.1.1)
uti − vsA,i ≤
1
θsA,i














i for t = 1, . . . , T ;A ⫋ N . (3.1.4)
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Note that in Bachmann [9], the utility functions are assumed to be strictly
concave and in C∞ rather than merely concave. We modify the assumption for
a purpose of comparison to our main results in this chapter. The accuracy of
the alteration of the testable implication by this modification can be checked
easily.
3.2 The core rationalisability
3.2.1 When initial endowments are observed
Suppose that we have a data set {(xt, yt), (ωt, ξt)}Tt=1 which consists of
• the final allocations of commodities xt = (xti)i∈N ∈ (RL+)N for each time
period t = 1, . . . , T ,
• the final allocations of numeraire yt = (yti)i∈N ∈ RN for each time period
t = 1, . . . , T ,
• the initial endowments of commodities ωt = (ωti)i∈N ∈ (RL+)N for each
time period t = 1, . . . , T , and
• the initial endowments of numeraire ξt = (ξti)i∈N ∈ RN for each time
period t = 1, . . . , T .
Since we interpret (xt, yt) as the final allocation under the initial endowment












i) for all t = 1, . . . , T . We refer
to {(xt, yt), (ωt, ξt)}Tt=1 as a finite allocation-endowment data.
We assume that commodity allocations as well as numeraire allocations can
be observed. This assumption differs the most of the literature investigating
testable implications of transferable utility. For example, Cherchye et al. [20]
gives a revealed preference test for a household’s consumption can be seen as an
aggregate amount of a Pareto efficient allocations among the household mem-
bers. It provides both cases when transfers are observable and are not, noting
that the unobservable case is more realistic when it comes to empirical appli-
cations. Their argument seems reasonable since in their setting, a household
participates in the market and utility transfers are made among household’s
members, indicating the transfers occur outside the market. On the other hand,
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in the present setting, market participants are individuals and utility transfers
are also made among these individuals. Therefore we can interpret that utility
transfers, which is equivalent to numeraire transfers in our setting, occur inside
the market.
Our purpose in this subsection is to investigate a condition under which
given a finite allocation data {(xt, yt), (ωt, ξt)}Tt=1, each of the observed final al-
locations (xt, yt) can be seen as a core allocation of some market having (ωt, ξt)
as the initial endowment vector. We state the formal definition of the rational-
isability as follow.
Definition 3.3. A finite allocation-endowment data {(xt, yt), (ωt, ξt)}Tt=1 is TU
core rationalisable if there exist a set of concave, continuous, and increasing
subutility functions {ui(·)}i∈N such that
(Ui(x
t, yt))i∈N ∈ c(vMt) for all t = 1, . . . , T ,
where M t = (N,RL+, (ωt, ξt), {ui(·)}i∈N ).
The following result states that the TU core rationalisability can be tested
via verifying the solvability of a particular system of inequalities.
Theorem 3.3. A finite allocation-endowment data {(xt, yt), (ωt, ξt)}Tt=1 is TU
core rationalisable if and only if
• ∃uti ∈ R (t = 1, . . . , T ; i ∈ N),
• ∃λtA ∈ RL++ (t = 1, . . . , T ; A ⊆ N),
• ∃vtA,i ∈ R (t = 1, . . . , T ; A ⊊ N ; i ∈ A),
• ∃xtA,i ∈ RL+ (t = 1, . . . , T ; A ⊊ N ; i ∈ A),
such that
uti − usi ≤ ⟨λsN , xti − xsi ⟩ s, t = 1, . . . , T ; i ∈ N, (3.2.5)














i) t = 1, . . . , T ;A ⊊ N, (3.2.8)
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there exists λtN ∈ ∩i∈N∂ui(xti) (see Appendix).












Then there exists λtA ∈ ∩i∈A∂ui(xtA,i).










Then it is easy to check that (3.2.5)-(3.2.7) are satisfied. To see (3.2.8), take t








































ui(xi) := min[{uti + ⟨λtN , xi − xti⟩}Tt=1, {vtA,i + ⟨λtA, xt − xtA,i⟩}t=1,...,T ;A∋i].




i for all i ∈ N and
t = 1, . . . , T . Note also that by its construction, concavity, continuity and
increasingness of ui(·) are obvious.
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The theorem states that the TU core rationalisability is equivalent to the
solvability of the system of inequalities (3.2.5)-(3.2.8), which reminisce the Afriat
inequalities. Each inequality can be interpreted as follows. The inequality
(3.2.5) characterises xt as a Pareto optimal allocation and uti as the utility
level of player i at this allocation. The inequality (3.2.6) and (3.2.7) together
characterise (xtA,i)i∈A as a feasible commodity allocation for the coalition A at
which the total utility of the coalition is maximised. Then the inequality (3.2.8)
restricts that the maximised total utility of each coalition A cannot exceed the
total utility of the coalition at the observed allocation (xt, yt).
We now compare the difference of the testing power of the TU core ratio-
nalisation (Theorem 3.3) and the NTU core rationalisation given in Bachmann
[9] through numerical examples.
Notice that, by comparing the system of inequalities given in Theorem 3.3
and those given in Theorem 3.2, we see the result of imposing transferable
utility. As a result of imposing transferable utility, each λtA (A ⊆ N) becomes
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independent on players. This independence is consistent with the result reported
in Brown and Calsamiglia [14].
The following example shows that the NTU core rationalisability possesses
the testing power even when utility functions are just concave.2
Example 3.1. Let N = {1, 2}, T = 2, L = {1, 2}. Suppose that we have
observed the following allocation-endowment data.
x11 = (1, 2), x
2
1 = (2, 1), x
1
2 = (9, 5), x
2
2 = (7, 2),
ω11 = (3, 5), ω
2
1 = (2, 1), ω
1
2 = (7, 3), ω
2
2 = (7, 2).
This data is not NTU core rationalisable. Indeed, if it is NTU core rationalisable,
we must have
0 ≤ ⟨λti, xti − ωti⟩ for i = 1, 2; t = 1, 2.
But this is impossible since x11 − ω11 ≪ 0.3
The next example shows that there is a situation that is NTU core rational-
isable and but not TU core rationalisable.
Example 3.2. Let N = {1, 2}, T = 2, L = {1, 2, 3}. Suppose that we have
observed the following allocation-endowment data.
x11 = (3, 1, 1), x
2
1 = (1, 3, 3), x
1
2 = (1, 4, 4), x
2
2 = (4, 5, 2),
ω11 = (2, 4, 2), ω
2
1 = (5, 2, 4), ω
1
2 = (3, 1, 3), ω
2
2 = (0, 6, 1).
This data is NTU core rationalisable. For example, the following set of numbers
satisfies the system of inequalities given in Theorem 3.2.
λ1N = (1, 1, 1), λ
2
N = (0.8, 0.1, 1.2),
λ11 = (6, 1, 8), λ
2
1 = (0.02, 0.18, 0.1),
λ12 = (1, 1, 1), λ
2












u11 = 1, u
2
1 = 1.5, v
1
1 = 0.5, v
2
1 = 1.5,
u12 = 1, u
2
2 = 2, v
1
2 = 1, v
2
2 = 1.
2Thus the TU core rationalisability also has the observable restrictions.
3For two vectors x, y ∈ RL, we denote x ≪ y as xℓ < yℓ for all ℓ ∈ L.
42 CHAPTER 3. TESTABLE IMPLICATIONS OF THE CORE
Now let us regard the third commodity as numeraire, that is, suppose that
the data is given as the following.
(x11, y
1












2) = (4, 5, 2),
(ω11 , ξ
1












2) = (0, 6, 1).
This data is not TU core rationalisable. Suppose, on the contrary, that the data
is TU core rationalisable. Then there exist λt1 ∈ R2++ and ut1, vt1 ∈ R for t = 1, 2
such that,
us1 − vt1 ≤ ⟨λt1, xs1 − ωt1⟩, (3.2.9)
vt1 + ξ
t
1 ≤ ut1 + yt1, (3.2.10)
for t = 1, 2 (s ̸= t). Applying the data into inequalities (3.2.9) and (3.2.10) for
t = 1, we have,
u21 − v11 ≤ −λ111 − λ112 < 0,
0 < 1 ≤ u11 − v11 .
The above two inequalities imply,
u21 − u11 ≤ u21 − v11 < 0. (3.2.11)
Similarly, applying the data into inequalities (3.2.9) and (3.2.10) for t = 2, we
have,
u11 − v21 ≤ −λ211 − λ212 < 0,
0 < 1 ≤ u21 − v21 .
These two inequalities imply,
u11 − u21 ≤ u11 − v21 < 0.
However, this contradicts with (3.2.11).
3.2.2 When initial endowments are not observed
In this section, we will state how the results in the previous subsection change
when the initial endowments are not observed. It will be turn out that, in this
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situation, we cannot distinguish the observed allocations as the Pareto optimal
allocations or the core allocations.
There is a substantial reason that the situation is worth considering, that is,
as Brown and Matzkin [15] points out, “it is often difficult to observe endowment
vectors” (p.1254). Hence, unobserved initial endowments case may fit better for
the empirical applications.
Suppose that we have a data set {(xt, yt)}Tt=1 which consists of the final
allocations of commodities xt = (xti)i∈N ∈ (RL+)N and the final allocations of
numeraire yt = (yti)i∈N ∈ RN for each time period t = 1, . . . , T , We refer to
{(xt, yt)}Tt=1 as a finite allocation data.
We will define two rationalisability requirements for this situation as follows.
Definition 3.4. A finite allocation data {(xt, yt)}Tt=1 is TU core rationalisable












i), for each t, such
that {(xt, yt), (ωt, ξt)}Tt=1 is TU core rationalisable in the sense of Definition 3.3.
Definition 3.5. A finite allocation data {(xt, yt)}Tt=1 is TU Pareto rationalis-






t, yt) for each t, and
a set of concave, continuous and increasing subutility function {ui(·)}i∈N such
that {(xt, yt)}Tt=1 is Pareto optimal allocation of the marketM t = (N,RL+, (ωt, ξt), {ui(·)}i∈N ),






i) = vMt(N), (3.2.12)
for all t = 1, . . . , T .
When the initial endowments are not observed, however, the TU core ra-
tionalisability is untestable (therefore, so is the TU Pareto rationalisability).
Indeed, given a finite allocation data {(xt, yt)}Tt=1, define the subutility func-
tion ui(xi) =
∑
ℓ xiℓ. Set ω
t = xt, ξt = yt for all t. Then it is easy to show
that (xt, yt) is a core allocation in the market M t = (N,RL+, (ωt, ξt), {ui}i∈N ).
In order to overcome the untestability, we adopt the assumption required in
Bachmann [9], that is, subutility functions to be strictly concave and smooth.
Proposition 3.1. The following statements are equivalent.
1. An allocation data {(xt, yt)}Tt=1 is TU core rationalisable by a set of contin-
uous, increasing, strictly concave and C∞ subutility functions {ui(·)}i∈N .
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2. An allocation data {(xt, yt)}Tt=1 is TU Pareto rationalisable by a set of con-
tinuous, increasing, strictly concave and C∞ subutility functions {ui(·)}i∈N .
3. There exist numbers uti ∈ R+, λt ∈ RL++ (i ∈ N ;t = 1, . . . , T ) such that,
for s, t,




j − utj < ⟨λt, xsj − xtj⟩, ∀j ∈ N,
(3.2.13)
If there is a player i with xsi = x
t
i, then λ
s = λt, usj = u
t




j ∀j ∈ N.
(3.2.14)
Proof. 1 ⇒ 2 is obvious.
[2 ⇒ 3] By the similar way as the first part of the proof of Theorem 3.3,
we can find numbers λt ∈ ∩i∈N∂ui(xti) for each t = 1, . . . , T . Notice that, at
this moment, we have ∂ui(x
t
i) = {∇ui(xti)} since ui(·) is smooth. Set numbers
uti = ui(x
t
i). We will confirm that these numbers satisfy the conditions (3.2.13)
and (3.2.14).
Take s and t arbitrary. If there is no player i with xsi = x
t
i, it is easy to
verify that the inequality (3.2.13) is satisfied (the strictness of the inequality is
implied by the strict concavity of ui(·)). Suppose that there is a player, say i,
such that xsi = x
t
i. This implies that
λs = ∇ui(xsi ) = ∇ui(xti) = λt.




j)− uj(xtj) < ⟨λt, xsj − xtj⟩,
uj(x
t
j)− uj(xsj) < ⟨λs, xtj − xsj⟩,
since λs ∈ ∂uj(xsj) and λt ∈ ∂uj(xtj). However, these inequalities lead us to
⟨λt, xsj − xtj⟩ < uj(xsj)− uj(xtj) < ⟨λt, xsj − xtj⟩,
which is impossible. Therefore we can conclude that xsj = x
t
j for all j ∈ N .






j for all j ∈ N .




uti + ⟨λtN , xi − xti⟩
}
.
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i ≤ yti −
⟨λt, ωti −xti⟩ for each i ∈ N and each t (for example, (ωt, ξt) = (xt, yt) meets the
requirement). By the same logic used in the proof of Theorem 3.3, we can show
that each xt is a core allocation of the market M t = (N,RL+, (ωt, ξt), {ūi}i∈N ).
Apply the method given in Chiappori and Rochet [24], then we obtain subutility
functions {ui(·)}i∈N which possesses the desired properties.
Proposition 3.1 shows that we cannot distinguish the observed allocations
either Pareto optimal allocations or the core allocations unless we can observe
initial endowments. The common condition of the two rationalisability again
reminisce the Afriat inequalities as we have seen in the previous section. This
time, the inequalities are strict as a result of strict concavity of subutility func-
tions. In addition, (3.2.14) says that if there is some player who obtains the
same commodity bundle at different time periods, say s and t, the allocation at s
must be the copy of the allocation at t. To obtain this implication, the smooth-
ness of the subutility functions and the TU assumption play an important role
(see the proof of [2 ⇒ 3]).
Notice that from Proposition 3.1, the only commodity allocations are rel-
evant for Pareto rationalisation. This reflects the TU assumption. Under the
TU assumption, the requirement of Pareto optimality determines only commod-
ity allocations, hence Pareto optimality imposes testable implications only on
commodity allocations.
We now compare the difference of the testing power of the TU core rational-
isation (Proposition 3.1) and the NTU core rationalisation when initial endow-
ments are not observed through numerical examples, as we have done in the pre-
vious subsection. For this purpose, we briefly state the result which is the NTU
counterpart of Proposition 3.1. Let {xt}Tt=1 be a finite allocation data without
numeraire. We say that the allocation data is NTU core rationalisable by the set









such that {xt, ωt}Tt=1is NTU core rationalisable in the sense stated in the pre-
vious subsection. We also say the allocation data {xt, ωt}Tt=1 is NTU Pareto
rationalisable by the set of utility functions {ui(·)}i∈N if each xt is a Pareto
optimal allocation of M t = (N,RL, ωt, {ui}i∈N ).4






i such that u(x̄i) > u(x
t
i)
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Proposition 3.2. The following statements are equivalent.
1. An allocation data {xt}Tt=1 is NTU core rationalisable by a set of contin-
uous, increasing, strictly concave and C∞ subutility functions {ui(·)}i∈N .
2. An allocation data {xt}Tt=1 is NTU Pareto rationalisable by a set of contin-
uous, increasing, strictly concave and C∞ subutility functions {ui(·)}i∈N .
3. There exist numbers uti ∈ R+, λt ∈ RL++, θti > 0 (i ∈ N ; t = 1, . . . , T )
such that, for s, t and i,
If xsi ̸= xti, then usi − uti <
1
θti
⟨λt, xsi − xti⟩, (3.2.15)













Proof. 1 ⇒ 2 is obvious.
[2 ⇒ 3] Notice that if xt is a Pareto optimal allocation, then it is a solution












for some weight θti > 0 (i ∈ N). By the similar way as the first part of the proof











i) for all t = 1, . . . , T and i ∈ N . It is obvious that these numbers satisfy
(3.2.15). To check that (3.2.16) is satisfied, notice that (1/θti) ω
t
i , λ
t ∈ ∂ui(xti) =











⟨λtN , xi − xti⟩
}
.








i and ⟨λt, ωti − xti⟩ ≤ 0 for each
i ∈ N and each t (for example, ωt = xt meets the requirement). Then we can
show that each xt is a core allocation of the market M t = (N,RL+, ωt, {ūi}i∈N ).
for all i ∈ N .
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i and the last
inequality holds because ⟨λt, ωti − xti⟩ ≤ 0 for each i ∈ A. The above inequality
and the positivity of θti imply that it is impossible to have ui(xi) > ui(x
t
i) for all
i ∈ A. Apply the method given in Chiappori and Rochet [24], then we obtain
subutility functions {ui(·)}i∈N which possesses the desired properties.
Proposition 3.2 shows that the observational equivalence between the Pareto
optimality and the core stability still holds when the utility is not transferable.
Therefore regardless of TU or NTU, the Pareto optimality and the core stability
of allocations cannot be distinguished without observing initial endowments. In
addition, the Pareto optimality and the core stability of allocations cannot be
tested unless we assume the strict concavity and smoothness of utility functions.
There is a difference between the two results, that is, “the copy property”
of allocations in (3.2.14) is no longer holds for the NTU case. In the NTU case,
the gradient vector at xti is (1/θ
t
i)λ
t for each i ∈ N (cf. λt for TU case). This
means that although some player, say i, has the same gradient vectors at s and
at t ((1/θsi )λ
s = (1/θti)λ
t), another player may have different gradient vectors
at xsj and at x
t





not necessarily imply that other players obtain the same commodity bundle at
s and at t as well.
The equivalence between the Pareto optimality and the core stability can also
be inferred from the second fundamental theorem of welfare economics. Indeed,
if an allocation is Pareto optimal, then there must exists an initial endowment
under which the allocation is the competitive equilibrium allocation. Since any
equilibrium allocation must be in the core, our result is obtained. In this respect,
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the above results can be interpreted as the revealed preference version of the
second welfare theorem. 5
We now show that there is a finite allocation data that passes the test of NTU
core rationalisability but fails the test given in Proposition 3.1. This indicates
that there is a situation that we can distinguish the NTU core and the TU core
even we cannot observe initial endowments.
Example 3.3. Let N = {1, 2}, T = 2, L = {1, 2}. Suppose that we have
observed the following allocations of commodities.
x11 = (1, 2), x
2
1 = (4, 6), x
1
2 = (9, 5), x
2
2 = (6, 1).
This data is not TU Pareto rationalisable. Suppose, on the contrary, that the
data is TU Pareto rationalisable. Then there exists λt ∈ R2++ and uti ∈ R for
t = 1, 2 and i = 1, 2 such that,
u1i − u2i < ⟨λ2, x2i − x1i ⟩, and u2i − u1i < ⟨λ1, x1i − x2i ⟩
for i = 1, 2, which implies
⟨λ1, x2i − x1i ⟩ < ⟨λ2, x2i − x1i ⟩







2, and − 3λ11 − 4λ12 < −3λ21 − 4λ22.
The argument especially shows that, by Proposition 3.1, the observed com-
modity allocation data is not TU core rationalisable whatever the numeraire
allocation data is attached.
Now suppose that we have the following allocation data.
x11 = (1, 2, 0), x
2
1 = (4, 6, 0), x
1
2 = (9, 5, 0), x
2
2 = (6, 1, 0).
Notice that the each allocation of the first two commodities is the same as
previously given. This data passes the test of the NTU core rationalisation. For
5Ekeland and Galichon [26] also gives a similar interpretation to testable implications of
Pareto efficient allocation sin housing market.
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example, the following set of numbers satisfies the system of inequalities.
λt = (1, 1, 1), for t = 1, 2,
θ11 = θ
2













In this Appendix, we provide a proof of the lemma which is employed to show
the existence of λ’s in Theorem 3.3, Proposition 3.1, and Proposition 3.2.
Let f : Rn → R be a real-valued function. The set
∂f(x) = {λ ∈ Rn | f(y) ≤ f(x) + ⟨λ, y − x⟩ ∀y ∈ Rn}
is called the superdifferential of f at x. An element λ ∈ ∂f(x) is called a
supergradient of f at x. If f is concave, then ∂f(x) is non-empty (see Schirotzek
[41]).
For x, ξ ∈ Rn, we call




as the directional Gâteau derivative of f at x in the direction ξ. If f is convex,
f ′(x; ξ) always exists and
∂f(x) = {λ ∈ Rn | ⟨λ, ξ⟩ ≥ f ′(x; ξ) ∀ξ ∈ Rn}
holds (see Shirotzek [41]).
Lemma 3.1. Let f : (RL+)N → R be defined as f(x) =
∑
i∈N ui(xi) for x =
(xi)i∈N . Then we have,
∂f(x) = ×i∈N∂ui(xi).
Proof. Let λ ∈ ×i∈N∂ui(xi), or in other words, λ = (λi)i∈N , λi ∈ ∂ui(xi) for
all i ∈ N . We have u(yi) ≤ ui(xi) + ⟨λi, yi − xi⟩ for all yi ∈ RL for all i. Sum










⟨λi, yi − xi⟩
= f(x) + ⟨λ, y − x⟩,
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for all y = (yi)i∈N . Therefore λ ∈ ∂f(x).
Let λ = (λi)i∈N ∈ ∂f(x). Take i ∈ N and ξi ∈ RL arbitrarily. Let ζ =
(ζj)j∈N ∈ (RL)N be ζj = 0 for j ̸= i and ζi = ξi. Then we have









(ui(xi + θξi)− ui(xi))
= u′i(xi; ξi) ≤ ⟨λ, ζ⟩ = ⟨λ, ξi⟩
where the inequality holds because λ ∈ ∂f(x). Since xi and i were arbitrary,
we have λi ∈ ∂ui(xi) for all i ∈ N .

















Proof. Let f(x) =
∑
i∈N ui(xi) for x = (xi)i∈N . For l ∈ L, define al ∈ (RL)N
by al,i = χ{l} ∈ RL where χ{l}(k) = 1 if k = l and χ{l}(k) = 0 if k ̸= l.
Define also βl =
∑
i∈N ωi,l for each l ∈ L. Let Cl = {x ∈ (RL)N | gl ≥ 0}
where gl(x) = βl − ⟨al, x⟩, and C =
∩
l∈L Cl. Then maximisation problem (P)
is equivalently written as
max f(x)
s.t. x ∈ C. (P’)
Then, by the Kuhn-Tucker theorem, x∗ = (x∗i )i∈N is a solution of (P’) if and





By definition of al, we have b = (λ, . . . , λ). Now by Lemma 3.1, b ∈ ×i∈N∂ui(x∗i ).






Testable implications of no
envyness
In this chapter, we investigate testable implications of no-envy allocations via
the revealed preference approach. Specifically, we answer the following question:
given observed allocation data, when can we justify the allocations in the data
as a result of agents choosing no-envy allocations? Our aim in answering this
question is to understand the empirical content of no-envy allocations, that is, to
understand what restrictions are imposed on the observable phenomena by the
no envyness of allocations. In other words, we clarify what pattern of observed
behaviour is ruled out when we construct a model that employs the no-envyness
concept.
Since its first introduction by Foley [28], no envyness has been a prominent
concept of fairness in economics. Although it has been the subject of many
studies, no attempt has been made to understand the testable implications of no-
envy allocations. Indeed, most previous studies focus on the normative aspect
of no envyness, while the positive aspects of it have received little attention.
However, this does not mean that the positive aspects of no envyness are not
important. Specifically, some recent experimental studies show that subjects in
laboratory experiments occasionally seem to make fairness considerations rather
than only caring for their own self-interest. For example, Fehr and Schmidt
[27] summarise experimental studies of the ultimatum game as follows: “The
51
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vast majority of offers in almost any study is in the interval [0.4,0.5]” (p.826),
which means that subjects tend to give approximately half of their pie to other
subjects. Forsythe et al. [29] confirm that “most players give away nontrivial
proportions of the money available to them” (p.361) even in the dictator game.
Thus, it is necessary to conduct a revealed preference test in the context of
no envyness because in doing so, we can verify whether the outcomes can be
correctly captured by the no-envyness concept.
The issue that makes our task challenging is that the model does not involve
any maximisation problem. Consider, for instance, the canonical example of the
revealed preference exercise in consumer theory. An observation of a consumer
choosing a commodity bundle, given a market price, reveals that the consumer
believes the commodity is at least as good as any other commodity bundles
that are affordable to him/her given the market price. However, under the
hypothesis of agents choosing no-envy allocations, an observation only reveals
the agents’ preferences such that they believe that their own commodity bundles
are at least as good as the commodity bundles of others. Therefore, whether
the no-envyness concept has non-vacuous testable implications is not a trivial
question.
We employ a set of allocation data as our subject of investigation. This
data are the same as those employed in the previous chapter to explore the
rationalisability of the NTU core when initial endowments are not observed.
We stated that we needed to investigate such a case for empirical reasons; in
practice, “it is difficult to observe endowment vectors” (Brown and Matzkin
[15], p.1254). In fact, there is another reason that we cannot observe initial
endowments, namely, the resources that agents divide are not owned privately,
meaning that initial endowments do not exist. In such a case, it is more suitable
to capture the situation using the fair division model. Therefore, the study in
this chapter somewhat complements the studies given in the previous chapter.
To obtain testable implications of no-envy allocations, we follow the method
used in Brown and Matzkin [15] and Snyder [45, 46], who explore the testable
implications of competitive equilibrium, public good production, and household
consumption behaviour, respectively. The method consists of two steps. First,
we characterise the testable implications of no-envy allocations through a sys-
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tem of Afriat-type inequalities. Second, we apply the technique of quantifier
elimination to the system of inequalities provided in the first step. The Tarski-
Seidenburg theorem guarantees that for any finite polynomial inequalities, there
exists an equivalent system that does not involve any quantifiers. The character-
isation obtained in the first step allows us to apply the technique, which yields
a quantifier-free equivalent form of the testable implications when the number
of observations is two.
We also address the testable implications of no-envy and efficient allocations.
The compatibility of fairness and efficiency is a classical problem in economics
(see, for example, Varian [51] and Svensson [47]); it is natural to extend our
investigation to the testable implications of the combination of no envyness and
efficiency. We will show that, in fact, efficiency places no further observable
restrictions on no envyness. In other words, allocations that are merely no-envy
and allocations that are both no envy and efficient are indistinguishable through
observation. This chapter is arranged as follows. We begin with a preliminary
section, which contains the basic notation employed in this chapter. It also
introduces the Tarski-Seidenburg theorem, a semialgebraic method of quantifier
elimination, which plays a key role in the subsequent investigation. Section 4.2
and Section 4.3 represent the main part of the chapter; these sections explore the
testable implications of no-envy allocations and no-envy and efficient allocations,
respectively. The proofs of the main results are given in the Appendix.
4.1 Preliminary
4.1.1 The fair division model and no-envy allocations
The fair division model is designed to model a situation in which agents divide
commonly owned resources. The literature mainly discusses the normative as-
pects of distributive justice, that is, the reasonableness of given tests of equity
and/or characteristics of distribution rules. Our aim, by contrast, is to clarify
the empirical content of the fair division model to focus the discussion on its
positive characteristics. As we saw in the introduction to this chapter, there are
reasonable motivations to conduct such a study.
We focus on the simplest possible model in which agents divide a bundle
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of unproduced, perfectly divisible commodities as common resources and in-
vestigate its testable implications. Formally, a fair division model is a tuple
(N,ω, {ui(·)}i∈N ), where each of the components is interpreted as follows:
• N = {1, . . . , n} is a finite set of agents.
• ω ∈ RL++ is the initial resource to be divided among agents.
• ui : RL+ → R is the utility function of agent i.
Notice that the absence of a subscript for ω reflects that the initial resource
is not owned privately. An allocation is a vector x ∈ (RL+)N with
∑
i∈N xi = ω.
Definition 4.1. We say that x is a no-envy allocation if there is no pair of
agents, say i and j, with ui(xj) > ui(xi).
In words, an allocation is no envy if no agent feels that another agent has a
more desirable commodity bundle than his/her own. An allocation x is Pareto
efficient (or simply efficient) if there is no other allocation y with ui(yi) > ui(xi)
for all i ∈ N . 1
4.1.2 Tarski-Seidenburg theorem
Here, we introduce a semialgebraic method of quantifier elimination, which plays
a key role in the subsequent investigation. The Tarski-Seidenburg theorem,
originated by Tarski [48] and popularised by Seidenburg [42], guarantees that
for any finite system of polynomial inequalities, there exists an equivalent system
that does not involve any quantifiers.
More precisely, let us call a set A ⊆ Rn a semialgebraic set if it can be defined
in terms of real constants, real variables, arithmetic operators (+,−, ·, /), binary
relation operators (=, ̸=, >,<,≥,≤), and sentential connectives (¬,⇒,∨,∧).
When we also include the universal and the existential quantifiers (∀,∃) as
above, we say that the set is a Tarski set.2
1Specifically, this definition states that x is weak Pareto efficient. As we will see subse-
quently, utility functions of agents are assumed to be monotone and continuous, assumptions
under which Pareto efficiency and weak Pareto efficiency become equivalent. We employ this
use of Pareto efficiency for the sake of consistency with the previous chapter.
2These descriptions are taken from Carvajal et al. [16].
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By using the above terminology, we can state the Tarski-Seidenburg theorem
as follows.
Theorem 4.1 (Tarski [48], Seidenburg [42]). Every Tarski set has an equivalent
semialgebraic set.
Roughly speaking, the Tarski-Seidenburg theorem states that from any Tarski
set, we can eliminate quantifiers without changing the contents of the set. A
typical example is the equivalence between {(a, b, c) ∈ R3 | a ̸= 0, ∃x ∈
R, ax2 + bx + c = 0}, the set of parameters of which the quadratic equation
has a solution, and {(a, b, c) ∈ R3 | a ̸= 0, b2−4ac ≥ 0}. Notice that the former
set is a Tarski set since it involves the existential quantifier, while the latter set
is not.
4.2 NE-rationalisability
To achieve our purpose of investigating the testable implications of no-envy
allocations, we employ a finite set of allocations for agents. We say that {xt}Tt=1
with xt = (xti)i∈N ∈ (RL+)N are finite allocation data. Notice that the data
are the same as employed in the previous chapter when we investigated the
testable implications of the NTU core without observing initial endowments.
For given finite allocation data, we investigate when the allocations in the data
can be regarded as no-envy allocations of some fair division model. The formal
definition is given as follows.
Definition 4.2. A finite allocation data set {xt}Tt=1 is no-envy-rationalisable
(NE-rationalisable) if there exists a set of continuous, monotone, and concave
utility functions {ui(·)} such that xt is a no-envy allocation of (N,ωt, {ui}i∈N )





To obtain testable implications of no-envy allocations, we employ the method
used in Brown and Matzkin [15], and Snyder [45, 46], which explore testable
implications of competitive equilibrium, public good production, and household
consumption behaviour, respectively. The method consists of two steps. First,
they provide a system of inequalities whose solvability is equivalent to ratio-
nalisability of data. Second, apply a technique of quantifier elimination to the
56 CHAPTER 4. TESTABLE IMPLICATIONS OF NO ENVYNESS
system of inequalities provided in the first step, they obtain another quantifier-
free equivalent condition of rationalisation.
Our first result provides a system of inequalities, the solvability of which is
equivalent to NE-rationalisability of an allocation data set, which is formally
stated as follows.
Theorem 4.2. A finite allocation data set {xt}Tt=1 is NE-rationalisable if and
only if there exist numbers and vectors
• utij ∈ R for t = 1, . . . , T ; i, j ∈ N ,
• λtij ∈ RL+ \ {0} for t = 1, . . . , T ; i, j ∈ N
such that
usii − utii ≤ ⟨λtii, xsi − xti⟩ for s, t = 1, . . . , T ; i ∈ N , (4.2.1)
usii − utij ≤ ⟨λtij , xsi − xtj⟩ for s, t = 1, . . . , T ; i, j ∈ N , (4.2.2)
utii ≥ utij for t = 1, . . . , T ; i, j ∈ N . (4.2.3)
Proof. Suppose that a finite allocation data set {xt}Tt=1 is NE-rationalisable.
Note that the concavity of ui(·) guarantees that its superdifferential ∂ui(x) is
non-empty, and monotonicity implies that it is a subset of RL+\{0}. Set numbers








for i, j ∈ N , and t = 1, . . . , T . Then, it is obvious that inequalities (4.2.1) and
(4.2.2) hold. Inequality (4.2.3) is implied by no envyness.
Regarding the converse direction, suppose that we have found numbers utij ∈
R and vectors λtij ∈ RL+ \ {0} for i, j ∈ N and t = 1, . . . , T by which the system
of inequalities (4.2.1) - (4.2.3) is satisfied. Define ui : RL+ → R as
ui(x) = min{utij + ⟨λtij , x− xtj⟩ | j ∈ N, t = 1, . . . , T.}.
It is obvious that ui(·) is continuous, concave and monotonic by its definition.






j) ≤ utij .
Then, by (4.2.3), we have ui(x
t
i) ≥ ui(xtj), which shows that xt is a no-envy
allocation.
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Theorem 4.2 states that an allocation data set is NE-rationalisable if and
only if the system of inequalities (4.2.1)-(4.2.3) has a solution. There are two
advantages to obtaining such a characterisation.
First, as described in Chapter 2, it reduces the space for which we are
searching (see the discussion subsequent to Theorem 2.1). The definition of
NE-rationalisability essentially requires us to seek all possible utility functions
to check whether there is a set of functions that rationalise the allocation data.
This is obviously an impossible task. According to Theorem 4.2, however, we
only need to find finitely many numbers that solve the system of inequalities
(4.2.1)-(4.2.3).
Second, it allows us to apply a semialgebraic method of quantifier elimina-
tion. As we saw in the preliminary section in this chapter, the Tarski-Seidenburg
theorem guarantees that, for any finite polynomial inequalities, there exists an
equivalent system that does not involve any quantifiers. In our context, this
means that we can obtain equivalent conditions for NE-rationalisation that con-
sist only of observed allocations.
Before proceeding to the next result, we comment on the refutability of NE-
rationalisation. At present, there are three possible scenarios. The first is that
the system (4.2.1)-(4.2.3) does not restrict anything, that is, for any allocation
data set, we can always find a solution to the system. In other words, NE-
rationalisability is non-refutable. The second is the complete opposite of the
first; for any allocation data set, we never find a solution to the system. The
third is intermediate between the two; there are both allocation data sets for
which we can find a solution to the system and those for which we cannot. In the
third case, we say that the testable implications of no envyness are non-vacuous.
Among the above three scenarios, it is easy to see that the second is not true
for NE-rationalisation. Indeed, under monotone, continuous, and concave utility
functions, any fair division model possesses no-envy allocations. By selecting
such allocations finitely many times, we will end up with an allocation data set
that is NE-rationalisable. The following numerical example shows that there
exists an allocation data set that is not NE-rationalisable, indicating that no
envyness has non-vacuous testable implications.
Example 4.1. Suppose that N = {1, 2}, L = {1, 2}. Consider the following
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finite allocation data:
x11 = (1, 3), x
1
2 = (4, 2), x
2
1 = (3, 1), x
2
2 = (2, 4).
These data are not NE-rationalisable. To see why, suppose, on the contrary, that
these data are NE-rationalisable. Then, by Theorem 4.2, there exist numbers
and vectors by which (4.2.1)-(4.2.3) are satisfied. For i = 1, j = 2, inequality
(4.2.2) implies that
u111 − u212 ≤ ⟨λ212, x11 − x22⟩ < 0, and u211 − u112 ≤ ⟨λ112, x21 − x12⟩ < 0.






12. However, this is incompatible
with inequality (4.2.3).
Remark 4.1. Example 4.1 shows that the testable implications of no-envy al-
locations are non-vacuous. This should be contrasted with the previous chapter,
which shows that the NTU core is non-refutable unless we can observe initial
endowments or we impose more stringent assumptions on utility functions.
Now we proceed to the second result. As mentioned above, we will obtain
quantifier-free conditions for NE-rationalisability. However, quantifier elimina-
tion is typically difficult to execute. We therefore follow Brown and Matzkin
[15] and Snyder [45, 46]; we restrict our attention to the simple case in which the
allocation data consist of only two observations.3 The formal statement goes as
follows.
Theorem 4.3. Suppose that we have a finite allocation data set {x1, x2} that
consists of two allocations. Then, the data are NE-rationalisable if and only if
the following conditions are satisfied:
1. For any t = 1, 2 and any pair of i, j ∈ N , we have xti ̸≫ xtj.
3Brown and Matzkin [15] and Snyder [45, 46] restrict their cases to two agents and two
observations. The difference comes from the relationship between inequalities involved in the
inequality system for rationalisation. In our system given in Theorem 4.2, we can separate
the system (4.2.1)-(4.2.3) for each agent. In other words, the system consists of n indepen-
dent subsystems. This enables us to execute the quantifier-elimination technique by only
reducing the number of observations. This changes when we require efficiency in addition
to no envyness to rationalise observed allocations. In the next section, we will see that the
system of inequalities becomes interrelated across the index of agents as a result of efficiency.
















2. For any pair of i, j ∈ N , max{⟨λ, x1i−x2j ⟩ | λ ∈ ∆+(L), ⟨λ, x2i−x2j ⟩ ≥ 0} ≤
(<)0 implies max{⟨λ, x2i − x1j ⟩ | λ ∈ ∆+(L), ⟨λ, x1i − x1j ⟩ ≥ 0} ≥ (>)0.
Proof. See Section 4.4.
Let us call the conditions stated in Theorem 4.3 the weak axiom of revealed no
envy (WARNE). It is easy to understand why the first condition in WARNE is
involved in NE-rationalisation: indeed if there are some t, i and j with xti ≫ xtj ,
monotonicity implies that agent j envies i.
To understand the role of the second condition of WARNE, consider the case
when the presumption of the condition for i = 1 and j = 2 becomes negative,
that is, when max{⟨λ, x11 − x22⟩ | λ ∈ ∆+(L), ⟨λ, x21 − x22⟩ ≥ 0} < 0. Suppose
that an allocation x2 is obtained as in Figure 4.1. If x11 is in the shaded area
of the figure, the maximised value becomes negative. Indeed, when x11 is in the
shaded area, any vector λ that makes an acute angle with x21 − x22 makes an
obtuse angle with x11 − x22.4
To understand the consequence of the negativity of the maximised value,
suppose that x11 is obtained as in Figure 4.2. It is clear from Figure 4.2 that
there exists a commodity bundle on the line that connects x21 and x
2
2, say y,




2 and y are on the same line, there is
some α ∈ [0, 1] such that x22 = αx21+(1−α)y. By the concavity of u1(·), we have
u1(x
2
2) ≥ αu1(x21) + (1 − α)u1(y). If the allocation data are NE-rationalisable,
we have u1(x
2
1) ≥ u1(x22), and consequently, u1(x21) ≥ u1(y). Since y is taken
4The set of such λ is denoted A in the Figure 4.1, that is, A = {λ ∈ ∆+(L) | ⟨λ, x21−x22⟩ ≥
0}.
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to dominate x11, by monotonicity, we have u1(y) > u1(x
2





1). In Figure 4.2, this preference relation is indicated by
thick arrows.
We can, therefore, summarise the role of the second condition of WARNE
as follows: under the assumption of NE-rationalisability, max{⟨λ, x11−x22⟩ | λ ∈
∆+(L), ⟨λ, x21 − x22⟩ ≥ 0} < 0 implies that agent 1 strictly prefers x21 to
x11. Hence, both max{⟨λ, x11 − x22⟩ | λ ∈ ∆+(L), ⟨λ, x21 − x22⟩ ≥ 0} < 0 and
max{⟨λ, x21−x12⟩ | λ ∈ ∆+(L), ⟨λ, x11−x12⟩ ≥ 0} < 0 are incompatible with NE-









1)). The second condition of WARNE prevents such a preference
reversal from occurring.
Remark 4.2. Although WARNE characterise NE-rationalisability only in the
case of T = 2, it can be used to refute NE-rationalisability even in cases of
T > 2. Indeed, since WRNE is still a necessary condition for an allocation
data set {xt}Tt=1 to be NE-rationalisable, when T > 2, the existence of a pair,
say s and t, such that {xs, xt} fails WARNE refutes NE-rationalisability. The
absence of such a pair, however, does not guarantee NE-rationalisability, as it
is not sufficient (see Example 4.2).
Example 4.2. Suppose that N = {1, 2}, L = {1, 2}, and T = 3. Consider the
following finite allocation data:
x11 = (3, 4), x
1
2 = (7, 2), x
2
1 = (2, 7), x
2
2 = (3, 5), x
3
1 = (6, 1), x
3
2 = (2, 8).
We depict these commodity bundles in Figure 4.3
From this figure, it is clear that this allocation data satisfy WARNE, as for
i = 1,
max{⟨λ, x21 − x12⟩ | λ ∈ ∆+(L), ⟨λ, x11 − x12⟩ ≥ 0} > 0,
max{⟨λ, x31 − x22⟩ | λ ∈ ∆+(L), ⟨λ, x21 − x22⟩ ≥ 0} > 0,
max{⟨λ, x11 − x32⟩ | λ ∈ ∆+(L), ⟨λ, x31 − x32⟩ ≥ 0} > 0,








max{⟨λ, x22 − x11⟩ | λ ∈ ∆+(L), ⟨λ, x12 − x11⟩ ≥ 0} > 0,
max{⟨λ, x32 − x21⟩ | λ ∈ ∆+(L), ⟨λ, x22 − x21⟩ ≥ 0} > 0,
max{⟨λ, x12 − x31⟩ | λ ∈ ∆+(L), ⟨λ, x32 − x31⟩ ≥ 0} > 0.
However, the allocation data are not NE-rationalisable. Suppose, on the
contrary, that there exists a set of monotone, concave, and continuous utility






2) ≤ u1(x11) ≤ u1(x22) ≤ u1(x21) ≤ u1(x32) ≤ u1(x31)
where the first, third, and fifth inequalities hold for monotonicity, and the sec-
ond, fourth, and sixth inequalities hold for no envyness. This is an obvious
contradiction.
4.3 NEP-rationalisability
Let us now turn our investigation to the testable implications of no-envy and
efficient allocations. Since the compatibility of no envyness and efficiency has
been the subject of many economic studies, it is natural to wonder what ob-
servable restrictions are added when efficiency, in addition to no envyness, is
required for rationalisation.
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Definition 4.3. A finite allocation data set {xt}Tt=1 is no-envy-Pareto-rationalisable
(NEP-rationalisable) if there exists a set of continuous, monotone, and concave
utility functions {ui(·)} such that xt is a no-envy and Pareto efficient allocation





As we have done in the previous section, we first show an inequality-type
characterisation of NEP-rationalisability. After that, we again employ the tech-
nique of quantifier-elimination to obtain a quantifier-free equivalent condition
for NEP-rationalisability.
Theorem 4.4. A finite allocation data set {xt}Tt=1 is NEP-rationalisable by a
set of monotone, continuous and concave utility functions {ui(·)} if and only if
there exist numbers
• utij ∈ R for t = 1, . . . , T ; i, j ∈ N ,
• λtij ∈ RL+ \ {0} for t = 1, . . . , T ; i, j ∈ N with i ̸= j,
• λt ∈ RL+ \ {0} for t = 1, . . . , T and
• θti ∈ R++ for t = 1, . . . , T ; i,∈ N
such that
usii − utii ≤
1
θti
⟨λt, xsi − xti⟩ for s, t = 1, . . . , T ; i ∈ N , (4.3.4)
usii − utij ≤ ⟨λtij , xsi − xtj⟩ for s, t = 1, . . . , T ; i, j ∈ N with i ̸= j,and (4.3.5)
utii ≥ utij for t = 1, . . . , T ; i, j ∈ N . (4.3.6)
Proof. Suppose that a finite allocation data set {xt}Tt=1 is NEP-rationalisable
by a set of utility functions {ui(·)}. As we have done in the proof of Theorem
4.2, set numbers utij = ui(x
t
j) for i, j ∈ N , and vectors λtij ∈ ∂ui(xtj) for i, j ∈ N
with i ̸= j. We have shown that the definition of these numbers and no envyness
imply that (4.3.5) and (4.3.6) are satisfied. The Pareto efficiency of xt implies
















Then, there exists λt such that 1
θti
λt ∈ ∂ui(xti). Consequently, we have
usii − utii ≤
1
θti
⟨λt, xsi − xti⟩ for s, t = 1, . . . , T ; i ∈ N ,
that is, (4.3.4).
Regarding the converse direction, suppose that we have found numbers utij ∈
R, θti > 0, and vectors λt ∈ RL+\{0}, λtij ∈ RL+\{0} by which the system (4.3.4)-
(4.3.6) is satisfied. Define ui : RL+ → R as
ui(x) = min{utij + ⟨λtij , x− xtj⟩ | j ∈ N, t = 1, . . . , T.}.
where λtii = θ
t
iλ
t. Theorem 4.2 shows that xt is a no-envy allocation of (N,ωt, {ui(·)}i∈N ).






















































inequality and the positivity of θti imply that it is impossible to have ui(xi) >
ui(x
t
i) for all i ∈ N .
By comparing Theorem 4.2 and Theorem 4.4, we see that (4.3.4) is changed
as a result of requiring Pareto efficiency in addition to no envyness. Specifically,
to rationalise a Pareto efficient allocation, we need to find the value of λtii that
orients all i ∈ N in the same direction, that is, it must be a scalar multiplication
of a common λt. In this way, the inequalities are interrelated across the index of
agents. Consequently, we need to restrict the number of agents and the number
of observations to apply quantifier-elimination.
Theorem 4.5. Suppose that N = {1, 2} and we have a finite allocation data set
{x1, x2} that consists of two allocations. Then, the data are NEP-rationalisable
if and only if they satisfy WARNE.
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Proof. See Section 4.4.
Theorem 4.5 states that when the number of agents and the number of obser-
vations are two, NEP-rationalisability will yield the same testable implications
as NE-rationalisability, that is, WARNE. This means that Pareto efficiency im-
poses no further observable restrictions beyond those imposed by no envyness.
In other words, no-envy allocations and efficient and no-envy allocations are
indistinguishable based on observed allocation data.
Corollary 4.1. When the number of agents and the number of observations are
two, no envyness and no-envy efficiency are observationally equivalent.
4.4 Appendix
In this section, we will provide a proof of our main results in this chapter:
Theorem 4.3 and Theorem 4.5.
4.4.1 Proof of Theorem 4.3















ij for i, j ∈ N such that
u1ii − u2ii ≤ ⟨λ2ii, x1i − x2i ⟩ (A1)
u2ii − u1ii ≤ ⟨λ1ii, x2i − x1i ⟩ (A2)
u1ii − u2ij ≤ ⟨λ2ij , x1i − x2j ⟩ (A3)
u2ii − u1ij ≤ ⟨λ1ij , x2i − x1j ⟩ (A4)
u1ii − u1ij ≤ ⟨λ1ij , x1i − x1j ⟩ (A5)
u2ii − u2ij ≤ ⟨λ2ij , x2i − x2j ⟩ (A6)
u1ii ≥ u1ij (A7)
u2ii ≥ u2ij (A8)
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holds for i, j ∈ N with i ̸= j. This, in turn, is equivalent to the following: there














ij for i, j ∈ N such that
u1ii − u2ii ≤ ⟨λ2ii, x1i − x2i ⟩ (A1)
u2ii − u1ii ≤ ⟨λ1ii, x2i − x1i ⟩ (A2)
u1ii − u2ij ≤ ⟨λ2ij , x1i − x2j ⟩ (A3)
u2ii − u1ij ≤ ⟨λ1ij , x2i − x1j ⟩ (A4)
0 ≤ ⟨λ1ij , x1i − x1j ⟩ (A5’)
0 ≤ ⟨λ2ij , x2i − x2j ⟩ (A6’)
u1ii ≥ u1ij (A7)
u2ii ≥ u2ij (A8)
holds for i, j ∈ N with i ̸= j. Indeed, it is obvious that the numbers and vectors
that satisfy (A1)-(A8) also satisfy (A5’) and (A6’). Regarding the other direc-















(A1)-(A4), (A5’), (A6’), (A7), and (A8). Assume that (A5) is violated, that is,
u1ii − u1ij > ⟨λ1ij , x1i − x1j ⟩. Take A > 0 such that u1ii − u1ij − A = ⟨λ1ij , x1i − x1j ⟩.
Set a number ū1ij = u
1




ij only affects (A4), (A5), and
(A7). By definition, (A5) is satisfied. u2ii− ū1ij < u2ii−u1ij ≤ ⟨λ1ij , x2i −x1j ⟩; thus,















ij satisfy (A1)-(A5), (A7),
and (A8). If these numbers and vectors violate (A6), similar alteration of u2ij
obtains numbers and vectors that satisfy (A1)-(A8).
Next, we will show that the existence of numbers and vectors that satisfy
(A1)-(A4), (A5’), (A6’), (A7), and (A8) is equivalent to the following: there
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ij for i, j ∈ N such that
⟨λ2ii, x1i − x2i ⟩ ≤ (<)0 =⇒ u1ii − u2ii ≤ (<)0 (A1’)
⟨λ1ii, x2i − x1i ⟩ ≤ (<)0 =⇒ u2ii − u1ii ≤ (<)0 (A2’)
⟨λ2ij , x1i − x2j ⟩ ≤ (<)0 =⇒ u1ii − u2ij ≤ (<)0 (A3’)
⟨λ1ij , x2i − x1j ⟩ ≤ (<)0 =⇒ u2ii − u1ij ≤ (<)0 (A4’)
0 ≤ ⟨λ1ij , x1i − x1j ⟩ (A5’)
0 ≤ ⟨λ2ij , x2i − x2j ⟩ (A6’)
u1ii ≥ u1ij (A7)
u2ii ≥ u2ij (A8)
holds for i, j ∈ N with i ̸= j. Again, it is obvious that numbers and vectors
that satisfy (A1)-(A4), (A5), (A6’), (A7), and (A8) also satisfy (A1’)-(A6’) and
(A7)-(A8). Regarding the other direction, suppose that ⟨λ2ii, x1i −x2i ⟩ > 0. Then,
by positive scalar multiplication on λ2ii, we can make the right-hand side of (A1)
as large as we wish, to satisfy the inequality. Notice that this alteration of λ2ii
does not affect other inequalities. If ⟨λ2ii, x1i − x2i ⟩ ≤ 0, we have u1ii − u2ii ≤ 0 by
(A1’). Then, again by multiplying positive scalar by λ2ii (for example, multiply
1/k for sufficiently large k > 0), we have (A1) being valid. In either case, (A1’)
implies (A1). In a similar manner, we can show that (A2’), (A3’), and (A4’)
imply (A2), (A3), and (A4), respectively.
Now, we are ready to eliminate numbers utij . The previous system of in-







ij ∈ N such that
⟨λ2ii, x1i − x2i ⟩ ≤ (<)0 =⇒ ⟨λ1ii, x2i − x1i ⟩ ≥ (>)0 (A1”)
⟨λ2ii, x1i − x2i ⟩ ≤ (<)0 =⇒ ⟨λ1ij , x2i − x1j ⟩ ≥ (>)0 (A2”)
⟨λ1ii, x2i − x1i ⟩ ≤ (<)0 =⇒ ⟨λ2ij , x1i − x2j ⟩ ≥ (>)0 (A3”)
⟨λ2ij , x1i − x2j ⟩ ≤ (<)0 =⇒ ⟨λ1ij , x2i − x1j ⟩ ≥ (>)0 (A4”)
0 ≤ ⟨λ1ij , x1i − x1j ⟩ (A5’)
0 ≤ ⟨λ2ij , x2i − x2j ⟩ (A6’)
holds for i, j ∈ N with i ̸= j. Indeed, (A1’) and (A2’) imply (A1”), and (A1’),
(A4’), and (A7) imply (A2”). (A3”) and (A4”) are similarly derived. Regarding
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ij satisfy (A1”)-(A4”), (A5’) and
(A6’). We distinguish three cases.
[Case 1: ⟨λ2ii, x1i − x2i ⟩ < 0.] In this case, we have ⟨λ1ii, x2i − x1i ⟩ > 0 and
⟨λ1ij , x2i − x1j ⟩ > 0 by (A1”) and (A2”). Therefore, (A2’) and (A4’) become







ij that satisfy u
1
ij ≤ u1ii < u2ii and u2ij ≤ u2ii satisfy (A1’)-(A6’),
(A7), and (A8). If ⟨λ2ij , x1i − x2j ⟩ ≤ (<)0, we need to add the relation u1ii ≤ (<
)u2ij , and thus, for example, u
1
ij ≤ u1ii < u2ij ≤ u2ii satisfy (A1’)-(A6’), (A7), and
(A8).
[Case 2: ⟨λ2ii, x1i − x2i ⟩ = 0.] In this case, we have ⟨λ1ii, x2i − x1i ⟩ ≥ 0 and
⟨λ1ij , x2i − x1j ⟩ ≥ 0 by (A1”) and (A2”). If the either of these (or both) hold
by equality, we never have ⟨λ2ij , x1i − x2j ⟩ < 0 by (A3”) and (A4”), and thus,






ij satisfy (A1’)-(A6’), (A7), and (A8). If
⟨λ1ii, x2i−x1i ⟩ > 0 and ⟨λ1ij , x2i−x1j ⟩ > 0, we only need to care when ⟨λ2ij , x1i−x2j ⟩ <
0, in which case, it is sufficient to define numbers as u1ij ≤ u1ii < u2ij ≤ u2ii.
[Case 3: ⟨λ2ii, x1i − x2i ⟩ > 0.] Notice that in this case, (A1’) becomes redun-
dant. We further distinguish two subcases.
(Case 3-1: ⟨λ1ii, x2i − x1i ⟩ ≤ 0) We have ⟨λ2ij , x1i − x2i ⟩ ≥ 0 by (A3”) If
⟨λ2ij , x1i − x2i ⟩ > 0, (A3’) also becomes redundant. Consequently, numbers that
satisfy u2ij ≤ u2ii < u1ij ≤ u1ii satisfy (A1’)-(A6’), (A7), and (A8) irrespective of
the sign of ⟨λ1ij , x2i −x1j ⟩. If ⟨λ2ij , x1i −x2i ⟩ = 0, u2ij = u2ii = u1ij = u1ii satisfy (A1’)-
(A6’), (A7), and (A8) (notice that ⟨λ1ij , x2i − x1j ⟩ < 0 never occurs according to
(A4”)).
(Case 3-2: ⟨λ1ii, x2i − x1i ⟩ > 0) in this case, (A2’) becomes redundant. If
⟨λ2ij , x1i − x2i ⟩ > 0, what we need to do is to define numbers that satisfy (A4’),







ii satisfy (A1’)-(A6’), (A7), and (A8) (notice that ⟨λ1ij , x2i −
x1j ⟩ < 0 never occurs according to (A4”)). Finally, if ⟨λ2ij , x1i −x2i ⟩ < 0, we have
⟨λ1ij , x2i − x1j ⟩ > 0 by (A4”), which makes (A4’) redundant. Therefore, what
we need to do is to define numbers that satisfy (A3’), (A7) and (A8), which is
again easily accomplished.
Now, we show that (A1”)-(A4”), (A5’), and (A6’) are equivalent to WARNE,
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that is,
xti ̸≫ xtj , for t = 1, 2 (W1)
max{⟨λ, x1i − x2j ⟩ | λ ∈ ∆+(L), ⟨λ, x2i − x2j ⟩ ≥ 0} ≤ (<)0
=⇒ max{⟨λ, x2i − x1j ⟩ | λ ∈ ∆+(L), ⟨λ, x1i − x1j ⟩ ≥ 0} ≥ (>)0 (W2)
for t = 1, 2 and i, j ∈ N . Suppose that there exist vectors λtij (t = 1, 2, i, j ∈ N)
such that (A1”)-(A4”), (A5’), and (A6’) are true. It is obvious that (W1) holds.
Note that by (A5’) and (A6’), the constraint sets of the maximisation problem
on both sides of (W2) are non-empty. Assume that max{⟨λ, x1i − x2j ⟩ | λ ∈
∆+(L), ⟨λ, x2i − x2j ⟩ ≥ 0} ≤ (<)0. Then, we must have ⟨λ2ij , x1i − x2j ⟩ ≤ (<)0,
which in turn yields ⟨λ1ij , x2i − x1j ⟩ ≥ (>)0 by (A4”). By a scalar multiplication,
we can think of λ1ij ∈ ∆+(L) without affecting this inequality. Therefore, we
have
max{⟨λ, x2i − x1j ⟩ | λ ∈ ∆+(L), ⟨λ, x1i − x1j ⟩ ≥ 0} ≥ ⟨λ1ij , x2i − x1j ⟩ ≥ (>)0.
Regarding the other direction, suppose that WARNE is true. Note that by
(W1), {λ ∈ ∆+(L) | ⟨λ, x1i − x1j ⟩ ≥ 0} ̸= ∅ and {λ ∈ ∆+(L) | ⟨λ, x2i − x2j ⟩ ≥
0} ̸= ∅. It is obvious that these sets are compact; hence, we can take λ2ij ∈
argmax{⟨λ, x1i − x2j ⟩ | λ ∈ ∆+(L), ⟨λ, x2i − x2j ⟩ ≥ 0} and λ1ij ∈ argmax{⟨λ, x2i −
x1j ⟩ | λ ∈ ∆+(L), ⟨λ, x1i − x1j ⟩ ≥ 0}. Notice that, by these specifications, (A5’)
and (A6’) are always satisfied. We distinguish two cases.
[Case 1: ⟨λ2ij , x1i −x2j ⟩ > 0.] In this case, (A3”) and (A4”) become redundant.
If ⟨λ1ij , x2i − x1j ⟩ > 0, (A2”) also becomes redundant. Then, by letting λ1ii = λ2ii,
(A1”) holds. If ⟨λ1ij , x2i − x1j ⟩ ≤ (<)0, we have ⟨λ1ijx1i − x2i ⟩ ≥ (>)0. Indeed, 5
0 ≤ (<)⟨λ1ij , x1i − x1j ⟩ − ⟨λ1ij , x2i − x1j ⟩ = ⟨λ1ij , x1i − x2i ⟩.
Therefore, by setting λ2ii = λ
1






[Case 2: ⟨λ2ij , x1i −x2j ⟩ ≤ (<)0.] By (W2), we have ⟨λ1ij , x2i −x1j ⟩ ≥ (>)0, and
thus, (A4”) is satisfied. Set λ1ii = λ
2
ij , and thus, (A3”) is satisfied. Indeed,
6
0 ≤ (<)⟨λ2ij , x2i − x2j ⟩ − ⟨λ2ij , x1i − x2j ⟩ = ⟨λ2ij , x2i − x1i ⟩.
5Recall that λ1ij ∈ argmax{⟨λ, x2i − x1j ⟩ | λ ∈ ∆+(L), ⟨λ, x1i − x1j ⟩ ≥ 0}
6Recall that λ2ij ∈ argmax{⟨λ, x1i − x2j ⟩ | λ ∈ ∆+(L), ⟨λ, x2i − x2j ⟩ ≥ 0}
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If ⟨λ1ij , x2i − x1j ⟩ > 0, setting λ2ii = λ1ii guarantees that (A1”) holds (notice that
in this case, (A2”) becomes redundant). If ⟨λ1ij , x2i − x1j ⟩ = 0, we have that
0 ≤ ⟨λ1ij , x1i − x1j ⟩ − ⟨λ1ij , x2i − x1j ⟩ = ⟨λ1ij , x1i − x2j ⟩.
Therefore, by setting λ2ii = λ
1
ij , (A2”) is satisfied. Notice that these specifi-
cations of λ1ii and λ
2
ii guarantee that (A1”) holds since ⟨λ1ii, x1i − x2i ⟩ ≥ 0 and
⟨λ2ii, x2i − x1i ⟩ ≥ 0.
4.4.2 Proof of Theorem 4.5
By a similar procedure to that employed to prove Theorem 4.3, we can easily
show that the solvability of the system of inequalities (4.3.4)-(4.3.6) is equivalent
to the following: there exist vectors λ1, λ2, λtij (t = 1, 2, i, j ∈ 1, 2 with i ̸= j)
such that
⟨λ2, x1i − x2i ⟩ ≤ (<)0 =⇒ ⟨λ1, x2i − x1i ⟩ ≥ (>)0 (B1”)
⟨λ2, x1i − x2i ⟩ ≤ (<)0 =⇒ ⟨λ1ij , x2i − x1j ⟩ ≥ (>)0 (B2”)
⟨λ1, x2i − x1i ⟩ ≤ (<)0 =⇒ ⟨λ2ij , x1i − x2j ⟩ ≥ (>)0 (B3”)
⟨λ2ij , x1i − x2j ⟩ ≤ (<)0 =⇒ ⟨λ1ij , x2i − x1j ⟩ ≥ (>)0 (A4”)
0 ≤ ⟨λ1ij , x1i − x1j ⟩ (A5’)
0 ≤ ⟨λ2ij , x2i − x2j ⟩ (A6’)
Now, we show that (B1”)-(B3”), (A4”), (A5’), and (A6’) are equivalent to
WARNE, that is,
xti ̸≫ xtj , for t = 1, 2 (W1)
max{⟨λ, x1i − x2j ⟩ | λ ∈ ∆+(L), ⟨λ, x2i − x2j ⟩ ≥ 0} ≤ (<)0
=⇒ max{⟨λ, x2i − x1j ⟩ | λ ∈ ∆+(L), ⟨λ, x1i − x1j ⟩ ≥ 0} ≥ (>)0 (W2)
for t = 1, 2 and i, j = 1, 2. It is obvious that (B1”)-(B3”), (A4”), (A5’), and
(A6’) imply WARNE.7
Regarding the other direction, suppose that WARNE is true. As in the proof
of Theorem 4.3, take λ2ij ∈ argmax{⟨λ, x1i − x2j ⟩ | λ ∈ ∆+(L), ⟨λ, x2i − x2j ⟩ ≥ 0}
7Notice that in the proof of Theorem 4.3, we in fact used only (A4”), (A5’), and (A6’) to
show (W1) and (W2).
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and λ1ij ∈ argmax{⟨λ, x2i − x1j ⟩ | λ ∈ ∆+(L), ⟨λ, x1i − x1j ⟩ ≥ 0}. Notice that, by
these specifications, (A5’) and (A6’) are always satisfied, and (W2) guarantees
that (A4”) holds. Therefore, what remains is to specify λ1 and λ2 such that
(B1”)-(B3”) are satisfied for both agent 1 and agent 2. We distinguish 8 cases.
[Case 1:]
⟨λ112, x21 − x12⟩ > 0, ⟨λ212, x11 − x22⟩ > 0
⟨λ121, x22 − x11⟩ > 0, ⟨λ221, x12 − x21⟩ > 0
In this case, any λ1 and λ2 with λ1 = λ2 can be taken to satisfy (B1”)-(B3”)
(notice that (B2”) and (B3”) are redundant).
[Case 2:]
⟨λ112, x21 − x12⟩ > 0, ⟨λ212, x11 − x22⟩ > 0
⟨λ121, x22 − x11⟩ ≤ 0, ⟨λ221, x12 − x21⟩ > 0
Note that in this case, (B2”) and (B3”) for agent 1 and (B3”) for agent 2
are redundant. Set λ2 = λ121, and thus, we have
8
0 ≤ ⟨λ2, x11 − x22⟩+ ⟨λ121, x12 − x11⟩ = ⟨λ2, x12 − x22⟩
with strict inequality when ⟨λ121, x22 − x11⟩ < 0. Therefore, (B2”) for agent 2 is
satisfied. Finally, set λ1 = λ2, and thus, (B1”) for both agent 1 and agent 2
hold.
[Case 3:]
⟨λ112, x21 − x12⟩ > 0, ⟨λ212, x11 − x22⟩ > 0
⟨λ121, x22 − x11⟩ > 0, ⟨λ221, x12 − x21⟩ ≤ 0
This case is essentially the same as the second case, and thus, we omit the
details.
[Case 4:]
⟨λ112, x21 − x12⟩ > 0, ⟨λ212, x11 − x22⟩ > 0
⟨λ121, x22 − x11⟩ = 0, ⟨λ221, x12 − x21⟩ = 0
8Recall that λ121 ∈ argmax{⟨λ, x22 − x11⟩ | λ ∈ ∆+(L), ⟨λ, x12 − x11⟩ ≥ 0}
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In this case, neither x22 ≪ x12 nor x22 ≫ x12 occurs. Indeed, suppose that
x22 ≪ x12. Then, we have
⟨λ221, x22 − x12⟩+ ⟨λ221, x12 − x21⟩ = ⟨λ221, x22 − x21⟩ < 0,
because we have assumed that ⟨λ221, x12 − x21⟩ = 0. This contradicts ⟨λ221, x22 −
x12⟩ ≥ 0.9 x22 ≫ x12 leads to a similar contradiction. Therefore, we conclude that
neither x22 ≪ x12 nor x22 ≫ x12 occurs. Consequently, we can find λ⊥ ∈ ∆+(L)
such that ⟨λ⊥, x12 − x22⟩ = 0. Set vectors λ1 = λ2 = λ⊥, and thus, (B1”)-(B3”)
are satisfied.
[Case 5:]
⟨λ112, x21 − x12⟩ ≤ 0, ⟨λ212, x11 − x22⟩ > 0
⟨λ121, x22 − x11⟩ > 0, ⟨λ221, x12 − x21⟩ ≤ 0
Note that in this case, (B3”) for agent 1 and (B2”) for agent 2 are redundant.
Note also that we have
0 ≤ ⟨λ112, x12 − x21⟩+ ⟨λ112, x11 − x12⟩ = ⟨λ112, x11 − x21⟩ (4.4.7)
with strict inequality when ⟨λ112, x21 − x12⟩ < 0, and
0 ≤ ⟨λ221, x21 − x12⟩+ ⟨λ221, x22 − x21⟩ = ⟨λ221, x22 − x12⟩ (4.4.8)
with strict inequality when ⟨λ221, x12 − x21⟩ < 0. We further distinguish three
cases.
(Case 5-1: ⟨λ221, x21 − x11⟩ < 0, and ⟨λ112, x11 − x21⟩ = 0)10 We have
0 ≤ ⟨λ221, x11 − x21⟩+ ⟨λ221, x21 − x12⟩ = ⟨λ221, x11 − x12⟩, (4.4.9)
because we have assumed that ⟨λ221, x12 − x21⟩ ≤ 0. Since λ112 ∈ argmax{⟨λ, x21 −
x12⟩ | λ ∈ ∆+(L), ⟨λ, x11 − x12⟩ ≥ 0}, (4.4.9) implies that
⟨λ221, x21 − x12⟩ ≤ ⟨λ112, x21 − x12⟩. (4.4.10)
We also have that
0 = ⟨λ112, x11 − x21⟩ = ⟨λ112, x12 − x21⟩+ ⟨λ112, x11 − x12⟩,
9Recall that λ221 ∈ argmax{⟨λ, x12 − x21⟩ | λ ∈ ∆+(L), ⟨λ, x22 − x21⟩ ≥ 0}.
10Note that when ⟨λ112, x21−x12⟩ < 0, this case never occurs because we have ⟨λ112, x11−x21⟩ <
0 by (4.4.7).
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and ⟨λ112, x12 − x21⟩ ≥ 0 and ⟨λ112, x11 − x12⟩ ≥ 0. Therefore, ⟨λ112, x21 − x12⟩ = 0,
which in turn, by (4.4.10), ⟨λ221, x21 − x12⟩ ≤ 0. Since we have assumed that
⟨λ221, x12 − x21⟩ ≤ 0, we have
⟨λ221, x12 − x21⟩ = 0. (4.4.11)
Set vectors λ1 = λ2 = λ221. Since λ
1 = λ2, (B1”) is satisfied for both agent 1
and agent 2. By (4.4.8) and (4.4.11), (B3”) for agent 2 is satisfied. Finally, by
(4.4.9) and (4.4.11), we have ⟨λ2, x11 − x21⟩ ≥ 0, and thus, (B2”) for agent 1 is
satisfied.
(Case 5-2: ⟨λ221, x22 − x12⟩ = 0 and ⟨λ112, x12 − x22⟩ < 0)11 We have
0 ≤ ⟨λ112, x22 − x12⟩+ ⟨λ112, x12 − x21⟩ = ⟨λ112, x22 − x21⟩. (4.4.12)
Since λ221 ∈ argmax{⟨λ, x12−x21⟩ | λ ∈ ∆+(L), ⟨λ, x22−x21⟩ ≥ 0}, (4.4.12) implies
that
⟨λ112, x12 − x21⟩ ≤ ⟨λ221, x12 − x21⟩. (4.4.13)
We also have that
0 = ⟨λ221, x22 − x12⟩ = ⟨λ221, x21 − x12⟩+ ⟨λ221, x22 − x21⟩,
and ⟨λ221, x21 − x12⟩ ≥ 0 and ⟨λ221, x22 − x21⟩ ≥ 0. Therefore, ⟨λ221, x12 − x21⟩ = 0,
which in turn, by (4.4.13), ⟨λ112, x12 − x21⟩ ≤ 0. Since we have assumed that
⟨λ112, x21 − x12⟩ ≤ 0, we have
⟨λ112, x21 − x12⟩ = 0. (4.4.14)
Set vectors λ1 = λ2 = λ112. Since λ
1 = λ2, (B1”) is satisfied for both agent 1
and agent 2. By (4.4.7) and (4.4.14), (B2”) for agent 1 is satisfied. Finally, by
(4.4.12) and (4.4.14), we have ⟨λ1, x22 − x12⟩ ≥ 0, and thus, (B3”) for agent 2 is
satisfied.
(Case 5-3: other) Set vectors λ1 = λ221 and λ
2 = λ112. (4.4.7) and (4.4.8)
guarantee that (B2”) for agent 1 and (B3”) for agent 2 hold. (B1”) is satisfied
for both agent 1 and agent 2 since otherwise, the case becomes either 5-1 or 5-2.




⟨λ112, x21 − x12⟩ ≤ 0, ⟨λ212, x11 − x22⟩ > 0
⟨λ121, x22 − x11⟩ ≤ 0, ⟨λ221, x12 − x21⟩ > 0
In this case, (B3”) is redundant for both agent 1 and agent 2. Set λ2 ∈
∆+(L) such that ⟨λ2, x11 − x12⟩ = 0. Note that this is possible by (W1). Since
λ112 ∈ argmax{⟨λ, x21−x12⟩ | λ ∈ ∆+(L), ⟨λ, x11−x12⟩ ≥ 0}, we have ⟨λ2, x21−x12⟩ ≤
⟨λ112, x21 − x12⟩ ≤ 0. Consequently,
0 ≤ ⟨λ2, x12 − x21⟩+ ⟨λ2, x11 − x12⟩ = ⟨λ2, x11 − x21⟩, (4.4.15)
with strict inequality when ⟨λ112, x21−x12⟩ < 0. Similarly, we have ⟨λ2, x22−x11⟩ ≤
⟨λ121, x22−x11⟩ ≤ 0, since λ121 ∈ argmax{⟨λ, x22−x11⟩ | λ ∈ ∆+(L), ⟨λ, x12−x11⟩ ≥ 0}.
Therefore,
0 ≤ ⟨λ2, x11 − x22⟩+ ⟨λ2, x12 − x11⟩ = ⟨λ2, x12 − x22⟩, (4.4.16)
with strict inequality when ⟨λ121, x22 − x11⟩ < 0. From (4.4.15) and (4.4.16), we
see that (B2”) is satisfied for both agent 1 and agent 2. Set λ1 = λ2, and thus
(B1”) is also satisfied for both agents.
[Case 7:]
⟨λ112, x21 − x12⟩ ≤ 0, ⟨λ212, x11 − x22⟩ > 0
⟨λ121, x22 − x11⟩ = 0, ⟨λ221, x12 − x21⟩ = 0
Take vectors λ1⊥ and λ
2
⊥ such that ⟨λ1⊥, x11 − x12⟩ = 0 and ⟨λ2⊥, x22 − x21⟩ = 0.
We have that
⟨λ1⊥, x21 − x12⟩ ≤ ⟨λ112, x21 − x12⟩ ≤ 0,
⟨λ1⊥, x22 − x11⟩ ≤ ⟨λ121, x22 − x11⟩ = 0,
⟨λ2⊥, x12 − x21⟩ ≤ ⟨λ221, x12 − x21⟩ = 0. (4.4.17)
Consequently, we have that
⟨λ1⊥, x11 − x21⟩ ≥ 0
with strict inequality when ⟨λ112, x21 − x12⟩ < 0, and
⟨λ1⊥, x12 − x22⟩ ≥ 0, ⟨λ2⊥, x22 − x12⟩ ≥ 0.
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Therefore, if ⟨λ2⊥, x21 − x11⟩ ≥ 0, setting λ1 = λ2⊥ and λ2 = λ1⊥ guarantees that
(B1”)-(B3”) are satisfied. If ⟨λ2⊥, x21 − x11⟩ < 0, we have that
0 > ⟨λ2⊥, x21 − x11⟩+ ⟨λ2⊥, x12 − x21⟩ = ⟨λ2⊥, x12 − x11⟩.
Therefore, ⟨λ2⊥, x21 − x12⟩ ≤ ⟨λ112, x21 − x12⟩ ≤ 0. By combining this with (4.4.17),
we obtain ⟨λ2⊥, x21 − x12⟩ = 0. Consequently, we have that
⟨λ2⊥, x21 − x12⟩+ ⟨λ2⊥, x22 − x21⟩ = ⟨λ2⊥, x22 − x12⟩ = 0. (4.4.18)
Set λ1 = λ2 = λ2⊥, meaning that (B1”) is satisfied for both agent 1 and agent
2. Since we have assumed that ⟨λ2⊥, x21 − x11⟩ < 0, (B2”) for agent 1 is satisfied.
Finally by (4.4.18), (B2”) and (B3”) for agent 2 are satisfied.
[Case 8:]
⟨λ112, x21 − x12⟩ = 0, ⟨λ212, x11 − x22⟩ = 0
⟨λ121, x22 − x11⟩ = 0, ⟨λ221, x12 − x21⟩ = 0
Take λ1⊥ and λ
2
⊥ as in Case 7. We have that
⟨λ1⊥, x21 − x12⟩ ≤ ⟨λ112, x21 − x12⟩ = 0,
⟨λ1⊥, x22 − x11⟩ ≤ ⟨λ121, x22 − x11⟩ = 0,
⟨λ2⊥, x11 − x22⟩ ≤ ⟨λ212, x11 − x22⟩ = 0,
⟨λ2⊥, x12 − x21⟩ ≤ ⟨λ221, x12 − x21⟩ = 0.
Combining these relations with the assumption that ⟨λ1⊥, x11 − x12⟩ = 0 and
⟨λ2⊥, x22 − x21⟩ = 0, we obtain
⟨λ1⊥, x11 − x21⟩ ≥ 0, ⟨λ1⊥, x12 − x22⟩ ≥ 0,
⟨λ2⊥, x21 − x11⟩ ≥ 0, ⟨λ2⊥, x22 − x12⟩ ≥ 0.
Therefore, by setting vectors λ1 = λ2⊥ and λ





General treatments on the revealed preference test for Nash equilibrium were
first studied by Sprumont [46] and Ray and Zhou [37]. They answered the
question of what are the conditions for a given collective choice function to be
consistent with the set of Nash equilibria or subgame perfect Nash equilibria?
A more recent paper by Lee [32] poses and answers the same question for the
case of zero-sum games. In this chapter, as another important subclass of non-
cooperative games, our aim is to clarify a necessary and sufficient condition for
a collective choice function to be consistent with the Nash equilibria of some
potential game.
The notion of potential games is introduced by Monderer and Shapley [35],
and it is well-known that potential games have a number of attractive proper-
ties.1 Amongst others, in a potential game, the preference (or payoff function)
of each agent can be replaced with a single real-valued function (a so-called
potential function), and the maximisation of such a function leads to a subset
of the Nash equilibria of the game. Furthermore, it is known that the maximi-
sation of a potential function derives the robust equilibrium, provided that the
equilibrium is unique (Ui [49]). In addition, the existence of a potential func-
1There are some variations of potential games introduced by Monderer and Shanpley [35].
One can find them, for instance, in Voonerveld [54], Dubey et al. [25], and Uno [50].
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tion ensures the “Fictitious Play Property,” which guarantees the convergence
of one-sided better learning (see Monderer and Shapley [35, 34]).
To address the testable implications of potential games, the properties ad-
vanced above play key roles. Let us assume that a given choice function is
consistent with the Nash equilibrium of some potential game. Then, it must
contain the set of maximisers of a potential function on every feasible set. Re-
calling the classical result obtained by Richter [38], such a selection must satisfy
the “congruence axiom,” which is a type of acyclicity in the observed choices.
As long as the consistency with the Nash equilibrium is ensured, this is obvi-
ously a necessary condition for the existence of a potential function, while its
sufficiency is not clear. We demonstrate that the existence of such a selection
is also sufficient. In addition, we also offer another characterisation of the con-
sistency between a joint choice function and potential games, which is based on
the characterisation of Nash rationalisability by Galambos [30]. It shows that
an extended congruence axiom on the individual revealed preferences is neces-
sary and sufficient for the Nash rationalisability of a joint choice function. We
show that, in addition to Galambos’ condition, stronger acyclicity is required
to identify a potential game that rationalises the observed choice function: the
union of the revealed preferences of agents must be acyclic.
In verifying the existence of a potential game that rationalises a choice func-
tion, some additional results follow. First, our conditions are common necessary
and sufficient conditions for the consistency with two different types of poten-
tial games: ordinal potential games and exact potential games, respectively. This
implies that these two types of potential games are observationally equivalent,
while they are theoretically not (the former contains the latter as a special case).
In addition, if a choice function is consistent with the Nash equilibrium of some
potential game, then it cannot be consistent with the Nash equilibrium of any
non-potential game.
The remainder of this chapter is arranged as follows. In Section 5.1, we
briefly introduce the notion of potential games and the consistency between
a choice function and the Nash equilibrium as a preliminary section. Next, in
Section 5.2, we describe the main result of this chapter: the consistency between
a choice function and the Nash equilibrium with the additional conditions, that
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is, the Nash equilibrium of some potential games. In the Appendix, we provide
the independence of properties that we will impose.
5.1 Preliminary
5.1.1 Potential games
Let N = {1, ..., n} be the set of agents and Xi be a finite set of the conceivable
actions of agent i. We denote the set of joint actions by X = ×ni=1Xi. In
addition, for notational simplicity, we let J = N\{i} be the set of all agents
other than agent i. If each agent has a complete and transitive preference ⪰i
on X or, equivalently, a payoff function ui(xi, xJ ), we can consider a game
G = (N, {Xi}i∈N , {ui(·)}i∈N ).
We say that a function φ : X → R is an ordinal potential for a game G if
for all agents i ∈ N and for all xJ ∈ XJ , ui(xi, xJ) ≥ ui(yi, xJ) if and only if
φ(xi, xJ) ≥ φ(yi, xJ ) for all xi, yi ∈ Xi. In addition, a function φ is said to be
an exact potential for a game G if it satisfies, for all i ∈ N and for all xJ ∈ XJ ,
ui(xi, xJ )− ui(yi, xJ ) = φ(xi, xJ)− φ(yi, xJ) for all xi, yi ∈ Xi.
Definition 5.1. A strategic-form game G = (N, {Xi}i∈N , {ui(·)}i∈N ) is an
ordinal (exact) potential game if there exists an ordinal (exact) potential for the
game G.
Let us assume that a game G = (N, {Xi}i∈N , {ui(·)}i∈N ) admits an ordinal
(exact) potential function φ. Then, it is known that the set of all pure strategy
Nash equilibria coincides with that of the game G′ = (N, {Xi}i∈N , (φ,φ, ..., φ)),
where all agents’ payoff functions are replaced by the potential. In addition, the
maximisation of φ on X derives a subset of the set of all pure strategy Nash
equilibria. We formally state this fact for future references.
Proposition 5.1 (Monderer and Shapley [35]). Let NE ({Xi}i∈N , {ui(·)}i∈N )
be the set of all pure strategy Nash equilibria of the game G = (N, {Xi}i∈N , {ui(·)}i∈N ).
If G admits an ordinal (exact) potential function φ, then it follows that NE ({Xi}i∈N , {ui(·)}i∈N ) =
NE ({Xi}i∈N , (φ,φ, . . . , φ)), where the latter stands for the set of all pure strat-
egy Nash equilibria of the game G′ = (N, (Xi)i∈N , (φ,φ, ..., φ)). Moreover,
argmaxx∈Xφ(x) ⊆ NE ({Xi}i∈N , {ui(·)}i∈N ).
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Voonerveld and Norde [55] and Monderer and Shapley [35] provide order-
theoretic characterisations for ordinal and exact potential games, respectively,
as follows. A sequence of action profiles (x1, x2, . . . ) ⊆ X is said to be a path if
for any k, there exists a unique deviator, i.e., for all k, xk and xk+1 differs in
only one coordinate. If a path (x1, ..., xm) satisfies x1 = xm, then it is referred to
as a cycle. We say that a sequence of action profiles (x1, x2, . . . ) is an improving
path if it is a path, ui(k)(x
k+1) ≥ ui(k)(xk) for all k ∈ {1, 2, . . . }, and there exists
at least one k′ such that the strict inequality holds, where i(k) is the unique
deviator at the kth element. If an improving path is a cycle, then it is referred
to as an improving cycle.
Proposition 5.2 (Voonerveld and Norde [55]). A game G is an ordinal poten-
tial game if and only if there exists no improving cycle.
Proposition 5.3 (Monderer and Shapley [35]). A game G is an exact potential






As seen from the preceding propositions, if a game admits an exact potential,
then it admits an ordinal potential, but not vice versa. However in section 5.2,
we will see that these two concepts are “observationally” equivalent in the sense
that the “choice-based” characterisations of them are equivalent.
5.1.2 Choice function and Nash rationalisability
Following Sprumont [46], we consider that at any period in ‘time,’ the agents
have actions that are actually feasible because of technological, legal, or bud-
getary constraints, which are subsets of the conceivable actions X. A feasible
set of agent i is denoted by Ai ⊆ Xi. Then, the class of logically possible joint
feasible sets can be represented as
A = {A = ×ni=1Ai : ∅ ≠ Ai ⊂ Xi ∀i ∈ N}.
For any A,A′ ∈ A, let A∨A′ be the smallest element of A that contains both A
and A′. We say that A ∈ A is a line if Ai is a singleton for all agents but one. A
2Monderer and Sapley [35] also show that in fact it suffices to check cycles with the length
4.
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collective choice function f is defined on A such that for every A ∈ A, f(A) ⊆ A
denotes the observed collective choices from set A. In other words, for every
A ∈ A, f(A) is the choice made by the agents in a particular situation where
the set Ai was feasible for each agent i.
In Sprumont [46], a necessary and sufficient condition under which an ob-
served collective choice function f can be seen as the Nash equilibrium in the
following sense is shown.
Definition 5.2. An observed collective choice function f is Nash rationalis-
able if there exist payoff functions ui(·) for i = 1, ..., n on X such that f(A)
coincides with the set of Nash equilibria of the strategic form game G |A=
(N, {Ai}i∈N , {ui(·)}i∈N ) for every A ∈ A.
Proposition 5.4 (Sprumont [46]). An observed choice function f is Nash ra-
tionalisable if and only if it satisfies
• Persistency under Contraction (PC)
1. (PC 1): For every A,A′ ∈ A with A′ ⊂ A, f(A) ∩A′ ⊂ f(A′).
2. (PC 2): If A is a line, A′ ⊂ A and f(A)∩A′ ̸= ∅ implies f(A′) ⊂ f(A).
• Persistency under Expansion (PE): For all A,A′ ∈ A, f(A) ∩ f(A′) ⊂
f(A ∨A′).
Notice that (PC1) is the same as Property α and (PC2) is similar to Prop-
erty β (see Section 2.2). Indeed, (PC2) implies that a choice function satisfies
Property β on a line, and under (PC1), Property β on a line implies (PC2).
Since a line describes the situation in which an agent makes an individual de-
cision, and the choice being a Nash equilibrium means that the agent chooses
the utility-maximising choice in that situation, it is reasonable to require both
Properties α and β on a line.3 (PE) is the unique requirement for Nash ratio-
nalisation; it requires an if action profile is chosen in two distinct situations A
and A′, then it must be chosen in A ∨ A′, the smallest joint feasible set that
contains both A and A′.
3Recall that Properties α and β are necessary and sufficient conditions for a (individual)
choice function to be rationalised by a preference relation (Theorem 2.6, Theorem 2.7, and
Theorem 2.8).
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As an alternative approach to Nash rationalisability, Galambos [30] proposes
a condition in terms of revealed preference relations that are derived from a
choice function. Formally, for each i ∈ N , a relation Vi on X is defined as
xViy ⇐⇒ there exists A ∈ A such that x, y ∈ A, xJ = yJ , and x ∈ f(A).
In words, x is directly revealed preferred to y for some agent if x is observed in
a situation in which both x and y were feasible, holding other agents’ actions
fixed. Let T (Vi) be the transitive closure of Vi, which can be interpreted as an
indirect revealed preference.
Proposition 5.5 (Galambos [30]). A collective choice function f is Nash ra-
tionalisable if and only if it satisfies for every A ∈ A and x ∈ A,
• N-Congruence (NC): For every i ∈ N , and every yi ∈ Ai, xT (Vi) (yi, xJ)
implies x ∈ f(A).
Condition (NC) requires that if an action profile is indirectly revealed pre-
ferred by every agent to any other feasible action, then the action profile should
be observed via the choice function. Although this might appear to be a para-
phrase of the definition of Nash equilibrium, it makes the proof of our main
theorem much simpler than employing the combination of (PC) and (PE). Need-
less to say, (NC) is equivalent with the combination of (PC) and (PE) in our
setting.4
As a relevant investigation, Lee [32], provides testable implications of Nash
equilibrium in two-person zero-sum games. Suppose for the moment that there
are only two agents, that is, N = {1, 2}. Since we are seeking conditions for
a collective choice function to be rationalised as a set of Nash equilibria of
a particular subclass of game, the conditions must contain (PC) and (PE).
According to Lee [32], all we need is one additional condition, which is formally
stated as follows.
Theorem 5.1 (Lee [32]). Suppose that N = {1, 2}. A collective choice function
is Nash rationalisable by some zero-sum game if and only if it satisfies (PC),
(PE), and
4In fact, Condition (NC) is still a necessary and sufficient condition for Nash rationalis-
ability, even if we alleviate the finiteness of X. See Galambos [30] for details.
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• Interchangeability (IC): For every A ∈ A, x, y ∈ f(A) implies {x}∨{y} ⊆
f(A).
5.2 Potential rationalisability
We say that a choice function f is potential rationalisable if there exists a po-
tential game such that the observed choices coincide with the Nash equilibria of
the game. Formally, we have the following:
Definition 5.3. A collective choice function f is ordinal (exact) potential ra-
tionalisable if there exist payoff functions ui(·), i = 1, ..., n, on X such that
G = (N, {Xi}i∈N , {ui(·)}i∈N ) is an ordinal (exact) potential game,and f(A)
coincides with the set of Nash equilibria of the strategic form game G |A=
(N, {Ai}i∈N , {ui(·)}i∈N ) for every A ∈ A.
Note that, although the preceding definition only requires the existence of an
ordinal (exact) potential function for the game G, it is not difficult to check that
if G is an ordinal (exact) potential game, then for every A ∈ A, the game G |A
is also an ordinal (exact) potential game by the same potential function with
G. It is clear that potential rationalisability implies Nash rationalisability, but
not vice versa (see Example 5.1 in the Appendix of this chapter). Therefore, we
need additional restrictions to say that the agents are interacting in a potential
game.
First, we consider a necessary condition for ordinal potential rationalisability
by employing the properties of Nash equilibria of potential games. In particular,
we use the fact that the maximisers of a potential function must be contained in
the set of Nash equilibria. Suppose that a choice function f is ordinal potential
rationalisable. Then, by definition, there exists an ordinal potential game G
such that the set of Nash equilibria of G |A, NE ({Ai}i∈N , {ui(·)}i∈N ) coincides
with f(A) for every A ∈ A. Let φ be an ordinal potential of G, and let g(A) :=
argmaxx∈Aφ(x). Then, by Proposition 5.1, it follows that g(A) ⊆ f(A) for
every A. Since g(A) is the set of maximisers of a real-valued function, it must
satisfy the congruence axiom (Theorem 2.6). In addition, if A is a line, then it
must hold that g(A) = f(A), which follows from the fact that argmaxx∈Aφ(x) =
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argmaxxi∈Aiui(xi, xJ). Combining the above, if a collective choice function f
is ordinal potential rationalisable, it must satisfy the following.
• Congruent Selection Property (CSP)5: There exists a set function g such
that
1. g(A) ⊂ f(A) for every A ∈ A
2. g(A) = f(A), if A is a line
3. g satisfies the congruence axiom.
Then, in turn, let us consider a necessary condition for the existence of an
ordinal potential function by using a direct revealed preference relation Vi. If a
given choice function f is ordinal potential rationalisable, there exists an ordinal
potential game G with the potential function φ. By the definition of an ordinal
potential, it must follow that if xViy, then φ(x) ≥ φ(y), as the former reveals
that ui(x) ≥ ui(y). Since this holds for every i ∈ N , by defining the binary
relation V on X such that
xV y ⇐⇒ there exists i ∈ N such that xViy,
it follows that xV y implies φ(x) ≥ φ(y). It is clear that for every cycle
(x1, ..., xm) with xk+1V xk, it must follow that φ(xk) = φ(xk+1) for every k =
1, ...,m− 1. Then, we can conclude that the binary relation V must be acyclic.
Formally we have the following.
• Collective Acyclicity (CA): If a cycle (x1, ..., xm) satisfies xk+1V xk for
every k = 1, ...,m − 1, then it also holds that xkV xk+1 for every k ∈
{1, ...,m− 1}.
Now, we have two necessary conditions for the potential rationalisability of
a choice function. It should be noted that conditions (CSP) and (CA) are, in
general, independent (see Example 5.2 in the Appendix). However, if a choice
function f is Nash rationalisable, then (CSP) and (CA) are equivalent to one
another, and they are sufficient for the existence of an ordinal potential. In
5By the second and third requirements, this implies (PC2), while it is independent of
(PC1).
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addition, from a rationalisability perspective, once the existence of an ordinal
potential is assured, then the existence of an exact potential also follows.
Theorem 5.2. The following statements are equivalent:
1. A choice function f is ordinal potential rationalisable.
2. A choice function f is exact potential rationalisable.
3. A choice function f satisfies (PC), (PE), and (CSP).
4. A choice function f satisfies (NC), and (CA).
Proof. It is easy to confirm that [1 ⇒ 2] Indeed, if a given choice function is
ordinal potential rationalisable, then f coincides with the set of all pure strategy
Nash equilibria of some ordinal potential game G = (N, {Xi}i∈N , {ui(·)}i∈N ) or
its restriction G |A. Let φ be an ordinal potential of G. Then, by Proposition
5.1, the set of Nash equilibria of G |A coincides with that of the game G′ |A=
(N, {Ai}i∈N , (φ . . . φ)). That is, if G rationalises the choice function f , then
the game G′ also does. The latter is obviously an exact potential game with
a potential function is equal to φ itself. In addition, [2 ⇒ 3] has been already
shown. Therefore, it suffices to show that [3 ⇒ 4 ⇒ 1].
[3 ⇒ 4] In view of Propositions 5.4 and 5.5, it is obvious that f satisfies (NC).
Hence, it suffices to show that f satisfies (CA). Since (CSP) holds, there exists a
set function g that is congruent and coincides with f on every line. In particular,
by the former, g(A) is the set of maximisers of some real-valued function φ.
Then, we have xV y =⇒ φ(x) ≥ φ(y), provided that f is Nash rationalisable,
which is guaranteed by (PC) and (PE). To verify this, it is sufficient to show
that there exists a line A with x, y ∈ A such that x ∈ f(A). Indeed, by the
fact that g is equal to f on every line, we then have x, y ∈ A and x ∈ g(A) =
argmaxz∈Aφ(z).
Now, let us suppose xV y. Assume, by way of contradiction, that there is
no line A with x, y ∈ A such that x ∈ f(A). In particular, since {x, y} is a
line, we must have f({x, y}) = {y}. By letting the unique deviator in {x, y}
as i, this implies that ui(y) > ui(x), for any utility function that can be used
to rationalise f . However, since we have assumed xV y, there exists B ∈ A
with x, y ∈ B such that x ∈ f(B). Again, by the fact that x and y are on the
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same line, we have ui(x) ≥ ui(y) for any utility function that can be used to
rationalise f , which contradicts the previous assertion.
Thus, we have shown xV y =⇒ φ(x) ≥ φ(y). If a cycle (x1, ..., xm) sat-
isfies xk+1V xk for all k = 1, ...,m − 1, then xkV xk+1 must hold for all k =
1, ...,m− 1. Indeed, if there exists k such that xkV xk+1 does not hold, we have
{xk+1} = f({x,k , xk+1}) = g({x,k , xk+1}) = argmaxz∈{xk,xk+1}φ(z) (note that
{xk, xk+1} is a line since (x1, ..., xm) is a cycle), implying that φ(x1) ≤ φ(x2) ≤
· · · ≤ φ(xk) < φ(xk+1) ≤ . . . φ(x1), which is a contradiction. Hence, f must
satisfy (CA).
[4 ⇒ 1] By Proposition 5.5, if a choice function f satisfies (NC), then it is
Nash rationalisable. Thus, there exists a strategic form gameG = (N, {Xi}i∈N , {ui(·)}i∈N ),
such that f(A) = NE ({Ai}i∈N , {ui(·)}i∈N ) for every A ∈ A. Thus, by Proposi-
tion 5.2, our claim follows if this game G does not admit any improving cycle.
Assume by way of contradiction that there exists a sequence of action profiles
(x1, . . . , xm) ⊂ X that is an improving cycle such that
• x1 = xm,








• ∃k̄ ∈ {1, . . . ,m− 1}; ui(k̄)(xk̄+1) > ui(k̄)(xk̄).
It follows that xk+1 ∈ f({xki(k), x
k+1
i(k) } × {x
k
J(k)}) for all k, and hence, x
k+1V xk
for all k, or xmT (V )x1. Since f is Nash rationalisable, there cannot exist A ∈ A
such that xk̄, xk̄+1 ∈ A and xk̄ ∈ f(A). Therefore, ¬[xk̄V xk̄+1] holds, which
contradicts the assumption that f satisfies (CA).
The definition of potential rationalisability itself merely requires the exis-
tence of a rationalising potential game. However, as seen from the proof of
the preceding theorem, in particular, the proof of [4 ⇒ 1] implies a stronger
result; if a choice function is potential rationalisable, then any non-potential
game cannot rationalise it.
Corollary 5.1. Suppose that a choice function f is potential rationalisable.
Then, every strategic form game that rationalises f is an ordinal potential game.
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Two remarks are in order. First, in choice-based theory, we cannot know
the “true” preference of each agent even if an observed choice function can be
rationalised as the set of Nash equilibria. In particular, if a given choice function
is potential rationalisable, then it cannot be refuted that the preferences of all
agents are the same. In particular, a congruent selection g that meets the
requirements in (CSP) can be seen as the set of maximisers of their common
interests on every A ∈ A. This means that if a choice function is potential
rationalisable, then it cannot be refuted that f(A) contains a Pareto-efficient
action profile as the Nash equilibrium of some strategic form game, although
the general conditions for the “Pareto rationalisability” of a choice function are
still unknown (see Sprumont [46]).
Second, at least in our framework, verifying whether a collective choice func-
tion is Nash rationalisable means that we assume the existence of a pure strategy
Nash equilibrium on every feasible action set, as noted in Lee [32]. That is, we
must á priori restrict our attention to a (relatively small) subclass of strategic
form games that possess a Nash equilibrium on every feasible set. However,
when testing rationalisability using potential games, this existence assumption
is innocuous, as every potential game has a pure strategy Nash equilibrium on
every feasible set.
5.3 Appendix
Here, we provide three examples. The first is an example of a collective choice
function that is Nash rationalisable but not potential rationalisable. The second
and the third together show that, without Nash rationalisability, conditions
(CSP) and (CA) are independent of one another.
Example 5.1. We provide an example of a choice function that is Nash ratio-
nalisable but not potential rationalisable.
• N = {1, 2}
• X1 = {U,D}, X2 = {L,R}
• A = {A = A1 × · · · ×An : ∅ ≠ Ai ⊂ Xi ∀i ∈ N}
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Consider the choice function f and a selection g given as below. In the
matrices below, let ⃝ denote the observed outcomes via choice function f and⊗




















f(X) = g(X) = {(U,R)} (5.3.1)
f({(U,D)} × {L}) = g({(U,D)} × {L}) = {(D,L)} (5.3.2)
f({(U,D)} × {R}) = g({(U,D)} × {R}) = {(U,R)} (5.3.3)
f({U} × {(L,R)}) = g({U} × {(L,R)}) = {(U,L), (U,R)} (5.3.4)
f({D} × {(L,R)}) = g({D} × {(L,R)}) = {(D,R)} (5.3.5)
It can be seen that the choices above satisfy (NC), or (PC) and (PE), and
hence, Nash rationalisability follows. We show that the choices above are not
potential rationalisable.
Consider the sequence of action profiles ((D,L), (D,R), (U,R), (U,L), (D,L)).
Then, it follows by (5.3.2)−(5.3.5) that (D,L)R(U,L)R(U,R)R(D,R)R(D,L).
It can be seen that (D,L)R(D,R) never holds, thereby violating the congruence
axiom. Thus, g does not satisfy (CSP), which implies that the choices above
are not potential rationalisable.
It can be seen analogously that the choices above also violate (CA).
Example 5.2. We provide an example in which (CSP) is satisfied but (CA) is
violated.
• N = {1, 2}
• X1 = {U,D}, X2 = {L,C,R}
• A = {A = A1 × · · · ×An : ∅ ≠ Ai ⊂ Xi ∀i ∈ N}
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Consider the collective choice function f and a selection g given as below.
It can be seen that (CSP) is satisfied.
To see that (CA) is violated, consider a sequence of action profiles ((U,L),
(U,R), (D,R), (D,L), (U,L)). By observing the choices in matrices X,A1, and
A2, it follows that
(U,L)V (D,L), (D,L)V (D,R), (D,R)V (U,R), (U,R)V (U,L).
This is a cycle with respect to V . Since there is noA ∈ A such that (U,L), (D,L) ∈
A and (D,L) ∈ f(A), (CA) is violated.
Example 5.3. Now we provide an example in which (CA) is satisfied but (CSP)
is not.
• N = {1, 2}
• X1 = {U,D}, X2 = {L,R}
• A = {A = A1 × · · · ×An : ∅ ≠ Ai ⊂ Xi ∀i ∈ N}





















Consider the choice function f and a selection g given as below.
It can be seen that (CA) is satisfied, as it follows by the observed choices in
matrix X that xV y and yV x hold for all x, y ∈ X on the same line.
To see that (CSP) is violated, consider a sequence of action profiles ((U,L),
(D,L), (D,R), (U,R), (U,L)). Following the observations in the matrices above,
it follows that
(U,L)R(U,R), (U,R)R(D,R), (D,R)R(D,L), (D,L)R(U,L).
This is a cycle with respect to R, and since (U,R)R(U,L) does not hold, the
congruence axiom is violated. Thus, (CSP) is not satisfied.
Chapter 6
Concluding remarks
In this dissertation, we have explored the testable implications of three different
economic models that involve multiple agents: the core of the market model,
the no envyness of the fair division model, and the Nash equilibria of potential
games. This chapter, which offers concluding remarks, enumerates some issues
that are not addressed in the text and explains why.
6.1 The revealed preference test and the testing
power
In chapter 3, we provided some numerical examples to demonstrate the refutabil-
ity of the core. However, the examples only raise the possibilities while leaving
their actual relevance unknown. It might be the case that even if there are
instances in which the core is refutable that the occurrence of such events is
nevertheless quite rare. This concern leads us to the power indices of the re-
vealed preference test.
Amongst others, the power index proposed in Broners [13] is the simplest
and the most longstanding in the literature.1 It adopts the notion of irrational
behaviour from Becker [12], who assumes that a consumer chooses commodity
bundles randomly from his/her budget hyperplane. Then, the power of the
GARP test is measured by how frequently this irrational behaviour violates
1For other power indices, see Andoreoni and Harbaugh [5] and Beatty and Crawford [11].
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For example, consider the choice situation depicted in Figure 6.1. It depicts
two budget hyperplanes from which a consumer chooses commodity bundles.
It is clear that the consumer’s choice fails GARP if and only if a commodity
bundle x1 from line A′C when the market price is p1 and x2 from line B′C when
the market price is p2 is chosen. Hence, the power of the GARP test in this
situation is




Notice that the power crucially depends on how the budget hyperplanes
intersect with one another. As an extreme example, no choice combination
from two budget sets depicted in Figure 6.2 fails GARP; the GARP test has no
power at all. In general, the power increases as the number of budget hyperplane
intersections increases. Unfortunately, there is no simple formula to calculate
the power index when budget hyperplanes intersect more than twice (and when
the number of commodities is greater than two). Broners [13] thus takes a
computational approach to obtain an approximated power index: conduct a
Monte Carlo experiment under the budget hyperplanes given by actual post-
war U.S. price and expenditure data, and employ Varian’s algorithm to check
whether the generated (random) consumption data satisfy GARP.
Let us turn our attention to the study given in Chapter 3. In applying
this method, we encounter at least two difficulties. The first is that we do
not have actual data that fits our model, a pure exchange economy. As we
stated in the chapter, we rarely observe initial endowments in practice. The
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second is, more important, that we have not obtained an algorithm to check
whether an allocation data set is TU/NTU core rationalisable. This is because
we characterise core rationalisability only in terms of Afriat-type inequalities,
and we have not obtained an axiom for revealed preference type characterisation,
like the characterisation of 2 in Theorem 2.1.2
6.2 Extension of WARNE for the case of T > 2
We saw, in Chapter 4, that WARNE is equivalent to NE-rationalisability in
limited circumstances; an allocation data set is NE-rationalisable if and only if
it satisfies WARNE when T = 2, and this equivalence collapses when T > 2.
We will discuss a possible extension of this result and make a conjecture for the
case of T > 2.
Notice that the result is analogous to the revealed preference analysis for a
single agent’s decision problems, that is, consumption data on an economic agent
are rationalisable by utility-maximising behaviour if and only if the data satisfy
WARP when T = 2, and the equivalence collapses when T > 2. Moreover, the
form of a requirement for WARP appears similar to that of WARNE. Indeed,
given a consumption data set {pt, xt}Tt=1, WARP can be written as
⟨pt, xs − xt⟩ ≤ 0 =⇒ not ⟨ps, xt − xs⟩ < 0.
On the other hand, given an allocation data set {xt}Tt=1, let λstij ∈ argmax{⟨λ, xsi−
xtj⟩ | λ ∈ ∆+(L), ⟨λ, xti − xtj⟩ ≥ 0}. 3 Then, WARNE can be written as
⟨λstij , xsi − xtj⟩ ≤ 0 =⇒ not ⟨λtsij , xti − xsj⟩ < 0.
for all i, j ∈ N .
As we stated in Chapter 1, the missing part of WARP is to take the “indirect”
revealed preference relation into account. Analogously, it is natural to expect
that there is a generalised version of WARNE that incorporates “indirect” re-
lations. Specifically, given an allocation data set {xt}Tt=1, set Xi = {xti}Tt=1 for
each i ∈ N . Define binary relations Ri and Pi on Xi such that
2Recall that as we discussed in Section 2.1, the algorithm of Varian [52] is based on GARP.
3For simplicity, let us set aside the possible multiplicity of the argmax set.
92 CHAPTER 6. CONCLUDING REMARKS
• xtiRixsi ⇐⇒ there is j ∈ N such that
max{⟨λ, xsi − xtj⟩ | λ ∈ ∆+(L), ⟨λ, xti − xtj⟩ ≥ 0} ≤ 0.
• xtiPixsi ⇐⇒ there is j ∈ N such that
max{⟨λ, xsi − xtj⟩ | λ ∈ ∆+(L), ⟨λ, xti − xtj⟩ ≥ 0} < 0.
As we have done before, denote the transitive closure of Ri as T (Ri). Then, we
can define
• The Generalised Axiom of Revealed No Envy (GARNE): for any i ∈ N
xtiT (Ri)x
s
i =⇒ not xsiPixti.
Note that our example, Example 4.2, which shows that WARNE is not a suffi-
cient condition for NE-rationalisability, violates GARNE. Then, a natural con-
jecture proceeds as follows; an allocation data set {xt}Tt=1 is NE-rationalisable
if and only if it satisfies GARNE. Unfortunately, we have not developed an idea
to prove this formally.
6.3 The revealed preference test and experiments
In this dissertation, our concern is primarily the theoretical aspect of the re-
vealed preference test; whether there exist non-vacuous testable implications,
and when they exist, whether there are differences between the testable im-
plications of similar models, in principle.4 There are also numerous studies
that apply revealed preference tests to both actual market data and data from
controlled laboratory experiments.
Amongst others, one of the most elegant applications of the revealed pref-
erence test is given in Andreoni and Miller [6]. Motivated by the numerous
experimental studies of the dictator game, which contradict theoretical predic-
tions, these authors attempt to explain these unexpected results using classical
utility-maximising behaviour with altruistic preferences. Let us briefly describe
4Needless to say, this does not imply that the author believes that applying the revealed
preference tests is unimportant.
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the experimental design of and results obtained by Andreoni and Miller [6]. In
the experiment, subjects are assigned to make a series of decisions in the dicta-
tor game given varying tokens, the cost of holding the tokens, and the cost of
passing the tokens. Let us denote the number of tokens I, the cost of holding
the tokens ph, and the cost of passing the tokens pp. In one decision, subjects
choose the number of tokens to hold for themselves, xh, and the number of to-
kens to give to another subject, xp, which sum to I, that is, xh + xp = I.
5 The
subject making the decision obtains πh = phxh points, and the other subject
obtains πp = ppxp points. Each point is worth $0.1.
The hypothesis is that the subject possesses a utility function that includes








With varying parameters (I, ph, pp), one subject makes 8 decisions, with I rang-
ing from 40 to 100 and relative prices (ph/pp) ranging from 3 to 1/3. Then, the
hypothesis can be supported if (and only if) the choices of the subject coupled
with the cost of holding and passing satisfy GARP. Andreoni and Miller [6] re-
port that only 18 out of 176 subjects (10.2%) violate GARP. This indicates that
the utility-maximisation model with altruistic preferences captures the subjects’
choices quite well. 6
The idea of Andreoni and Miller [6] proves that the revealed preference test
has considerably broad applicability. However, such applied works using the
revealed preference test have concentrated on models with a single agent; few
applications of the revealed preference test have been pursued using models with
multiple agents. The reason is that, as we mentioned in the first section of this
chapter, we have not developed an effective algorithm to determine whether
a given data set is rationalisable, for nearly all revealed preference studies of
models with multiple agents. 7 The issue is indeed a future task for this field
of research.
5In the actual experiment, subjects are asked to fill in blanks with statements such as:
“Divide I tokens: Holds at ph points, and Pass at pp points (the Hold and Pass
amounts must sum to I).”
6Andreoni and Miller [6] also investigate the extent to which these 18 subjects violated
GARP and show that only three of them violated GARP severely.
7One of the exceptions is Cherchye et al. [19] who employ integer programming to develop
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a procedure to check whether a consumption data set is rationalisable using a household
consumption model. This was possible since the axiom of revealed preference type charac-
terisation of rationalisability, which is called the Collective Axiom of Revealed Preference
(CARP), is obtained.
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