A simple method is presented to numerically approximate the location of poles and branch point singularities of solutions to certain nonlinear differential equations. The general method uses a modified piecewise-Pade type of approximation. The formulas greatly simplify in the case of second order nonlinear differential equations. Several numerical examples are presented which demonstrate the ease of implementation and efficiency of the methods.
INTRODUCTION
Consider the nth order nonlinear differential equation (initial value problem) (1) It is assumed that (1) has a singularity at x * > x 0 , with L = 0,1,…,n, of either pole or branch point type. We wish to approximate x * , the singularity location. We first describe a very general method. This method can be described as a modified piecewise-Pade approximation algorithm. Later, we 
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present formulas for the second order (n = 2) case, which is the focus of this paper. Let x 0 < x 1 < x 2 < … be values of x with x i − x i −1 = ∆x, where the value of x i are determined iteratively, as we proceed in the algorithm here described. We shall construct a finite sequence {x 1 , x 2 , x 3 ,…, x I } of approximations to x * where x I is the algorithm approximation to x * . On the interval [x i −1 ,x i ], it is assumed that for x i −1 ≤ x ≤ x i , y(x), the solution to (1) can be approximated by u i (x), where u i (x) is the Pade rational function given by (2) where 0 ≤ k ≤ n − 1. Usually, k = n − 1 in this paper. The number of such functions u i (x) needed will be determined by the algorithm described below. To get the algorithm started (i = 1), we choose A 0,1 , A 1,1 ,…, A n,1 coefficients in (2) to satisfy the initial conditions of (1) and also The well known algorithm for Pade rational function approximation (see [1] , pages 517-527) can be used. Now we move forward to x 1 , a first approximation to x * . If n − k = 1 in (2) then x 1 will be the unique root of the denominator of (2) . Note that we are also using here. Since the approximation to y(x) at x = x i can be done using either u i (x) or u i−1 (x), requiring continuity at x = x i of the modified piecewise-Pade approximations, as well as that of its first n derivatives at x = x i , results in a linear system of the n + 1 equations in the n + 1 unknown coefficients. Thus given the current values of A 0,i , A 1,i ,…, A n,i , we can recursively determine A 0,i+1 , A 1,i+1 ,…, A n,i+1 by requiring (3) where when L = n, we use instead the y (n) (x) given in (1) and not the value of the nth derivative of y i (x) obtained from (2) . In this way, we use the differential equation to approximate the nth derivatives, but use the interpolant (2) and a piecewise continuity requirement for the other lower derivatives. It has been found that modification of the continuity condition (3) greatly improves the approximations considered in this paper. The derivatives of u i (x) can be easily computed as follows. Using the fact that from (2)
Leibnitz's rule for the Lth derivative of a product gives (5) This is a triangular system in the unknown derivatives u i (0) , u i (1) , …, u i (n-1) and can easily be solved by back substitution methods. Once we have these values and have computed u i (n) using (1),we may substitute these back into (3) above and use the well known formulas of Pade approximation to obtain the values of A j,i+1 recursively from A j, i , j = 0,1,…,n. So the algorithm depends only on solving two linear systems with unique solutions, or just one triangular linear system if a Pade approximation algorithm subroutine is available. Let's now describe a step by step algorithm for finding x 1 , x 2 ,… and x, our approximation for x * .
Algorithm
Step 1: Set n and k, where 0 ≤ k ≤ n − 1 (usually k = n -1). Set ∆x > 0, a small positive number. Set i = 1. Let x i = x i−1 + ∆x.
Step 2:
Step 3: Set Use the Pade approximation method and (2) to determine the coefficients and If k = n-1, then the approximation to using u i (x), is the lone root of D i (x) = 0 in (4) . If this value is less than , then stop the algorithm and return the current value. If two successive roots have a relative error less than then stop the algorithm and return the current value. Otherwise, go to Step 4.
Step 4: Move forward to the next subinterval, [x i ,x i+1 ]. Set Then replace i by i + 1 and go to Step 2.
The above algorithm produces values for i = 1, 2, 3,… satisfying (and for the n = 2 cases to be discussed later) witĥx
and
as our final approximation to . This value of depends upon the initial value of used in step 1. Usually In a future paper, we hope to discuss error analysis for the above algorithm.
If k < n -1 then N i (x), the denominator of u i (x), may have several roots. In this case, it is not always clear which root to take as the value of . However for n = 2, the choice of k = n -1 = 1 has usually provided the best approximation for in most numerical examples considered by the authors. The above algorithm can clearly handle simple poles of order 1. Branch point singularities and poles of higher order can be handled by considering various transformations of u i (x) instead, that is, we assume there exists a strictly monotonic function such that in (2) . For example in the branch point and pole singularity case we may use g (t) = t ε for a suitably chosen constant to be discussed later. However for the second order nonlinear differential equations considered in Section 3 later, we shall use a slightly different approach.
THE CASE n = 1
Several authors have considered methods for approximating the locations of singularities(including derivative blow-ups) of first order nonlinear differential equations. The best of these is given in [2] . These authors utilize a time-stepping procedure in the complex domain to estimate locations of singularities as well as the order of the branch points. These singularities were allowed to be complex valued. For other earlier works, see also [3] , [4] , and [5] .
THE CASE n ≥ 2
If n = 2, we may write (1) as (6) In [3] , a method for estimating the values of the nearest singularities (possibly complex valued) of a given Taylor series is discussed. The series is not necessarily a solution of a nonlinear differential equation. Their algorithm assumes a certain type of structural form, although quite general, for singularities. One such form, for the particular context of nonlinear differential equations, is 
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where r (x) and a (x) are analytic in some circle around x * and where v may or may not be a nonpositive integer (branch point singularity which is not a pole of integer order). This structural form is also present in some of the problems considered in [2] . The algorithm of this paper is in part motivated by the ideas in [2] and [3] , except we use Pade approximants, not Taylor series. We also use local Pade, not global Pade approximants. Let us first be concerned with the particular Emden-Fowler case, where
Suppose first that and [6] contains many references and methods for obtaining upper and lower bounds for x * , usually assuming p(x) ≥ 0 on [x 0 , x * ]. Also, results in [2] , [3] and [6] can be applied to show that (8) has either a pole or a branch singularity, provided p(x) satisfies certain regularity and growth conditions. Here, we assume that this is the case. Applying these results, in a neighborhood of x * , the function u(x) = [y(x)] β has a simple pole at x = x * , where . Making the substitution into (7), we obtain (9) So (9) will have a simple pole at x = x * and we may take k = 1 = n -1 in the algorithm of Section 1 applied to (9) instead of (2).
The algorithm of Section 1 can be simplified in the case of k = 1, n = 2. On the interval [x i −1 , x i ], we may set at the endpoints and as well as requiring that (9) holds. From (1) we obtain Next, we present some numerical examples with known exact values of x * , so that we may see how well the algorithm of this paper works. For example, we present many values of (some of those with ). For the others we merely give the final value of . In the examples that follow the value of I is given.
In the first three examples given below we use Richardson's extrapolation formula to improve our results where denotes the dependence of as a function of ∆ x. Then an improved (for ∆ x) extrapolated approximation to x * is given by As will be seen the results are excellent. In Examples 1 and 2, where the true value is known, the extrapolated values are clearly better. It appears that the error is asymptotically proportional to ∆x. In fact note that the error is divided by 2 each time we move to the right in the table. As noted above we will use extrapolation formula to improve the accuracy.
The final value of is with a relative error of 9.1 × 10 -9 . This is much better than the original result of 1.0985993555 for ∆ x = 0.000625.
We will apply this extrapolation method in the next 2 examples as well.
, where (19 − 24x + 9x 2 ) e -6x with exact solution y = e x / (1 -x) 1/3 and x * = 1. We first transform this problem (as discussed in Section 3) by setting u = y 3 , β = 3. Applying our algorithm to the transformed equation and extrapolating gave the following results: The final estimate 1.000000580 has a relative error of 5.8 × 10 -7 . In the three Examples given above the algorithm terminated because one of the two stopping criterion was met. The authors have a heuristic proof that this will always be the case for the particular type of ordinary differential equation given by (8) . We are currently looking at a general proof which will show convergence of the algorithm. The heuristic proof establishes that which by (11) shows that for some i. The algorithm has never failed to converge on the many examples, most not included in this paper, that have been tried.
The basic algorithm was modified to see if it could be improved upon. The algorithm was modified by using the same computation for computing our approximation of except the fourth order Runge-Kutta method was used to determine the next set of values for
The results were disappointing and were in several cases worse than those obtained above. This approach does not seem therefore to be worth the extra programming effort required. Both methods required very close to the same number of iterations. This is probably due to the fact that the same algorithm is used to estimate x * . fourth order Runge-Kutta method to the method of solution gave disappointing results, in the case of Examples 1 and 2, and served only to complicate the programming effort required to obtain the solution. Other types of singularities can be handled using a monotonic transformation g(u i (x)) of u i (x) and applying the basic piecewise Pade algorithm given in this paper to g(u i (x)) instead of u i (x). In the future we will investigate the application of these techniques to complex ordinary differential equations.
CONCLUSIONS

