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Abstract
Invexity of a function is generalized. The new class of nonconvex functions, called B-(p, r)-invex
functions with respect to η and b, being introduced, includes many well-known classes of generalized
invex functions as its subclasses. Some properties of the introduced class of B-(p, r)-invex functions
with respect to η and b are studied. Further, mathematical programming problems involving B-(p, r)-
invex functions with respect to η and b are considered. The equivalence between saddle points and
optima, and different type duality theorems are established for this type of optimization problems.
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1. Introduction
In the recent years, several definitions extending the concept of convexity of a function
have been introduced, with the purpose of weakening the assumptions to establish some
results concerning sufficiency of the saddle-point theorem, sufficiency of the Fritz John and
Karush–Kuhn–Tucker conditions, and some classical duality results, of a mathematical
programming problem. One of them is a concept of invexity introduced to optimization
theory by Hanson in 1981 [8]. He considered a differentiable function f :Rn → R for
which there exists a vector function η :Rn × Rn → Rn such that, for all x,u ∈ Rn, the
inequality
f (x)− f (u)∇f (u)η(x,u) (1)
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ity conditions, the objective function and each of the constraints of a nonlinear constrained
optimization problem are all invex for the same η, then both the sufficiency of Karush–
Kuhn–Tucker conditions and weak and strong Wolfe duality still hold. Further properties
and applications of invexity for some more general problems were studied by Craven [7],
Ben-Israel and Mond [6], Hanson and Mond [9], Jeyakumar [10], Rueda and Hanson [13],
Bector et al. [5], Antczak [1–3], and others.
In this paper we introduced to optimization theory a new class of differentiable (not nec-
essarily convex) functions, called B-(p, r)-invex with respect to η and b. Thus, we extend
the class of B-invex functions with respect to η and b, and the class of (p, r)-invex func-
tions with respect to η, earlier defined by Bector et al. [5] and Antczak [1], respectively. We
study some of the properties of B-(p, r)-invexity. We give some necessary and sufficient
conditions for B-(p, r)-invexity and show the relationships between the defined class of
B-(p, r)-invex functions with respect to η and b and other classes of invex functions.
It is well known that, for inequality constrained mathematical programming problem,
saddle point of the Lagrangian is always a global optimum of the problem and they are
also equivalent under the convexity assumption and constraint qualification.
In the paper we obtain the same results under B-(p, r)-invexity assumption. Thus, the
main purpose of this article is to show that the equivalence between saddle points and op-
tima is not limited to convex problems, but still holds for much a wider class of nonconvex
optimization problems (that is, for optimization problems with B-(p, r)-invex functions).
Further, we develop duality theory. Mond–Weir and Wolfe duals are considered, and
different duality theorems are established for optimization problems in which the functions
occurring belong to the class of B-(p, r)-invex functions with respect to η and b.
2. Definition of the class of B-(p, r)-invex functions
Now we introduce a new class of nonconvex functions by generalizing the class of
(p, r)-invex functions with respect to η defined by Antczak [1] and the class of B-invex
functions with respect to η and b defined by Bector et al. [5].
Definition 1. The differentiable function f :X→ R is said to be B-(p, r)-invex with re-
spect to η and b at u ∈X on X if there exist a function η :X × X→ Rn and a function
b :X×X→ R+ such that, for all x ∈X, the inequalities
1
r
b(x,u)(er(f(x)−f (u)) − 1) 1
p
∇f (u)(epη(x,u)− 1) (> if x = u)
for p = 0, r = 0,
1
r
b(x,u)(er(f(x)−f (u)) − 1)∇f (u)η(x,u) (> if x = u) for p = 0, r = 0,
b(x,u)
(
f (x)− f (u)) 1
p
∇f (u)(epη(x,u)− 1) (> if x = u) for p = 0, r = 0,
b(x,u)
(
f (x)− f (u))∇f (u)η(x,u) (> if x = u) for p = 0, r = 0,
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with respect to the same η and b at each u ∈X on X.
Remark 2. It should be pointed out that the exponentials appearing on the right-hand
sides of inequalities above are understood to be taken componentwise and 1= (1,1, . . . ,1)
∈Rn.
Remark 3. Every invex function with respect to η [8] is B-(0,0)-invex with respect to the
same function η, where b(x,u)≡ 1.
Remark 4. Every B-invex function with respect to η and b [5] is B-(0,0)-invex with
respect to the same functions η and b. However, if p = 0 or r = 0, then there exist functions
which are B-(p, r)-invex with respect to η and b but not B-invex function with respect to
the same functions η and b.
Remark 5. Every (p, r)-invex function with respect to η [1] is B-(p, r)-invex with re-
spect to the same function η and with respect to b(x,u)≡ 1. However, if b(x,u) = 1, then
there exist functions which are B-(p, r)-invex with respect to η and b but not (p, r)-invex
function with respect to the same function η.
Now we show that there exist B-(p, r)-functions with respect to η, b which are not
(p, r)-invex with respect to the same function η for all real numbers p and r .
Example 6. Let X = {(x1, x2) ∈ R2: x1 > 0 ∧ x2 > 0}. A function f :X→ R defined by
f (x)= log2 x1 − log2 x2 is B-(0,1)-invex on X with respect to η and b defined by
b(x,u)=
{0 if u= (1,1),
1 if u = (1,1),
η1(x,u)=
{
0 if u1 = 1,
− u1logu1 if u1 = 1,
η2(x,u)=
{
0 if u2 = 1,
− u2logu2 if u2 = 1.
But f is not (p, r)-invex at u = (1,1) with respect to the same function η for any real
numbers p and r .
It is not difficult to see that every (p, r)-invex function with respect to η [1] is also
B-(p, r)-invex with respect to the same function η and with respect to b(x,u)≡ 1 (Re-
mark 5). Now we show that there exist B-(p, r)-invex with respect to η and not necessarily
b(x,u)≡ 1 which are also (p, r)-invex function but not necessarily with respect to the
same function η.
Remark 7. A B-(p, r)-invex function with respect to η and b satisfying, for all x,u ∈X,
the conditions pη(x,u) 0, b(x,u) > 0, is also (p, r)-invex with respect to η˜, where
η˜(x, u)= 1 log
(
1+ e
pη(x,u)− 1)
if p = 0,
p b(x,u)
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b(x,u)
if p = 0.
Now we give a necessary and sufficient condition for a B-(0, r)-invexity.
Theorem 8. A function f :Rn → R is B-(0, r)-invex (B-(0, r)-incave) with respect to η
and b on Rn if and only if its every stationary point is a global minimum (maximum) in Rn.
Proof. “⇒” Clearly, if f is B-(0, r)-invex (B-(0, r)-incave) with respect to η and b satis-
fying
b(x,u) = 0 if x = u,
b(x,u)= 0 if x = u, (2)
and u is its stationary point, then the relation ∇f (u) = 0 implies the inequality f (x) 
f (u) (f (x) f (u)) for all x ∈ Rn.
“⇐” If ∇f (u)= 0, it is sufficient to take η(x,u)= 0 and (2).
If ∇f (u) = 0, it should be taken
η(x,u)=


b(x,u)(er(f(x)−f (u))−1)
r∇f (u)∇f (u) ∇f (u) if r = 0,
b(x,u)(f (x)−f (u))
∇f (u)∇f (u) ∇f (u) if r = 0,
(3)
and b is any nonnegative real-valued function defined on Rn ×Rn satisfying (2). ✷
Remark 9. The assumption b(x,u) = 0 if x = u, is essential and it cannot be omitted in
the proof of sufficiency (see below, Example 14 and Remark 15).
Now we give a sufficient condition for B-(p, r)-invexity. Since we need a definition
of B-(p, r)-pre-invexity with respect to η and b to make things easier, now we give a
definition of a B-(p, r)-pre-invex function with respect to η and b [3].
We assume that X is a nonempty p-invex set with respect to η [1], where η is a vec-
tor function η :X ×X→ Rn. Further, let b :X ×X × [0,1] → R+ satisfy the following
condition:
b(x,u,0)= 0 ∧ b(x,u,1)= 1.
Definition 10 [3]. Let η :X×X→ Rn be a vector-valued function. A function f :X→R
defined on a p-invex set X ⊂ Rn with respect to η [1] is called B-(p, r)-pre-invex with
respect to η,b at u ∈X on X if, for any x ∈X, any λ ∈ [0,1], the inequalities
f
(
log
(
λep(η(x,u)+u)+ (1− λ)epu)1/p )
 log
(
λb(x,u,λ)erf (x) + (1− λb(x,u,λ))erf (u))1/r if p = 0, r = 0,
f
(
log
(
λep(η(x,u)+u)+ (1− λ)epu)1/p )
 λb(x,u,λ)f (x)+ (1− λb(x,u,λ))f (u) if p = 0, r = 0,
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(
u+ λη(x,u)) log(λb(x,u,λ)erf (x)+ (1− λb(x,u,λ))erf (u))1/r
if p = 0, r = 0,
f
(
u+ λη(x,u)) λb(x,u,λ)f (x)+ (1− λb(x,u,λ))f (u)
if p = 0, r = 0, (4)
hold, where the logarithm and the exponentials appearing on left-hand sides of the inequal-
ities are understood to be taken componentwise.
Theorem 11. If f is a differentiable B-(p, r)-pre-invex with respect to η and b [3], then
f is B¯-(p, r)-invex with respect to the same function η and with respect to a function b¯
defined by
b¯(x, u)= lim
λ→0+
b(x,u,λ).
Proof. We prove this theorem only in the case when r  0 (in the case when r < 0, the
direction some of the inequalities in the proof of theorem should be changed to the opposite
one).
Since f is a differentiable B-(p, r)-pre-invex function with respect to η then there exist
b :X ×X × [0,1] → R+, η :X ×X→ Rn such that, for all x,u ∈X, and any λ ∈ [0,1],
one of the inequalities in (4) holds. Assume that λ > 0. Then, we have
1
λ
(
erf (log(λe
p(η(x,u)+u)+(1−λ)epu)1/p) − erf (u)) b(x,u,λ)(erf (x)− erf (u))
if p = 0, r = 0,
1
λ
(
f
(
log
(
λep(η(x,u)+u)+ (1− λ)epu)1/p )− f (u)) b(x,u,λ)(f (x)− f (u))
if p = 0, r = 0,
1
λ
(erf (u+λη(x,u))− erf (u)) b(x,u,λ)(erf (x) − erf (u)) if p = 0, r = 0,
1
λ
(
f
(
u+ λη(x,u))− f (u)) b(x,u,λ)(f (x)− f (u)) if p = 0, r = 0.
Taking limits as λ→ 0+, by the chain rule, we obtain that, for all x,u ∈X,
1
r
b¯(x,u)(er(f (x)−f (u)) − 1) 1
p
∇f (u)(epη(x,u)− 1) if p = 0, r = 0,
1
r
b¯(x,u)(er(f (x)−f (u)) − 1)∇f (u)η(x,u) if p = 0, r = 0,
b¯(x,u)
(
f (x)− f (u)) 1
p
∇f (u)(epη(x,u)− 1) if p = 0, r = 0,
b¯(x,u)
(
f (x)− f (u))∇f (u)η(x,u) if p = 0, r = 0,
where
b¯(x, u)= lim+ b(x,u,λ). ✷λ→0
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B-(p, r)-invexity.
Theorem 12. Let X be a nonempty subset of R and f :X→ R is a differentiable function
defined on X. Moreover, if f is nondecreasing (nonincreasing) on whole its domain, then
it is B-(p, r)-invex.
Proof. Indeed, we assume that f :X→R is differentiable and nondecreasing (nonincreas-
ing) on X, and p, r are real numbers. Further, we set
b(x,u)=


p
r
f ′(u), if pr > 0 (pr < 0),
rf ′(u), if p = 0 ∧ r > 0 (r < 0),{
1
p
f ′(u) e(f (x)−f (u))−1
f (x)−f (u) if f (x) = f (u),
0 if f (x)= f (u),
if p > 0 (p < 0) ∧ r = 0,
±f ′(u), if p = 0, r = 0,
(5)
η(x,u)=


r
p
(f (x)− f (u)) if pr > 0 (pr < 0),
er(f (x)−f (u))− 1 if p = 0 ∧ r > 0 (r < 0),
1
p
(f (x)− f (u)) if p > 0 (p < 0) ∧ r = 0,
±(f (x)− f (u)) if p = 0, r = 0,
(6)
where f ′(u) denotes a differential of f at u. From (5), it follows that b(x,u)  0 for
all x,u ∈X. Thus, it is not difficult to prove, by definition of B-(p, r)-invexity, that f is
B-(p, r)-invex with respect to η and b given by (5) and (6). ✷
Theorem 13. Obviously, if f :X→R is B-(p, r)-invex on X with respect to b and η given
by (5) and (6), with p, r setting as in (5) and (6), then f is nondecreasing (nonincreasing)
on X.
Proof. Indeed, from (5), for any real numbers r and p setting as in (5), it follows that
f ′(u) 0 (f ′(u) 0) for any u ∈X. This means that f is nondecreasing (nonincreasing)
on whole its domain X. ✷
Example 14. Let f :R→ R be a function given by f (x)= x3. Since f is increasing on
whole its domain then by Theorem 12, it follows that f is also B-(p, r)-invex on X with
respect to b and η given by (5) and (6), with p, r setting as in (5) and (6).
Remark 15. From Theorem 12 follows that f (x) = x3 is B-(0, r)-invex with respect to
η and b given by η(x,u) = er(f (x)−f (u)) − 1, b(x,u) = rf ′(u). Note that a point u= 0
is a stationary point of f , but it is not a global minimum of f . However, in Theorem 8
we proved that a class of B-(0, r)-invex functions is equivalent to the class of functions
whose stationary points are also global minima. But in Theorem 8 we showed that this
equivalency holds for B-(0, r)-invex functions with respect to η and b with b satisfying
the assumption b(x,u) = 0 if x = u. Whereas the class of B-(p, r)-invex functions with
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above assumption. Indeed, as we mentioned above, the considered function in Example 14
is B-(0, r)-invex with respect to η and b given by
η(x,u)= er(f (x)−f (u)) − 1, b(x,u)= rf ′(u), where r > 0.
But at u= 0 we have that b(x,u)= 0 for any x ∈ R. Thus, this function b does not satisfy
the assumption of Theorem 8, that is, b(x,u) = 0 if x = u.
Thus, we showed that a class of B-(p, r)-invex functions with respect to any functions
η and b is not equivalent to a class of functions whose stationary points are also global
minima. Although, as we proved in Theorem 8, there exists a subclass of B-(p, r)-invex
functions, (that is, B-(0, r)-invex functions with respect to η and b given by (2) and (3),
where b satisfies the condition b(x,u) = 0 if x = u) is equivalent to a class of functions
whose stationary points are also global minima.
From the consideration above also follows the conclusion, that to prove some property
of the considered function f , it is importance a form of functions η and b with respect to
which f is B-(p, r)-invex.
We conclude this section with result that gives relations between the class of B-(p, r)-
invex functions with respect to η,b and the classes of generalized invex functions with
respect to η, namely, the class of quasi-invex and pseudo-invex functions with respect to η.
Proposition 16. Let r be an arbitrary real number, and f :Rn → R be an B-(0, r)-invex
function with respect to η and b on Rn. Then f is quasi-invex with respect to the same
function η on Rn.
Proposition 17. Let r be an arbitrary real number, and f :Rn → R be an B-(0, r)-invex
function with respect to η and b on Rn. Then f is pseudo-invex with respect to the same
function η on Rn.
It can be proved the equivalency between the class of B-(0, r)-invex functions and the
class of pseudo-invex functions, but not necessarily with respect to the same function η.
Indeed, the following theorem is true.
Proposition 18. Let f :Rn→R be a differentiable function. If f is a pseudo-invex function
on Rn then f is B-(0, r)-invex on Rn.
Proof. Follows from Theorem 8. ✷
3. Optimality conditions
We consider the following mathematical programming problem:
(P) f (x)→min
gi(x) 0, i = 1, . . . ,m, x ∈X0,
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X ⊂Rn.
Let us denote by D the set of feasible solutions of (P), i.e., the set
D := {x ∈X0: gi(x) 0, i = 1, . . . ,m}.
Remark 19. All theorems in the further part of this work will be proved only in the case
when p = 0, r = 0 (other cases are dealt with likewise since the only changes arise from
the form of inequality defining the class of B-(p, r)-invex functions with respect to η for
given p and r). The proofs in the other cases are easier than in this one. This follows from
the form of inequalities which are given in the Definition 1. Moreover, without limiting
generality of considerations, we shall assume that r > 0 (in the case when r < 0, the direc-
tion some of the inequalities in the proofs of theorems should be changed to the opposite
one).
Definition 20. The Lagrange function, or Lagrangian, associated with the constrained min-
imization problem (P) is the function L :X0 ×R ×Rm → R defined by
L(x, ξ0, ξ) := ξ0f (x)+ ξg(x).
It is well known that if a point x¯ ∈ D is a local minimum point or an optimal solu-
tion of problem (P), then the following Fritz John conditions are satisfied [11]: there exist
multipliers ξ¯i , i = 0,1, . . . ,m, such that
ξ¯0∇f (x¯)+ ξ¯∇g(x¯)= 0, (7)
ξ¯ g(x¯)= 0, (8)
ξ¯0 ∈R+, ξ¯ ∈ Rm+, (ξ¯0, ξ¯ ) = (0,0). (9)
It is also a well-known fact that under a suitable condition of regularity of constraints,
for example, linear independence constraint qualification (LICQ) [4], without loss of gen-
erality, it can be assumed that ξ¯0 = 1. With ξ¯0 = 1, the above Fritz John conditions are
called the Karush–Kuhn–Tucker conditions [4,11]. Moreover, in the case when ξ¯0 = 1, for
short, we denote
L(x, ξ)= L(x,1, ξ)= f (x)+ ξg(x).
Definition 21. For problem (P), the point (x¯, ξ¯0, ξ¯ ) is said to be a Fritz John point if x¯ is a
feasible point for (P) and conditions (7)–(9) are satisfied at (x¯, ξ¯0, ξ¯ ).
Definition 22. For problem (P), the point (x¯, ξ¯ ) is said to be a Karush–Kuhn–Tucker point
if x¯ is a feasible point for (P) and conditions (7)–(9) are satisfied at (x¯, ξ¯ ) with ξ¯0 = 1.
We are ready to prove our sufficiency theorems on the existence of optima and saddle
points. We establish these theorems in two cases. The first case assumes Fritz John con-
ditions, and the strict B-(p, r)-invexity of the Lagrangian. It follows from the following
proposition and from Remark 24.
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i m: ξ¯i > 0}, are B-(p, r)-invex with respect to η and b at x¯ on D, where b(x, x¯) > 0
for all x ∈ D, x = x¯, and at least one of constraint functions gi , i ∈ J (x¯), is strictly B-
(p, r)-invex with respect to the same functions η and b at x¯ on D. Then ξ¯0 > 0.
Proof. We proceed by contradiction. Suppose that ξ¯0 = 0 (since from Fritz John conditions
(7)–(9) follows that ξ¯0  0). By assumption, gi , i ∈ J (x¯), are B-(p, r)-invex with respect
to η and b at x¯ on D, and at least one of constraint functions gi , i ∈ J (x¯), is strictly B-
(p, r)-invex with respect to the same functions η and b at x¯ on D. Hence, by Definition 1,
we have
1
r
b(x, x¯)(er(gi(x)−gi(x¯)) − 1) 1
p
∇gi(x¯)(epη(x,x¯) − 1) for all i ∈ J (x¯),
1
r
b(x, x¯)(er(gj (x)−gj (x¯)) − 1) > 1
p
∇gj (x¯)(epη(x,x¯) − 1) for some j ∈ J (x¯).
Since ξ¯i > 0 for i ∈ J (x¯) then it is not difficult to prove that the functions ξ¯igi are also
B-(p, r)-invex with respect to the same functions η and b at x¯ on D. Moreover, ξ¯j gj is
also strictly B-(p, r)-invex with respect to the same functions η and b at x¯ on D. Hence
the inequalities
ξ¯i
r
b(x, x¯)(e(r/ξ¯i)(ξ¯igi (x)−ξ¯igi (x¯)) − 1) 1
p
ξ¯i∇gi(x¯)(epη(x,x¯) − 1) for all i ∈ J (x¯),
ξ¯j
r
b(x, x¯)(e(r/ξ¯j)(ξ¯j gj (x)−ξ¯j gj (x¯)) − 1) > 1
p
ξ¯j∇gj (x¯)(epη(x,x¯) − 1)
for some j ∈ J (x¯)
are true. By assumption x¯ is optimal in (P). Hence using (8) together with the feasibility of
x we obtain from the inequalities above,
0 1
p
ξ¯i∇gi(x¯)(epη(x,x¯) − 1) for all i ∈ J (x¯),
0 >
1
p
ξ¯j∇gj (x¯)(epη(x,x¯) − 1) for some j ∈ J (x¯).
Taking into account, in the above inequalities, the constraints gradients for which the cor-
responding multiplier is equal to zero, we get
0 >
1
p
ξ¯∇g(x¯)(epη(x,x¯) − 1).
Hence from (7) we have
1
p
ξ¯0∇f (x¯)(epη(x,x¯) − 1) > 0.
This means that ξ¯0 > 0. ✷
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B-(p, r)-invex with respect to η and b at x¯ on D for any fixed ξ¯0 ∈ R+, ξ¯ ∈Rm+ (and with
b satisfying b(x, x¯) > 0 for all x ∈D, x = x¯).
Theorem 25 (Fritz John saddle point condition). Let a point x¯ ∈ Rn be feasible for prob-
lem (P). Moreover, we assume that (x¯, ξ¯0, ξ¯ ) is a Fritz John point in (P), and the Lagrangian
is strictly (p, r)-invex with respect to η and b at x¯ on D, where b(x, x¯) > 0 for all x ∈D,
such that x = x¯ . Then, x¯ is a point of global minimum for (P) and (x¯, ξ¯0, ξ¯ ) is a saddle
point of the Lagrangian; thus
L(x¯, ξ¯0, ξ) L(x¯, ξ¯0, ξ¯ ) L(x, ξ¯0, ξ¯ ), ∀x ∈D, ∀ξ ∈ Rm+ . (10)
Proof. By assumption, the Lagrangian is strictly B-(p, r)-invex with respect to η and b at
a feasible point x¯ on D, therefore, the inequality
1
r
b(x, x¯)(er[ξ¯0f (x)+ξ¯g(x)−ξ¯0f (x¯)−ξ¯ g(x¯)] − 1) > 1
p
(
ξ¯0∇f (x¯)+ ξ¯∇g(x¯)
)
(epη(x,x¯) − 1)
holds for all x ∈ D, such that x = x¯. Using b(x, x¯) > 0 for all x ∈D, such that x = x¯,
together with (7), we obtain
ξ¯0f (x)+ ξ¯ g(x) > ξ¯0f (x¯)+ ξ¯ g(x¯). (11)
From a feasibility of x in (P), the inequality ξg(x)  0 is satisfied for all ξ ∈ Rm+ . By
Proposition 23, we have ξ¯0 > 0, so it follows that the inequality f (x) > f (x¯) holds for all
feasible points x = x¯ for (P). It means that x¯ is a point of global minimum for problem (P).
On the basis of the above considerations, we also obtain that the inequality
ξ¯0f (x¯)+ ξ¯ g(x¯) ξ¯0f (x¯)+ ξg(x¯) (12)
holds for any ξ ∈Rm+ . Using (11) and (12), we obtain, by the definition of Lagrangian, that
the inequality
L(x¯, ξ¯0, ξ) L(x¯, ξ¯0, ξ¯ ) L(x, ξ¯0, ξ¯ )
holds for all x ∈D and ξ ∈Rm+ . ✷
The next theorem is a reformulation of Theorem 25 under the weaker assumption of
B-(p, r)-invexity on the Lagrangian and the Karush–Kuhn–Tucker conditions.
Theorem 26 (Karush–Kuhn–Tucker saddle point condition). Let a point x¯ ∈Rn be feasible
for problem (P) and let the Lagrangian be B-(p, r)-invex with respect to η and b at x¯ on D,
where b(x, x¯) > 0 for all x ∈D, x = x¯ . Moreover, we assume that (x¯, ξ¯ ) is a Karush–
Kuhn–Tucker point of (P). Then, x¯ is a point of global minimum for (P) and (x¯, ξ¯ ) is a
saddle point of the Lagrangian; thus
L(x¯, ξ) L(x¯, ξ¯ ) L(x, ξ¯ ), ∀x ∈D, ∀ξ ∈ Rm+ . (13)
Proof. An analysis similar to that in the proof of Theorem 25 shows that the inequality (11)
takes the form
f (x)+ ξ¯ g(x) f (x¯)+ ξ¯g(x¯).
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by (8), we conclude that the inequality f (x) f (x¯) holds for all feasible points x for (P).
It means that x¯ is a point of global minimum for (P). The rest of the proof runs as before
in Theorem 25. ✷
To prove the next result we need a suitable constraint qualification, for example, linear
independence constraint qualification (LICQ) [4], under which, without loss of generality,
we assume that ξ¯0 = 1.
Theorem 27 (Equivalence of saddle points and minima). Let the Lagrangian be B-(p, r)-
invex with respect to η and b at x¯ on D, where b(x, x¯) > 0 for all x ∈D, x = x¯, and LICQ
be satisfied at x¯. Then, x¯ is a point of global minimum for (P) if and only if there exists
ξ¯ ∈Rm+ such that (x¯, ξ¯ ) satisfies
L(x¯, ξ) L(x¯, ξ¯ ) L(x, ξ¯ )
for all x ∈D and any ξ ∈ Rm+ .
Proof. “⇒” We assume that x¯ is a point of global minimum and LICQ is satisfied at
this point. Then, there exists ξ¯ ∈ Rm+ such that, at the point (x¯, ξ¯ ), Karush–Kuhn–Tucker
conditions are satisfied. By Theorem 26, at (x¯, ξ¯ ), the saddle point conditions (13) are
satisfied.
“⇐” Let (x¯, ξ¯ ) be a saddle point of the Lagrangian of (P). From the inequalityL(x¯, ξ)
L(x¯, ξ¯ ), which holds for any ξ ∈ Rm+ , we have
ξg(x¯) ξ¯ g(x¯). (14)
If we put ξ = 0 in (14) we obtain ξ¯ g(x¯) 0, and since also x¯ ∈D, therefore ξ¯g(x¯)= 0. Let
x be any feasible point for (P), hence ξ¯g(x)  0. Using L(x¯, ξ¯ )  L(x, ξ¯ ), we conclude
that the inequality
f (x¯)= f (x¯)+ ξ¯g(x¯) f (x)+ ξ¯ g(x) f (x) (15)
holds for all x ∈D. It means that x¯ is a point of global minimum of (P). ✷
Remark 28. The saddle point condition (13) is sufficient without any B-(p, r)-invexity
assumptions.
The next theorem shows the equivalence of saddle points and minima without any con-
straint qualification and with a stronger assumption ofB-(p, r)-invexity on the Lagrangian.
Theorem 29 (Equivalence of saddle points and minima). For problem (P), we assume
that the Lagrangian is strictly B-(p, r)-invex with respect to η and b at x¯ on D, where
b(x, x¯) > 0 for all x ∈D, such that x = x¯. Then, x¯ is a point of global minimum for (P) if
and only if there exist ξ¯0 ∈R+, ξ¯ ∈Rm+ such that (x¯, ξ¯0, ξ¯ ) satisfies
L(x¯, ξ¯0, ξ) L(x¯, ξ¯0, ξ¯ ) L(x, ξ¯0, ξ¯ ), ∀x ∈D, ∀ξ ∈ Rm+ .
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at the point (x¯, ξ¯0, ξ¯ ), Fritz John conditions are satisfied. From Theorem 25, it follows that
the saddle point conditions (10) are satisfied at (x¯, ξ¯0, ξ¯ ).
“⇐” An analysis similar to that in the proof of Theorem 27 shows that inequality (15)
takes the form
ξ¯0f (x¯) ξ¯0f (x) (16)
and holds for all x ∈D. Since the Lagrangian is strictly B-(p, r)-invex with respect to η
and b at x¯ on D, therefore, by Proposition 23, ξ¯0 > 0. Hence, by (16), we obtain f (x¯)
f (x) for all x ∈D. It follows that x¯ is a global minimum in (P). ✷
4. Mond–Weir duality
In this section we consider Mond–Weir type duals [12] of problem (P) and establish
some duality results for the optimization problems in which the functions occurring belong
to the class of B-(p, r)-invex functions with respect to η and b.
For problem (P) from Section 3, we define the Mond–Weir dual problem (MWD) in the
form
(MWD) f (y)→max
ξ0∇f (y)+ ξ∇g(y)= 0,
m∑
i=1
ξigi(y) 0, ξ0 ∈R+, ξ ∈ Rm+,
where f and gi , i = 1, . . . ,m, are differentiable functions defined on a nonempty subset
X0 of Rn.
Let
W =
{
(y, ξ0, ξ) ∈X0 ×R×Rm: ξ0∇f (y)+ ξ∇g(y)= 0,
m∑
i=1
ξigi(y) 0, ξ0 ∈R+, ξ ∈Rm+
}
.
denote the set of all feasible points in (MWD).
We denote by prX0 W the projection of the set W on X0, that is, by a definition prX0 W ={y ∈X0: (y, ξ0, ξ) ∈W }. Further, let J (z) denote the set of constraints indices for which
a corresponding multiplier is positive at the point z, that is, J (z) := {1 i m: ξi > 0}.
Now, we give some useful lemma.
Lemma 30. Let (y˜, ξ˜0, ξ˜ ) be a certain feasible solution for (MWD). Assume that
∑m
i=1 ξigi
is B-(p, r)-invex with respect to η and b at y˜ on D ∪ prX0 W . Then
1
p
m∑
i=1
ξ˜i∇gi(y˜)(epη(x,y˜) − 1) 0, ∀x ∈D.
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respectively, such that x = y. Moreover, we assume that f is strictly B˜-(p, r)-invex with
respect to η and b˜ at y on D ∪ prX0 W , where b˜(x, y) > 0 if x = y, and
∑m
i=1 ξigi is
B-(p, r)-invex with respect to η and b at y on D ∪ prX0 W . Then f (x) > f (y).
Proof. Let x and (y, ξ0, ξ) be feasible solutions for (P) and (MWD), respectively, such
that x = y. Then we have
ξ0
r
b˜(x, y)(er(f (x)−f (y))− 1)
>
1
p
ξ0∇f (y)(epη(x,y)− 1) (since f is strictly B˜-(p, r)-invex at y and ξ0 ∈ R+)
 1
p
(
ξ0∇f (y)+
m∑
i=1
ξi∇gi(y)
)
(epη(x,y)− 1) (by Lemma 30)
 0 (since (y, ξ0, ξ) ∈W).
By assumption, b˜(x, y) > 0 if x = y . Taking this fact in the inequality above we get the
desired conclusion of theorem. ✷
Now, we establish a weak duality theorem with strict B-(p, r)-invexity assumption on
the Lagrangian in problem (P).
Theorem 32 (Weak duality). Let x and (y, ξ0, ξ) be feasible solutions for (P) and (MWD),
respectively. Moreover, we assume that the Lagrangian is strictly B-(p, r)-invex with re-
spect to η and b at y on D ∪ prX0 W , where b(x, y) > 0 if x = y. Then f (x) f (y).
Proof. We proceed by contradiction. Suppose that f (x) < f (y) for some (y, ξ0, ξ) ∈W .
Hence from the assumption (y, ξ0, ξ) ∈W together with Remark 24, we obtain
ξ0f (x) < ξ0f (y)+ ξg(y). (17)
Since x ∈D, and ξ ∈Rm+ , it follows that
ξ0f (x)+ ξg(x) < ξ0f (y)+ ξg(y). (18)
From the definition of strict B-(p, r)-invexity of the Lagrangian and by (18), we obtain the
inequality
1
p
(
ξ0∇f (y)+ ξ∇g(y)
)
(epη(x,y)− 1) < 0,
which is a contradiction with the feasibility of (y, ξ0, ξ) in (MWD). ✷
Theorem 33 (Strong duality). Assume that x¯ is an optimal solution for (P) and LICQ is
satisfied at x¯. Then there exists ξ¯ ∈ Rm+ such that (x¯,1, ξ¯ ) is feasible for (MWD) and the
objective functions of (P) and (MWD) are equal at these points. If, also, the Lagrangian is
B-(p, r)-invex with respect to η and b at any y ∈ prX0 W on D ∪ prX0 W with b(x¯, y) > 0
for all y ∈ prX W , x¯ = y , then (x¯,1, ξ¯ ) is optimal for (MWD).0
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ξ¯∇g(x¯) = 0, ξ¯ g(x¯) = 0. Since ξ¯  0 and g(x¯)  0, hence ξ¯igi(x¯) = 0 for i = 1, . . . ,m.
This, in turn, implies that (x¯,1, ξ¯ ) is feasible for (MWD). From the weak duality theorem,
for any feasible point (z¯,1, γ¯ ) in (MWD), the inequality f (x¯)  f (z¯) holds. Hence, we
conclude that (x¯,1, ξ¯ ) is optimal for (MWD). ✷
In the next theorem, a strong duality result is established by using Fritz John condi-
tions and a strengthened B-(p, r)-invexity assumption on the Lagrangian. Hence, at the
expense of a strengthened B-(p, r)-invexity assumption, the usual constraint qualification
is dropped.
Theorem 34 (Strong duality without constraint qualification). Let x¯ be an optimal solution
for (P). We assume that the Lagrangian is strictly B-(p, r)-invex with respect to η and b
at any y ∈ prX0 W on D ∪ prX0 W , where b(x, y) > 0 for all x ∈D, such that x = y. Then
there exist ξ¯0 ∈ R+, ξ¯ ∈ Rm+ , such that (x¯, ξ¯0, ξ¯ ) is optimal for (MWD), and the optimal
values of (P) and (MWD) are equal.
Proof. Let x ∈D and (y, ξ0, ξ) ∈W . Note that if x = y, then the weak duality theorem
trivially holds.
Suppose that x = y and that f (x) < f (y), that is, the weak duality theorem does not
hold. Hence and together with ξ0 > 0 (see Remark 24), we obtain
ξ0
(
f (x)− f (y))< 0. (19)
By assumption, the Lagrangian is strictly B-(p, r)-invex with respect to η and b at any
y ∈ prX0 W on D ∪ prX0 W , therefore, from (y, ξ0, ξ) ∈W we get the inequality
1
r
b(x, y)(er[(ξ0f (x)+ξg(x))−(ξ0f (y)+ξg(y))] − 1) > 0.
Since b(x, y) > 0 if x = y , we get
ξ0
(
f (x)− f (y))> ξg(y)− ξg(x). (20)
From ξ ∈ Rm+ and x ∈ D we have ξg(x)  0. Since (y, ξ0, ξ) ∈ W, it follows that
ξg(y) 0. Hence, we get ξg(y) − ξg(x)  0. We conclude from (20) that the inequal-
ity
ξ0
(
f (x)− f (y))> 0
holds, which is a contradiction to (19).
Since x¯ is an optimal solution of (P) there exist ξ¯0 ∈ R+, ξ¯ ∈ Rm+ , such that (ξ¯0, ξ¯ ) =
(0,0) and the Fritz John conditions
ξ¯0∇f (x¯)+ ξ¯∇g(x¯)= 0, ξ¯igi (x¯) 0, i = 1, . . . ,m,
are satisfied. Thus (x¯, ξ¯0, ξ¯ ) satisfies the constraints of problem (MWD). Hence, we con-
clude, by Theorem 32, that (x¯, ξ¯0, ξ¯ ) is optimal for (MWD), and the optimal values of (P)
and (MWD) are equal. This completes the proof. ✷
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respectively. Moreover, we assume that f is B-(p, r)-invex with respect to η and b at y¯
on D ∪ prX0 W , and
∑m
i=1 ζ¯igi is strictly B-(p, r)-invex with respect to η and b at y¯ on
D ∪ prX0 W . Then x¯ = y¯.
Proof. We proceed by contradiction. Suppose that x¯ = y¯. Since x¯ is an optimal solution
for (P), there exist ξ¯0 ∈ R+, ξ¯ ∈Rm+ such that (x¯, ξ¯0, ξ¯ ) is optimal for (MWD). By assump-
tion, (y¯, ζ¯0, ζ¯ ) is optimal for (MWD), hence
f (x¯)= f (y¯),
and so
ζ¯0∇f (y¯)+ ζ¯∇g(y¯)= 0.
Thus, we have
1
p
ζ¯0∇f (y¯)(epη(x¯,y¯) − 1)+ 1
p
m∑
i=1
ζ¯i∇gi(y¯)(epη(x¯,y¯) − 1)= 0. (21)
Since
∑m
i=1 ζ¯igi is strictly B-(p, r)-invex with respect to η and b at y¯ on D∪ prX0 W , and
by (21), we obtain
1
p
ζ¯0∇f (y¯)(epη(x¯,y¯) − 1)+ 1
r
b(x¯, y¯)(er(
∑m
i=1 ζ¯igi (x¯)−
∑m
i=1 ζ¯i gi (y¯)) − 1) > 0. (22)
By assumption, (y¯, ζ¯0, ζ¯ ) is optimal for (MWD). Hence it is also feasible for (MWD), and
we have
∑m
i=1 ζ¯igi (y¯)  0. Analogously, by assumption x¯ is optimal for (P), hence it is
feasible for (P), and so ∑mi=1 ζ¯igi(x¯) 0. Thus
1
r
b(x¯, y¯)(er(
∑m
i=1 ζ¯i gi (x¯)−
∑m
i=1 ζ¯igi (y¯)) − 1) 0.
Hence by (22), we get
1
p
ζ¯0∇f (y¯)(epη(x¯,y¯) − 1) > 0. (23)
On the other hand, by the strong duality theorem, we have f (x¯)= f (y¯). Hence, since
f is B-(p, r)-invex, we have
0= 1
r
b(x¯, y¯)ζ¯0(e
r(f (x¯)−f (y¯)) − 1) 1
p
ζ¯0∇f (y¯)(epη(x¯,y¯) − 1).
Thus, we obtain the inequality
1
p
ζ¯0∇f (y¯)(epη(x¯,y¯) − 1) 0,
which is contradiction with (23). ✷
Theorem 36 (Converse duality). Let (y¯, ξ¯0, ξ¯ ) be an optimal solution for (MWD). Further,
we assume that f is B-(p, r)-invex with respect η and b at y¯ on D ∪ prX0 W , where
b(x, y¯) > 0 for all x ∈D, such that x = y¯, ∑mi=1 ξ¯igi is B˜-(p, r)-invex with respect η and
b˜ at y¯ on D ∪ prX W , and g satisfies LICQ at y¯. Then y¯ is optimal in (P).0
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1
r
ξ¯0b(x, y¯)(e
r(f (x)−f (y¯)) − 1) 1
p
ξ¯0∇f (y¯)(epη(x,y¯) − 1)
holds for any x ∈ D. Since (y¯, ξ¯0, ξ¯ ) ∈W then, by condition ξ¯0∇f (y¯)+ ξ¯∇g(y¯)= 0, we
get
1
r
ξ¯0b(x, y¯)(e
r(f (x)−f (y¯)) − 1)− 1
p
m∑
i=1
ξ¯i∇gi(y¯)(epη(x,y¯) − 1). (24)
Now, by Lemma 30 together with (24), we obtain
1
r
ξ¯0(e
r(f (x)−f (y¯)) − 1) 0.
Since by Proposition 23, ξ¯0 > 0, therefore, the inequality
f (x) f (y¯)
holds for all x ∈ D. This means that y¯ is optimal in (P). ✷
Now we establish the Mond–Weir converse duality theorem without the usual constraint
qualification and with a stronger B-(p, r)-invexity assumption on the Lagrangian.
Theorem 37 (Converse duality). Let (y¯, ξ¯0, ξ¯ ) be an optimal solution for (MWD). Further,
let the Lagrangian be strictly B-(p, r)-invex with respect to η and b at y¯ on D ∪ prX0 W ,
where b(x, y¯) > 0 for all x ∈D, such that x = y¯ . Then y¯ is an optimal solution for (P).
Proof. We proceed by contradiction. Suppose that y¯ is not an optimal solution for (P).
Then there exists x˜ ∈D such that f (x˜) < f (y¯). By assumption, it follows that ξ¯0 > 0 (see
Remark 24). Hence
ξ¯0
(
f (x˜)− f (y¯))< 0. (25)
Using the strict B-(p, r)-invexity with respect η and b at y¯ of the Lagrangian together with
optimality of (y¯, ξ¯0, ξ¯ ) in (MWD) and with the fact b(x˜, y¯) > 0, we get the inequality
ξ¯0f (x˜)+ ξ¯ g(x˜) > ξ¯0f (y¯)+ ξ¯ g(y¯),
which after algebraic transformation could be written in the form
ξ¯0
(
f (x˜)− f (y¯))> ξ¯g(y¯)− ξ¯ g(x˜). (26)
Since ξ ∈ Rm+ , x˜ ∈D, and (y¯, ξ¯0, ξ¯ ) ∈W , it follows that ξ¯ g(y¯)− ξ¯ g(x˜) 0. We conclude
from (26) that the inequality
ξ¯0
(
f (x˜)− f (y¯))> 0
holds, which is a contradiction to (25). ✷
A restricted version of converse duality for (P) and (MWD) is the following
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such that f (x¯) = f (y¯). Further, we assume that f is strictly B-(p, r)-invex with respect
to η and b at y¯ on D ∪ prX0 W , where b(x, y¯) > 0 for all x ∈D, such that x = y¯ , and∑m
i=1 ξ¯igi is B˜-(p, r)-invex with respect to η and b˜ at y¯ on D∪ prX0 W . Then x¯ is optimal
in (P).
Proof. Proof of this theorem is similar to the proof of Theorem 36. ✷
Theorem 39 (Strict converse duality). Let x¯ ∈D and (y¯, ξ¯0, ξ¯ ) ∈W be such that
ξ¯0f (x¯) ξ¯0f (y¯)+ ξ¯g(y¯). (27)
Moreover, we assume that the Lagrangian is strictly B-(p, r)-invex with respect to η and
b at y¯ on D ∪ prX0 W . Then x¯ = y¯ and y¯ is optimal for (P).
Proof. We proceed by contradiction. Suppose that x¯ = y¯ . By assumption, the Lagrange
function is strictly B-(p, r)-invex with respect to η at y¯ on D∪ prX0 W , hence the inequal-
ity
1
r
b(x, y¯)(er((ξ¯0f (x)+ξ¯g(x))−(ξ¯0f (y¯)+ξ¯ g(y¯))) − 1)
>
1
p
(
ξ¯0∇f (y¯)+
m∑
i=1
ξ¯i∇gi(y¯)
)
(epη(x,y¯) − 1)
holds for x = x¯ . Since (y¯, ξ¯0, ξ¯ ) ∈W, and b(x, y¯) > 0 for all x ∈D, such that x = y¯, we
get
ξ¯0f (x¯)+ ξ¯ g(x¯) > ξ¯0f (y¯)+ ξ¯ g(y¯).
Since x¯ ∈D and ξ¯ ∈Rm+ , the inequality ξ¯g(x¯) 0 holds. Thus
ξ¯0f (x¯) > ξ¯0f (y¯)+ ξ¯g(y¯),
which is a contradiction to (27). This completes the proof. ✷
Example 40. To illustrate duality results we consider the problem
(P) f (x)=− logx→min
g(x)= log2 x + logx  0, x ∈X= {x ∈ R: x > 0}.
The set of feasible solutions for (P) is D = {x ∈X: 1/e x  1}, and the Lagrangian has
a form L(x, ξ0, ξ)=−ξ0 logx + ξ(log2 x + logx). It is not difficult to prove that LICQ is
satisfied at x¯ = 1 and we put ξ0 = 1.
The associated Mond–Weir dual for (P) has the form
(MWD) − logy→max
−1
y
+ ξ
(
2
1
y
logy + 1
y
)
= 0,
ξ(log2 y + logy) 0, ξ  0.
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difficult to see that x¯ = 1 and (y¯,1, ξ¯ )= (1,1,1) are optimal solutions for (P) and (MWD),
respectively. Thus, duality results between (P) and (MWD) hold and the optimal values of
the primal and the dual are the same. To prove these results, we should show that the
Lagrangian is B-(p, r)-invex with respect to η and b at y¯ on D ∪ prX0 W = {z ∈ R: z 
1/e}. Indeed, if we set
b(z, y¯)= 0 if 1
e
 z < 1√
e
∨ z 1,
b(z, y¯) > 0 if
1√
e
 z < 1, (28)
then the Lagrangian is of B-(1,1)-invex at y¯ on D ∪ prX0 W with respect to any function
η and with respect to any function b satisfying (28). It is not difficult to show that the
Lagrangian is neither B-invex nor (p, r)-invex with respect to η and b at y¯ on D∪prX0 W .
5. Wolfe duality
We consider problem (WD) dual to (P),
(WD) maximize(y,ξ) ϕ(y, ξ) := f (y)+ ξg(y)
subject to ∇f (y)+
m∑
i=1
ξi∇gi(y)= 0,
ξi  0, i = 0, . . . ,m.
Let
W˜ =
{
(y, ξ) ∈X0 ×Rm: ∇f (y)+
m∑
i=1
ξi∇gi(y)= 0, ξ ∈ Rm+
}
denote the set of all feasible points of (WD).
It is known that weak and strong duality (in the sense of Wolfe) hold in the case when the
functions occurring in problem (WD), i.e., both the objective function f and the functions
of constraints gi, i = 1, . . . ,m, are convex [4,11]. Hanson [8] proved also this fact in the
case when the functions occurring in problem (WD) are invex with respect to the same
function η.
Now we establish certain duality results between (P) and (WD) by weakening the con-
ditions of invexity along the lines of Hanson [8].
Theorem 41 (Weak duality). If for any fixed ξ ∈ Rm+ the Lagrangian is B-(p, r)-invex with
respect to η and b on D ∪ prX0 W˜ , where b(x, y) > 0 for all x ∈D and y ∈ W˜ , such that
x = y , then the weak duality holds between (P) and (WD).
Proof. Let x and (y, ξ) be feasible for (P) and (WD), respectively. From B-(p, r)-invexity
of the Lagrangian together with ∇f (y)+∑mi=1 ξi∇gi(y)= 0, we get
f (x)+ ξg(x) f (y)+ ξg(y).
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f (x)− f (y)− ξg(y)−ξg(x) 0,
that is, f (x) ϕ(y, ξ) for all x ∈D and (y, ξ) ∈ W˜ . ✷
Theorem 42 (Strong duality). Assume that the Lagrangian is strictly B-(p, r)-invex with
respect to η and b at any y ∈ prX0 W˜ on D ∪ prX0 W˜ , where b(x, y) > 0 for all x ∈D
and such that x = y. If x¯ is optimal for (P) and the Karush–Kuhn–Tucker conditions are
satisfied at (x¯, ξ¯ ), then the maximum for (WD) is attained at (x¯, ξ¯ ) and the optimal values
of (P) and (WD) are equal.
Proof. Since (x¯, ξ¯ ) satisfies the Karush–Kuhn–Tucker conditions, it follows that it is fea-
sible for problem (WD). Using (8) together with Theorem 41, the relation
f (x¯)+ ξ¯ g(x¯)= f (x¯) f (y)+ ξg(y)
holds for all (y, ξ) ∈ W˜ . Thus, the point (x¯, ξ¯ ) is optimal for problem (WD) and the optimal
values of (P) and (WD) are equal. ✷
Remark 43. A strong duality result can be proved with a usual assumption of constraint
qualification using a weakened B-(p, r)-invexity assumption on the Lagrangian. Then it
should be assumed that x¯ is optimal in (P) and Karush–Kuhn–Tucker conditions are satis-
fied at (x¯, ξ¯ ).
Theorem 44 (Restricted converse duality). Let x¯ and (y¯, ξ¯ ) be feasible solutions for (P)
and (WD), respectively, such that f (x¯) = ϕ(y¯, ξ¯ ). If the Lagrangian is strictly B-(p, r)-
invex with respect to η and b at y¯ on D ∪ prX0 W˜ , where b(x, y¯) > 0 for all x ∈D, x = y¯,
then x¯ and (y¯, ξ¯ ) are optimal solutions in (P) and (WD), respectively.
Proof. We proceed by contradiction. If x¯ is not an optimal solution for (P) then there
exists x˜ ∈D such that f (x˜) < f (x¯). Since (y¯, ξ¯ ) is feasible for (WD) and by assumption
f (x¯)= ϕ(y¯, ξ¯ ), we get
f (x˜) < f (y¯)+ ξg(y¯). (29)
From the definition of strict B-(p, r)-invexity of the Lagrangian and by (29), we obtain
1
p
(
∇f (y¯)+
m∑
i=1
ξ¯i∇gi(y¯)
)
(epη(x˜,y¯) − 1) < 0.
On the basis of the above inequality we conclude that
∇f (y¯)+
m∑
i=1
ξ¯i∇gi(y¯) = 0,
which contradicts the constraint ∇f (y¯)+∑mi=1 ξ¯∇g(y¯)= 0. ✷
Now, we establish a Mangasarian type strict converse duality theorem [11] for prob-
lems (P) and (WD).
206 T. Antczak / J. Math. Anal. Appl. 286 (2003) 187–206Theorem 45 (Strict converse duality). Let x¯ and (y¯, ξ¯ ) be points of optimal solution for (P)
and (WD), respectively, such that
f (x¯) f (y¯)+ ξ¯ g(y¯).
Moreover, we assume that the Lagrangian is strictly B-(p, r)-invex with respect to η and b
at y¯ on D∪prX0 W˜ , where b(x¯, y¯) > 0. Then x¯ = y¯; that is, y¯ is an optimal solution of (P)
and further f (x¯)= ϕ(y¯, ξ¯ ).
Proof. Let us suppose that x¯ = y¯ . By assumption, the Lagrangian is strictly B-(p, r)-invex
at y¯ on D ∪ prX0 W˜ . Hence and since (y¯, ξ¯ ) ∈ W˜ , we get
f (x¯)+ ξ¯ g(x¯) > f (y¯)+ ξ¯ g(y¯). (30)
Since ξ¯ ∈ Rm+ and g(x¯)  0, by (30) we obtain f (x¯) > f (y¯)+ ξ¯g(y¯), contradicting the
assumption. ✷
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