For a finite-dimensional linear subspace S ⊆ L(V , W ) and a positive integer k, the k-reflexivity defect of S is defined by rd
Introduction
Let V , W be linear spaces over a commutative field F and let L(V , W ) be the space of all linear operators from V to W . For a linear subspace S ⊆ L(V , W ) and a positive integer k, let
Ref k (S) be the k-reflexive closure of S. It is well known that Ref k (S) is a linear subspace of L(V , W ) and that S ⊆ Ref k (S). The k-reflexivity defect of S is rd k (S) = dim(Ref k (S)/S).
Thus, S is k-reflexive if and only if rd k (S) = 0. The notion of reflexivity defect was introduced by Delai [4, 5] , where he studied the reflexivity defect of a weakly closed subalgebra on a complex Hilbert space that is generated by an extension of a self-adjoint operator by a nilpotent one. See also [6] .
The definition and some general statements about k-reflexivity defect are given in Section 2. In Section 3, we consider two-dimensional spaces of operators. Every two-dimensional space is k-reflexive if k 2. For k = 1 and F with at least five elements, there are, in some sense, only two exceptional cases for reflexivity (Theorem 3.10). Deddens and Fillmore [3] have characterized reflexive single-generated algebras of operators over algebraically closed fields. In Section 4 we extend their result to an arbitrary field. We give precise formulae for reflexivity defect of a single-generated algebra of operators (Theorem 4.3) and for its commutant (Theorem 4.8).
k-Reflexivity defect
Let X be a linear space over F and let X * be its dual space trough a pairing ·, · . The annihilator of M ⊆ X is M ⊥ = {ξ ∈ X * ; x, ξ = 0 for all x ∈ M} and the preannihilator of N ⊆ X * is N ⊥ = {x ∈ X; x, ξ = 0 for all ξ ∈ N }. Note that (M ⊥ ) ⊥ = [M] , where [M] denotes the linear span of M. Since we work in finite-dimensional vector spaces only the double dual space X * * is always identified with X (see [13, p. 101] , respectively, and we will omit the prefix 1.
It is obvious that Ref k (S) ⊇ Ref k+1 (S) ⊇ S, which gives rd k (S) rd k+1 (S).
A subspace S ⊆ L(V , W ) is said to be k-reflexive if rd k (S) = 0 (see [1, Definition 2.1] ). For instance, every one-dimensional linear subspace S of L(V , W ) is reflexive (see [7] ) and therefore, rd k (S) = 0 for every k 1. Moreover, if dim(S) = d and F has more than d elements, then, by [10] , rd k (S) = 0 for every k √ 2d , where √ 2d is the largest integer not exceeding √ 2d. Now we shall list some basic observations about reflexivity defect. We use the following
is the ampliation of S, that is the direct sum of n copies of S. Proposition 2.1. Let S ⊆ L(V , W ) be a linear subspace and k be a positive integer. Then 
(ii) Let T ∈ L(V , W ). It is obvious that S, T * = 0, for S ∈ S, if and only if T , S * = 0. Since T and T * have the same rank one has
(iii) Since A and B are invertible it is not hard to see that T * → A * T * B * defines a bijec-
Let n be a positive integer and let
Proposition 2.2. For every positive integer k
We shall omit the proof of Proposition 2.2 since it is very similar to the proof of the next proposition. Let again n be a positive integer and let V be the direct sum of vector spaces
where S i ∈ S i , a 0 , . . . , a n ∈ F, and I j is the identity operator on V j . It is not hard to see that
Proposition 2.3. For every positive integer k
Proof. We prove firstly the equality
) and let T = [T ij ] be the block-matrix representation of T with respect to V = V 0 ⊕ · · · ⊕ V n . Fix i ∈ {0, . . . , n}. Let x i1 , . . . , x ik ∈ V i be arbitrary vectors and let y j = 0 ⊕ · · · ⊕ x ij ⊕ · · · ⊕ 0. Then there exists S of form (2.1) such that T y j = Sy j for all 1 j k. It follows T ii x ij = a i x ij , T i+1 i x ij = S i+1 x ij , and T li x ij = 0 (l / ∈ {i, i + 1}), for all 1 j k. It is not hard to deduce from this that T ii = a i I i , T li = 0 if l / ∈ {i, i + 1}, and
On the other hand, if
Reflexivity defect of two-dimensional spaces of operators
In this section, we are interested in the k-reflexivity defect of two-dimensional spaces S. By [10, Theorem 1], rd 2 (S) = 0, which gives rd k (S) = 0 for any k 2. Thus, we have to consider rd(S) only. Recently Meshulam and Šemrl [12] have proved that any n dimensional space of operators is reflexive if all non-zero operators in it have rank at least n + 1 and F is an algebraically closed field. However, since we have assumed that S is two-dimensional, an earlier result of Meshulam and Šemrl [11, Corollary 2.5] gives more information. Namely, if S ⊆ L(V , W ) is an n-dimensional non-reflexive space and F has at least n + 3 elements, then either there is a non-zero operator S in S with rank(S) 2n − 3 or all non-zero operators in S have rank 2n − 2. Thus, if F has at least five elements, then in the case of a two-dimensional non-reflexive subspace S ⊆ L(V , W ) either there is a rank-one operator in S or all non-zero operators in S have rank two. During this section, it is assumed that F has at least five elements.
Before we start let us fix some notation. 
Let S ⊆ L(V , W ) be a two-dimensional subspace. We will consider firstly the case when S contains a rank-one operator. So, assume that S is spanned by a rank-one operator S 1 
is an operator that annihilates e 1 and whose range is included in W 1 . Moreover, since we may replace S 2 with S 2 − σ S 1 we can make the following assumption:
is spanned by operators
annihilates e 1 and has range included in W 1 .
Proof. Assume that T ∈ Ref(S). Then there are τ ∈ F, z * ∈ V * , w ∈ W , and R ∈ L(V , W ) which annihilates e 1 and whose range is included in
for any x ∈ V 1 , which means that the restriction of f 1 ⊗ z * + R to V 1 is in the reflexive closure of the linear span of the restriction of f 1 ⊗ v * + D to V 1 . As mentioned above, one-dimensional spaces of operators are reflexive. Hence there exists
Now consider T on e 1 . On the one hand, T e 1 = τf 1 + w. On the other hand, there exist
We conclude that
Proof. Let T ∈ Ref(S)
. Then, by Lemma 3.1, T = αS 1 + βS 2 + γ u ⊗ e * 1 for some α, β, γ ∈ F. If u = 0 or γ = 0, then of course T ∈ S. Assume therefore that u / = 0 and γ / = 0. Since Ref(S) is a linear space that contains S 1 and S 2 there is no loss of generality if we assume that T = u ⊗ e * 1 . Let x ∈ V 1 be arbitrary. Then T (e 1 + x) = u. On the other hand, there exist α x , β x ∈ F such that T (e 1 
is D is a rank-one operator whose range is spanned by u. Thus, there exists x 0 ∈ V 1 such that Dx 0 = −u. However, this produce a contradiction −u = β −1
Proof. Vectors v * and u cannot both be zero. If u = 0, then S is reflexive, by Lemma 3.1. If
; α, β, γ ∈ F}, which means that rd(S) = 1.
Proof. We have to see that each αS
1 + βS 2 + γ u ⊗ e * 1
is in Ref(S). Of course, it is enough to show that
Since v * / = 0 there exists x ∈ V 1 such that x, v * = 1. Let y ∈ V be an arbitrary vector. Then y = λ y e 1 + μ y x + z y , where λ y , μ y ∈ F and z y , e
Now we are concerned with a two-dimensional space S ⊆ L(V , W ) whose all non-zero members are rank two operators. Thus, dim(V ) 2 and dim(W ) 2. Assume that S is spanned by S 1 and S 2 . We may assume that there are bases (e 1 , . . . , e n ) in V and ( ( ‡)Non-zero operators in S have rank two and S is spanned by
, and C ∈ L(V , W ) annihilates e 1 , e 2 and has range included in W 2 .
(3.1)
Proof. Write operator T as
, and Q ∈ L(V , W ) annihilates e 1 , e 2 and has range included in W 2 . Let us consider the restrictions of T , S 1 , and S 2 to V 0 . These are operators
Note that D and R annihilates e 1 and have ranges included in W 1 . Thus, the space S|V 0 ⊆ L(V 0 , W ), which is spanned by S 1 |V 0 and
which gives
Now we consider the restrictions of T , S 1 and S 2 to V 1 . Similarly as before we get 
, which gives
Since the restriction of T |V 0 to V 2 or of T |V 1 to V 2 is the same operator we conclude that β 1 = β 0 . Now it is not hard to deduce (3.1) from (3.2) and (3.3).
If β ξ were zero, then also α ξ would be zero since ξ / = 0 and we would have f 2 = 0, which is impossible. Thus, β ξ / = 0 and (3.4) gives ξu 1 + u 2 = 0 for all ξ / = 0. We conclude u 1 = u 2 = 0. Now let x ∈ V 2 be arbitrary and let h x = e 1 + e 2 + x. Then there exist α x , β x ∈ F such that
As before β x / = 0. On the other hand, since the range of C is included in W 2 , vector Cx can be only the trivial linear combination of f 1 and f 2 . Thus, Cx = 0 for all x ∈ V 2 and therefore, C = 0.
Replace now S by S * ⊆ L(W * , V * ). Of course, S * is spanned by S * 1 and S * 2 . We already know that S * 2 = σ 12 e
, and follow the arguments from (3.4) to deduce v
Proof. Let T ∈ Ref(S). By Lemma 3.5 and by linearity of Ref(S)
, there is no loss of generality if we assume that T = γ (f 2 + u 1 ) ⊗ e * 1 + δ(f 1 + u 2 ) ⊗ e * 2 + ηf 2 ⊗ e * 2 , for some γ, δ, η ∈ F. Consider the restrictions of all involved operators to V 0 . Then T |V 0 = γ (f 2 + u 1 ) ⊗ e * 1 is in the reflexive closure of S|V 0 , the space spanned by S 1 |V 0 = f 1 ⊗ e * 1 and
and we see that S|V 0 is satisfying ( †). By Lemma 3.2, S|V 0 is reflexive. Thus, there exist α, β ∈ F such that 
Operators S 1 |V 1 and S 2 |V 1 − σ 22 S 1 |V 1 span the space S|V 1 that is satisfying ( †). Similar reasoning as before gives δ = 0. Therefore, T = ηf 2 ⊗ e * 2 ∈ Ref(S) and unless η = 0 we have a contradiction by Lemma 3.6.
Proof. By Proposition 2.1(ii), S is reflexive if and only if S * is reflexive. Space S * is spanned by 
has a solution in F, then S does not satisfy ( ‡). Indeed, assume that (3.7) has a solution λ ∈ F. Since S 2 is not a rank-one operator we have σ 12 / = 0 and σ 21 / = 0 and therefore, λ / = 0. It follows that σ 22 = λσ 12 − λ −1 σ 21 and a short computation gives 12 e 2 ), which is impossible since S does not contain rank-one operators.
Lemma 3.9. Let S ⊆ L(V , W ) be a two-dimensional space satisfying ( ‡). Assume that S
Proof. By Lemmas 3.5 and 3.6, we have to show that f 1 ⊗ e * 2 and f 2 ⊗ e * 1 are in Ref(S). Let z = λe 1 + μe 2 + x, where λ, μ ∈ F and x ∈ V 2 , be an arbitrary vector in V . If μ = 0, let α z = 0 = β z . On the other hand, if μ / = 0, let
Note that σ 12 μ 2 − σ 22 λμ − σ 21 λ 2 / = 0 since Eq. (3.7) does not have solutions in F. It is straightforward to check that (f 1 
We have the following theorem. Proof. If S is not spanned by operators given in (i) or (ii), then it is reflexive by Lemmas 3.2, 3.3, 3.7, and 3.8. The case (i) is considered in Lemma 3.4 (note that e 2 = v and f 2 = u) and case (ii) is explored in Lemma 3.9.
Theorem 3.10. Assume that F has at least five elements. Let S ⊆ L(V , W ) be a two-dimensional linear space. Then rd(S) = 0, except in the following two cases:
(i) rd(S) = 1 if S
Reflexivity defect for a single generated algebra and its commutant
Let V be a vector space over F. A linear operator A ∈ L(V ) is said to be reflexive if the subalgebra P(A) ⊆ L(V ), which is generated by A and I , is reflexive. Deddens and Fillmore [3] have characterized reflexive linear operators in the case of an algebraically closed field F. We will extend their characterization to the case of an arbitrary field F. Actually we prove more general theorems that give formulae for the reflexivity defect of P(A) and its commutant P(A) .
Let 
Proof. (i) → (ii). Assume that p(A) ⊕ q(B) ∈ P(A) ⊕ P(B). Since m A (z) and m B (z) are relatively prime there exists, by the Chinese Remainder Theorem, a polynomial r(z) ∈ F[z] such that r(z) ≡ p(z)mod m A (z) and r(z) ≡ q(z)mod m B (z). It follows that r(A ⊕ B) = r(A) ⊕ r(B) = p(A) ⊕ q(B), which means that p(A) ⊕ q(B) ∈ P(A ⊕ B). The opposite inclusion is obvious.
( 
ii) → (iii). Let [T ij ] be the block-matrix representation of T ∈ L(V ⊕ W ) and assume that T ∈ Ref(P(A ⊕ B)). Then, for any
v ⊕ w ∈ V ⊕ W , there exists S v⊕w = p v⊕w (A) ⊕ q v⊕w (B) ∈ P(A ⊕ B) such that (T 11 v + T 12 w) ⊕ (T 21 v + T 22 w) = p v⊕w (A)v ⊕ q
Proof of (iv) → (v) is similar to the proof of (ii) → (iii). (v) → (i).
If the minimal polynomials of A and B are not relatively prime, then, by equivalence of (i) and (iv), P(A) ⊕ P(B) is a proper subset of P (A ⊕ B) . That is, there exists (P(B) ). On the other hand, it is obvious that T ∈ Ref (P(A ⊕ B) ). 
which is called the rational form of A. There is no loss of generality in assuming t 2. Namely, we can consider A ⊕ 0 on V ⊕ {0} instead of A and assume that n 2 = 0.
The proof of the following lemma is based on ideas from [3] .
Lemma 4.2. A linear operator S ∈ L(V ) is in Ref(P(A)) if and only if S = r(A) + D for some r(z) ∈ F[z] and some D ∈ L(V ) that satisfies conditions:
(i) V 0 ⊆ Ker D and (ii) D(W j ⊕ W j +1 ⊕ · · ·) ⊆ W j +n 2 ⊕ W j +1+n 2 ⊕ · · · for any j 1.
Proof. Assume that S ∈ Ref(P(A)). Then there exists a polynomial r(z) ∈ F[z] such that Se 1 = r(A)e 1 . Let D = S − r(A) ∈ Ref(P(A)). We shall show that D satisfies (i) and (ii).
Let x ∈ V 0 be an arbitrary vector. We claim that the intersection of the orbits P(A)x and P(A)(e 1 + x) is trivial. To see this, pick an arbitrary vector y ∈ P(A)x ∩ P(A)(e 1 + x). Then there exist polynomials p 1 
The cyclicity of e 1 forces that p 2 (z) is divisible by q(z) n 1 = q(z) n which gives p 2 (A) = 0 and consequently, y = 0. Now, it follows from D ∈ Ref(P(A)) that Dx ∈ P(A)x and D(e 1 + x) ∈ P(A)(e 1 + x). However, these two vectors are equal because of De 1 = (S − r(A))e 1 = 0. We conclude that Dx ∈ P(A)x ∩ P(A)(e 1 + x) = {0}, which means that D satisfies (i).
To prove (ii), choose j 1 and let w ∈ W j ⊕ W j +1 ⊕ · · · be an arbitrary vector. By cyclicity of e 1 , there exists a polynomial f (z) ∈ F[z] such that w = f (A)q(A) j −1 e 1 . By similar arguments as above we can see that P(A)w ∩ P(A)(e 2 + w) = {p(A)q(A) n 2 w; p(z) ∈ F[z]}. Operator D annihilates e 2 , by the first part of the proof. Thus, Dw = D(e 2 + w) and consequently, Dw ∈ P(A)w ∩ P(A)(e 2 + w).
For the opposite implication it is enough to see that D ∈ L(V ) satisfying (i) and (ii) belongs to the reflexive closure of the algebra P(A). Let y ∈ V be an arbitrary vector. Of course, if y = 0, then Dy is trivially in P(A)y. Assume therefore that y / = 0. There exist a polynomial f (z) ∈ F[z] with gcd(f (z), q(z)) = 1, a non-negative number k, and a vector x ∈ V 0 such that y = f (A)q(A) k e 1 + x. By the assumption, D annihilates x and therefore
On the other hand, since gcd(
is the identity operator. It follows that 
, then the condition (i) forces p(A)e 2 = 0, which holds if and only if the polynomial q(z) n 2 divides p(z). We conclude that 
It is an immediate consequence of Theorem 4.3 that A is reflexive if and only if n 1 − n 2 = 0 or n 1 − n 2 = 1. Thus, the classical result of Deddens and Fillmore [3] holds for every field. We note in passing that Theorem 4.3 is also an extension of [6, Theoreme 5] since its proof works in the case of a complex Hilbert space as well.
The formula for the reflexivity defect of a single generated algebra is relatively simple. One cannot expect such a simple formula for algebras that have more than one generator. Namely, even under an additional assumption on an algebra with two generators the conditions for reflexivity of the algebra are quite more complicated, see [2] for details. 
we conclude that BS = SA. 
Clearly, the dimension of the space on the right-hand side is dn.
Proof. We shall distinguish two cases: (i) n m and (ii) n > m. which shows that S x ∈ {B, A} i . Since We are ready to prove formula for the reflexivity defect of P(A) . We would like to point out that the formula dim(P(A) ) = d (n 1 + 3n 2 + · · · + (2t − 1)n t ), which is derived in the proof, was known to Frobenius, see [14, p. 105] . Similarly, by Lemmas 4.6 and 4.7, we have dim(Ref(P(A) )) = 1 2 d 2 (n 1 (n 1 + 1) + 3n 2 (n 2 + 1) + · · · + (2t − 1)n t (n t + 1)).
We conclude that rd(P(A) ) =
Let A ∈ L(V ) satisfy the conditions of Theorem 4.8. It follows that P(A) is reflexive if and only if d = 1 and n = n 1 = · · · = n t = 1, which means that A is a scalar multiple of the identity operator. Thus, the commutant of an arbitrary linear operator is reflexive if and only if the operator is diagonable. Since, by [9] , the algebra P(A) and its bicommutant P(A) coincide we actually have formulae for reflexivity defect of commutants of all orders. Proof. Since P(A) = P(A) the proposition follows from the fact that the commutant U of any non-empty subset U ⊆ L(V ) is 2-reflexive. Indeed, let T ∈ Ref 2 (U ). Fix A ∈ U and let x ∈ V be arbitrary. Then there exists S ∈ U such that T x = Sx and T Ax = SAx. It follows AT x = ASx = SAx = T Ax and consequently, T ∈ U .
