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03 Singularite´s re´elles isole´es et
de´veloppements asymptotiques
d’inte´grales oscillantes
Daniel Barlet
Universite´ Nancy I et Institut Universitaire de France
De la feneˆtre de mon bureau je contemple le vieux pont de Malze´ville et, me
projetant 65 ans en arrie`re, j’imagine Jean Leray, alors jeune professeur a`
l’Universite´ de Nancy, regagnant son domicile depuis la porte de le Craffe,
pre`s de laquelle e´tait alors l’Institut de Mathe´matique, s’arreˆtant sur ce vieux
pont pour scruter les tourbillons de la Meurthe derrie`re les piles du pont, et
s’interrogeant sur les solutions turbulentes des e´quations de Navier-Stokes .
Abstract
Let (XR, 0) be a germ of real analytic subset in (RN , 0) of pure dimension
n+ 1 with an isolated singularity at 0 . Let
(fR, 0) : (XR, 0) −→ (R, 0)
a real analytic germ with an isolated singularity at 0 , such that its com-
plexification fC vanishes on the singular set S of XC .We also assume that
XR − {0} is orientable .
To each A ∈ H0(XR − {0},C) we associate a n−cycle Γ(A) (”explicitly ”
described) in the complex Milnor fiber of fC at 0 such that the non trivial
terms in the asymptotic expansions of the oscillating integrals
∫
A
eiτf(x)ϕ(x)
when τ → ±∞ can be read from the spectral decomposition of Γ(A) relative
to the monodromy of fC at 0 .
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Re´sume´
Soit (XR, 0) un germe de sous-ensemble analytique re´el a` l’origine de RN de
dimension pure n + 1 ayant une singularite´ isole´e en 0 . Soit
(fR, 0) : (XR, 0) −→ (R, 0)
un germe de fonction analytique re´elle ayant une singularite´ isole´e en 0 telle
que sa complexifie´e fC s’annule sur le lieu singulier S de XC . Nous sup-
poserons e´galement que la varie´te´ analytique re´elle XR − {0} est orientable.
A chaque A ∈ H0(XR − {0},C) nous associons un n−cycle Γ(A) (explicite-
ment de´crit) dans la fibre de Milnor complexe de fC en 0 tel que les termes
non triviaux dans les de´veloppements asymptotiques quand τ → ±∞ des
inte´grales oscillantes
∫
A
eiτf(x)ϕ(x) soient de´tecte´s par la de´composition
spectrale de Γ(A) par rapport a` la monodromie de fC en 0 .
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1 Introduction
Ce texte est un hommage a` Jean Leray ; on constatera facilement que par
les ide´es et les techniques utilise´es, il est un des nombreux descendants en
ligne directe du fameux article [L.59] ”le proble`me de Cauchy III” qui est
l’une des grandes contributions de Jean Leray a` la the´orie des fonctions de
plusieurs variables complexes. Cet article peut eˆtre lu a` deux niveaux . Le
premier niveau, qui est proche de la confe´rence donne´e a` Nantes, est une
introduction a` la the´orie des singularite´s d’une fonction analytique re´elle ;
son but est d’expliquer comment celle-ci permet de de´crire les de´veloppements
asymptotiques des inte´grales oscillantes a` phase analytique re´elle. Il est assez
surprenant et inte´ressant de voir que la topologie de l’application de´finie
par la complexifie´e de la phase conside´re´e et la topologie de la position du
re´el dans le complexe suffisent a` pre´voir exactement quels types de termes
apparaˆıtront dans ces de´veloppements asymptotiques. Dans cette optique,
on peut simplement conside´rer le cas ou` (XR, 0) = (Rn+1, 0) et se contenter
de lire seulement les e´nonce´s des re´sultats ainsi que les constructions qui
les pre´ce`dent de´finissant les cycles Γ(A) et Γ̂(A) respectivement pour les
the´ore`mes 1, 1bis et 2 . Les e´nonce´s des corollaires e´tant probablement plus
faciles a` comprendre que ceux des the´ore`mes eux-meˆme . L’autre niveau
est celui d’un article de recherche qui ame´liore les re´sultats de´ja` connus sur
ce sujet .En particulier nous ge´ne´ralisons substantiellement les re´sultats de
[J.91] ,[B.M.02 ] et [B.02] .
De fac¸on pre´cise, nous de´crivons , si (XR, 0) ⊂ (RN , 0) est un germe d’ensemble
analytique re´el de dimension pure (n+1) a` singularite´ isole´e en 0 (donc nous
e´tudions des proble`mes de ”phase stationnaire” avec une singularite´ ambiante
la` ou` la phase stationne) et si (fR, 0) : (XR, 0) −→ ((R, 0) est un germe ana-
lytique re´el a` singularite´ isole´e en 0 sur (XR, 0) , sous l’hypothe`se que le lieu
singulier du complexifie´ (XC, 0) est contenu dans {fC = 0} et que XR − {0}
est orientable, les termes qui vont apparaˆıtre dans le de´veloppement asymp-
totique quand τ −→ +∞ de l’inte´grale∫
A
eiτf(x).ϕ(x)
ou` ϕ est une forme C∞ de degre´ n + 1 , a` support compact (une forme-
test) , et ou` A =
∑
α aα.Aα ∈ H
0(XR − f
−1
R
(0),C) est une combinaison
line´aire a` coefficients complexes de composantes connexes de XR − f
−1
R
(0) .
Nous exhibons un n-cycle Γ(A) associe´ a` A dans la fibre de Milnor en 0 de
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la complexifie´e fC de fR dont la de´composition spectrale par rapport a` la
monodromie en 0 de fC gouverne ces de´veloppements asymptotiques.
Les e´nonce´s pre´cis sont donne´s aux the´ore`mes 1, 1bis et 2 et dans les corol-
laires qui les suivent . Evidemment, si l’on sait montrer que pour un A
donne´ le cycle Γ(A) n’est pas nul dans la cohomologie de la fibre de Mil-
nor, on en de´duit qu’il existe une forme test ϕ pour laquelle la fonction
τ −→
∫
A
eiτf(x).ϕ(x) n’est pas une fonction de la classe de L. Schwartz sur
R. C’est en fait la me´thode utilise´e par A. Jeddi dans [J.02] (en s’inspirant
de l’article ”fondateur” [M.74]) pour re´soudre la ”conjecture” de Palamodov
(voir [P.86]), c’est a` dire pour montrer que dans le cas ou` (XR, 0) = (Rn+1, 0)
et ou` A =
∑
αAα (on inte`gre donc sur R
n+1) il existe une telle forme test ϕ.
En fait , A. Jeddi de´duit le cas ge´ne´ral d’une fonction analytique re´elle sur
Rn+1 du cas d’une fonction a` singularite´ isole´e.
Pour terminer cette introduction, je voudrais remercier le Laboratoire de
Mathe´matiques de l’Universite´ de Nantes, maintenant Laboratoire Jean Leray,
pour m’avoir invite´ a` donner cette confe´rence lors de son ”bapteˆme” .
2 Transformation de Mellin sur R∗
Soit ϕ une fonction C∞ sur R∗ qui est borne´e et a` support borne´ ; nous
de´finirons la transforme´e de Mellin de ϕ pour ℜ(λ) > 0 par la formule
suivante :
Mϕ(λ) :=
1
ipi
[
∫ +∞
0
xλϕ(x)
dx
x
− e−ipiλ.
∫ +∞
0
xλϕ(−x)
dx
x
]
C’est un exercice e´le´mentaire de voir que si ϕ se prolonge en une fonction
C∞ sur R, alors Mϕ se prolonge en une fonction entie`re (voir [B.99] ).
Pour illustrer cette de´finition, donnons un re´sultat qui nous sera utile plus
loin :
Lemme 1.
Soit s0 > 0 et soit ϕ la fonction de´finie par :
ϕ(s) = (s/s0)
r.P [Log(s/s0)] pour 0 < s < s0
ϕ(s) = (s/s0)
r.Q[Log(s/s0)] pour −s0 < s < 0
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ou` P et Q sont des polynoˆmes et ou` la partie imaginaire du logarithme est
dans l’intervalle ] − 3pi/2, pi/2[ pour z n’appartenant pas a` iR+ . Alors le
re´sidu en λ = −r de la fonction me´romorphe :
F (λ) =
∫ s0
0
(s/s0)
λ ϕ(s)
ds
s
− e−ipiλ.
∫ s0
0
(s/s0)
λ ϕ(−s)
ds
s
est e´gal a` P(0) - Q(0) .
Preuve.
Posons x = s/s0 . Cela donne :
F (λ) =
∫ 1
0
xλxr.P [Logx]
dx
x
− e−ipiλ.
∫ 1
0
xλ.e−ipirxr.Q[Logx− ipi]
dx
x
Mais si Γ de´signe le contour forme´ du segment [-1,1] et du demi-cercle unite´
infe´rieur parcouru dans le sens indirect la nullite´ de l’inte´grale :∫
Γ
zλ+r.Q[Logz]
dz
z
et le fait que la contribution du demi-cercle a` cette inte´grale est une fonction
entie`re de λ montrent que le re´sidu en λ = −r de F (λ) est le meˆme que celui
de la fonction me´romorphe :∫ 1
0
xλ+r.(P −Q)[Logx].
dx
x
.
On conclut alors facilement 
Remarque.
Ce lemme met en e´vidence une erreur de calcul dans la preuve du the´ore`me
6.1 de [B.M.02] qui conduit aux formules erronne´es (6.2a) et (6.2b) de cet
article. Les formules correctes sont donne´es aux the´ore`mes 1 et 1bis (pour
plus de pre´cisions se reporter a` la ”Remarque/Erratum” qui suit le corollaire
du the´ore`me 1 ).
Conside´rons maintenant la situation d’un germe :
(fR, 0) : (XR, 0) −→ (R, 0)
de fonction analytique re´elle sur un espace analytique re´el (XR, 0) satisfaisant
les hypothe`ses suivantes :
H a) (X
R
, 0) est de dimension pure n+ 1 et est lisse en dehors de l’origine .
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H b) fR a une singularite´ isole´e en 0 sur XR
H c) Le complexifie´ XC de XR a un lieu singulier S contenu dans {fC = 0}
ou` (fC, 0) : (XC, 0) −→ (C, 0) est la complexifie´e de (fR, 0).
H d) Notre dernie`re hypothe`se sera que XR − {0} est orientable , et nous
fixerons une fois pour toute une orientation de cette varie´te´ analytique
re´elle lisse de dimension n+ 1 .
Le lecteur non familier avec les espaces analytiques singuliers pourra supposer
que l’on a simplement XR = Rn+1 . Les re´sultats sont de´ja` inte´ressants dans
ce cas (et les hypothe`ses H a) , H c) et H d) sont alors automatiquement
satisfaites ) .
Pre´cisons que, contrairement a` la situation qui est conside´re´e dans [B.M.02]
et [B.02] , nous ne supposons pas ici que le complexifie´ XC de XR a une
singularite´ isole´e en 0 . Donc S peut eˆtre de dimension positive, mais ne
rencontre XR qu’au plus a` l’origine . Nous ne supposons pas non plus que fC
a une singularite´ isole´e en 0 dans XC (ce qui, pour S 6= {0} , n’a d’ailleurs
pas un sens e´vident, mais qui est l’hypothe`se faite”en plus ”de S = {0} dans
[B.M.02] et [B.02] ) .
Fixons maintenant un repre´sentant de Milnor
f : XC −→ D
du germe (fC, 0) dans (XC, 0) (voir au paragraphe 3 pour plus de pre´cisions
sur cela ). Notons par XR et fR les repre´sentants correspondants des germes
(XR, 0) et (fR, 0) . Soit A =
∑
α aα.Aα un e´le´ment de H
0(XR − f
−1
R
(0),C) ,
c’est -a`-dire une combinaison line´aire a` coefficients complexes de composantes
connexes de XR − f
−1
R
(0) (il n’y a qu’un nombre fini de telles composantes
connexes comme on le verra plus loin) . De´finissons alors le 1-courant sur XR,
de´pendant holomorphiquement du parame`tre λ , en posant pour ℜλ≫ 1
 −→
1
ipi
∫
A
fλ  ∧
df
f
ou`  de´signe une n− forme C∞ a` support compact dans XR ; c’est -a`-dire
que pour chaque  donne´e, la valeur sur cette forme-test de ce 1-courant est
la transforme´e de Mellin (de´finie ci-dessus) de la fonction sur R∗ de´finie par
:
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s −→
∫
A
⋂
{fR=s}
 .
L’inte´grale oscillante
∫
A
eiτf ∧df sera alors, par de´finition , la transforme´e
de Fourier de cette meˆme fonction sur R (elle est localement borne´e a` l’origine
et a` support compact ) .
Il est bien connu que, graˆce au the´ore`me de de´singularisation [H.64] de H.
Hironaka, la fonctionde´finie ci-dessus est C∞ sur R∗ et admet quand s→ ±∞
des de´veloppements asymptotiques inde´finiment de´rivables dans l’e´chelle des
fonctions sα+ν .(Log|s|)j avec α ∈ [0, 1[
⋂
Q , j ∈ [0, n]
⋂
N et ν ∈ N (voir
[A.70] et [JQ.70] ).
On en de´duit imme´diatement que la distribution
∫
A
fλ  ainsi que le 1-
courant
∫
A
fλ  ∧ df
f
admettent des prolongements me´romorphe en λ a` tout
le plan complexe, avec un nombre fini de se´ries de poˆles d’ordre ≤ n + 1 en
−α − ν ou` α prend un nombre fini de valeurs dans [0, 1[
⋂
Q et ou` ν ∈ N.
De fac¸on e´quivalente, on en de´duit que l’inte´grale oscillante
∫
A
eiτf  admet
quand τ → ±∞ un de´veloppement asymptotique dans l’e´chelle des fonctions
τ−α−ν(Log|τ |)j ou` α, j et ν prennent les meˆmes valeurs que plus haut .
Nous formulerons nos re´sultats en utilisant les poˆles du prolongement me´ro-
morphes de la distribution
∫
A
fλ mais un dictionnaire facile (voir par exem-
ple [B.M.93] prop.(0.7) ) permet la traduction en terme des de´veloppements
asymptotiques de l’inte´grale oscillante
∫
A
eiτf ∧ df , ces deux formulations
e´tant e´quivalentes a` l’e´tude des de´veloppements asymptotiques a` l’origine de
”l’inte´grale-fibre” ou`  ∈ C∞c (XR)
n :
s −→
∫
A
⋂
{fR=s}
 .
7
3 Cohomologie relative et variation .
Soit (XC, 0) un germe d’ensemble analytique complexe irre´ductible de di-
mension n+1 dans (CN , 0) et soit f = fC : (CN , 0) −→ (C, 0) un germe de
fonction holomorphe, nul sur le lieu singulier de (XC, 0) , mais non iden-
tiquement nul sur (XC, 0) . On notera par Ŝ la re´union du lieu singulier S
de (XC, 0) et des points lisses de (XC, 0) en lesquelles la diffe´rentielle de f est
nulle . On a Ŝ ⊂ f−1(0) sous ces hypothe`ses et pour 0 < ε ≪ 1, 0 < δ ≪ ε
on de´finit un repre´sentant de Milnor en posant :
XC := X˜C ∩B(0, ε) ∩ f
−1(Dδ)
ou` X˜C de´signe un repre´sentant du germe (XC, 0). La restriction de f a`
l’ouvert XC − f−1(0) est alors une fibration C∞ sur le disque pointe´ D∗δ de
fibre F := f−1(s0) ou` s0 ∈ Dδ ∩ R+∗ est un point base de D∗δ .
On remarquera que dans la construction de Milnor (voir [Mi.68] ) le champ
de vecteur C∞ peut eˆtre prolonge´ de fac¸on C∞ au voisinage d’un compact Λ
de f−1(0) pourvu que l’on ait Λ ∩ Ŝ = ∅ .
Un tel compact Λ e´tant fixe´ ( seul le cas ou` Λ est une sous-varie´te´ analytique
re´elle lisse de f−1(0) ve´rifiant Λ∩ Ŝ = ∅ nous inte´ressera ici ) on peut trouver
des voisinages ouverts U ⊂ U ′ de Λ , d’adhe´rences disjointes de Ŝ , et
ve´rifiant les proprie´te´s suivantes (quitte a restreindre δ ) :
1) f : U ′ −→ Dδ est une fibration C∞ triviale de fibre F ∩ U ′ et on a une
trivialisation C∞
Φ′ : U ′ −→ (F ∩ U ′)×Dδ
de cette fibration qui induit un diffe´omorphisme note´ Φ de U sur
(F ∩ U)×Dδ .
2) l’inclusion F ∩ U ⊂ F ∩ U ′ est une e´quivalence d’homotopie ( en fait
dans le cas ou` Λ est une sous-varie´te´ compacte lisse de f−1(0)− Ŝ on
peut choisir F ∩U et F ∩U ′ homotopiquement e´quivalents a` Λ , U et
U ′ e´tant les traces sur f−1(Dδ), δ assez petit, de voisinages tubulaires
C∞ de Λ ) .
3) On a une trivialisation Ψ de classe C∞ de la fibration de Milnor au
dessus de l’ouvert simplement connexe Dδ−iR+∩Dδ qui est compatible
a` Φ′ , c’est-a`-dire que Φ′ et Ψ coincident sur l’ouvert
U ′ − f−1(iR+ ∩Dδ) .
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Conse´quences importantes :
a) Dans cette situation, la monodromie de f est l’identite´ sur U ′ et sur U .
Elle agit donc comme l’identite´ sur les cohomologies de F ∩U ′ et F ∩U
respectivement. La monodromie agit e´galement sur les cohomologies
relatives (voir l’Annexe pour des pre´cisions sur les cohomologies de de
Rham relatives a` un ouvert que nous utiliserons ici ) H∗(F, F ∩ U) et
H∗c (F, F ∩ U).
b) On a des suites exactes d’espaces vectoriels monodromiques (voir e´gale-
ment l’Annexe )
· · · → Hn−1(F ∩ U)→ Hn(F, F ∩ U)→ Hn(F )→ Hn(F ∩ U)→ · · ·
· · · → Hnc (F ∩ U)→ H
n
c (F )→ H
n
c (F, F ∩ U)→ H
n+1
c (F ∩ U)→ · · ·
Si V 6=1 de´signe la somme des sous-espaces spectraux pour les valeurs
propres 6= 1 de la monodromie (resp. V=1 le sous-espace spectral pour
la valeur propre 1 ) agissant sur l’espace vectoriel monodromique V
l’application canonique :
can : Hn(F, F ∩ U) 6=1 → H
n(F ) 6=1
induit un isomorphisme puisque la monodromie agit comme l’identite´
sur la cohomologie de F ∩ U . Il en est de meˆme pour l’application
canc : H
n
c (F ) 6=1 → H
n
c (F, F ∩ U) 6=1 
Pour la valeur propre 1 nous allons construire une application de variation
varc : H
n
c (F, F ∩ U)=1 → H
n
c (F )=1
qui ve´rifiera les relations :
varc ◦ canc = Tc − 1 , canc ◦ varc = Tc − 1.
Nous allons utiliser pour cela la description de Hnc (F, F∩U) par des n-chaˆınes
compactes oriente´es de F a` bords dans F ∩ U modulo les bords de (n+ 1)-
chaˆınes compactes oriente´es et les n-chaˆınes compactes trace´es dans F ∩ U
(voir l’Annexe ).
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Soit donc γ une n-chaˆıne compacte oriente´e de F a` bord dans F ∩U . Comme
la monodromie Tc laisse F∩U fixe, on aura ∂γ = ∂Tcγ et (Tc−1)γ sera un n-
cycle compact oriente´ de F . Il est facile de voir que pour la somme d’un bord
et d’une chaˆıne trace´e dans F ∩U , γ = ∂Γ+∆ , on a (Tc−1)γ = ∂(Tc−1)Γ
car (Tc − 1)∆ = 0 . Donc varc est bien de´finie et les relations annonce´es
ci-dessus en de´coulent imme´diatemment .
Pour calculer varc en cohomologie de de Rham, nous utiliserons le formal-
isme de [B.97] qui s’appliquerait en fait au cas, plus ge´ne´ral , ou` l’on aurait
seulement l’hypothe`se U¯ ′∩S1 = ∅ ou` S1 de´signe la re´union du lieu singulier
de XC et de l’ensemble des points lisses de XC en lesquels la valeur propre
1 de la monodromie agissant sur la cohomologie re´duite de la fibre de Milnor
de f apparaˆıt ; on a donc S1 ⊂ Ŝ , ine´galite´ e´ventuellement stricte.
Introduisons alors
v˜arc := Θc ◦ varc ,
ou` Θc est l’automorphisme de H
n
c (F )=1 donne´ par
Θc :=
+∞∑
k=0
(−1)k
k + 1
(Tc − 1)
k
On a alors v˜arc ◦ canc =
i
2pi
LogTc sur H
n
c (F )=1 . De´finissons l’application
sesquiline´aire
h : Hnc (F, F ∩ U)=1 ×H
n(F )=1 −→ C
en posant pour (e, e′) ∈ Hnc (F, F ∩ U)=1 ×H
n(F )=1 :
h(e, e′) = I(v˜arc(e), e
′)
ou` I de´signe la dualite´ de Poincare´ hermitienne sur F donne´e par :
I : Hnc (F )×H
n(F ) −→ C avec I(a, b) :=
1
(2ipi)n
∫
F
a ∧ b¯.
Remarque .
Dans le cas ou` Λ = f−1
C
(0) ∩ ∂B(0, ε′′) , on a une identification naturelle de
Hnc (F, F ∩ U) avec H
n(F ) et on retrouve la forme hermitienne canonique :
voir [B.85] dans le cas XC lisse et f a` singularite´ isole´e , [B.90] pour le cas
XC lisse et f a` singularite´ isole´e pour la valeur propre 1 de la monodromie
et [B.M.02] pour le cas ou` XC et f sont a` singularite´s isole´es .
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4 Le cas d’une valeur propre 6= 1
Plac¸ons-nous dans la situation pre´ce´dente en supposant de plus que (XC, 0)
est le complexifie´ d’un germe d’ensemble analytique re´el (XR, 0) ⊂ (RN , 0)
admettant une singularite´ isole´e en 0 . Supposons de plus que le germe (f, 0)
soit le complexifie´ d’un germe analytique re´el (fR, 0) : (XR, 0) −→ (R, 0)
admettant une singularite´ isole´e en 0 sur (XR, 0) .
On notera XR := XC ∩ RN et fR la restriction de f = fC a` XR , ou` XC
de´signe un repre´sentant de Milnor du germe (XC, 0) comme pre´ce´demment .
Nous supposerons dans tout ce qui suit que la varie´te´ analytique re´elle (lisse)
XR − {0} est orientable, et que nous avons fixe´ une orientation .
Nous fixerons e´galement 0 < ε′ < ε′′ < ε avec ε fixe´ comme pre´ce´demment
et ε − ε′ ≪ ε . Nous supposerons que ε a e´te´ choisi assez petit pour
que Λ = f−1
R
(0) ∩ ∂B(0, ε′′) soit une sous-varie´te´ analytique re´elle lisse
et compacte de f−1
C
(0) − Ŝ . Ceci est possible graˆce a` nos hypothe`ses de
singularite´s isole´es pour XR et fR .
Pour chaque composante connexe Aα de XR − f
−1
R
(0) (il n’y en a qu’un
nombre fini d’apre`s Lojasiewicz , car c’est la diffe´rence de deux ensembles
semi-analytiques compacts , voir [Lj.65] ) on de´finit une n−chaˆıne compacte
oriente´e Γ(Aα) de la fibre de Milnor F , dont le bord est contenu dans
F ∩ U , de la facon suivante :
Pour Aα ⊂ {fR > 0} on pose
Γ(Aα) := Γ(Aα)
+ = Aα ∩ f
−1
R
(s0) ∩ B(0, ε′′)
ou` s0 ∈ D ∩ R+∗ est le point base de D∗ = D∗δ (rappelons que , par
de´finition , la fibre de Milnor F de fC en 0 est e´gale a` f
−1
C
(s0) ) . On oriente
f−1
R
(s0) comme le bord de l’ouvert f
−1
R
(s < s0) de XR−{0} . Donc Γ(Aα)
de´finit une classe dans Hnc (F, F ∩ U) .
Pour Aα ⊂ {fR < 0} on de´finit Γ(Aα) a` partir de la n−chaˆıne compacte ,a`
bord dans U :
Γ(Aα)
− = Aα ∩ f
−1
R
(−s0) ∩ B(0, ε′′)
que l’on oriente graˆce a` l’orientation de f−1
R
(−s0) comme bord de l’ouvert
f−1
R
(s > −s0) de XR−{0} , en la suivant dans la trivialisation Ψ de fC le
long du demi-cercle {s0eiθ, θ ∈ [−pi, 0]} et en changeant l’orientation .
Dans ces conditions on notera :
Γ(Aα) = −T
1
2 .Γ(Aα)
− .
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C’est a` nouveau une n−chaˆıne compacte oriente´e contenue dans F et a` bord
dans F ∩ U . Elle de´finit donc une classe dans Hnc (F, F ∩ U) .
Le changement d’orientation dans la de´finition de Γ(Aα) dans le cas ne´gatif
est duˆ au fait que la rotation de pi pour R− l’envoie sur R+ avec l’orientation
”oppose´e” .
On e´tend alors l’application Γ par C-line´arite´ en une application C-line´aire
Γ : H0(XR − f
−1
R
(0),C) −→ Hnc (F, F ∩ U).
Si A =
∑
α aα.Aα avec A
+ =
∑
Aα⊂{fR>0}
aα.Aα et A
− =
∑
Aα⊂{fR<0}
aα.Aα
on aura :
Γ(A) = Γ(A)+ − T
1
2 .Γ(A)−.
The´ore`me 1
On se place sous les hypothe`ses ci-dessus , a` savoir que
f˜R : (XR, 0) −→ (R, 0)
est un germe de fonction analytique re´elle a` singularite´ isole´e en 0 sur un
germe d’ensemble analytique re´el de dimension pure n + 1 dans (RN , 0) ,
ayant une singularite´ isole´e en 0 , ve´rifiant les hypothe`ses H a),H b),H c) et
H d) du paragraphe 2 . On note par
fR : XR −→]− δ, δ[
la trace sur le re´el d’un repre´sentant de Milnor du complexifie´
f˜C : (XC, 0) −→ (C, 0)
de f˜R . On de´signera par F la fibre de Milnor de f˜C en 0 .
Pour tout u ∈]0, 1[ l’application canonique
can : Hn(F, F ∩ U)e−2ipiu −→ H
n(F )e−2ipiu
est bijective , ou` U de´signe un voisinage ouvert convenable (voir plus haut)
de Λ = f−1
R
(0) ∩ ∂B(0, ε′′) .
Pour tout A ∈ H0(XR − f
−1
R
(0),C) on aura :
(−2ipi)n.〈Γ(A), can−1(e)〉 = Res(λ = −u,
∫
A
(f/s0)
λ df
f
∧ wk) (1)
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ou` l’application Γ : H0(XR − f
−1
R
(0),C) −→ Hn(F, F ∩ U) est de´finie ci-
dessus , ou` e ∈ Hn(F )e−2ipiu , ou` 〈, 〉 de´signe l’application sesquiline´aire
〈, 〉 : Hnc (F, F ∩ U)×H
n(F, F ∩ U)→ C
de´duite de la dualite´ de Poincare´ sur F (voir l’Annexe ) , et ou` w1, . . . , wk
sont des n−formes semi-me´romorphes a` poˆles dans f−1
C
(0) sur XC ve´rifiant
les conditions suivantes :{
dwj = u
df
f
∧ wj +
df
f
∧ wj−1 ∀j ∈ [1, k], avec w0 = 0
wk|F = e dans H
n(F ) 
(2)
Remarques :
1) Rappelons que F := f−1
C
(s0) ou` s0 ∈ D∩R+∗ est le point base ; donc
wk est une forme C∞ et d−ferme´e de degre´ n sur F .
2) Dans la formule du the´ore`me on a omis une fonction de troncature
ρ ∈ C∞c (XR) valant identiquement 1 pre`s de 0 qui est ne´cessaire pour
donner un sens a` l’inte´grale
∫
A
ρ.(f/s0)
λ df
f
∧wk ; en effet elle n’est pas
utile pour discuter les poˆles de 1
Γ(λ)
∫
A
(f/s0)
λ df
f
∧ wk) qui sont con-
centre´s a` l’origine et dont les parties polaires sont des (n+1)−courants
a` support {0} vu nos hypothe`ses 
Corollaire :
Sous les hypothe`ses du The´ore`me 1 l’ordre des poˆles du prolongement me´romorphe
de
∫
A
fλ  en −u − ν, ν ∈ N, ν ≫ 1, est exactement l’ordre de nilpotence
de T − e−2ipiu agissant sur la composante de Γ(A) dans Hn(F )e−2ipiu .
En particulier , la composante de Γ(A) dans Hn(F )e−2ipiu est nulle si et
seulement si le prolongement me´romorphe de
∫
A
fλ  n’a jamais de poˆle en
−u− ν, ∀ν ∈ N 
Preuve du the´ore`me 1 :
Avant de passer a` la preuve proprement dite, il est bon de pre´ciser la nor-
malisation que nous utilisons ici pour repre´senter un e´le´ment de Hn(F )e−2ipiu .
En effet, cette normalisation est celle de´ja` utilise´e dans [B.M.02] et diffe`re
de celle de [B.91] . Comme les formules analogues a` celle du the´ore`me 1
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ci-dessus sont errone´es, commenc¸ons par discuter ces deux normalisations et
corriger les formules de [B.M.02] .
Remarque/Erratum.
Soit u ∈ [0, 1[ et soit e ∈ Hn(F )e−2ipiu. Pour ”repre´senter” la classe de coho-
mologie e par une section me´romorphe (uniforme) du fibre´ de Gauss-Manin
de f on utilise , dans [B.91] par exemple, la normalisation suivante :
Soit
N :=
i
2pi
Log(e−2ipiu.T |Hn(F )
e−2ipiu
)
ou −2ipiN est le logarithme nilpotent de l’endomorphisme unipotent
e−2ipiu.T |Hn(F )
e−2ipiu
.
On pose
ε := exp[(u+N )Logs](e) = su.
∞∑
0
(Logs)j
j!
N j(e).
Bien suˆr, la monodromie qui agit par Logs −→ Logs+2ipi et par e −→ T (e),
laisse ε invariante ; et , puisque la fibre de Milnor est de´finie par F := f−1(s0)
ou` s0 ∈ D
⋂
R+∗ est le point base choisi , on aura
ε|F = s
u
0 .
∞∑
0
(Logs0)
j
j!
N j(e)
dans Hn(F )e−2ipiu . Pour retrouver e a` partir de ε on utilise le morphisme :
rn(k) : hn(k)0 −→ Ker N
k ⊂ Hn(F )e−2ipiu
ou` hn(k) est le i-e`me faisceau de cohomologie du complexe (Ω·(k), δu) (voir
[B.91] ).
Si l’on pose εj := N k−j(ε) pour j ∈ [1, k] , alors ε˘ := {εk, ..., ε1} est une
section de hn(k) (car δu(ε˘) = 0) et on a
rn(k)(ε˘) = e.
Nous allons de´crire maintenant une autre normalisation qui permet de sim-
plifier les formules ; posons
ε˜ := exp[(u+N )Log(s/s0)](e).
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La section me´romorphe du fibre´ de Gauss-Manin donne´e par ε˜ est relie´e a` ε
par l’e´galite´
exp[(u +N )Log(s0)](ε˜) = ε
et elle ve´rifie simplement que ε˜|F = e .
Le prix a` payer pour obtenir des formules plus simples graˆce a` cette sec-
onde ”normalisation” est de remplacer fλ par (f/s0)
λ dans les inte´grales
conside´re´es.
On prendra garde au fait que dans [B.M.02] les formules 6.2a, 6.2b et 6.9
sont errone´es : on doit remplacer fλ par (f/s0)
λ puisqu’on y a adopte´ la
seconde normalisation de´crite ci-dessus ( donc εk|F = e ) , le coefficient sr0
de la formule 6.2a devant eˆtre supprime´ .
En fait l’erreur de calcul dans [B.M.02] se trouve apres la formule 6.4 .Il faut
rectifier de la fac¸on suivante :
∫
A
(f/s0)
λwk ∧
df
f
=∫ s0
0
(s/s0)
λ a(s)
ds
s
−
∫ s0
0
(s/s0)
λ H(s)
ds
s
(mod. ent.funct.)
=
∫ s0
0
(s/s0)
λ+r [P −Q](Log(s/s0))
ds
s
(mod.ent.funct.)
In consequence, the residue at λ = −r of
∫
A
(f/s0)
λwk ∧
df
f
is equal to
P(0) - Q(0) 
Revenons a` la preuve du the´ore`me 1 . La bijectivite´ de l’application canon-
ique
can : Hn(F, F ∩ U)e−2ipiu −→ H
n(F )e−2ipiu
a e´te´ e´tablie au paragraphe 3 . Montrons de´ja` que le second membre de
la formule du the´ore`me ne depend pas du choix de w1, . . . , wk ve´rifiant les
conditions (2) de l’e´nonce´ . On sait , d’apre`s [B.91] par exemple , que si
w′ = (w′1, . . . , w
′
l) repre´sente aussi e on peut trouver des n−formes semi
-me´romorphes α et β a` poˆles dans f−1(0) telles que l’on ait
wk − w
′
l = dα + df ∧ β
sur XC .
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Il s’agit alors de voir que le prolongement me´romorphe de∫
A
fλρ
df
f
∧ dα
n’a pas de poˆle congrus a −u modulo Z . Or la formule de Stokes donne
pour ℜ(λ)≫ 1 puisque ∂A ∩ Supp(ρ) est contenu dans f−1(0) :∫
A
fλρ
df
f
∧ dα = −
∫
A
d(fλρ
df
f
∧ α) +
∫
A
fλdρ ∧
df
f
∧ α
et donc
1
Γ(λ)
∫
A
fλρ
df
f
∧ dα
n’aura pas de poˆle du tout puisque dρ ≡ 0 pre`s de 0 .
Nous allons maintenant choisir des repre´sentants wˇ1, . . . , wˇk ve´rifiant la con-
dition supple´mentaire :
Supp(wˇj) ∩ U = ∅ ∀j ∈ [1, k].
Pour cela nous allons utiliser l’annulation du groupe d’hypercohomologie
Hn(U ′, E ·(k), δ·u) = 0
qui re´sulte du fait que U ′ ∩ Ŝ = ∅ et que les faisceaux de cohomologie hi(k)
du complexe (E ·(k), δ·u) sont supporte´s par Ŝ (car on suppose e
−2ipiu 6= 1 ,
voir [B.91] prop.1 p.427 ) .
On peut donc trouver ξ ∈ H0(U ′, En−1(k)) ve´rifiant :
δuξ = w|U ′
si w ∈ H0(X, En(k)) ve´rifie les conditions (2) de l’e´nonce´ du the´ore`me .
Choisissons alors une fonction σ ∈ C∞(X) ve´rifiant σ ≡ 1 sur U et
Supp(σ) ⊂ U ′ . Posons alors :
wˇ := w − δu(σ.ξ).
Alors wˇ ve´rifie encore les conditions (2) et satisfait la condition de support
de´sire´e . On remarquera qu’alors la restriction de wˇ a` XR ∩ B(0, ε′′) a un
support fR−propre .
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Si maintenant la fonction ρ ∈ C∞(XR) vaut identiquement 1 sur B(0, ε′′) et
a son support contenu dans (XR ∩ B(0, ε′′)) ∪ U , la fonction me´romorphe
1
ipi
∫
A
fλρ
df
f
∧ wˇk
sera la transforme´e de Mellin , a` une fonction entie`re pre`s , de la fonction
s −→
∫
(fR=s)∩A
wˇk.
On conclut alors la preuve du the´ore`me 1 comme dans le paragraphe 6 ,
Th.6.1 a) de [B.M.02] (modulo l’erratum ci-dessus ) 
Preuve du Corollaire :
Un calcul e´le´mentaire montre, qu’avec les notations introduites ci-dessus on
a
(s
∂
∂s
− u)k−1(
∫
(fR=s)∩A
wˇk ) =
∫
(fR=s)∩A
wˇ1
et donc l’ordre de nilpotence de Γ(A) dans Hn(F )e−2ipiu minore l’ordre des
poˆles en −u − ν, ν ∈ Z du prolongement me´romorphe de
∫
A
fλ. En effet,
comme l’application canonique :
canc : H
n
c (F )e−2ipiu −→ H
n
c (F, F ∩ U)e−2ipiu
est bijective, puisque la monodromie agit comme l’identite´ sur H∗c (F ∩U) , la
dualite´ de Poincare´ (hermitienne) entre Hnc (F )e−2ipiu et H
n(F )e−2ipiu montre
que l’accouplement sesquiline´aire :
Hnc (F, F ∩ U))e−2ipiu ×H
n(F )e−2ipiu → C
est une dualite´ hermitienne pour laquelle la monodromie est auto-adjointe,
d’ou` notre assertion .
Pour voir que l’ordre des poˆles ne peut de´passer l’ordre de nilpotence de Γ(A)
dans Hnc (F, F ∩ U)e−2ipiu , on utilise le fait que les parties polaires des poˆles
congrus a` −u modulo Z sont des distributions a` support l’origine. Elles sont
donc d’ordre fini , et pour calculer l’une d’entre elles, on peut remplacer toute
forme-test par son de´veloppement de Taylor en 0 a` un ordre assez e´leve´ (fixe,
ne de´pendant que de la partie polaire conside´re´e ). On se rame`ne alors au
cas de la restriction a` XR d’une (n+1)−forme me´romorphe sur XC que l’on
de´compose alors dans le syste`me de Gauss-Manin localise´ en fC. On conclut
alors facilement (pour ce type de raisonnement voir [B.85] ou [B.M.00] pour
plus de de´tails ) 
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5 Le cas de la valeur propre 1.
Traitons maintenant le cas de la valeur propre 1
The´ore`me 1 bis :
Dans la situation du the´ore`me 1 , pour tout A ∈ H0(XR − f
−1
R
(0),C) et
tout e ∈ Hn(F )=1 on a
(−2ipi)nh(Γ(A), e) = Res(λ = 0,
1
Γ(λ)
∫
A
(f/s0)
λdf
f
∧ wk) (3)
ou` w1, . . . , wk ve´rifient les conditions (2) du the´ore`me 1 avec u = 0 , et ou`
h est la forme sesquiline´aire
h : Hnc (F, F ∩ U)=1 ×H
n
c (F )=1 −→ C
de´finie au paragraphe 3 
Corollaire :
Dans la situation du the´ore`me 1 bis l’ordre des poˆles du prolongement me´romor-
phe de la distribution 1
Γ(λ)
∫
A
fλ  aux entiers ne´gatifs assez grands (en
valeur absolue ) est e´gal a` l’ordre de nilpotence de la monodromie agissant
sur varc(Γ(A)=1) ∈ Hnc (F )=1 
Preuve du The´ore`me 1 bis:
Comme on sait de´ja` que la dualite´ de Poincare´ hermitienne I ainsi que
l’accouplement sesquiline´aire
〈, 〉 : Hnc (F, F ∩ U)×H
n(F, F ∩ U) −→ C
de´crit dans l’Annexe , sont non de´ge´ne´re´es , de´finissons l’application de vari-
ation :
var : Hn(F )=1 −→ H
n(F, F ∩ U)=1
en posant 〈ε, var(e)〉 := I(varc(ε), e) .
Posons alors v˜ar := Θ ◦ var, ou` Θ est l’analogue sur Hn(F )=1 de Θc
introduit au paragraphe 3 .
Nous allons ve´rifier que cette de´finition est bien compatible avec la description
de v˜ar qui est donne´e (en cohomologie de de Rham) dans [B.97] . Cette
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ve´rification est particulie`rement bien venue dans ce texte puisqu’elle repose
fondamentalement sur le ”Residu de J.Leray ” !
Pour cela, fixons [γ] ∈ Hnc (F, F ∩ U)=1 ou` γ est une n−chaˆıne compacte
oriente´e de F a` bord dans F ∩ U et soit e un vecteur propre de la mon-
odromie dans Hn(F )=1 . En utilisant l’invariance de ces variations par la
monodromie, il est facile de voir que l’on peut se ramener a` ce cas pour faire
notre ve´rification (a` l’aide d’une re´currence sur l’ordre de nilpotence ). Soit
donc w une n−forme semi-me´romorphe sur XC , a` poˆles dans f
−1(0) ,
ve´rifiant dw = 0 et w|F = e. Soit σ une fonction de C∞c (XC) identiquement
e´gale a` 1 sur un voisinage de XC−U ′ et identiquement nulle sur U . Alors la
classe [γ] ∈ Hnc (F, F ∩ U)=1 est repre´sente´e par le courant σ.γ. Appliquons
le re´sultat de J. Leray [L.59] a` w|U ′ . On peut alors trouver des formes
C∞(U ′), η1 de degre´ n−1 , ω1 de degre´ n et d-ferme´es ainsi qu’une forme
semi-me´romorphe a` poˆles dans f−1(0), α1 de degre´ n− 1 ve´rifiant :
w =
df
f
∧ η1 + ω1 + dα1 . (4)
Posons alors η = −dσ ∧ η1, ω = dσ ∧ ω1 et α = σ.dα1 . On obtient alors
dσ ∧ w =
df
f
∧ η + ω + dα . (5)
ou` η est une n-forme dans C∞(U ′) a` support dans U ′ − U ou` ω est
une (n + 1)-forme dans C∞(U ′) a` support dans U ′ − U avec dη = 0 et
dω = 0 et ou` α est semi-me´romorphe de degre´ n a` poˆles dans f−1(0) et a`
support dans U ′−U . D’apre`s [B.97] la classe [η] ∈ Hn(F, F ∩U) repre´sente
var1(e) c’est a` dire la variation telle qu’elle est de´finie dans [B.97] (et meˆme
v˜ar1(e) puisque T (e) = e ).
Conside´rons maintenant les fonctions s −→
∫
γs
w et s −→
∫
γs
σ.w ou` γs
est la famille horizontale de n−chaˆınes compactes a` bord dans U que l’on
de´duit de γ a` l’aide de notre trivialisation Ψ .
Ces deux fonctions diffe`rent d’une fonction semi-me´romorphe sur D a` poˆle
en 0 puisque γ−σ.γ est a` support dans U ′ et puisque la trivialisation Ψ|U ′
se prolonge de fac¸on C∞ a` D .
Comme σ ≡ 0 pre`s du bord de γs qui est dans U on aura :
Ω := d(
∫
γs
σ.w) =
∫
γs
dσ ∧ w
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au sens de l’image directe des formes a` support propre par une submersion ;
Ω est donc semi-me´romorphe sur D de degre´ 1 a` poˆle en 0 .
Maintenant la formule (5) donne :
Ω =
ds
s
∫
γs
η +
∫
γs
ω + d(
∫
γs
α)
car on a
∫
γs
dα = d(
∫
γs
α) d’apres Stokes (rappelons que Supp(α) ∩ U = ∅
donc on e´vite le bord de γs ) .
La fonction s→
∫
γs
η est dans C∞(D) car Supp(η)∩U = ∅ et η est C∞ .
De meˆme, la 1-forme sur D
∫
γs
ω est C∞ et d-ferme´e car Supp(ω)∩U = ∅
et dω = 0 .
On peut donc appliquer le lemme suivant , que Jean Leray ne saurait renier
Lemme
Soit ϕ ∈ C∞(D) et ω ∈ C∞(D)1 telles que Ω := dz
z
ϕ + ω soit d-ferme´e
sur D∗ .
Alors pour tout chemin ferme´ C de D∗ d’indice 1 par rapport a` l’origine ,
on a ∫
C
Ω = 2ipi.ϕ(0) .
Preuve :
Comme le cas ou` Ω = ϕ(0).dz
z
est clair, il s’agit de voir que pour ψ ∈ C∞(D)
et ω ∈ C∞(D)1 la forme Ω1 =
z¯
z
ψdz + ω est d-ferme´e si et seulement elle
est d-exacte sur D∗ . Mais la d-fermeture de Ω1 implique
∂
∂z¯
( z¯
z
ψ) ∈ C∞(D)
et comme ∂
∂z¯
: C∞(D) −→ C∞(D) est surjective, il existe η ∈ C∞(D) telle
que ∂
∂z¯
(η − z¯
z
ψ) = 0 sur D∗ .
Comme la fonction η − z¯
z
ψ est holomorphe sur D∗ et borne´e en 0 , elle est
holomorphe sur D . On en de´duit que z¯
z
ψ se prolonge de fac¸on C∞ a` D et
donc aussi Ω1 . Alors Ω1 est d-exacte 
Remarque
Si dans le lemme pre´ce´dent on remplace Ω par Ω + dg ou g ∈ C∞(D∗) , la
conclusion est la meˆme . En particulier ce sera le cas quand g = γ
zM
avec
γ ∈ C∞(D) , c’est a dire pour g semi-me´romorphe a` poˆle en 0 
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On obtient donc en appliquant ce lemme, que pour tout chemin ferme´ C de
D∗ d’indice 1 par rapport a` l’origine on aura :∫
C
Ω = 2ipi
∫
γ0
η
On prendra garde que γ0 n’est bien de´fini que dans U ′ ; comme le support
de η est contenu dans U ′ , notre formule a bien un sens .
La fonction s→
∫
γs
η est constante puisque η est d-ferme´e a` support disjoint
de U . On a alors , puisque η repre´sente var1(e) telle qu’elle est definie dans
[B.97] ∫
γ0
η =
∫
γ
η =
∫
γ
var1(e)
Mais on a e´galement : ∫
C
Ω = 2ipi
∫
varc(γ)
e
puisque varc(γ) = Tγ − γ . On en conclut que :
I(varc(γ), e¯) = 〈γ, var1(e)〉
ce qui montre que la variation var1 de´finie dans [B.97] est bien ”l’adjoint”
de varc et coincide avec la variation de´finie plus haut . Ceci justifie donc
l’usage du calcul de la variation en cohomologie de de Rham de [B.97] .
Passons maintenant a` la preuve proprement dite du the´ore`me 1 bis .
Conside´rons e ∈ Hn(F )=1 et w1, . . . , wk repre´sentant e c’est a` dire
ve´rifiant les conditions (2) de l’e´nonce´ du the´ore`me 1 avec u = 0 . Comme
la monodromie est l’identite´ sur U ′ on peut trouver ξ ∈ H0(U ′, En−1(k))
ve´rifiant sur U ′ :
δ0ξ = Nkw
ou` Nk de´signe l’endomorphisme du complexe (E ·(k), δ·0) qui induit
i
2pi
LogT
sur Hn(F )=1 (voir [B.91] ou [B.97] ). Choisissons alors une fonction ρ dans
C∞(X) ve´rifiant ρ ≡ 1 sur U ′′ , un voisinage ouvert de U dans U ′ , et
Supp(ρ) ⊂ U ′ . Posons (comparer avec [B.97] p.15 ) :
v := Nkw − δ0(ρξ) .
On a alors δ0v = 0 , v|X−U ′′ = Nkw et Supp(v) ∩ U
′′ = ∅ .
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Ceci conduit explicitement aux relations suivantes :
wj−1 = vj + d(ρξj)−
df
f
∧ ρξj−1 ∀j ∈ [1, k]
avec les conventions w0 = 0 , v0 = 0 , ξ0 = 0 .
Choisissons maintenant une fonction σ ∈ C∞(X) ve´rifiant σ ≡ 0 au voisi-
nage de U et σ ≡ 1 au voisinage de X − U ′′ . La relation δ0(w) = 0 qui
est conse´quence de la condition (2) pour u = 0 donne
dwk =
df
f
∧ wk−1.
PosonsW := dσ∧(wk+
df
f
∧ρξk) . C’est une forme semi-me´romorphe d-ferme´e
et a` support f-propre dans U ′ − U . Soit Y ′ := f−1(0) ∩ (U ′ − U). Comme
Ŝ ∩ U ′ = ∅ les arguments de [B.97] s’appliquent et on a les isomorphismes
suivants :
Hn+1c/f (U
′ − U , E ·(1), δ0) ∼= H
n+1
c/f (Y
′, E ·(1), δ0) ∼= H
n+1
c (Y
′,C)⊕Hnc (Y
′,C)
df
f
.
On est d’ailleurs ici dans une situation plus simple que celle de [B.97] puisque
la fonction fC est non singulie`re sur U ′ .
On peut donc trouver (voir (5) ci-dessus ) des formes C∞, η , ω sur U ′ nulles
au voisinage de U et a` supports f-propre , qui sont d-ferme´es et de degre´s
respectifs n et n + 1 , ainsi qu’une forme semi-me´romorphe α sur U ′ , de
degre´ n , nulle au voisinage de U et a` supports f-propre , ve´rifiant sur U ′ :
W =
df
f
∧ η + ω + dα .
Alors v˜ar(e) est repre´sente´e par
vˇ := (v1, . . . , vk−1, vk + η)
ou` η est prolonge´e par 0 a` XC , c’est a` dire que l’on a δ0vˇ = 0 ainsi que
vk + η|F = v˜ar(e) et Supp(vˇ) ∩ U = ∅ (ce qui montre que vk + η|F donne
bien une classe dans Hn(F, F ∩ U)=1 ) .
On a donc maintenant
I(v˜arc(Γ(A)), e¯) = 〈Γ(A), v˜ar(e)〉 =
1
(2ipi)n
∫
Γ(A)
vk + η .
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Maintenant le calcul suivant (analogue a celui de [B.97] p.20-21 ) donne
l’e´galite´
Res(λ = 0,
1
Γ(λ)
∫
A
fλ
df
f
∧σwk) = −Res(λ = 0,
1
Γ(λ)
∫
A
fλ
df
f
∧ (vk+ η)) .
En effet, on a sur XR , pour ℜλ≫ 1
d(fλσ(wk+
df
f
∧(ρξk))) = λ
df
f
fλ∧σwk+f
λdσ∧(wk+
df
f
∧(ρξk))+f
λdf
f
∧vk
car on a σvk = vk .
En utilisant la formule (5) on obtient :
Res(λ = 0, 1
Γ(λ)
∫
A
fλ df
f
∧ wk) +
Res(λ = 0, 1
Γ(λ)
∫
A
fλ df
f
∧ η) +
Res(λ = 0, 1
Γ(λ)
∫
A
fλ ω) +
Res(λ = 0, 1
Γ(λ)
∫
A
fλ dα) +
Res(λ = 0, 1
Γ(λ)
∫
A
fλ df
f
∧ vk) = 0
Mais comme ω est C∞ sur XR et identiquement nulle pre`s de l’origine
1
Γ(λ)
∫
A
fλω est une fonction entie`re . Comme α est semi-me´romorphe a`
poˆles dans f−1(0) et est identiquement nulle pre`s de l’origine
1
Γ(λ)
∫
A
fλdα
est e´galement une fonction entie`re de λ . Il nous reste alors l’e´galite´ de´sire´e .
On ache`ve la preuve en conside´rant les fonctions s→
∫
fR=s∩A
vj ∀j ∈ [1, k−1]
et s→
∫
fR=s∩A
vk + η et en raisonnant comme dans la preuve du the´ore`me
6.1 b) de [B.M.02] 
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6 Le cas ∂A ⊂ {0}.
Nous allons maintenant conside´rer des A ∈ H0(XR − f
−1
R
(0),C) dont le
bord ∂A est concentre´ a` l’origine ; ceci revient a` dire que A est dans l’image
de la restriction (injective)
i : H0(XR − {0},C) −→ H
0(XR − f
−1
R
(0),C) .
Nous allons commencer par ”e´tendre” l’application Γ en une application
Γ̂ : H0(XR − {0},C) −→ H
n
c (F )
rendant commutatif le diagramme suivant , note´ D dans la suite :
0 // H0(XR − {0})
Γ̂

i
// H0(XR − f
−1
R
(0))
Γ

// H0(f−1
R
(0)− {0})
∩∂B(0,ε′′)




Hn(F ∩ U) // Hnc (F )
canc
// Hnc (F, F ∩ U)
∂c
// Hn+1c (F ∩ U)
Nous montrerons ensuite que , quand ∂A ⊂ {0} , les poˆles simples aux
entiers ne´gatifs du prolongement me´romorphe de la distribution
∫
A
fλ sont
controˆle´s par la classe de cohomologie Γ̂(A) (en fait par sa composante sur
Hnc (F )=1) .
Remarques
• 1) Comme F ∩ U est homotopiquement e´quivalent a` Λ := f−1
R
(0) ∩
∂B(0, ε′′) qui est lisse et compacte (oriente´e) de dimension n − 1 ,
on a Hn(F ∩ U) = 0 et donc aussi Hnc (F ∩ U) = 0 par dualite´ de
Poincare´ . On a donc unicite´ d’une telle application Γ̂ .
• 2) Une fac¸on ”peu explicite” (c’est a` dire en restant au niveau co-
homologique sans exhiber un n-cycle compact Γ̂(A) pour chaque A
donne´ ) de construire Γ̂ est de voir que Γ commute a` l’intersection avec
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∂B(0, ε′′) qui de´finit une application line´aire H0(f−1
R
(0) − {0},C) →
Hn+1c (F ∩ U) . On utilise ici l’isomorphisme
H1
f−1
R
(0)
(XR − {0},C) ∼= H
0(f−1
R
(0)− {0},C)
qui est conse´quence de la lissite´ de f−1
R
(0)− {0} dans XR − {0} via
la de´ge´ne´rescence de la suite spectrale de cohomologie a` support . La`
encore,il s’agit d’un se´rieux coup de chapeau a` Jean Leray ! Cette com-
patibilite´ est facile a` voir sur notre construction de Γ . En effet,pour
Aα ⊂ {fR > 0} c’est e´vident ; pour Aα ⊂ {fR < 0} ceci utilise la
compatibilite´ entre la trivialisation Φ de f |U ′ et la trivialisation Ψ
que l’on suit le long du demi-cercle −s0.eiθ, pour θ ∈ [−pi, 0] pour
amener Γ(A)− dans la fibre de Milnor . Alors le diagramme D permet
facilement de construire l’application Γ̂ .
Nous allons expliciter comple`tement le cycle Γ̂(A) (c’est a` dire construire
un n-cycle compact de F ) quand ∂A ⊂ {0} et prouver le
Theoreme 2
Il existe une unique application line´aire Γ̂ rendant commutatif le diagramme
D ci-dessus .
Pour A ∈ H0(XR − {0},C) et e ∈ Hn(F )=1 on a :
(−2ipi)n I(Γ̂(A), e¯) = Res(λ = 0,
∫
A
(f/s0)
λdf
f
∧ wk) (6)
ou` w1, . . . , wk repre´sentent e dans H
n(F )=1 , c’est a` dire ve´rifient la
condition (2) du the´ore`me 1 avec u = 0 
Remarques
• 1) Comme on a ∂A ⊂ {0} les parties polaires aux entiers ne´gatifs du
prolongement me´romorphe de
∫
A
fλ sont toutes des distributions a`
support l’origine . C’est la raison pour laquelle on peut omettre dans
la formule du the´ore`me 2 de faire apparaˆıtre une fonction ρ ∈ C∞(XR)
valant identiquement 1 au voisinage de l’origine .
• 2) Dans le cas ou` ∂A 6⊂ {0} il est facile de voir que les re´sidus aux
entiers ne´gatifs du prolongement me´romorphe de
∫
A
fλ  sont des
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distributions non nulles le long du bord de A . Ces poˆles (simples
en dehors de 0 ) ne sont pas lie´s a` la singularite´ de fR et existent
toujours (et sont toujours non nuls ) le long de ∂A−{0} . Dans cette
situation les the´ore`mes 1 et 1 bis de´crivent comple`tement les parties
polaires ”inte´ressantes” du prolongement me´romorphe de
∫
A
fλ  .
Par contre, si ∂A ⊂ {0} , le the´ore`me 2 est ne´cessaire pour comple´ter
la description des poˆles ”inte´ressants”.
• 3) La commutativite´ du diagramme ci-dessus implique l’e´galite´
canc(Γ̂(A) = Γ(A)
et donc aussi
varc(Γ(A)) = (T − 1)(Γ̂(A)).
Corollaire
Dans la situation du The´ore`me 2 , le prolongement me´romorphe de
∫
A
fλ 
n’a pas de poˆles aux entiers ne´gatifs si et seulement si Γ̂(A)=1 = 0 dans
Hnc (F )=1. De plus, le prolongement me´romorphe de
∫
A
fλ  n’a pas de
poˆles du tout si et seulement si Γ̂(A) = 0 dans Hnc (F ) 
Preuve du the´ore`me 2 :
Compte tenu des outils de´ja` mis en place (y compris dans l’Annexe), cette
preuve suit pas a` pas celle de [B.02] . Aussi nous contenterons-nous de
l’esquisser pour la commodite´ du lecteur , renvoyant a` [B.02] pour plus de
de´tails .
• a) Construction de Γ̂(A) :
Pour A ∈ H0(XR−{0},C) , Γ(A)+ et Γ(A)− sont deux n−chaˆınes
compactes oriente´es de XR a` bords dans U . Leurs bords ∂Γ(A)
+
et ∂Γ(A)− sont deux (n − 1)-cycles compacts (oriente´s) de U qui
sont homologues dans U . L’homologie est donne´e par la n−chaˆıne
compacte de U :
∆ = A ∩ f−1
R
([−s0, s0]) ∩ ∂B(0, ε
′′)
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dont le bord est
∂Γ(A)+ − ∂Γ(A)− + (
∑
α
aα.A¯α) ∩ f
−1
R
(0) ∩ ∂B(0, ε′′)
mais l’hypothe`se ∂A ⊂ {0} donne
(
∑
α
aα.A¯α) ∩ f
−1
R
(0) ∩ ∂B(0, ε′′) = ∅ .
Soit ∆0 la n−chaˆıne compacte (oriente´e) de U qui est l’image
re´ciproque par la restriction de fR a` ∂B(0, ε
′′) du chemin γ0 obtenu
en de´formant le segment [−s0, s0] par un demi-cercle contournant
l’origine par en-dessous ( on utilise ici la trivialisation Φ ) :
Alors le n−cycle compact Γ(A)0 := Γ(A)−∆+∆0 de
f−1
C
((D¯ − 0) ∩ {ℑ ≤ 0})
se de´forme, en utilisant la trivialisation Ψ cette fois , en suivant la
de´formation suivante du chemin γ0 :
-s 0 s0
γ
0
γ
t1
γ
t2
γ
t3 γt4
={s  }0γ1
ou` γ1 est le chemin constant e´gal a` s0 et γt(0) = −s0eipit . Alors
on a
Γ(A)t = Γ(A)
+ − T
t
2Γ(A)− +∆t
La notation T
t
2 signifie que l’on a suivi le 1
2
−cercle −s0eipiθ pour
θ ∈ [0, t] dans la trivialisation Ψ et ∆t de´signe la de´forme´e de ∆0
en suivant la de´formation de γ0 a` γt .
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On pose alors Γ̂(A) = Γ(A)1 ⊂ F = f
−1
C
(s0) .
Comme la trivialisation Ψ est compatible avec la trivialisation Φ de
f |U , on a
canc(Γ̂(A)) = Γ(A)
dans Hnc (F, F ∩ U) et pour achever la de´monstration du the´ore`me 2
il nous reste seulement a` prouver la formule (6) .
• b) Preuve de (6) :
Conside´rons donc e ∈ Hn(F )=1 et w1, . . . , wk des n−formes semi-
me´romorphes ve´rifiant la condition (2) du the´ore`me 1 avec u = 0 ( donc
wk induit e dans H
n(F ) ) . Fixons la de´termination du logarithme
sur C− iR+ de facon que arg(z) ∈]− 3pi
2
, pi
2
[ et posons :
Ω :=
k−1∑
j=0
(−1)j
j!
[Log(f/s0)]
j wk−j
La n-forme Ω est semi-me´romorphe sur XC − f−1(D ∩ iR+) et on a
dΩ = 0 et Ω|F = wk|F = e .
Comme les n−cycles compacts Γ(A)0 et Γ(A)1 = Γ̂(A) sont homo-
logues dans XC − f−1(D ∩ iR+) on a :
(2ipi)n I(Γ̂(A), e¯) =
∫
Γ̂(A)
e =
∫
γ(A)0
Ω .
Maintenant les meˆmes arguments que [B.02] p.8 permettent de voir que
l’on a : ∫
γ(A)0
Ω =
∫
∂[A∩(fR)−1[−s0,s0]∩B(0,ε′′)]
Ω .
Il reste alors a` montrer que cette dernie`re inte´grale coincide bien avec
Res(λ = 0,
∫
A∩B(0,ε′′)
fλ
df
f
∧ wk )
ce qui donnera le re´sultat graˆce au lemme 2 de [B.02] .
Comme on a d((f/s0)
λ Ω) = λdf
f
∧ (f/s0)λ Ω , la formule de Stokes
donne :∫
A∩(fR)−1[−s0,s0]∩B(0,ε′′)]
λ
df
f
∧(f/s0)
λ Ω =
∫
∂[A∩(fR)−1[−s0,s0]∩B(0,ε′′)]
(f/s0)
λ Ω
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ce qui donne , en λ = 0 :
Res(λ = 0,
∫
A∩B(0,ε′′)
fλ
df
f
∧ Ω ) =
∫
∂[A∩(fR)−1[−s0,s0]∩B(0,ε′′)]
Ω .
Revenons a` la de´finition de Ω : le membre de gauche de l’e´galite´
ci-dessus vaut donc
Res(λ = 0,
k−1∑
j=0
(−1)j
j!
∫
A∩B(0,ε′′)
(f/s0)
λ[Log(f/s0)]
j df
f
∧ wk−j) .
Mais pour j ≥ 1 on a
d
dλ
[
∫
A∩B(0,ε′′)
(f/s0)
λ[Log(f/s0)]
j−1ρ
df
f
∧ wk−j] =
∫
A∩B(0,ε′′)
(f/s0)
λ[Log(f/s0)]
jρ
df
f
∧ wk−j
et la de´rive´e d’une fonction me´romorphe n’a jamais de re´sidu . Il reste
donc seulement le terme en j = 0 et ceci ache`ve la de´monstration 
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7 Annexe
Soit X une varie´te´ C∞ paracompacte et soit U un ouvert de X . On
suppose qu’il existe deux voisinages ouverts de U , U ′′ et U ′ ve´rifiant
U ′′ ⊂ U ′ et tels que les inclusions U ⊂ U ′′ ⊂ U ′ soient des e´quivalences
d’homotopie . Dans cette situation nous de´finirons , pour p ∈ N
Hpc (X,U) :=
{ϕ ∈ C∞c (X)
p/Supp(dϕ) ⊂ U}
C∞c (U)
p + dC∞c (X)
p−1
Lemme 1
On a une suite exacte longue de cohomologie :
· · ·
γ
−→ Hnc (X)
α
−→ Hnc (X,U)
β
−→ Hnc (U)
γ
−→ Hn+1c (X)
α
−→ · · ·
ou` α est l’application canonique ( dϕ = 0 implique Supp(dϕ) ⊂ U ) ,
β[ϕ] = [dϕ] et γ est le prolongement par 0 .
La preuve est e´le´mentaire .
De´finissons e´galement pour p ∈ N
Hp(X,U) :=
{ϕ ∈ C∞(X)p/dϕ = 0 et Supp(ϕ) ∩ U = ∅}
d(C∞(X)p−1 ∩ {Supp ∩ U = ∅})
Lemme 2
On a une suite exacte longue de cohomologie :
· · ·
αˆ
−→ Hm−1(X)
γˆ
−→ Hm−1(U)
βˆ
−→ Hm(X,U)
αˆ
−→ Hm(X)
γˆ
−→ · · ·
ou` αˆ est l’application canonique ( oublie de la condition de support) , ou` γˆ
est la restriction et ou` βˆ est de´finie ci-dessous .
Fixons une fonction ρ ∈ C∞(X) identiquement e´gale a 1 sur X − U ′′ et
identiquement nulle sur U . Si [ϕ] ∈ Hm−1(U) , on utilise l’isomorphisme
induit par la restriction Hm−1(U ′) → Hm−1(U) (graˆce a` notre hypothe`se
d’e´quivalence d’homotopie) pour trouver une (m−1)−forme C∞ ϕ′ sur U ′
d-ferme´e et induisant sur U la classe [ϕ] . Posons alors :
βˆ[ϕ] = −[dρ ∧ ϕ′] .
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La m−forme C∞ dρ ∧ ϕ′ est bien d-ferme´e et son support ne rencontre
pas U . Comme la classe de cohomologie de U ′ de´finie par ϕ′ est bien
de´termine´e, on voit facilement qu’ajouter dψ′ a` ϕ′ ne fait qu’ajouter le
terme d(dρ∧ψ′)) a` −dρ∧ϕ′ ce qui ne change pas la classe dans Hm(X,U)
puisque le support de dρ ne rencontre pas U .
Preuve :
Nous allons nous contenter de ve´rifier l’inclusion Ker(αˆ) ⊂ Im(βˆ) qui est
le seul point non trivial .
Soit ϕ ∈ C∞(X)m ve´rifiant Supp(ϕ) ∩ U = ∅ et d-exacte sur X ( donc
ϕ ∈ Ker(αˆ) ) . Soit alors ψ ∈ C∞(X)m−1 telle que dψ = ϕ . Nous voulons
ve´rifier que [ϕ] = βˆ(ψ|U) ( on remarquera que (ψ|U est d-ferme´e ) . Par
de´finition , on a βˆ(ψ|U) = −dρ ∧ ψ′ ou ψ′ ∈ C∞(U ′)m−1 est d-ferme´e et
ve´rifie , quitte a` changer le repre´sentant de la classe [ψ] , ψ′|U = ψ|U .
La forme χ := ψ − (1 − ρ)ψ′ est C∞ sur X de degre m − 1 , ve´rifie
Supp(dχ) ∩ U = ∅ et on aura dans Hm(X,U) :
[0] = [dχ] = [dψ]− [−dρ ∧ ψ′] = [ϕ]− [βˆ(ψ|U)] 
Supposons maintenant que X soit oriente´e et de dimension n . On a pour
chaque p ∈ N un accouplement sesquiline´aire
〈, 〉 : Hp(X,U)×Hn−pc (X,U) −→ C
de´fini par
〈[ψ], [ϕ]〉 =
1
(2ipi)n
∫
X
ψ ∧ ϕ
ou` ψ ∈ C∞(X)p ve´rifie Supp(ψ)∩U = ∅ et dψ = 0 et ou` ϕ ∈ C∞(X)n−p
ve´rifie Supp(dϕ) ⊂ U .
Preuve :
Soient η ∈ C∞(X)p−1 telle que Supp(η) ∩ U = ∅, ξ ∈ C∞c (U)
n−p et
ζ ∈ C∞c (X)
n−p−1 . Il s’agit de ve´rifier l’e´galite´ :∫
X
ψ ∧ ϕ =
∫
X
(ψ + dη) ∧ (φ+ ξ + dζ)
ce qui revient a` montrer que∫
X
ψ ∧ (ξ + dζ) = 0 et
∫
X
dη ∧ (ϕ+ ξ + dζ) = 0 .
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Comme Supp(ψ) ∩ U = ∅, Supp(η) ∩ U = ∅ et ξ ∈ C∞c (U)
n−p on a∫
X
ψ ∧ ξ = 0 =
∫
X
dη ∧ ξ .
De plus la formule de Stokes donne imme´diatement la nullite´ de
∫
X
dη ∧ dζ.
Elle donne aussi la nullite´ de
∫
X
ψ ∧ dζ puisque ψ est d-ferme´e .
Enfin
∫
X
dη ∧ ϕ = ±
∫
X
η ∧ dϕ = 0 car Supp(dϕ) ⊂ U 
Proposition
Sous nos hypothe`ses , l’accouplement 〈, 〉 est compatible aux ”dualite´s”de
Poincare´ (hermitiennes) sur X et U . Si l’on suppose de plus les coho-
mologies de X et U sont de dimensions finies , alors l’accouplement 〈, 〉
est une dualite´ hermitienne 
Preuve :
Notons par I les ”dualite´s” de Poincare´ ( sur X et U ) . La premie`re
compatibilite´ de l’e´nonce signifie que l’on a l’e´galite´
〈ψ, α(ϕ)〉 = I(αˆ(ψ), ϕ)
qui est imme´diate ; la seconde compatibilite´ est donne´e par l’e´galite´
(−1)deg(ψ)〈βˆ(ψ), ϕ〉 = I(ψ, β(ϕ))
qui s’obtient de la facon suivante :
(2ipi)n I(ψ, β(ϕ)) =
∫
U
ψ ∧ dϕ =
∫
U ′
ψ′ ∧ dϕ =
∫
U ′
ψ′ ∧ (1− ρ)dϕ
car ρ ≡ 0 sur Supp(dϕ) ⊂ U . On en de´duit :
(2ipi)n I(ψ, β(ϕ)) = (−1)deg(ψ)
∫
U ′
−dρ ∧ ψ′ ∧ ϕ = (2ipi)n(−1)deg(ψ)〈βˆ(ψ), ϕ〉
ce qui prouve les compatibilite´s de´sire´es .
Prouvons maintenant la non-de´ge´ne´rescence de 〈, 〉 . Il suffit de ve´rifier que si
e ∈ Hp(X,U) ve´rifie ∀ε ∈ Hn−pc (X,U), I(e, ε) = 0 alors on a e = 0 et que
si ε ∈ Hn−pc (X,U) ve´rifie ∀e ∈ H
p(X,U), I(e, ε) = 0 alors ε = 0 puisque
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les suites exactes longues de cohomologie donnent la finitude des espaces
vectoriels (complexes) H∗(X,U) et H∗c (X,U) sous nos hypothe`ses .
Comme il s’agit d’un simple exercice, traitons le premier point pour la com-
modite´ du lecteur : On a , par hypothe`se ∀η ∈ Hn−pc (X), 〈e, α(η)〉 = 0 et
donc αˆ(e) = 0 d’apre`s la dualite´ de Poincare´ sur X et la premie`re com-
patibilite´ ci-dessus . Il existe donc ζ ∈ Hp−1(U) tel que e = βˆ(ζ) . Mais
alors
〈βˆ(ζ), ε〉 = (−1)p−1I(ζ, β(ε)) = 0 .
Donc on a
ζ ∈ (Imβ)⊥ = (Kerγ)⊥ = Imγˆ
car γ et γˆ sont adjoints via les dualite´s de Poincare´ sur U et X . On a
donc ζ = γˆ(ξ) ou` ξ ∈ Hp−1(X) et donc e = βˆ(γˆ(ξ)) = 0 
Remarque
Il est facile de voir que , comme dans la cohomologie de de Rham ”standart” ,
on peut remplacer les formes C∞ par des courants (disons pour X oriente´e,
seul cas qui nous inte´re`sse ici) . Ceci permet alors de faire le lien avec
un calcul via des chaˆınes oriente´es a` bords dans U . Ce point de vue
qui est utilise´ dans le texte pour de´crire (rapidement) notre construction de
l’application de variation , est une simple commodite´ qui pourrait eˆtre e´vite´e
en utilisant directement le point de vue des formes C∞ . Bien sur dans ce cas
l’ope´ration de troncature doit eˆtre remplace´e par la multiplication par une
fonction plateau qui est moins ”parlante” (mais qui re´apparait finalement
via le lemme 2 de [B.02] !) . Ceci conduirait a` une de´monstration plus
pe´nibles a` suivre de nos the´ore`mes . C’est pourquoi nous avons donne´ cette
pre´sentation de la variation , en nous attachant cependant a` ve´rifier que son
”adjoint ”est bien donne´ par le residu de J. Leray de fac¸on a` pouvoir utiliser
le calcul de la variation en cohomologie de de Rham donne´ dans [B.97] .
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