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Let $A$ be the class of normalized analytic functions in the unit disk A and define
the class
$\mathcal{P}(\beta)=$ {$f\in A$ : $\exists\varphi\in$ R such that ${\rm Re}[e\varphi(:f’(z)-\beta)]>0$ , $z$ $\in\Delta$ }.
In this paper we find conditions on the number $\beta$ and the nonnegative weight function




is convex of order 7 $(0\leq\gamma\leq 1/2)$ when $f\in \mathcal{P}(\beta)$ . Some interesting further conse-
quences are also considered.
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1. Introduction and Preliminaries
Let $A$ denote the class of functions of the form $\mathrm{f}[\mathrm{z}$) $=z+\Sigma_{=2}^{\infty}..a_{n}z^{n}$ which are analytic in
the open unit disk $\mathrm{A}=$ $\{z \in \mathbb{C}:| \mathrm{z}|< 1\}$. Also let $S$ , $S^{*}(\gamma)$ and $\mathrm{C}(\gamma)$ denote the subclasses
of $A$ consisting of functions which are univalent, starlike of order 7 and convex of order 7 in
$\Delta$ , respectively. In particular, the classes $S^{*}(0)=S^{*}$ and $\mathcal{K}(0)=\mathcal{K}$ are the familar ones of
starlike and convex functions in $\Delta$ , respectively. We note that for $0\leq\gamma$ $<1,$
$f(z)\in \mathcal{K}(\gamma)\Leftrightarrow zf’(z)\in S^{*}(\gamma)$
and $f\in S^{*}(\gamma)$ if and only if ${\rm Re}(zf(z)/f(z))>)$ for $z\in$ A.
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Let $a$ , $b$ and $\mathrm{c}$ be complex numbers with $c\neq 0,$ $-1,$ -2, . . .. Then the $Gaussian/classical$
hypergeometric function $2F1(a, b;c;z)$ $\equiv F(a,b;c;z)$ is defined by
$F(a,b;c;z)$ $= \sum_{n=0}^{\infty}\frac{(a)_{n}(b)_{n}}{(c)_{n}}\frac{z^{n}}{n!}$
where $(\lambda)_{n}$ is the Pochhammer symbol defined, in terms of the Gamma function, by
$( \lambda)_{n}=\frac{\Gamma(\lambda+n)}{\Gamma(\lambda)}=\{$
1 $(n=0)$
$\lambda(\lambda+1)\cdots(\lambda+n-1)$ $(n\in \mathrm{N})$ .
The hypergeometric function $F(a,b;c;z)$ is analytic in A and if $a$ or $b$ is a negative integer,
then it reduces to a polynomial. For functions $f_{j}(z)(j=1,2)$ of the forms
$f_{\mathrm{j}}(z):= \sum_{n=1}^{\infty}a_{j,n}z^{n}$ $(a_{j,1}:=1;j=1,2)$ ,
let $(f_{1}\mathrm{e}\mathrm{f}2)\{\mathrm{z}$) denote the Hadamard product or convolution of $f_{1}(z)$ and $f_{2}(z)$ , defined by
$(f_{1}*f_{2})(z):= \sum_{n=1}^{\infty}a_{1,n}a_{2,n}z^{n}$ $(a_{\mathrm{j},1}:=1;j=1,2)$ .
For $f\in A,$ the following special case gives rise to a natural convolution operator $H_{a,b,\mathrm{c}}$
define by
$H_{a,b,\mathrm{c}}(f)(z):=$ zF(a, $b;c;z$) $*f(z)$ .
Note that this is a three-parameter family of operators and contains as special cases several
of the known linear integral or differential operators studied by a number of authors. In
fact, this operator was considered first time in this form by Hoholov [7] and has been studied
extensively by Pomusamy [11], Ponnusamy md $\mathrm{R}\emptyset \mathrm{n}\mathrm{n}\mathrm{i}\mathrm{n}\mathrm{g}$ $[14]$ and many others [2, 8, 5].
For example, by letting $H_{1,b,\mathrm{c}}(f)\equiv \mathcal{L}(b,c)(f)$ , we get the operator $\mathcal{L}(b,c)(f)$ discussed by
Carlson a $\mathrm{d}$ Shaffer [4]. Clearly, $\mathcal{L}(b,c)$ maps $A$ onto itself, and $\mathrm{C}(c,b)$ is the inverse of
$\mathrm{i}(b,c)$ , provided that $b\neq 0,$ $-1,$ -2, $\ldots$ . Furthermore, $\mathcal{L}(b, b)$ is the unit operator and
(1.1) $\mathrm{C}(b,c)=\mathcal{L}(b,e)\mathcal{L}(e,c)=$ $\mathcal{L}(e, c)L(b,e)$ $(c,e\neq 0, -1, -2, \ldots)$ .
Also, we note that $\mathcal{L}(b,b)f(z)=f(z)$ , $\mathcal{L}(2,1)f(z)=zf’(z)$ ,
$\mathcal{K}(\gamma)=\mathcal{L}(1,2)S^{*}(\gamma)$ $(0\leq\gamma<1)$ ,
(1.2) $S^{*}(\gamma)=\mathcal{L}(2,1)\mathcal{K}(\gamma)$ $(0\leq\gamma<1)$
a $\mathrm{d}$ the Ruscheweyh derivatives [16] of $f(z)$ axe $\mathcal{L}(n+1,1)f(z)$ , $n\in \mathrm{N}\cup\{0\}$ . For $\beta<1$ , we
define
$\mathcal{P}(\beta)=$ { $f\in A:\exists\varphi\in \mathbb{R}$ such that $\mathrm{R}\epsilon[e^{\varphi}(f’(z)-\beta)]>0$ , $z\in\Delta$}.
Throughout this paper we let A : $[0, 1]arrow$ R be a nonnegative function with the nomdiza-
tion $\int_{0}^{1}\lambda(t)dt=1.$ For certain specific subclasses of $f\in A,$ many authors considered the
geometric properties of the integral transform of the form
$V_{\lambda}(f)(z)= \int_{0}^{1}\lambda(t)\frac{f(tz)}{t}dt$ .
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More recently, starlikeness of this general operator $V_{\lambda}(f)$ was discussed by Fournier and
Ruscheweyh [6] by assuming that $f\in$ $\mathrm{P}(\beta)$ . The method of proof is the duality princi-
ple developed mainly by Ruscheweyh [17]. This result was later extended by Ponnusamy
and Ronning [15] by means of finding conditions such that $V_{\lambda}(f)$ carries $\mathcal{P}(\beta)$ into starlike
functions of order 7, $0\leq\gamma\leq 1/2$ and was further generalized in [3].
In this paper, we find conditions on $\beta$ , $\gamma$ and the function $\lambda(t)$ such that $V_{\lambda}(f)$ carries $\mathcal{P}(\beta)$
into $\mathcal{K}(\gamma)$ . As a consequence of this investigation, a number of new results axe established.
The following lemma is the key for the proof of our main results.
1.3. Lemma. Let $\Lambda(t)$ be a real valued monotone decreasing function on $[0, 1]$ satisfying
$\mathrm{A}(1)=0$ , tA(t)\rightarrow 0 for $t\prec 0^{+}and$
$- \frac{t\Lambda’(t)}{(1+t)(1-t)^{1+2\gamma}}=\frac{\lambda(t)}{(1+t)(1-t)^{1+2\gamma}}$
is decreasing on $(0, 1)$ where
$\Lambda(t)=\int_{t}^{1}\frac{\lambda(s)}{s}d$s.
If $\beta=\beta(\lambda,\gamma)$ is given by
$\frac{\beta-\frac{1}{2}}{1-\beta}=-\int_{0}^{1}\lambda(t)\frac{1-\gamma(1+t)}{(1-\gamma)(1+t)^{2}}dt$
then $V_{\lambda}(\mathcal{P}_{\beta})\subset K(\gamma)$ , $0 \leq\gamma\leq\frac{1}{2}$, where $V_{\lambda}(f)$ is defined above.
Proof. Proof of this lemma quickly follows from the work of Ponnusamy and Running
[15] and therefore, we omit the details. $\square$
2. Main Results
In order to apply Lemma 1.3 with $7 \in[0, \frac{1}{2}]$ it suffices to show that
$u(t)=- \frac{t\Lambda’(t)}{(1+t)(1-t)^{1+2\gamma}}$
is decreasing on the interval $(0, 1)$ where $\mathrm{X}(\mathrm{t})=77^{1}$ $\underline{\lambda}.\cup\iota ds$ . Taking the logarithmic derivative
of $u(t)$ and using the fact that $\Lambda’(t)=-\frac{-\lambda\Omega t}{t}$ , we have
$\frac{u’(t)}{u(t)}=\frac{\lambda’(t)}{\lambda(t)}+\frac{2(\gamma+(1+\gamma)t)}{1-t^{2}}$
and therefore, $u(t)$ is decreasing on $(0, 1)$ if and only if
(2.1) $(1-t^{2})\lambda’(t)+2(\gamma+(1+\gamma)t)\lambda(t)\leq 0.$
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Prom now on, we define




where $C$ is a normalized constant so that $\int_{0}^{1}\lambda(t)dt=1.$ For $f\in A,$ Balasubramanian et al.




where $\lambda(t)$ is given by (2.3). Special choices of $\varphi(1-t)$ led to various interesting geomet-
ric properties concerning certain well-known operators. Observe that $\Lambda(t)=11$ $\mathrm{r}$ $ds$ is
monotone decreasing on $[0, 1]$ , $\lim$ $arrow$o1 $t\Lambda(t)=0$ and (2.1) is equivalent to
$(c-a-3-2\gamma)t^{2}+$ $(c-a-b-2\gamma)t$ $+1-b\mathit{2}$ -$t(1-t2) \frac{\varphi’(1-t)}{\varphi(1-t)}$
and this inequality may be rewritten in a convenient form as
(2.4) $D(t^{2}+t)+(1-b)(1-t^{2})+t(1-t) \geq-t(1-t^{2})\frac{\varphi’(1-t)}{\varphi(1-t)}$
where $D=$ c $-a-b-1-2\gamma.$ In view of (2.2), $\varphi(1-t)>0$ and $\varphi’(1-t)\geq 0$ on $(0, 1)$ , so
that the right hand side of the inequality (2.4) is nonpositive for all $t\in(0,1)$ . If we assume
that $0\leq\gamma\leq 1/2,$ $a>0,0<b\leq 1$ and $c\geq a+b+2\gamma+1,$ then the left hand side of the
inequality (2.4) clearly is nonnegative for all $t\in(0,1)$ . Thus, the inequality (2.4) holds for
aU $t\in(0,1)$ . In conclusion, from Lemma 1.3, we have the following theorem and techniques
as in the proofs of [5, Theorem 1] and [13, 15, 8] show that the value $\beta$ in Theorem 2.5 is
sharp.
2.5. Theorem. Let $0\leq\gamma\leq 1/2,$ $a>0,0<b\leq 1$ and $c\geq a+b+2\gamma+1,$ and let $\lambda(t)$
be given by (2.3). Deffie $\beta=\beta(a,b, \mathrm{c}, \mathrm{y})$ by
$\frac{\beta-\frac{1}{2}}{1-\beta}=-$ $\mathrm{o}^{1}$ $\lambda(’\frac{1-\gamma(1+t)}{(1-\gamma)(1+t)^{2}}dt$ .
If $f(z)\in P(\beta)$ , then $P_{a,b,e}(f)(z)\in \mathcal{K}(\gamma)$ . The value of $\beta$ is sharp.
2.6. Corollary. Let $0\leq\gamma\leq 1[2,0<a\leq 1,0<b\leq 1$ and $c2$ $a+b+2\gamma+1.$
Suppose that $\varphi(1-t)$ and $C$ are defined by
(2.7) $\varphi(1-t)=$ F{c- $a,$ $1-a;c-a-b+1;1-t$)
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and
(2.8) $C= \frac{\Gamma(c)}{\Gamma(a)\Gamma(b)\Gamma(c-a-b+1)}$,
respectively. Define $\beta=\beta(a,b,c, ))$ by
(2.9) $\frac{\beta-\frac{1}{2}}{1-\beta}=-C*^{1}(1-t)^{\mathrm{c}-a-b}t^{b-1}(\frac{1-\gamma(1+t)}{(1-\gamma)(1+t)^{2}})\varphi(1-t)dt$ .
If $f(z)\in$ PCS), then $H_{a,b,\mathrm{c}}(f)(z)$ deffied by
$H_{a,b,\mathrm{c}}(f)(z):=C \int_{0}^{1}(1-t)^{\mathrm{c}-a-b}t^{b-2}\varphi(1-t)f(tz)dt$ .
belongs to $\mathcal{K}(\gamma)$ . The value of $\beta$ is sharp.
Proof. The integral representation for $\mathrm{H}\mathrm{a},\mathrm{b},\mathrm{c}(\mathrm{f})(\mathrm{z})$ has keen obtained in $[2, 8]$ . By (2.7)
and (2.8), it follows that the corresponding operator $\mathrm{P}_{a,b,e}(f)(z)$ equals $H_{a,b,\mathrm{c}}(f)(z)$ . Note
that the assumption implies that $0<a\leq 1$ and $c-a>0$ and c-a-b $f$ $1>0$ from which
the nonnegativity of $\varphi(1-t)\backslash$ on $(0, 1)$ is clear. Now, the desired result follows from Theorem
2.5. 0
Setting $a=1$ in Corollary 2.6, we obtain
2.10. Corollary. Let $0\leq\gamma\leq 1[2,$ $0<b\leq 1$ and $c\geq b+2\gamma+2.$ AJso $iet$
(2.11) $\beta(1,b,c,\gamma)=1-.\frac{1-\gamma}{2[1-F(2,bc_{\dagger}-1)-\gamma(1-F(1,bc-1))]}$.
If $\beta(1,b,c,\gamma)$ $\mathrm{S}$ $\beta<1$ and $f(z)\in \mathcal{P}(\beta)$ , then $\mathcal{L}(b,c)f(z)\in \mathcal{K}(\gamma)$.




where the last step follows from the Euler integral representation. Solving the last equation
gives the number $\beta(1,b,c, \mathrm{y})$ given by (2.11). The desired conclusion follows fiom Corollary
2.6. $\square$
2.12. Theorem. Let $-1<a \leq 2,0\leq\gamma\leq 1\int 2$ and $p2$ $2(1+\gamma)$ . Suppose that
$\mathrm{g}$ $=\beta(a,p,\gamma)$ is given by
$\frac{\beta-\frac{1}{2}}{1-\beta}=-\frac{(1+a)^{p}}{\Gamma(p)}\int_{0}^{1}t^{a}(\log(1/t))^{p-1}\frac{1-\gamma(1+t)}{(1-\gamma)(1+t)^{2}}dt$.
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Then, for $f\in 7$ $(\beta)$ , the Hadamard product function $\Phi_{p}(a;z)$ $*f(z)$ defined by
$\Phi_{p}(a;z)*f(z)=(\sum_{n=1}^{\infty}\frac{(1+a)^{p}}{(n+a)^{p}}z^{n})*f(z)=\frac{(1+a)^{p}}{\Gamma(p)}\int_{0}^{1}(\log 1/t)^{p-1}t^{a-1}f(tz)dt$
belongs to $\mathcal{K}(\gamma)$ . The value of $\beta$ is sharp.




respectively. The desired conclusion follows from Theorem 2.5 and the hypotheses. $\overline{\square }$
Our final application concerns the integral operator studied by Ponnusamy [12], Pon-
nusamy and Running [13] and later by Balasubramanian, Ponnusamy and Vuorinen [2].
Define
(2.13) $\lambda(t)=\{$
$(a+1)(b+1)( \frac{t^{a}(1-t^{b-a})}{b-a})$ for $b\neq a$ , $a>-1$ , $b>-1$ ,
$(a+1)^{2}t^{a} \log(1\int t)$ for $b=a$, $a>-1$ .
With this $\lambda(t)$ , we have an integral transform
$G_{f}$ (a, $b;z$) $:=( \sum_{n=1}^{\infty}\frac{(1+a)(1+b)}{(n+a)(n+b)}z^{n})*f(z)=\int_{0}^{1}\lambda(t)\frac{f(tz)}{t}dt$.
In view of synunetry between $a$ and $b$, without loss of generality, we assume that $b>a$ in the
case $b\neq a.$ Note that in the limiting case $barrow$ oo $(b\neq a)$ , $G_{\int}(a,b;z)$ reduces to a well-k own
Bernadi operator given by
$G_{f}(a, \infty;z):=(\sum_{n=1}^{\infty}\frac{1+a}{n+a}$z”$)*$ $\mathrm{f}(\mathrm{z}|)$ $= \frac{1+a}{z^{a}}\int_{0}$
’
$t^{a-1}\mathrm{f}(\mathrm{z})$ $dt\equiv lS(af 1,a+2)f(z)$ .
2,14. Theorem. Let $b>-1$ , $a>-1$ be such that any one of the following conditions
holds:
(i) $-1<a$ $\leq 0$ and $a=b$
(ii) $-1<a$ $\leq 0$ and $b>a$ with-l $<b\leq 2.$
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If $f\in$ $\mathcal{P}(\beta)$ , then the function $Gf(a, b;z)$ is convex in A. The value of $\beta$ is sharp.
Proof. Clearly, as in the proof of Theorem 2.5, it suffices to verify the inequality (2.1)
for the $\lambda(t)$ defined by (2.13). Now, for the $\lambda(t)$ given by (2.13), we have
$\lambda’(t)=\{$
$\frac{(a+1)(b+1)}{b-a}ta-1$ $(a-bt^{b-a})$ for $b>a>-1$ ,
$(a+1)$2 ($-1+$ a $\log(1/\mathrm{t})$ ) $t^{a-1}$ for $b=a>-1$ .
Case (i): Let $b=a>-1$ . If we substitute the $\lambda(t)$ and the $t\lambda’(t)$ expression in (2.1), the
inequality (2.1) is seen to be equivalent to
(2.15) $-a$ $(1-t^{2})\log(1/t)+1-t^{2}-2t^{2}\log(1/t)\geq 0,$ $t\in(0,1)$ .
Clearly, as $-1<a\leq 0,$ this inequality holds if it holds for $a=0.$ Substituting $a=0,$ this
becomes
$1-t^{2}-2t^{2}\log(1/t)\geq 0,$ $t\in(0,1)$ ,
which, for $t=e^{-x}$ , is equivalent to
$e^{2}’\geq 1+2x,$ $r\geq 0.$
Since this inequality holds for all $x\geq 0,$ the inequality (2.15) holds for all $t\in(0,1)$ and the
desired conclusion holds in this case.
Case (ii): Let $b>a>-1$ . If we substitute the $\mathrm{X}(\mathrm{t})$ given by (2.13) and the correspond-
ing $t\lambda’(t)$ expression in (2.1), the inequality (2.1) is seen to be equivalent to
(2.16) $(1-t^{2})(at^{a-1}-bt^{b-1})+2(t^{a+1}-t^{b+1})\leq 0$
which may be rewritten as
$\psi_{t}(a)-\psi_{t}(b)\leq 0,$ $t\in(0,1)$ ,
where
$\psi$#(a) $=a$ $(1-t^{2})t^{a-1}+2t^{a+1}$ .
For each fixed $t\in(0,1)$ , we first claim that $p_{t}(a)$ is an increasing function of $a$ . Differentiating
$\psi_{t}(a)$ with respect to $a$ , we find that
$\psi_{t}’(a)=t^{a-1}[1-t^{2}-2t^{2}\log(1/t)-a(1-t^{2})1\mathfrak{B}(1/t)]$ .
Using the previous case, namely the inequality (2.15), it folows that $\psi_{t}’(a)\geq 0$ for all
$a\in(-1,0)$ and for $t\in(0,1)$ . In particular, for $b>a$ with $b\in(-1,0)$ and $a\in(-1,0)$ , the
inequality (2. 16) holds.
When $b>a$ with $0\leq b\leq 2$ and $a\in(-1,0]$ , we have
$\psi_{t}(a)\leq\psi_{t}(0)=2t$ for $t\in(0,1)$ .
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Now, we claim that for $b>a$ with $0\leq b\leq 2$ and $a\in(-1,0]$ , the inequality
$2t\leq\psi_{t}(b)=b(1-t^{2})t^{b-1}+2t^{b+1}$
holds for all $t\in(0,1)$ . To verify this inequality, we rewrite it as
2 $(t^{-b}-1)\leq b(t^{-2}-1)$ for $t\in(0,1)$
which, for $t=1-x,$ is equivalent to the inequality
(2.17) 2 $((1-x)^{-b}-1)\leq b((1-x)^{-2}-1)$ for $x$ $\in(0,1)$ .
Since
$2(b)_{n}\leq b(2)_{n}$ for all $n\geq 1,$
a comparison of the coefficients of $x^{n}$ on both sides of the inequality (2.17) implies that
(2.17) clearly holds. Thus, for $0\leq b\leq 2$ and $a\in(-1,0]$ with $b>a,$ we have
$j_{t}(a)$$)\leq 2t\leq\psi_{t}(b)$ for $t\in(0,1)$
a $\mathrm{d}$ the proof is now complete. $\square$
3. The Fractional Integral Operator
There are a number of definitions for fractional calculus operators in the literature. We use
here the following definition due to Saigo [18] (see also [10, 19]).
For A $>0$ , $\mu$ , $\nu$ $\in \mathbb{R}$ , the fractional integral operator $\mathrm{I}^{\lambda,p}$” is defined by
$\mathrm{I}^{\lambda,\mu,\nu}f(z)=\frac{z^{-\lambda-\mu}}{\Gamma(\lambda)}\int_{0}’$(’-;)’-1F$(’+ \mu, -\nu;\lambda;1-\frac{\zeta}{z})f(\zeta)d\zeta$ ,
where $f(z)$ is taken to be an analytic function in a simply-connected region of the 2-plane
containing the origin with the order
$f(z)=\mathcal{O}(|z|‘)$ $(zarrow 0)$
for $\epsilon>$ nax$\{0,\mu -\nu\}-$ $1$ , and the multivaluedness of $(z-\zeta)^{\lambda-1}$ is removed by requiring
that $\log(z-\zeta)$ to be real when $z-\zeta>0.$
In [10], Owa et al. considered the normalized fiactional integral operator by defining
$y^{\lambda,p,\nu}$ by
$J^{\lambda,\mu,\nu}f(z)= \frac{\Gamma(2-\mu)\Gamma(2+\lambda+\nu)}{\Gamma(2-\mu+\nu)}z^{\mu}\mathrm{I}^{\lambda,\mu,\nu}f(z)$ , $\mathrm{m}$\dot n$\{\lambda+\nu, -7^{\mathrm{i}} +\nu, -\mathrm{p}\}$ $>-2$ .
Clearly, $J^{\lambda,\mu,\nu}$ maps $A$ onto itself and for $f\in A$
(3.1) $7”,\mu,\nu f(z)=$ $\mathcal{L}(2,2-\mu)\mathcal{L}$($2-\mu+$ $\nu$, $2+$ A $+\nu$)$f(z)$ .
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A function $f(z)\in A$ is said to be in the class $\mathcal{R}(\alpha,\gamma)$ if
$(f*s_{\alpha})(z)\in$ sa(z) $(0\leq\alpha<1;0\leq\gamma<1)$ .
Here $\mathrm{s}_{\alpha}(z)$ $=z/(1-z)^{-2(1-\alpha)}(0\leq\alpha<1)$ denotes the well-known extremal function for the
class $S^{*}(\alpha)$ . Note that
(3.2) $\mathcal{R}(\alpha,\gamma)=\mathcal{L}(1,2-2\alpha)S^{*}(\gamma)$
and Tl(a, $\alpha$) $\equiv$ ft(a) is the subclass of $A$ consisting of prestarlike functions of order $\alpha$ which
was introduced by Suffridge [21]. In [20], it is shown that $\mathrm{H}(\mathrm{a})\subset S$ if and only if $\alpha\leq 1/2.$
Our result in this section is to obtain a univalence criterion for the operator $J^{\lambda,\mu}$”.
3.3. Theorem. Let $0\leq\gamma\leq 1/2,$ $0\leq$ $\mathrm{u}$ $<2$, A $\geq 2(1+\gamma)-\mu$ and $\mu-2$ $<\nu$ $\leq\mu-1.$
Define $\beta=\beta(\lambda,\mu,\nu,\gamma)$ by
$\beta=1-\frac{1-\gamma}{2[1-F(2,2-\mu+\nu 2+\lambda+\nu-1)-\gamma(1-F(1,2-\mu+\nu 2+\lambda+\nu-1))]}$.
If $f(z)\in P(\beta)$ , then $J^{\lambda,\mu,\nu}f(z)\in \mathcal{R}(\mu/2,\gamma)$ .
Proof. Making use of (1.1) and (3.1), we note that
(3.4) $J^{\lambda,\mu,\nu}f(z)=\mathcal{L}(2,2-\mu)\mathcal{L}(2-\mu+\nu,2+\lambda+\nu)f(z)$
$=\mathcal{L}(1,2-\mu)\mathcal{L}(2,1)\mathcal{L}(2-\mu+\nu,2+\lambda+\nu)f(z)$ .
By using Corollary 2.10, we obtain
$\mathcal{L}(2-\mu+\nu,2+\lambda+\nu)f(z)\in \mathcal{K}(\gamma)$.
Since $0\leq\mu<2,$ from (1.2), (3.2) and (3.4), we have $J^{\lambda,\mu,\nu}f(z)\in \mathcal{R}(\mu/2,\gamma)$ and we complete
the proof. Cl
Taking $\mu=2\gamma$ in Theorem 3.3, we get
3.5. Corollary. Let $0\leq\gamma\leq 1/2,$ $\lambda$ $\geq 2$ said 2$(\gamma-1)$ $<\nu\leq 2\gamma$ - 1. Deffie
$\beta=\beta(\lambda,\nu,\gamma)$ by
$\beta=1-.\frac{1-\gamma}{2[1-F(2,2-2\gamma+\nu,2+\lambda+\nu-1)-\gamma(1-F(1,2-2\gamma+\nu 2+\lambda+\nu-1))]}$.
If $f(z)\in \mathcal{P}(\beta)$ , then $J_{0,l}^{\lambda,2}$”$f(z)\in \mathcal{R}(\gamma)\subset S.$
Proof. If we put $\mu=2\gamma$ in Theorem 3.3, then
$\mathrm{R}_{l}^{2\gamma,\nu}’ f(z)\in \mathcal{R}(\gamma,\gamma)=\mathcal{R}(\gamma)$.
Since $\gamma$ $\leq 1/2,$ we have $\mathcal{R}(\gamma)\subset S$ and therefore, the proof is completed. $\square$
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3.6. Remark. In [2], Balasubramanian et al. found the conditions on the number $\beta$






it is easy to find that the condition on $\beta$ and $\lambda(t)$ such that $J^{\lambda,\mu,\nu}f(z)\in S^{*}(\gamma)$ .
Finally, by using Lemma 1.3 again, we investigate convexity of the operator $7^{\lambda_{7},,\mathrm{v}}$.
8.7. Theorem. Let $0\leq\gamma\leq 1/2,$ $0<$ A $\leq 1+2\gamma$, $2<\mu<3$ and $\nu>\mu-2.$ Define
$\beta=\beta(\lambda,\mu,\nu,\gamma)$ by
$\frac{\beta-\frac{1}{2}}{1-\beta}=-\frac{\Gamma(2-\mu)\Gamma(2+\lambda+\nu)}{\Gamma(\lambda)\Gamma(2-\mu+\nu)}\int_{0}^{1}\frac{t(1-t)^{\lambda-1}(1-\gamma(1+t))}{(1-\gamma)(1+t)^{2}}F(\lambda+\mu, -\nu;\lambda;1-t)dt$ .
If $f(z)\in \mathcal{P}(\beta)$ , then $J^{\lambda,\mu,\nu}f(z)\in$ $\mathrm{C}(\mathrm{y})$ . The value of $\beta$ is siaip.
Proof. Let $0\leq\gamma\leq 1/2,$ $0<\lambda\leq 1+2\gamma$ , $2<\mu<3$ , $\nu>\mu-2,$ and let
(3.8) $\lambda(t)=\frac{\Gamma(2-\mu)\Gamma(2+\lambda+\nu)}{\Gamma(\lambda)\Gamma(2-\mu+\nu)}t(1-t)’-1F(’+_{7}"-,:\lambda;1-t)$.
Then we can easily see that $\int_{0}^{1}\lambda(t)dt=1$ , $\Lambda(t)=7_{t}$’ $\lambda(s)ds/s$ is monotone decreasing on
$[0, 1]$ and $\mathrm{h}.\mathrm{m}_{tarrow 0+}t\Lambda(t)=0.$ Also we find that the function $u(t)=\lambda(t)[(1+t)(1-t)^{1+2\gamma}$ is
decreasing on $(0, 1)$ , where $\lambda(t)$ is given by (3.8). Hence, $t\Lambda’(t)/(1+t)(1-t)^{1+2\gamma}=-u(t)$ is
increasing on $(0, 1)$ . Prom Lemma 1.3, we obtain the desired result. $\square$
Acknowledgment: The authors thank Prof. R. Bdasubrmanian for his help in the
proof of Theorem 2.14. The work of the second author was supported by grant No. R05-
2001-000-00020-0 from the Basic Research Program of the Korea Science and Engineering
Foundation, while the work of the third author was supported by a Sponsored Research
project (Ref No. $\mathrm{D}\mathrm{S}\mathrm{T}/\mathrm{M}\mathrm{S}/092/98$) from the Department of Science and Technology (India).
References
[1] R.M. ALI AND V. SINGH, Convexity and starlikeness of functions defined by a class
of integral operators, Complex Variables Theory AppL 26(1995), 299-309.
31
Generalized Fractional Integral Operator
[2] R. BALASUBRAMANIAN, S. PONNUSAMY AND M. VUORINEN, On hypergeometric
functions and function spaces, J. Computational and Applied Maths. 139(2) (2002),
299-322.
[3] R. BALASUBRAMANIAN, S. PONNUSAMY AND D.J. PRABHAKARAN, Duality tech-
niques for certain integral transforms to be starlike, Preprint, 17 pages.
[4] B.C. CARLSON AND D.B. SHAFFER, Starlike and prestarlike hypergeometric func-
tions, SIAM J. Math. Anal. 15(1984), 737-745.
[5] J.H. CHOI, Y.C. KIM AND M. SAIGO, Geometric properties of convlution oper-
ators defined by Gaussian hypergeometric functions, Integral transforms and specid
functions, To appear
[6] R. FOURNIER AND St. RUSCHEWEYH, On two extremal problems related to univalent
functions, Rocky Mountain J. of Math. 24(2) (1994), 529-538.
[7] Y.E. HOHLOV, Convolution operators preserving univalent functions (in Russian)
Ukrain. Mat J. 37(1985), 220-226.
[8] Y.C. KIM AND F. RONNING, Integral transforms of certain subclasses of analytic
functions, J. Math. Anal. Appl. 258(2001), 466-489.
[9] Y. KOMATU, On analytic prolongation of a family of operators, Mathematica (Cluj)
32(55)(1990), 141-145.
[10] S. Owa, M. SAIGO AND H.M. SRIVASTAVA, Some characterization theorems for
starlike and convex functions involving a certain fractional integral operator, J. Math.
Anal. Appl. 140(1989), 419-426.
[11] S. PONNUSAMY, Hypergeometric transforms of functions with derivative in a half
plane, J. Computational and Applied Maths. 96(1998), 35-49.
[12] S. PONNUSAMY, Inclusion theorems for convolution product of second order polylog-







[13] S. PONNUSAMY AND Fr RONNING, Duality for Hadamard products applied to certain
integral transforms, Complex Variables Theory and Appl. 32 (1997), 263-287.
[14] S. PONNUSAMY AND F. RGNMNG, Starlikeness properties for convolutions involving
hypergeometric series, Ann. Univ. Mariae Curie-Sklodowska L.II.1(16)(1998), 141-
155.
[15] S. PONNUSAMY AND F. RONNING, Integral transforms of functions with the derivative
in a halfplane, Israel J. of Mathematics 144(1999), 177-188.
[16] St. RUSCHEWEYH, New criteria for univalent functions, Proc. Amer. Math. Soc.
49(1975), 109-115.
32
Jae Ho Choi, Yong Chan Kim and S. Ponnusamy
[17] St. RUSCHEWEYH, Convolution in geometric function theory, Les Presses de
l’Universit\’e de Montr\’eal, Montr\’eal (1982).
[18] M. SAIGO, A remark on integral operators involving the Gauss hypergeometric func-
tions, Rep. College General Ed. Kyushu Univ. 11(1978), 135-143.
[19] S.G. SAMKO, A.A. KILBAS AND O.I. MARICHEV, Fractional Integrals and Deriva
tives. Theory and Applications, Gordon and Breach, Yverdon (Switzerland) et alibi,
1993.
[20] H. SILVERMAN AND E.M. SILVIA, Prestarlike functions with negative coefficients,
Internat. J. Math. Math. Sci. 2(3)(1979), 427-429.
[21] T.J. SUFFRIDGE, Starlike functions as limits of polynomials: In Advances in complex
function theory, Lecture Notes in Maths., 505, Springer, Berlin-Heidelberg-New York,
1976, pp. 164-202.
Jae Ho Choi










Indian Institute of Technology
IIT-Madras, Chennai- 600036
India.
$\mathrm{e}$-mail: samyOacer. iitm.ernet.in
Phone: $+91$-442578489 (office)
Fax: $+91rightarrow$442570509 (Office)
Fax: +91-442578470 (office)
