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ABSTRACT 
An important field of application for fuzzy control is plants of which no parametrical 
model exists or which include important nonlinear elements. In such systems, it is 
difficult to describe the behavior of a fuzzy controller by analytical equations. As a 
result, it is hard to deal with the stability of a closed-loop system containing a fuzzy 
controller. As a possibility to solve this problem, we introduce a numerical algorithm 
that does not need analytical descriptions of the plant or of the controller. The 
algorithm computes the trajectories in a discretized state space to examine stability in 
the Lyapunov sense. © 1997 Elsevier Science Inc. 
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I .  INTRODUCTION 
For the stability analysis of a closed-loop control system, the behavior of 
the plant and that of the controller have to be known. Then, in the linear 
case stability analysis is quite easy. The system is stable if and only if all 
eigenvalues of the system have negative real parts. In the nonlinear case, 
however, the test for stability is much more difficult. Often used ap- 
proaches in classical control theory are the direct method of Lyapunov, the 
describing-function method, the Popov criterion, and hyperstability heory 
(see [6]). But, these approaches cause some problems in systems with fuzzy 
controllers [2, 3, 12, 18, 20]. One problem is the necessity of an analytical 
description of both the controller and the plant (only for linear plants is a 
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Nyquist plot of the plant sufficient). The analytical description is very 
difficult for a given fuzzy controller. And for the plant it might be even 
impossible, because a main field of application of fuzzy control is plants 
where the differential equations are unknown. Besides this, especially for 
nonlinear plants, the analytical model often differs from the real plant 
behavior. Certainly this will lead to wrong results in stability analysis. A 
proof of stability based on an analytical model of the plant can only be as 
valid as the model itself. Finally, these classical approaches require some 
intuition. For example, for the direct method of Lyapunov a suitable 
Lyapunov function has to be found. If it is not found, there are two 
possibilities: Either the system is unstable, or the user just did not try hard 
enough to find the function. 
Stability analysis is made easier by using fuzzy controllers of the Takagi- 
Sugeno type (see'[8, 21, 24]). These controllers differ from the conventional 
fuzzy controllers in that, in the conclusion of every rule, the output fuzzy 
set is replaced by a linear function of the input variables. With the premise 
parts the same as in conventional fuzzy controllers, the controller output is 
computed by overlaying the different outputs of the single rules with 
weights depending on the fulfillment degree of their premise parts. It can 
be said that every premise part defines a set point in state space. At this 
set point, only one premise part is fulfilled with degree one, and all other 
premise parts are fulfilled with degree zero. As a result, at a set point the 
controller is a linear controller, because the function in the conclusion of 
the only fulfilled rule is a linear function. For stability analysis, at any set 
point a classical identification algorithm is used to get a linear model of 
the plant. This model is certainly valid only at the set point. Connecting 
the linear controller function and the linear plant model leads to a linear 
model of the closed-loop system at the set point. In the same way as the 
outputs of the control rules are overlaid to get the controller output, here 
the linear system models of the set points are overlaid to get the complete 
nonlinear model of the system. Under some constraints, for this analytical 
model it is possible to prove stability in the sense of Lyapunov. But here, 
as for conventional fuzzy controllers, some intuition is required to find a 
suitable Lyapunov function. 
A completely different approach is the numerical or qualitative stability 
analysis as shown in this paper. The essential difference to the other 
approaches i the renunciation of an exact analytical proof of stability. 
Because of this, a precise analytical model of the plant is not required. Just 
a qualitative description, e.g., a fuzzy model of the plant behavior, is 
needed. Then, for a given controller it is shown that the closed-loop system 
will probably reach the origin of the state space from any start state. This 
is a kind of qualitative stability in the Lyapunov sense. Similar ideas can be 
found in [1, 4, 7, 10]. 
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The next section deals with describing the plant behavior by a fuzzy 
model using fuzzy relations. After this, a numerical algorithm is introduced 
for proving the qualitative stability of the closed-loop system, based on the 
fuzzy model. In Section 4, there will be shown some experimental results. 
2. FUZZY MODEL OF THE PLANT 
The algorithm for deriving a fuzzy model of the plant is based on the 
relational point of view of a fuzzy system (e.g. [19]). In [22] and [23] some 
detailed ideas on modeling plants with fuzzy relations can be found, which 
are developed further here for dynamical and time-varying plants. These 
models can also be used for control [15]. For simplicity the algorithm is 
first explained for a non-dynamical static plant. 
The idea is to construct a fuzzy relation which represents the input-out- 
put behavior of the plant. Starting with a nonfuzzy point of view, during 
identification, at the kth time step a pair of measured values (u(k), x(k)) 
(actuating variable and feedback variable) defines the relation R k = 
{(u(k), x(k)) ~ (~ × R)}. Using the similarity relation [13, 14] 
E : (R  × R)2---) [0,1], 
((U 1, Xl), (U z, X2)) ~ min{1 -- min(lu 1 -- u 2 I, 1), 
1 -- min(Ix 1 --Xzl,1)} (1) 
the extensional hull of R k is defined by the fuzzy relation 
~R~:R X R -~ [0,1], 
(u,x)  ~ min{1 -- min(lu(k) - u], l) ,  1 - min(lx(k) - xt, 1)}. 
(2) 
From a mathematical point of view, /znk is the set of points similar to 
(u(k), x(k)) with similarity defined by Equation (1). But it can also be 
taken as a set of possible input-output values (u, x) of the plant. Because 
(u(k), x(k)) has been measured and therefore, the relationship between 
u(k) and x(k) is a fact, the degree of membership is exactly equal to 1 for 
the pair of measured values (u(k), x(k)) and decreases for other pairs with 
increasing distance to this point. Using another similarity relation E leads 
to another fuzzy relation /Znk. But tZnk(u(k), x(k)) is always equal to 1, and 
the greater the distance to this point, the lower the degree of membership. 
The similarity relation (1) is used here because it is very simple and easy to 
compute. 
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The disjunctive connection of all /ZRk is the fuzzy model of the plant: 
/ZR = I,.J /ZR~. (3) 
k 
Figure 1 shows the fuzzy model resulting from two pairs of measured 
values (Ul, xl), (u2, x2). 
Instead of using disjunctive connected similarity relations it is possible 
to use conjunctive connected implications (e.g., G6del, Lukasiewicz) for 
modeling. From a theoretical point of view this procedure would be the 
better choice, since for every new pair of measured values the relation R 
becomes maller and sharper. That is, the information represented by R 
acquires more exactness and precision. Indeed, this is the usual intention 
in adding new information to the model. In contrast to this, using a 
disjunctive connection, the relation R becomes larger for every additional 
measured value. In this case, the model oses precision. On the other hand, 
it seems that in the presence of noisy data the disjunctive connected 
similarity relations are superior to the other methods. Some more tests will 
be necessary to prove this presumption. 
For computing the model output xm(k) from a given input u(k) an input 
fuzzy set has to be defined: 
R ---> [0, 1], u ---> [ 1, u = u(k), (4) /Zu 
t 0, otherwise. 
Calculation of the relational equation /z x =/z  u o/-/'R leads to the output 
fuzzy set: 
/Zx:R ~ [0,1], 
x -+ sup{min[/z~(u), tZR(U,X)][U ~ ~} = tXR(U(k),x) = tZx(X). (5) 
U 1 - - -  
 R(u,x)  R(u,x) 
V tl I ¢1 y 
xl x2 
Figure 1. Fuzzy model of the plant. 
X m- 
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Figure 2. Computing the output of the fuzzy model. 
To give a graphic description, a cut through the relation /£R at u = u(k) is 
projected onto the output variable x (Figure 2). Defuzzification with the 
center-of-area method gives the output value of the model, xm(k). 
In a first-order, dynamical plant the plant behavior is described by 
triples of measured values (u(k),x(k), Ax(k + 1)) (actuating variable, 
state variable, resulting change of state variable). Therefore, the fuzzy 
model assumes an additional dimension where u(k) and x(k) are the input 
variables and Ax(k + 1) is the output variable (Figure 3). For plants of 
higher order the relation will be multidimensional, but the procedure of 
modeling is always the same because the fuzzy model relation (2) is easy to 
extend to additional dimensions. 
It is possible to replace the fuzzy model by a characteristic surface [11] 
as shown in Figure 4 for a first-order plant. The surface is defined by its 
value Axij at equidistant points (xi, u). These values can be computed 
from the measured input-output data of the plant with a conventional 
regression algorithm. This kind of modeling requires less memory capacity 
than fuzzy modeling. And it is much easier to compute a model output for 
a given input because only interpolation instead of defuzzification is
needed. Beside this, filtering of noisy data is an implicit feature of the 
regression algorithm. Yet, this is also no problem of fuzzy modeling: Noisy 
data will cause a more and more "fuzzy" model, but defuzzification works 
as a kind of averaging, so that both modeling algorithms give nearly the 
same results in simulations with noisy data [9]. Additionally, for higher- 
order plants the regression algorithm needs large numerical effort with the 
possibility of numerical instability, while this is no problem with fuzzy 
u(k) a.,c/ 
x(k) - -~} Ax(k+l) 
I n X 
Figure 3. Additional dimension for a first-order plant. 
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U 
 y:xy y xy xy 
X 
Figure 4. Characteristic surface as a model of the plant. 
modeling. And as a final advantage of the fuzzy model, there is the 
possibility of easily including human knowledge in it. As a result, both 
modeling algorithms have their advantages and disadvantages, and for 
application, the user has to decide which algorithm better fits the given 
constraints. 
3. COMPUTING TRAJECTORIES IN DISCRETE STATE SPACE 
In order to assess the stability of a closed-loop system consisting of a 
controller and a plant (Figure 5), trajectories in a discretized state space 
have to be computed. A discretized state space means that we have only a 
finite number of discrete points in the conventional state space to deal 
with. To distinguish between these particular points and other points, we 
will call them D-points, and the set of D-points we call D-point space. The 
algorithm to investigate the stability of a given set point consists of two 
steps: First, for any D-point we have to compute the succeeding D-point, 
and then we estimate any possible trajectory in the D-point space that 
leads to the set point and check if every D-point is part of such a 
trajectory. Then the system is called qualitatively stable. 
To make the following easier, we define the set point to be investigated 
as the origin of the state space, because this is just a question of a suitable 
coordinate transformation. If we have a reference value w = 0, a given 
W 
l - Fuzzy Plant Controller Model 
Figure 5. Closed-loop system. 
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controller function, and a known model of the plant, then for any system 
state it is possible to compute its succeeding state as shown in the 
following. In doing this, it must be taken into account hat the system state 
is defined both by the state of the plant and by the state of the controller. 
Because of this, the state space of the system contains the state variables 
of the plant as well as of the controller, and different types of controllers 
lead to different cases that will be treated now. 
For the plant the equation 
x(k + 1) = g(x(k ) ,u (k ) )  (6) 
always holds, with g a nonlinear, multivariable vector function, x(k) the 
vector of state variables of the plant at time step k, and u(k) the vector of 
the control variables. Either the model of the plant is given by such a 
difference quation, which makes the computation of x(k + 1) quite easy, 
or we have a fuzzy model or a characteristic surface. But with these it is 
also possible to compute x(k + 1) from a given (x(k), u(k)). 
For the given controller function we have to distinguish between differ- 
ent cases: The first case deals with a controller given by a static controller 
function (P-type controller) 
u(k) = f ( -e (k ) )  = f (x (k ) ) .  (7) 
If the state of the plant x(k) is given, it is possible first to compute u(k) 
from the controller function, and then x(k + 1) from Equation (6). Here, 
the state variables of the plant match with the state variables of the 
system. There are no additional state variables in the controller. 
In the second case, the controller is an integral type controller (I-type) 
or a combination of P-type and 1-type (PI-type). For an I-type controller, 
the controller output is proportional to the sum of all previous inputs: 
k+l  
u(k + 1) = c I E e(j)  = u(k) + cle(k + 1). 
j=o 
(8) 
From this, it follows that for a general PI-type controller 
u(k + 1) =f(x (k  + 1),u(k)) .  (9) 
For computation of u(k + 1), not only x(k + 1) but also the previous 
value of the control variable u(k) is required. Therefore, any control 
variable which is the output of a PI-type controller is also a state variable 
of the system. A closed-loop system state is given now by (x(k), u(k)). To 
compute the following state (x(k + 1), u(k + 1)) we first have to compute 
x(k + 1) from (6) and then u(k + 1) from (9). 
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The last case is a general differential-type controller (D-type) where the 
controller output depends on the difference of the input x(k + 1) and the 
previous input (the "trend" of the input signal): 
u(k + 1) = f (x (k  + 1) - x(k))  = f (x (k  + 1), x(k)) .  (10) 
It is interesting that the state variables are the same now as for PI-type 
controllers. A closed-loop system state is defined now by (x(k), u(k)). To 
get the succeeding state (x(k + 1), u(k + 1)) we first compute x(k + 1) 
from Equation (6) and then u(k + 1) from (10). 
After defining the system state variables, for any D-point of the dis- 
cretized state space we define a part of the state space as its catchment 
area. Then, for any D-point we compute its succeeding states (not the 
succeeding D-points) until the first state is in the catchment area of 
another D-point (Figure 6). This D-point is defined as the succeeding 
D-point for the other one. In Figure 6 we have six D-points with their 
catchment areas. For the upper left D-point we compute the succeeding 
states until the third one is in the catchment area of the upper middle 
D-point. Therefore, the upper middle D-point is the succeeding D-point of 
the upper left one. 
This we have to do for any D-point of the discretized state space. As a 
result, we get a vector field that describes the dynamical behavior of the 
system in the discretized state space (e.g. Figure 10 in Section 4). Based on 
this information, the trajectories from all D-points to the origin can easily 
be computed in opposite direction starting at the origin. If there exists 
such a trajectory for any D-point, the system may be called qualitatively 
stable within the treated part of the state space. As at the beginning of the 
algorithm the user has to define upper and lower bounds for every state 
variable (and these bounds define the part of the state space to be 
treated), we usually get an area as shown in Figure 7 that we can call 
qualitatively stable. 
Some cases can cause difficulties. For some D-points there may be no 
information available about the behavior of the plant because the fuzzy 
model is incomplete there. For these points it is obviously impossible to 
O 
• 
Figure 6. Computation ofsucceeding D-points. 
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Figure 7. Investigated area in a three-dimensional state space. 
compute their succeeding points. As stability analysis hould be carried out 
conservatively, these points are defined to be unstable points. Other 
unstable points are D-points whose succeeding D-point is outside the area 
to be treated. Although there might exist a trajectory from this point to the 
origin, such a trajectory cannot be investigated because a part of it is 
outside the area and there is no information available about the plant 
behavior there. The last group of unstable points are points that are a part 
of a trajectory to an unstable point. Obviously, the first two groups of 
unstable points can be detected easily by investigating just the succeeding 
point of any D-point, while the last group has to be detected by computing 
the trajectories to the known unstable points. These trajectories are 
computed in the opposite direction in the same way as the common 
trajectories to the origin are computed. Figure 13 in Section 4 shows an 
example. At the upper left and the lower right edge there are points 
defined as unstable, either because the fuzzy model is incomplete there or 
because their succeeding points are outside of the given area. There can 
also be seen some (short) trajectories to these points. As a consequence, 
the area of stability has to be defined to be smaller than the given area of 
investigation. Here, the area of qualitative stability must be defined with- 
out the points in the upper left and the lower right area. 
Besides this, the system might have equilibrium points different from 
the origin. An equilibrium point of a system is a point that will never be 
left without external disturbance. That means here that if a D-point is an 
equilibrium point, all succeeding states will be identical to this point and 
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therefore they will all be within its catchment area. It follows that our 
algorithm would need an infinite computation time, because it computes 
the succeeding states until the first state is within the catchment area of 
another D-point. To avoid this, we specify a finite maximum number of 
succeeding states to be computed for any D-point. If all these states are 
within the catchment area of the starting D-point, this D-point is defined 
to be an equilibrium point. But additionally, with this definition some 
D-points might be defined to be equilibrium points although in the real 
system they are not. 
Therefore, if the algorithm detects equilibrium points different from the 
origin, an alarm message for the user is generated. Then, the user can 
decide whether to change the control function for these points or to accept 
that the system possibly possesses these additional equilibrium points. 
Obviously, equilibrium points are as easy to detect as unstable points: If 
a D-point has no succeeding D-point, it is an equilibrium point. Yet, as for 
unstable points, there might also exist trajectories from other D-points to 
the equilibrium point. Again these trajectories can be detected in the same 
way as the trajectories to the origin. Starting at the equilibrium point, they 
have to be computed in the opposite direction. Figure 9 in Section 4 shows 
an example. The points above and below the origin are additional equilib- 
rium points. It can be seen that there exist also trajectories to these 
equilibrium points. 
Another problem is limit cycles, which are more difficult to detect han 
unstable and equilibrium points: After computing all trajectories to the 
origin, to the unstable points and to the equilibrium points there might be 
some D-points left which are not part of any of these trajectories. These 
points must be either a part of a limit cycle or a part of a trajectory to a 
limit cycle. A limit cycle is a closed-loop trajectory in the state space. To 
detect he limit cycle, for any point that is no part of other trajectories, we 
have to look at its succeeding D-point and then at the successor of the 
succeeding point, and so on, until the first D-point of the trajectory is 
reached for the second time. Then we can describe the limit cycle. After 
this, as for unstable and equilibrium points, for any point of the limit cycle 
we have to compute the trajectories to this point, that is, the trajectories to 
the limit cycle. As an example, the vector field of Figure 13 contains a limit 
cycle nearly in the middle and many trajectories to this limit cycle, as it is 
easy to see. From a theoretical point of view, if a system has a limit cycle 
the origin is unstable in the sense of Lyapunov. But from a practical point 
of view, if the limit cycle is within some given tolerance limits, the control 
can be sufficient for the user. Therefore, if the system detects a limit cycle, 
only a warning for the user is generated, in the same way as for an 
equilibrium point. 
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It has to be taken into account hat we have two kinds of discretization 
errors in this algorithm. The first one results from the discrete model of 
the plant that we are using for computation of the succeeding system 
states. This model may be imprecise, especially if we use a fuzzy model. 
The second error results from the discretization of the state space. For 
example, if in Figure 6 we computed more succeeding states of the upper 
left D-point, the trajectory would probably reach the catchment area of the 
upper right D-point. But because of the discretization, the succeeding 
D-points of the upper left one are the upper middle one and the lower 
right one. In spite of that for nonchaotic systems the results of this stability 
analysis algorithm are quite good. Even limit cycles may be detected. 
The advantage of this algorithm is that the model of the plant is not 
used for a long-time simulation: it is only used for computing some 
succeeding states of a given D-point. Therefore, an imprecise model 
cannot cause large simulation errors. That is the reason why it is sufficient 
to use a qualitative description of the system behavior, e.g., a fuzzy model. 
In addition to that, an analytical description of the controller is not 
required. To compute the succeeding states, the controller function can be 
used directly, as it is programmed for control. 
Therefore, the obvious thing to do would be to integrate this algorithm 
into a fuzzy toolbox. When a controller is designed, and a more or less 
precise model of the plant is given, it is easy to test if the closed-loop 
system is qualitatively stable or not. No intuition of the user is required for 
stability analysis. The user just has to define upper and lower bounds for 
the state variables, and the discretization i tervals for the discretization of 
the state space. 
4. EXAMPLES 
All examples in this section deal with second-order systems, because 
only for these systems is it possible to show the computed trajectories in a 
state plane. In the first example (Figure 8) we have a first-order plant 
consisting of a first-order lag and a characteristic urve with x 
1 sgn(y) y2. = ~ The output of the fuzzy controller, Au, is integrated before 
we get the input u for the plant. Because of this, we have a PI-type 
controller. As state variables of the system we choose x and u. The rule 
base of the fuzzy controller can be seen from the figure. 
The identification of the plant is an open-loop identification with a 
special identification signal u, which is a combination of a ramp signal and 
a sine wave. The ramp signal guarantees that we will reach any value of 
the state variable x within a given range, and with the sine wave we will 
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Figure 8. Example 1: Closed-loop system. 
have different values of u for any value of x to get information about the 
plant at every point of the discrete state space. At the end of the 
identification phase we have a fuzzy model of the plant. Unfortunately, this 
model cannot be shown, because it is four-dimensional: Two input vari- 
ables (u, x), one output variable Ax, and the degree of membership 
i~R(U, x, Ax). 
Now, based on the fuzzy model of the plant and the given controller 
function, it is possible for any D-point of the discretized state space to 
compute its succeeding D-point. As a result, we get a vector field describ- 
ing the dynamical behavior of the closed-loop system (Figure 9). To test 
the quality of the fuzzy model, we have also computed a vector field based 
on the exact difference quation of the plant (Figure 10). 
X 
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Figure 9. Example 1: Vector field based on the fuzzy model. 
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10. Example 1: Vector field based on the difference quation. 
As can be seen, there are only very small differences between the two 
vector fields. The most important differences are at the points right above 
and below the origin. These points in Figure 9 will be detected as 
equilibrium points different from the origin, and the algorithm generates 
an alarm message for the user. But here, this is no problem, because we 
know that our system is asymptotically stable. Unstable points and limit 
cycles are not detected. Therefore, the system can be said to be qualita- 
tively stable within the given bounds under the restriction of two additional 
equilibrium points. 
Although the vector field is based on the (imprecise) fuzzy model and 
although the discretization of the state space causes additional errors, the 
computed trajectories represent the real system behavior quite well, as the 
following example shows. Starting at the point (x, u) = (0.8, 0.8), it can be 
seen from the trajectory in the vector field (Figure 9) that, at the begin- 
ning, u decreases rapidly to zero while x decreases only a little. Then, x 
decreases to zero while u is negative. At the end of the trajectory, x is zero 
and u is negative. The simulation plot in Figure 11 confirms this behavior. 
After 14 seconds, the state variables (x, u) change very slowly. Therefore, 
it is no surprise that the corresponding point in the vector field is detected 
as an equilibrium point. 
The second example deals with a classical example of control theory 
(Figure 12). The controller is a conventional two-state controller with 
hysteresis. The plant consists of a first-order lag with an integrator. The 
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Figure 11. Simulation plot of example 1. 
state variables of the closed-loop system are the state variables of the 
plant: x and Ax. 
The identification is the same as in the first example. Again, with the 
fuzzy model of the plant and the given control function, the vector field 
(Figure 13) can be computed. As can be seen, there are four unstable 
points at the upper left edge and four unstable points at the lower right 
edge. These points have to be defined as unstable because their succeeding 
points are outside of the area of investigation. In the middle there is a 
limit cycle, and nearly all other points are a part of trajectories to this limit 
cycle. 
The simulation plot (Figure 14) shows the limit cycle. Starting at a point 
that is no part of the limit cycle, the limit cycle is reached quickly and not 
left again. 
The third example is different o the first and the second one. While 
these two were synthetic plants, investigated just to demonstrate the 
algorithm, the third one is a practical application. Besides this, the first two 
systems could be investigated also very well with conventional pproaches, 
while this is difficult for the third one, as can be seen in the following. 
Figure 12. Example 2: Closed-loop system. 
Numerical Stability Analysis 17 
X 
o ..o ..o ..o ....o ,o . .o -o -o -o - - -o - -o -o  
o ...o ..o ..o ..o ..o ..o - -o - - -o -o - - -o  --o---o 
o ...o ..o ..o ..o ..o ..o---o - -o - - -o - -o  ---o---o 
o .,o ..o ,,o.,.,.o ,~- -e - - -e - -o - -o - - -o - -o - -o  
9 9 ? ? ~ ? - - ° ' ' ° '~ ' ' ° ' ' ° ' ° ' ' °  
9 9 ? ? ~ (P cp & i, 6 (b cb ~b 
? ? ? ? ~ ? & & ,~ 6 & & & 
~-e- -  ~-- o -  e~- e~-- e f  e f  c~ 'e~'e fcF"  o 
o -e -  o -  o -  e~- o -  e~e~'~"~"er"o"o  
-2 .1  
0 .0  
2 .1  
I i i 
-0.9 0.0 0.9 
Figure 13. Example 2: Vector field based on the fuzzy model. 
The third example deals with a fuzzy controller for the velocity control 
of the Metro in Milano, Italy [5]. The closed-loop system is shown in 
Figure 15. The controller is a fuzzy controller with an integrator to yield a 
PI-type controller. The integration time of the integrator is equal to the 
sample time of the digital fuzzy controller: Ta = Zsample  = 0.09 s. The input 
variables of the controller are the vehicle acceleration ave h and the 
difference velocity Av. For stability analysis, v d = 0 and therefore, Ac = 
-eve h. Here aveh and Cv~h are defined as state variables of the system. The 
dynamical behavior of the drive is neglected; only a quantizer and a limiter 
are taken into account. The resulting force F has to be divided by the 
mass m of the subway train to get the acceleration. Because the train can 
be loaded or unloaded, the mass can vary between mma x = 139,345 kg and 
mmi n = 88,330 kg. 
The internal structure of the fuzzy controller is a cascade structure of 
two fuzzy controllers as shown in Figure 16 with common triangular 
membership functions and the rule bases shown in Figure 17. Certainly, it 
is possible to get the same input-output behavior with a single controller. 
Therefore, for investigating the stability of the system, the input-output 
behavior of the complete control structure is represented by one character- 
istic surface (Figure 18). In this figure, Fincr = AU. 
Obviously, this system is difficult to analyze by conventional pproaches 
because of the mixed structure of linear and nonlinear elements. In [5], 
several approaches are carried out, e.g. the direct method of Lyapunov, 
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Figure 15. Example 3: Closed-loop system. 
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Figure 16. Example 3: Internal structure of the fuzzy controller. 
hyperstability heory, and a parameter comparison with a linear state-space 
controller. But for all these methods the model has to be simplified before 
using them. And, although the model was simplified, these approaches 
needed a lot of insight and understanding of control theory. In contrast o 
this, for the numerical stability analysis no simplification of the model is 
necessary. The only parameters to choose were the upper and lower 
bounds of the state variables and the discretization i terval in state space 
to define the D-points to investigate. 
As this example is a practical application, the investigation of stability 
should be as precise as possible. Besides this, the difference quations of 
the plant are given. Therefore, it would be stupid to use a fuzzy model for 
computing the vector field and the trajectories, and so the vector field in 
Figure 19 is based on the original difference quations of the plant and the 
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Figure 17. Example 3: Rule bases. 
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Figure 19. Example 3: Vector field based on the difference quations. 
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given fuzzy controller. As can be seen, the system is qualitatively stable 
except some points in the upper right and the lower left comer. 
It may be interesting to compare the trajectories computed in the 
discretized state space with the original simulated trajectories of the 
system. Two of them, one for maximum and one for minimum train mass, 
are given in Figure 20. They show the system behavior when the train 
slows down from 5 m/s  to zero. It can be seen, that the right trajectory for 
the minimum mass agrees quite well with the trajectory in the discretized 
state space. The reason is, that the vector field was also computed with the 
minimum train mass. 
5. CONCLUDING REMARKS 
Classical approaches for the stability analysis of nonlinear plants require 
the analytical description of the plant and of the controller. But the most 
interesting field of application of fuzzy control is plants with no analytical 
description available. Besides this, for a given fuzzy controller the analyti- 
cal description is also very difficult. In contrast o that, for our approach 
no analytical description either of the plant or of the controller is neces- 
>1 
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Figure 20. Example 3: Two simulated trajectories. 
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sary. The controller can be used in its original form, and for the plant a 
qualitative description such as a fuzzy model is sufficient. Additionally, in 
contrast with the classical approaches, no intuition or deep insight into 
control theory is required. Therefore, the algorithm is suitable for integra- 
tion into a fuzzy software tool. The user only has to know the state 
variables with their upper and lower bounds, and it must be possible to 
measure them for identification of the fuzzy model. 
As a disadvantage, the algorithm will not give an exact proof of stability. 
It gives only a qualitative xamination of the stability behavior of the 
system. It remains to be seen if this will be accepted as sufficient certifica- 
tion of workability of the system. On the other hand, a classical proof of 
stability is also no guarantee that the real system is stable, because the 
proof is based only on the model of the plant, and this model can be 
imprecise or even wrong. Besides this, for man-machine systems uch as a 
pilot and plane, where fuzzy control would be very useful, there also exists 
no analytical proof of stability. But millions of people use planes and 
believe in the stability of these closed-loop systems, because they believe 
that the pilot is intelligent and well instructed. If we want to control 
systems where no analytical model exists, we have to renounce of an exact 
analytical proof of stability. 
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