Proceedings of the 3rd World Summit on Exploring the Dark Side of the Universe (EDSU2020):  March 9–13, 2020, Guadeloupe Islands by Novikov, Alexander et al.

Proceedings of the 3rd World Summit
on Exploring the Dark Side of the Universe
(EDSU 2020)
March 9–13, 2020
Guadeloupe Islands
Edited by
Alexander Novikov, Pierre Pétroff, Christophe Royon
Copyright of each chapter is held by the author and the entire work is licensed under a CC BY 4.0
This work is licensed under a Creative Commons Attribution 4.0 International License (CC BY 
4.0). 
You are free to:
● Share — copy and redistribute the material in any medium or format
● Adapt — remix, transform, and build upon the material for any purpose, even commercially.
Under the following terms:
● Attribution — You must give appropriate credit, provide a link to the license, and indicate 
if changes were made. You may do so in any reasonable manner, but not in any way that 
suggests the licensor endorses you or your use.
● NonCommercial — You may not use the material for commercial purposes.
No additional restrictions — You may not apply legal terms or technological measures that 
legally restrict others from doing anything the license permits.
The licensor cannot revoke these freedoms as long as you follow the license terms.
 
Published by the University of Kansas Libraries
Lawrence, KS 66045
Contents
Preface: 3rd World Summit on Exploring the Dark Side of the Universe 2020 1
Last Results and Questions From Planck
 Silvia Galli 3 
Hubble Constant at the Late Universe
 Sherry H. Suyu 9
How to Resolve the Hubble Tension
 Vivian Poulin 17
Is the Tension between Clusters and CMB resolved?
 Laura Salvati 29
Cosmology with DES Year-1 data: from 3x2pt analyses to the CMB imprint of cosmic voids
 Pauline Eva Vielzeuf 35
Observing the Universe from Underground GravitationalWave Telescope KAGRA
 Keiko Kokeyama on behalf of the KAGRA collaboration 41
Testing the no-hair theorem with LIGO and Virgo
 Maximiliano Isi 49
Dark Gravity confronted to SN, BAO and the CMB
 Frederic Henry-Couannier 59
Constraints on neutrino masses from cosmological observations
 Bruce Hoeneisen 67
Neutrinoless Double Beta Decay Status and Prospects
 Kota Ueshima 73
Experimental Status of Coherent Neutrino Scattering and the NUCLEUS Experiment
 Thierry Lasserre 77
Status and Prospects of eV Sterile Neutrino Searches
 Ivan Martinez-Soler 83
Directional direct Dark Matter searches with gaseous TPCs
 Elisabetta Barac 89
Dark Matter in Stars
 Aaron C. Vincent 99
What is dark matter made of?
 Bruce Hoeneisen 109
The Muon Puzzle in Cosmic Ray Induced Air Showers and possible solutions
 Hans Dembinski 119
AGILE Experiment
 Alexander Novikov 127
The Hubble Constant Tension Problem: An Overview
 Dillon Brout 135
MiniBooNE Neutrino Oscillation Search Results and Predicted Background Events
 Teppei Katori for the MiniBooNE collaboration 139
Toward the Frontiers of Particle Physics With the Muon g-2 Experiment1
 Eremey Valetov 149
B physics anomalies
 Marco Santimaria 157
Axion Like Particles and Dark Matter using intact protons at the LHC
 Christophe Royon 165
The SHiP experiment at CERN
 Markus Cristinziani 175
Dark sector searches with BABAR
 Georges Vasseur 183
Dark Sector Searches at Belle II
 Michel Bertemes on behalf of the Belle II collaboration 189
Axions as Dark Matter and HAYSTAC
 Heather Jackson, Alex Droster and Karl van Bibber 195
Indirect Detection of Dark Matter in the Galaxy
 Rebecca K. Leane 203
Most dwarf spheroidal galaxies surrounding the Milky Way
cannot be dark-matter dominated satellites
 Francois Hammer, Yanbin Yang, Frederic Arenou, Hefan Li, Jianling Wang,
 Piercarlo Bonifacio, Carine Babusiaux, Yongjun Jiao 229
Images
Guadeloupe Shore
 by Alexander Novikov 8
Flowers at the Deshaies Botanical Garden
 by Christophe Royon 40
Ecrevisse Waterfall
 by Christophe Royon 82
Guadeloupe Zoo, Mamelles Park 
 by Christophe Royon 126
Local Market, Pointe-a-Pitre
 by Christophe Royon  156
Deshaies Botanical Garden 
 by Christophe Royon 188
Deshaies Botanical Garden
 by Christophe Royon  236
Preface: 3rd World Summit on Exploring the Dark Side
of the Universe 2020
The 3rd World Summit on Exploring the Dark Side of the Universe (EDSU2020) (https://
indico.cern.ch/event/801461/overview) took place from March 9 to 13 in the Guadeloupe
Islands, a picturesque French archipelago in the Caribbean. This was the 3rd meeting in this series of
workshops, with previous editions held in the Galapagos Islands and Guadeloupe. EDSU2020 was
one of the major venues of interaction between cosmologists and particle physicists. The discussed
topics included Cosmological Microwave Background, Large Scale Structure, Inflation and Early Uni-
verse, Particle Astrophysics, Dark Matter and Dark Energy, and Particle Physics.
The workshop was attended by 89 participants from 27 countries, including a large fraction of
students. During the entire workshop, more than 60 talks were presented and many discussion ses-
sions were held. The workshop was very active and efficient despite the fact that a few talks had to
be given virtually because of the COVID-19 epidemic situation.
Group photo of EDSU2020 participants
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As editors of these proceedings, we wish to thank all participants and speakers for their highly
valuable contributions, as well as the French Physique-Outremer non-profit association that took
care of the practical organization. We owe everyone who participated in the organization and all the
sponsors our very warm thanks. We also express our deepest gratitude to the prestigious physicists,
among them three Nobel Laureates, who agreed to serve on the international advisory committee.
We also thank the members of the organizing committee and more particularly the conveners who
did a great job in preparing the scientific sessions of the conference. We also appreciate the efforts of
all participants who had decided to travel and attend the conference in Guadeloupe in person despite
the threats of the COVID-19 pandemic. Last but not least, EDSU2020 could not have been held with-
out the very efficient financial support of the Guadeloupe Regional Council and its President Mr. Ary
Chalus, of the French Ministry of Overseas Territories and its former Minister Mrs. Annick Girardin,
and the Institute of Astrophysics of Paris and its Director Prof. Francis Bernardeau. Thanks also to
Prof. Eustase Janky, President of the University of Antilles who kindly agreed to host the conference
at the University. We would also like to thank all speakers who wrote their proceedings on time! Fi-
nally, our great and very warm thanks to the staff of the University of Kansas who provided support
for editing of the EDSU2020 proceedings.
The Editors Alexander Novikov, Pierre Pétroff and Christophe Royon
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Last Results and Questions From Planck
Silvia Galli
e-mail: gallis@iap.fr
IAP
Presented at the 3rd World Summit on Exploring the Dark Side of the Universe
Guadeloupe Islands, March 9-13 2020
Abstract
Planck is an ESA satellite aimed at the observation of the Cosmic Microwave Background. The
Planck collaboration has recently published its last legacy release. In this talk I shortly reviewed the
main Planck results on cosmological parameters, highlighted some of the curious features present
in the data and the Planck point of view on tensions with a few other astrophysical probes, notably
with the Hubble constant measurements from local distance measurements.
1 Introduction
One of the main driving forces behind the phenomenal progress of cosmology in the last twenty years
has been the observation of the cosmic microwave background (CMB). Europe has played a leading
role in CMB science in the last 10 years through the success of ESA’s Planck satellite, which provided
the ultimate measurement of the CMB temperature anisotropies up to up to multipoles smaller than
about ` ∼ 1500 [1]. Moreover, Planck has provided powerful measurements of the CMB polarization
anisotropies, and the first full-sky measurement of the CMB lensing potential [2]. Furthermore, Figure
1 shows the angular power spectra as measured by Planck.
One of the legacy results of Planck is that the standard model of cosmology, the ΛCDM, works
astonishingly well to describe the CMB anisotropies, as well as a large number of other observa-
tions. Planck measured cosmological parameters with percent level accuracy, in agreement with other
probes, ranging from Baryon Acoustic Oscillations (BAO) to measurements of primordial elements
combined with Big-Bang Nucleosynthesis calculations [1]. Nevertheless, the Planck results feature
a number of outstanding inconsistencies which might hint towards cracks in this very successful
model.
2 The H0 problem.
In 2019 the ΛCDM model reached a remarkable milestone. The difference between early-time and
late-time probes measuring the expansion rate of the universe, i.e. the Hubble constant, reached
an unexplained discrepancy of 5.3σ. Indeed, distance-ladder measurements using cepheids and su-
pernovae Ia yield H0=74.22 ± 1.82 Km/s/Mpc [3]. Combined with data of time delays of multiply
imaged strongly lensed quasars, they measure H0= 73.8±1.1 Km/s/Mpc [4], as also shown in Fig-
ure 2. On the contrary, observations of the CMB anisotropies performed by the Planck satellite yield
H0=67.36± 0.54 Km/s/Mpc [1], in agreement with BAO plus primordial deuterium abundance mea-
surements. This difference appeared in the first release of the Planck data at the 2.5σ level, and in
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Figure 1: Planck angular power spectra for intensity (TT), E-mode polarization (EE), temperature
polarization cross-correlation (TE) and the lensing reconstruction (PP). The red points are the data,
while blue lines are the best-fit spectra assuming a ΛCDM model. Taken from [1]
spite of all of the efforts trying to identify systematic effects which could explain it, it has only grown
in statistical significance over the years. Recently, distance-ladder measurements using the tip of the
red giant branch to calibrate supernovae Ia provided measurements which are for the moment consis-
tent with both, as well as other probes [5]. If one could completely exclude statistical and systematic
effects as the source of such a discrepancy, the implications of this tension could potentially be revo-
lutionary. In effect, distance-ladder measurements are direct, i.e. they directly test the local expansion
of the universe today. Conversely, CMB and BAO are indirect, i.e. they are probes which require a
model in order to infer the Hubble rate today. Thus, the most fascinating hypothesis is that the solu-
tion of this tension lies in a change of the cosmological model, implying evidence for the existence of
new physics [6]. As of today, a number of possible extensions of the ΛCDM model has been proposed
to solve this issue, although none of them are so-far able to completely explain it. Most of these focus
on changing the physics of the early universe, in particular the calculation of the sound horizon [6].
Examples are models with new physics in the neutrino sector [7] or early dark energy [8]. On the
other hand, changing the physics of the universe at late-times such as e.g. with dark energy, decaying
dark matter or interacting dark matter-dark energy was already proved to be in disagreement with
current data.
3 The σ8 and beyond the standard model problem.
The H0 problem is not the only one related to the Planck measurements. There is a series of incon-
sistencies at lower statistical significance, and likely all related to each other. These have triggered a
huge interest in the cosmology community due to their potentially pivotal consequences.
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Figure 2: Measurements of the Hubble constant from different probes. Modified from [4]
3.1 The σ8 problem
There is a long-standing, persistent discrepancy on combinations of the amplitude of matter den-
sity perturbations today, σ8, and matter density, ωm, as measured by Planck on the one hand or by
counts of galaxy clusters and weak lensing observations [9] on the other hand. The latest Planck
CMB data yield e.g. σ8=0.8111±0.0060 (Planck TT,TE,EE+lowE+lensing, ΛCDM) [1], while late-time
probes measure values lower by 2-3σ (with error bars typically 3 times larger than Planck). This sub-
ject has triggered a large literature, investigating the possibility that part of this discrepancy might
be due to astrophysical uncertainties in the lower-redshift probes (e.g. the hydrodynamical mass-
bias of galaxy clusters). However, the possibility that this could also be due to something unusual in
the CMB spectra, either it be statistical, systematic or physical, is still viable, and requires a deeper
investigation.
3.2 Extensions of the vanilla ΛCDM model
Models beyond the vanilla one, such as those with large non-zero curvature of the universe or mod-
ified gravity, which increase the predicted amplitude of lensing in the CMB power spectra, provide
marginally better fits to the Planck CMB anisotropy data at the 2-3σ level [1]. However, such findings
are in disagreement with the observed amplitude of the reconstructed CMB lensing potential as mea-
sured e.g. by Planck itself, and BAO data. The discrepancies on the measurement of these extensions
between different probes suggest that if these are indeed signs of new physics, the existing models
are unlikely to provide the correct answer yet.
3.3 Planck inconsistencies
The Planck data marginally passes two internal consistency tests. The first evaluates cosmological pa-
rameters from two ranges of multipoles, the low ones (`800) and the high ones (`800), finding ΛCDM
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parameters which are different at the ∼ 2σ level [10]. The second measures the amplitude of lensing
as measured in the anisotropy power spectra via the phenomenological lensing parameter AL, which
is expected to be equal to unity in the standard model of cosmology. Unexpectedly, Planck measures
this parameter to be higher, AL = 1.180 ± 0.065 (68% confidence level, Planck TT,TE,EE+lowE) [1].
However, it is already known this cannot be the sign of an anomalous, physical excess of lensing
in the universe. In fact, while this effect is measured at ∼ 15σ in the anisotropy spectra, it is much
better measured (at ∼ 33σ when marginalizing over uncertainties of the theoretical model) by the
lensing potential reconstructed from the non-gaussian signatures it leaves in the CMB maps. The
reconstructed CMB lensing from Planck itself does not show an equivalent excess in amplitude. All
these three families of anomalies and inconsistencies are likely sourced by the same features of the
Planck power spectra. These look like a preference for an extra-smoothing of the peaks and troughs
of the small scale Planck CMB temperature anisotropy power spectrum at ` ∼ 1000, and a preference
for lower power at large scales (at `30), as shown in [10]. This is also shown in Figure 3, where we
plot the Planck residuals of the TT temperature power spectrum with respect to the ΛCDM model,
together with extended models which can better fit the remaining residuals. We underline here that
although these models provide marginally better chi-squares, the ΛCDM is already an excellent fit to
the data.
Figure 3: Figure 2: Residuals of the Planck TT CMB anisotropy power spectrum with respect to the
ΛCDM best-fit (gray data points). The dashed lines show extended ΛCDM models which marginally
better fit the data at the 2 − 3σ level, and which all fit the same features in the power spectra. We
show the case of extra-lensing, (ΛCDM+AL green), curvature (ΛCDM+Ωk, blue), modified gravity
(ΛCDM+MG, red [1]) and electron mass (ΛCDM+ me, green, [11]).
We showed that as-of-today there is no evidence that these residuals can be caused by a known
systematic (see summary in Section 3.10 of [12],. Thus, these anomalies, whether they are due to
a statistical fluctuation, unknown systematics or the signature of new physics, still lack a correct
interpretation, despite many years of intense scrutiny. If further confirmed, they would impact the
interpretation of some of the most interesting fundamental physics parameters that only cosmology
can provide, including the curvature of the universe, the sum of the neutrino masses, dark energy
and modified gravity.
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4 Conclusions
The Planck results have marked a milestone in our knowledge of the universe. They have demon-
strated that the ΛCDM model is a remarkably good fit to the current data. However, they have
also opened new questions. The most remarkable one is about the value of the Hubble constant,
which Planck measures to be in disagreement with more direct observations at more than the 4σ
level. Future observations of the CMB at high resolution in polarization, as well as of plenty of other
probes, will certaily shed new light on these issues, possibly confirming or refuting the need of a new
paradigm in the standard model of cosmology.
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Abstract
The tension between measurements of the Hubble constant from different cosmological probes has
been much debated in recent years. If it is not resolved by measurement errors, then it necessitates
new physics beyond the standard flat ΛCDM model. In order to assess the significance of the tension,
having independent probes of the Hubble constant is crucial. In this presentation, I describe various
late-Universe probes for measuring the Hubble constant: the cosmic distance ladder, megamasers,
standard sirens and strong lensing. Focussing on strongly lensed quasars and supernovae, I show
that they have the potential to deliver a 1% measurement of the Hubble constant in the upcoming
years.
1 Introduction
In the past decade, the so-called flat Λ cold dark matter (ΛCDM) cosmological model consisting of
dark energy (with density characterised by the cosmological constant Λ) and CDM in a spatially flat
Universe has emerged as the standard cosmological model. This model has provided excellent fits to
various cosmological observations, especially the temperature anisotropies in the cosmic microwave
background (CMB).
Despite the successes of the ΛCDM model, there is currently an intriguing tension in the measure-
ments of the Hubble constant (H0) from independent probes. In particular, the measurement from
observations of the CMB by [1] under the flat ΛCDM model is more than 4σ lower than the local mea-
surement from the Cepheid distance ladder by the “Supernovae,H0, for the Equation of State of Dark
Energy” (SH0ES) programme [2] . This tension, if not explained by yet unaccounted-for measurement
uncertainties, has great implications for cosmology, requiring new physics beyond the standard flat
ΛCDM model. By using a separate distance calibrator, the tip of the red giants (instead of Cepheids),
[3] measured H0 that is in between the values from [1] and [2] through the Carnegie-Chicago Hubble
Program (CCHP) [4]. There is ongoing debate about the method, e.g. [5, 6], and the results from
CCHP and SH0ES are not fully independent due to calibrating sources/data that are common among
the two distance ladders. This highlights the value of having independent probes for the Hubble
constant. In the following sections, we provide an overview of the various late-Universe probes of
the Hubble constant.
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2 Distance Ladder
The distance ladder has a long history in providing measurements of H0. In fact, the Hubble Space
Telescope (HST) Key Project was based on this method and yielded a measurement of H0 with 10%
uncertainty [7], resolving the multi-decade “factor-of-two” controversy in H0.
By measuring distances (d) to objects in the Hubble flow (with negligible peculiar velocities) and
their recessional velocities (v) via redshifts, H0 can be inferred through the Hubble-Lemaître law
v = H0d. However, direct distance measurements to such faraway objects are difficult to acquire.
Thus, a practical way is to measure absolute distances to nearby objects (through e.g. parallax), and
then use methods to measure relative distances (such as supernovae) to further away objects. This
builds a “ladder” to obtain distances to faraway object in the Hubble flow.
In the SH0ES programme, [2] used Milky Way parallax, detached eclipsing binaries (DEB) in the
Large Magellanic Cloud [8] and the maser galaxy NGC4258 to calibrate the Cepheid distance scale,
that are in turn calibrating the supernova distance scale. Using all three anchors (parallax, DEB and
NGC4258), [2] measured H0 = 74.03 ± 1.42 km s−1 Mpc−1.
In the CCHP, [3] calibrated the supernova distance scale using the tip of the red giant branch
instead of Cepheids, and measuredH0 = 69.8±0.8(±1.1% stat)±1.7(±2.4% sys) km s−1 Mpc−1. This
measurement is in between the discrepant Planck and SH0ES results, and is within 2σ of either one.
3 Megamasers
Water masers in orbit around supermassive black holes (SMBH) at centers of galaxies provide a geo-
metric approach for measuring H0. One could measure the velocity vr of the masers in orbit around
the SMBH (through observations of the Doppler shifts in the maser lines), and their angular posi-
tions θr from the central SMBH. In addition, observations of the change in velocities of the “systemic
masers” (which are the masers located in front of the SMBH for nearly edge-on maser disks), the
acceleration ar could be measured. This provides a determination of the physical size of the disk r,
since ar = v2r /r. This physical size could then be compared to the angular size, to derive the angu-
lar diameter distance to the maser: D = r/θr = v2r /(arθr). For disks that are not viewed edge-on,
there is an additional sin i factor in the numerator. Through the distance-redshift relation, the angular
diameter distance then provides a measurement of H0.
The Megamaser Cosmology Project (MCP) [9, 10] aims to determine H0 precisely via measure-
ments of geometric distances to galaxies in the Hubble flow. The Hubble constant based on the anal-
ysis of six megamaser galaxies in the MCP is H0 = 73.9 ± 3.0 km s−1 Mpc−1 [11], assuming a fixed
uncertainty for the velocities of 250 km s−1 due to peculiar motions. Peculiar motions of galaxies
are currently the dominant source of uncertainty in deriving H0 from the megamasers. Nonetheless,
different peculiar velocity corrections performed by [11] do not change H0 by more than 1σ.
4 Standard Sirens
GW170817 is the first gravitational wave (GW) source detected with electromagnetic (EM) counter-
part [12], providing the first opportunity to measure H0 through the “standard sirens” approach pro-
posed by [13]. The gravitational wave of GW170817 originates from the merger of a binary neutron-
star system. Through observations of the gravitational wave signal with the Advanced Laser In-
terferometer Gravitational-wave Observatory (LIGO) [14] and Virgo [15] detectors, the luminosity
distance to the binary system is determined. From the EM observations, the galaxy that hosted the
binary system is identified as NGC 4993. Optical observations of NGC4993 subsequently allow the
determination of the recessional velocity (incorporating peculiar motion of the galaxy). By combin-
ing the luminosity distance from the GW and the recessional velocity from the EM counterpart and
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using the Hubble-Lemaître law, [16] made the first measurement of H0 = 70+12−8 km s
−1 Mpc−1 from
this standard siren.
While the measurement is statistically consistent with both the SH0ES and Planck results given
its uncertainties, this very first measurement has started the era of standard sirens. The current un-
certainties in GW170817 are dominated by the unknown inclination of the binary orbit of the neutron
stars, since the inclination is highly degenerate with H0. Additional gravitational wave detectors in
the future would be able to constrain better the inclination. Furthermore, more sirens are expected
from future observations of GW sources, providing a completely independent route of measuringH0.
5 Strongly Lensed Quasars and Supernovae
Strong gravitational lensing occurs when there is a chance alignment of a massive object along the
line of sight to a background source. The foreground massive object acts like a lens, and deflects the
light rays from the background source such that multiple images of the background source appear
around the foreground lens galaxy. When the source is one that varies in its luminosity, such as an
activie galactic nucleus or supernova, the variability of the source manifests in each of the multiple
images but delayed in time due to the different light paths. [17] proposed to use such time delays to
measure H0. This requires (1) measurements of the time delays by monitoring the lens systems over
time, (2) model of the lens mass distribution, and (3) characterisation of mass distributions along the
line of sight to the background source.
The H0LiCOW collaboration [18] obtained exquisite imaging and spectroscopic observations of
lensed quasars with time delays from the COSMOGRAIL collaboration [19, 20] and radio monitoring
[21, 22]. Through the blind analyses of 6 strongly lensed quasars1 from the H0LiCOW and SHARP
collaborations [23, 24, 25, 26, 27, 28, 29], [30] measured H0 = 73.3+1.7−1.8 km s
−1 Mpc−1. The newly
formed TDCOSMO collaboration has performed a detailed investigations of systematic uncertainties
of 7 lensed quasars [31], including a seventh lens system analysed by the STRIDES collaboration [32]
in addition to the 6 H0LiCOW lenses. In contrast to [33], [31] finds no evidence of bias or errors larger
than the current statistical uncertainties reported by H0LiCOW/SHARP/STRIDES.
In addition to lensed quasars, the first lensed supernovae (envisioned by [17]) are being discovered
in recent years [34, 35]. Given the exciting prospects of discovering more lensed supernovae, [36]
have launched the HOLISMOKES programme to study cosmology and stellar physics with lensed
supernovae. With the hundreds of new lens systems expected from current and future surveys, a 1%
measurement of H0 from lensing time delays will be achievable [37, 38].
6 Conclusions
The current tension in the H0 measurements from Planck and the SH0ES collaborations poses an ex-
citing opportunity for potential discovery of new physics beyond the standard cosmological model.
In order to verify that the tension is not due to measurement errors, it is crucial to have multiple inde-
pendent probes. In this presentation, I have outlined four late-Universe methods that are promising
to yield independent measurements of H0 with uncertainties reaching 1% to address the H0 tension
in the coming years.
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Abstract
The ‘Hubble tension’ is a ∼ 5σ discrepancy – in the ΛCDM context – between the H0 value de-
rived from early- and late-universe observations. I discuss guidelines to resolving this long-standing
mystery, arguing that our best shot is through modification of the pre-recombination physics, right
around matter-radiation equality. I introduce a toy model dubbed ‘Early Dark Energy’ (EDE) in
which a frozen scalar-field contributing a fraction fEDE(zc) ∼ 10% of the energy density of the uni-
verse around zc ' 3500 and diluting as or faster than radiation afterwards can accomodate CMB,
Baryon Acoustic Oscillation (BAO), growth function (FS), Supernova Ia (SNIa) and the latest SH0ES
measurement ofH0. I discuss some potential challenges that this model is facing in light of the latest
weak lensing surveys, but argue that the level of tension between weak lensing surveys and Planck
within ΛCDM does not allow to make robust conclusions about the status of EDE. Future CMB and
LSS measurements will provide a definitive test to this scenario.
1 Introduction
In recent years, a strong mismatch between the prediction of the current expansion rate of the uni-
verse (known as Hubble constant) in the Λ cold dark matter (ΛCDM) model calibrated onto Planck
CMB data, and its direct measurement using low redshift data (i.e., the classical distance ladder)
[1, 2] has emerged. Originally, this “Hubble tension” was limited to the determination of the Hub-
ble constant using type Ia supernovae by the SH0ES collaboration, whose latest determination is
H0 = 74.03 ± 1.42 km/s/Mpc [3], while the prediction from the ΛCDM model inferred from Planck
CMB data is H0 = 67.4 ± 0.5 km/s/Mpc [4]. Tremendous progress have been made in measuring
H0 with alternative methods, such that nowadays there exist five other methods1 to measure H0 with
few percent accuracy. Remarkably, various averages over these measurements (excluding correlated
data) leads to H0 values that ranges from 72.8 ± 1.1 and 74.3 ± 1.0, in 4.5 to 6.3σ discrepancy with
the prediction from ΛCDM [1, 2]. A number of possible systematic effects affecting some of these
measurements have been discussed (see e.g. [11, 12, 13, 14, 15]), yet the existence of several vastly dif-
ferent methods – none of which giving a value of H0 smaller than ∼ 70 km/s/Mpc – have triggered
a wide range of theoretical activities to resolve the Hubble tension (see in particular [16] for a recent
review). This tension between different measurements of the Hubble constant could point to a major
failure of the ΛCDM scenario, and hence to a new cosmological paradigm: that would be a new and
unexpected breakthrough in cosmology.
1These include strong-lens time delays of quasars [5], Tip of the red giant branch from the ‘CCHP’ [6, 7] (and re-evaluation
by the SH0ES team [8]), SNIa calibrated on Miras (an alternative to Cepheids) [9], water masers (sources of microwave stimu-
lated emission) in four galaxies at great distances [10] and Surface Brightness Fluctuations of distant galaxies [1].
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There have been many attempts to find extensions of the standard cosmological model, ΛCDM,
which bring these estimates into agreement. However, theoretical explanations for the Hubble ten-
sion are not easy to come by. It has been found that the most promising solution lies in modifying
physics in the pre-recombination era (10000 > z > 1000) [16]. At first sight, given the precision mea-
surements of the CMB from Planck, this might appear to be even more constraining than the late-time
probes of the expansion rate. Excitingly, there are a few early-time resolutions which do not spoil the
fit to current CMB temperature measurements [17, 18, 19, 20, 21], sometimes even improving it over
ΛCDM.
In this talk, I show that a constant Early Dark Energy (EDE) component contributing a fraction
fEDE(zc) ∼ 10% of the energy density of the universe around zc ' 3500 and diluting as or faster than
radiation afterwards can resolve the Hubble tension. After introducing generic guidelines to resolv-
ing this tension, I introduce the EDE model and show through a MCMC analysis that incorporates
the latest CMB, BAO, SN1a and SH0ES data that this model can resolve the tension. I then discuss
some potential challenges that this model is facing in light of the latest weak lensing surveys, before
drawing my conclusions.
2 Guidelines to resolving the Hubble tension
CMB data do not provide an absolute measurement of H0. Rather, the value of H0 is inferred
within a given cosmological model from a measurement of the angular scale of sound horizon θs ≡
rs(z∗)/dA(z∗), where rs(z∗) is the sound horizon at recombination and dA(z∗) is the angular diameter
distance to recombination. The great challenge lies in that θs is nowadays measured at sub-percent-
level accuracy with the latest CMB data [4]. This suggests two main ways of resolving the Hubble
tension through new physics – based on the requirement to keep the key angular scale θs fixed –
usually called late- and early-universe solutions.
• The first way boils down to changing the redshift evolution of the angular diameter distance in
the late-universe, i.e. z < z∗, so as to force a higher H0, without changing dA(z∗) nor rs(z∗). To
that end, a large number of proposed scenarios invoked modification of the late-time dynamics
of dark matter and/or dark energy. This includes (but is not limited to) models of dynamical
dark energy [22], decaying dark matter [23] and interacting dark matter-dark energy [24]. Late-
time observables, especially BAO and luminosity-distance to SNIa, place severe limitations on
modifications to the late-time (0 ≤ z ≤ 2) expansion history [25, 26, 27, 28, 29, 30, 31, 32, 33, 34,
35, 36].
• The second way amounts in reducing rs(z∗) in the early-universe, which automatically requires
to reduce dA(z∗) by the same amount to keep θs fixed, that is most naturally done by increasing
the value of H0. This can be done through additional relativistic species from various sources
[32, ?], exotic recombination [37, 38, 21], a time-varying Newton constant [39, 40] or the pres-
ence of dark energy at early times [41, 17, 42, 43, 44, 19]. However, most of these models are
constrained by the details of the CMB acoustic peaks and in particular by the fact that the addi-
tional energy density lead to a different angular diffusion damping scale [16].
• A final, more subtle, way of resolving the H0 tension comes from the fact that the position of
the peaks receives an additional phase-shift from various effects, in particular from the gravita-
tional pulling of CMB photons out of the potential wells by free-streaming neutrinos [45, 46, 47].
Suppressing this phase-shift can change the value of θs deduced from a CMB power spectra
analysis and in turn significantly increase H0.
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3 Early Dark Energy resolution to the Hubble tension
The possible presence of a dark energy component before last-scattering has been studied for more
than a decade [48, 49]. These alternative cosmological realizations have little to do with that under
study here, as they typically assume tracking equation of state at early times. The idea of an anoma-
lous era of expansion triggered by a frozen scalar field as a resolution to the Hubble tension was intro-
duced in Ref. [41], where a background-only computation was shown to alleviate the Hubble tension.
However, it is the work of Ref. [17] that showed through a fluid approximation the key role played by
perturbations in the scalar field to allow for a resolution of the Hubble tension. Since this work, the
treatment of the EDE component has been improved [42, 43, 44], and augmented to deal with alterna-
tive potentials and better motivated underlying fundamental models [50, 42, 44, 51, 52, 53, 40, 19, 54].
In particular, it has been shown that Planck data not only provide a detection of the background
dynamics of the EDE component, but also severely restricts the dynamics of perturbations [44, 43].
As such, Planck data allows for pinning down directly properties of the EDE, making the choice of
model crucial. They favor either non-canonical kinetic term whereby the equation of state w is ap-
proximately equal to the effective sound speed c2s [44], or potential that flattens close to the initial
field value [43].
In this talk, I study the modified axion potential introduced in Refs. [55, 41, 56, 17, 43],
Vn(Θ) = m
2f2[1− cos(Θ)]n, (1)
wherem represent the axion mass, f the decay constant and Θ ≡ φ/f is a re-normalized field variable,
so that −π ≤ Θ ≤ π. It is assumed that the field always starts in slow-roll the background dynamics
and without loss of generality 0 ≤ Θi ≤ π.
This potential is a phenomenological generalization of the well motivated axion-like potential
(which can be recovered by setting n = 1) that arise generically in string theory [57, 58, 59, 60, 60].
Such a potential may be generated by higher-order instanton corrections [61], but taken at face val-
ues would suffer from a strong fine-tuning issues necessary to the cancelling of the lowest orders
instantons. Therefore, it should not be interpreted beyond a phenomenological description. Note
that similar forms of potential, with power law minima and flattened “wings" have been used in the
context of inflationary physics, as well as dark energy (see, e.g., Refs. [62, 63, 64]). Still, this form was
devised to allow for flexibility in the background dynamics after the field becomes dynamical, and
it also provides an excellent fit to both Planck and SH0ES data. It corresponds to the EDE scenario
that leads to the best combined χ2 of the cosmological data-sets under study (although the better
theoretically motivated model studied in Ref. [19, 54] seems to perform equally well).
Refer to Refs. [56, 43] for all necessary details about the model. The key features can be summa-
rized as follows: at early times the scalar field is frozen due to Hubble friction, until the Hubble rate
drops below its mass value; the field then starts moving in the potential, and eventually oscillating
around the minimum, at which point the energy density dilutes at a rate dictated by the asymptotic
equation of state w(n) = (n− 1)/(n+ 1) (e.g., Refs. [65, 66, 56]).
One can trade three out of the four model parameters {m, f, n,Θi} for phenomenological param-
eters: the first two of them describing the fractional energy density fEDE(zc) at the critical redshift
zc where the field becomes dynamical and the asymptotic equation of states after the field becomes
dynamical w(n) = (n − 1)/(n + 1), respectively; the last degree of freedom lies in the dynamics of
linear perturbations, whose phenomenology is captured by the effective sound speed c2s. However,
within the EDE scalar field scenario under study, such freedom is intrinsically encoded in the choice
of the initial field value2 Θi, once the other phenomenological parameters have been fixed.
To perform the analyses, the modified version of the Einstein-Boltzmann code CLASS [67, 68]
presented in Ref. [43] is used. The code is publicly available at https://github.com/PoulinV/
AxiCLASS (the latest version, used for this study, can be found in the “merge2.9” branch).
2In practice, it is the curvature of the potential, ∂2V (Θ)/∂2Θ, close to the initial field value Θi that dictates the last of
degree of freedom in the perturbation dynamics [56, 43].
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Figure 1: 2D posterior distribution of H0 vs {fEDE(zc), log10(zc), nEDE, ωcdm} reconstructed from the
analysis of Planck+BAO+SN1a+SH0ES data.
The results of a Markov-chain Monte Carlo (MCMC) taken from Ref. [43] and using the public
code MontePython-v33 [69, 70], interfaced with the modified version of CLASS, is shown in Fig. 1.
The analysis is performed with a Metropolis-Hasting algorithm, assuming flat priors on
{ωb, ωcdm, θs, As, ns, τreio, log10(zc), fEDE(zc),Θi, n}.
A shooting method to map a choice of {log10(zc), fEDE} to the theory parameters {m, f}was used[43].
We adopt the Planck collaboration convention and model free-streaming neutrinos as two massless
species and one massive with Mν = 0.06 eV [71]. The data set includes Planck 2015 high-` and low-`
TT,TE,EE and lensing likelihood [72]; the latest SH0ES measurement of the present-day Hubble rate
H0 = 74.03± 1.42 km/s/Mpc [3]; the isotropic BAO measurements from 6dFGS at z = 0.106 [25] and
from the MGS galaxy sample of SDSS at z = 0.15 [26]; the anisotropic BAO and the growth function
fσ8(z) measurements from the CMASS and LOWZ galaxy samples of BOSS DR12 at z = 0.38, 0.51,
and 0.61 [31]; the Pantheon4 supernovae dataset [73], which includes measurements of the luminosity
distances of 1048 SNe Ia in the redshift range 0.01 < z < 2.3. Chains are considered to be converged
using the Gelman-Rubin [74] criterion R− 1 < 0.1.
In the EDE cosmology, it is found that H0 = 71.5 ± 1.2 km/s/Mpc, with fEDE = 0.1 ± 0.03
and log10(zc) = 3.56
+0.05
−0.1 . For comparison, the same analysis within ΛCDM yields H0 = 68.4 ±
0.5. The ∆χ2min = χ
2
min(ΛCDM) − χ2min(EDE) = −20.33 strongly favors EDE over ΛCDM (even
when accounting for the extra degrees of freedom e.g. through a bayesian model comparison [17]).
However, it is worth noting that Planck itself only mildly favors EDE, with a ∆χ2min '= −6 and most
of the χ2min difference is driven by SH0ES. The inability of Planck to distinguish EDE from ΛCDM is
particularly visible in the CMB power spectra residual plot shown in fig. 2, where the two models are
basically indistinguishable given current error bars. However, as shown in Fig. 3, an experiment like
CMB-S4 [75] would be able to unambiguously detect the presence of EDE, regardless of the inclusion
of SH0ES measurement of H0 in the analysis.
As illustrated in the left panel of fig. 4, Planck polarization data also puts a strong constraint on
the initial field value Θi. This is because the shape of the potential close to the initial field value,
which flatten for a cosine (see the right panel of fig. 4) at high field value, plays a crucial role in the
dynamics of EDE perturbations. One can thus conclude that, the very accurate measurement of CMB
polarization data restricts not only the background dynamics but also that of perturbations. This was
also shown in a model independent way in Ref. [44] and for a different EDE model in Ref. [19].
Finally, one can see in Fig. 1, that the EDE cosmology has ωcdm = 0.1290 ± 0.0045, a significant
increase from the ΛCDM value ωcdm = 0.1175 ± 0.0012. This is due to the effect of the EDE pertur-
bations on the gravitational potential wells, which is compensated for by a higher ωcdm. This has
interesting (and potentially dramatic) consequences for the growth of structure- the predicted mat-
ter power spectrum shows somewhat more power than in ΛCDM, as attested by the higher value of
3https://github.com/brinckmann/montepython_public
4https://github.com/dscolnic/Pantheon
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Figure 2: Residual of the CMB power spectra between ΛCDM and the bestfit EDE cosmology. The
small differences, indistinguishable by Planck, can be measured by future experiment such as CMB-
S4 [75].
Figure 3: Posterior distributions of {log(10)(zc), fEDE(zc)} and H0, fEDE(zc)} reconstructed from a fit
to simulated Planck data and CMB-S4. The fiducial model has {H0 = 72 km/s/Mpc, fEDE(zc) =
0.115, log10(zc) = 3.53.}
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Figure 4: Left panel− 2D posterior distribution of fEDE vs Θi reconstructed from Planck TT data (red)
or TT+TE+EE data (blue), in combination with BAO, SN1a and SH0ES. Right panel− the potential as
a function of the field value. The shape of the potential close to the initial field value plays a crucial
role in the success of the solution, translating into a strong constraints on Θi.
S8 ≡ σ8(Ωm/0.3)0.5 = 0.840 ± 0.015 – where σ8 measures the amplitude of fluctuations in a sphere
of radius 8 Mpc/h – than in ΛCDM, S8 = 0.820 ± 0.012. This opens up the possibility of constrain-
ing EDE with weak lensing data measuring S8 to high accuracy, as done for instance in Ref. [76].
Indeed, a number of cosmic shear surveys (CFHTLenS [77], KiDS/Viking [78], DES [79], HSC [80])
have provided measurements of S8 which are systematically lower than the ΛCDM prediction. The
significance of this “S8 tension” oscillates between 2 and 4σ depending on the experiments, such that
the discrepancy cannot easily be attributed to a statistical fluke. In Ref. [76], it was for instance shown
that the joint KiDS+Viking+DES data can constrain fEDE < 0.057 at 95% C.L.. However, the appar-
ent constraining power on EDE is entirely driven by a ∼ 3σ statistical inconsistency that is already
present between joint KiDS+Viking+DES data [81] and the ΛCDM model inferred from Planck data,
which makes it hard to properly interpret constraints to beyond-ΛCDM models when using these
data.
4 Conclusions
I have presented an early-dark energy model able to resolve the 4− 6σ discrepancy between the pre-
diction of Hubble constant in the Λ cold dark matter (ΛCDM) model calibrated onto Planck CMB
data, and its direct measurement using a variety of low redshift data. In this model, it is found that a
maximal fraction of early dark energy fEDE = 0.1± 0.03 at the redshift log10(zc) = 3.56+0.05−0.1 allows to
reach H0 = 71.5±1.2 km/s/Mpc. Taken at face value, this model suffers from a coincidence problem
as the fluid needs to become dynamical around a key era of the universe. This is not without remind-
ing the standard coincidence problem of DE that such models were originally introduced to resolve.
However, this coincidence might be the sign of a very specific dynamics to be uncovered; in fact there
exist models in which the field becomes dynamical precisely around matter-radiation equality, either
because of a phase-transition triggered by some other process (e.g. the neutrino mass becoming of
the order of the neutrino bath temperature [51] or the dynamics of a trigger field [19]) or because of
a non-minimal coupling to the Ricci curvature [82]. An important follow-up to these studies will be
to see whether the new ACT data [83], compatible with Planck (although see Ref. [84]), support – or
restrict – the EDE resolution to the Hubble tension. Looking forward, future CMB experiment (such
as Simons Observatory [71] and CMB-S4 [75]) and LSS data (from Euclid [85], LSST [86], JWST and
DESI [87]) will be crucial in testing prediction of the EDE cosmology (and its potential extensions)
[43, 88] and firmly confirm – or exclude – the presence of EDE.
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Abstract
We provide a novel cosmological analysis of galaxy clusters detected through the thermal Sunyaev-
Zeldovich (tSZ) effect. We perform the first combination of tSZ cluster counts and power spectrum
and we show how to solve the tension with CMB primary anisotropies on the σ8 parameter. We
highlight that the combination of tSZ cluster counts and power spectrum is fundamental to con-
strain extensions to the ΛCDM scenario. We focus on the problem of the cluster mass calibration,
as the main source of systematic uncertainties in current cluster cosmology. We show the need of
a proper mass and redshift evolution in the model for the scaling relations, in order to correctly
take into account the interplay between astrophysics and cosmology in the cluster formation and
evolution.
1 Introduction
Galaxy clusters are the largest structures gravitationally bound in the Universe and are associated
with peaks in the matter density field on megaparsec scales. The abundance of clusters provides con-
straints on cosmological parameters, in particular on the total matter density Ωm and the amplitude
of the matter power spectrum, described by the σ8 parameter.
Galaxy clusters can be observed at different wavelengths. In this analysis, we focus on clusters
detected in the mm-wavelengths, through the thermal Sunyaev-Zeldovich (tSZ) effect [1], which is the
inverse Compton scattering between photons of the cosmic microwave background (CMB hereafter)
radiation and hot electrons in the intra-cluster medium. We make use of observations of the Planck
satellite [2, 3, 4]. In particular, we perform the first cosmological analysis of the combination of galaxy
cluster number counts and angular power spectrum of warm-hot gas seen with tSZ. We compare
our results with cosmological constraints inferred from CMB measured by the Planck satellite [5, 6],
discussing the discrepancy in the results between the different observables.
In extracting cosmological information from galaxy clusters, a key issue is related to the evalua-
tion of the total cluster mass, through the calibration of the scaling relations. In particular, for tSZ
observations the main uncertainty is related to the calibration of the mass bias (1− b), i.e. the relation
between the mass evaluated assuming hydrostatic equilibrium and the real mass of the cluster. In
this analysis, we also focus on the impact of a mass and redshift evolution for the mass bias on the
cosmological parameters inferred from galaxy clusters. The results presented here are based on [7, 8].
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2 Method
We perform the first combination of tSZ number counts (NCtSZ) and power spectrum (CtSZ` ). Since
these two probes show different dependencies on cosmological and scaling relation parameters (NCtSZ
∝ σ98 Ω3m (1 − b)3.6 and CtSZ` ∝ σ8.18 Ω3.2m (1 − b)3.2 as described in [7]]), the combination of the two is
useful in reducing the impact of systematic uncertainties and improve the understanding of the na-
ture of the tension with CMB data. We consider the cluster sample provided by [2, 3], consisting of 439
clusters in the redshift range z = [0, 1]. For the power spectrum, we use Planck results from [4] and
an estimate of the angular power spectrum from SPT at ` = 3000 [9]. In performing this combination,
we follow the analysis shown in [10] and neglect any correlation between the two probes. In building
the tSZ cluster likelihood, we adopt the same baseline as in [3]. In detail, for the calibration of the
mass bias we consider at first a constant value, i.e. the prior from the Canadian Cluster Comparison
Project (CCCP) analysis [11], (1− b) = 0.780± 0.092. We then adopt the following mass and redshift
evolution
(1− b)var(M, z) = (1− B) ·
(
M
M∗
)αb
·
(
1 + z
1 + z∗
)βb
, (1)
where (1 − B) is an amplitude, M∗ = 4.82 · 1014M is the mean mass value of the Planck cluster
sample and z∗ = 0.22 is the median value of the cluster catalog that we are considering. For this new
formulation, we consider the different calibrations reported in Table 1, applied at the given (M, z).
Since tSZ number counts and power spectrum are not able to constrain the full set of cosmological
parameters alone, we also added baryonic acoustic oscillations (BAO hereafter) measurements from
[12]. Finally, we consider also the new value of the optical depth released in [13], i.e. τ = 0.055±0.009.
(1− b)var(M, z) M z
WtG [14] 0.688± 0.072 13.08 1014M 0.31
CCCP [11] 0.780± 0.092 14.83 1014h−1M 0.246
BIFFI [15] 0.877± 0.015 10.53 1014M 0
Table 1: Mass bias calibrations for different analysis, with the corresponding mass and redshift pivot.
3 Results
We first analyse the case with a constant value for the mass bias. In the ΛCDM scenario, the funda-
mental result is that the discrepancy on the σ8 parameter between tSZ number counts and CMB is
reduced from almost 2.4σ in [3] to 1.5σ. This is mainly due to the shift in the CMB results because
of the new value of the optical depth. When combining tSZ number counts and power spectrum,
we obtain a small improvement in the constraining power, within 10% on individual error bars, with
results being driven by tSZ counts. The results are reported in Table 2, upper panel.
We then consider extensions to the standard cosmological model. The most interesting results are
obtained when varying the total mass of neutrinos. Results are reported in Table 2, lower panel, and
in Figure 1 we show the two-dimensional probability distributions in the (σ8,
∑
mν) parameter plane.
In this case, the addition of tSZ power spectrum helps in substantially improving the constraints from
number counts, in particular on the mass of neutrinos. When comparing with CMB results, we see
that the discrepancy is completely solved, mainly because of the enlargement in the constraints from
CMB primary anisotropies along the (Ωm, σ8) degeneracy line.
We stress that, even if in general the discrepancy between tSZ observables and CMB is reduced,
when combining them we still find a value of the mass bias, as reported in Table 2, that is lower than
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NCtSZ + BAO CtSZ` + NC
tSZ + BAO CMB CMB + CtSZ` + NC
tSZ + BAO
Ωm 0.314
+0.020
−0.024 0.322
+0.020
−0.022 0.321
+0.012
−0.014 0.311± 0.007
σ8 0.768
+0.028
−0.035 0.762
+0.027
−0.034 0.817± 0.010 0.810± 0.008
(1− b) 0.754± 0.093 0.755± 0.091 - 0.646+0.034−0.039
Ωm 0.337
+0.027
−0.031 0.335
+0.023
−0.024 0.353
+0.020
−0.037 0.315± 0.008
σ8 0.728
+0.032
−0.038 0.737
+0.028
−0.037 0.772
+0.049
−0.024 0.792
+0.020
−0.013
(1− b) 0.749± 0.091 0.741± 0.089 - 0.673+0.037−0.047∑
mν < 2.84 eV < 1.88 eV < 0.68 eV < 0.23 eV
Table 2: 68% confidence level constraints for cosmological and scaling relation parameters. Upper
panel: ΛCDM scenario. Lower panel: Varying neutrino mass scenario. For the
∑
mν parameter we
report the 95% upper limit.
Figure 1: Two-dimensional probability distributions for (σ8,
∑
mν) for varying neutrino mass sce-
nario. We report results for number counts (orange), the combination of number counts and power
spectrum (green); we add also CMB data (blue) and we show results for CMB alone (red).
what is obtained from numerical simulations and weak lensing observations, see e.g. a collection of
results in [7].
In order to further understand the remaining discrepancy on the mass bias between tSZ probes
and CMB, we analyse results when adding the mass and redshift evolution reported in Eq. 1.
We start analysing the results when considering only the tSZ probes. For this dataset combination,
we find a hint for the redshift evolution of the mass bias, with βb > 0. This implies that the total mass
bias is increasing with redshift, as shown in Figure 2, left panel. In this case, the addition of the
tSZ power spectrum is not improving the constraining power. These results are reported in Table 3,
upper panel. When performing the full combination of tSZ probes with CMB primary anisotropies,
results are consistent with the standard scenario discussed above: we find no evidence for any mass
or redshift variation for the mass bias, with (1− b)var ∼ 0.6.
In order to further understand the increasing trend of the mass bias when analysing the tSZ
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probes, we perform a series of consistency tests. For the tests, we focus only on the analysis of cluster
number counts NCtSZ, but we check that we obtain consistent results when considering also the tSZ
power spectrum. We first compare the impact of the different mass bias calibrations reported in Table
1. In this case, independently of the choice of the calibration (and therefore of the mass and redshift
pivot), we always find the same hint for redshift evolution, with βb > 0. The results are shown in Ta-
ble 3, middle-upper panel. We then analyse a discrete redshift dependence for the mass bias, dividing
the redshift range z = [0, 1] in three bins, bin 1: z = [0, 0.2], bin 2: z = [0.2, 0.5], bin 3: z = [0.5, 1.0].
The results are reported in Table 3, lower panel. Also in this case, we find a clear hint for a redshift
evolution of the mass bias, with the value in the first bin, (1− b)1, being lower than the ones obtained
in the second and third bin, (1− b)2 and (1− b)3.
As a final check, we test the stability of our results against selection effects. In particular, we
analyse the mass and redshift evolution of the mass bias on a subsample of the total cluster catalog,
considering only the redshift range z = [0.2, 1.0]. For this final case, we find that selecting a subsample
of clusters changes the results with respect to the previous analysis: we do not find any evidence for
a redshift evolution of the mass bias, with the βb parameter being fully consistent with 0. The results
are reported in Table 3, middle-lower panel and in the right panel of Figure 2, where we label the total
cluster sample as "PSZ2 cosmo" and the subsample as "PSZ2 C". We stress therefore that our results
are fully dependent on the selection of the cluster sample that we are considering.
Dataset Ωm σ8 (1− B) αb βb
CtSZ` + NC
tSZ + BAO + (1− B) + αb + βb 0.380+0.048−0.032 0.751
+0.024
−0.032 0.63± 0.10 0.141
+0.083
−0.092 0.20
+0.20
−0.16
CtSZ` + NC
tSZ + CMB + (1− B) + αb + βb 0.316± 0.009 0.812± 0.008 0.614+0.045−0.052 0.017
+0.064
−0.085 0
+0.14
−0.13
CCCP: NCtSZ + BAO + (1− B) + αb + βb 0.374+0.065−0.035 0.752
+0.033
−0.040 0.66
+0.10
−0.14 0.10± 0.10 0.24
+0.24
−0.18
WtG: NCtSZ + BAO + (1− B) + αb + βb 0.385+0.060−0.032 0.765
+0.026
−0.035 0.597
+0.077
−0.094 0.11± 0.10 0.26
+0.23
−0.17
BIFFI: NCtSZ + BAO + (1− B) + αb + βb 0.362+0.044−0.023 0.699
+0.020
−0.033 0.845± 0.063 0.11
+0.08
−0.10 0.27
+0.22
−0.17
z = [0.2, 1.0]: NCtSZ + BAO + (1− B) + αb + βb 0.378+0.048−0.036 0.740
+0.034
−0.044 0.74
+0.12
−0.15 0.04± 0.10 −0.09
+0.23
−0.17
Dataset Ωm σ8 (1− b)1 (1− b)2 (1− b)3
z bins: NCtSZ + BAO + (1− b)i 0.371+0.028−0.034 0.733
+0.028
−0.037 0.655± 0.078 0.775± 0.092 0.751± 0.095
Table 3: 68% confidence level constraints for cosmological and scaling relation parameters. Upper
panel: Full analysis. Middle-upper panel: Comparison between different mass bias calibrations. Middle-
lower panel: Cluster subsample in z = [0.2, 1.0]. Lower panel: Analysis with redshift bins.
4 Conclusions
We perform a novel cosmological analysis of the tSZ signal detected by the Planck satellite. We
provide the first combination of tSZ cluster counts and power spectrum, solving the tension with
CMB primary anisotropies on the σ8 parameter. Furthermore, we analyse the remaining discrepancy
on the evaluation of the total cluster mass, quantified through different constraints on the mass bias
parameter (1 − b). We find hint for a redshift evolution of the mass bias, even though these results
depend on the considered cluster sample. This analysis highlights the impact of mass calibration in
cluster cosmology and the necessity to provide mass evaluation on large and representative cluster
samples.
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Figure 2: Redshift variation of (1 − b)var at fixed values of mass. Left panel: We show results for the
combinations CtSZ` + NC
tSZ + BAO + (1 − B) + αb + βb (labelled as "tSZ + BAO", green and blue)
and CtSZ` + NC
tSZ + CMB + (1 − B) + αb + βb (labelled as "tSZ+CMB", red and magenta). Right
panel: We show results for the combination NCtSZ + BAO + (1 − B) + αb + βb for the total cluster
sample (labelled as "PSZ2 cosmo", green and yellow) and for the subsample in z = [0.2, 1.0] (labelled
as "PSZ2 C", red and blue).
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Abstract
New generation of photometric galaxy surveys are mapping large volumes of the Universe, mea-
suring the angular positions and shapes of hundreds of millions (or billions) of galaxies. This will
allow cosmological measurements with an unprecedented level of precision, leading to a consider-
able step forward in our understanding of cosmology and particularly of the nature of dark energy.
In this perspective, here will be present two different aspects of the cosmological results obtained
by the Dark Energy Survey (DES) first year of observation. More specifically we present the results
coming form combination lensing of galaxies statistics and galaxy clustering information. In a sec-
ond part we will exposed the correlations of DES observations that can be measured using external
probes and more specifically the imprint of cosmic voids on the lensing measurement of the cosmic
microwave background (CMB).
1 Introduction
The Dark Energy Survey ([1]) is a photometric galaxy survey, that has for main objective to under-
stand the physics behind the accelerating expansion of our universe. After 6 years of observations
(2013-2019) DES have observed about 300 million of galaxies in and area of about 5000 sq. deg. of
the southern sky through 5 photometric filters (grizY) with a nominal limiting magnitude iAB'24.
We will focus on the main cosmological constrained perform by the DES collaboration using the data
collected after the first year of observations DESY1 which are covering about 1300 square degree sur-
vey area. More specifically we will start in section 2 to present the results obtained combining both
gravitational lensing and galaxy clustering. We will then follow in section 3 by presenting a specific
example of possible correlation of DESY1 observations with external observation, namely the imprint
of cosmic voids with the lensing signal extracted from the Planck CMB observations.
2 First cosmological results with the Dark Energy first year of oberser-
vation (DESY1)
2.1 Methodology and samples
As mentioned above, the first analysis of the DESY1 galaxy samples have allowed the collaboration
to provide cosmological constraints using a combination of various probes. Here will be presented
the first cosmological results from the first year of observation using and combining three different
two-point statistic signal (3X2pt analysis) :
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• Galaxy clustering : correlation signal of galaxy positions as a function of their angular separa-
tion (∝ b2σ28) [2],
• Cosmic shear : correlations between galaxy shapes as a function of their angular separation
(∝ Ω2mσ28) [3],
• Galaxy-galaxy lensing : correlations between the shape of background galaxy (source galaxies)
with the position of foreground ones (lenses) as a function of their angular separation (∝ bΩmσ28)
[4].
In order to proceed to the analysis, one had to in one hand define optimal galaxy catalog and on the
other hand measure with the highest precision possible galaxy property such as galaxy 3D position
and galaxy shape. To be more robust, two different approaches have been used to evaluate the shape
of the DESY1 galaxy sample the (METACALIBRATION ([5, 6]) and IM3SHAPE ([7])) catalog. While
for clustering statistics the redMaGiCcode identified red luminous galaxies (LRG) with high-quality
photometric redshift. that have been measured using treecorr [?] in 20 log-spaced bins of angular
separation 2.5
′<θ<250
′
.
While cosmic shear measurements, can be used alone to infer cosmological constraints, galaxy
clustering and galaxy-galaxy lensing will have to be combined to break the degeneracy due to their
dependance on galaxy bias.
2.2 Results
Cosmic shear being mostly sensitive to the clustering amplitude (S8 parameter) and the matter pa-
rameter (Ωm), it is possible to make an estimation of these parameter marginalizing over the other
ones. The results obtained in [3], are, for ΛCDM : σ8(Ωm/0.3)0.5 = 0.782+0.027−0.027 and Ωm = 0.260
+0.065
−0.037
at 68 % C.L. These values have improved by a factor of three the results obtained in the cosmic shear
measurement of previous science DES science verification measurement. The main results of the
combined analysis described above are shown in Figure (1). In the left panel of the figure we can
see the comparison of the results obtained weather one combines the different probes or not. As it
can be seen in the figure, the results here are showing a good agreement between clustering statistics
and lensing statistics in cosmological parameter inference. Moreover, the combination of the three
different probes shows to improve our constraints on cosmological parameters. The main constraints
obtained by combining the three two-point statistics are for ΛCDM : σ8(Ωm/0.3)0.5 = 0.783+0.021−0.025
and Ωm = 0.264+0.032−0.019 at 68 % C.L. On the other hand, the right panel of the figure shows the 68%
confidence levels of S8 and Ωm in the ΛCDM parametrization for DESY1 alone and combined to ex-
ternal datasets. Thus one can see that first cosmological analysis made by DESY1 studying large scale
structures at low redshift are in fair agreement with the CMB measurements at z = 1100 and second
that the DESY1 analysis is actually reaching a level where the accuracy of cosmological parameter
estimation is competitive with the one inferred by CMB experiments.
3 Correlation of the DESY1 underdensed regions with the CMB
lensing signal
Similarly to galaxy shape distortions due to the foreground matter field in cosmic shear analysis,
one expects the light coming from the cosmic microwave background (CMB) towards us to be also
lensed by the large structures it crosses aloneg its path. Correlations is then expected between the
foreground structures of our universe and the CMB radiation. In [9], using a stacking methodology,
we developed a methodology to optimize and evaluate the imprint of cosmic voids, these large (∼
tens of Mpc/h) underdensed region of the cosmic web, identified in the DESY1 observed galaxy in
the reconstructed CMB lensing map provide by the Planck collaboration.
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15
parameters. So the appropriate Bayes factor for judging con-
sistency of two datasets, D1 and D2, is
R =
P
⇣
~D1, ~D2|M
⌘
P
⇣
~D1|M
⌘
P
⇣
~D2|M
⌘ (V.3)
where M is the model, e.g., ⇤CDM or wCDM. The numerator
is the evidence for both datasets when model M is fit to both
datasets simultaneously. The denominator is the evidence for
both datasets when model M is fit to both datasets individu-
ally, and therefore each dataset determines its own parameter
posteriors.
Before the data were unblinded, we decided that we would
combine results from these two sets of two-point functions if
the Bayes factor defined in Eq. (V.3) did not suggest strong
evidence for inconsistency. According to the Jeffreys scale,
our condition to combine is therefore that R > 0.1 (since
R < 0.1 would imply strong evidence for inconsistency). We
find a Bayes factor of R = 583, an indication that DES Y1
cosmic shear and galaxy clustering plus galaxy–galaxy lens-
ing are consistent with one another in the context of ⇤CDM.
The DES Y1 data were thus validated as internally con-
sistent and robust to our assumptions before we gained any
knowledge of the cosmological parameter values that they im-
ply. Any comparisons to external data were, of course, made
after the data were unblinded.
VI. DES Y1 RESULTS: PARAMETER CONSTRAINTS
A. ⇤CDM
We first consider the ⇤CDM model with six cosmological
parameters. The DES data are most sensitive to two cosmo-
logical parameters, ⌦m and S8 as defined in Eq. (IV.7), so for
the most part we focus on constraints on these parameters.
Given the demonstrated consistency of cosmic shear with
clustering plus galaxy–galaxy lensing in the context of ⇤CDM
as noted above, we proceed to combine the constraints from
all three probes. Figure 5 shows the constraints on ⌦m and
 8 (bottom panel), and on ⌦m and the less degenerate param-
eter S8 (top panel). Constraints from cosmic shear, galaxy
clustering + galaxy–galaxy lensing, and their combination are
shown in these two-dimensional subspaces after marginaliz-
ing over the 24 other parameters. The combined results lead
to constraints
⌦m = 0.267
+0.030
 0.017
S8 = 0.773
+0.026
 0.020
 8 = 0.817
+0.045
 0.056. (VI.1)
The value of ⌦m is consistent with the value inferred from
either cosmic shear or clustering plus galaxy–galaxy lensing
separately. We present the resulting marginalized constraints
on the cosmological parameters in the top rows of Table II.
The results shown in Figure 5, along with previous anal-
yses such as that using KiDS + GAMA data [67], are an
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FIG. 5. ⇤CDM constraints from DES Y1 on ⌦m, 8, and S8
from cosmic shear (green), redMaGiC galaxy clustering plus galaxy–
galaxy lensing (red), and their combination (blue). Here, and in all
such 2D plots below, the two sets of contours depict the 68% and
95% confidence levels.
important step forward in the capability of combined probes
from optical surveys to constrain cosmological parameters.
These combined constraints transform what has, for the past
decade, been a one-dimensional constraint on S8 (which ap-
pears banana-shaped in the ⌦m    8 plane) into tight con-
straints on both of these important cosmological parameters.
Figure 6 shows the DES Y1 constraints on S8 and ⌦m along
with some previous results and in combination with exter-
nal data sets, as will be discussed below. The sizes of these
parameter error bars from the combined DES Y1 probes are
comparable to those from the CMB obtained by Planck.
In addition to the cosmological parameters, these probes
constrain important astrophysical parameters. The intrinsic
alignment (IA) signal is modeled to scale as AIA(1 + z)⌘IA ;
while the data do not constrain the power law well (⌘IA =
 0.7 ± 2.2), they are sensitive to the amplitude of the signal:
AIA = 0.44
+0.38
 0.28 (95% CL). (VI.2)
Further strengthening evidence from the recent combined
probes analysis of KiDS [67, 68], this result is the strongest
evidence to date of IA in a broadly inclusive galaxy sam-
ple; previously, significant IA measurements have come from
selections of massive elliptical galaxies, usually with spec-
troscopic redshifts (e.g. [140]). The ability of DES data to
produce such a result without spectroscopic redshifts demon-
strates the power of this combined analysis and emphasizes
the importance of modeling IA in the pursuit of accurate cos-
mology from weak lensing. We are able to rule out AIA = 0
at 99.76% CL with DES alone and at 99.90% CL with the full
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FIG. 10. ⇤CDM constraints from the three combined probes in DES
Y1 (blue), Planck with no lensing (green), and their combination
(red). The agreement between DES and Planck can be quantified via
the Bayes factor, which indicates that in the full, multi-dimensional
parameter space, the two data sets are consistent (see text).
by the same set of N model parameters (the null hypothesis),
to the hypothesis that they are each allowed an independent set
of the N model parameters (the alternative hypothesis). The
alternative hypothesis is naturally penalized in the Bayes fac-
tor since the model requires an extra N parameters. We also
test an alternative hypothesis where only ⌦m and As are al-
lowed to be constrained independently by the two datasets; in
this case we are introducing only two extra parameters with re-
spect to the null hypothesis. For this case, we find R = 0.47,
which again indicates that there is no evidence for inconsis-
tency between the datasets.
We therefore combine the two data sets, resulting in the red
contours in Figure 10. This quantitative conclusion that the
high– and low– redshift data sets are consistent can even be
gleaned by viewing Figure 10 in a slightly different way: if
the true parameters lie within the red contours, it is not un-
likely for two independent experiments to return the blue and
green contour regions.
Figure 11 takes the high-z vs. low-z comparison a step fur-
ther by combining DES Y1 with results from BAO experi-
ments and Type Ia supernovae. While these even tighter low-
redshift constraints continue to favor slightly lower values of
⌦m and S8 than Planck, the Bayes factor is 0.6, which neither
favors nor disfavors the hypothesis that the two sets of data,
DES Y1+BAO+JLA on one hand and Planck on the other, are
described by the same set of cosmological parameters.
The goal of this subsection is to test the ⇤CDM prediction
for clustering in DES, so we defer the issue of parameter de-
termination to the next subsections. However, there is one
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FIG. 11. ⇤CDM constraints from high redshift (Planck,
without lensing) and multiple low redshift experiments (DES
Y1+BAO+JLA), see text for references.
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FIG. 12. ⇤CDM constraints from Planck with no lensing (green),
DES Y1 (blue) and the two combined (red) in the ⌦m, h plane.
The positions of the acoustic peaks in the CMB constrain ⌦mh3 ex-
tremely well, and the DES determination of ⌦m breaks the degen-
eracy, leading to a larger value of h than inferred from Planck only
(see Table II).
Figure 1: Left panel: constraints from DESY1 on Ωm, σ8 and S8 from cosmic shear (green), red-
MaGiCgalaxy clustering plus galaxy– galaxy lensing (red), and their combination (blue). Here, and
in all such 2D plots below, the two sets of contours depict the 68% and 95% confidence levels. Right
panel : ΛCDM constraints from the three combined probes in DES Y1 (blue), Planck with no lensing
(green), and their combination (red). The gr ment between DES and Planck can be quantified via
the Bayes factor, which indicates that in the full, multi-dimensional parameter spac , the two data
sets are consiste t. (Figures from [8])
3.1 Methodology
In order to be less affected by photo t ic redshift bias that is known to be source of error in the void
finding procedure, we have identified underdensed region of the DESY1 catalog in the high-precision
photometric redshift redMaGiCluminous red galaxy sample.[10]. We have identified cosmic void in
the DESY1 redMaGiCsample using the 2D void finder presente i [11]. The v id finder is identifying
voids in the following way: (1) Divide the sample in redshift slices 100Mpc/h slices are shown to be
a good compromise considering redMaGiCredshift accuracy, (2) Compute the density field for each
slice by counting the galaxy number in each pixel and smoothing the field with a Gaussian with a
predefined smoothing scale, (3) Select the most underdense pixel and grow around it the void until it
reaches the mean density, (4) Save the void, erase it from the density map and iterate the process with
the following underdense pixel. The finder have be n run two different redM GiCcatalogs, probing
different smoothing parameter for the void finder (σ = 10Mpc/h and σ = 20Mpc/h) in both DESY1
observed galaxies, and MICE ([12, 13, 14]) simulated gal xies. In order t be more compl te, we have
also considered a different definition of voids to probe the effect on the CMB lensing signal, the 3
dimensional voids identified with the VIDE toolkit ([15]).
To detect the imprint of cosmic voids in the CMB lensing maps, we have used a stacking methodol-
ogy which consist in cutting out patches of the smoothed CMB map (different smoothing kernel have
been probe) centered at superstructure position using healpixmaps ([16]), re-scale the patches given
the angular size of the structure, stack all patches and finally measure the average signal in different
concentric radius bins around the center.
3.2 Results
Along the analysis, we observed good agreement between the simulated MICE ΛCDM results and
the our observations. As a measure of the signal-to-noise (S/N) of simulated and observed signals
given the measurement errors and their covariance, we aim to constrain an amplitude A (and its error
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σA) as a ratio of DES Y1 and MICE signals using the full profile up to R/Rv = 5 in 16 radial bins. We
expect A = 1 if the DESY1 and MICE ΛCDM results are in close agreement and we aim to test this
hypothesis. In order to estimate the value of A, we have followed the statistic :
χ2 =
∑
ij
(κDESi −AκMICEi )C−1ij (κDESj −AκMICEj ) (1)
where κi is the mean lensing signal in the radius bin i, andC is the covariance matrix computed using
the variance of the lensing signal measured by rotating randomly 500 times the MICE lensing map to
which we have add a Planck-like noise.
The final results of the detection level achieved for each void sample and the three different
smoothing approaches studied can be seen in Fig.(2), from the figure, we can see that we robustly
detected imprints at the 3σ significance level with most of our analysis choices, reaching S/N ≈ 4 in
the best predicted measurement configurations using DES Y1 high luminosity redMaGiCdata.
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Figure 2: Measurement significance in the form of A/σA. The conservative VIDE sample also pro-
vides useful consistency tests in agreement with our 2D analyses. The dashed horizontal lines mark
the mean of the DES Y1 (dark) and the MICE (light) significances with values 3.03 and 3.39, respec-
tively
4 Conclusions
In this presentation, have been presented first the main cosmological results inferred from the DESY1
galaxy catalog, using the three different 2-point statistics probes after one year of observations. The
Dark Energy survey has now collected 6 years of data and we saw its abilities after this first observa-
tion year, to be competitive in cosmological inference, more in particular, it has been shown that by
combining different probes, DES have been able for the first time after one year of observation to infer
cosmological parameter constraints at the level of accuracy of CMB experiments. So far, no significant
deviations from the ΛCDM model have been found. In the future months, the Dark Energy Survey
will present the analysis coming from the second and third year of observation, during this period
DES has already covered the full expected final area (up to a given magnitude). The analysis will thus
be realised in an area more than three times larger than the DESY1.
In a second part, we have shown that we have now entering the era where large and precise
sample will allow us to use cosmic voids as cosmological probe. We robustly detected imprints at
the 3σ significance level with most of our analysis choices, reaching S/N ≈ 4 in the best predicted
measurement configurations using DES Y1 high luminosity redMaGiCdata. Our goal for the future
is to create a bigger catalogue of voids, and potentially superclusters, using galaxy catalogues from
three years of observed DES data (DES Y3). These presumably more accurate future detections with
more voids will most probably allow cosmological parameter constraints
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Abstract
The underground and cryogenic gravitational-wave telescope, KAGRA, had its first observation
run in the spring of 2020. The KAGRA is based on a complex laser interferometer with a number
of signal enhancement techniques and state-of-the-art noise reduction technologies to detect grav-
itational wave signals. The first formal observation was performed from February 25 to March 10,
2020, and its first joint observation with the gravitational-wave detector GEO600 was performed
from April 7–21, 2020, which is called O3GK. This article reviews the status of the KAGRA detector
in O3GK.
1 Introduction
Gravitational-wave (GW) astronomy commenced with the discovery of a binary black-hole merger
detected by Advanced LIGO (aLIGO) in 2015 in their first scientific observation run, O1 [1]. In 2017,
the Advanced VIRGO (aVIRGO) detector in Europe joined the second operation of aLIGO (O2), and
the detector network discovered a neutron-star merger [2]. Using the three detectors (two aLIGO
detectors and one aVIRGO detector), the angular resolution of the signal direction in the sky (sky
localization) was sufficiently improved for other types of telescopes to observe and discover corre-
sponding object [3]. This initiated multi-messenger astrophysics where various science cases have
been developed [4]. The Kamioka Gravitational Wave Detector (KAGRA) is the first underground
and cryogenic GW detector built in Gifu, Japan. Adding a fourth detector to the network can im-
prove sky localization further and the duty factor to enhance discovery in fundamental physics and
astrophysics [5]. In addition, KAGRA is a pioneer in detector technologies with unique underground
and cryogenic features.
2 KAGRA Project
The KAGRA project is an international scientific collaboration for GW science and astrophysics. As of
August 2020, it consists of 130 groups with more than 400 members from 14 regions. The co-host in-
stitutions are the University of Tokyo, National Astronomical Observatory of Japan, and High Energy
Accelerator Research Organization. The KAGRA project started in 2010 with funds from the Japanese
funding agency. The excavation of the KAGRA tunnel started in May 2012 in Ikenoyama Mountain,
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Figure 1: Image of the KAGRA underground site in Gifu prefecture, Japan. Although Ikenoyama
Mountain was a heavy metal mining site, it is currently used for conducting several underground
experiments related to fundamental physics. The KAGRA tunnels were newly excavated for the
KAGRA experiment. Each tunnel has an L-shaped structure with a length of 3 km. Photo courtesy:
KAGRA Observatory, ICRR, The University of Tokyo.
where underground experiment facilities, such as Super-Kamiokande, are located. After the com-
pletion of the excavation in early 2014, essential infrastructure such as power lines, network lines,
clean booths, and vacuum enclosures were installed. While large-scale principal instruments, such as
sapphire mirrors, large suspensions, and cryogenic instruments (see Sec. 3), were being installed and
assembled in the tunnel, two engineering operations using temporary detector configurations were
performed as project milestones in April 2016 (iKAGRA operation) [6] and April 2018 (bKAGRA
phase-1 operation). In the bKAGRA phase-1 operation, cryogenic technology and the performance
of the large vibration isolation systems of KAGRA were demonstrated [7]. In the summer of 2019,
the major installation of the instruments was completed. Expeditiously, the commissioning of the
detector was initiated. This continued until March 2020, when the first scientific operation began.
3 Detector
3.1 Optical Configuration
Similar to aLIGO and aVIRGO, KAGRA is a large-scale laser interferometer used to investigate sub-
tle space-time displacements caused by the GWs. Fig. 2 shows the design of the interferometer
configuration of the KAGRA detector. In addition to the 3 km Fabry-Perot arm cavities, the power-
recycling mirrors (PRM, PR2, and PR3) constitute the power recycling cavity on the input side, and
the signal-recycling mirrors (SRM, SR2, and SR3) constitute the signal recycling cavity on the output
side. This optical configuration is a standard design in second-generation GW detectors (i.e., aLIGO,
aVIRGO, and KAGRA), called the dual-recycled Fabry-Perot Michelson interferometer (DRFPMI).
For the initial joint observation with GEO600 [9] (O3GK), owing to limited time and resources, the
interferometer was operated in a simplified configuration without a signal recycling cavity. This con-
figuration is called a power-recycled Fabry-Perot Michelson interferometer (PRFPMI) where the SRM
is misaligned to prevent forming an optical cavity.
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Figure 2: Conceptual optical configuration of the KAGRA interferometer. During an observation in
the year 2020, one of the main mirrors, which is the signal recycling mirror and indicated as SRM, was
not used for simplicity of interferometer controls. Abbreviations: Input mode cleaner (IMC), input
Faraday isolator (IFI), input mode-matching telescope (IMMT), power-recycling mirror (PRM), beam
splitter (BS), input test mass X (IX), input test mass Y (IY), end test mass X (EX), end test mass Y (EY),
signal-recycling mirror (SRM), output mode-matching telescope (OMMT), and output mode cleaner
(OMC).
To isolate the interferometer mirrors from seismic activities, the interferometer mirrors are held by
vibration isolation systems that are significantly large suspensions. The test masses (EX, IX, EY, and
IY mirrors forming the X and Y arm cavities) are made of sapphire [10] and suspended by the type-A
suspensions (see Fig. 3). These are the largest among the KAGRA suspensions; they are at a height of
13.5 m and demonstrate the largest isolation performance for seismic motions. They consist of nine
vibration isolation stages. The bottom four stages comprise the cryo-payload and are designed for
operations at 20 K [11] to reduce thermal noise. During the observation run conducted in the year
2020, the test masses were preserved at room temperature because the sensitivity did not reach the
thermal noise level.
The remaining suspensions are designed to be used at room temperature. The beam splitter and
signal-recycling mirrors (SRM, SR2, and SR3) are suspended by type-B suspensions that have similar
structures on the top part and have fewer vertical isolation stages in the middle compared to the
type-A suspensions. The power-recycling mirrors (PRM, PR2, and PR3) are suspended by the type-
Bp suspensions [8] that are adapted to smaller vacuum chambers. The three mirrors of the input mode
cleaner (IMC), IMMT1, IMMT2, OMMT1, and OMMT2 shown in Fig. 2 are suspended by the simplest
suspensions, which are the type-C suspensions. They are simple double pendulums for suspending
small mirrors with ϕ=100 mm, whose design is based on the former GW project, TAMA300 [12].
For the laser source, the seed laser was a non-planar ring oscillator, Mephisto 500 NEFC (Coher-
ent, Inc.) and the fiber-laser amplifier was a PSFA-10 mw-40 W-1064 (Coherent/Nufern, Inc.). The
intensity and frequency of the laser were stabilized to prevent contamination of the GW sensitivity.
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Figure 3: Types of KAGRA vibration isolation systems. This figure is acquired from Ref.[8]. The type-
A large suspensions were used for the sapphire test masses, with the bottom four stages designed to
be cryogenic. The type-B suspensions support the beam splitter and three signal-recycling mirrors.
The type-Bp suspensions are meant for the three power-recycling mirrors. The other small ϕ=100 mm
optics were held by the type-C suspensions.
The input mode cleaner (IMC) is a triangular cavity with a round-trip length of 53.3 m. The IMC re-
jects unwanted spatial higher-order modes and beam jitters from the input laser, and its length serves
as a reference for the laser frequency [13]. A typical laser power injected into the main interferometer
during O3GK was approximately 5 W.
The output mode cleaner (OMC) is a bow-tie cavity used to eliminate unwanted spatial higher-
order modes and RF frequency sidebands used for interferometer controls that contaminate the GW
detection port [14]. The final design of KAGRA OMC is semi-monolithic fused silica with four silica
mirrors bonded on the silica breadboard. The OMC used for the KAGRA observation run in 2020
was a temporary design with a metal breadboard and four mirrors glued on metal mounts, bolted on
the breadboard. The breadboard is suspended by three single-stage suspensions with blade springs
for isolation of vertical seismic motion. The GW signals are extracted by the DC power readout of the
OMC transmitting beam.
The data in the KAGRA tunnel, including the GW channel which is calibrated in rea-time, in-
terferometer control signals and other auxiliary channels, e.g., environmental monitor channels, are
transferred every 32 s to the main computer cluster system at the Institute for Cosmic Ray Research,
Kashiwa, and Osaka City University. Data are also distributed from the Kashiwa computer system to
the other KAGRA data tiers, that is, to Korea Institute of Science and Technology Information located
in Korea and to Academia Sinica in Taiwan, with latencies of the order of several hours. GW searches
and detector characterizations are performed there. The detecter sensitivities shown in this article use
this real-time calibrated GW data.
For rapid GW searches, a chunk of data that is of duration 1 s is shared by the international detec-
tor networks. It is transmitted to Kashiwa and Osaka City University at a latency of approximately
3.5 s, then, transmitted to the computer centers at aLIGO (Caltech) at a latency of approximately 15 s.
This low-latency pipeline contains only selected important channels.
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Figure 4: Left: Typical amplitude spectral density of the detector sensitivity in O3GK. Right: Daily
duty factor of the KAGRA detector in O3GK. The mean duty factor of the period was 54%.
3.2 Interferometer Commissioning
As discussed, the large-scale interferometer is significantly complex. It requires considerable effort to
integrate various instruments and parts until the interferometer can operate as a GW detector. First,
the interferometer mirrors must be appropriately controlled for the complex optical cavities to res-
onate (or to be in anti-resonance) [15]. Without this, the interferometer will not respond to the GW
signals. This is called as lock acquisition. Particularly, the first lock acquisition to establish the control
and lock sequences persists for several months (this is why KAGRA operated in the simpler PRFPMI
for this operation owing to limited time). Then, the complex procedures of the lock acquisition are
automated. Once the interferometer is stably locked, every noise contaminating the detector sensitiv-
ity must be eliminated. This is called noise hunting. Based on the target sensitivity, noise hunting also
requires several months or even years. This is why all large-scale interferometric GW detectors re-
peat the observation periods and offline periods to steadily upgrade the detector sensitivity in offline
phases. The KAGRA sensitivity and limiting noise during O3GK are discussed in Sec. 4.2.
4 O3GK, the Joint Run with GEO600
4.1 Background
KAGRA’s first joint observation with the GEO600 detector started at 08:00:00 UTC on April 7, 2020,
UTC, and terminated at 00:00:00 on April 21, 2020, UTC. GEO600 is the GW detector in Germany with
600 m delay-line arm cavities [9]. Initially, KAGRA aimed to join the LIGO–VIRGO third observation
(O3) once it achieves a certain sensitivity. However, owing to the COVID-19 pandemic, LIGO–VIRGO
suspended O3 early on March 27, 2020, when KAGRA was still working for noise hunting. Further-
more, because GEO600, which had a sensitivity similar to that of KAGRA, was online when KAGRA
began its observation in April, the GEO600-KAGRA joint observation was established.
4.2 Detector Sensitivity
The left panel of Fig. 4 shows a typical sensitivity of the KAGRA detector in strain [/
√
Hz] in the
frequency domain in O3GK. The high-frequency region above 400 Hz is limited by the shot noise,
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which is the photon-counting noise at the photodetector. The low-frequency region below 50 Hz is
limited by the control noise from the resonance damping and controls of the type-A suspensions.
Some spikes at approximately 180 Hz were from the suspension violin mode, which is a fundamental
vibration mode of the suspension fibers that are thermally excited. Currently, the noise limiting the
mid-frequency at approximately 100 Hz is unknown. Because the sensitivity of this region fluctuates
significantly depending on the arm alignment, we assume that there are some noise coupling mecha-
nisms related to the interferometer alignment. It can also arise from the scattered light as it is a typical
non-stationary noise source. Details of the noise budget are being discussed and reports addressing
this aspect are under preparation.
This sensitivity corresponds to a binary neutron-star (BNS) inspiral range of approximately 600
kpc. The BNS range is a figure of merit of GW detector we often use, describing how far (volume-
and orientation-averaged) the single detector can detect the GW signals from a 1.4 M⊙ neutron-star
coalescence at a signal-to-noise ratio of 8 [16]. The BNS range in the 2-week O3GK is shown in the
top panel of Fig. 5. The mean sensitivity in the science mode was 500 kpc, with a standard deviation
of 170 kpc. The calibration error of this BNS range is assumed to be relatively large, possibly 30% or
40% because the real-time calibration pipeline does not include any optical gain alterations that are
typically introduced by the alignment drifts. An offline analysis for more accurate calibration is in
progress.
4.3 Duty Factor
The duty factor, which is the ratio between the period of the science mode (observation mode) and
the total operation period, was 54%. The right panel in Fig. 4 shows the daily duty factor in O3GK.
The duty factor on April 13 was zero because the interferometer was not operational owing to the
so-called microseismic motion, i.e., the seismic motion between 0.1 Hz and 0.3 Hz, typically caused
by ocean waves. The microseismic motion was significantly high owing to bad weather on April 13,
as shown in the bottom panel in Fig. 5. It is band-filtered RMS seismometer data, filtered from 0.1
Hz and 0.3 Hz. The high microseismic motion continued until April 14, and the duty factor on that
day was also degraded. The plot indicates that if the microseismic level was beyond approximately
1 [µm/s] RMS, the interferometer could not be operated. In future observations, suspension controls
must be improved to isolate the seismic motion better, so that the interferometer locking can tolerate
bad weather.
Compared with the performance of the aLIGO and aVIRGO detectors, the mean duty factor of 54%
is low. A lock-loss occurred at hourly intervals because of the degradation of the global interferometer
alignment. During the observation, no global active alignment control was implemented. Also, the
large variations in the BNS range in the science mode are likely due to alignment drifts.
Furthermore, the lock-losses can be due to earthquakes. The middle plot in Fig. 5 shows the
data from a seismometer at the EY station in the vertical direction to the ground. The data are band-
filtered RMS, filtered from 30 mHz to 100 mHz, which is the typical frequency band of earthquakes.
Compared to the top plot, some large spikes corresponding to earthquakes are coincident with some
lock-loss times. A detector characterization study to investigate the relationship between the interfer-
ometer lock-losses and earthquakes is ongoing [17].
Data analysis of O3GK along with the GEO600 data for GW signal search is underway and will
be presented in a future work.
5 Future Prospects of the Detector
KAGRA aims to join the next observation of LIGO–VIRGO (their fourth observation, O4). For KA-
GRA, the BNS sensitivity and duty factor must be significantly improved to contribute to GW astro-
physics. The target sensitivity of KAGRA for O4 is 25 Mpc for BNS. To achieve the sensitivity, the
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Figure 5: Top: BNS range in O3GK, April 7-21, 2020, UTC. The mean value of the sensitivity was 500
kpc. These data indicate a minute trend generated by the real-time calibration pipeline which have
a relatively large calibration error. Middle: Seismic activity level at the earthquake frequency band
(from 30 to 100 mHz). Note that the y-axis is on a log scale. Bottom: Seismic activity level at the
microseismic frequency band (from 100 mHz to 300 mHz).
following hardware upgrades are planned: (i) Upgrading the interferometer configuration to DRF-
PMI. (ii) Improving the suspension damping and control schemes. (iii) Increasing the laser power to
lower the shot noise. (iv) Improving the laser intensity and frequency stabilizations. (v) Reducing
scattered light with more shrouds installed in vacuum.
6 Conclusions
The gravitational-wave detector, KAGRA, completed its first formal scientific observation in the
spring of 2020. The last half of the observation was a joint observation with GEO600. Furthermore,
KAGRA detector’s mean BNS range was 500 kpc, with a duty factor of 54%. The obtained data are be-
ing analyzed for astrophysical searches. Currently, the KAGRA detector is offline for major upgrades
to improve the sensitivity, thus aiming to join the next LIGO–VIRGO observation run.
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Abstract
The no-hair theorem predicts that a perturbed Kerr black hole should emit gravitational waves as
damped sinusoids with characteristic frequencies and damping rates depending only on the hole’s
mass and spin. Analyzing the spectrum of such quasinormal modes can provide a direct probe of
the black-hole spacetime, distinguishing it from other compact objects and enabling tests of general
relativity. Considering the two least-damped components of the dominant angular mode (` = m =
2, n ≤ 1), we find that the first LIGO detection (GW150914) already encoded clues about the black-
hole spectrum. A two-mode ringdown model allows us to measure the final mass and spin of the
remnant exclusively from postinspiral data, obtaining an estimate in agreement with that from the
full signal. We also find that an independent measurement of the frequency of the second mode
yields agreement with the no-hair hypothesis at the ∼20% level. Improved detectors on the ground,
as well as future missions in space, will provide even stronger tests. This is a summary of Isi, Giesler,
Farr, Scheel, and Teukolsky (2020) [1].
1 Introduction
The last portion of the gravitational waves (GWs) from a binary black hole (BH) coalescence cor-
responds to the ringdown of the remnant object. In general relativity (GR), this ringdown radiation
takes the form of superposed damped sinusoids, corresponding to the quasinormal modes (QNMs) of
the final Kerr BH [2, 3, 4, 5]. The frequencies and decay rates of these damped sinusoids are uniquely
determined by the final hole’s mass Mf and dimensionless spin magnitude χf . This follows from the
no-hair theorem—the statement that mass and spin are the only two properties of astrophysical black
holes in GR. Teasing out the QNMs from GW observations could allow us to test GR, and distinguish
Kerr remnants from possible mimickers by testing the no-hair theorem [6, 7, 8, 9, 10, 11, 12, 13, 14].
In [1], we analyze LIGO [15] data from the GW150914 event [16] to perform a multimodal spec-
troscopic analysis of a BH ringdown. Following [17], we rely on tones of the ` = m = 2 angular
mode to measure Mf and χf from data starting at the peak of the signal, assuming first that QNMs
are as predicted by perturbation theory for a Kerr BH. This measurement agrees with that from the
longest-lived mode alone beginning 3 ms after the waveform peak amplitude [18], as well as that ob-
tained from the full waveform using fits to numerical relativity. We also consider a two-tone model
that allows deviations from the Kerr prediction for any given mass and spin. From data starting at
1NHFP Einstein fellow
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Figure 1: A perturbed BH rings just like a struck bell. The frequency ω`mn and damping rate (pitch
and duration) encode information about the intrinsic geometry of the object: mass and spin for a Kerr
BH, shape and material for a bell. The complex amplitudes C`mn = A`mneiφ`mn , on the other hand,
carry information about the origin of the perturbation. (Image source: bell [33], hammer [34].)
peak strain, we find the spectrum to be in agreement with the no-hair hypothesis to within ∼20%,
with 68% credibility. This is a test of the no-hair theorem based purely on the postinspiral regime.
Previous analyses had looked for the ringdown in data at late times after the signal peak, where
the QNMs are too weak to confidently characterize with current instruments [19, 20, 21, 22, 23, 24, 25].
This was motivated by concerns about potential nonlinearities surrounding the BH merger [9, 26, 27,
21, 22, 24, 25]. However, the linear description can be extended to the full waveform following the
peak of the gravitational wave strain: times around the peak are dominated by ringdown overtones—
the QNMs with the fastest decay rates [17, 28]. Indications of this can be found in the waveform
modeling literature, with overtones an integral part of early equivalent one-body models [29, 30, 31].
Yet, with a few exceptions [13, 23], previous ringdown analyses have neglected overtones [9, 19, 32,
20, 21, 22, 24, 25]. As a consequence, these studies ignored were unable to extract multiple ringdown
modes.
The remaining sections of these Proceedings summarize the method and results of [1] as presented
at the 3rd World Summit on Exploring the Dark Side of the Universe, and conclude with a brief discussion
on future perspectives.
2 Method
Each QNM has a frequency ω`mn and a damping time τ`mn, where n is the overtone index and (`,m)
are indices of spin-weighted angular harmonics that describe the angular structure of the mode. The
overtone index n orders the modes with a given (`,m) by increasing damping rate, so that n = 0
denotes the longest-lived (“fundamental”) mode. Unlike elsewhere in physics, a higher n does not
imply a higher frequency ωn; rather, the opposite is generally true.
Our analysis targets the fundamental and overtones of the ` = m = 2 spin-weighted spherical
harmonic of the strain, as this is the only angular harmonic expected to be relevant for GW150914
[35, 36, 25]. We drop the ` and m indices, and write the ` = m = 2 mode of the ringdown strain
(h = h+ − ih×) as a sum of damped sinusoids [2, 3, 4, 5],
hN22(t) =
N∑
n=0
An exp [−i (ωnt+ φn)− t/τn] , (1)
for times t greater than some start time t0, where ∆t = t − t0. N is the index of the highest over-
tone included in the model, which for us will always be N ≤ 2. For a Kerr BH, all the ωn’s and
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Figure 2: Contours represent 90%-credible regions on the remnant mass (Mf ) and dimensionless
spin magnitude (χf ), obtained from the analysis of the GW150914 ringdown starting at peak strain
amplitude (∆t0 = t0 − tpeak = 0). Color encodes the number of overtones N in the model: 0 (solid
blue), 1 (solid yellow), 2 (dashed purple) The dotted black contour is obtained from the full IMR
waveform, assuming GR; the crosshairs mark the peak of this distribution (Mf = 68.5M, χf = 0.69).
The top and right panels show marginal posteriors for Mf and χf respectively. This is Fig. 1 in [1].
τn’s are implicit functions of the remnant mass and spin magnitude (Mf , χf ), and can be computed
from perturbation theory [37, 38, 39]. The amplitudes An and phases φn cannot be computed within
perturbation theory, so we treat them as free parameters (Fig. 1).
We carry out a Bayesian analysis of LIGO Hanford and LIGO Livingston data for GW150914 [16,
40, 41]. For a choice ofN and start time t0, we compute the joint posterior probability overMf , χf ,An
and φn. We first do so assuming a Kerr spectrum, but then relax the N = 1 model to test the no-hair
theorem: in this non-GR model, we write
ω1 = 2πf
(GR)
1 (1 + δf1) , (2)
τ1 = τ
(GR)
1 (1 + δτ1) , (3)
with δf1 and δτ1 fractional deviations away from the Kerr values f
(GR)
1 and τ
(GR)
1 for any given Mf
and χf . In all cases, we parametrize start times via ∆t0 = t0 − tpeak, where tpeak = 1126259462.423
GPS refers to the signal peak at the LIGO Hanford detector [42, 19]. We define the likelihood in the
time domain in order to explicitly exclude all data before t0. See the Supplement to [1] for details.
We compare our ringdown-only measurements to the expectation from the full inspiral-merger-
ringdown (IMR) signal. We use fitting formulas based on numerical relativity [43, 44] to predict the
remnant parameters from publicly-available posterior samples on the binary parameters [40, 45].
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Figure 3: Measured QNM amplitudes for ringdown analyses with different number of overtones N ,
starting at peak strain: the joint posterior for A0, A1 and A2 recovered by the N = 2 model (purple);
the 90%-credible measurement of A0 and A1 obtained with N = 1 (yellow); and the same for A0
obtained with N = 0 (blue). Solid curves and vertical dashed lines enclose 90% of the probability
mass. Values have been rescaled by a constant to correspond to the strain measured by the LIGO
Hanford detector. This is Fig. 2 in [1].
3 Results
Fig. 2 shows the 90%-credible regions for Mf and χf , obtained assuming a Kerr spectrum (δfn =
δτn = 0) by analyzing data starting at tpeak with different numbers of overtones (N = 0, 1, 2) in
the ringdown template of Eq. (1). Under GR, the ringdown and IMR measurements should agree. As
expected for δt0 = 0, this is only the case for the overtone results (N ≥ 1), and not for the fundamental
alone. Adding a second overtone (N = 2) does not improve agreement with IMR, which is expected
given the network SNR of GW150914 [17].
The fact that the analysis is unable to unequivocally identify the second overtone in the data is
reflected in the amplitude posteriors of Fig. 3. The N = 2 result supports a range of values for A1
and A2, but excludes A1 = A2 = 0 with 90% credibility (bottom center in Fig. 3). The joint posterior
distribution on A1 and A2 tends to favor the first overtone at the expense of the second, favoring a
value of A1 in agreement with the N = 1 posterior (yellow traces in Fig. 3). Assuming N = 1, A1 = 0
is disfavored at 3.6σ; assuming N = 2, A1 = A2 = 0 is disfavored with 90% credibility.
We next compare measurements carried out with overtones at the peak to those without overtones
after the peak. Fig. 4 shows 90%-credible regions for the remnant mass and spin magnitude obtained
withN = 0 at different times after tpeak (∆t0 ∈ [1, 3, 5] ms). As the overtones die out, the fundamental
mode becomes a better model for the signal, and we find that the N = 0 contour coincides with the
IMR measurement ∼3 ms after the peak, in agreement with [19].
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Figure 4: Contours represent 90%-credible regions on the remnant mass (Mf ) and dimensionless spin
magnitude (χf ), obtained from the analysis of the GW150914 ringdown with N = 0 at different times
after the peak (blue), compared to N = 1 at the peak. The dotted black contour is obtained from the
full IMR waveform, assuming GR; the crosshairs mark the peak of this distribution (Mf = 68.5M,
χf = 0.69). The top and right panels show marginal posteriors for Mf and χf respectively. Around
∆t0 = 3 ms, the overtones have become unmeasurable and only the fundamental mode remains;
consequently, at that time, the N = 0 result starts being consistent with both the full IMR waveform
and the N ≥ 1 models at the peak, in agreement with GR. This is Fig. 3 in [1].
Finally, we allow the first-overtone frequency and damping time to float around the no-hair values
in the N = 1 model, starting the analysis at peak strain. Fig. 5 shows the resulting posterior over the
δf1 and δτ1. With 68% credibility, we measure δf1 = −0.05 ± 0.2, establishing agreement with the
no-hair hypothesis (δf1 = 0) at the 20% level. The damping time is largely unconstrained in the
−0.06 . δτ1 . 1 range.
4 Conclusion
Making use of overtones, we extracted information about the GW150914 remnant using only postin-
spiral data, starting at the peak of the signal (Fig. 2). We found evidence of the fundamental mode
plus at least one overtone (Fig. 3), and measured the remnant mass and spin in agreement with that
the full waveform analysis. This result is also consistent with the one obtained using solely the fun-
damental mode at a later time (Fig. 4).
The agreement between all measurements (IMR, N = 0, N ≥ 1) is evidence that, beginning as
early as the signal peak, a far-away observer cannot distinguish the source from a linearly perturbed
Kerr background, i.e., we do not observe nonlinearities in this regime. The agreement between the
IMR and postmerger estimates implies that the data conform to the full GR prediction, as in the IMR
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consistency test described in [46, 47].
With the identification of multiple ringdown modes, we took a step toward the goal of black hole
spectroscopy. We constrained deviations away from the no-hair spectrum by allowing the overtone
frequency and damping time to vary freely (Fig. 5). This is equivalent to independently measuring
the frequencies of the fundamental and first overtone, and establishing their consistency with the
Kerr hypothesis.
Future overtone measurements could potentially allow us to identify BH mimickers, and probe
the applicability of the no-hair theorem with high precision. As the sensitivity of GW instruments
improves, we will be able to leverage the increased quantity and quality of the detected signals to test
the no-hair theorem in richer and more accurate ways.
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Abstract
After a brief reminder of the Dark Gravity theory foundations the confrontation to the main
cosmological probes is carried out. A complete, regularly updated, review of the theory and full
references can be found in [1].
1 Introduction
Dark Gravity (DG) is a background dependent bimetric and semi-classical extension of General Rel-
ativity with an anti-gravitational sector. DG follows from a crucial observation: in the presence of a
flat non dynamical background ηµν , it turns out that the usual gravitational field gµν has a twin, the
"inverse" metric g̃µν . The two being linked by :
g̃µν = ηµρηνσ
[
g−1
]ρσ
= [ηµρηνσgρσ]
−1 (1)
are just the two faces of a single field (no new degrees of freedom) that we called a Janus field.
The action treating our two faces of the Janus field on the same footing is achieved by simply
adding to the usual action, the similar action with g̃µν in place of gµν everywhere.∫
d4x(
√
gR+
√
g̃R̃) +
∫
d4x(
√
gL+
√
g̃L̃) (2)
where R and R̃ are the familiar Ricci scalars respectively built from gµν and g̃µν as usual and L and
L̃ the Lagrangians for respectively SM F type fields propagating along gµν geodesics and F̃ fields
propagating along g̃µν geodesics. This theory symmetrizing the roles of gµν and g̃µν is Dark Gravity
(DG) and the field equation satisfied by the Janus field derived from the minimization of the action
is: √
gηµσgσρG
ρν −
√
g̃ηνσ g̃σρG̃
ρµ = −8πG(√gηµσgσρT ρν −
√
g̃ηνσ g̃σρT̃
ρµ) (3)
with Tµν and T̃µν the energy momentum tensors for F and F̃ fields respectively and Gµν and G̃µν the
Einstein tensors (e.g. Gµν = Rµν − 1/2gµνR).
The minus signs in the field equation obviously imply that we have ghost interactions between
the gravitational field and matter fields however our Janus field is not understood to be a quantum
field insuring that the theory is free of quantum instabilities. The classical instabilities are completely
harmless (their coupling is reduced by a huge power of the cosmological scale factor) for weak fields
whereas for strong fields the theory also has it’s own natural mechanism to insure the stability of the
interactions (see [1]).
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2 The homogeneous and isotropic case
We found that an homogeneous and isotropic solution is necessarily spatially flat because the two
sides of the Janus field about our flat Minkowski background are required to be both homogeneous
and isotropic. The conjugate homogeneous and isotropic spatially flat metrics are then assumed to
take the form gµν = a(t)ηµν and g̃µν = a−1(t)ηµν . In this section the time variable t is the conformal
time and the Hubble parameters H and H̃ are understood to be conformal Hubble parameters. Then
the two Friedman type equations the conformal scale factor should satisfy are:
a2(2Ḣ +H2)− ã2(2 ˙̃H + H̃2) = −6K(a4p− ã4p̃) (4)
a2H2 − ã2H̃2 = 2K(a4ρ− ã4ρ̃) (5)
with K = 4πG3 . This has no solution except that of an empty static universe which is not surprising
since our theory has no equivalent of the Bianchi identities resulting in two functionally independent
cosmological equations for only one degree of freedom, the scale factor. However following an origi-
nal idea by Prigogin (see for instance [2] and multi-references therein) let’s allow the gravitationally
induced adiabatic creation or annihilation of particles on either side. Our conservation equations then
get modified:
ρ̇
H
= (
Γ
H
− 3)(ρ+ p) (6)
˙̃ρ
H̃
= −
˙̃ρ
H
= (
Γ̃
H̃
− 3)(ρ̃+ p̃) (7)
with the creation rates related through Γ̃ = −Γ (just as H̃ = −H) in such a way that there is no actual
creation or annihilation of particles but merely a transfer from one metric to the conjugate. Now
replacing these terms in the time derivative of the second DG-Friedman equation and then adding
and subtracting the two DG-Friedman equations we get :
aä = K(a4(ρ− 3p) + 1
2
(Cr + C̃r)) (8)
ã¨̃a = K(ã4(ρ̃− 3p̃) + 1
2
(Cr + C̃r)) (9)
including the creation/annihilation terms Cr = a4 ΓH (ρ + p), C̃r = ã
4 Γ
H (ρ̃ + p̃), which can be solved
numerically for physically acceptable solutions: the resulting a(t) and ρ(t) of Figure 1 show that
the density increases very sharply near t=0 because of the incoming matter from the dark side while
the scale factor is almost constant. The density reaches a maximum for Γ/H = 3 then decreases as
expected according the actual equation of state of matter as soon as exchanges become negligible.
This occurs when our side scale factor becomes dominant over ã = 1/a. Eventually our cosmological
equations were reconciled by the introduction of an additional degree of freedom, our scalar offshell
(should not extremize the action) Γ. Notice that the conjugate densities are equal at the origin of time
but also at the crossing time in Figure 1. Alternatively to genuine matter-radiation exchange, the
rates Γ̃, Γ could be interpreted as being the result of conjugate variations of (still offshell) fundamental
constants such as G or h, for instance Γ = ḣh = −
˙̃
h
h̃
= −Γ̃ as this would produce similar differential
equations and solutions (see [1]).
3 Cosmology
3.1 Reproducing GR cosmology
The expansion of our side implies that the dark side of the universe is in contraction. Provided dark
side terms and the exchange terms can be neglected which is certainly an excellent approximation
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Figure 1: a(t) and ρ(t) when including the effect of the transfer rate Γ to restore the consistency of
Friedmann and conservation equations.
far from t=0 (this origin of time is defined to be the time of scale factors equality), our cosmological
equations reduce to equations known to be also valid within GR. For this reason it is straightforward
for DG to reproduce the same scale factor expansion evolution as obtained within the standard LCDM
Model at least up to the redshift of the LCDM Lambda dominated era. The evolution of our side scale
factor before the transition to the accelerated regime is depicted in red on the top left of Figure 2 as a
function of the conformal time t and the corresponding evolution laws as a function of standard time
t’ are also given in the radiative and cold era.
Figure 2: Evolution laws and time reversal of the conjugate universes, our side in red
3.2 A discontinuous transition triggered the acceleration of the universe
The permutation symmetry of our equations (the two sides of the Janus field play the same role in
them) allows a discrete transition to take place at the time the densities of the two sides cross each
other : a permutation of the scale factor values keeping the densities and Hubble rates unchanged.
This permutation (at the green point depicted on figure 2) could produce the subsequent recent ac-
celeration of the universe. Specifically, just before the transition we have for instance: a4(ρ− 3p) >>
ã4(ρ̃ − 3p̃) just because a(t) >> ã(t) and ρ − 3p ≈ ρ̃ − 3p̃ resulting in the usual (as in GR) expan-
sion laws whereas just after the transition, a4(ρ − 3p) << ã4(ρ̃ − 3p̃) because now a(t) << ã(t) and
ρ−3p ≈ ρ̃−3p̃ resulting in the dark side source term now driving the evolution, producing a constant
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acceleration of our side scale factor in standard time coordinate t’ following the transition redshift :
a(t′) ∝ t′2.
Because our solutions turn out to satisfy the fundamental relation:
ã(t) =
1
a(t)
= a(−t) (10)
we can also interpret our permutation symmetry as a global time reversal symmetry about privileged
origin of conformal time t=0. Then the evolution of both densities and scale factors are cyclic as
illustrated in fig 2. This also insures the stability of our homogeneous solutions in the sense that
these remain bounded and confirms that we completely avoid any singularity issue. By the way
having equal initial densities is also ideal to have equal amounts of matter and anti-matter at the
origin of time, but then, following the separation of the two sides, a small excess of matter on our
side corresponding to the same exact small excess of anti-matter on the conjugate side. This would
presumably be the origin of the baryonic asymmetry of our universe after almost complete matter
anti-matter annihilation.
Gravity from sources on our side is expected to be almost switched off at the transition. This prob-
lem can be solved by considering spatial domains and discontinuities (see [1]) having far reaching
consequences.
3.2.1 Confrontation with the SN, Cepheids, BAO, CMB and oldest stars data
In this section t and H now denote the standard time and Hubble rate. First noticeable is the remark-
able (and not expected within LCDM) agreement between the supernovae Hubble diagram up to
z=0.6 and a constantly accelerated universe [8] .ie. with a(t) ∝ t2 meaning a deceleration parameter
q=-0.5. With the JLA sample of SN we fit α of a power law tα evolution of the scale factor for red-
shifts restrained to the [0,zmax] interval to confirm this: α = 1.85 ± 0.15 for zmax=0.6 (one standard
deviation from 2.)
The parameter which replaces the cosmological constant in our framework is merely the redshift
of densities equality i.e. the transition redshift ztr. So our goal is to check if there is a value of ztr that
can fit the main current cosmological data: CMB, the Hubble diagram of Cepheid calibrated SN, BAO
and the oldest stars ages. The next step is therefore to fit the transition redshift between a fixed t2/3
and subsequent t2 evolution laws for the JLA SN sample, and we get: ztr = 0.67 + 0.24− 0.12 with a
χ2 = 740.8 only slightly larger than that of the LCDM fit (739.4).
The next step is to use our Geogebra graphical tool to play with cursors and hopefully determine
a ztr value lying in the allowed interval according our previous SN fits, a H0 close to the directly
obtained value by Riess et all [6] (local distance ladder method through Cepheids and SN) and si-
multaneously allowing a good agreement to both the CMB data (angular position of first acoustic
peak θ* at decoupling and comoving sound horizon rdrag) [7] and BAO data (H(z), DM (z)) [3].
We first of course need to correct the BAO data, obtained assuming the rdrag of a fiducial LCDM
cosmology, to adapt them to our rdrag. Ωrad is fixed as usual from the present day photon and neu-
trino densities. What’s new is that ΩM is then not anymore a free parameter. Indeed, we may define
ΩM (ztr) =
8πGρM (ztr)
3H2tr
= 1−Ωr(ztr) ≈ 1 since, beyond the transition redshift, we are indistinguishable
from a mere CDM flat cosmology without any dark energy nor cosmological constant. We can then
extrapolate this to the usual present ΩM =
8πGρM (0)
3H20
given that ρM (ztr) = ρM (0)(1 + ztr)3 and Htr =
H0(1 + ztr)
1/2 for a constantly accelerated regime between z=0 and z=ztr. Then, ΩM = (1 + ztr)−2.
Our attempts resulted in one of the best fits for ztr = 0.83 (see Figure 4) for which we nevertheless
cannot avoid a potential tension at the two sigma level for the lowest z DM point (our prediction in
the DM (z) plot is the red band) but we notice that this kind of tension appears almost unavoidable
for any model that would fit the high H0 value from Riess. The most likely origin of this tension is
that linear regime perturbations from the contracting dark side start to grow differently than within
LCDM after the transition redshift and as their gravity dominates over our side dark matter gravity,
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those may deform the BAO peak in an unexpected way for those who analyze the data with LCDM
as fiducial model to estimate various systematics.
The small tension in H(z=0.7) corresponding to the full shape analysis of the BAO data remains ac-
ceptable but would become more serious with the value obtained through reconstruction techniques
[3] [4] [5], not only correcting various non-linear effects and reducing the errors but also assuming a
growth rate of linear perturbations and correcting for redshift space distorsions (RSD) in a way which
is valid for LCDM but certainly not for Dark Gravity.
The confrontation with Big Bang nucleosynthesis data is also granted to be successful given how
close to the LCDM one is our H(z) at high redshift (Figure 3). Our rd is only less than three percent
lower than the LCDM one and the age of the Universe is still reasonable given the oldest stars ages
(13.6 billion years) : this is because the much higher than LCDM H(z) that we have at low redshifts is
compensated by a much lower H(z) than LCDM between 0.6 and 1.6 ( Figure 3) : needless to say that
this good property is not shared by most models trying to solve the H0 tension with new physics at
low redshifts.
Figure 3: A transition scenario vs the LCDM best fit
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Figure 4: A transition scenario confronted to CMB and BAO data, the red band is our prediction for
DM (z) (bottom). The red data points in the H(z)/(1+z) plot are corrected for rd DG cosmology and
not expected to fit LCDM anymore. The green band is the allowed interval for the transition redshift
(within 1 standard deviation) according our SN Hubble diagram fit
4 Conclusions
In contrast to a cosmological constant which just corresponds to one theoretical possibility out of
a myriad of other terms that one could arbitrarily add either on the left or the right of the Einstein
equation, everything in our framework follows from a different conceptual choice from the beginning:
the existence of a non dynamical background. Our ability to solve the H0 tension at the price of a
couple of two sigma tensions with the BAO data at low z is therefore remarkable given that new
systematical effects could solve such residual tensions in our case. DG also avoids singularity issues
(both BH and primordial ones), explains the flatness of our universe, and is the ideal framework to
understand the origin of the baryonic asymmetry and solve the old cosmological constant problem
(see details in [1]).
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Abstract
I present an overview of studies that lead to a measurement of the sum of masses of the three
neutrino flavors using cosmological observations. The result is
∑
mν = 0.27 ± 0.08 eV for h =
0.6990±0.0030. The correlation between these two parameters is h+0.020
∑
mν = 0.7038±0.0060.
1 Introduction
At the 2020 Guadeloupe conference I presented an overview of several studies of neutrino masses
published in references [1], [2], and [3]. We measure the sum of the masses of the three neutrino
flavors
∑
mν . The measurement is illustrated in Figure 2. Shown is the power spectrum of linear
density perturbations P (k) for
∑
mν = 0 and
∑
mν = 0.6 eV, multiplied by a bias factor, compared
to the galaxy power spectrum Pgal(k) [4]. k is the comoving wavenumber. The power spectrum
depends on 5 independent cosmological parameters [2] [5] [6]: Ωm, h, ns,
∑
mν , and the amplitude
N2 ≡ As/(4π) ≡ ∆2R/(4π). (We use the standard notation in cosmology as defined in [7].) We treat
Ωr as a dependent parameter: it depends on h, and has contributions from photons and neutrinos. So
we need at least 5 measurements to obtain
∑
mν .
The measurements, used in various combinations, are: (1) The Sachs-Wolfe effect, that constrains
P (k) in the range −3.1 . log10(k/h Mpc
−1) . −2.7, from the COBE mission, and the Planck exper-
iment. (2) σ8, that constrains P (k) in the range −1.3 . log10(k/h Mpc
−1) . −0.6, measured with
gravitational lensing, and with galaxy clusters. (3) A measurement of Ωm with Baryon Acoustic Os-
cillations (BAO) (used as an uncalibrated standard ruler), and the sound horizon angle θ∗ obtained
by the Planck collaboration. (4) A constraint between h, Ωm, and
∑
mν obtained with BAO (used as
a calibrated standard ruler), and θ∗. (5) A combination of Ωm from BAO, with the Planck global fit,
to be described in Section 2. (6) The galaxy power spectrum measured by the BOSS colaboration. (7)
Measurements of Pgal(k) at four values of k. To use the measurements of Pgal(k) we need to introduce
two new parameters: a bias factor, and its slope.
2 Combination of Baryon Acoustic Oscillation and Planck data
We measure Ωm with BAO used as an uncalibrated standard ruler (with Sloan Digital Sky Survey
SDSS DR14 data [8, 9]), and the sound horizon angle θ∗ from the Planck analysis [3]. Assuming
Ωk = 0, and ΩΛ independent of the expansion parameter a (assumptions that are consistent with
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Figure 1: Guadeloupe Islands.
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Figure 2: Comparison of Pgal(k) obtained from the SDSS-III BOSS survey [4] (“reconstructed") with
b2P (k) for
∑
mν = 0 eV. Also shown for comparison is the curve with the same parameters, except∑
mν = 0.6 eV.
data [10]), we obtain Ωm = 0.2724 ± 0.0047 [3]. This result is independent of any other cosmological
parameter. This measurement of Ωm has a 4.9 σ tension with the Planck analysis.
We embark on a study of the Cosmic Microwave Background fluctuation spectra, and find that
a 10% shift in Ωm results in a 0.11% root-mean-square deviation of the CMB spectra relative to the
first acoustic peak, see Figure 3. So the Planck analysis can benefit with a combination with Ωm from
BAO. The combination, obtained with the “base_mnu_plikHM_TTTEEE_lowTEB_lensing_*.txt MC
chains", made public by the Planck Collaboration [11], is presented in Table 1. This combination is
preliminary due to the sparseness of the MC chains at low values of Ωm.
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Figure 3: Comparison of the power spectra l(l + 1)CSTT,l/(2π) [µK
2] for the Planck 2018
“TT,TE,EE+lowE+lensing" parameters, with the best fit spectra with Ωm = 0.2854 and
∑
mν = 0.06
eV fixed, calculated with the approximate Equation (7.2.41) of [5] (modified to include
∑
mν). The
r.m.s. difference is 6.07µK2, corresponding to 0.11% of the first acoustic peak, so the two spectra can
not be distinguished by eye.
Note that this combination raises the Planck χ2 from 12956.78 to 12968.64, while it lowers the
Planck+Ωm combination χ2 from 13040.09 to 12976.17. Note that the combination obtains Ωm =
0.2853± 0.0040, and h = 0.6990± 0.0030.
We quote from Reference [3]: “We consider four direct measurements: (i) h = 0.7348 ± 0.0166
by the Sh0es Team [12], (ii) σ8 ≈ [0.746± 0.012 (stat)± 0.022 (syst)] (0.3/Ωm)0.47 from the abundance
of rich galaxy clusters [7, 13], (iii) σ8 ≈ [0.745± 0.039] (0.3/Ωm)0.5 from weak gravitational lensing
[7, 14], and (iv) Ωm = 0.2724 ± 0.0047 from galaxy BAO and θ∗ from Planck, this analysis. Com-
paring these measurements with Planck (left hand column of Table 1) we obtain differences of 3.5σ,
2.5σ, 1.8σ, and 4.9σ, respectively. Comparing these measurements with the Planck+Ωm combination
(right hand column of Table 1) we obtain differences of 2.1σ, 2.3σ, 1.5σ, and 2.1σ, respectively. In con-
clusion, the Planck+Ωm combination reduces the tensions with the direct measurements, including
h, leaving no significant anomalies. Note that the Planck+Ωm combination has σ8 greater than the
direct measurements. This 2.7σ tension may be due to neutrino masses."
3 Results
The final measurement of
∑
mν is obtained by fitting 6 parameters to minimize a χ2 with 8 terms.
The 6 fitted parameters are
∑
mν , N2, h, ns, and the Pgal(k) bias and slope. The 8 terms of the χ2 are
N2 = (2.08±0.33)×10−10, h = 0.6990±0.0030, and ns = 0.9726±0.0017 from the Ωm+Planck combi-
nation, σ8 from a combination of gravitational lensing [7, 14] and galaxy cluster [7, 13] measurements,
and 4 measurements of Pgal(k). This fit has no significant pulls. The calibrated BAO measurement
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Planck Planck+Ωm
Ωbh
2 0.02237± 0.00015 0.02265± 0.00012
Ωch
2 0.1200± 0.0012 0.1155± 0.0005
100θ∗ 1.04092± 0.00031 1.04125± 0.00022
τ 0.0544± 0.0073 0.078± 0.006
ln 1010As 3.044± 0.014 3.102± 0.020
ns 0.9649± 0.0042 0.9726± 0.0017
ΩΛ 0.6847± 0.0073 0.7147± 0.0040
Ωm 0.3153± 0.0073 0.2853± 0.0040
h 0.6736± 0.0054 0.6990± 0.0030
σ8 0.8111± 0.0060 0.8346± 0.0054
χ2P 12956.78 12968.64
χ2G 83.31 7.53
χ2tot 13040.09 12976.17
Table 1: Combination of the Planck 2018 “TT,TE,EE+lowE+lensing" analysis [11] with the directly
measured Ωm = 0.2724 ± 0.0047 [3]. Uncertainties are at 68% confidence. The Planck χ2P ≡ −2 · lnL
increases from 12956.78 to 12968.64 with this combination. The galaxy χ2G ≡ (Ωm − 0.2724)2/0.00472.
Preliminary.
combined with the acoustic angular scale θ∗ obtains the following constraint [3] [7]:
θ∗ ≡
d∗
χ(z∗)
= 0.0104092± 0.0000031
= 0.010427
(
h+ 0.020
∑
mν
0.70
)0.503
×
(
Ωm
0.28
)0.156(
0.0225
Ωbh2
)0.097
, (1)
with Ωbh2 = 0.02265± 0.00012 [7]. σ8 is obtained from the combination of
σ8 ≈ [0.746± 0.012 (stat)± 0.022 (syst)] (0.3/Ωm)0.47 from the abundance of rich galaxy clusters [7,
13], and σ8 ≈ [0.745± 0.039] (0.3/Ωm)0.5 from weak gravitational lensing [7, 14], with Ωm obtained
from the constraint (1).
The final fit obtains ∑
mν = 0.27± 0.08 eV, (2)
with χ2 = 1.6 for two degrees of freedom. The correlation between h and
∑
mν is [3]
h+ 0.020
∑
mν = 0.7038± 0.0060. (3)
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Abstract
It is very important problem in physics whether neutrino is Dirac or Majorana particles. If
neutrinos are Majorana particle, the neutrinoless double beta decay (0ν2β ) may occur. It is very
big impact on particle physics such as effective neutrino mass and mass hierarchy determination.
In addition 0ν2β mode is lepton number violation process. The current status of 0ν2β search
experiment was presented.
1 Introduction
By the discovery of the atmospheric neutrino oscillation [1], it was found that the neutrino had finite
mass. However, the neutrino mass scale is still not understood. If 0ν2β signal is observed, there
are very important impacts for particle physics, such as the effective neutrino mass, mass hierarchy
determination and evidence of Majorana particle. In addition, the 0ν2β is a lepton number violating
process. There are many 0ν2β search experiments in the world using various detectors and BG
reduction techniques. 0ν2β signal is very rare events. The current limit of 0ν2β half life is more
than 1026 year [2]. In addition, the tail events of normal two neutrino emitted double beta decay
(2ν2β) events became BG of 0ν2β signal. So 0ν2β search experiment is required ultra low BG detector
with high energy resolution.
2 Current status
The current status of the 0ν2β search experiments is listed Table1. There are many current running
or proposed experiments for 0ν2β search to reduce BG and achieve high energy resolution at signal
region. I categorized 5 types of 0ν2β search experiment based on BG reduction technique, such as LS
based detector, Xe TPC, Bolometer, Tracking and Germanium detector.
KamLAND-Zen and SNO+ experiment reuse large neutrino detector. Xenon or Tellurium loaded
Liquid Scintillator (LS) is feed into the detector. KamLAND-Zen experiment was used 1 kton liquid
scintillator detector to achieve ultra low BG environment. The current main BGs of 0ν2β search in the
KamLAND-Zen experiment [2] are 214Bi, 10C and 2ν2β tail events. Usually 214Bi events are tagged
using Bi-Po continuum decay. However, in case that the α-particle emitted by the 214Po decay stops
in the mini-balloon film which is a dead region for the energy deposition by radiation, the 214Bi
events become BG for the 0ν2β search. They plan to make new mini-balloon using thin scintillation
film. There is no dead region for the energy deposition by radiation. Therefore, the 214Bi events are
reduced by the tagging of Bi-Po continuum decay.
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Experiment Isotope Exposure (kg yr) T1/2limit (x1025yr) 90% C.L. mass limit (meV) Ref
KamLAND-Zen 136Xe 504 10.7 61 - 165 [2]
EXO-200 136Xe 234.1 3.5 93 - 286 [3]
GERDA 76Ge 53.9 9.0 104 - 228 [4]
Majorana demo. 76Ge 26 2.7 200 - 433 [5]
CUORE 130Te 372.5 3.2 75 - 350 [6]
CUPID-0 82Se 5.29 0.35 311 - 638 [7]
Table 1: Current running or concluded 0ν2β search experiment
SNO+ experiment use Tellurium loaded liquid scintillator. The concentration of Tellurium in LS
is 0.5% for 1st phase. The LS filling was started in last year. The Tellurium plants commissioning is
started. They estimates the main BG is 8B solar neutrino. Target sensitivity is 1.9×1026 yr for 5 yr data
taking.
EXO-200 experiment used liquid xenon time projection chamber (TPC) detector. Using event
multiplicity to recognize the dominant gamma ray BG, the gamma ray BG was rejected. The data
taking started in 2011 as a phase I. After electronics upgrade and Rn reduction, the phase 2 started in
2016. In Dec.2018 the EXO-200 data taking was finished. The main BGs are 214Bi and 208Tl. Total
exposure is 234 kg yr. 0ν2β half life limit is more than 3.5×1025 yr. EXO collaboration plan to
upgrade liquid xenon TPC detector toward ton scale detector. The nEXO detector will be constructed
in SNOLAB. The mass of enriched Xenon is 5 ton and the sensitivity reached to 9.2×1027 yr [8].
NEXT experiment is high pressure xenon gas TPC detector. Current NEXT-white phase is running
to demonstrate the energy resolution at Q value and the topological BG reduction. 0ν2β signal has
two blobs at endpoints. On the other hand BGs like gamma ray and single beta is only one blob. They
achieved 1% (FWHM) energy resolution at 2.6MeV [9]. Ton scale detector sensitivity reach more than
1×1027 yr for 3 years data taking.
CUORE experiment use 988 Tellurium oxide crystals. The CUORE detector is bolometer detector.
The operation temperature is 10mK. The thermal signal is detected. There were many BGs near signal
region. The dominant BG is alpha particles from the surface of crystal.
CUPID experiment is upgrade program of CUORE with particle identification. In addition the
thermal signal, they detect light signal. Using pulse shape of the light signal, the alpha BG could be
reduced drastically. Zinc Selenium crystal was used to demonstrate Scintillating bolometer technique.
GERDA and Majorana experiments used high purity Germanium detector GERDA experiment
achieved BG free 0ν2β search. The energy resolution of Germanium detector is 3 keV at Q value.
Majorana demo used 44.1kg Germanium detector. The Germanium detector is point contact detector.
Many gamma ray BGs was reduced using pulse shape information. LEGEND is upgrade program
of GERDA and MAJORANA experiment. LEGEND plant to construct ton scale Germanium detector
array. The 3 sigma discovery potential reach 1×1028 yr.
3 Conclusions
The current status of the effective neutrino mass limit is near the Inverted Hierarchy region. There are
many proposed experiments to fully covered the Inverted Hierarchy region. If the effective neutrino
mass sensitivity reach 15 meV, the half of Normal Hierarchy region is covered.
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Abstract
Neutrino nucleus coherent elastic scattering is a process involving the neutral current scattering
of a neutrino with an entire nucleus. We introduce the experimental discovery of this process next
to a neutron spallation facility and describe the prospect for detecting low-energy neutrinos with
the NUCLEUS cyogenic experiment that will be deployed at the Chooz nuclear power station in
France.
1 Introduction
Low energy neutrino detection (of less than 50 MeV) usually requires large detectors if the source is
not in very close proximity. However, the Standard Model of Particle Physics predicts that a particu-
lar interaction of neutrinos with atomic nuclei, called coherent elastic scattering (CENS), occurs with
a relatively high probability, and could be used to significantly reduce the size of neutrino detectors.
This reduction in detector size is possible because the probability of neutrinos interacting via this pro-
cess is increased by a factor that varies as the number of neutrons in the target nuclei squared, which
is considerable in the case of a high atomic number target such as tungsten, for instance. The proba-
bility of interaction can thus exceed by more than two orders of magnitude that of standard neutrino
detection methods, such as inverse beta decay (IBD), which is by far the most widely used method for
measuring reactor neutrinos to date. However, despite the increased probability of interaction, the
experimental signature, i.e. nuclear recoil, is at the same time attenuated in proportion to the mass of
the target nucleus. This ambivalence imposes strict optimizations of the detection systems, and call
for the usage of cryogenic detectors for detecting reactor neutrinos.
In 2017, the COHERENT collaboration [1] made the first observation of coherent neutrino scatter-
ing using a sodium-doped cesium-iodine scintillator exposed to neutrinos from a spallation neutron
facility at the U.S. National Laboratory in Oak Ridge. This is a significant breakthrough in fundamen-
tal physics since the coherent elastic scattering of neutrinos has been undetected for four decades!
This delay was due to the difficulty of detecting the low energy (below keV) nuclear recoil produced
as a unique result of the interaction while reducing background noise.
Since the first experimental detection of coherent scattering in 2017, fundamental research in this
field has become more popular internationally. Indeed, this new detection channel may allow major
advances in the understanding of neutrinos, and has the potential to discover new physics beyond
the standard model. The scientific community involved is therefore growing and a wide range of
experimental projects using various techniques is being developed.
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2 Coherent Neutrino Scattering on Nuclei (CEvNS)
CEvNS is a neutral current interaction, so all neutrino flavors will participate with the same cross
section. Since its original proposal in 1974 [2], the Coherent Neutrino Scattering on Nuclei (CEvNS)
has attracted increasing attention in the field of particle physics.
The coherence condition is generally met for neutrinos with an energy below 100 MeV. In this
energy range, coherent neutrino scattering on neutrino nuclei has a large effective cross-section on
neutron-rich targets compared to other common detection channels such as inverse beta decay (IBD)
and electron scattering of neutrinos. After the interaction, it is not possible to see the neutrino, but it
is possible to detect the small nucleus recoil. Considering neutrinos from spallation neutron facility
the relevant recoils are in the sub-keV range. But for reactor neutrinos these recoils drop to the few
tens of electron-volt.
The physical implications are vast. This technique could allow to study non-standard neutrino in-
teractions, to search for sterile neutrinos, to constrain the nucleon structure, and to better understand
the ultimate backgrounds of direct dark matter experiments (called the <eutrino floor).
3 Experimental Discovery in 2017
In 2017, using 15 months of data collection time, the COHERENT experiment [1] observed for the first
time the process of coherent elastic scattering of neutrinos at a confidence level of 6.7σ using a 14.6
kg CsI scintillator doped with sodium and exposed to neutrinos from a spallation neutron facility
located at the U.S. National Laboratory in Oak Ridge.
Figure 1: Detectors from the COHERENT experiment located at the Oak Ridge spallation source
(US). The experimental sites, located in a basement corridor, benefit from a shielding of more than 19
m against neutrons associated to the beam, and a modest overburden of 8 m thick concrete to reduce
cosmic ray induced backgrounds (adapted from [1]).
The COHERENT experiment is set up in a basement corridor benefiting from more than 19 m
of shielding against neutrons associated to the proton beam and a modest vertical overburden of 8
meter water equivalent, capable of reducing the background noise induced by cosmic radiation (see
figure 1).
Moreover, this spallation source is pulsed, which has been a valuable asset for this first detection.
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By comparing the CsI [Na] signals occurring before the neutrino emission and those occurring imme-
diately after, an excess is visible both in the energy spectrum and in the distribution of signal arrival
times (see figure 2). The agreement with the predictions of the standard model is excellent even if the
measurement uncertainties are still relatively high: 134 ± 22 observed events for 173 ± 48 expected
[1].
Figure 2: First observation of the coherent elastic neutrino scattering of neutrinos on nuclei. Resid-
ual differences (datapoints) between the CsI [Na] signals and the next/previous 12 µs-POT trigger
events are indicated according to their energy (A) and the arrival time of the event (B). Error bars
are statistical. They are shown for 153.5 actual days of SNS inactivity ("Beam OFF") and 308.1 actual
days of neutrino production ("Beam ON"), during which 7.48 GWh of energy was supplied to the
mercury target. About 1.17 photoelectrons per keV of nuclear energy from CsI [Na] recoil are ex-
pected. Characteristic excesses closely following the prediction of the standard model (histograms)
are observed for periods of neutrino production only, with a rate correlated to the instantaneous beam
power (adapted from [1]).
4 Search for Coherent Neutrino Scattering at Nuclear Reactors
The coherent neutrino scattering process was observed for the first time in 2017 at a spallation source
emitting neutrinos of a few tens of million electron volts (MeV). At these energies, the recoils of the
detected atomic nuclei are of the order of kilo-electron-volt (keV). Contrary to reactor neutrinos, the
neutrinos produced at the spallation lead to a partial coherence of the interaction . An enhanced
coherence is expected in the case of reactor neutrinos.
Nuclear reactors deliver large flux of neutrinos with typical energies of a few MeV, about ten times
lower than a neutrino spallation source, leading therefore to nuclear recoil at least ten times lower and
then much more difficult to detect with certainty. Thus, the first crucial step lies in the detection of
reactor neutrinos by the process of coherent diffusion on atomic nuclei.
This is already a well identified short-term objective in fundamental research prospects, with for
example the NUCLEUS, Ricochet Billard:2016giu, or CONUS [3] experiments that are currently being
designed, built, or collecting data. It is reasonable to think that this crucial step could be achieved
within the next 5 years.
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Figure 3: Sketch of the NUCLEUS cryogenic detector that will be located at the Very Near Site inside
the Chooz nuclear power station (France).
5 The NUCLEUS experiment
NUCLEUS [4] is a new-generation experiment dedicated to the detection and study of the process of
coherent elastic scattering of neutrinos emitted by nuclear reactors.
The Chooz nuclear power plant in France offers an ideal setting for the first detection of the CEvNS
process with low energy neutrinos. The complex comprises two commercial nuclear reactors with
a combined thermal power of 8.54 GW. The NUCLEUS experiment will be installed at a new ex-
perimental site, called Very-Near-Site (VNS),located right between the two 4.25 GWth reactor cores,
separated by 160 meters.
This project brings together a European consortium of physicists, engineers and technicians from
Austria, France, Germany, and Italy. It should be recalled here that the detection of reactor neutrinos
using this process has never yet been established. With the primary objective of demonstrating the
coherent scattering of reactor neutrinos, the NUCLEUS experiment will use an array of tiny cryogenic
detectors that are characterized by a particularly low threshold (20 eV) for detecting nuclear recoils
and a fast response time (ms), requested for operating the detector close to the surface (i.e. with an
overburden of less than ten meter water equivalent).
NUCLEUS will use cryogenic calorimeter technology that measures the temperature rise follow-
ing the deposition of energy in a target. The technological breakthrough envisaged is to reduce the
detection threshold to less than 20 electron volts in order to further miniaturize the fiduciary volume
of the experiment. The main target material will be CaWO4, a scintillating bolometric crystal devel-
oped in the framework of the CRESST dark matter research experiment. The effective cross section
on heavy nuclei such as tungsten, as well as the envisaged detection threshold of 20 eV, increase the
signal proportion compared to the background noise that must remain sufficiently low in the tar-
get detector. The NUCLEUS target detectors are installed in a cryostat. The experimental volume
is surrounded by shielding for active and passive background noise reduction. The physics reach
of NUCLEUS will depend strongly on the background level reached at sub-keV energies. By using
active and passive background reduction techniques, the NUCLEUS experiment aims to achieve a
background count rate of ≤ 100 counts/(keV-kg-day). One coherent neutrino scattering interaction is
expected every two days. Figure 3 shows a sketch of the NUCLEUS experiment at Chooz Very Near
Site.
In the first phase of the experiment, NUCLEUS-10g, the objective is the first observation of the
coherent diffusion of neutrinos on a nuclear reactor with a total target mass of only 10 g! Because of
its low threshold NUCLEUS could probe, for the first time, the antineutrino spectrum of the reactor
below 1.8 MeV - below the generally used inverse beta decay threshold. NUCLEUS-10g will explore
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this background for the first time at energies below 100 eV and at a shallow site. NUCLEUS-10g is
expected to take data from 2022 onwards. A second phase, NUCLEUS-1kg will follow.
6 Conclusion and Outlook
Coherent neutrino scattering on nuclei is a new experimental process at reach. It has been detected
for the first time in 2017 with neutrinos of 50 MeV by the COHERENT experiment. The NUCLEUS
experiment aims to detect this process with low energy reactor neutrinos (5 MeV on average). This
process will now be used by physics community to further explore non-standard interactions, to
study independently the form factors of nuclear neutrons and to establish complementary limits on
the Weinberg angle and sterile neutrinos. In addition, with a sufficiently low threshold, the magnetic
moment of neutrinos can also be addressed. All in all, CEvNS presents interesting possibilities from
a theoretical and phenomenological point of view.
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Abstract
In this talk, we present the results of the global analysis [1] on the 3 + 1 neutrino scenario.
After a brief discussion of the neutrino oscillation probabilities in the presence of a sterile neutrino,
we describe the main experimental results. We pay particular attention to the anomalies in the
reactor neutrino experiments and the νe excess in the appearance channel oscillation channel. The
combined analysis of the data shows some tensions between the disappearance and the appearance
oscillation results.
1 Introduction
The excess of electron neutrinos observed by LSND and MiniBooNE can be explained by the oscil-
lation of a muon neutrino into an electron neutrino driven by mass parameter ∆m241 ∼ 1eV
2. The
combined results of both experiments show an excess significance of 6σ.
In addition to those experiments, there are some anomalies that can also be explained by the
existence of a sterile neutrino with mass in the same range. This is the case of the Gallium anomaly
or the Reactor anomaly. All these anomalies, that have been measured in the electron disappearance
channel, consist on a deficit in the number of expected events. The survival probability of νe or νe
in the presence of a νs with a mass of the order of ∆m2 ≥ 1eV2 can reduce the significance of those
anomalies.
Looking into the muon-disappearance channel measurements, there no evidence for such new
particle. In this channel, we have contributions from MiniBooNE looking for the number of νµ events.
Similar results were found using Long-Baseline experiments like MINOS/MINOS+ or NOνA, and
atmospheric neutrinos like DeepCore or IceCube.
In this talk, we are going to describe the status of the oscillation experiments able to observe
a sterile neutrino with a mass around 1 eV. In section 2, we will describe the neutrino evolution
in the presence of a sterile neutrino. Using the framework, several experiments has analyzed their
data, finding different results, we will describe the most relevant in section 3. Those results will be
combined into a global analysis. In section 4, we will present the results of the global analysis. Finally,
the conclusions of the work will be presented in section 5.
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2 Scenario 3+1
In the standard neutrino picture (3 active neutrinos), the evolution is described by the Schrodinger
equation that depends on two mass parameters, the difference between the mass squared of the three
massive states (∆m221 and ∆m231), and the lepton mixing matrix, that correlates massive and the flavor
states. The mixing matrix (U) is described by 3 rotation angles and a complex phase (θ12, θ13, θ23 and
δ13). If we consider the existence of a sterile neutrino, the Schrodinger equation can be written as
i
d~ν
dt
=
1
2E
[
U†diag(0,∆m221,∆m
2
31,∆m
2
41)U ± Vmat
]
~ν (1)
where we have included the mass difference of the new state (∆m241). In the case of four neutrinos, U
is a 4×4 complex. To parameterize the mixing matrix, we need to add three additional rotation angles
and two complex, U ≡ R(θ34)R(θ24, δ24)R(θ14)R(θ23)R(θ13, δ13)R(θ12, δ12). If neutrinos propagate
though the matter, the coherent interaction of the neutrino with the medium will modify the neutrino
evolution. That interaction is described by the potential Vmat =
√
2GFdiag (Ne −Nn,−Nn,−Nn, 0)
for an electrically neutral medium. Ne and Nn represent the electron and neutron densities along the
neutrino path.
Solving Eq. 1 we obtain the probability that να oscillate into νβ (Pαβ) as a function of the neutrino
energy and the baseline. Working in the short-baseline limit (∆m221L/4E << 1 and ∆m231L/4E <<
1), we can derive some approximated expressions for the oscillation probability, that will be very
useful to analyze the results in the next section. Since all the neutrino sources that we are going
to consider consist on beams of electron or muon neutrinos, we will focus mainly in the following
oscillation channels
PSBLee = 1− 4|Ue4|2
(
1− |Ue4|2
)
sin2
(
∆m241L
4E
)
PSBLµe = 4|Ue4|2|Uµ4|2 sin2
(
∆m241L
4E
)
(2)
PSBLµµ = 1− 4|Uµ4|2
(
1− |Uµ4|2
)
sin2
(
∆m241L
4E
)
As shown by the previous equations, the different oscillation channels are not independent, they are
correlated by the lepton mixing matrix. If there is an oscillation of νe to νµ that requires |Ue4|2 6= 0 and
|Uµ4|2 6= 0, and therefore we also must observe an oscillation in the electron and muon disappearance
channels.
3 Oscillation experiment results
In this section we will make a brief summary of the most relevant oscillation results for the detection
of a sterile neutrino with masses around 1 eV.
In nuclear reactors, anti-electron neutrinos are created via the fission of four isotopes 235U , 238U ,
239Pu and 241Pu. Theoretical evaluations of the flux [2, 3] indicate a deficit of 5% in the number of
events observed, this called Reactor anomaly. For baselines larger than L ≥ 50 m, the oscillation
driven by a sterile neutrino with mass around the eV scale would be averaged out, as can be ob-
tained from Eq. 2. That would be observed as a deficit on the flux, so it can explain the anomaly.
The hypothesis of the sterile neutrino also predict that the flux created by all the isotopes should be
equally affected. The yield to the neutrino flux depends on each isotope. The measurement of the
fuel correlation with the νe flux done by Daya-Bay [4] rejects the hypothesis of a constant neutrino
flux, finding a discrepancy of 7.8% between the predicted yield for the 235U . That suggests that the
anomaly primarily comes from that isotope. Another present in the reactor neutrino flux is found
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around ∼ 5 MeV, where has been observed an excess of the flux predicted over the measurements.
The origin of that spectral distortion can also be the 235U isotope [5].
For baselines shorter than L ≤ 20m, the energy distortion introduced by a sterile neutrino of 1 eV
on the reactor anti-neutrino flux can be detected. That is the goal of the experiment DANSS [6], a
movable detector that measures the reactor neutrino flux between ∼ 10 m and ∼ 12.7 m from the
reactor core. Another experiment that could also measure that oscillation is NEOS [7], placed ∼ 23 m
from the core. Both experiments have observed an oscillation that is compatible with an eV sterile
neutrino. The latest results from DANSS [6] shows some disagreement in the allowed regions.
In the Sun, νe are created via nuclear fusion reactions in an energy range that extend up to ∼
20 MeV. That flux was measured by experiments that used Gallium as a target, like GALLEX and
SAGE. In those experiments, electron neutrinos are absorbed by the Gallium creating Germanium
and an electron. In both experiments, the detector response was tested using a radioactive source
(51Cr, 37Ar). The results showed a 15% deficit in the expected signal, that corresponds to a 3σ [8]
of significance the measurement uncertainties. This Gallium anomaly can be explained with a sterile
neutrino [9] with mass larger or equal to 0.1 eV. New evaluations of the cross-section [10] has reduced
the anomaly significance to ∼ 2.3σ.
LSND is a beam dump experiment that searched for νµ → νe from the µ+ decay at rest [11]
(DAR). Using the νµ flux originated by π+ decay in flight (DIF), the searched for the same oscillation
using neutrinos. The detection of νe via Inverse Beta Decay (IBD) shows an excess compatible with
∆m20.2 − 10eV2 range. The DIF measurement, which is populated with a lot of background, shows
an excess compatible with the signal of anti-neutrinos. MiniBooNE search for the neutrino and anti-
neutrinos in a
(−)
νµ [12]. The experimental configuration shows the same L/E as LSND. The results
of the
(−)
νµ →
(−)
νe shows an excess of both νe and νe that is compatible with 0.1 < ∆m241 < 1. Mini-
BooNE can also look for sterile neutrinos in the muon-disappearance channel. Although the detector
sensitivity is small for ∆m241 ≤ 1eV
2, the results don’t show any evidence of oscillation.
Similar to the muon-disappearance analysis done by MiniBooNE, there are several other experi-
ments where there is no evidence of a sterile neutrino. In particular, that is the result found in the
analysis carry on by Long-Baseline experiments like MINOS/MINOS+ [13] or NOνA [14]. Those
experiments uses a near to far detector ratio to cancel most of the flux uncertainties. NOνA uses a
νµ beam that peaks at 2 GeV and a baseline of ∼ 800 km, and search for a deficit in the number of
Neutral Currents in the far detector. To avoid an oscillation in the near detector, the analysis is lim-
ited to ∆m241 ∈ [0.05, 0.5]eV
2. In the case of MINOS/MINOS+, the far detector (735 km) is located on
the neutrino beam direction. Each detector used a different energy beam that peaks at 3 GeV/7 GeV.
Using a near to far detector comparison, those experiments have been able to search for sterile neu-
trino via the νµ disappearance channel in two different mass regimes. For ∆m241 ∈ [0.05, 0.5] eV
2, the
oscillation is developed in the far detector whereas for masses in the range ∆m241 ∈ [1, 100] eV
2 the
oscillation would be observed in the near detector. For masses above 100 eV, both detectors would
observe a deficit.
The study of the atmospheric neutrinos has not found any robust evidence of a sterile neutrino has
been observed. The baseline for the neutrinos created in the atmosphere is of the order of ∼ 1000 km,
and the flux extends from ∼ 100 MeV to ∼ 10 TeV. For the experiments that are able to measure the
flux up to ∼ 10 GeV, like DeepCore [15] or Super-Kamiokande [16], the energy distortion introduced
by the oscillation of a 1 eV cannot be observed. So, the oscillation shows up as a deficit in the flux. At
the TeV scale, the anti-neutrino flux will under-go through a flavor resonance (total flavor conversion)
for trajectories crossing the Earth’s mantle. That resonance can be measured by neutrino telescope
experiments, like IceCube [17], that are able to measure the high energy part of the atmospheric
flux. Although the latest results of IceCube, that are based on 8 years of data, exclude the no-sterile
hypothesis at 90% CL, in the global analysis, we used the result that contains just 1 year of data, where
the no-oscillation hypothesis was allowed at 1σ CL.
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4 Global analysis
In the analysis of all the reactor data, we deal with the flux uncertainties following the theoretical
prediction [2, 3] (fixed fluxes) or we assume a free normalization (free fluxes) for the contribution
of each isotope. Combining all the reactor data, there is preference of ∼ 3σ for the sterile neutrino
hypothesis. If we include in the analysis all the electron-disappearance data the exclusion of the
no-oscillation hypothesis increases driven by the gallium anomaly.
The combined result of all the data in the muon-disappearance channel leads a strong suppression
on |Uµ4|. For masses around≤ 1 eV, the constraint comes from the high energy atmospheric neutrinos
measured by IceCube. For larger masses, the results of MiniBooNE and MINOS/MINOS+ constraint
the mixing angle.
In the appearance channel, the results are dominated by LSND and MiniBooNE. The combined
analysis excludes the no-oscillation hypothesis to∼ 6σ, although the global analysis has a poor good-
ness of fit due to the MiniBooNE which doesn’t fit well in the 3 + 1 oscillation scenario.
In order to show whether there is any inconsistency between the different data sets, we can divide
the all the data into several pieces to compare the results between them. We have divided the data
between disappearance and appearance measurements, in such a way we cam compare the prediction
for the mixing elements |Ue4|2 and |Uµ4|2 from independent data. The results of the analysis are
presented in terms of the effective mixing angle sin2 2θµe ≡ 4 |Ue4|2 |Uµ4|2, Fig. 1, and it shows that
there are some inconsistencies between the appearance and the disappearance results.
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Figure 1: Results of the appearance and the disappearance global analysis. All the contours corre-
spond to the 99.73% CL. For the reactor data, we consider two different possibilities, free fluxes or
fixed fluxes. About the LSND results, we consider two options with or without DIF data. We refer to
the text for more information.
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5 Conclusions
In this talk, we present the results of the global analysis [1] of the 3 + 1 neutrino oscillation scenario.
The anomalies found in the νe disappearance channel and the event excess in the electron-appearance
points towards the existence of a sterile neutrino with mass a around 1 eV. On the other side, the
muon-disappearance channel place a strong constraint onUµ4. The combined analysis shows a strong
tension between the appearance and the disappearance channels.
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Abstract
The presence of DM in the Universe is nowadays established, but still unexplained mystery. The
determination of the incoming DM direction can provide an astrophysical correlation that offers an
unique key for unambiguous identification of DM. Time Projection Chambers can supply the best
observables for a directional DM searches and are today a mature technology aiming at the ton-
scale. We will review current directional R&Ds effort and the CYGNUS proto-collaboration concept
towards a large scale multi-site directional galactic observatory.
1 Introduction
The existence of an unknown gravitational source in the Universe, commonly referred to as Dark
Matter (DM), has been extensively demonstrated through a plethora of astrophysical measurements
(from cosmic microwave background to cluster and galaxy rotations, lensing and Big Bang nucle-
osynthesis and so on [1]). Among the different explanation, the existence of unidentified Weakly
Interactive Massive Particles (WIMPs) is still a well motivated interpretation of these experimental
observations. WIMPs can potentially be observed by three complementary approaches: they can be
produced at particle colliders, their annihilation can give an indirect signal in astrophysics exper-
iments or they can be directly detected on Earth through their elastic scattering with the common
matter, due to our motion around the centre of the Galaxy.
The main experimental challenge of direct DM searches is to detect the very low energy (1-100
keV) expected DM-nuclear recoils and discriminate them from interactions induced by other parti-
cles, which have typically 106-109 higher rates. Classical background minimisation techniques are
operation in deep underground laboratories (to suppress cosmic rays), use of radio-pure components
(to avoid natural radioactivity) and active or passive shielding of the detector. Additionally, experi-
ments exploit the different materials response to energy deposit of different particles to discriminate
nuclear from electron recoils. Neutral particles, unfortunately, produce a detector response nearly
identical to WIMPs, unless some additional topology or directional handle is employed for further
discrimination. In large detectors with heavy dense targets, fast neutron with O(cm) mean free path
can be suppressed by rejecting multiple scattering events and defining an internal fiducial volume,
but at the price of reducing the active material sometimes even of 50%. Neutrinos, on the other
hand, can not be shielded, nor are expected to multiple scatter. Current Xe-based experiment [2]
(and several next generation detectors [3, 4]) will be sensitive to a new background coming from
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solar, atmospheric and diffuse supernovae neutrinos, that they will not be able to discriminate from
WIMPs.
In this context, the incoming direction of the DM particle could provide an unique tool for DM
identification, together with rejection of such annoying backgrounds [5]. The ordinary, luminous
galactic matter in fact, including planets and stars and our Solar system as well, is concentric to the
DM halo and rotating with an average orbital velocity of„ 220 km/s: this implies an apparent WIMP
wind for an observer on the Earth, that creates two effects.
In its rotation around the Sun, the Earth orbital velocity is antiparallel to the DM wind in summer
and parallel in winter, creating a seasonal modulation of the observed DM rates inside the detector.
Unfortunately, since the Earth’s orbital speed is small compared to the Sun speed with respect to
the Galaxy rest frame, this modulation is expected to be only a few % and therefore very difficult to
disentangle from systematic effects, such as possible seasonal dependence of the background rates.
Consequently, its detection requires a large mass detector, able to stay very stable over a long period
of time and to strongly suppress any background. The DAMA/LIBRA claim of DM observation [6]
is based on the measurement of such annual asymmetry of the rate inside the detector.
A much more robust signature comes from the diurnal directional modulation of the DM signal.
This originates from the orientation of solar system motion around the centre of our Galaxy, which
happens to point towards the constellation Cygnus. Due to the Earth rotation around its axis, an
observer on our planet would see the average direction of the WIMPs changing of „ 90o for every
12 sidereal hours. This is a directional correlation with an astrophysical source that no background
whatsoever can mimic. A detector sensitive to direction and sense of the arrival of particles can there-
fore hold the key to an unambiguous, positive observation of a DM signal. This holds true even in
presence of an unknown amount of isotropic background, such as neutrons from environmental or
detector materials radioactivity [7]. Directionality allows also to positively identify the Solar neutri-
nos thanks to the correlation with the Sun position in the sky, transforming this background (usually
referredto as a "Floor") into an opportunity rather than a nuisance [8, 9]. Directionality information
can furthermore discriminate between various DM halo models and provide constraints on WIMP
properties, like no other non-directional detector [5, 10].
2 The case for directional DM searches with gaseous TPC
The main experimental challenges of DM detectors aiming at directional sensitivity are to instrument
a large volume with high enough granularity to infer recoiling tracks direction down to low energy,
while staying background-free. The spatial resolution required is ultimately set by the density of the
target material, since it determines the characteristic length of a WIMP induced recoil, which in turn
fixes the minimum energy threshold for which the track direction and orientation can be inferred and
the electrons discriminated from nuclear recoils using topology information.
Although inherently challenging, gaseous TPCs constitute therefore the natural approach to di-
rectional DM searches and can potentially provide the best architecture and the best observables for
the following reasons:
• A measurement of the total ionisation indicates the energy of the recoil. α particles and electrons
can be easily identified comparing their track topology to the energy released along the path (i.e.
dE/dx), providing excellent background rejection;
• The track itself indicates the axis of the recoil and the charge measured along its path encodes
the track orientation, providing an additional powerful observable (usually referred to “head-
tail” asymmetry, given that most charge is released at the start of the track at these energies). It
has been in fact demonstrated how this information improves by a factor 10 the directional sen-
sitivity of a detector, while a pure axial signal (the track orientation via 2D or 3D reconstruction)
can in practice be washed-out by the WIMP velocity distribution [11];
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• The active target volume can be made free of background-producing material: it contains only
the gases, which can be purified of Radon (Rn) and recirculated. Large choice of gases can be
employed in a TPC, from light to heavy nuclei, with both odd and even spins, therefore sensitive
to both SI and SD interactions also in the low WIMP mass region;
• Only one wall of the detector needs to be instrumented with an amplification and readout sys-
tems, and the other with a cathode, leading to favourable cost-volume scaling and to reduced ra-
dioactive contamination due to the detector materials. Radon Progeny Recoils (RPRs) from such
sources constitute, indeed, one of the most dangerous backgrounds for direct DM searches [12].
This happens when 222Rn from internal detector radioactivity decays into 218Po and the unsta-
ble positively charged ion 218Po` (80% of times), drifts and plates out on the cathode with the
emission of a 6.11 MeV α particle. The geometry of this process implies an high probability for
the α to be completely embedded in the cathode, leaving only the 218Po recoiling in the fiducial
volume and mimicking a WIMP interaction. In order to reject these events, the full 3D position
of the track, including along the drift direction, needs to be reconstructed (a technique usually
referred to as “fiducialization”);
• TPCs up to 100 m3 of active volume have already been sucessfully operated at the ALICE LHC
experiment [13] and up nearly 20000 m3 approved for construction in the neutrino field [14],
showing the feasibility of very large detectors with large active masses;
In the following, we will review the current status of experimental R&D efforts for the devel-
opment of TPCs for directional DM searches at large scale, and how these are working together
as proto-collaboration towards the development of CYGNUS, a multi-site, multi-target Directional
Galactic Recoil Observatory of DM and neutrinos at the ton scale.
3 Current R&D efforts
3.1 DRIFT: multi-wire proportional chambers with negative ion drift
The DRIFT collaboration [15] at the Boulby Underground Laboratory has pioneered since 2001 the
construction and operation of the only existing directional DM TPC at 1 m3 scale. The DRIFT II de-
tector is composed of 2 back-to-back TPCs, each with 50 cm drift length, separated by 0.9 µm thick
texturised mylar cathode, conveniently shaped to minimise recoils induced by materials radioactiv-
ity [16]. Gas amplification and readout is obtained with Multi Wire Proportional Chambers technique.
DRIFT employs a 30:10:1 Torr CS2:CF4:O2 gas mixture to obtain negative ion drift (NID).
NID is a peculiar modification of the TPC principle, suggested in 2000 by J. Martoff [17], in order
to overcome the restrictions due to electron diffusion (since all DM TPCs lack of the magnetic field
typically present in experiments at colliders). When an highly electronegative dopant is added to the
gas mixture, primary electrons liberated by the track while ionising the gas are captured at very short
distances ď 10-100 µm by the electronegative molecules, creating negative ions. These anions drift to
the anode, where their additional electron is stripped and gives rise to a standard electron avalanche.
Thanks to the anions mass being much larger than electrons, their diffusion is reduced to the thermal
limit without the need of magnetic fields, achieving a dispersion of „1 mm/m (to be compared to „
20 mm/m expected for conventional electron drift). This characteristic allows for the use of longer
drift distances, combined with improved tracking performances. Recently, a new remarkable feature
has been observed in negative ion gas mixtures: the presence of multiple charge carriers in the time
signal, with different masses [18]. Since anions mobility depends on the mass, the difference in time
of arrival of different anions effectively provides a measurement of the absolute position of the event
along the drift direction. This feature allows to reject backgrounds coming from detector surfaces (an
action typically referred to as fiducialization), a procedure not possible in self-triggering TPCs. The
combination of the complete electron rejection (2ˆ 10´5 at 20 keV) with the fiducialization offered by
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the minority charge carriers in a negative ion TPC, allowed DRIFT to put the most stringent constraint
from a directional detector on SD WIMP-nucleon proton coupling [19].
SF6 has been recently demonstrated to work very well as negative ion gas between 20 and 100 Torr,
including the possibility of high gains and fiducialization via minority SF´5 charge carriers [20]. Re-
cently, the feasibility of NID operation at nearly atmospheric pressure with He:CF4:SF6 at 360:240:10
Torr with triple thin GEMs amplification has also been demonstrated [21]. Compared to the high
vapour pressure, low flash point and low explosive mixture in air of the CS2 employed by DRIFT, SF6
has the substantial advantages of much more safer handling, combined with easier Radon purifica-
tion and recirculation [22], while at the same time increasing the target Fluorine mass.
Given the stronger avalanche fields required at the anode plane to achieve field ionisation with
SF6 with respect to CS2 due to its higher electron affinity, DRIFT recently moved to development of an
hybrid readout through the combination of 1 mm Thick GEMs (ThGEM, where the field ionization of
the anions occur) with low capacitance 100 µm multi-wires at 1 mm pitch (through which the induced
charge signals are readout) [23].
The detector used in this work has a 2 cm ˆ 2 cm readout for 5 cm drift distance. The signal mul-
tiplication was induced by setting the opposite (induction) side of the ThGEM to a positive potential
and biasing the wire at 0 V, in order for the avalanche electrons to induce equivalent current on the
wires [24, 25]. These induced charge signals were used as avalanche electrons can reattach to SF6 to
form anions while drifting from the induction side of the ThGEM to the charge collection wires.
With X-rays produced by a 55Fe source, gas gain was measured in the range of 1120 ˘ 90 to 2470
˘ 160 at a reduced drift field E/N range of 56 Td (10´17 V cm2) to 93 Td (10´17 V cm2 ) in 20 Torr of
pure SF6 gas. αs from an 241Am source allowed to determine drift velocity and reduced mobility of
SF6 anions in this same E/N range and found compatible with previous results.
Hence, the ThGEM-Multiwire technology has the potentials to serve as a robust, economic, low
noise charge readout for future development of large scale directional TPCs.
3.2 NEWAGE: micro-pixelated chambers with single GEM amplification
The NEWAGE experiment main peculiarity is the use of micro-pixels chambers (µ-PIC) coupled to
GEM to amplify and detect the track ionisation cloud [26]. µ-PIC can be built on monolithic, 100
µm thick printed circuit boards allowing easy scalability. µ-PIC gas amplification structures (70 µm-
diameter anode electrodes with a 400 µm pitch) act also as a 2D pixel readout, thanks to the circular
cathode strips with 260 µm diameter around them. The GEM is built onto a 100 µm-thick liquid crys-
tal polymer, and the hole size and pitch are 70 µm and 140 µm, respectively. NEWAGE developed a
custom DAQ system based on FPGA to record two data types: “charge” and “track”. An amplifier-
shaper-discriminator chip collects the analog signals from the cathodes, grouping them into four
channels. A flash ADC (FADC) records the waveforms from the four channels with 100 MHz sam-
pling and from the summed waveforms (FADC-sum) the energy deposition of a charged particle is
extracted (“charge”). The “track” data are extracted as the addresses and time-over-threshold (TOT)
of all strips hit by an event.
The current version of the detector NEWAGE-0.3b” at the Kamioka Observatory has a readout
area of 30.7 ˆ 30.7 cm2 coupled to a 31.0 ˆ 32.0 cm2 GEM, with 41 cm drift length. The target gas
is pure CF4 at 76 Torr and the gas gain with this setup is about 2500. NEWAGE-0.3b” demonstrated
directional capability down to „ 50 keV (with head-tail sensitivity in the range 70-400 keV on a sta-
tistical basis) and „ 2.5 ˆ 10´5 gamma rejection at the same energy [27]. NEWAGE-0.3b” has been
more recently equipped with an improved, low radioactivity version of µ-PIC, LAµ-PIC, developed
to reduce the αs emission from the surface [28]. This was achieved substituting the surface exposed
to the detection volume (originally made of polyimide reinforced with a glass cloth-sheet) with a new
material combining polyimide and epoxy, which is a factor of hundred times less contaminated by
238U and 232Th. This allowed to reduce the background in the region [50, 100] keV of a factor 30 [29].
While LAµ-PIC contributed to a significant background reduction, 210Po decay on the detector
surface were still observed with an emission rate of (2.1 ˘ 0.5) ˆ 10´4 α/cm2/hr, contributing to
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backgrounds mainly located around the GEM, LAµ-PIC and cathode. These could be removed if
the absolute Z coordinate of the track was measured, a feature not available with pure CF4 in self-
triggering TPCs. For this reason, NEWAGE collaboration recently developed a negative ion micro
time projection chamber (NIµTPC) with detection volume of 12.8 ˆ 25.6 ˆ 144 mm3 to study full
3D tracking, including fiducialization, with NID and SF6 (see Sec.3.1). With αs from a 241Am source
and exploiting SF´5 minority carriers, the NIµTPC showed capability of reconstructing the absolute Z
coordinate between 39 mm and 139 mm distance from the anode with 16 mm uncertainty [30]. With
the same setup, 3D tracking with absolute Z determination was demonstrated for the first time, with
a spatial resolution of 130 µm for single hits. The NIµTPC results are therefore extremely promising
in expanding the reach of directional DM searches.
Another very interesting recent advancement from the NEWAGE collaboration is the develop-
ment of an innovative approach to field cage manufacturing, using a commercial resistive sheet [31].
Typical field cage are composed of field-shaping electrodes connected through a resistor chain. This
design, however, causes some non-uniformity of the electric field near the borders, at a distance of
about the width of the electrode. Moreover, the electrodes material (typically Cu) and the ceramic in
the resistors exhibit an amount of radioactivity that can be dangerous for rare event searches. The
material used for this study, Achilles-Vynilas, was selected among several candidates because of the
better uniformity along 1 m, with a resistivity of 3.3 ˘ 0.3 ˆ 1010Ω{l. Achilles-Vynilas foils are thin
(200 µm), transparent, of easier assemble and with 2-3 order of magnitude less radioactivity than
typical resistors. The measurement with cosmic muons showed a good tracking-performance even
in the volume close to (20 mm) the field cage. This innovation can significantly benefit any TPC
development, not only for DM searches.
3.3 D3: pixel and Micromegas readout with thin GEMs amplification
The D3 project is based on the use of a double (or more recently triple) thin GEM charge amplifica-
tion coupled to ATLAS FE-I4B ASIC pixels readout (50 x 250 um2 pixel size with 40 MHz sampling)
[32]. Preliminary results with very small prototypes and Ar/He:CO2 gas mixtures at 1 bar show the
possibility of 150-200 um single point resolution for cosmic muons, few degrees angular resolution
for α tracks and gain resolution of „ 9% at 5.9 keVee [33]. With a 2.0 ˆ 1.68 cm2 pixel readout area
for 15 cm drift length in a 70:30 mixture of He:CO2, they demonstrated also the capability of extract-
ing absolute Z measurement in electron drift gases with αs [32]. This is possible using charge cloud
topology information and fitting it to extract the track diffusion during drift (from which the distance
between the original track and the GEMs, i.e. absolute Z, is recovered). The precision achieved over
mm-length α track segments is of „ 1 cm uncertainty over 15 cm drift distance.
Eight devices similar to this named BEAST TPCs, with 2.0ˆ 1.68 cm2 readout area for 10 cm drift,
are currently operating as fast neutron detectors at the Belle II experiment at SuperKEKB [34]. In this
context, BEAST TPCs were optimized for the directional detection of fast neutrons, and operated at
low gain in order to maximize operational stability in the high-background and high magnetic fields
environment at SuperKEKB. As fast neutron detectors, BEAST TPCs demonstrated excellent angular
resolution, energy resolution, and long term stability, exceeding all design goals [34]. Two recent PhD
theses [35, 36] demonstrated that even at such low gain, the detectors have a nuclear recoil energy
threshold of „ 10 keV and good particle identification capabilities above „ 10-20 keV.
Very recently the D3 project started developing a scale up of the BEAST TPC to be operated as
directional DM detector, with two back-to-back TPCs with 50 cm drift and 20 ˆ 20 cm2 readout area
for a 40 L fiducial volume filled with He:CF4:C4H10/CHF3 mixtures at 1 bar and equipped with
resistive strip Micromegas readout by SRS CERN system [37].
3.4 CYGNO and INITIUM: optical 3D readout with CMOS cameras and PMTs
The distinctive traits of the CYGNO and INITIUM approaches to directional DM detection is the
optical readout of the secondary scintillation light produced together with electron avalanches by a
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triple thin GEMs amplification stage and the use of He:CF4(:SF6) mixtures at 1 bar for simultaneous
sensitivity to both SI and SD interaction at O(GeV) WIMP masses. Tracks are reconstructed in 3D
combining an high granularity 2D projection on the X-Y plane imaged by CMOS cameras with rel-
ative Z measurement offered by signal waveforms from PMTs [38]. The advantages of the using
CMOS cameras resides in the lower noise with respect to CCDs (about 1/3), the single photon sensi-
tivity and the possibility to decouple it from the target and image large areas with a single device by
proper optics. The ERC Consolidator Grant INITIUM goal is to explore the feasibility of NID within
such optical approach with a very modest doping of SF6, and its development is therefore highly
synergic with CYGNO’s (which is on the contrary based on electron drift).
The larger prototype developed with this approach (LEMON) has 7 L active volume, with 20ˆ 24
cm2 triple thin GEMs amplification and 20 cm drift length. In this configuration, the CMOS camera
Orca Flash (2048 ˆ 2048 pixels with an area of 6.5 ˆ 6.5 µm2 each) equipped with a Schneider lens
(25 mm Focal Length, 0.95 aperture), is placed at a distance of 52.5 cm, so that each pixel images an
effective area of 130 ˆ 130 µm2. LEMON results in the following have been all obtained with He:CF4
60:40 gas mixture at 1 bar. Studies are on-going to develop NID within this context.
In order to estimate the energy threshold and resolution, the sensor electronic noise and the re-
sponse to 55Fe was studied with LEMON [39]. For the first, the distribution of the number of pixels
counting fake clusters (i.e. ghosts) reconstructed in data collected with the camera shutter closed was
studied. From this, a threshold of a total of 400 photons collected was established, in order to en-
sure a fake events rate ď 10 per year. From the study of 55Fe events, LEMON response is measured
to be 1200 photon/cluster, i.e 1 photon each 5 released eV, with 15% energy resolution at 5.9 keVee.
Therefore, the 400 photons threshold extracted from the noise study, with such 0.2 photon/eV sensi-
tivity determined with 55Fe, represent an energy threshold of 2 keV. By visual inspection of the fake
clusters, is moreover easy to see how pattern recognition algorithms could easily reject a significant
portion of ghosts, effectively lowering the energy threshold estimated in this way.
With LEMON, the possibility to determine the absolute Z position of the event in electron drift
was studied with 450 MeV electrons from the Frascati BTF facility, extracting from the recorded CMOS
images and PMT waveforms the track diffusion during drift (a technique similar to the one discussed
in Sec.3.3). The transverse recorded light profile, in fact, possess a Gaussian shape with the total
light being proportional to σlight ˆ Alight (where σlight is the sigma and Alight the amplitude of the
Gaussian). The ratio ηlight = σlight/Alight is found to increases linearly with the drift distance and
can be therefore used to evaluate the absolute Z with about 15% uncertainty over 20 cm drift distance
[40].
In order to study within the CYGNO/INITIUM approach the nuclear recoils reconstruction effi-
ciency at low energies and the capability to distinguish them from electron recoils, Ambe and 55Fe
sources were employed in LEMON. The iDBSCAN algorithm with multiple iteration (based the well-
known Density-Based Spatial Clustering of Applications with Noise) was developed to select track
with different ionization patterns. With iDBSCAN and exploiting very simple topological informa-
tion, a natural radioactivity background rejection in the energy region around 5.9 keVee of 10´3 was
obtained, with 40% nuclear recoil efficiency [41]. While these results are already encouraging, the
collaboration is working on a more sophisticated multivariate approach, with which rejection can
significantly be improved.
The CYGNO/INITIUM collaboration recently manufactured a larger, 50 L prototype (LIME), im-
aged by a single sCMOS and a 4 small PMT and with same dimensions (33 ˆ 33 cm2 readout area for
50 cm drift) of a single module of the 18 foreseen for the CYGNO/INITIUM 1 m3 detector (already
funded). LIME goals are in fact to verify in an underground environment and on realistic dimen-
sions the performances expected for 1 m3 detector, while at the same time test part of the materials
and construction techniques and also provide a precise, spectral and directional measurement of the
underground environmental neutron flux. Overground commissioning of LIME is ongoing, and al-
ready established detector stability at nominal operational values similar to LEMON and an energy
resolution of 15% along the whole drift volume at 5.9 keVee from 55Fe events.
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4 CYGNUS: a multi-site, multi-target Directional Galactic Recoil
observatory of DM and Neutrinos at the ton scale
The CYGNUS project is a new international collaboration formed by nearly all the members of the
experimental efforts described in Sec. 3. CYGNUS aim is to develop a large modular Galactic Re-
coil Observatory that could test the DM hypothesis beyond the Neutrino Floor and measure galactic
Neutrinos. The key features of the proposed experiment is a modular design of recoil sensitive TPCs
filled with He:SF6(:CF4) (low and high pressure operations envisaged, as well as electron or negative
ion drift) with full fiducialization and energy and directional threshold at O(keV) and installation in
multiple underground sites (including the Southern Hemisphere) to minimise location systematics
and improve sensitivity. A coordinated R&D effort to optimise technologies and gas mixture choices
is currently undergoing in several laboratories in the participating countries, as can be seen by the
studies discussed in each subsection of Sec. 3.
The proto-collaboration recently developed an comprehensive feasibility study for a 1000 m3 de-
tector, based on MC simulation backed up by experimental measurements [42]. In this, in addition
to the DM and Neutrinos physics cases, a detailed simulation of six different charge readout options
with NID and the study of their electron recoil discrimination and directional capabilities are dis-
cussed. Furthermore, foreseen external and internal backgrounds and engineering requirements are
examined. From a cost/benefit study, taking into account costs, directional performance at low recoil
energies and intrinsic radioactivity content, the strip readout technologies emerges as the best choice
in a NID context with SF6 as dopant.
The simulations presented in [42] indicate moreover the possibility of electron rejection down to
1 keVee in an atmospheric pressure He:SF6 mixture. By simply exploiting the measured track length
versus energy released, background discrimination can exceed 106 at 5 keVee for fluorine, and 10
keVee for helium. A preliminary investigations with deep learning neutral networks suggest that this
can be improved upon by several orders of magnitude. A ton-scale ‘Cygnus-1000’ detector, with the
characteristics discussed in [42], would have a non-directional sensitivity to WIMP-nucleon cross sec-
tions significantly extending to sub-10 GeV WIMP masses for SI coupling, whereas for SD interactions
even a 10 m3 scale would compete with generation-two (G2) detectors currently under construction,
and would breach the Xe Neutrino Floor. Final recommendations suggest to experimentally demon-
strate on prototypes with full drift length and high readout resolution all energy-dependent perfor-
mances and to continue pursuing alternative approaches, based on electron drift with optical or high
granularity charge readout.
5 Conclusions
The determination of the incoming direction of WIMP particles can offer a very powerful handle
for a positive, unambiguous identification of a DM signal, together with an excellent capability of
rejection of the annoying backgrounds, including neutrons and neutrinos. Gaseous Time Projection
Chambers, constituting the most natural, although inherently challenging, approach to directional
DM searches, have nowadays reached the technological maturity to aim at 1 ton scale experiment. In
this context, several R&Ds are on-going to found the best technologies and gas mixtures choices to this
goal. A coordinate endeavour among such experimental efforts is in progress, as a new international
proto-collaboration called CYGNUS, that recently presented a detailed feasibility study for a modular,
multi-target ton scale experiment. From these studies, a ‘Cygnus-1000’ detector would be able to put
significant constraints to both SD and SI interactions extending the expected reach of G2 detectors,
while at the same time measure Solar Neutrinos.
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Abstract
I review some key aspects of capture and possible observable effects of particle dark matter in
stars. Focusing on the transport of heat from captured asymmetric dark matter, I outline existing
computational methods, and the challenges that must be overcome to continue pushing the field
forward.
1 Introduction
Significant efforts are underway at underground laboratories around the world to detect the minute
but telltale signatures of direct interactions between galactic dark matter (DM) and ordinary bary-
onic nuclei. Because — by definition — DM must be very weakly interacting, such searches must
take place in well-shielded environments, where interference from cosmic rays, thermal noise and ra-
diogenic backgrounds are as low as possible. Such direct detection (DD) experiments rely on elastic
scattering between DM and target nuclei to provide a detectable signature in heat, ionization, scintil-
lation, or a combination thereof. Weak couplings necessarily mean that DD experiments are limited
by exposure, and with each subsequent generation, experiments have gotten larger. Currently, the
strongest limits on spin-independent are set by XENON1T [1], a 3500 kg liquid xenon detector, and
planning has begun for hundred-ton scale argon and xenon experiments with the potential to pum-
mel their way through the dreaded neutrino floor.
If present in the lab, elastic scattering between DM and nuclei must also occur in natural systems.
The largest nearby target for such an effect is the Sun: at 2 ×1030 kg and exposure t = 4.57 Gyr, it
constitutes a truly titanic (if noisy) detector. Indeed, if DM scattering off solar nuclei brings it below
the local escape velocity, the DM will become gravitationally bound and settle into an equilibrium
configuration near the core. Depending on the nature of the DM itself, it may then suffer one of three
possible fates: 1) if it is too light, it will “evaporate” from momentum exchanges large enough to bring
it above the local escape velocity1 2) if it is self-conjugate, or if sufficient quantities of “anti-DM” are
present in the star, it will annihilate, or 3) if it is sufficiently heavy and asymmetric [5], it can act as a
heat conductor [6], thanks to its long mean free path inside the solar plasma.
1as long as it does not interact again on the way out [2–4].
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The latter two fates have observable consequences. DM annihilation into SM products and their
subsequent decays into neutrinos can produce observable signals at underground (or under-ice) neu-
trino telescopes. Indeed, the strongest bounds on DM-nucleon scattering for certain DM candidates
come from this channel. Heat transport can have more subtle consequences: by flattening the temper-
ature gradient in the inner Sun, neutrino fluxes can be reduced, and the pressure and density profile
of the Sun can be modified, changing helioseismology observables such as the convective zone ra-
dius rCZ , the surface helium composition, and the inferred sound speed profile [7]. In other main
sequence stars, convective cores can be erased, and with large enough concentrations, evolutionary
trajectories on the Hertzsprung-Russel (HR) diagram can be severely modified.
In the following, I will focus on the latter effects, with special emphasis on some of the details of
the calculations. However, I would be remiss not to mention that DM of various shapes and sizes
can have even more spectacular consequences when combined with the exotic environments of white
dwarfs or neutron stars, see e.g. [8–13] and references therein.
We shall start by recalling the capture rate of DM in stars, and briefly look at annihilation before
turning our full attention to the perplexing problem of particle propagation and heat transport.
2 Capture and annihilation
If the Milky Way’s DM halo is near hydrostatic equilibrium, its velocity distribution in our vicinity
should be roughly Maxwellian, with a dispersion velocity around 220 km/s, which can be obtained
from the mass enclosed within the Sun’s orbit. Though prior simulations cast doubt on this simple
model, newer numerical simulations including the hydrodynamics of gas, star formation and feed-
back indicate that it is a fairly reasonable assumption [14]. The capture rate C? of DM in a star of
radius R? is:
C?(t) = 4π
∫ R?
0
r2
∫ ∞
0
f?(u)
u
wΩ(w)dudr. (1)
where u is the DM speed in the star’s frame, and w(r) =
√
u2 + vesc(r)2, where vesc(r) is the escape
velocity from a distance r from the centre of the star. f?(u) is the local DM speed distribution, and
Ω(w) is a function that encodes the scattering kinematics: wΩ(w) it is proportional to the probability
per unit time of a collision occurring that brings a DM particle with speed w below vesc. Note that
this expression should be modified if the DM must scatter multiple times before capture [15, 16]
For the Sun, the only free parameters in (1) are the DM massmχ and the DM-nucleon2 cross section
σ ≡ dσχ−n/dER. The latter can result in non-trivial DM-nucleus interactions. Depending on the
Lorentz structure of the DM-quark vertex, the cross section depends generically on combinations of
the non-relativistic quantum operators 1 (the identity), ~q (the exchanged momentum), ~v⊥ (the relative
velocity component orthogonal to ~q), ~Sχ and ~Sn (the DM and nucleon spins) [18]. Each bilinear
combination of these operators leads to both different kinematics and a different multipole projection
onto the nuclear state, leading in turn to an isotope-dependent nuclear response. These have been
computed and tabulated in a number of references, including [19] in the context of the Sun. Operators
that depend on Sn are particularly interesting, as they do not benefit from the coherent enhancement
σ ∝ A2 that spin-independent models do, and thus are much more difficult to probe with puny Earth-
based detectors. Different scattering kinematic also mean that DD experiments probe very different
areas of q and v-space, leading to strong complementarity between approaches (see e.g. [20, 21]).
Finally it is worth noting that C? cannot be larger than the geometric limit set by the size of the
stellar disk itself. This turns out to be larger than πR2? thanks to gravitational focusing. I point the
interested reader to Capt’n General3 [22, 23], a set of numerical functions for calculating the capture of
DM in stars including the above effects. I also note [24] who explored the effects of general uncertain-
ties in the DM velocity distribution.
2Interactions with electrons can also lead to capture, for a lower mass range [17].
3https://github.com/aaronvincent/captngen
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If the DM then self-annihilates, annihilation products can produce high-energy neutrinos, de-
tectable at Earth [25–30]. If the DM population attains an equilibrium between decay and annihi-
lation, the neutrino production rate depends only on σ. For spin-independent interactions DD ex-
periments are far more sensitive; however, for spin-dependent interactions, leading limits at high
masses are set by SuperKamiokande [31] and IceCube [32]. Before moving on to the main topic of
heat transport, I point out the recent code χaroν [33] which self-consistently computes production
and propagation of neutrinos from DM in the Sun.
3 Heat transport: the Knudsen problem
If the DM can accumulate in sufficient quantities, its small interaction cross section σ  σT leads
to measurable heat transport even for comparatively low DM populations (in the Sun, the local DM
density means that mχNχ . 10−10M). Computing the observable effects of such heat transport
requires implementation of the capture and transport calculations into a full Standard Stellar (Solar)
Model (SSM) simulation such as GARSTEC [34] or MESA [35], and evolving the star within the DM
halo up to its current age t. SSM’s typically have two free parameters: the initial helium density,
and a mixing length parameter used to model convection in a 1d simulation. This means that the
presence of an additional transport mechanism can still lead to solar models that satisfy the observed
luminosity, age and radius.
As mentioned earlier, ADM can lead to a reduction (or spectral change [36]) of the 8B and 7Be
neutrino fluxes from the Sun by an O(1) fraction due to the lower central temperature without af-
fecting the overall luminosity. Changes in structure also introduce effects on heliosesimological mea-
sures [7, 37, 38] including the radius of the convective zone boundary rCZ , the sound speed profile
cs(r) and dimensionless frequency separation ratios which can be constructed to probe the core com-
position without systematic effects from higher radii . In slightly more massive stars than the Sun,
the convective core can be erased by flattening the temperature profile so as to smoothly maintain
local hydrostatic equilibrium across r. This has already been probed via aseteroseismological mea-
surements [39–41].
The computation of heat transport effects in stars is conceptually straightforward, but devilish in
implementation. The phase space distribution F (u, r, t) of captured DM follows a Boltzmann Colli-
sion Equation (BCE):
DF (u, r, t) = (∂t + u · ∇r − g(r) · ∇u)F (u, r, t) =
1
l
CF (u, r, t), (2)
where g = ∇φ is the local gravitational acceleration, l is the typical interscattering distance and
C is the collision operator. CF (u, r, t) represents the scattering rate of DM with nuclei from any
velocity to u minus the scattering rate from u to any other velocity. The microphysics of the DM-
nucleus interactions are encoded in the collision operator — see [42] for a general treatment. Spherical
symmetry and the fact that the equilibration time scale is much faster than the stellar evolution time
scale (i.e. ∂tF ' 0) simplify things a little bit. Alas, not nearly enough for comfort.
Projecting the kinetic energy times the solution, (mu2/2)F (u, rr), onto the radial direction, one
arrives at the luminosity L(r) carried through a shell at radius r by DM. The energy deposited per
unit stellar density ρ per unit time is:
ε(r) =
1
4πr2ρ(r)
dL(r)
dr
. (3)
Three approaches are generally available to us in tackling the BCE depending on the Knudsen
number K = l/rχ, i.e. the ratio of the mean interscattering distance l ∼ 1/(σnnuc) to the DM scale
height in the star.
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Figure 1: Three heat conduction regimes by dark matter in the solar plasma. Left (Knudsen regime):
large mean free paths (small σ) computable with the Spergel and Press (SP) approach lead to low
overall energy deposition. Right (LTE regime): small mean free paths, computable with the Gould
and Raffelt (GR) approach, mean the DM is “stuck” as σ grows. Centre: at the Knudsen transition,
heat transport is optimized. This regime does not have an analytical solution and must be calculated
with a Monte Carlo-calibrated interpolation. The SP solution is based on incorrect assumptions, and
GR can be numerically unstable and breaks down at small radii.
1. In the weakly-interacting regime,CF is very small, giving a simple solution to the BC(ollisionless)E
DF = 0:
nχ,iso ∝ e−φ(r)/Tχ , (4)
where the DM temperature Tχ is a weighted average of the temperatures of the heat bath the
DM interacts with. After “some algebra” , the transported energy (3) was obtained by Spergel
and Press (SP [43]):4
εSP (r, t, Tχ) =
8
√
2
π k
3/2
ρ?(r,t)
nχ,iso(r, t) [T?(r, t)− Tχ(t)]σnnuc(r, t) mχmnuc,i(mχ+mnuc)2
(
T?(r,t)
mnuc
+
Tχ(t)
mχ
)1/2
.
(5)
Note that ε gets weaker with smaller σ, as the interaction rate becomes smaller. This looks very
thermodynamicsy, but the inconsistent assumption that CF = 0 will turn out to be [3] one of
the reasons that this treatment will yield inaccurate results.
2. In the Local Thermal Equilibrium (LTE) K  1 regime, the DM is locally at the same temperature
at the nuclei. This allowed Gould and Raffelt (GR, [44])5 to expand the BCE to first order in the
small quantity ε = l(r)|∇ log T (r)|:
F (v, r) = F0 + ε · dipole, (6)
where F0 is again the Maxwell-Boltzmann solution to DF = 0 but with T (r) equal to the local
stellar temperature, and the dipole contribution is responsible for the local flux of heat due to
DM. This allows for the computation of two quantities that depend only on µ = mχ/mnuc, the
ratio of the DM to nucleon masses. These are a molecular diffusion coefficient α(µ) (or “fluffi-
ness parameter”) that governs the DM radial distribution, and κ(µ)6, a thermal conductivity
4I have omitted the requisite sum over nuclear species to keep this equation on a single line. Pretend that it is there.
5This builds on earlier work Faulkner & Gilliland [45] and Gilliland et al. [46].
6κ is a function of r in Eq. (7). This is because the isotopic abundances, which govern the average value of µ, are radially-
dependent.
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coefficient. The luminosity is
LLTE = 4πr
2nχ(α, r)l(r)κ(r)
√
T
mχ
dT
dr
, (7)
And ε is obtained via Eq. (3).
In contrast with the SP solution, the LTE solution becomes weaker with increasing cross section.
3. A direct Monte Carlo simulation can yield an equilibrium solution of the BCE, as the set of phase
space coordinates sampled in the long time limit in a static background plasma is ergotically
equivalent to a large collection of particles in equilibrium. While this allows for an exact solution
of the BCE in principle, it is practically infeasible as it requires a separate simulation for every
set of DM parameters, and for every evolutionary time step in the star’s lifetime. Still, it may be
used to validate the above approaches: this was done by Gould & Raffelt [44, 47], who notably
concluded that the isothermality assumption in the SP approach indeed leads to an incorrect
luminosity curve, and while the GR calculation yields accurate results over most of the star in
the LTE regime, the luminosity at low radii is overestimated in both cases, because the isotropy
assumption in v breaks down near r = 0.
The “correct” technique that is accepted and widely used today is the GR (LTE) technique, rescaled
with a “Knudsen correction” based on the GR MC simulations that recovers the correct behaviour in
the largeK regime, and a “radial correction” that accounts for the isotropy effects [48] by suppressing
luminosity at low r.
The effect of ADM heat transport is largest for DM masses that are best kinematically-matched
with H and He, while heavy enough to avoid evaporation: m ∼ 3 − 5 GeV. The most interesting
effects unsurprisingly occur near the Knudsen transition. For a constant DM-nucleon cross section
this is around 10−35 cm2 for spin-dependent interactions, and 10−37 cm2 in the spin-independent case.
While these fall above upper limits set by earth-based DD experiments, non-constant interactions
σ ∝ vn, qn (n = −2, 2, 4) [20, 42, 49, 50] as well as some theoretically-motivated models [51, 52] can
give Knudsen transitions for values of the cross section that are compatible with DD limits. Such
models can also improve on the SSM by up to 6σ, providing a possible path [53–55] to resolving the
Solar Composition Problem, a strong disagreement between helioseismological observables and SSMs
[56–58]. The left panel of Fig 2 shows the improvement in the sound speed profile for a variety of dark
matter models with σ = σ0(v/v0)n or σ = σ0(q/q0)n. These can be related with the NREO models
described earlier.
Thanks to DD experiments, the parameter space is rapidly closing, and we may well be forced
deep into the Knudsen regime. Here, solar effects may be more difficult to observe, but stars near the
galactic centre (GC) that can capture far more DM over their lifetimes can still serve as competitive
probes of new physics for small values of σ. Indeed, large amounts of DM can affect the relation
between a star’s mass, luminosity and temperature by changing the conditions of local thermal and
hydrostatic equilibrium. This ultimately means that a star’s trajectory on the main sequence can be
very different from the standard prediction [59–63]. This is where trouble arises. There are three
issues at play:
1. The GR formalism relies on two numerical derivatives, L ∝ dT/dr and ε ∝ dL/dr. Modern stel-
lar evolution codes typically contain small discontinuities in their temperature profiles which
are ordinarily not a problem. However, when DM heat transport is large, these discontinuities
are amplified and can yield wild, unphysical self-amplifying oscillations for interstellar DM
densities larger than:
log
( ρ
GeV
)
& 0.5− 2 log
( σ
10−37cm2
)
. (8)
We refer to this region as the Danger Zone [64, 65].
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Figure 2: Left: Figure from [50]. Improvement of the difference in the radial sound speed profile cs(r)
between standard solar models without (blue) and with the capture and heat transport of asymmetric
dark matter (other colored lines). Bands represent 1 and 2 σ modelling (blue) and helioseismology
(green) errors. Right: Luminosity-Temperature plot showing the evolution of a 1 M star capturing
ADM with different local densities (grey bands). Approximate lines of constant age are shown in
dashed blue.
2. As we are deep in the Knudsen regime, it becomes increasingly unsettling to use an extrapo-
lation of the GR formalism which was developed using the explicit assumption of small mean free
paths.
3. The alternative approach, SP, is not self-consistent and does not agree with Monte Carlo simu-
lations.
In order to progress beyond point 1., many references have nonetheless gone ahead and obtained
interesting results using the SP approach. These lead to interesting and suggestive results: increased
heat transport leads to changes in the HR evolution of MS stars, notably erasing convective cores
and significantly extending their main sequence lifetime [60–63]. On a color-magnitude diagram, this
means a modification of the MS turnoff that depends on the local density of DM. I show this in the
right panel of Fig. 2, which shows a number of trajectories for a 1 M star interacting with DM with
densities varying from 1-104 times the local DM density ρ0 = 0.4 GeV cm−3, produced using the
MESA [35] stellar evolution software and the SP approach.
These conclusions are likely to be fairly robust, even if they are built on shaky theoretical foun-
dations. But the above objections should emphasize the fact that more work is needed if we are to
use stars and stellar populations not only as a probe for the effects of dark matter, but as a way to
measure the DM properties themselves. The way forward is twofold: 1) revisiting the BCE from the
non-local point of view; and 2) careful comparison with state-of-the-art Monte Carlo simulations.
4 Conclusions
The night sky is strewn with thousands upon thousands of free, ultra-massive dark matter direct
detection experiments. As more precise observations make it possible to perform asteroseismology
on individual stars and quality population analyses, better computational techniques will be needed
to accurately predict the impact of DM on these stars in the hopes of advancing in our quest for
knowledge of the dark side.
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Abstract
I present an overview of detailed and redundant measurements of dark matter properties, and dis-
cuss discrepancies with current limits.
1 Introduction
At the 2020 Guadeloupe meeting I presented measurements of dark matter properties published in
References [1], [2], [3], [4], and [5]. These detailed, precise and redundant measurements, summa-
rized in Table 1 below, are in disagreement with some limits on thermal relic masses [6] [7] [8] [9].
In these Proceedings I present a short overview of the measurements, and a few comments on the
disagreements.
Figure 1: Guadeloupe Islands.
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2 Motivation
We assume that dark matter is a gas of particles, either fermions or bosons. As the universe expands,
this gas becomes non-relativistic. We assume that these non-relativistic particles have negligible in-
teractions with the standard model sector, and negligible inelastic self interactions, except for grav-
itation. Let a be the expansion parameter of the universe normalized to a = 1 at the present time.
As the universe expands and cools, the root-mean-square (rms) velocity of the dark matter particles
scales as ∝ 1/a, and the dark matter density scales as ∝ 1/a3:
vhrms(a) =
vhrms(1)
a
, ρh(a) =
Ωcρcrit
a3
. (1)
Note that the adiabatic invariant vhrms(a)/ρh(a)1/3 is independent of a. (Throughout, the sub-index h
stands for “dark matter halo". We use the standard notation of [10].) The adiabatic invariant remains
constant if the mean number of particles per orbital remains constant.
Now consider a free observer in a density peak in the expanding universe. This observer feels no
gravity. The matter in this peak expands, reaches maximum expansion, and then, due to gravitational
attraction, collapses adiabatically forming the core of a galaxy. Let
√
3
〈
v2rh
〉1/2 be the rms velocity of
dark matter particles in the galaxy (vrh is the radial component), and ρ(r → 0) be the dark matter
density in the core of the galaxy. Adiabatic expansion implies
vhrms(a)
ρh(a)1/3
=
vhrms(1)
(Ωcρcrit)1/3
=
√
3
〈
v2rh
〉1/2
ρ(r → 0)1/3
. (2)
The interest in Equation (2) is that we can measure both
〈
v2rh
〉1/2 and ρh(r → 0), and hence vhrms(1),
in spiral galaxies. Furthermore, the core of spiral galaxies can have 108 times the mean dark matter
density of the universe [3], and therefore, is a promising place to study dark matter.
In conclusion, we predict that the adiabatic invariant vhrms(1) is of cosmological origin, and there-
fore is the same for all relaxed, steady-state, spiral galaxies.
Fermions vhrms(1) a′hNR × 106 mh kfs log10(Mfs/M)
Observable [km/s] [eV] [Mpc−1]
Spiral galaxies 0.76± 0.29 2.54± 0.97 79+35−17 0.80
+0.42
−0.24 12.08± 0.50
No freeze-in/-out 0.81+0.47−0.25 2.69
+1.57
−0.84 75± 23 0.76± 0.31 12.14± 0.52
Ms distribution 0.90+0.44−0.34 11.93± 0.56
Bosons vhrms(1) a′hNR × 106 mh kfs log10(Mfs/M)
Observable [km/s] [eV] [Mpc−1]
Spiral galaxies 0.76± 0.29 2.54± 0.97 51+22−11 0.51
+0.28
−0.15 12.66± 0.50
No freeze-in/-out 0.26+0.16−0.08 0.88
+0.52
−0.28 113± 35 1.26± 0.50 11.49± 0.52
Ms distribution 0.90+0.44−0.34 11.93± 0.56
Table 1: Summary of three independent measurements of the adiabatic invariant vhrms(1) [4], the
expansion parameter at which dark matter particles become non-relativistic a′hNR ≡ vhrms(1)/c, the
cut-off wavenumber of warm dark matter kfs, the transition galaxy mass Mfs, and the mass mh of
dark matter particles (for the case of zero chemical potential). The top (bottom) table is for fermions
with Nf = 2 (bosons with Nb = 1). Update of Table 2 of Reference [4].
3 Validation
To test this prediction we study spiral galaxies in the “Spitzer Photometry and Accurate Rotation
Curves" (SPARC) sample [11]. The SPARC galaxy sample includes a very broad range of lumi-
110
0 2 4 6 8 10 12
r [kpc]
0
10
20
30
40
50
60
70
80
v
 [
k
m
/s
]
totv
hv
disk+bulge+gas = vbv
DDO161
Figure 2: Observed rotation curve vtot(r) ≡ v(r) (dots) and the baryon contribution vb(r) (triangles)
of galaxy DDO161 [11]. The dot-dash line is from vh(r)2 = v(r)2− vb(r)2. The solid lines are obtained
by numerical integration [1].
nosities, surface brightnesses, rotation velocities, and Hubble types. As an example, the rotation
curves of galaxy DDO161 are presented in Figure 2. vtot(r) ≡ v(r) is the velocity of rotation of
a test particle in a circular orbit of radius r in the plane of the galaxy. This rotation velocity v(r)
has contributions from baryons (stars in the disk and bulge, and gas), and from the halo of dark
matter: v(r)2 = vb(r)2 + vh(r)2. The flat rotation velocity v(r) at large r determines the root-mean-
square (rms) of the radial component of the velocities of the dark matter particles
〈
v2rh
〉1/2
= vflat/
√
2.
The slopes of v(r) and vb(r) at small r determine the dark matter density in the core of the galaxy:
ρh(r → 0) = 3
[
v(r)2 − vb(r)2
]
/(4πGr2). So we are able to measure the adiabatic invariant (2) for
each SPARC galaxy.
To take full advantage of all measured rotation velocities v(r) and vb(r), we fit four boundary
conditions needed to integrate differential equations describing two self-gravitating non-relativistic
gases: dark matter and baryons. These numerical integrations are shown with continuous lines in
Figure 2. Note that we do not fit templates. Good fits are obtained assuming that the dark matter
rms velocity
√
3
〈
v2rh
〉1/2 is independent of r. This important observation implies that the velocities
of dark matter particles satisfy approximately the Boltzmann distribution. How did dark matter
acquire the Boltzmann distribution of velocities? Was dark matter ever in thermal equilibrium with
“something"? From the rotation curves of 40 well measured, relaxed, steady-state galaxies we obtain
the distribution of vhrms(1) presented in Figure 3 [3]. This distribution has a mean 0.87 km/s, and a
standard deviation of 0.27 km/s. This small relative standard deviation is noteworthy given that the
galaxies in this sample have luminosities, central densities, and central surface brightnesses that span
three orders of magnitude. We do not find any statistically significant dependence of vhrms(1) on the
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galaxy properties, see Table 2.
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Figure 3: Distribution of the adiabatic invariant vhrms(1) obtained from fits to rotation curves of 40
spiral galaxies in the SPARC sample [11]. Case for chemical potential µ 0.
From Figure 3, and a similar figure for fermions with chemical potential µ = 0 [3], we take
vhrms(1) = (0.82± 0.31)
√
1− κh km/s = 0.76± 0.29 km/s. (3)
The factor
√
1− κh is a correction for possible dark matter rotation. We take κ = 0.15±0.15 [1] [2] [3].
This range is also consistent with vhrms(1) obtained from 10 different galaxies in the THINGS sample
[2] [12].
Galaxy selection N Mean vhrms(1) Std. dev.
[km/s] [km/s]
All 40 0.866 0.273
L3.6 < 1× 109L 11 0.838 0.297
L3.6 > 4× 109L 11 1.036 0.192
MHI < 1× 109M 17 0.714 0.239〈
v2rh
〉1/2
< 50 km/s 17 0.786 0.259〈
v2rh
〉1/2
> 60 km/s 16 0.969 0.227
de Vaucouleurs class 5, 6 or 7 15 0.820 0.277
de Vaucouleurs class 9 or 10 18 0.869 0.258
SBdisk < 100× 109L/pc2 10 0.843 0.174
ρh(0) > ρb(0) 37 0.842 0.255
Table 2: Mean and standard deviation of vhrms(1) for several galaxy selections [3]. N is the number
of galaxies in the selection. L3.6 is the absolute luminosity at 3.6 µm. MHI is the mass of atomic
hydrogen gas (HI). “SBdisk" is the Disk Central Surface Brightness at 3.6 µm. The galaxy classes are
5 = Sc, 6 = Scd, 7 = Sd, 9 = Sm, 10 = Im. The data is from the SPARC sample of spiral galaxies [11].
In conclusion, we observe that, within experimental uncertainties, the “adiabatic invariant" vhrms(1)
is approximately the same for all relaxed, steady-state, galaxies in our sample. This observation sug-
gests that vhrms(1) is indeed of cosmological origin.
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We define a′hNR ≡ vhrms(1)/c. Dark matter is ultra-relativistic for a  a′hNR, and non-relativistic
for a a′hNR. Note that the mass of matter inside the horizon at a = a′hNR is ≈ 3× 1011M, not much
smaller than the Milky Way mass. Is this a coincidence?
4 Lower bounds to the dark matter particle mass mh
As we lower the dark matter particle massmh in the fits to the observed spiral galaxy rotation curves,
we obtain disagreement due to the onset of Fermi-Dirac or Bose-Einstein degeneracy in the galaxy
core. This disagreement sets lower bounds to mh of 16 eV for fermions, and 45 eV for bosons, at 99
% confidence [1]. These limits exclude Einstein condensation, and exclude full fermion degeneracy.
Chemical potential µ ≤ 0 is allowed for both fermions and bosons.
5 Why a core and not a cusp?
Consider galaxy UGC11914. The measured dark matter density in the core ρh(r → 0) is (2.1±0.5)×108
times the mean dark matter density of the universe Ωcρcrit [3]! What prevented dark matter from
collapsing to infinite density as suggested by simulations in the cold dark matter ΛCDM scenario?
Why a core and not a cusp? The answer: a galaxy with a given vflat =
√
2
〈
v2rh
〉1/2 has a well defined
dark matter density in the core ρh(r → 0) given by Equation (2).
6 Free-streaming
Let P (k) be the power spectrum of linear density perturbations in the cold dark matter ΛCDM model.
k is the comoving wavenumber. If dark matter is warm, the power spectrum becomes P (k)τ2(k/kfs),
where τ2(k/kfs) is a cut-off factor due to dark matter free-streaming. We use the approximation
τ2(k/kfs) = exp (−k2/k2fs) [5]. The cut-off wavenumber kfs can be calculated from a′hNR, see Refer-
ence [4]. We obtain kfs = 0.80+0.42−0.24 Mpc
−1. The halo “transition" mass, corresponding to a gaussian
cut-off factor, is defined to be Mfs ≡ 4π(1.555/kfs)3Ωmρcrit/3. Results derived from Equation (3) are
presented in Table 1. Note that the measured Mfs is similar to the Milky Way mass, and hence ad-
dresses the “small scale crisis" problems.
7 Measurement of the cut-off wavenumber with galaxy stellar mass
distributions
Figure 4 compares galaxy stellar mass distribution predictions with observations at z ≈ 4.5. The
cold and warm dark matter models coincide for halo masses Mh > Mfs, and differ for Mh < Mfs.
Therefore, to measure the cut-off wavenumber kfs, we first adjust the relation between the halo mass
Mh and the stellar mass Ms to obtain agreement for Mh > Mfs, and obtain log10(Ms/Mh) = −1.5,
consistent with Figure 9 of Reference [13]. From Figure 4, and similar figures at z = 6, 7, and 8, we
obtain kfs = 0.90+0.44−0.34 Mpc
−1 [5]. The agreement with the value of kfs obtained in Section 6 is evidence
that kfs is indeed due to free-streaming, and confirms, once again, that vhrms(1) is of cosmological
origin.
8 Warm dark matter with no freeze-in and no freeze-out
The measurements of vhrms(1), or equivalently kfs, described above do not determine the dark matter
particle mass mh, only the dark matter temperature-to-mass ratio Th(a)/mh. To obtain mh and Th(a)
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Figure 4: Calculated stellar mass functions with the Press-Schechter [14], Ellipsoidal Collapse with
ν̃ = ν, and Ellipsoidal Collapse with ν̃ = 0.84ν [15] [16] approximations, for ΛCDM, and ΛWDM
with kfs = 1.6, 1.2, and 0.8 Mpc−1, at redshift z = 4.5, compared with observations at z ≈ 4.5 [13] [17]
[18] [19]. log10(Mh) = log10(Ms) + 1.5.
separately, we need one more constraint. It turns out that if we assume that dark matter decoupled
while ultra-relativistic and has zero chemical potential, then dark matter was in thermal equilibrium
with the standard model sector in the early universe, with the measured adiabatic invariant vhrms(1)
and the measured cosmic microwave background radiation temperature T0 [1] [2] [4]. This miracle is either
a coincidence, or strong evidence that dark matter was once in diffusive and thermal equilibrium
with the standard model sector in the early universe, and decoupled from the standard model sector
and from self annihilations while still ultra-relativistic. In other words, strong evidence that dark
matter has no freeze-in and no freeze-out. The assumption of no freeze-in and no freeze-out leads to
parameters presented in Table 1.
9 Comments on discrepancies with thermal relic limits
Fermion phase space density limits: Limits on fermion dark matter mass, from phase space density
considerations, are obtained from a study of dwarf spheroidals (dSph) of the Milky Way [6]. From
the Pauli exclusion principle the limit obtained is mDEG = 0.41 keV. Stronger limits are obtained with
additional assumptions, e.g. the Tremaine-Gunn limit. These limits assume that dwarf spheroids are
dominated by dark matter. However, at this 2020 Guadeloupe meeting, Francois Hammer presented
evidence that dwarf spheroids have negligible amounts of dark matter [20], [21], [22], [23], so these
limits need to be revised. In Section 4 above we present the corresponding limits from spiral galaxy
rotation curves.
The UV luminosity function limit: We comment on Reference [8]. The analysis in [8] is very
similar to our analysis in [5]. The conclusions, however, are quite different. In [5] we obtain excellent
agreement with observations, see Figure 4, while [8] obtains a limit on the thermal relic massmh ≥ 2.4
keV at 2σ.
There are three differences between these analysis: 1) The cut-off function in [8] has the form
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τ2 =
[
1 + (αk)2µ
]−10/µ, originally derived in [24]. This functional form is numerically the same as
our gaussian cut-off function for all practical purposes. The values of α, and the equivalent kfs’s, for
several early thermal relic masses, are presented in Table 3. The values of kfs used in [5], calculated
with the method outlined in [4], is also presented in the Table. 2) To calculate the variance σ2(M, z),
needed by the Press-Schechter calculation of the galaxy mass distribution, Reference [8] uses the
top-hat window function in k-space, while in [5] we use the gaussian window function. The “knee"
between the asymptotes for k  kfs and k  kfs is more pronounced in the former, and more rounded
in the latter analysis. However, neither 1) nor 2) can account for the very different conclusions. 3) The
main source of difference between the two analysis appears to be the different approximations for
P (k). The analysis in [5] uses Eq. (8.1.42) of Reference [25] with the astrophysical parameters in [10].
This approximation to P (k) is valid for all k, so normalizing P (k) to the measured σ8 is accurate, and
coincides with the Planck normalization in [10]. Reference [8] does not specify the approximation
used for P (k), and obtains a steeper slope in Figure 1 of [8] at large M than we do.
mh 1/α [8] kfs [8] kfs [5][4] kJ
3000 eV 48.5 Mpc−1 18.9 Mpc−1 20.9 Mpc−1 39.6 Mpc−1
1000 eV 14.3 Mpc−1 5.59 Mpc−1 7.8 Mpc−1 13.2 Mpc−1
79 eV 0.86 Mpc−1 * 0.33 Mpc−1 * 0.86 Mpc−1 1.04 Mpc−1
Table 3: Relation between the early thermal relic mass mh, and the corresponding free-streaming
cut-off wavenumber kfs, obtained by the methods described in References [8], and [5][4]. Also shown
is the Jeans wavenumber kJ : modes with k < kJ grow due to gravity, modes with k > kJ are damped
due to free-streaming. * Out of range?
Lyman-α forest limits: The Lyman-α forest allows measurements of the neutral hydrogen den-
sity profile along the line of sight to far away quasars (at redshifts z ≈ 5.5). From the analysis of
these density profiles, with model dependent simulations of the inter-galactic medium (including the
highly ionized hydrogen), the cut-off wavenumber kfs is excluded in the range from ≈ 0.4 Mpc−1 to
≈ 27 Mpc−1 [7]. In comparison, the measured galaxy stellar mass distributions presented in [5] obtain
kfs = 0.90
+0.44
−0.34 Mpc
−1 [5]. So, these two analysis, based on very different data sets, are incompatible.
This discrepancy needs to be resolved.
Limits from quasar gravitational lensing: We consider Reference [9]. Strong lensing with mul-
tiple images often have anomalous flux ratios between the images. The anomaly may be due to
halos with mass in the range 106M to 108M along the line of sight [9]. To constrain kfs it is nec-
essary to predict the halo mass function in the mass range 106M to 108M at redshifts z < 3. Do
we really know how to predict the halo mass function at these low masses and redshifts where the
Press-Schechter formalisms is already saturated [5]? Note that the Press-Schechter method, and its
Sheth-Tormen modification, can only be used so long as the fraction of mass locked up in halos with
mass greater than M , F (M, z), is less than approximately 0.01. If F (M, z) > 0.01, a “would be galaxy
of mass M" may “not fit", will loose mass to neighboring galaxies, and will collapse as a halo with
mass < M [4]. At z < 3, the Press-Schechter method for halos of mass M < 1012M is already
saturated, and does not predict correctly the galaxy mass function [5].
10 Extension of the Standard Model
An integration of the Boltzmann equation for the production of sterile Majorana neutrinos after Elec-
troweak Symmetry Breaking (when sterile and active neutrinos acquire mass and couple together) is
presented in Figure 5. This example is consistent with the measurements presented in Table 1. Such
sterile Majorana neutrinos evade all current (and future?) dark matter searches, and are consistent
with Big Bang Nucleosynthesis.
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From Reference [1].
11 Conclusions
We have presented detailed, precise, and redundant measurements of dark matter properties, that do
not depend on any particular extension of the standard model, see Table 1. These measurements
result in several “miracles": 1) the adiabatic invariant vhrms(1) is the same, within experimental un-
certainties, for 50 measured spiral galaxies, indicating that vhrms(1) is of cosmological origin; 2) the
measured vhrms(1) obtains kfs in agreement with kfs obtained from the galaxy stellar mass functions,
demonstrating that kfs is due to free-streaming and vhrms(1) is of cosmological origin; 3) the measured
vhrms(1) is consistent with no freeze-in and no freeze-out; 4) the measured transition mass Mfs is sim-
ilar to the Milky Way mass, and so addresses the “small scale crisis"; 5) the mass of matter inside
the horizon at a′hNR is ≈ 3 × 1011M, not much less than the Milky Way mass. Are these “miracles"
coincidences, or are they suggesting that these measurements are indeed correct? In conclusion, these
measurements should be taken seriously, and the disagreements with limits need to be resolved. Na-
ture will have the last word.
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Abstract
High-energy cosmic rays are messengers of extreme astrophysical events and therefore offer an
unique view into the universe. High-energy cosmic rays induce particle cascades, called air show-
ers, in Earth’s atmosphere, which are also the main sources of diffuse background for neutrino and
gamma ray observatories. Air showers are the only feasible way to observe high-energy cosmic rays.
Inference of cosmic ray properties requires a quantitatively correct physical model of the hadronic
interactions in an air shower. Current models are challenged by the Muon Puzzle: a growing dis-
crepancy in the description of muons produced in air showers over shower energies from a few PeV
to tens of EeV, which was confirmed in 2018 at 8σ by a collaboration of eight air shower experiments.
The Muon Puzzle points to a common mismodeling of hadron production in soft hadron-ion colli-
sions and thus presents a unique opportunity to learn more about non-perturbative QCD in hadron–
nucleus collisions. To address it, several experiments at the LHC study forward hadron-production
in proton-ion collisions. Very important in the next years will be the planned measurements with
oxygen beams in the LHC to study proton-oxygen collisions at the highest energies.
1 Introduction
Cosmic rays are highly energetic nuclei from astrophysical sources. They are charged and bent onto
chaotic paths by extrasolar magnetic fields and appear isotropic in the sky. The arrival directions
cannot be used to learn about their origins, but the energy spectrum and the elemental composition
carry an imprint of the sources.
Cosmic rays with energies larger than 1015 eV can only be indirectly observed via extensive air
showers. By measuring the energy deposit of the air shower, the longitudinal depth Xmax of its max-
imum in the atmosphere and the muon abundance Nµ, one can infer the energy and mass (which is
identifying the element) of the cosmic ray. A detailed understanding of the hadronic physics in an
air shower is needed to accurately infer energy and mass from air shower observables. The actual
observables can be well measured with an accuracy of 10 % of the proton–iron difference by lead-
ing experiments [1], but the inferred mass is ambiguous, because air showers are not consistently
described by simulations.
The problem is illustrated by Fig. 1, in which the elemental composition is summarized by the
mean-logarithmic mass 〈lnA〉 and shown as a function of the cosmic-ray energy E. The predictions
for 〈lnA〉 (lines) for different origin theories vary strongly. It is technically feasible to measure 〈lnA〉
accurately enough in leading experiments to severely constrain origin theories. However, actual mea-
surements form wide envelopes due to variations in the hadronic interaction models used to simulate
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Figure 1: Mass composition of cosmic rays quantified by 〈lnA〉 as a function of cosmic-ray energy
E. Model predictions (markers and lines) are compared to data bands, all taken from the review
by Kampert and Unger [2]. The left plot shows predictions from astrophysical models that assume
different dominant sources. The right plot shows an overlay of the spread of experimental data,
grouped by the type of air shower variable used (Xmax or Nµ, see text for details). The dotted band
is a projection of the purely experimental uncertainties in current leading experiments. The arrow at
the bottom shows a collisions at the LHC equivalent in center-of-mass energy to the first interaction.
the air shower development (different experiments use different interaction models to convert their
measurements to 〈lnA〉).
The disagreement between the mass composition inferred from Nµ and Xmax is the main obstacle.
Muon measurements above about 1017 eV suggest a heavier mass composition than measurements
based on the shower depth [2]. When combined, the measurements cover the whole parameter space
and no theory can be excluded. The average composition is not expected to be heavier than iron,
but that is suggested by several muon measurements [3–5]. This discrepancy between air shower
simulations and measurements is called the Muon Puzzle.
Muons are produced after several generations of hadronic interactions in air when light mesons
decay rather than interact again with air nuclei. The number of muons produced in this way is a
function of several characteristics of microscopic hadronic interactions in air showers [6,7]. Influential
are the number of light hadrons produced and the fraction of energy diverted into neutral pions
for particles produced in the forward region. More data on the production of light hadrons in the
forward direction is needed from collider experiments [8] and studies are ongoing, in particular in
LHCb. The common disagreement of all hadronic interaction models – which are tuned to collider
data on centrally produced hadrons – with air shower data suggests that something fundamental is
off in our understanding of light hadron production in the forward direction, which is governed by
soft-QCD.
2 Experimental data on the Muon Puzzle in air showers
In 2018, a working group was formed by members of eight leading air shower experiments for the
UHECR 2018 workshop in Paris, France, with the goal to review and combine the existing muon
measurements [3, 5, 9–17]. The joint report [4] was signed by the EAS-MSU, IceCube, KASCADE-
Grande, NEVOD-DECOR, Pierre Auger, SUGAR, Telescope Array, Yakutsk EAS Array collaborations,
which is a great achievement and unprecedented in this field.
The report establishes the Muon Puzzle as an experimental fact: the muon abundance increases
faster with the shower energy than all current predictions. The abstract z scale was introduced to
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Figure 2: Difference between observed z and the expectation from Xmax measurements from Ref. [4].
The positive slope of the combined data is highly significant to 8σ, since the error bars mostly show
positively correlated systematic uncertainties.
demonstrate this,
z =
lnNµ − lnNµsimp
lnNµ
sim
Fe − lnNµ
sim
p
, (1)
where lnNµ is the logarithm of the measured muon abundance estimate and lnNµsimp and lnNµ
sim
Fe
are simulations of the estimate for proton and iron showers. The measured shower energy enters
implicitly in lnNµsimp and lnNµ
sim
Fe . These numbers are usually obtained by simulating air showers at
the measured energy E that corresponds to the measured Nµ.
The z scale has several advantages. The strong energy dependence of Nµ is absorbed and very
diverse muon number estimators are converted into a comparable number. The z-values are sen-
sitive to the energy-scale, so a cross-calibration of the experimental energy scales was performed,
which significantly reduced the systematic scatter between experiments. Since the z scale depends
on the simulation, values for six hadronic interaction models were studied; three leading post-LHC
models [18–20], and three older pre-LHC models [21–23]. No model predicted the increase that is
observed in data. The discrepancy is shown for the two most common models in Fig. 2. Only by
combining all datasets, a faster-than-predicted increase of the muon abundance with energy could be
established at 8σ. Using measurements over five orders of magnitude in energy provides the neces-
sary lever-arm, and the cross-calibration reduced the overall uncertainty of the combined data.
Establishing the Muon Puzzle at a high significance was very important to raise awareness in the
collider community about this issue. The report was pivotal in a proposal to accelerate oxygen ions
at the LHC [8] and to collide them with protons at a center-of-mass energy of 10 TeV, which would
mimic the first interaction of a 1017 eV cosmic-ray proton with air. Accelerating oxygen beams at the
LHC is currently planned for 2023.
3 Hadron production in hadron-ion collisions at the LHC
The formation of the air shower cascade is a complex process. This makes connecting the observed
muon discrepancy with observables in collider experiments a challenge. Muons are produced at
the end of a hadronic cascade and yet the issue must be in the first interactions, since showers at
lower energies (which are effectively later stages of showers at higher energy) seem to be adequately
described.
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Figure 3: Left: Lines show predictions from the hadronic interaction model EPOS-LHC for the aver-
ages of Xmax and lnNµ for 1019 eV air showers, from Ref. [8]. In this log-log plot, any possible ele-
mental composition (from pure proton to pure iron) produces a point on a line. The data point with
brackets indicates a representative measurement by the Pierre Auger Observatory with systematic
uncertainties. Changing hadron multiplicity Nmult moves the model line parallel to itself. Only by re-
ducing R can the line be moved upwards to meet the data point. Right: Model spread of EPOS-LHC,
QGSJet-II.04, and SIBYLL-2.3 for charged pion, kaon, and proton production in a proton-oxygen colli-
sion at 9.2 TeV. Grey bars show the LHCb acceptance. The model spread is about 50 % in the forward
region, even though it is only 5 % at mid-rapitity in proton-proton collisions at 13 TeV.
The simplified Heitler-Matthews model [6] has proven itself as a viable tool to study these con-
nections. It points to the hadronic energy flow as the most important factor for the muon abundance.
At each step of the cascade, some energy is diverted into an electromagnetic subshower by decays of
neutral pions, which are copiously produced in hadronic interactions. Feedback from the electromag-
netic subshower into muons is negligible, therefore the diverted energy is lost for muon production.
This places prime importance on measuring the energy ratio
R =
energy carried by neutral pions
energy carried by other hadrons
, (2)
an experimental proxy for the energy fraction carried away by neutral pions in hadron-ion colli-
sions. These insights were quantitively confirmed by full air shower simulations with ad hoc mod-
ified hadronic interactions [7, 8]. The impact of R on muon production in air showers and current
uncertainties in forward hadron production are illustrated in Fig. 3.
Since energy flow in hadron-ion collisions is important, the experimental focus is put on forward
hadron production. While most particles are produced at mid-rapidity, the largest energy per particle
is carried by the most forward produced particles. Between these two extremes is the important
rapidity region, illustrated in Fig. 4 for proton-proton and proton-lead collisions at the LHC. The
excellent data available at mid-rapidity on hadron production from ALICE in proton-proton and
proton-lead collisions [24] alone is not able to resolve the Muon Puzzle for two reasons. Firstly,
particles produced at mid-rapidity only produce a negligible amount of muons in a full air shower
cascade. The data is very important for model tuning, but does not cast direct light on the Muon
Puzzle. Secondly, the nuclear modification of production cross-sections in proton-ion collisions is
very strong for forward-produced particles and not accurately predicted by theory. The modification
factor RpPb = cross-section in p-Pb collions/(cross-section in p-p× 208) is far away from 1 for J/ψ
production measured with LHCb [25] and in neutral pion production measured with LHCf [26]. The
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Figure 4: Shown are the spectra of pions and long-lived hadrons produced in proton-proton collisions
at 13 TeV (left-hand side) and proton-lead collisions at 8.2 TeV (right-hand side) in solid lines. These
spectra were converted into estimates of the number of muons that would be produced by these
hadrons in air showers (dashed lines, not to scale). The most relevant phase-space to resolve the Muon
Puzzle is the one where the produced number of muons is large. Grey bands show the acceptance of
several LHC experiments for comparison.
importance of nuclear effects has been further emphasized by a recent measurement [27] of R in
proton-proton collisions at 13 TeV by the CASTOR experiment, which showed that current hadronic
interaction models predict a value that is already too low, while it must be even lower than the current
values in hadron-nitrogen and hadron-oxygen collisions to solve the Muon Puzzle.
For solving the Muon Puzzle, specialized forward detectors like CASTOR [28] and LHCf [29] are
very important, since these cover the most relevant phase-space. Equally important are complemen-
tary measurements with LHCb [30]. LHCb is a general purpose forward spectrometer with particle
identification capabilities in the region 2 < η < 5, which is unique among the four large LHC ex-
periments. It can study charged pions, kaons, and protons in the forward direction in great detail
at the onset of the relevant phase-space for air showers, while the specialized forward detectors are
limited to energy flow in case of CASTOR and neutral particles in case of LHCf. Several measure-
ments in LHCb to that end in proton-proton and proton-lead collisions at the highest LHC energies
are currently underway.
Very important will be follow up measurements of these interactions in proton-oxygen beam col-
lisions, which were proposed in Ref. [8] and are planned for 2023, near the end of Run 3 of the LHC.
Together with proton-proton and proton-lead measurements, these measurements will allow us to
study the evolution of forward production with the size of the nucleus purely in data. These mea-
surements will severly constrain R in proton-oxygen collisions, achieving an accuracy of 5 % seems
realistic. According to our quantitative projections, these measurements should resolve the Muon
Puzzle in air showers and thus to shed light on the missing physics in the soft sector of QCD.
4 Conclusions
The Muon Puzzle in air showers points towards missing physics in the soft-QCD sector of hadron-
ion collisions, since none of the current hadronic interaction models is able to consistently describe
air shower and LHC data. Projections show that the origin of the discrepancy must be observable
in measurements of forward hadron production at the highest LHC energies. The relevant forward
region is covered by specialized forward experiments at the LHC, CASTOR and LHCf, and by the
general purpose spectrometer LHCb. Studies of hadron production in proton-proton and proton-lead
collisions with LHCb are currently ongoing. Together with future data from high-energy proton-
oxygen beam collisions at the LHC, these measurements have the potential to solve the Muon Puzzle.
123
References
[1] PIERRE AUGER collaboration, Depth of maximum of air-shower profiles at the Pierre Auger
Observatory: Measurements above 1017.2 eV and Composition Implications, PoS ICRC2017 (2018) 506.
[2] K.-H. Kampert and M. Unger, Measurements of the Cosmic Ray Composition with Air Shower
Experiments, Astropart. Phys. 35 (2012) 660 [1201.0018].
[3] J.A. Bellido, R.W. Clay, N.N. Kalmykov, I.S. Karpikov, G.I. Rubtsov, S.V. Troitsky et al., Muon
content of extensive air showers: comparison of the energy spectra obtained by the Sydney University
Giant Air-shower Recorder and by the Pierre Auger Observatory, Phys. Rev. D98 (2018) 023014
[1803.08662].
[4] EAS-MSU, ICECUBE, KASCADE-GRANDE, NEVOD-DECOR, PIERRE AUGER, SUGAR,
TELESCOPE ARRAY, YAKUTSK EAS ARRAY collaboration, Report on Tests and Measurements of
Hadronic Interaction Properties with Air Showers, EPJ Web Conf. 210 (2019) 02004 [1902.08124].
[5] A.G. Bogdanov, R.P. Kokoulin, G. Mannocchi, A.A. Petrukhin, O. Saavedra, V.V. Shutenko et al.,
Investigation of very high energy cosmic rays by means of inclined muon bundles, Astropart. Phys. 98
(2018) 13.
[6] J. Matthews, A Heitler model of extensive air showers, Astropart. Phys. 22 (2005) 387.
[7] R. Ulrich, R. Engel and M. Unger, Hadronic Multiparticle Production at Ultra-High Energies and
Extensive Air Showers, Phys. Rev. D83 (2011) 054026 [1010.4310].
[8] Z. Citron, A. Dainese, J. Grosse-Oetringhaus, J. Jowett, Y.-J. Lee, U. Wiedemann et al., Future
physics opportunities for high-density QCD at the LHC with heavy-ion and proton beams, Tech. Rep.
CERN-LPCC-2018-07, CERN, Geneva (2018).
[9] A.G. Bogdanov, D.M. Gromushkin, R.P. Kokoulin, G. Mannocchi, A.A. Petrukhin, O. Saavedra
et al., Investigation of the properties of the flux and interaction of ultrahigh-energy cosmic rays by the
method of local-muon-density spectra, Phys. Atom. Nucl. 73 (2010) 1852.
[10] PIERRE AUGER collaboration, Muons in air showers at the Pierre Auger Observatory: Mean number
in highly inclined events, Phys. Rev. D91 (2015) 032003 [1408.1421].
[11] Y.A. Fomin, N.N. Kalmykov, I.S. Karpikov, G.V. Kulikov, M.Y. Kuznetsov, G.I. Rubtsov et al., No
muon excess in extensive air showers at 100–500 PeV primary energy: EAS–MSU results, Astropart.
Phys. 92 (2017) 1 [1609.05764].
[12] PIERRE AUGER collaboration, Testing Hadronic Interactions at Ultrahigh Energies with Air Showers
Measured by the Pierre Auger Observatory, Phys. Rev. Lett. 117 (2016) 192001 [1610.08509].
[13] ICECUBE collaboration, Muon measurements with icetop, EPJ Web Conf. 208 (2019) 03003.
[14] KASCADE-GRANDE collaboration, Probing the evolution of the EAS muon content in the
atmosphere with KASCADE-Grande, Astropart. Phys. 95 (2017) 25 [1801.05513].
[15] TELESCOPE ARRAY collaboration, Study of muons from ultrahigh energy cosmic ray air showers
measured with the Telescope Array experiment, Phys. Rev. D98 (2018) 022002 [1804.03877].
[16] PIERRE AUGER collaboration, Direct Measurement of the Muon Density in Air Showers with the
Pierre Auger Observatory, in Ultra High Energy Cosmic Rays (UHECR 2018): Paris, France, October
8-12, 2018, vol. 210, p. 02013, 2019, DOI.
[17] A. V. Glushkov, M. I. Pravdin, and A. Sabourov for the Yakutsk collaboration. private
communication, 2018.
124
[18] T. Pierog, I. Karpenko, J.M. Katzy, E. Yatsenko and K. Werner, EPOS LHC: Test of collective
hadronization with data measured at the CERN Large Hadron Collider, Phys. Rev. C92 (2015) 034906
[1306.0121].
[19] S. Ostapchenko, QGSJET-II: physics, recent improvements, and results for air showers, EPJ Web Conf.
52 (2013) 02001.
[20] F. Riehn, H.P. Dembinski, R. Engel, A. Fedynitch, T.K. Gaisser and T. Stanev, The hadronic
interaction model SIBYLL 2.3c and Feynman scaling, PoS ICRC2017 (2017) 301 [1709.07227].
[21] E.-J. Ahn, R. Engel, T.K. Gaisser, P. Lipari and T. Stanev, Cosmic ray interaction event generator
SIBYLL 2.1, Phys. Rev. D80 (2009) 094003 [0906.4113].
[22] S. Ostapchenko, Nonlinear screening effects in high energy hadronic interactions, Phys. Rev. D74
(2006) 014026 [hep-ph/0505259].
[23] N.N. Kalmykov and S.S. Ostapchenko, The Nucleus-nucleus interaction, nuclear fragmentation, and
fluctuations of extensive air showers, Phys. Atom. Nucl. 56 (1993) 346.
[24] ALICE collaboration, Production of light-flavor hadrons in pp collisions at
√
s = 7 and
√
s = 13 TeV,
2005.11120.
[25] LHCB collaboration, Prompt and nonprompt J/ψ production and nuclear modification in pPb collisions
at
√
sNN = 8.16 TeV, Phys. Lett. B 774 (2017) 159 [1706.07122].
[26] LHCF collaboration, Measurements of longitudinal and transverse momentum distributions for
neutral pions in the forward-rapidity region with the LHCf detector, Phys. Rev. D 94 (2016) 032007
[1507.08764].
[27] CMS collaboration, Measurement of the average very forward energy as a function of the track
multiplicity at central pseudorapidities in proton-proton collisions at
√
s = 13 TeV, Eur. Phys. J. C 79
(2019) 893 [1908.01750].
[28] V. Andreev et al., Performance studies of a full-length prototype for the CASTOR forward calorimeter
at the CMS experiment, Eur. Phys. J. C 67 (2010) 601.
[29] LHCF collaboration, Technical design report of the LHCf experiment: Measurement of photons and
neutral pions in the very forward region of LHC, .
[30] LHCB collaboration, The LHCb Detector at the LHC, JINST 3 (2008) S08005.
125

AGILE Experiment
Alexander Novikov
on behalf of AGILE collaboration
e-mail: alexander.novikov@ku.edu
University of Kansas, Lawrence, KS, USA
Presented at the 3rd World Summit on Exploring the Dark Side of the Universe
Guadeloupe Islands, March 9-13 2020
Abstract
AGILE (Advanced enerGetic Ion eLectron tElescope) is a NASA-funded instrument currently
being developed aimed to characterize solar, magnetospheric, and cosmic ray particles. The main
of goal of this project is to build a compact, low-mass, low-power, and low-cost device capable of
registration and discrimination of a large variety of particles (ions from H to Fe and electrons) in a
wide energy range: 1-100 MeV/nucleon for ions and 1-10 MeV for electrons. In order to accomplish
this, the AGILE collaboration proposed a technique (pulse shape discrimination or PSD) for the
identification of particles’ species and energies using very fast silicon detectors and electronics with
consequent analysis of the signals in real-time. AGILE will be the first space-based instrument to
use the techniques of fast on-board PSD.
1 Introduction: Science Motivation
Robust detection and identification of charged particle species and energy is a very important prob-
lem for a variety of space experiments. AGILE (Advanced enerGetic Ion eLectron tElescope) is an
instrument which is being developed to register and discriminate ions (H-Fe) in the 1-100 MeV/nu-
cleon energy range and electrons in the 1-10 MeV/nucleon range that can be used for better under-
standing of the charged particle energization, loss, and transport throughout the heliosphere and the
radiation belts, in particular in the following studies.
1.1 Anomalous Cosmic Rays and Solar Energetic Particles
AGILE instrument is sensitive to the charged particle types and energies corresponding to the Anoma-
lous Cosmic Rays (ACRs) and the Solar Energetic Particles (SEP), thus it should help gain better un-
derstanding of these phenomena. The origin of ACRs is the interstellar neutral gas which is ionized
and then accelerated at the solar wind termination shock. There have been predictions and later evi-
dence [1] that ACRs can penetrate the Earth’s magnetosphere and get trapped in the radiation belts.
Accurate measurements of the ACRs composition and fluxes in the outer belts by the AGILE instru-
ment can results in deeper comprehension of the ACRs dynamics within the solar system, general
properties of the heliosphere, and the nature of interstellar material.
With regard to SEPs, AGILE should be able to precisely measure their dynamics in particular to
elucidate two types of events: impulsive (3He-rich) and gradual (proton-rich). As can be seen in Fig.
1, the fluxes of various ions are different for these two types of events, and robust measurements of
the particle species and energies will help to broaden the knowledge of those mechanisms on the Sun.
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Figure 1: Gradual and impulsive SEP events, adapted from [2] and [3]. a - gradual events produced
by the acceleration driven by coronal mass injection (CME) shock wave, b - impulsive events pro-
duced by a solar flare. c and d - flux profiles of different particles (protons and electrons) for the two
types of SEP events discussed.
1.2 Relativistic Electrons in the Radiation Belts
The question about the presence or absence of the relativistic electrons (E >1 MeV) in the inner radi-
ation belt still remains open since it is extremely difficult to measure these particles due to the high
"contamination" of this region of space by protons [4]. Therefore using a robust technique for discrim-
ination of particles and their energies will not only help answer this question but also will result in
a deeper understanding of the electrons dynamics due to geomagnetic activity in the inner radiation
belt.
Precise measurements of the relativistic electrons’ energies and fluxes in the outer radiation belt
will help to examine the nature of various competing acceleration, transport, and loss processes.
1.3 Space Weather and Space Travel
Another important goal of the AGILE instrument is the studies of space weather and its effects on
human activities in space. For example, during geomagnetic disturbances SEP particles can reach
the International Space Station orbits, which can cause significant harm to both people and on-board
equipment. Since particles with different charge and mass (various ions) have different effect on
both humans and hardware, e.g. the equivalent dose received by a human depends not only on the
absorbed dose (energy absorbed per unit of mass), but also on the type of particle depositing this
energy, it is very important to not only know the total flux of all of particles, but to differentiate it by
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particle types and energies. Understanding these fluxes is crucial for preparing future space travels,
in particular in terms of shielding design and optimizing exposure time.
2 Instrument Description
The AGILE instrument combines the heritage of the preceeding particle telescopes, in particular
MERIT (Miniaturized Electron pRoton Telescope) onboard CeREs (Compact Radiation belt Explorer)
[5], and the expertise in development of the ultra fast silicon detectors and electronics for ground-
based experiments [6].
The main sensitive part of the AGILE instrument is a stack of silicon (Si) detectors MSD040 [7]
manufactured by Micron Semiconductor Ltd with the active area diameter of 40 mm and the thick-
ness of 300 µm. The same detectors but with a different thickness were used in the MERIT instrument
[5]. In the initial studies the number of layers is chosen to be 16. This number is sufficient to com-
pletely stop the heavy ions (e.g. Fe) with energies up to 100 MeV/nucleon and the light ones (e.g. p
or α) with energies up to 30 MeV/nucleon. In order to extend the energy range for lighter ions, the
number of layers can be increased and/or additional absorbing layers (e.g. Al) can be added. Some
key characteristics of MSD040 detectors used in these studies are shown in Table 1: The main opera-
Active area diameter 40mm
Thickness 300µm
Typical Full Depletion (FD) < 60V
Total Leakage Current (at FD +10V) < 10nA
Capacitance (FD) 40 pF/cm2
Resistivity (3 – 10) kΩ×cm
Bias Voltage 110V
Table 1: MSD040 detectors: main characteristics
tional characteristics like thickness and bias voltage were chosen in order to get a large effective area
and to cover a wide energy range while providing stable and efficient performance of the read-out
electronics (both analog and digital) with regard to the detector capacitance and the signal’s ampli-
tude and length. Since the AGILE instrument covers a very wide variety of charged particles and
energies, the range of signals produced by incoming particles in the Si detector is about 10−7 A - 10−2
A (∼ 5 orders of magnitude) according to the simulations (see section 3). It is very challenging to use
a single read-out circuit while maintaining a reasonable signal-to-noise ratio for such a wide range
of input signal amplitudes; in order to address this, an amplifier with two (low and high) gains was
designed, the key principles and components were adapted from the multipurpose read-out board
described in work [6]. The duration of the "useful" signal in the chosen configuration is ∼ 20 ns.
To get the best results from the digital PSD method, the signals from the detector should be digi-
tized with high time resolution. For this purpose a SAMPIC (SAMpler for PICosecond time pick-off)
chip will be used. Originally developed for very fast timing detectors in particle physics [8] and
having showed reliable performance [6], SAMPIC is a very good candidate for the AGILE signal
read-out due to the following characteristics:
• The entire signal from the detector (∼ 20 ns long) can be digitized and processed;
• High sampling rate: up to 15 GSa/s;
• Very high time resolution: ∼ 10 ps;
• Relatively low power consumption: ∼ 10 mW/channel;
129
Figure 2: Two Gain Amplifier (principle schematic): the amplifier used in this work has 3 stages of
amplification and two outputs. The signals with high amplitude are read-out after the first stage of
amplification (low gain) and the low amplitude signals are read out at the end of the amplification
circuit (high gain).
3 Pulse Shape Discrimination
The key feature of the AGILE instrument is its ability to identify charged particle species and its en-
ergy on-board a satellite (e.g. CubeSat) in real-time because the raw signals cannot be sent to the
ground stations due to very limited bandwidth. In order to accomplish this, a Pulse Shape Discrimi-
nation (PSD) method [9] is proposed for implementation. The main idea of PSD is to use the fact that
different particles deposit different energies along their tracks through the detector medium, lead-
ing to varying detector responses (output signals). Careful analysis of these signals and their main
characteristics (both amplitude and timing) leads to a set of so-called "markers" - unique characteris-
tics of the signals corresponding to specific particle/energy pairs. One such set of "markers" which
can be used for particle species and energy discrimination is pulse rise time and pulse amplitude
(proportional to the deposited energy) [10]. However to fully exploit this method, very fast detec-
tors, front-end electronics, and read-out systems are required, which is the main reason for choosing
the hardware described in section 2. It should be mentioned that AGILE will apply the on-board
techniques of real-time PSD for the first time for space based instrumentation.
In order to obtain the markers mentioned above, detailed simulations of the AGILE instrument
were performed. The main steps of the simulations are the following:
1. Simulation of the energy deposition profiles in every layer of the Si detector using GEANT4
toolkit;
2. Simulation of the detector response: the energy deposition profile obtained by GEANT4 is
passed to Weightfield2 software [11], a simulator for silicon and diamond detectors which has
been adapted for AGILE hardware and produces the current signals (i(t));
3. Simulation of the amplifier output signal: the current signal is passed to the two gain amplifier
model in LTspice circuit simulator [12] that produces two voltage signals (low and high gain)
which then will be digitized by SAMPIC.
Fig. 3 shows an example of the simulated signals for an α-particle with the energy of 5 MeV/nu-
cleon.
Preliminary analysis of the simulated data shows that a pair of markers which can be used to
identify particle species and energy is the maximum amplitude and the rise time of the signal (sim-
ilar to the approach described in [10]), for an event from 3 these values are ∼ 0.68V and ∼ 15 ns
respectively. However to fully use these markers a particle should completely stop in the detector
layer being considered, in this case the energy deposition has a distinct profile (Bragg-curve), causing
the corresponding output pulse to have a distinct shape as well.
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Figure 3: Output signal simulation example, from left to right: energy deposition profile simulated in
GEANT4 (dEdx (x)); detector response (current pulse (i(t)); amplifier (high gain) output (voltage pulse
V (t)). The output voltage signal also has a long exponential decay part determined by RC-constant
of the amplifier (not shown), which can be ignored and not digitized and stored by SAMPIC. Thus
the length of the "useful" pulse is ∼ 20 ns.
Pulse shape simulation:
• GEANT4;
• Weightfield2;
• Amplifier (LTspice).
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Figure 4: AGILE Pulse Shape Discrimination Method Implementation
Fig. 4 shows a simplified algorithm of PSD method implementation for the AGILE project. As
mentioned above the key idea of the method is to use a set (matrix) of unique markers of the sig-
nals corresponding to specific particle species and energies. These markers are obtained via detailed
simulation of the instrument response for a large variety of charged particles in a wide energy range
and will be compared (tuned) with the experimental data: currently the first laboratory test are being
performed, then in the late 2020 - 2021 it is planned to conduct a beam test with a variety of different
ions in a wide energy range, followed by a test with an electron beam. To get better accuracy for
the values of these markers, a neural network will be trained with both simulated and experimental
data. In order to implement the algorithm for real-time on-board processing in a simple integrated
circuit (e.g. FPGA or ASIC), the markers’ matrix should be simple enough and should not use a lot of
memory. Once the characteristics of a real signal (amplitude and rise time) from an incident particle
are calculated they are compared with the values from the matrix, and if there is a match within a pre-
defined confidence level the values of a particle type and energy corresponding to these markers are
stored. Since the operational characteristics (e.g. ambient temperature, bias voltage etc.) of the instru-
ment may vary during the operation time, the shape of the output signals and thus the values of the
markers may change as well, however it is possible to control these characteristics (housekeeping or
HK data) and adjust the markers’ values accordingly. Since AGILE covers a large variety of charged
particles in a wide energy range and the expected fluxes vary a lot from one particle to another (for
instance the predicted probability to detect a proton is much higher than the probability to detect a
heavy ion (e.g. Fe)), it is important to implement a "pulse prioritizer" which in the case of simultane-
ous detection of more than one particle will "sacrifice" the information about the particles with low
priority and will process and store the information only about the high priority ones. The detailed
simulations with their subsequent tuning should also result in a set of markers for "bad pulses" - the
signals which cannot be used to identify particle type and energy with a predefined confidence level.
4 Conclusions
The AGILE instrument is currently being developed, the key goal of it is to study and differentiate
a large variety of solar, magnetospheric, and cosmic ray particles in a wide energy range by means
of implementing the method for on-board digital real-time pulse shape discrimination for the first
time in a space-based instrument. This becomes possible due to the utilization of a very fast detection
system along with very fast front-end electronics (both analog and digital). The results of the first
simulations show that a charged particle type and energy can be identified using the unique char-
acteristics ("markers") of the signals produced by this particle depositing its energy in the detector
medium. Detailed analysis of the simulated data is currently in progress along with the first labora-
tory tests and preparations for a beam test. A similar technique can also be used to detect high energy
primary cosmic rays, however in this case a larger stack of detectors and/or additional layers of high
density absorbers will be needed to stop these particles.
The same ideas of using fast silicon detectors and electronics with similar pulse processing can
be used for medical applications, e.g. the instantaneous dose a patient receives during radiotherapy
for cancer treatment can be calculated and a beam profile can be monitored by counting every single
particle passing through the detector with very high time resolution, the initial simulations and tests
of such applications are currently undergoing.
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Abstract
The last two decades of progress has pushed us into an era of precision tests of the standard
cosmological model. Measurements of the Hubble constant in both the early and late universe,
which are now below 1% and 2% precision respectively, provide a critical test of 14 billion years of
cosmic expansion history, the nature of dark matter and dark energy, the scale of departures from flat
geometry, and pre-recombination physics. The value of the Hubble constant extrapolated from the
cosmic microwave background measurements is in >4σ tension with the value measured directly
from the local universe cosmic distance ladder. I will review the current state of the tension, lay out
possible sources of systematic uncertainty, discuss numerous additional cosmological probes that
have contributed to the discussion, and present the compelling story that such tension is evidence
for significant deviations from the standard cosmological model.
1 Introduction
In the last decade, there has been significant progress in accuracy of measurements of the expansion
rate of the universe at present day. This expansion rate, the Hubble Constant (H0), can be deter-
mined through direct measurements of the absolute distance scale and nearby bulk flow velocities
(e.g. SH0ES: Riess et al. 2016; Freedman et al. 2019), but can also be inferred from the cosmic mi-
crowave background (Planck Collaboration et al. 2018) in combination with the assumption of a
cosmological model. With the former reporting 2% (stat+syst) uncertainties and the latter reporting
0.7% (stat+syst) uncertainties, a precise comparison can be made that tests the viability of the stan-
dard model of cosmology. Estimates of H0 using the local distance ladder approach (e.g. SH0ES; Reid
et al. 2019) are in 4σ tension with the value inferred from the early universe. Furthermore, there are
two independent methods that corroborate both the early and late universe measurements. For the
early universe, measurements of cosmic structure (BAO) in combination with big bang nucleosynthe-
sis (BBN) data and constraints on dark matter (ΩM ) are in agreement with Planck (DES: Abbott et al
2018). However, corroborating late time H0 measurements are the results from time-delay distances
to strongly lensed quasars, which also suggest a high value in agreement with SH0ES. When ana-
lyzed in combination, these probes bring the early and late universe measurements of H0 to greater
than 5σ tension (Wong et al. 2019; Shajib et al. 2019).
The talk presented at the 3rd World Summit on Exploring the Dark Side of the Universe on March
12th was largely an overview talk. Here I briefly focus on two main aspects of the Hubble constant
tension discussion: tests of exotic models and the impact of systematic uncertainties.
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Figure 1: Constraints on exotic cosmological models and late time evolution. Left: Benevento, Hu,
Raveri 2020 Right: Dahwan, et al. 2020.
2 Theoretical Resolutions are Restricted by Observations
The observed tension could be indicative of the presence of exotic physics beyond the standard model
(for e.g., see Mortsell and Dhawan 2018; D’Eramo et al. 2018; Kreisch et al. 2019; Aylor et al. 2019).
Many of these exotic models result in predictions that can be measured from the SN Ia rung of the
distance ladder. Dahwan et al. 2020 analyze the change in the inferred value of local H0 by altering
the assumption of the cosmological model describing the expansion history of the universe. They
also introduce a new formalism to account for the systematic uncertainties that affect the calibrator
and Hubble flow supernovae simulataneously, motivated for calibrator and z < 0.15 Hubble flow SNe
in previous studies (e.g. Zhang et al. 2017; Feeney et al. 2018).
While in Riess et al. (2016), the SN systematics are treated as variants in the analysis and are not
combined in the same way as analyses of the latest high-z SN Ia samples (Betoule et al. 2014; Scolnic
et al. 2018), Dahwan et al. 2020 adopt the formalism used for measuring dark energy properties
(Brout et al. 2019b) from high-z samples and extend it to the other rungs of the cosmic distance
ladder, so that covariance between the calibrator and Hubble flow SNe distances can be captured for
a comprehensive list of systematics and accounted for in the H0 inference
Dahwan et al. 2020 (shown on the right side of Figure 1) find that the assumption on the dark
energy model does not significantly change the local distance ladder value of H0, with a maximum
difference between the inferred value for different models of 0.47 km/s/Mpc , i.e. a 0.6% shift in
H0, significantly smaller than the observed tension. Dahwan et al. 2020 also find that additional
freedom in the dark energy models does not increase the error in the inferred value of H0. They do
find however, that including systematics covariance between the calibrators, low redshift SNe, and
high redshift SNe can induce small shifts in the inferred value for H0 and that improved systematics
treatment of the SN Ia calibrators contributes 0.8% to the total uncertainty on H0.
These findings were also backed up by the work of Benevento, Hu, Raveri 2020 (shown in left side
of Figure 1), who test late time transitions in scalar field models that exhibit a sharp dip or bump in
the potential within a fraction of an e-fold of the present, i.e. at redshifts between the calibrator set of
SNe and the first Hubble flow SNe. They find that such potentials, including the model proposed by
Mortonson, Hu, Huterer 2009, are not viable solutions to the resolution of the H0 controversy.
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3 Systematic Uncertainties
The benefit of the distance ladder approach that SH0ES takes is that potential systematic uncertainties
will cancel out due to the calibration based approach. That is, if a systematic is present in more than
one rung of the ladder, systematics that are demographic independent or redshift independent will
nullify. The search for single rung systematics and demographic differences are at the heart of any
theorized explanations for the tension.
Figure 2: Left: (Upper) Hubble Diagram scatter binned by SALT2 observed color and compared for
SNe in host galaxies with low and high mass. (Lower) Recovered values of the host stellar mass step
(γ) for SNe Ia in high (log(M∗/Msun) > 10) versus low (log(M∗/Msun) < 10) mass hosts, binned by
SALT2 observed color. Predictions from the BS20 Mass-split model is shown in green. Significance of
the deviation from a constant γ of 0.06 is shown (4.5σ). b) Binned Hubble Diagram residuals versus
color split on host-mass. Biases are shown for the observed data (points) and predicted using the
scatter models (solid lines). The difference between the red and blue points has typically been found
by marginalizing over color and finding a single step γ. The BS20 model parameters for the rolling
surveys are given in the legend.
Because the absolute distance calibration only takes place in the first rung of the distance ladder,
it does not retain the benefit of systematic uncertainty “cancellation”. For this reason, the SH0ES
measurement utilizes five independently determined, geometric distance estimators to calibrate the
luminosity of Cepheids in Type Ia supernova (SN Ia) host galaxies. Independent estimates of H0
from the local, Cepheid distance ladder find no obvious source of systematic error accounting for this
discrepancy (Cardona et al. 2017; Wu and Huterer 2017; Feeney et al. 2018; Follin and Knox 2017;
Zhang et al. 2017; Dhawan et al. 2018).
One such systematic that could potentially plague the SNIa in the second and third rungs of the
distance ladder is due to host galaxy SN Ia luminosity correlations. Global and local properties of SN
Ia host galaxies such as stellar mass, star formation rate (SFR), stellar population age, and metallicity
have all been shown to correlate with the distance modulus residuals after standardization (Hicken
et al. 2009a; Sullivan et al. 2010; Lampeitl et al. 2010; Childress et al. 2013; Rose et al. 2019). This
correlation is often parameterized as a step function in host-galaxy stellar mass and is now common-
place in SN Ia cosmology analyses despite the lack of understanding of its physical underpinning or
convincing evidence for exactly which host-galaxy property is most influential on SN Ia luminosity
(e.g. Jones et al. 2018a; Scolnic et al. 2020). To explain this correlation, recent studies have suggested
a potential relation between the luminosity of the SN and the progenitor, which can be related to the
age of the galaxy, or the local environment of the galaxy (Childress et al. 2013; Rigault et al. 2013;
137
Roman et al. 2018).
However, a new dust based explanation for this effect has been shown viable by Brout & Scolnic
(BS20). BS20 introduce a physical model of color where intrinsic SN Ia colors with a relatively weak
correlation with luminosity are combined with extrinsic dust-like colors (E(B−V )) with a wide range
of extinction parameter values (RV ). This model captures the observed trends of Hubble residual
scatter and indicates that the dominant component of SN Ia intrinsic scatter is from variation in RV .
They also find that the recovered E(B − V ) and RV distributions differ based on global host-galaxy
stellar mass and this explains the observed correlation γ between mass and Hubble residuals seen in
past analyses as well as an observed 4.5σ dependence of γ on SN Ia color. This finding removes any
need to prescribe different intrinsic luminosities to different progenitor systems.
As the H0 measurement has different systematic sensitivity than w due to the comparison of
SNe in calibrator galaxies versus Hubble flow galaxies, BS20 recommend these two samples to have
similar demographics of blue and red SNe.
4 Conclusions
Several studies in the literature have found the local value of H0 to be robust to different sources of
systematic uncertainty, e.g. the statistical inference model, sample variance, Cepheid systematics and
using near infrared data for SNe Ia. In addition, we have now witnessed multiple combinations of
independent probes arrive at a similar conclusions for both the early and late time estimates of H0.
No longer is a single probe needed to drive the observed tension in H0. For this reason, ever increased
efforts to understand systematic uncertainties are necessary. In addition, because cosmological model
independent parameterizations with additional degrees of freedom fit to the SH0ES SN Ia data result
in fit parameters that are in agreement with ΛCDM, more and more precise measurements of cosmo-
logical distances will be required in order to begin the process of selecting growing field of possible
explanations for the observed tension.
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Abstract
In this short review, we discuss the 2020 MiniBooNE electron neutrino appearance oscillation
results with a special attention on background predictions relevant to the MiniBooNE oscillation
results and other (anti)electron neutrino appearance search experiments.
1 MiniBooNE 2020 Oscillation results
MiniBooNE was a short-baseline neutrino oscillation experiment at Fermilab. A νµ (ν̄µ) dominant
beam was created by the Booster neutrino beamline (BNB) [1]. A mineral-oil-based spherical Cherenkov
detector [2], located 541 m away from the target, was used to search for single-isolated electron-like
signals produced by charged-current (CC) interactions of νe (ν̄e) neutrinos. Data excesses of signals
over backgrounds have been reported [3]. Data taking was stopped in 2019, and in 2020 we presented
the results from the 17-year full data set [4]. Fig. 1 shows the final result of νe candidate spectrum
as a function of EQEν , the reconstructed neutrino energy under the quasi-elastic (QE) assumption [5]
which assumes two-body kinematics and a target nucleon at rest. The data excess can be interpreted
as a signal of neutrino oscillations at a ∼ 1 eV mass scale, or as the presence of sterile neutrinos
around the 1 eV mass scale. MiniBooNE signals are statistically the strongest signals of the so-called
short-baseline anomalies [6] which all suggest a ∼ 1 eV sterile neutrinos, and there are world-wide
programs to search for such a neutrino candidate.
The data exhibit an excess of events over simulated backgrounds in the lower energy region. Here,
6 main backgrounds are explicitly shown. In brief, beam-origin backgrounds (νe from µ±, νe from
K±, and νe from K0) are intrinsic νe backgrounds, and they tend to spread over wide energy region.
This feature makes it difficult to explain the excess by a mis-modelling of the beam without exotic
effects [7]. On the other hand, other backgrounds (π◦ misid, ∆ → Nγ, dirt) are mis-identification
(misID) backgrounds, mainly photons that are misidentified as electrons from νeCCQE interactions.
These backgrounds have similar shapes as the excess, and we discuss these backgrounds further in
this short note.
2 π◦ misid
Every experiments searching for νe(ν̄e) appearance signals, neutral current single π◦ (NC1π◦) pro-
duction is a serious background channel. Although π◦ normally decays to two gamma rays, boosted
139
Figure 1: MiniBooNE data-MC comparison for the νe oscillation candidate event distribution [4]. This
is a function of reconstructed electron neutrino energy under the QE assumption (EQEν ).
π◦ can decay to one gamma ray, or one gamma ray is undetected, then the final state is a single
gamma which is resemble to a single-isolated electron-like event by Cherenkov detectors. The pre-
diction of such background is difficult, because the prediction of neutrino produced single pion is
very difficult. This problem comes from two parts. First, we need to predict production rates of
pions from the primary process correctly. Such calculation relies on advanced nuclear models of
baryonic resonances and non-resonant meson productions from neutrino interactions. Models are
tuned and tested with electron scattering data [8], however, axial form factors need to be tuned from
low statistics neutrino scattering experiments [9]. Confusions increase if the energy goes higher and
higher resonances [10] (beyond the ∆ resonance) and transition region to DIS (so-called shallow in-
elastic scattering, SIS [11, 12, 13]) are non-negligible. Second part is the final state interactions (FSIs).
Hadrons experience effects from the nuclear environment, and these modify both kinematics and
types of hadrons leaving the target nuclei. Simulations of FSIs for hadrons are also difficult, and thus
correct simulation of photon background is very challenging. To overcome these problems, Mini-
BooNE utilizes an internal constraint by measuring π◦ events in MiniBooNE [14]. These data are
used to tune the simulation of π◦ spectrum. Then, the photon background from π◦s is simulated by
performing decays of data-tuned π◦s.
Fig. 2 shows a coordinate distribution of data and simulated background events with function of
cube of normalized radial distance R from the center of the detector. Note, fiducial volume of the
MiniBooNE detector is a 500 cm spherical region of the mineral oil volume. Because of the geometric
effect, the photon background from π◦s makes a characteristic shape and the peak is not around the
centre. Absence of this feature in the data suggest NC1π◦ cannot explain the data excess.
3 ∆→ Nγ
A high-energy single photon can be made by a radiative decay of a baryonic resonance. In Mini-
BooNE, such NC single gamma (NC1γ) channel is not simulated by Monte Carlo, instead, the predic-
tion is made from measured π◦ rate. In brief, measured π◦ rate is used to extrapolate the ∆-resonance
rate after correcting the FSIs, then branching ratio is applied to predict the single gamma ray back-
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Figure 2: Oscillation candidate data-MC comparison with function of (R/500cm)3 [4], note 500 cm
is the fiducial volume of the MiniBooNE detector. π◦ background makes a peak slightly off-centre,
which do not agree with the shape of the data excess.
ground via the radiative ∆-decay. As Fig. 3 shows, the MiniBooNE prediction agreed with the pre-
dictions from the latest nuclear calculations [15]. Similar results are obtained from other advanced
NC1γ models [16, 17]. These theoretical calculations give us a confidence that we predict this back-
ground correctly. However, the radiative ∆-decay has not been experimentally confirmed, and only
limits are available [18, 19]. Therefore, it might be possible to explain all excesses by the radiative ∆-
decay if the theoretical prediction is wrong around 300%. Furthermore, it is also possible that exotic
processes (mainly Z ′-decay) contribute similar signals [20, 21, 22, 23]. These possibilities are testable
soon by high-resolution detectors such as the MicroBooNE experiment (liquid argon time projection
chamber) [24] and the NINJA experiment (emulsion cloud chamber) [25].
Figure 3: A comparisons of MiniBooNE prediction of ∆ → Nγ backgrounds and the Valencia NC1γ
model [15]. Agreements are within the theoretical errors except the lowest bins. Similar agreement is
obtained from other modern NC1γ models [16, 17].
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Figure 4: Oscillation candidate event time distribution in the beam bunch timing [4]. The bunch time
is ∼2 ns with ∼19 ns separation to repeat 82 times. The dirt event is out of the phase of bunch time
and it makes a peak outside of the bunch timing. Both intrinsic backgrounds and misID backgrounds
show slight delays compared with oscillation signal events from νeCCQE interactions.
4 dirt
High-energy photons generated outside of the detector can come inside of the detector without show-
ering in the veto region. This type of background, called dirt events in MiniBooNE, is challenging to
simulate since materials and geometry outside of the detector are not completely modeled, and pre-
diction is not reliable. To estimate dirt background, we use a data-driven correction. Events outside
of the fiducial volume are measured to find a distribution of dirt events with a function of R, the
distance from the detector center. This gives a better estimation of the dirt background inside of the
fiducial volume.
We also imply the timing information to further check this background. Among the 84 BNB buck-
ets, ∼83 buckets are usually filled, where 2 ns bunches are separated with 19 ns. Fig. 4 shows the
bunch timing of νe candidate events with background simulations. This precise timing structure is
used for the search of the beam produced boosted dark matter [26, 27]. Here, the timing data is used
to look for sterile neutrinos. First, dirt background is out of phase and we can confirm our predic-
tion of this background is correct from the data-MC agreement outside of the bunch timing. Second,
beam-origin intrinsic backgrounds show a slight delay (∼1 ns) due to heavier parents (kaon decay
background) or additional processes (muon decay background). Third, misID photon backgrounds
also show a slight delay (∼1 ns) due to additional showering process compared with electron oscil-
lation candidate signals from νeCCQE interaction. Note, timing information is not currently used to
select νe(ν̄e) oscillation candidates.
5 Nucleon correlations
Neutrino interaction physics around 1-10 GeV has extremely rich structures [28], and future long-
baseline oscillation experiments, such as DUNE [29] and Hyper-Kamiokande (HyperK) [30], are likely
to be systematically limited including neutrino interaction errors. Among them, the discovery of the
role of nucleon correlations [31, 32] in neutrino interactions attract many interests and actively stud-
ied by many experiments. Neutrinos often interact with more than one nucleon, or correlated nu-
cleon pair. This changes outgoing particle kinematics, and also this enhances the cross-section more
than incoherence sum of all nucleon contributions. This additional channel, often called MEC (meson
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Figure 5: MiniBooNE νµCCQE double differential cross-section data [37] are compared with ab initio
quantum Monte Carlo prediction [38]. In the theory, all nuclear potentials are included, and five
response functions are calculated in wide range of momentum transfer, from 100 to 700 MeV.
exchange current) or 2p2h (two-particle 2-hole), are introduced in modern neutrino interaction gener-
ators [33, 34, 35, 36]. Fig. 5 shows the data-theory comparison of MiniBooNE flux-integrated νµCCQE
double differential cross-section data [37] and ab initio quantum Monte Carlo (QMC) calculation [38].
This precise nuclear theory includes both two-nucleon and three-nucleon potentials, and cross-section
predictions capture the detailed features of MiniBooNE high-statistics νµ cross-section data. Since
MiniBooNE does not include this channel in the simulation and effect of cross-section enhancement
is tuned through CCQE channel, it was argued that data excess could be related to the neutrino en-
ergy mis-reconstruction [39, 40]. This idea is interesting, because energy mis-reconstruction would
shift the energy spectrum to the lower energy, namely the data excess would be higher energy region
more consistent with sterile neutrino oscillation hypothesis. So far, detailed study does not support
this [41], but the jury is still out. Current knowledge of nucleon correlations in neutrino physics
is very limited, and experiments require to tune this channel a lot to improve data-MC agreements
within their simulations [36, 42, 43]. This may have some implications on a mild tension of oscillation
results between T2K [44] and NOvA [45].
6 νe(ν̄e) cross-sections
Although neutrino pion production and 2p2h models are tested many times with νµ(ν̄µ)CC data,
νe(ν̄e) appearance oscillation experiments need these models to provide correct predictions for νe(ν̄e)CC
interactions. This is difficult to test, mainly because neutrino beams including the BNB [1], J-PARC
neutrino beamline [46], and NuMI [47] do not produce large νe(ν̄e) flux in the region where experi-
ments expect νµ → νe (ν̄µ → ν̄e) oscillations. To take account this error, we introduced a neutrino-
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energy dependent νe/νµ ratio error which blows up exponentially at low energy. It is only few % at
400 MeV but over 30% error at 200 MeV. There are only 5 low statistics data available for νe cross-
section [48, 49, 50, 51, 52] in entire particle physics history. Thus, we have unavoidable systematic
errors on νe(ν̄e) interactions, and this is an issue for all νe(ν̄e) appearance experiments including Mini-
BooNE, T2K, NOvA, and future experiments such as DUNE and HyperK.
7 Conclusions
In this brief review, we go through some of key developments of our background study. The statistical
significance of the excess is very high, but currently there is no convincing explanation of this through
any existing background channels.
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Abstract
The Muon g-2 Experiment (E989) at Fermilab has a goal of measuring the muon anomaly (aµ)
with unprecedented precision using positive muons. This measurement is motivated by the differ-
ence between the previous Brookhaven aµ measurement and Standard Model prediction exceeding
three standard deviations, which hints at the possibility of physics beyond the Standard Model.
Muons are circulated in a storage ring, and the measurement requires a precise determination of the
muon anomalous precession frequency (spin precession relative to momentum) from the resulting
decay positron time and energy measurements collected with calorimeters. The average magnetic
field seen by the muons needs to be known with high precision, and so the storage ring magnetic
field is shimmed to be very uniform and is continually monitored with nuclear magnetic resonance
(NMR) probes. Detailed Muon Campus beamline and muon storage ring simulations are also re-
quired for quantifying beam dynamics and spin-related systematic effects in the determination of
the muon anomalous precession frequency, e.g. muon losses during the measurement window. At
the time of the conference, the experiment has recently commenced Run-33, and the release of Run-1
physics results is planned for 2020.
1 Introduction
The Muon g-2 Experiment (E989), located at the Muon Campus of Fermilab, measures the muon mag-
netic anomaly aµ using antimuons µ+ (“muons” for brevity) circulating around a storage ring with a
highly uniform magnetic field within ±0.5% of the momentum p0 = 3.094 GeV/c. This momentum
p0, called the “magic” momentum, is defined by p0 = m/
√
aµ, where m is the muon mass, and which
makes the spin precession relative to the muon momentum independent of any external transverse
electric fields (see also Eq. 3).
The current Standard Model prediction of aµ is [1]
aSMµ = (116 591 810± 43)× 10−11, (1)
1Fermilab report FERMILAB-CONF-20-463-E.
2ORCID: 0000-0003-4341-0379. Presently affiliated with Tsung-Dao Lee Institute of Shanghai Jiao Tong University, with
Michigan State University, and with Lepton Dynamics, LLC.
3Data-taking in long-running experiments is often divided into campaigns called “runs”. One run in the Muon g-2 Experi-
ment roughly corresponds to one year.
149
while the current experimental world average is [2]
aExpµ = (116 592 089± 63)× 10−11. (2)
The contributions to aµ in the Standard Model (SM) are quantum electrodynamical (QED), elec-
troweak, leading order (LO) hadronic (Had), hadronic light-by-light (LbL), and higher order (HO)
hadronic. Ref. [3] shows recent values of these SM contributions to aµ.
Recent progress on the computation of aSMµ includes improvements in the dispersive evaluations
of the hadronic vacuum polarization (VP) contributions, which rely on experimental measurements
of the hadronic cross section. The recent estimate of the leading order hadronic VP contribution from
the Muon g-2 Theory Initiative, aHad, LO VPµ = (693.1± 4.0) × 10−10 [1], represents a combination of
direct energy scan results from CMD-3, SND, and KEDR experiments and radiative return results
from BABAR, KLOE, and BESIII experiments.
A recent achievement in the theory regarding aµ is the calculation [4] of hadronic vacuum polar-
ization aHad, VPµ and hadronic light-by-light aHad, LbLµ contributions from first principles using lattice
QCD. Several collaborations are working on this, including RBC/UKQCD and Mainz. The precision
of this calculation is subject to improvement, and the calculation is a work-in-progress.
In case the Muon g-2 Experiment yields a beyond–Standard Model value of aµ, some of the pos-
sible contributions to the discrepancy could be dark photons, inelastic dark matter (iDM), supersym-
metry (SUSY), extra dimensions, axion-like particles [5], and additional Higgs bosons [6].
The Muon g-2 Experiment (E989) at Fermilab improves upon its predecessor, the Muon g-2 Ex-
periment (E821) at Brookhaven National Laboratory (BNL), by using a higher intensity muon beam,
having an improved muon storage function, employing better beam dynamics modeling, having
higher field uniformity and better field monitoring, and achieving reduced spin precession frequency
systematics. The technical design projection [7] of E989 is to obtain∼20 times more data and a∼3-fold
reduction of systematic errors compared to E821.
2 Systems and Methods of the Muon g-2 Experiment
The Muon g-2 storage ring uses a toroidal C-magnet of 7 m radius with 1.45 T magnetic field. Electro-
static quadrupoles provide vertical beam focusing. Muons are injected into the storage ring through
an inflector, which cancels the 1.45T field at injection, and are deflected onto the design orbit by three
kickers located 90◦ downstream of the inflector.
By tuning the momentum of muons in the Muon g-2 storage ring to the "magic" momentum p0 =
3.094 GeV/c, the anomalous precession frequency is proportional to both the parameter of interest aµ
and the traversed magnetic field:
~ωa = −aµ
qµ ~B
mµ
, (3)
where ωa is the muon anomalous spin precession frequency, qµ is the muon charge, mµ is the muon
mass, and B is the magnetic field, which must be highly uniform for the measurement. Thus, in
principle, to measure aµ it is necessary to measure ωa and B with high precision.
In E989, we determine the magnetic field in the storage region by measuring at-rest proton spin
precession with nuclear magnetic resonance (NMR) probes. The formula to calculate aµ by the exper-
iment is as follows:
aµ =
ge
2
mµ
me
ωa
ω̃′p (T )
µ′p (T )
µe
, (4)
where ge is the g-factor of the electron, me is the electron mass, ωp is the angular precession frequency
of the proton, µe and µp are the spin magnetic moments of the electron and the proton respectively,
the prime symbol (‘′’) denotes shielding of the proton, the tilde on ω′p denotes the muon-weighted
average over space and time, and T is the temperature. The frequencies ωa and ωp are obtained from
decay positron time spectra and NMR, respectively.
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The values of ge, mµ/me, and µe/µp are known from CODATA [8] with uncertainties that are
low enough to not be a concern. The proposed systematic and statistical errors on ωa, according to
the technical design report (TDR) [7] of the experiment, are 70 ppb and 100 ppb, respectively. The
proposed systematic error of ωp as per the TDR is 70 ppb.
The detector systems of the Muon g-2 storage ring for measuring ωa are straw trackers and
calorimeters. The straw trackers reconstruct decay positron trajectories, while the calorimeters de-
tect decay positron energies and arrival times.
Figure 1: A decay positron time distribution (“wiggle plot”, preliminary data).
The decay positron time distribution, or the “wiggle plot” (see Fig. 1 for an example), has the
same count oscillation frequency as ωa. This oscillation occurs because the decay positron energy
spectrum has maxima and minima when the muon spin and momentum are aligned and anti-aligned,
respectively.
The basic fitting function for the wiggle plot is
f (t) = N0 exp (−λt) [1 +A cos (ωat+ φ)] , (5)
where N0 is an initial positron count and λ is the exponential decay constant. Fitting functions with
a higher number of parameters are usually used, such as a 22-parameter fitting function.
From Eq. 5, we can see that any time-dependence of φ due to additional time-varying phenomena
in the ring affects the measured value of ωa. For example, if φ = φ (t) = φ0 + φ1t, then
cos (ωat+ φ) = cos (ωat+ φ0 + φ1t) =
= cos ((ωa + φ1) t+ φ0) .
(6)
Such effects are referred to as ‘early-to-late’ phase change systematics and need to be carefully studied
and quantified. One such study is briefly discussed in Sec. 3.
Passive shimming is performed by inserting tiny metal pieces to increase the magnetic field. Using
passive shimming, the magnetic field was made three times more uniform than in E821 at BNL. Active
shimming is also used.
For measuring ωp, a mobile device called the trolley is used to sweep the storage ring with 17 NMR
probes. There are also 378 NMR probes installed outside the vacuum chamber at fixed locations.
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Scanning of ωp using the trolley is performed regularly, where the trolley moves around the storage
ring inside the vacuum chamber while the beam is off. The fixed NMR probes monitor ωp between
the trolley runs.
Tables with expected uncertainties on ωa and ωp are available in the TDR [7] of the experiment.
We will discuss some details regarding the lost muons systematic error of ωa in the next section.
3 End-to-End Beamline Simulations and Systematic Analyses
In this section, we will focus on the recent contributions to the Muon g-2 experiment by the author of
this proceedings paper.
There are G4Beamline [9] and MARS [10, 11] beam dynamics models [12] of the target station that
include the generation of the secondary beam of π+ particles by impinging the proton primary beam
on the Inconel target, the lithium lens that is used to focus the secondary beam, the copper collimator
that provides radiation shielding to the pulsed magnet (PMAG) that is located directly downstream
of it, and the PMAG.
We carefully checked the G4Beamline and MARS models of the target station against its documen-
tation and drawings, and we consulted a number of specialists regarding the layout of the target
station and the geometry of its particle optical elements. We revised the G4Beamline and MARS mod-
els based on this verification.
Figure 2: Layout of the beamlines of the Muon Campus at Fermilab. (Image used with permission
from Brian Drendel.)
To accurately model and quantify the early-to-late phase change systematics, we must understand
the potential sources of these systematics. To that end, we have performed [13] high-statistics simu-
lations of the beamlines of the Muon Campus of Fermilab, starting from the Muon g-2 target station
(AP0), through the M2 and M3 beamlines, for four turns around the Delivery Ring, and through the
M4 and M5 beamlines (see Fig. 2). The simulations further continued through the injection channel,
including the inflector, and up to 2000 turns around the Muon g-2 storage ring.
In the experiment, ∼1× 1012 protons-on-target (PoT) yield several thousand muons after the first
turn around the storage ring, considering factors including the tertiary beam nature of the muon
beam, the losses of∼50% on the aperture of the inflector, and further losses of∼99.5% in the first turn
around the storage ring. For end-to-end beamline simulations to yield sufficiently high statistics in
the storage ring, it is thus necessary to run simulations of at least ∼1× 1012 PoT in aggregate.
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The high-statistics simulations of the Muon g-2 beamlines were performed with 3×1012 PoT using
G4beamline-3.04 from the upstream end of the target station to the end of the M3 beamline, and using
BMAD [14, 15] from the end of the M3 beamline to up to 2000 turns in the Muon g-2 storage ring.
High-performance computing (HPC) resources of the National Energy Research Scientific Computing
Center (NERSC) were used for the simulations.
The simulations kept track of the initial phase space coordinates of the muons, enabling the anal-
ysis of their correlations with the characteristics of the muons as they circulate around the storage
ring.
Our studies based on the simulation results include a g-2 phase-versus-momentum-deviation
study, which is useful for the determination of the systematic shift of ωa due to momentum-dependent
muon losses; a muon losses study; and a principal component analysis (PCA) with k-means cluster-
ing. The purpose of the PCA was to find correlations between orbital and spin coordinates in the
storage ring and the position within the beamlines where the muon was originally produced [13].
Figure 3: Momentum dependence of the initial phase φ in Eq. 5 due to the magnetic dipoles in the
Delivery Ring. The simulations (black plot markers) are in good agreement with experimental data
(blue, preliminary). The experimental data were obtained by studying the behavior of muons with
momenta above and below the magic momentum in the storage ring.
The g-2 phase-versus-momentum-deviation slope at injection from our simulations is in good
agreement with experimental data, as Fig. 3 shows. The equilibrium radius xe of a muon in the
storage ring depends on its momentum deviation ∆p/p0 with a linear approximation ∆p/p0 = ηxe,
where η is the periodic dispersion. Because of the amplitude-dependent tune shifts and the scattering
on the collimators, the momentum-dependent xe causes a momentum dependence of the muon losses
in the storage ring. Thus, there is an early-to-late spin phase change in the storage ring due to muon
losses.
The muon distribution at the end of the M5 beamline from the 3 × 1012 PoT simulations is being
used as a new initial muon distribution for simulations of the Muon g-2 storage ring using gm2ringsim
[16], which is a custom simulation code based on Geant4 and Fermilab’s art event-processing frame-
work [17].
While work on the early-to-late phase change due to muon losses is still in progress, we expect a
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10−20ppb error of ωa due to muon losses, which is far below the overall 70ppb TDR systematic error
on the spin precession, and meets the TDR goal of 20 ppb for the systematic error due to muon losses.
4 Conclusion
As of the time of the conference, the Muon g-2 experiment is running well and has entered Run-3. We
are making progress on the analysis, and we are expecting to release the first results in 2020.
We have developed sophisticated modeling tools and data-driven approaches to quantify system-
atics, such as the muon loss phase.
The author of this paper performed high-statistics simulations of the Muon Campus beamlines
using G4beamline and BMAD, and a number of systematic analyses based on the 3 × 1012 PoT simu-
lations. The momentum dependence of the initial g-2 phase from the 3 × 1012 PoT simulations is in
good agreement with preliminary experimental data. The muon distribution from the 3 × 1012 PoT
simulations is used for Geant4-based gm2ringsim simulations of the Muon g-2 storage ring.
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Abstract
Multiple hints of a lepton flavour universality violation have been reported by Belle, BaBar and
LHC experiments in B meson decays. More convincing evidences arise if the measurements are
considered together, and several New Physics models have been proposed to provide a coherent
explanation. The LHCb experiment plays a leading role in this regard, and after the end of Run
2 it has collected an unprecedented amount of b hadron decays. In this note, an overview of the
anomalies is presented in the light of the latest measurements.
1 Introduction
In the Standard Model (SM), the couplings of gauge bosons to leptons have equal magnitude. This
property of Lepton Flavour Universality (LFU) is not protected by an underlying symmetry but pre-
cisely verified in Z → l+l−, J/ψ → l+l− as well as π,K → lν decays among others [1]. However,
measurements of theoretically clean observables from both B-factories and LHC experiments show
deviations from this universality in B decays, to a degree that requires further investigation. Such
measurements concern both neutral-current b → sll and charged-current b → clν processes, as re-
ported in Sec. 2 and Sec. 3, respectively, while a possible New Physics (NP) explanation is discussed
in Sec. 4. Finally, recent LHCb searches forB decays that explicitly violate lepton flavour conservation
are presented in Sec. 5.
2 Lepton Flavour Universality tests with b→ sll decays
Being flavour-changing neutral current transitions, b → sll decays can only occur at the loop level
in the SM, and are predicted to be rare due to the GIM mechanism [2]. For this reason, precise mea-
surements of their branching fraction or angular observables allow to access indirectly new possible
degrees of freedom, probing NP scales which are out of reach of direct searches.
Since QCD interactions at the b quark mass scale are non-perturbative, an Effective Field Theory
(EFT) can be employed to factorise high- and low-energy contributions. The full theory can therefore
be simplified with an effective Hamiltonian:
Heff =
GF√
2
∑
i
V iCKMCi(λ)Oi(λ), (1)
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where GF is the Fermi constant and VCKM is the CKM matrix. The long-distance (i.e. low-energy)
contributions are described by local operators Oi, which are factorised from the short-distance con-
tributions, encoded in the Wilson coefficients Ci at a given scale λ. The SM local operators describing
b → sll processes are O(
′)
9 = (sPL(R)b)(lγ
µl) and O(
′)
10 = (sPL(R)b)(lγ
µγ5l), where the primed opera-
tors are chirality flipped, as projected by PL(R) = (1±γ5)/2. In the amplitude evaluation, the hadronic
matrix element, parametrised as a form factor, is computed with non-perturbative techniques such
as lattice QCD, and usually represents the largest source of uncertainty. A generic NP contribution at
the scale Λ takes the form ∆Heff = (ci/Λ2NP)Oi, and can therefore alter the SM Wilson coefficients or
introduce new operators.
2.1 Branching fractions of b→ sµ+µ− processes
The simplest observable for b → sll processes is the branching fraction, which can be measured as a
function of the dilepton invariant mass squared, q2.
Several measurements of b→ sµ+µ− differential branching fractions, performed with Run 1 data
at LHCb, indicated a downward deviation with respect to the SM prediction in the low q2 regime.
Three examples, which involve B+ → K+µ+µ−, B0 → K0µ+µ− and B+ → K∗+µ+µ− transitions
are given in Fig. 1. Whether these deviations are due to a weaker muon coupling or to an issue in
the treatment of hadronic interactions cannot be assessed. At low q2, the theoretical prediction is in
fact limited by the knowledge of the form factors, so it is crucial to define observables in which this
source of uncertainty is reduced.
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Figure 1: Differential branching fractions for three b→ sµ+µ− processes measured at LHCb, together
with two predictions using different form factor computations [3].
2.2 Angular distributions of b→ sµ+µ− processes
TheB0 → K∗0µ+µ− differential decay rate can be described by the q2 and three angles−→Ω = (φ, θK , θL)
(defined in Fig. 2 (left)) as
d4Γ[B0 → K∗0µ+µ−]
dq2d
−→
Ω
=
9
32π
∑
i
Ii(q
2)fi(
−→
Ω ), (2)
i.e. as a superposition of angular moments fi with coefficients Ii. By using ratios of angular coef-
ficients, optimised observables can be defined, in which the leading hadronic uncertainty cancels.
Among those is
P ′5 =
S5√
FL(1− FL)
, (3)
where S5 is a CP-averaged angular coefficient and FL is the fraction of longitudinal polarisation of
the K∗0, as defined in Ref. [5].
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Figure 2: Left: angular basis for the B0 → K∗0µ+µ− analysis. Right: P ′5 measurement from LHCb
compared with the SM prediction [4].
P ′5 measurements performed at Belle [6] and with Run 1 data at LHCb [7] and ATLAS [8], co-
herently indicate a deviation from the SM prediction. LHCb recently updated this measurement by
adding a portion of Run 2 data, as shown in Fig. 2 (right). The local deviations in the fourth and
fifth q2 bins are 2.5 σ and 2.9 σ, respectively. The global fit to the full set of CP-averaged angular
observables measured at LHCb yields a discrepancy with respect to the C9 SM value of 3.3 σ, though
this significance depends on the choice of the SM nuisance parameters [4].
It is worth noticing that even though the J/ψ and ψ(2S) resonant regions are excluded in this
analysis, the theoretical estimate of the charm-loop contribution to the adjacent q2 regions is far from
trivial [9].
2.3 Ratios of branching fractions
A way to probe the relative magnitude of muon and electron couplings, such that the QCD uncer-
tainties cancel, is to measure the ratio of branching fractions
RH =
∫ q2max
q2min
dΓ[B→Hµ+µ−]
dq2 dq
2∫ q2max
q2min
dΓ[B→He+e−]
dq2 dq
2
, (4)
where H is a hadron. For example, the SM prediction of RK is 1 with an uncertainty of O(1%), due
to tiny QED and lepton mass effects [10].
RK [11] and RK∗ [12] measurements performed at the LHCb experiment on Run 1 data showed
tensions at the 2.5 σ level. In 2019, the LHCb collaboration improved the Run 1 RK measurement by
adding a portion of Run 2 data to double the previous sample size [13]. To allow for the cancellation
of detection differences between electrons and muons, RK is measured at LHCb as a double ratio
with respect to the J/ψ resonant modes:
RK =
B(B+ → K+µ+µ−)
B(B+ → K+e+e−)
/B(B+ → K+J/ψ(µ+µ−))
B(B+ → K+J/ψ(e+e−)) , (5)
which exploits the fact that J/ψ → l+l− branching fractions are lepton-universal within 0.4% [1].
The experimental measurement of Eq. 5 translates into correcting the observed yield of each mode,
estimated from invariant mass fits, by the corresponding trigger and selection efficiencies. To ensure
that these efficiencies are well determined, the ratio of the µ+µ− and e+e− resonant modes, which
does not benefit from the cancellation of systematic effects of Eq. 5, is preventively measured and
159
found to be compatible with unity:
rJ/ψ =
B(B+ → K+J/ψ(µ+µ−))
B(B+ → K+J/ψ(e+e−)) = 1.014± 0.035. (6)
RK is then measured in the range 1.1 < q2 < 6.0 GeV2/c4 and found to be
RK = 0.846
+0.060+0.016
−0.054−0.014, (7)
where the first error is statistical, and dominated by the size of the B+ → K+e+e− sample, while the
second error is systematic. This is the most precise measurement of RK to date and falls 2.5 σ below
the SM prediction.
Recently, the first LFU test on Λ0b baryons has been performed at LHCb: RpK = 0.86
+0.14
−0.11 ±
0.05 [14], which is about one standard deviation below the SM, though with larger statistical un-
certainty with respect to B meson measurements.
Contrary to differential branching fractions and optimised angular observables, these anomalies
are difficult to be explained with theoretical unknowns in the SM predictions.
2.4 Global fit to Wilson coefficients
The b → sll and correlated observables can be considered together in a global fit to the Wilson co-
efficients C9 and C10 [15]. The fit result, showed in Fig. 3 (left), indicates a preference for NP of the
form C9 = −C10, disfavouring right-handed currents. The experimental precision on C10 is actually
driven by the B0s → µ+µ− branching fraction measurement, currently sitting at ∼ 2σ below the pre-
cise SM prediction, as shown in Fig. 3 (right). The statistical significance of these tensions calls for
more precise measurements, in particular those exploiting the full Run 2 data at LHCb.
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Figure 10: Two-dimensional likelihood contours in the space of the B0 ! µ+µ  and Bs !
µ+µ  branching ratios from individual measurements (thin contours), the naive
combination (thick solid contours), and the Gaussian approximation to it (thick
dashed contours), compared to the SM central values.
carried out on the computing facilities of the Munich Computational Center for Particle and
Astrophysics (C2PAP).
A. Combination of Bq ! µ+µ  measurements
In this appendix we discuss our procedure of combining the measurements by ATLAS, CMS,
and LHCb of the branching ratios of B0 ! µ+µ  and Bs ! µ+µ  [43–46].
In all three cases, the measurements are correlated, since the B0 and Bs have a similar mass,
such that the signal regions in dimuon invariant mass squared overlap. ATLAS and CMS
provide two-dimensional likelihood contours, from which we interpolate the two-dimensional
likelihoods, while LHCb directly provides the two-dimensional likelihood numerically. The
three resulting likelihoods are shown as thin lines in Fig. 10 and compared to the SM central
values.
Next, we assume the three experiments to be uncorrelated (which we assume to be a good ap-
proximation given the dominance of statistical uncertainties) and combine the two-dimensional
likelihoods by multiplying them. The resulting contour is also shown in Fig. 10.
For our global likelihood in Wilson coe cient space, we need to make an additional approx-
imation, namely that the experimental likelihood is approximately Gaussian (see [47] for a
discussion). Thus we fit a two-dimensional Gaussian to the product likelihood. The resulting
contours are shown as thick dashed lines in Fig. 10.
Since throughout our numerical analysis, we never consider NP e↵ects in b ! dµµ transitions,
it is also interesting to compare the combined confidence regions for the Bs ! µ+µ  branching
ratio, fixing B0 ! µ+µ  to its SM central value or profiling over it. We find
BR(Bs ! µ+µ ) = (2.67+0.45 0.35) ⇥ 10 9 BR(B0 ! µ+µ ) profiled, (45)
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Figure 3: Left: Global fit to the NP contributions on C9 and C10 [15]. The dashed contours exclude
the RK and RK∗ results presented at Moriond-2019. Right: experimental combination of the B0(s) →
µ+µ− branching fraction measurements [15].
3 Lepton Flavour Universality tests with b→ clν decays
Contrary to b → sll, b → clν processes are charged-current tree-level decays in the SM with typical
branching fractions of O(1%). Their differential decay rate receives contributions fro Vcb and from
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QCD interactions, parametrised as a form factor f : dΓ/dq2(Hb → Hcl−νl) ∝ G2F |Vcb|2f(q2)2. In the
ratio of branching fractions
R(Hc) =
B(Hb → Hcτ−ντ )
B(Hb → Hcµ−νµ)
, (8)
Vcb is absent and form factors partially cancel, therefore allowing for a precise SM prediction.
This observable, which tests the ratio of τ/µ couplings, has been measured by the Belle, BaBar and
LHCb collaborations in B → D and B → D∗ decays, as shown in Fig. 4. The present experimental
0.2 0.3 0.4 0.5
R(D)
0.2
0.25
0.3
0.35
0.4R
(D
*)
HFLAV average
Average of SM predictions
 = 1.0 contours2χΔ
 0.003±R(D) = 0.299 
 0.005±R(D*) = 0.258 
HFLAV
Winter 2019
) = 27%2χP(
σ3
LHCb15
LHCb18
Belle17
Belle19 Belle15
BaBar12
HFLAV
Spring 2019
Figure 4: LHCb, Belle and BaBar measurements in the R(D) − R(D∗) plane together with their
combination (red ellipse) and an average of SM predictions [16].
average is 3.1 σ above the SM prediction, the latter being limited by the knowledge of the form
factors [17] but also characterised by non-trivial QED corrections [18]. On the experimental side, the
modelling of B → D∗∗ and B → D∗X backgrounds as well as QED corrections [19] performed with
PHOTOS [20] represent common sources of systematic error.
An additional LFU test on Bc → J/ψlνl decays, R(J/ψ) = Bc → J/ψτ−ντ/Bc → J/ψµ−νµ, has
been performed at LHCb [21] and found to be about 2 σ above the SM value [22].
4 A New Physics explanation
Within the SM EFT, two quark-lepton operators can produce a LFU violation in quark decays assum-
ing NP coupling to the third generation:
O(S)NP = Q′L,3γµQ′L,3L′L,3γµL′L,3 and O
(T )
NP = Q
′
L,3γµσ
iQ′L,3L
′
L,3γ
µσiL′L,3, (9)
where σi are the Pauli matrices. O(T )NP can generate large tree-level charged current effects to explain
the b→ cτντ anomalies, while smaller couplings, comparable to SM loop level, can be achieved with
suitable mixing angles to fit the b→ sµµ tensions [23]. Models with a single tree-level mediator which
can generate the effective operators in Eq. 9 either feature new gauge bosons with non-universal
couplings (e.g Z ′) or bosons carrying both baryon and lepton numbers, i.e. Leptoquarks (LQ). Since
Z ′ bosons mediate the Bs−Bs mixing at tree-level, and are restricted by di-muon direct searches, the
LQ option seems favoured [24]. The work reported in Fig. 5 (left) shows how data bounds indicate a
preference for a vector singlet leptoquark model (U1), which can arise from the breaking of a SU(4)
Pati-Salam symmetry [25, 26].
161
1
2
3
W'
B'
U1U3
S1S3
-0.06 -0.04 -0.02 0.00 0.02 0.04 0.06
-0.06
-0.04
-0.02
0.00
0.02
0.04
0.06
CT
C S
Figure 3: The lines show the correlations among triplet and singlet operators in single-mediator models.
Colour-less vectors are shown in green, coloured scalar in blue, while coloured vectors in red. Electroweak
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compensate for the radiative constraints (see Figure 1 bottom-right). In other words, in the
small  qsb scenario the tuning problem is moved from the  F = 2 sector to that of electroweak
observables. We will present an explicit realisation of the small  qsb scenario in Section 3.3.
3 Simplified models
In this section we analyse how the general results discussed in the previous section can be
implemented, and eventually modified adding extra ingredients, in three specific (simplified)
UV scenarios with explicit mediators.
The complete set of single-mediator models with tree-level matching to the vector triplet
and/or singlet V   A operators consists of: colour-singlet vectors B0µ ⇠ (1,1, 0) and W 0µ ⇠
(1,3, 0), colour-triplet scalars S1 ⇠ (3̄,1, 1/3) and S3 ⇠ (3̄,3, 1/3), and coloured vectors Uµ1 ⇠
(3,1, 2/3) and Uµ3 ⇠ (3,3, 2/3) [46]. The quantum numbers in brackets indicate colour, weak,
and hypercharge representations, respectively. In Figure 3 we show the correlation between
triplet and singlet operators predicted in all single-mediator models, compared to the regions
favoured by the EFT fit.
The plot in Figure 3 clearly singles out the case of a vector LQ, Uµ1 , which we closely
examine in the next subsection, as the best single-mediator case. However, it must be stressed
that there is no fundamental reason to expect the low-energy anomalies to be saturated by the
contribution of a single tree-level mediator. In fact, in many UV completions incorporating one of
these mediators (for example in composite Higgs models, see Section 4), these states often arise
with partners of similar mass but di↵erent electroweak representation, and it is thus natural
to consider two or more of them at the same time. For this reason, and also for illustrative
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tors (red) [24]. Right: LQ mass exclusion range determined by a B0 → e±µ∓ branching fraction
limit [27].
5 Search for Lepton Flavour Violating decays at LHCb
NP models proposed to accommodate the observed LFU deviations typically imply a violation of the
lepton flavour (LFV) [28]. Its conservation is an accidental symmetry of the SM, and known to be
violated in neutrino oscillations. Charged LFV, which is induced in the SM at the loop level with a
neutrino oscillation, is therefore predicted to occur but at unmeasurable small rates of O(10−54) [29].
However, NP contributions can enhance these rates to experimentally accessible levels. For this rea-
son, searches for LFV inB decays have been performed at LHCb on eµ and τµmodes, as summarised
in Tab. 1, but no signal has been yet observed. As an example, Fig. 5 (right) shows how a precise mea-
surement of the B0 → e±µ∓ branching fraction is able to probe LQ masses in the 100 TeV range.
Decay mode Branching fraction Reference
B0 → ±µ∓ < 1.3(1.0)× 10−9 [30]
B0s → e±µ∓ < 6.3(5.4)× 10−9 [30]
B0 → τ±µ∓ < 1.4× 10−5 [31]
B0s → τ±µ∓ < 4.2× 10−5 [31]
B+ → K+µ−e+ < 9.5(7.0)× 10−9 [32]
B+ → K+µ+e− < 8.8(6.4)× 10−9 [32]
B+ → K+µ−τ+ < 8.8(6.4)× 10−9 [33]
Table 1: Upper limits at 95%(90%) confidence level on the branching fractions of LFV B decays set by
the LHCb experiment.
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6 Conclusions
Several intriguing anomalies in B decays have triggered theoretical interest in possible New Physics
mediators coupling differently to the lepton flavours. For this reason, a strong effort to provide more
precise predictions and more sensitive measurements is ongoing. With Belle II starting its activity,
and LHCb to start taking data for the Run 3 in 2021, the next few years will be fundamental to clarify
the picture. Noticeably, the precision on the crucial observables RK(∗) and R(D(∗)) is foreseen to be
competitive between the two experiments [34].
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Abstract
We present a new method to look for extra-dimensions and the production of axion-like parti-
cles at the Large Hadron Collider at CERN, produced via photon exchanges, by measuring intact
protons after interactions. We also discuss possible applications of fast timing detectors including
the measurement of cosmic ray particles in collaboration with NASA.
1 Search for quartic anomalous couplings at the LHC using intact
proton in the final state
We discuss a new method to look for extra-dimensions and the production of axion-like particles at
the Large Hadron Collider (LHC) located at CERN, Switzerland. We consider the exclusive produc-
tion of di-photon, WW boson pairs and Zγ, as shown in Fig. 1, produced by photon exchanges. In
these processes, the photons, Z and W bosons can be measured in the main ATLAS and CMS detec-
tors while the intact protons in the final state can be tagged in special detectors called roman pots
located at about 220 m from the interaction point. After describing briefly the proton detectors, we
will discuss the motivation to look for these events and the reach at the LHC.
γ
γ
γ
γ
p
p p
p
Figure 1: Diagram of exclusive production of WW , γγ and Zγ events at high mass.
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Figure 2: Exclusive di-photon production. Left: QCD process, Right: QED process.
1.1 Detecting intact protons at the LHC
The CMS-TOTEM and ATLAS collaborations installed some roman pot detectors at about 220 m from
the interaction point in order to detect and measure intact protons in the final state. The CMS-TOTEM
Precision Proton Spectrometer (PPS) [1, 2] and the ATLAS Forward Proton (AFP) [3] detectors have
an acceptance in diffractive mass at high luminosity, for standard LHC beam lattice, above 350 GeV
and below 2000 GeV allowing to be sensitive to high mass γγ, WW and γZ production as illustrated
in Fig 1. The protons lose parts of their energy after interaction and the LHC magnets bend the
scattered protons outside the beam envelope. Protons scattered a few millimeters away from the
beam are detected in the roman pots. The PPS detector has been accumulating about 115 fb−1 of data
together with CMS since 2015. The goal for the next runs at the LHC is to record intact protons at
high LHC luminosities and to collect similar luminosity as the CMS or ATLAS main detectors.
1.2 Search for γγγγ anomalous couplings
1.2.1 Standard Model production of exclusive di-photons
In the section, we will describe the search for γγ exclusive production using PPS or AFP in a very clean
way. The QCD [4] and QED [5] diagrams leading to exclusive di-photon production are respectively
shown in Fig. 2, left and right. We also distinguish between the QED exclusive production of di-
photons via loops of quarks, leptons and W bosons. The di-photon exclusive cross sections are given
in Fig. 3 for different contributions [5]: QCD contribution in full purple line, QED contributions from
quark and lepton loops in dashed green line, W loop contribution in dotted red line, and the total
QED contribution in black dashed dotted line. We note that the QCD contribution can be neglected
above a di-photon mass of 200 GeV. It means that measuring two photons in CMS or ATLAS and two
protons in PPS or AFP corresponding to the same interaction is a photon-induced process. We also
note that the cross section of exclusive di-photon SM production at high mass is very small and will
lead to a small background if we request the di-photon mass to be above 350 GeV (in order to be in
the acceptance of the forward proton detectors).
1.2.2 γγγγ anomalous couplings
Four-photon couplings can be modified by loops of new particles or produced resonances that decay
into two photons. In case of loops ζ1 = α2emQ4m−4Nc1,s where the coupling depends only on the
fourth power of the charge Q and mass m of the charged particle, and on spin, c1,s. This leads to ζ1
of the order of 10−14-10−13. In case of resonances, ζ1 = (fsm)−2d1,s where fs is the γγX coupling of
the new particle to the photon, m the mass of the new particle, and d1,s depends on the spin of the
particle. For instance, 2 TeV dilatons lead to ζ1 ∼ 10−13.
The number of events for 300 fb−1 as a function of di-photon mass is displayed in Fig. 4 for signal
and background [5] using the FPMC generator [6]. The exclusive di-photon and double Pomeron
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Figure 3: Exclusive di-photon cross section above a given diphoton mass (in abscissa) for different
processes.
Figure 4: Number of events as a function of the di-photon mass for signal (ζ1 = 10−12 and 10−13
GeV−4) and background.
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Figure 5: Left: Ratio between the proton missing mass and di-photon mass for exclusive di-photon
signal events and background. Right: Difference between the di-photon and di-proton rapidity for
exclusive di-photon signal and background.
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exchange (DPE) backgrounds are found to be negligible at high mass. The only background that
contributes at high mass is the inclusive non-diffractive di-photon and di-lepton production with pile
up where leptons are misidentified as photons. The LHC collides packets of protons together and
this means that there are multiple proton collisions occurring within the same bunch crossing, up to
50 with present conditions. The issue is that the two photons or the two W/Z bosons can originate
from a different interaction than the two protons originating from soft additional interactions, called
pile up. Pile up events can be as large as 50 at the LHC at high luminosity per bunch crossing and a
typical pile up event contaminating our sample will be made of one di-photon non-diffractive event
and two intact protons originating from soft diffractive events.
Since the signal only shows two photons and two intact protons in the final state, we measure
all final state particles. That allows us to obtain a negligible background for 300 fb−1 at the LHC.
The basic idea is to compare the proton missing mass and the di-photon mass as shown in Fig. 5,
left [5, 7]. The signal peaks around 1.0 and the gaussian width is due to the detector resolution
whereas the pile-up background leads to a much flatter distribution since the two protons are not
related with the two photons. The same requirement can be performed using the difference in rapidity
between the di-photon and di-proton systems, as shown in Fig. 5, right. This leads to a background
of less than 0.1 event for 300 fb−1 [5]. The gain on sensitivity compared to other methods at the
LHC without detecting intact protons is more than two orders of magnitude on the γγγγ anomalous
coupling, reaching values down to a few 10−15. It is worth noticing that, without exclusivity cuts
described in Fig. 5, the background would be much larger for 300 fb−1, namely about 80.3 events.
We also extrapolated our results to high luminosity LHC for a luminosity of about 3000 fb−1, and the
sensitivity can be even further improved by a factor 10 as shown in Fig. 6 in a conservative way.
The search for anomalous couplings with tagged protons is now being pursued by the PPS col-
laboration and the first limit on γγγγ anomalous couplings was recently shown at the ICHEP 2020
conference in Prague [8] as ζ1 <3.7 10−13 GeV−4 and ζ2 <7.7 10−13 GeV−4.
1.3 Search for Axion like particles at the LHC in the di-photon channel
Looking for exclusive di-photon events with tagged protons can be directly applied to the search for
axion-like particles (ALPs) at high mass [9]. The ALP would be produced by γγ interactions and
would decay into two photons. The sensitivity in the coupling versus ALP mass plane is shown in
Fig. 7 and we see the gain of about two orders of magnitude in coupling at high mass using this
method with 300 fb−1 at the LHC. We also note that this is complementary to looking for exclusive
di-photons in pPb, PbPb, and ArAr collisions at lower masses of ALPs. This is due to the fact that
the cross section is enhanced by a factor Z4 in heavy ion collisions but the sensitivity at high mass is
reduced to a large suppression at small impact parameter due to the size of the heavy ion [10].
1.4 Search for γγγZ, γγZZ and γγWW anomalous couplings
The same methods described above to select potential new beyond standard model signal events
appearing via quartic anomalous couplings can be used for γγγZ, γγZZ and γγWW . We benefit
from the fact that we detect and measure the protons in the final state in order to select exclusive
events. The gain of two orders of magnitude on photon anomalous couplings is also true for γγWW
and γγZZ whereas the gain reaches three orders of magnitude for γγγZ [11, 12].
2 Time-of-flight measurements at the LHC and other applications
2.1 Measuring proton time-of-flight at the LHC
In order to reject pile up events, it is also possible to measure precisely the time-of-flight of the pro-
tons. Namely we can constrain the protons to originate from the same interaction point as the two
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Figure 6: Sensitivity contours on photon quartic anomalous couplings at the LHC with 300 and 3000
fb−1.
Figure 7: Sensitivity plot on axion like particles in the coupling versus mass plane at the LHC in pp
collisions with 300 fb−1 (grey band) and in PbPb (blue dashed line), pPb (green dashed line), ArAr
(red dashed lines) collisions.
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Figure 8: Timing detector test stand at the University of Kansas.
photons or W/Z bosons. Since particles at the LHC travel at the speed of flight, time needs to be
measured with high precision, of the order of ten picoseconds, that allows a rejection factor of about
40 for a pile up of 50. This is specially needed when the mass matching cannot work perfectly for in-
stance for the leptonic decays of W pairs where the neutrinos cannot obviously be measured directly
in CMS or ATLAS. Fast Silicon detectors together with their readout electronics have been developed
in order to achieve this goal.
2.2 Performance of timing detectors at the University of Kansas
At the University of Kansas, we designed a multi-purpose electronics board to read out ultra-fast
Silicon or diamond detectors to measure precisely time-of-flight, as well as a test-stand in order to
test the full chain from the detector to the read-out electronics. The test-stand is equiped with a laser
or a radioactive source in front of the Silicon detectors (see Fig. 8). The system is highly adaptable to
different kinds of sensors (diamond or Silicon) and only requires a low voltage power supply as an
input. The electronics readout can be performed either directly from the sensor itself or after a signal
amplifier via a scope or some waveform signal analyzer such as SAMPIC [13, 14]. The amplifier was
designed at the University of Kansas and can be used for a full range of detectors and applications.
The performance of the timing detector and its amplifier is shown in Fig. 9, right. In order to test
the full system in real conditions we used a beam test at Fermilab, Batavia, USA. For one layer of
Silicon detectors, we obtained a resolution of about 39 picoseconds, which means that a resolution
better than 15 picoseconds can be achieved with 8 layers of ultrafast Si detectors. On Fig. 9, left, we
can see a photo of the circuit designed and built at the University of Kansas. The idea was to build a
“plug-and-play" circuit that can be used to test many possible applications.
2.3 Measuring radiation out of a diamond or ultrafast Si detector
Additional applications that we are going to discuss now rely on the same principle: we can measure
the full signal originating from a diamond or ultrafast Si detectors. The applications do not rely too
much on timing measurements (as in high energy particle or nuclear physics) but in the understand-
ing of the number of particles or charge that cross the detector. When a particle (for instance a proton)
crosses a Si detector, some pairs of ions and electrons are formed and drift slowly for the ions or fast
for the electrons towards the electrodes because of the electric field. Detecting the particles passing
through the detectors is thus possible by measuring the electron signal, using either an oscilloscope
or dedicated electronics. Signals originating directly from a Si or a diamond detector are very often
low and need to be amplified. The first step of the KU circuit is then to amplify this signal without
destroying its properties such as rise time, signal over noise ratio...
By using different layers of Si detectors as an example, the output signal is characteristic of the
kind of particle (proton, light or heavy ions...) that crosses the different layers until it stops and
proportional to its energy. In order to measure the signal, a very fast digitization is performed (taking
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Figure 9: Timing board made at the University of Kansas.
as an example 64 measured points in one nanosecond). A linear interpolation between the different
measured points allow then to reconstruct the full signal. The method allows measuring precisely
time-of-flight and at the same time the signal amplitude, which will be the basics of all applications.
2.4 Measurement of cosmic rays with NASA
The idea for the project in collaboration with NASA is to measure the type and energy of cosmic ray
particles originating from the sun for a range between MeV to GeV as illustrated in Fig. 10, right. In
order to do so, it is needed to build a detector made of sandwiches of active layers of Si detectors that
allow to measure and contain different kinds of particles with different energies [15]. Using the very
fast digitization method described above, it is possible to reconstruct fully the signal in the different
Si layers. Since different kinds of particles deposit their energies in the different layers differently,
also depending on their energies, it will be possible to reconstruct the full properties of the comic
ray radiation, namely the type of particles that are produced, and their energies. This project aims
at sending a cube sat in collaboration with NASA (the AGILE project) in the next three years and
might also allow later a direct precise measurement of radiation between the earth and Mars needed
in order to send astronauts to Mars as an example.
2.5 Measuring radiation in cancer treatment
The second application deals with a precise measurement of radiation accumulated by the human
body during cancer treatment during photon or proton therapies [16]. The idea is to measure the
amount of radiation with high precision and how its distribution in the human body with millimeter
square precision, as well as the beam parameters. In order to achieve this goal, the same technique
can be used by counting the number of photons or protons that went through the human body or that
originated from the beam.
Another possible medical application deals with PET imaging. Usually, patients absorb radioac-
tive material that interact with electrons inside the tumor. The electron-positron pairs interact emit-
ting photons that can be measured and lead to an image of the tumor. The problem is that the human
body emits naturally lots of photons and in average, one pair of photon originates from the tumor out
of 10,000. An offline advanced analysis is then needed in order to isolate the interesting photons. In
order to preselect the photons originating from the tumor, it is possible to measure the time-of-flight
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Figure 10: Left: The AGILE project with NASA, Right: Catalysis measurements in chemistry.
of the photons and require them to originate from the tumor itself. This would allow to make an
online image of the tumor which will be much more efficient.
2.6 Understanding better catalysis in chemistry
The third application deals with a better understanding of catalysis in chemistry with the application
of reaching better methods to desalinize sea water. as illustrated in Fig. 10, right. The idea is to
understand better how an interface between two liquids, a solid and a liquid, or a gas and a liquid
vary as a function of time when catalysis occurs. Using interferometry technics, we can measure
how the interface varies as a function of time by measuring a snapshot every 20 or 30 picoseconds.
This will lead to new insights in the mechanism of catalysis and thus in a better understanding of
applications where catalysis is needed. This could also have implications on the way medicine is
absorbed by human body by improving the interface between human cells and medicine.
3 Conclusions
In this report, we describe the search for quartic anomalous couplings with unprecedented precision
at the LHC by measuring intact protons in the final state. We also describe the fast timing detec-
tor developments at the University of Kansas in order to measure particle time-of-flights and also
applications in medicine, chemistry and cosmic ray detections with NASA.
Acknowledgements
The author acknowledges generous support from the organizers of the workshop and the Guade-
loupe Region.
References
[1] CMS and TOTEM Coll., JHEP 1807 (2018) 153; CMS Coll., CERN-LHCC-94-38; TOTEM Coll.,
JINST 3 (2008) S08007.
172
[2] TOTEM Coll., JINST 3 (2008) S08007.
[3] ATLAS Coll., CERN-LHCC-99-14, CERN-LHCC-00-15.
[4] V. Khoze, A. Martin, M. Ryskin, Eur. Phys. J. C23 (2002) 311.
[5] S. Fichet, G. von Gersdorff, B. Lenzi, C. Royon, M. Saimpert, JHEP 1502 (2015) 165; S. Fichet, G.
von Gersdorff, O. Kepka, B. Lenzi, C. Royon, M. Saimpert, Phys.Rev. D89 (2014) 114004.
[6] M. Boonekamp, A. Dechambre, V. Juranek, O. Kepka, M. Rangel, C. Royon, R. Staszewski,
preprint ArXiv:1102.2631.
[7] S. Fichet, G. von Gersdorff, C. Royon, Phys. Rev. Lett. 116 (2016) no 23, 231801; S. Fichet, G. von
Gersdorff, C. Royon, Phys. Rev. D93 (2016) no 7, 075031;
[8] CMS and TOTEM Coll., CMS-PAS-EXO-18-014, TOTEM-NOTE-2020-003.
[9] C. Baldenegro, S. Fichet, G. von Gersdorff, C. Royon, JHEP 1806 (2018) 131.
[10] C. Baldenegro, S. Hassani, C. Royon, L. Schoeffel, Phys. Lett. B795 (2019) 339.
[11] E. Chapon, O. Kepka, C. Royon, Phys. Rev. D81 (2010) 074003; O. Kepka, C. Royon, Phys. Rev.
D78 (2008) 073005.
[12] C. Baldenegro, S. Fichet, G. von Gersdorff, C. Royon, JHEP 1706 (2017) 142.
[13] E. Delagnes, D. Breton, H. Grabas, J. Maalmi, P. Rusquart. Nucl. Instrum. Meth. A787 (2015) 245.
[14] A. Apresyan et al.. Nucl. Instrum. Meth. A895 (2018) 158.; N. Minafra et al., Nucl. Instrum. Meth.
A867 (2017) 88; D. Breton, V. De Cacqueray, E. Delagnes, H. Grabas, J. Maalmi, N. Minafra, C.
Royon, M. Saimpert, Nucl. Instrum. Meth. A835 (2016) 51.
[15] KU News, https://news.ku.edu/2019/04/25/research-explores-behavior-quarks-and-gluons-
large-hadron-collider; A. Novikov, these proceedings.
[16] Physics World, 04 June 2019, https://physicsworld.com/a/particle-telescope-technology-
could-help-improve-radiotherapy/ KU News, https://news.ku.edu/2019/05/03/particle-
telescope-will-probe-subatomic-makeup-suns-cosmic-rays-and-could-lead-more
173

The SHiP experiment at CERN
Markus Cristinziani
e-mail: cristinz@uni-bonn.de
Physikalisches Institut, Universität Bonn, Nussallee 12, 53115 Bonn, Germany
Presented at the 3rd World Summit on Exploring the Dark Side of the Universe
Guadeloupe Islands, March 9-13 2020
Abstract
The current status of the proposed SHiP experiment at the CERN Beam Dump Facility is pre-
sented. SHiP is a general-purpose fixed-target experiment. The 400GeV/c proton beam extracted
from the SPS will be dumped on a heavy target to integrate 2× 1020 protons on target in five years.
The detector, based on a long vacuum tank followed by a spectrometer and particle identification
detectors, will allow to probe a variety of models with light long-lived exotic particles and masses
below O(10)GeV/c2. The main focus will be the physics of the so-called hidden portals, i.e. the
search for dark photons, light scalars and pseudo-scalars, and heavy neutrinos. The sensitivity to
heavy neutrinos will allow to probe, in the mass range between the kaon and the charm meson
mass, a coupling range for which baryogenesis and active neutrino masses could also be explained.
A second dedicated detector will study neutrinos and explore light dark matter.
1 Introduction
SHiP is a general-purpose beam-dump experiment designed to use the high-intensity 400 GeV/c
beam of protons available from the CERN SPS accelerator in order to search for hidden particles.
The proposal of the experiment evolved from a first idea [1] to search for Heavy Neutral Leptons
(HNLs), whose existence is predicted in the νMSM model [2, 3] with guidance described in Ref. [4],
to a more comprehensive programme of new physics searches at the intensity frontier [5], including
the option of producing and studying a large sample of ντ neutrinos [6], that lead to the SHiP techni-
cal proposal [7]. Since then, the detector layout has been continuously optimised and expanded. The
most recent results were documented in a progress report [8] and the comprehensive design study
report [9].
2 Motivation
While the Higgs boson discovery at the Large Hadron Collider in 2012 marks the triumph of the
Standard Model (SM), there are still several shortcomings in particle physics that are waiting to be
explained. The SM particles cannot account for the observed matter in the Universe, as there is con-
vincing evidence of dark matter (DM), with unknown mass and couplings. The predominance of
matter over antimatter in the Universe calls for additional sources of CP violation, beyond what
is known in the SM. The tiny, but non-zero masses of the neutrinos, causing oscillations, could be
explained via the see-saw mechanism with right-handed neutrinos with Yukawa couplings to the
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Higgs boson and SM leptons. There are also aesthetic shortcomings, like the strong CP problem or
the hierarchy/fine-tuning problem of the Higgs mass.
It is thus important to probe new physics beyond the SM in different directions. At the intensity
frontier the paradigm is that low-energy, high-intensity experiments could uncover new interactions
and particles with very feeble couplings. Popular extensions of the SM proceed through so-called
portals, that are generally categorized according to the nature of the mediator: scalar, vector, pseudo-
scalar or fermion. Examples for these categories are Dark Higgs, Dark Photon, Axion Like Particles
(ALPs), and HNLs, respectively.
3 The SHiP detector at the Beam Dump Facility
The SHiP detector is planned to be installed in the North Area at the CERN SPS 400 GeV/c beam,
taking advantage of the Beam Dump Facility (BDF). It features two main sub-detector systems, pur-
suing complementary physics goals. The hidden sector (HS) decay spectrometer aims at measuring
visible decays of HS particles and will reconstruct their decay vertices in a large decay volume. The
scattering and neutrino detector (SND) is dedicated to neutrino physics and the search for light dark
matter (LDM). The design of the detector underwent several optimisation steps and its current im-
plementation is shown in Figure 1. In particular, there has been a large effort to re-optimize the muon
magnetic shield configuration and, as a consequence, the detector layout.
Figure 1: Overview of the SHiP experiment as implemented in the full simulation.
1 The SHiP detector
The current layout of the SHiP experimental setup is shown in Figure 1. The setup consists of a high-
density proton target [15, 16], followed by a hadron stopper and an active muon shield [17], which
sweeps away the muons produced in the beam dump in order to reduce the initial flux by six orders
of magnitude in the detector acceptance. The target is made of blocks of a titanium-zirconium doped
molybdenum alloy (TZM) in the core of the proton shower, followed by blocks of pure tungsten with a
tantalum cladding. The total target thickness is twelve interaction lengths. The five metres long hadron
stopper absorbs hadrons and electromagnetic radiation emerging from the target. A magnetic coil has
been incorporated into the hadron stopper to magnetise the iron shielding blocks. This magnet serves as
the first section of the active muon shield. The rest of the muon shield consists of 30 m of free-standing
warm magnets located in the underground experimental hall, totalling 1300 tonnes of magnetic mass.
The SHiP detector consists of two complementary apparatuses, the scattering and neutrino detector
(SND) and the hidden sector (HS) decay spectrometer. The SND will search for light dark matter (LDM)
scattering and perform neutrino physics. It also provides normalisation of the yield for the hidden particle
search. It consists of a precision spectrometer located inside a single long dipole magnet with a field
of 1.2 T, followed by a muon identification detector. The precision spectrometer is a hybrid detector
composed of modules with alternating layers of absorber, nuclear emulsion films and fast electronic
target trackers (TT). The absorber mass totals ⇠8 tonnes.
The HS decay spectrometer aims at measuring the visible decays of HS particles by reconstructing
their decay vertices in a 50 m long decay volume of a pyramidal frustum shape. In order to eliminate the
background from neutrinos interacting in the decay volume, it is maintained at a pressure of < 10 2 bar.
The decay volume is followed by a large spectrometer with a rectangular acceptance of 5 m width and
10 m height. The main element is the spectrometer straw tracker (SST) designed to accurately reconstruct
the momenta and the decay vertex, mass and impact parameter of the hidden particle trajectory at the
proton target. The spectrometer dipole magnet is a conventional magnet with a total field integral of
about 0.65 Tm.
An electromagnetic calorimeter (ECAL) and a muon detector provide particle identification which
is essential in discriminating between the very wide range of HS models. The ECAL is a lead sampling
calorimeter, consisting of two parts which are mechanically separated in the longitudinal direction, each
part being equipped with a high spatial resolution layer to reconstruct decays of axion-like particles to
two photons. The muon system consists of four stations interleaved by three muon filters.
The key feature of the HS decay spectrometer design is to ensure efficient suppression of different
backgrounds. A dedicated timing detector (TD) with ⇠100 ps resolution provides a measure of time
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Figure 1: Drawing of the current outline of the SHiP detector [9].
3.1 Beam Dump Facility
The proposed BDF is foreseen to be located at the North Area of the CERN SPS. It is designed to be
able to serve both, beam-dump like and fixed-target experiments. The full exploitation of the SPS
would allow the delivery of an annual yield of up to 4× 1019 400 GeV/c protons on target (pot) while
delivering protons to the HL-LHC and th existing SPS facilities. Slow extraction of de-bunched
beam with good uniformity is requi ed to keep the co binatorial back round u der control and to
dilute the large beam power in the pr ton target. The pr posed implementation of the beam dump
experimental facility is based on a minimal modification to the SPS complex and maximal use of the
existing beamlines. The BDF is described in detail in Ref. [10].
3.2 Target
The SHiP target [11] is designed to maximise the production of hidden sector particles, mainly through
the decay of flavoured hadrons produced in the target through primary and secondary (cascade) in-
teractions. At the same time, the target material and density are chosen such to reduce the production
of other particles. The longitudinally segmented hybrid target consists of four nuclear interaction
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lengths (λINT) of TZM (titanium-zirconium doped molybdenum) alloy, followed by 6λINT of tung-
sten, and is interleaved with water cooling spaces, for a cross section of 30× 30 cm2 and a total length
of more than 120 cm. Cooling will be essential, as the peak power of the beam during a spill will be
2.56 MW. The target complex will be housed in a 440 m3 bunker made of remotely handled iron bricks
and is additionally cooled, underpressurized, and shielded. A 5 m thick iron shield absorbs hadrons
behind the target.
3.3 Active muon shield
After the hadron absorber, penetrating muons are a possible source of undesired occupancy. From
simulation, it is expected that 1011 muons/s are produced in the collisions of the proton beam on the
beam-dump target from the decay of pions, kaons, and other light and charmed mesons. A magnetic
muon shield [12] will deflect muons of both polarities and a wide range of transverse momenta and
significantly reduce this muon flux. Since the produced hidden sector particles typically exhibit large
transverse momenta, the muon shield has to be as compact as possible. The original design has been
revised using a Bayesian optimisation algorithm [13], resulting in a total length of 34 m, a weight of
1.5 kt, and a magnetic field of up to 1.8 T. The first part aims at separating muons of opposite polarities
and also acts as a hadron absorber, while the rest of the series of magnets is designed to also remove
the lower momentum muons that re-enter the acceptance due to the return fields. The muon flux will
be reduced to 105 muons/s after the muon shield.
3.4 Scattering and neutrino detector
Downstream of the muon shield a detector system consisting of emulsion cloud chamber (ECC) bricks
made of lead plates and nuclear emulsion films, interleaved with electronic trackers and followed
by a compact emulsion spectrometer (CES) with low-density material, will be immersed in a 1.2 T
magnetic field. Behind the magnet, a muon identification system, consisting of several 10 cm thick
iron filters and RPC tracking planes, aims at identifying the muons produced in neutrino interactions
and τ -decays occurring in the emulsion target. The ECC bricks are composed of stacks of alternating
1 mm lead plates, acting as neutrino targets, and 300µm emulsion films, where ντ interactions and
τ -lepton decay vertices can be reconstructed. The CES, a light structure with a long lever arm, will be
essential to measure the charge of the τ -lepton daughters. The electronic tracker technologies under
study include scintillating fibres (SciFi), and micro-pattern gaseous detectors (µ-RWELL).
3.5 Hidden sector decay volume
The SHiP decay volume has a pyramidal frustum shape with rectangular bases of 2.4 × 4.5 m2 at
the entrance and 5 × 10 m2 at the exit, for a length of 50 m. It has to be sufficiently evacuated from
residual air to suppress muon and neutrino interactions. The complete volume is enclosed by the
surrounding background tagger (SBT), a veto detector, based on 480 t of linear alkylbenzene liquid
scintillators, which will help to identify activity from outside of the detector, like cosmic rays or
cavern background. The liquid scintillator is coupled to 3 500 wavelength-shifting optical modules
(WOM), already proposed to be used in an extension of the IceCube detector.
3.6 Spectrometer and particle identification
The HS decay volume is followed by a spectrometer with an acceptance of 5 × 10 m2. The first
sub-detector is the spectrometer straw tracker, designed to accurately reconstruct the momenta and
the decay vertex, mass and impact parameter of the hidden particle trajectory at the proton target.
The spectrometer dipole magnet is a conventional magnet with a total field integral of 0.65 Tm. The
SplitCal electromagnetic calorimeter employs the sampling technology with lead/scintillator planes.
To accurately measure the shower transverse profile, the SplitCal is longitudinally segmented and
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will contain high-precision layers of MicroMegas chambers, similar to those developed for the ATLAS
muon upgrade. This will be important for the reconstruction of decays of axion-like particles to
two photons. The muon system consists of four stations interleaved by three muon filters. To reject
random crossings, a dedicated timing detector made of scintillator bars is placed at the end of the
detector and will match the arrival times of the particles forming vertex candidates with a precision
of 100 ps.
4 Physics performance
The SHiP experiment is a unique discovery tool for HS particles. Present constraints on various
channels will be improved by several orders of magnitude. SHiP will also distinguish among different
models, and measure parameters relevant for cosmology and model building, in a large part of the
parameter space. Together with the direct search for LDM and neutrino physics, SHiP is a wide scope
general-purpose fixed-target experiment.
The HS detector is designed to fully reconstruct a wide range of decay modes, and identify the
particles, to ensure a model-independent search for hidden particles. The SND detector is optimised
for scattering signatures of LDM and neutrinos. The sensitivity of the SHiP experiment heavily relies
on redundant background suppression. The SHiP physics case was presented in Ref. [5].
4.1 Background studies
Large samples of simulated events have been produced to accurately determined the level of back-
grounds, including from the floor, ceiling, walls and detector supports, using Geant4 [14] and the
FairRoot framework [15]. Samples of muons produced in 1012 pot have been fully simulated. In or-
der to claim discovery of a HS particle, it is of paramount importance to suppress the backgrounds
that would mimic the same final states to a negligible level. Signal events feature a vertex point-
ing back to the target, consisting of at least two charged particles and possibly additional invisible
particles.
Three sources of background can mimic the HS signature: random muon combinatorial, muon
inelastic scattering and neutrino deep-inelastic scattering. The background from cosmics has been
found to be negligible. The three sources of background are reduced by requirements on the track
momentum, vertex position and impact parameter with respect to the target. To avoid irreducible
background from neutrinos interacting with the air molecules inside the vessel, a level of vacuum
below 10−2 bar is necessary. The background from neutrino scattering in the floor and the walls of the
cavern was studied and found to be negligible. Additionally, information from the timing detector
and veto information from the SBT will reduce the backgrounds to less than 0.3 events during the
five-year data-taking. Thus, SHiP can be considered a zero-background experiment with a high level
of redundancy to efficiently suppress the background for a broad spectrum of searches.
4.2 Signal sensitivities
Hidden sector
To illustrate the physics potential of SHiP to hidden sector particles the sensitivities to HNLs, dark
scalars, dark photons and ALPs coupling to photons are shown in Figures 2 and 3. More details can
be found in the report of the Physics Beyond Colliders study group [16].
In the case of a discovery, SHiP is capable of measuring parameters and identifying the underlying
models. For instance, SHiP may distinguish between Majorana-type and Dirac-type HNLs in a signif-
icant fraction of the parameter space by detecting lepton number violating or conserving decays [17],
as shown in Figure 2. If the mass splitting between the HNLs is small, it may also be possible to
resolve HNL oscillations as a direct measurement of the mass splitting between HNLs.
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(a) HNL mixing with ⌫e. (b) HNL mixing with ⌫µ.
Figure 10: SHiP sensitivity to lepton number violation. The thick dashed curve is the
“model-selection” sensitivity computed in this work. The thin dashed grey lines show the
number of fully reconstructible events which would be observed at SHiP for a given mass
and mixing angle. Dotted curves are the (lower) detection sensitivities for the proposed
or planned experiments which can reconstruct the HNL mass. Coloured, filled areas are
regions of parameter space which have been excluded by previous experiments. The grey
filled area denoted by BBN indicates the region which is incompatible with Big Bang
Nucleosynthesis. Below the seesaw limit10(hatched region), mixing angles are too small
to produce the observed neutrino masses.
fluctuations. The uncertainty on ⌧ at SHiP is dominated by the (boosted) length of the
target ⇠ 0.1 m, which contains the unresolved primary vertex. It could smear out fast
oscillations, in which case an accurate treatment of this uncertainty would be needed in the
simulation. However, for longer oscillation periods like the one shown in figure 11, its effect
should be negligible. Deriving precise sensitivity limits for HNL oscillations is beyond the
scope of this paper, since it is likely that no simple analytical expression exists for them, due
to the more complex test statistics required, compared to the detection or model-selection
limits. HNL oscillations might for instance be amenable to methods such as maximum
likelihood estimation, wavelets, or matched filtering, for which the null distribution can be
estimated numerically using a (computationally expensive) bootstrapping procedure.
6 Conclusions
The SHiP experiment is set to have an unprecedented detection reach for a variety of models
containing feebly interacting particles, such as Heavy Neutral Leptons (HNLs). A distinc-
tive feature of SHiP among other intensity frontier experiments is its decay spectrometer,
which allows it to not only place exclusion bounds, but also perform event reconstruction
– 21 –
Figure 2: Left: Sensitivity to HNL for the mixing with muon flavour [18]. The dark grey area and
the solid line indicate the excluded regions by previous experiments. The solid and dashed-dotted
red lines indicate the uncertain y rela ed to the production of Bc mesons. Right: SHiP sensitivity
to lepton number vi lation (thick dashed curve) compared to exclusions by previous experiments
(coloured areas). The thin dashed grey lines show the number of fully reconstructible events [17].
coincidence in order to reject the combinatorial background. The decay volume is surrounded by the
background taggers: the SND upstream background tagger (UBT) and the surround background tag-
ger (SBT) that instruments the decay volume walls. The taggers identify neutrino- and muon-induced
inelastic interactions in the material of the SND detector and in the decay volume walls, which may pro-
duce long-lived neutral particles, V 0s, decaying in the decay volume and mimicking HS signal events.
The muon shield and the SHiP detector systems are housed in an ⇠120 m long underground ex-
perimental hall at a depth of ⇠15 m. To minimise the background induced by the flux of muons and
neutrinos interacting with material in the vicinity of the detector, no infrastructure is located on the sides
of the detector, and the hall is 20 m wide along its entire length.
2 Summary of physics performance
The physics performance of the SHiP experiment is anchored in an extremely efficient and redundant
background suppression. Two detector systems provide a complementary search. The HS detector aims
at fully reconstructing the widest possible range of decay modes, including particle identification, to
ensure a model independent search for hidden particles. The SND system is optimised for scattering
signatures of LDM and neutrinos. A detailed description of the SHiP physics case can be found in
Ref. [5].
In addition to improving present constraints by several orders of magnitude for various HS chan-
nels, SHiP can distinguish among the different models, and, in large part of the parameter space, measure
parameters that are relevant for cosmology and model building. These features make the SHiP exper-
iment a unique discovery tool for Hidden Sector particles. Moreover, together with the direct search
for LDM, and neutrino physics, SHiP represents a wide sco e gen ral purpose fixed target experiment.
Further proposals for using the same beam facility in parall l have been present d indep ndently [18,19].
Figure 2: SHiP’s sensitivity to dark photons (top-left), dark scalars (top-right), axion-like particles
coupled to fermions (bottom-left) and to photons (bottom-right). References to the current constraints
shown and more details can be found in [12].
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⌫e ⌫̄e ⌫µ ⌫̄µ all
Elastic scattering 81 45 56 35 217
Quasi - elastic scattering 245 236 481
Resonant scattering 8 126 134
Deep inelastic scattering - 14 14
Total 334 421 56 35 846
Table 3: Estimate of the neutrino backgrounds in the Light Dark Matter search with the SND for an
integrated proton yield of 2 ⇥ 1020 PoT.
Figure 5: SHiP exclusion limits at 90% CL as a function of the LDM mass M , compared to the current
experimental limits by NA64 [24] and BaBar [25] (grey shaded area) and the predicted thermal relic
abu dances. The coupling is provided as Y = ✏2↵D(M /MA0 )
4.
2.4 Neutrino physics at SHiP
The nuclear emulsion technology combined with the information provided by the SND muon identific-
ation system makes it possible to identify the three different neutrino flavours in the SND detector. The
neutrino flavour is determined through the flavour of the primary charged lepton produced in neutrino
charged-current interactions. The muon identification is also used to distinguish between muons and
hadrons produced in the ⌧ decay and, therefore, to identify the ⌧ decay channel. In addition, tracking in
the SND magnetic spectrometer will allow for the first time to distinguish between ⌫⌧ and ⌫⌧ by meas-
uring the charge of ⌧ decay products. The charge of hadrons and muons is measured by the Compact
Emulsion Spectrometer, the Muon Tracker, and by the muon identification system. The electron decay
channel of the ⌧ lepton is not considered for the discrimination of ⌫⌧ against ⌫⌧ .
The neutrino fluxes produced at the beam dump were estimated with FairShip, including the con-
tribution from cascade production in the target. The number of charged-current (CC) DIS interactions
in the neutrino target is evaluated by convoluting the generated neutrino spectrum with the cross-section
provided by GENIE. The expected number of CC DIS in the target of the SND detector is reported in
Table 4, and the corresponding energy spectra are shown in Figure 6.
By combining the overall neutrino CC DIS interaction yield in the target with the detection effi-
ciencies, it is possible to estimate the expected number of ⌫⌧ and ⌫⌧ interactions observed in the different
11
Figure 3: Sensitivity of SHiP to dark scalar [9], dark photon, ALPs [16] nd LDM ignals [9], com-
pared to existing (coloured or grey areas) and projected (lines) exclusion limits.
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Light Dark Matter
If LDM particles undergo elastic scattering (χe− → χe−) in the SND detector material, the electro-
magnetic shower induced by the recoil electron can be detected in the SND, which would act as a
sampling calorimeter. A sufficient portion of the shower can be reconstructed in order to determine
the particle angle and energy. The high accuracy of the nuclear emulsions will provide topological
discrimination against neutrino-induced background. Figure 3 shows the SHiP sensitivity as a func-
tion fo the LDM mass Mχ, along with existing constraints and the thermal relic abundance, for a
benchmark scenario with a dark coupling αD = 0.1.
Neutrino physics
The SND detector will be able to determine the neutrino flavour by measuring the flavour of the
charged lepton produced in the neutrino charged-current interactions. About 104 τ -neutrinos will
be detected and the tracking capabilities in the SND will allow distinguishing, for the first time,
between ντ and ν̄τ . In addition, the large sample of neutrino-induced charm production will allow
for unprecedented studies in this domain, as for instance double-charmed production or the strange-
quark content of nucleons. The samples available at SHiP will also allow to significantly constrain
the ντ magnetic moment and test lepton flavour violation in the neutrino sector.
5 Measurements
5.1 Muon flux normalisation
In order to validate the Monte-Carlo simulation (Pythia, Geant4) that is being used for the sensi-
tivity studies, the muon flux was measured in a test-beam setup at the CERN SPS [19]. Protons of
400 GeV/c were directed onto a SHiP target replica with full length. Behind an iron hadron absorber
the emanated muons were measured with a spectrometer setup using scintillators, OPERA drift-tubes
stations, the Goliath magnet and an RPC-based muon tagger. In three weeks during 2018, about 327
billion pot were recorded, corresponding to 1% of a nominal SHiP spill. Events with muons were
recorded at a rate of one in 710.
The relevant physics processes for muon production are foremost the decays of pions and kaons,
the production and decay of charm particles and low-mass resonances, and the transportation of
the muons through the iron absorber. Data and simulation agree remarkably well (Figure 4), with
maximal differences in the absolute rate of 30% for large transverse momenta at high muon momenta.
5.2 Charm production cross-section
The production of charmed hadrons in 400 GeV/c protons on the SHiP target is expected to be in-
creased by a factor of more than two with respect to the direct production due to the interactions of
particles produced in the hadronic cascade showers. The exact normalisation is an important input
and will be measured by the SHiP-charm experiment at the CERN SPS [20].
An optimisation run was performed in 2018, collecting about 1.5 million pot, directly after the
muon flux measurement, thus using the same magnet, the scintillators, drift tubes and RPCs. To pre-
cisely measure the charm production vertices and the tracks, emulsion films were used, along with
a tracker built with ATLAS pixel modules and LHCb SciFi. To keep the occupancy to manageable
levels, the emulsion detector was moving horizontally during a spill at 2 cm/s and vertically in be-
tween spills. This makes the alignment and matching of tracks between the detectors challenging.
Preliminary results show that more than 50% of the tracks associated with reconstructed vertices can
be matched. Several runs were taken with varying amounts of target material in front of the emulsion
detector, to probe the charm content of the different parts of the shower development. Figure 4 shows
an event display of a charm candidate in the emulsion detector.
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Table 1 Simulation samples made for SHiP background studies. ! is
the fraction of protons that produce heavy flavour
Ekin > Emin (GeV) mbias/cascade POT
1 mbias 1.8 ! 109
1 charm (!cc = 1.7 ! 10"3) 10.2 ! 109
10 mbias 65.0 ! 109
10 charm (!cc = 1.7 ! 10"3) 153.3 ! 109
10 beauty (!bb = 1.3 ! 10"7) 5336.0 ! 109
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Fig. 5 Measured muon momentum distributions from data and sim-
ulation, top full range in log scale, bottom detail of the low momen-
tum range with a linear scale. The distributions are normalized to the
number of POT. For simulated data, some individual sources are high-
lighted, muons from charm (green), from dimuon decays of low-mass
resonances in Pythia8 (cyan), in Geant4 (turquoise), photon conversion
(dark green) and positron annihilation (brown)
3.4 Tracking efficiencies
The tracking efficiency in the simulation depends on the sta-
tion occupancy, and in data and simulation the occupancies
are different (apparently caused by different amounts of delta
rays). By taking this into account, the efficiency in the sim-
ulation is reduced from 96.6 to 94.8%.
To determine the tracking efficiency in data, we use the
RPCs to identify muon tracks in the data with the magnetic
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Fig. 6 Transverse momentum distributions from data and simulation,
top full range in log scale, bottom detail of lower transverse momen-
tum with a linear scale. The distributions are normalized to the number
of POT. For the simulation, some individual sources are highlighted,
muons from charm (green), from dimuon decays of low-mass reso-
nances in Pythia8 (cyan), in Geant4 (turquoise), photon conversion
(dark green) and positron annihilation (brown)
field turned off. We then take the difference between the
tracking efficiency in the simulation with magnetic field off
(96.9%) and the measured efficiency (93.6%) as the system-
atic error: 3.3%. For more details on the analysis and recon-
struction, see [9].
4 Comparison with the simulation
A large sample of muons was generated (with Pythia6,
Pythia8 [10] and GEANT4 [11] in FairShip) for the back-
ground studies of SHiP, corresponding to the number of
POT as shown in Table 1. The energy cuts (Emin) of
1 GeV and 10 GeV were imposed to save computing time.
The primary proton nucleon interactions are simulated by
Pythia8 (using the default tune). The emerging particles
are transported by GEANT4 through the target and hadron
absorber producing a dataset of also referred to as “mbias”
events. A special setting of GEANT4 was used to switch on
muon interactions to produce rare dimuon decays of low-
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CERN accelerator complex, with 5 ⇥ 107 PoT and a charm yield of about 1000 fully reconstructed
interactions.
Figure 9: A double-charm candidate event produced in proton collisions with the tungsten target recorded
at the H4 charm-production measurement.
15
Figure 4: Left: Measured muon momentum distribution compared to simulation [19]. The most
important individual sources i simulation are shown, along with the total prediction. Right: A
double-charm candidate event pr uced in proton collisions with the tungsten target recorded at the
H4 charm-production measureme t [9].
6 Conclusions
With the current status of SHiP and the mature understanding of the continued detector develop-
ments, the SHiP project is ready to commence the Technical Design Report phase. First prototypes
of all subsystems can be constructed and tested within the next three years. It is estimated that the
detector production will require two to three years and that the detector assembly and installation,
including infrastructure, will require another two years. The installation of the facility and the SHiP
detector cou d be p rformed in the Long Shutdown 3, allowing commissioning and starting data-
taking early in Run 4.
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Abstract
The BABAR Collaboration has obtained limits on several dark sector models. Primarily designed
for the study of CP violation in B meson decays, the BABAR experiment is also, thanks to its huge
data sample and its powerful particle identification, sensitive to many other interesting physics
processes. These include topics linked to the dark sector, such as searches for dark photons with
either visible or invisible decays, a new Z′ boson coupling preferentially to muons, and a stable
six-quark state as a dark matter candidate.
1 Introduction
The BABAR experiment was installed at the SLAC PEP-2 high intensity e+e− collider. It took a huge
quantity of data, more than half an attobarn inverse, over 10 years from 1999 to 2008, running on
various Υ resonances and on the nearby quark-antiquark continuum. In fact the bulk of data was
taken on the Υ(4S), above the threshold for the production of pairs of B mesons, in order to study
heavy flavour physics and CP violation in the quark sector, which were the main physics goals of
the experiment. However, at the end of the data taking, substantial data samples were taken on the
Υ(2S) and Υ(3S) resonances.
The BABAR detector [1] was made of a silicon vertex detector providing a good reconstruction
of displaced vertices, a drift chamber for momentum measurement, a DIRC Cherenkov detector for
particle identification with a very good pion-kaon separation, a CsI electromagnetic calorimeter with
precise photon detection, all inside a 1.5 T solenoid, and finally muon chambers.
Thanks to its good particle detection and identification, the clean environment in e+e− collisions,
and the hermetic detector coverage, which together provide a precise reconstruction of the missing
energy, thanks to some dedicated triggers and its huge data sample, BABAR was able to search for
manifestations of the dark sector in low energy e+e− collisions. Even if it was not its original goal.
2 Dark Photon
A simple dark sector scenario is to add a new U(1) gauge symmetry. The associated gauge boson A′,
the so-called dark photon, provides a portal to the dark sector, mixing to the standard model photon
with kinetic mixing strength ε. If its mass is in the GeV range, it can be produced at BABAR in e+e−
collisions with initial state radiation (ISR). It then decays to either dark matter or standard model
particles depending on their kinematic accessibility. The BABAR Collaboration performed a search
for such a process e+e− → γA′ in both cases.
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The full BABAR data sample of 516 fb−1 was used for the search performed in case of visible
decays of the dark photon into two leptons, either two electrons or two muons, A′ → `+`− [2]. We
require one ISR photon, with energy greater than 200 MeV, and two leptons with opposite sign in
the event. Except in the low di-electron mass region, where the Monte Carlo is known to fail to
reproduce the data, the di-lepton mass distribution in the data in the electron and muon cases is well
reproduced by all known processes included in the simulation. Apart for a resonant part around
3 GeV corresponding to the J/ψ and ψ(2S) resonances, the background, dominated by radiative
Bhabha and radiative dimuon production, is varying smoothly, and there is no sign of a new peak
due to a dark photon.
By scanning the dark photon mass, considering more then five thousand mass hypotheses from
threshold up to 10.2 GeV, we measure as a function of the dark photon mass the cross section of
dark photon production, which fluctuates around 0, and the associated signal significance. No signal
evidence is seen. By combining the two di-lepton channels, we put 90% confidence level (C.L.) upper
limit on the mixing strength ε at the level of 10−3 for dark photon mass up to 10.2 GeV, as illustrated
in figure 1.
Figure 1: Upper limits (90% C.L.) on the mixing strength ε as a function of the dark photon mass
(for visible decays). The region excluded by BABAR is shown in green and is compared to previous
constraints.
In the case the dark photon may kinematically decay into dark matter particles A′ → χχ̄, it would
escape detection. This process was also searched for by the BABAR experiment [3]. Here we detect
only the photon from initial state radiation and missing energy due to the dark photon. The dark
photon mass can be determined from the known beam energy and the measured photon energy.
The analysis was made possible by the introduction of a special trigger during the last months
of data taking with the BABAR detector. On the level 1 hardware trigger, a new line was added
requiring a calorimeter cluster with energy greater than 0.8 GeV. On the level 3 software trigger, two
triggers were introduced requiring no tracks and a photon candidate with a threshold on the centre-
of-mass photon energy at 2 GeV and then at 1 GeV, corresponding respectively to the last 53 fb−1 and
38 fb−1 of the data taking.
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The main backgrounds are QED processes with two photons or radiative Bhabha with undetected
particles. Thus, in the analysis, we check for additional detector activity and combine several vari-
ables providing such information in a boosted decision tree to separate the expected signal from the
background.
For each dark photon mass hypothesis from 0 to 8 GeV in 166 steps, the signal yield is extracted
from a fit to the photon recoil mass. The signal significance as a function of dark photon mass has a
maximum around 6 GeV, corresponding to 3.1 σ local significance, but only 2.6 σ global significance,
so not enough to claim any signal evidence. Consequently, we sets 90% C.L. upper limits on the
mixing strength ε at the level of 10−3, as illustrated in figure 2.
Figure 2: Upper limits (90% C.L.) on the mixing strength ε as a function of the dark photon mass (for
invisible decays). The region excluded by BABAR is shown in green and is compared to previous
constraints.
3 Muonic dark force
A search was also performed for muonic dark force, more precisely a dark boson Z ′ coupling to the
second and third generation of leptons [4]. This can be motivated by various anomalies in the muon
sector, such as the discrepancy between the calculated and mesured values for g − 2. The Z ′ dark
boson could be produced in e+e− → µ+µ− events and decay to two muons, giving a final state of
four muons.
The principle of the analysis, performed on the whole dataset of BABAR (514 fb−1), is to search for
a di-muon mass peak in four muon final state events. The main background comes from combinato-
rial QED process. The dark boson production cross-section and the corresponding signal significance
is measured as a function of the Z ′ mass, probing 2219 mass hypotheses up to 10 GeV. No signal is
seen. Consequently we can set 90% C.L. upper limits on the g′ coupling parameter down to 10−3, as
illustrated in figure 3. Most of the region that would explain the g − 2 anomaly is excluded.
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Figure 3: Upper limits (90% C.L.) on the coupling parameter g′ as a function of the Z ′ mass, shown in
black and compared to previous experiments. The region to explain the g − 2 discrepancy is shaded
in red.
4 Six-quark state
A six-quark state was proposed by Farrar [5] as a possible dark matter candidate. This state S is a
uuddss combination, with charge 0 and baryon number 2. If its mass is smaller than 2.055 GeV, the
usual weak decay is forbidden so that it will have a very long lifetime. If it is smaller than 1.878 GeV,
the state would be absolutely stable. A six-quark state has never been observed, but is allowed in
QCD and not excluded by present experiments.
So BABAR recently performed a first search for such a state [6] which could be produced in the
hadronic decays of the Υ(2S) and Υ(3S) in association with two Λ particles. We use the whole data
sample taken on these two resonances, corresponding to 90 million Υ(2S) decays and 110 million
Υ(3S) decays. We fully reconstruct two Λ candidates in their decay in a proton and a charged pion
with a displaced vertex and pointing to the interaction point. The observable is the recoil mass square
against the two Λ candidates, which for the signal should be the hexa-quark mass square.
The other main variable used in the analysis isEextra which measures the additional activity in the
electromagnetic calorimeter. Figure 4 shows the distribution of the squared recoil mass for the signal
region with Eextra < 0.5 GeV and for the sideband with Eextra > 0.5 GeV. The signal is expected
at low values of the recoil mass squared. The Eextra sideband shows that the background is well
reproduced in the simulation and that no background event is expected in the signal region. In the
Eextra signal region, four candidates are kept in the final selection with recoil mass compatible with
the background and away from the signal region.
So we have no evidence for a signal and we set a 90% C.L. on the branching fraction of Υ→ S̄ΛΛ,
for the Υ(2S) sample, the Υ(3S) sample, and the combined sample assuming the same partial width.
The combined limit on the branching fraction varies with the hexaquark mass in the range from 0 to
2.05 GeV between 1.2 10−7 and 1.4 10−7.
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Figure 4: Distribution of the recoil mass squared for (a) the Eextra < 0.5 GeV signal region and (b)
the Eextra > 0.5 GeV sideband. The data are the black points with error bars. The white histogram
shows where the signal is expected. The stacked histograms show background estimates.
5 Conclusions
In summary, the BABAR experiment has performed a number of dark sector searches in low energy
e+e− annihilations. No signal have been seen and constraints have been set for dark photon with
visible or invisible decays, muonic dark force, and recently on a six-quark state as possible dark
matter candidate.
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The Belle II experiment at the SuperKEKB asymmetric energy e+e− collider is a substantial up-
grade of the B factory facility at the Japanese KEK laboratory. The design luminosity of the machine
is 8×1035 cm−2s−1 and the Belle II experiment aims to record 50 ab−1 of data, a factor of 50 more than
its predecessor. During 2018, the machine has completed a commissioning run, recording a data sam-
ple corresponding to an integrated luminosity of about 0.5 fb−1. Main operations started in March
2019 with the complete Belle II detector; an integrated luminosity of 60 fb−1 has been collected so
far. These early data sets, with specifically designed low multiplicity triggers, offer already the pos-
sibility to search for a large variety of dark-sector particles in the GeV mass range, complementary to
the sensitivities of the LHC and to dedicated low-energy experiments. These proceedings review the
status of the dark-sector searches at Belle II, with a focus on the discovery potential with early data,
and show the first results.
1 Belle II and SuperKEKB
SuperKEKB is an asymmetric energy e+e−collider located in Tsukuba, Japan. The beam energies
are chosen such that the resulting centre-of-mass energy is equal to 10.58 GeV, which is the mass of
the Υ(4S). As this bb̄ resonance decays mostly into a pair of B mesons, SuperKEKB is called a B
factory. Higher beam currents combined with a smaller beam spot will allow SuperKEKB to reach
an instantaneous luminosity of 8× 1035 cm−2s−1, which is 40 times higher than what its predecessor
KEKB achieved.
The Belle II experiment is located at the interaction region of the electron and positron beams of
SuperKEKB. It consists of different layers of sub-detectors arranged concentrically with the vertex
detectors being closest to the beam pipe. These are surrounded by a central drift chamber, followed
by an electromagnetic calorimeter and the outermost detector responsible for KL and muon recon-
struction.
In 2018, the first collisions were recorded at Belle II while collecting a small dataset of 0.5 fb−1
during a commissioning run. Regular operations started in March of 2019. The plan is to collect 50
times more data than the precursor Belle did, 50 ab−1. Belle II has a rich physics program including
B and D physics, quarkonium, τ and low mass dark sector [1]. A more detailed description of both
SuperKEKB and Belle II is given in [1].
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Figure 1: Feynman diagram for Z ′ production at Belle II and decay into invisible final state.
2 Invisible Z’
One possible way of extending the Standard Model (SM) is by adding a U(1)′ gauge group. Along
with one of these extensions comes a new massive gauge boson Z ′ which belongs to an Abelian
symmetry indicated as Lµ−Lτ and which is charged under the additional U(1)′ group. Such a boson
may serve as a mediator between the SM and the dark sector (DS), explain the (g − 2)µ anomaly and
address anomalies in b → sµ+µ− ([2],[3]). In this scenario, the Z ′ would only couple to leptons of
the 2nd and 3rd generation via a new coupling indicated with g′. In the environment of the Belle II
experiment, the Z ′ could be produced in processes such as e+e− → µ+µ−Z ′, while being radiated off
one of the muons and then further decaying either into a muon or tau pair, or invisibly to neutrinos
or dark matter. The associated Feynman diagram is shown in Figure 1.
A search for a visible decay of the Z ′ into muons was already performed by the BaBar experi-
ment [4]. In the study at Belle II the invisible-decay channel of the Z ′ was explored for the first time
leading to a final state consisting of two muons plus missing energy. Given the experimental signa-
ture, one reconstructs the recoiling mass against the two muons and then looks for a peak at the Z ′
candidate mass in the resulting distribution. This search was performed using the data collected dur-
ing the 2018 commissioning run. Due to the configuration of the trigger system for low-multiplicity
final states, only 276 pb−1 were available for the analysis. The main contributing backgrounds arise
from QED processes with two muons in the final state such as e+e− → µ+µ−(γ), e+e− → τ+τ−(γ)
(where both tau decays into muons) and e+e− → e+e−µ+µ−. Upper limits on the coupling g′ at the
90% confidence level (CL) as a function of the candidate Z ′ mass were extracted and are shown in
Figure 2 [5]. No evidence for a Z ′ was seen with a significance greater than 3σ.
3 ALPs
Axion-like particles (ALPs) are pseudoscalar particles that can couple to SM bosons and appear in
different extensions to the SM. Unlike axions, which are originally motivated by the strong CP prob-
lem [6], the coupling and the mass of ALPs are taken to be independent. At Belle II the simplest
approach to search for ALPs is via the two-photon coupling gaγγ . Two different processes may
be considered for this scenario: photon fusion (e+e− → e+e−a) and ALP-strahlung (e+e− → γa).
Whereas photon fusion dominates over ALP-strahlung in terms of production cross section (unless
ma approaches
√
s), the latter is still preferred for experimental searches as the final state of pho-
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Figure 2: 90% CL upper limits on coupling constant g′. Dark blue filled areas show the exclusion
regions for g′ at 90% CL, assuming the Lµ − Lτ predicted branching fraction (BF) for Z ′ → invisible;
light blue areas are for BF(Z ′ → invisible)=1. The solid and dashed lines are the expected sensitivities
for the two hypotheses. The red band shows the region that could explain the muon anomalous
magnetic moment (g − 2)µ ± 2σ [5].
ton fusion consists of two soft photons giving rise to large QED backgrounds. The corresponding
Feynman diagram for ALP-strahlung is shown in Figure 3.
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Figure 3: Feynman diagram for ALP-strahlung process.
According to the ALP mass and coupling, there are different topologies that can be observed in
the Belle II detector: the three final-state photons being either resolved, two of them overlapping
191
ALPs
• Belle II can be competitive 
with Phase 2 dataset 
• results expected (very) soon
15
Dark Sectors at Low Energy Colliders (Torben Ferber)  29
• Background from SM is large and 
partially peaking: 
• ee→γγγ 
• ee→eeγ (early Belle II tracking 
was rather ine!cient) 
• ee→"0/η/η’γ (Form factors help)  
• ee→ωγ, ω→"0γ 
D: Visible ALP searches
• No systematics 
• Only dominant ee→γγγ background included 
• 135fb-1 assumes no γγ trigger veto in the barrel
LEP
SN1987A
electron beam dumps
proton beam dumps
heavy ionγ+invisible
Belle II expected sensitivity for the 2018 dataset (472 pb-1)
Michel Bertemes - HEPHY Vienna
Figure 4: Expected sensitivity (90% CL) for the ALPs search at Belle II with early datasets [7].
(in terms of cluster shape in the electromagnetic calorimeter) or the ALP decaying outside of the
detector leading to one single photon in the final state. The general idea of the analysis consists
of reconstructing three photon candidates with energies summing up to the beam energy and no
charged tracks in the event. The main contributing background processes are e+e− → γγ(γ), e+e− →
e+e−γ and e+e− → Pγ with P = π0, η, η′ and P → γγ. The expected sensitivity at 90% CL for the
ALPs search via the ALP-strahlung process is shown in Figure 4 [7]. The existing limits on the two-
photon coupling can already be improved by Belle II with the small dataset of 472 pb−1 collected
during the commissioning run.
4 Dark Photon
In a minimal extension of the SM the dark photon A′ may serve as the mediator of a hypothetical
dark force. It is charged under a U(1)′ gauge-symmetry-extension and kinetic mixing with the SM γ
is allowed with a strength equal to ε, leading to interactions between SM and DS particles. At Belle
II we consider on-shell A′ decays and differentiate between a number of experimental signatures
according to the mass of the dark photon, mA′ . If A′ is the lightest DS particle, it will decay into
SM particles and we look for a peak in the invariant mass of the decay products. However, if A′
is not the lightest DS particle, it decays into dark matter and it can be searched for in the process
e+e− → γISRA′, which is shown in Figure 5.
The first search for the A′ at Belle II will be performed in the invisible decay channel whilst
looking for monoenergetic initial-state radiation photon with energyEγ =
s−m2
A′
2
√
s
. This mono-photon
final state is mimicked by different QED processes such as e+e− → γγ(γ) and e+e− → e+e−γ(γ),
where different final- state particles go outside of the detector acceptance except one photon. Special
low-multiplicity trigger logic has been developed and implemented into the Belle II trigger system,
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Figure 5: Feynman diagram for the production of A′ via kinetic mixing and subsequent invisible
decay.
 Probing Dark Photons and ALPs at B-factories  (Torben Ferber)
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Fig. 209: Projected upper limits on " for the process e+e  !  A0, A0 ! invisible, for a
20 fb 1 Belle II data set (solid black curve).
At low A0 masses, we need to quantify the residual beam-energy photon backgrounds from
e+e  !   . This will require photon control samples, such as kinematically fit radiative
muon pairs, or e+e  !    events in which one photon is reconstructed at full energy and the
other has low energy, corresponding to a late conversion in the ECL crystal. The backgrounds
for high A0 masses are dominated by events with one photon in the backwards barrel/endcap
gap and a second near ✓⇤ = 0. The kinematically fit muon pair sample will be used to map
the photon e ciency across this gap.
16.2.2. Search for Axion-like particles. Axions were originally motivated by the strong
CP problem and have a fixed relation between coupling strength and mass. While the axion
and its parameters are related to QCD, the coupling and mass of axion–like particles (ALPs)
is taken to be independent and can appear in a variety of extensions to the SM. ALPs are
pseudo–scalars (JP = 0 ) with couplings to the di↵erent gauge bosons. The simplest search
for an ALP at Belle II is via its coupling to    (Fig. 210) [1817]. Depending on the ALP
mass ma and the coupling constant ga   , the ALP is long lived, producing a single photon
final state, or decays in the detector to   , producing a three photon final state. A wide
range of ALP coupling to photons and ALP masses has been ruled by previous experiments,
but two regions in the ga  –ma plane are of particular interest for a Belle II analysis. The
first region are light ALPs with ma ⇡ 1 MeV, ga   ⇡ (10 5   10 6) GeV 1 which is out of
reach for beam–dump experiments and only disfavoured by model–dependent limits from
cosmology. The second region are heavier ALPs with 0.1GeV. ma . 10 GeV. Hypercharge
couplings are excluded for gaBB ⇡ (10 2   10 3) GeV 1 by re–analysed LEP data, where
the weaker limit is for coupling to photons only.
568/689
E! =
s ! m2A" 
2 (s)
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Figure 6: Expected sensitivity for Belle II for measuring the mixing strength ε for invisible A′ decays
[1].
so that these single-photon signatures may be selected. Preliminary estimates on the sensitivity of
the kinetic-mixing strength ε have been computed and are shown in Figure 6 [1].
5 Conclusion
In these pr ceedings, the Belle II experiment as well as its capabilities for performing low-mass DS
searches have been presented. Indeed there is a broad and active program of DS physics at Belle
II including many different models and mediators such as the Dark Photon, ALPS and Z ′. First
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results have been published and there is much more to come with Belle II ramping up to its design
luminosity and collecting much larger data sets.
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Abstract
Dark matter is thought to be non-baryonic by nature and composed of yet to be detected sub-
atomic particles. Though several dark matter candidates exist, this paper will focus on the axion,
whose detection would also resolve the strong charge-parity (CP) problem of quantum chromody-
namics (QCD) [1]. The Haloscope at Yale Sensitive to Axion Cold Dark Matter (HAYSTAC) has
made recent improvements to the microwave cavity dark matter axion experiment by circumvent-
ing quantum noise using a squeezed state reciever (SSR) and by implementing physical changes to
the microwave cavities themselves. HAYSTAC is the first particle physics experiment to circumvent
the Standard Quantum Limit of linear amplifiers.
1 The Axion
For many years, the leading candidate for dark matter was the Weakly Interacting Massive Particle
(WIMP). However, much of its parameter space has been excluded, thus motivating the search for
different dark matter particles [2–4].
The QCD axion is a hypotheical particle that was initially proposed in Peccei-Quinn theory as a
solution to the strong CP problem. As WIMP detection has become increasingly difficult in recent
years, the axion has become a well-motivated candidate for cold dark matter [5]. The search effort
for the axion relies on the inverse Primakoff effect, which would allow an axion in the presence of
a DC magnetic field to convert into a detectable photon [6]. A comprehensive review of the particle
physics of the axion, its cosmological and astrophysical significance, and experimental searches for it
can be found in Ref. [7].
2 The Microwave Cavity Dark Matter Axion Experiment
In the presence of a strong DC magnetic field, the hypothetical axion may convert to a photon via the
inverse-Primakoff effect. In 1983, Sikivie proposed that a tuneable microwave cavity permeated by
a strong magnetic field, and coupled to a low-noise readout system may be able to resonantly detect
this axion-induced photon [8], with expected signal power given in natural units by
PS =
(
g2γ
α2ρa
π2Λ4
)(
ωcB
2
0V Cmn`QL
β
1 + β
)
(1)
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where the first term in parentheses relates the theory parameters out of the experimentalist’s con-
trol: gγ and ρa ≈ 0.45 GeV/cm3 are the dimensionless axion-photon coupling and local dark mat-
ter density, respectively, α is the fine structure constant, Λ ≈ 77.6 MeV is the QCD parameter, and
ωc = 2πma is the angular frequency associated with the axion.
Within experimental control are the frequency of the cavity’s TM010-like mode ω, the applied
magnetic field strength B0, the volume V , the “form factor" Cmn` of the mn` electromagnetic mode,
and the loaded quality factor of the cavity QL with coupling β.
Because the signal power is expected to be on the order of 10−22 Watts [7], the cavity must have a
high quality factor (Q) and be immersed in a strong magnetic field. Furthermore, operation at dilution
refrigerator temperatures and use of a low noise receiver are necessary.
However, searching for the axion requires detecting a narrow band signal of unknown frequency.
Therefore, the figure of merit of microwave cavities is determined by scan rate, the rate at which one
may scan frequency space at a given sensitivity. For a given strength magnetic field, the scan rate
depends functionally on three parameters of the microwave cavity, i.e. its volume, quality factor and
form factor (to be described below) as follows:
R ≡ dv
dt
∝ QC2V 2. (2)
This shows that the scan rate is dependant on the quality factor of the cavity (Q), the figure of
merit (C), and the volume of the cavity. The form factor describes the coupling of the axion to a
specific mode, and is calculated from
Cnml =
(
∫
EzdV )
2
V
∫
εrE2dV
. (3)
where E the electric field and εr is the relative permittivity. In order to maximize the scan rate, we
seek to maximize these three factors. Microwave simulations can be performed and show ideal cases;
however when cavities are manufactured, the quality factor will generally be less than the simulated
Q due to imperfections in manufacturing and quality of the copper coating. Typical Q values achieved
areQL = 3×104, whereQL is the loaded quality factor, which accounts for the resonator’s connection
to an external network.
UF / RBF ADMX @ LLNL ADMX @ UW CAPP HAYSTAC I HAYSTAC II
1985 - 1990 1995 - 2010 2016 - present 2019 - present 2015 - 2018 2019 - present
HEMT HEMT, SQUID SQUID HEMT JPA SSR
f ∼ 2.5 GHz ∼ 0.6 GHz ∼ 0.7 GHz ∼ 1.6 GHz ∼ 6 GHz ∼ 4 GHz
V ∼ 5 L ∼ 200 L ∼ 150 L ∼ 3.5 L ∼ 1.5 L ∼ 1.5 L
TSY S ∼ 5 - 20 K ∼ 3 K ∼ 350 mK ∼ 1K ∼ 300 mK GSQ = -4 dB
TSY S/TSQL ∼ 100 - 200 ∼ 50 - 100 ∼ 10 ∼ 12 ∼ 2 <1
Table 1: Summary of past and current microwave cavity experiments. Temperatures listed in the
HAYSTAC column reflect those when Squeezed-vacuum State Reciever (SSR) is used.
3 HAYSTAC
3.1 The Experiment
HAYSTAC (Haloscope At Yale Sensitive To Axion Cold dark matter) was conceived to serve both as a
data pathfinder in the 3-12 GHz ( 12.5 - 50 µeV) mass range, and an agile innovation testbed for new
technologies in resonators and quantum-limited receivers. The HAYSTAC collaboration began oper-
ations in 2015 and is composed of three groups: UC Berkeley, CU Boulder/JILA, and Yale. Berkeley
is responsible for the cavities, CU Boulder/JILA for the receiver, and Yale for the magnet, dilution
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Figure 1: Block diagram of the experiment in Phase II Run 1. The Squeezed State Receiver components
are shown in black.
refrigerator, balance of infrastructure and operations. The experiment is composed of the following
parts:
1. The CMI magnet, NbTi-superconducting solenoid with a 9.4 T maximum field, 55 cm long, 14.5
cm cold bore.
2. The Blue Fors dilution refrigerator, which has a base temperature 25 mK, although we have run
deliberately around 100 mK.
3. Microwave cavity, open volume V = 1.5 L, stainless steel electroplated with OFHC copper and
annealed.
4. A receiver, originally using a single JPA (Josphson Parametric Amplifier), whose system noise
temperature was 2-3 times the Standard Quantum Limit, more recently with a 2-JPA Squeezed
State Reciever.
A block diagram of the experimental setup is shown in Figure 1.
The TM-like modes of the cylindrical cavity may be tuned by the rotation of a copper-plated
rod which takes up 25% of the cavity volume. Rotating this rod about an off-center axle provides
a continuous tuning range of 3.6-5.8 GHz for the TM010-like mode, which corresponds to the axion
mass range 15-24 µeV.
Various potential axion masses can be explored by changing the resonant frequency of the cavity.
Only a very small range of axion masses can be explored at a time for each frequency, so the frequency
must be manipulated in very small steps, on the order of 10 kHz, to collect data for different masses.
3.2 Phase I
Phase I of HAYSTAC consisted of two runs. Run 1 covered the 5.7-5.8 GHz frequency range and
completed in August 2016. Run 2, completed in July 2017, covered the 5.6-5.7 GHz frequency range
and featured improved thermal noise reduction over Run 1. The TSYS in Run 1 was about three times
TSQL, but only two times TSQL in Run 2, which is consistent with losses in the cables and circulator.
Fig. 3 shows the 90% exclusion limit for gγ based on the two axion search data runs 1 and 2,
labeled "HAYSTAC 2018" [9, 10]. This sensitivity is 2.7 times greater than KSVZ model couplings, a
benchmark model for microwave cavity axion searches [11]. This result was the first cosmologically
relevant exclusion of a QCD axion of ma > 20 µeV [9].
3.3 Phase II
After a successful Phase I, HAYSTAC improved upon the experiment by implementing quantum
squeezing with a squeezed state receiver (SSR) [12]. The SSR is a system of two flux pumped JPAs [13]:
the first JPA, called the "squeezer," prepares a the cavity in a squeezed vacuum state and the second,
or "amplifier" JPA, amplifies the signal noiselessly.
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Figure 2: Left: Top view false-color plots of the magnitude of the TM010 electric field of the HAYSTAC
cavity for runs I and II. Right: Top view photograph of the HAYSTAC cavity used for runs I and II
with the endcap removed to show the tuning rod.
Figure 3: (a) The cavity’s field can be described by its cosine (X) and sine (Y ) components. These
variables define the its phase space. The cavity can be prepared in either an unsqueezed state (blue)
or squeezed state (red). The presence of an axion in the cavity will displace this state (represented by
the dotted line). (b) Measuring the X component yields a probability density P (x). Because the noise
has been squeezed from the X to the Y component, the axion signal is enhanced in the squeezed case.
(c) Noise power with (red) and without (blue) squeezing. (d) Measured values of X with (red) and
without (blue) squeezing.
The improvement due to the SSR may be understood by considering the three sources of noise
which degrade sensitivity. The first source of noise is Johnson-Nyquist sourced by internal losses in
the microwave cavity, Nc. The second source of noise is amplifier added noise, which historically
dominates over the other two noise sources on resonance. However, this source of noise is elim-
inated in one quadrature by using the JPAs in phase-sensitive mode. The third source of noise is
Johnson-Nyquist noise incident on and reflected from the cavity, Nr, which dominates off cavity res-
onance. The SSR reduces this third source of noise by preparing the cavity in a squeezed state in
one quadrature and reading out the other quadrature, therefore reducing Nr to below the quantum
limit for Johnson-Nyquist noise. This technique makes Nc dominant over Nr and increases the band-
width over which the experiment is sensitive to the axion [14]. The advantage of the SSR is shown
schematically in Fig. 4.
The Phase II experiment ran in 2019, and data analysis and rescans were performed in early 2020.
198
Figure 4: Exclusion plot with results from Phase II Run 1 shown by "this result" as well as results from
other axion dark matter searches [8, 16–25]. KSVZ [11, 26] and DFSZ [27, 28] are shown with dotted
lines.
The run excluded gγ ≥ 1.38gKSV Zγ for the mass range 16.96 < ma < 17.12 and 17.14 < ma < 17.28
µeV/c2 [15]. This corresponds to the frequency ranges 4.100–4.140 and 4.145–4.178 GHz. These results
are shown in Fig. 3, labeled "This result."
3.4 Future Plans
Recent theoretical predictions for the axion mass which would account for the dark matter density of
the universe (under the scenario of Peccei-Quinn symmetry breaking after inflation) are converging
on the 15-35 µeV mass range [29, 30], well within HAYSTAC’s range, and running in the near term
will focus on covering as much of this range as possible, with a sensitivity in axion-photon coupling
gaγγ at or slightly greater than the KSVZ model. Our first run with a squeezed-state receiver already
resulted in an improvement in scan rate of 3.6; our next run should provide an additional acceleration
of a factor of 4. Half of this is expected by a cavity built by Berkeley of the same design as in Figure
2, but of electroplated copper on aluminum, rather than the stainless steel substrate as has been used
to date. Owing to the lower density, much lower specific heat and much greater thermal conductivity
of aluminum relative to steel, it is hoped that the last quantum of thermal noise will be eliminated
that plagued the first SSR run. The other x2 contribution to the increased rate is due to elimination of
dead-time in reading out the data.
Subsequent runs will employ another Berkeley cavity designed for higher frequency operation;
it incorporates a tuning mechanism which preserves discrete rotational symmetry, which has been
shown to be critical to preserve good figure-of-merit (i.e. maximizes scan rate) over a broad dynamic
range in frequency. This multirod cavity has one fixed central rod, and six rods which pivot outward
in unison. Figure 4 shows a photograph of the cavity, and plots of the magnitude of the electric field
as a function of rotation, or equivalently frequency.
Collaborators from the University of Colorado Joint Institute for Laboratory Astrophysics, and
currently designing a much more powerful receiver based on two-mode squeezing (entangling) and
state-swapping, which could produce factors of 20-25x greater scan rate for the experiment, the
CEASEFIRE project.
4 Conclusions
The QCD axion is an attractive dark matter candidate, and its discovery would solve both the strong
CP problem and the identity of 85% of the universe’s matter density. HAYSTAC is the first dark
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Figure 5: (a) and (b) Photographs of the symmetric tuner multirod cavity, partially disassembled. (c)
False-color plots of the magnitude of the electric field of the TM010-like mode [24]. Preserving discrete
rotational symmetry maximizes the microwave cavity figure-of-merit over a wide dynamic range of
frequencies. [31]
matter experiment to utilize squeezed states to circumvent the Standard Quantum Limit, and along
with LIGO are the only experiments to have done so in fundamental physics. With the squeezed-
state receiver, we have excluded gγ ≥ 1.38gKSV Zγ in the mass range 16.96 < ma < 17.12 and 17.14 <
ma < 17.28 µeV/c
2, which correspond to the frequencies 4.100–4.140 and 4.145–4.178 GHz. Future
HAYSTAC runs will deploy new cavity geometries to probe higher mass ranges, and new quantum-
enhanced receivers to both improve experimental sensitivity and further accelerate the search.
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Abstract
I present a short overview of the latest developments in indirect searches for dark matter using
gamma rays, X-rays, charged cosmic rays, micro waves, radio waves, and neutrinos. I briefly outline
key past, present, and future experiments and their search strategies. In several searches there
are exciting anomalies which could potentially be emerging dark matter signals. I discuss these
anomalous signals, and some future prospects to determine their origins.
1 Introduction
Indirect searches for dark matter are incredibly exciting. The Universe has been exploding systems,
smashing systems together, and allowing systems to decay since the beginning of time. This provides
an enormous advantage in searches for dark matter compared to collider and direct detection efforts
– we can access unique lengths and energies using experiments the Universe has been running for us
over very long time scales. Compared to Earth-based searches, we can probe higher energies, longer
particle decay lengths, and weaker particle couplings. Furthermore, we can observe dark matter in its
natural habitat. All the evidence to date for dark matter comes from its fingerprints in astrophysics
and cosmology. The defining feature of thermal particle dark matter, its annihilation cross section,
can be directly compared to its annihilation rate observed in indirect experiments. This provides a
clear target for dark matter discovery, or exclusion of particular models.
In this mini-review, I provide a brief overview of searches for dark matter using gamma rays,
cosmic rays, and neutrinos. I will discuss the latest developments for hints for dark matter in these
observables. I detail future paths enabling the fundamental particle nature of dark matter to poten-
tially be finally revealed.
2 Ingredients for Indirect Dark Matter Searches
Indirect dark matter searches scan the sky for any excess Standard Model (SM) particles or anti-
particles produced from dark matter annihilation or decay. The flux Φ of neutral particles2 arising
1ORCID: 0000-0002-1287-8780
2Note that for charged particles arising from dark matter annihilation or decay, their flux will contain additional terms
relevant for cosmic ray propagation, see e.g. Ref [1]. Also note that redshift (or absorption) effects are not shown here, which
can be relevant when particles traverse large distances/times, see e.g. Ref. [2].
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from the annihilation (a = 2) or decay (a = 1) of dark matter with mass mχ can be described as
Φ(E, φ) =
Γ
4πmaχ
dN
dE
∫
ρ[r, (`, φ)]a d`. (1)
This equation encapsulates three important aspects for the dark matter sourced particle rate:
1. The interaction rate of dark matter particles Γ. For annihilating dark matter, the rate is Γ =
〈σv〉/2, where σ is the cross section for dark matter particles with relative velocity v. For dark
matter decay, the interaction rate is Γ = 1/τ , where τ is the dark matter lifetime.
2. The energy spectrum of the annihilating/decaying particles (dN/dE). Depending on the mass
of the dark matter particles, different amounts of energy can be imparted to the detectable anni-
hilation/decay products. Further, depending on what the products are, their energy spectrum
will vary depending on how/if they hadronize, how/if they decay, and how/if they radiate
any particles themselves.
3. A piece arising from astrophysics, which relates to the dark matter density in the relevant envi-
ronment. This factor is the integral over the dark matter density ρ raised to some power a along
the line of sight d`. For annihilating dark matter, this is called the J-factor [3], with a = 2. For
decaying dark matter, this is called the D-factor [4], with a = 1. This relies on information from
N -body simulations, which informs of the possible dark matter density profiles present in the
system of interest.
While indirect searches for dark matter are advantageous over other searches in many ways, they
have a significant difficulty: not-well understood backgrounds. Along with this, can come large
systematic errors. To optimize discovery or exclusion, we want to search in a way that maximizes
signal over background (or minimizes potential unknown systematics). To do this, we want to exploit
the relevant inputs to the dark matter particle flux listed above. This can be optimized by:
1. Looking for scenarios (or times) where the annihilation or decay rate is enhanced. For example,
Sommerfeld enhanced annihilation can lead to larger rates today than in the early Universe.
Importantly however, for many dark matter models, the annihilation rate will be set by the relic
density of dark matter in the Universe today, and as such may not be able to be freely increased
or decreased without consequence.
2. Looking in energy bands where the signal energy spectrum is distinct or peaked relative to the
shape of the background spectrum. This can happen for example where line or box spectral
features arise.
3. Looking in places where the dark matter density is large. A good example here is the galactic
center.
Equipped with these points, lets see what we can find throughout the Universe, and what has been
potentially found so far!
3 Dark Matter Searches with Neutrinos
3.1 Experiments and Prospects
Searches with neutrinos provide unique opportunities and challenges. The very weak interactions of
these ghostly particles provide a window into the deepest and darkest places in the Universe, where
no other signals can escape. On the other hand, exactly because they are so weakly interacting, they
can then be difficult to detect.
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Figure 1: Summary of selected neutrino experiments directly searching for dark matter annihilation,
by mission dates and approximate energy sensitivity.
Figure 1 shows a brief overview of selected neutrino experiments searching for dark matter in the
last couple of decades, as a function of their approximate energy sensitivity. Just in 2019, KM3Net
has come online, and is beginning to provide preliminary results on dark matter annihilation [5, 6].
IceCube-Gen2 (the IceCube upgrade) will substantially improve sensitivity to dark matter masses
below around 100 GeV for high-energy solar neutrino searches, by many orders of magnitude [7].
Coming soon is Super-K’s successor, Hyper-K. The fiducial volume of the Hyper-K tank is about 10
times larger than the Super-K tank, leading to a large improvement on previous flux sensitivities.
This will provide better sensitivities to the dark matter annihilation cross section by about an order of
magnitude [8–10]. For solar neutrino searches, Borexino has sensitivity to ∼MeV mass annihilating
dark matter [11]. Limits on ∼MeV mass dark matter can also be set using the flux of extraterres-
tial neutrinos with KamLAND [9, 12]. Dune is a new experiment currently under construction, and
compared to Cherenkov detectors such as Super-K, IceCube, and ANTARES, has improved energy
resolution to observe neutrinos from dark matter annihilation [13, 14]. Dune can be used in future
for several dark matter-neutrino related contexts; behind Hyper-K, it may provide the next best sen-
sitivity to galactic dark matter for ∼GeV dark matter masses, down to annihilation cross sections of
∼ 10−24cm3/s [9].
3.2 Dark Matter Annihilation and Decay into Neutrinos
The current leading limits on dark matter annihilation into neutrinos, for most dark matter masses,
come from observations of the galactic center, where locally the dark matter density is greatest. How-
ever, compared to searches with the same targets using with gamma or cosmic rays, these limits are
generally the weakest (and certainly above the thermal relic cross section), as neutrinos are much
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Figure 2: Summary of 90% C.L. limits (shaded) and projected sensitivities (dashed) to the dark matter
annihilation cross section, assuming s-wave annihilation. Plot taken from Ref. [9].
more difficult to detect.
Figure 2 shows a recent summary of the landscape of constraints on the dark matter annihilation
cross section from neutrinos. See Ref. [9] for further details.
The diffuse neutrino flux in the Milky Way halo can also be used to search for dark matter [15,16].
In fact, a hint of dark matter has been suggested to potentially exist in IceCube’s observed TeV-PeV
diffuse neutrino flux [17]. The origin of such high-energy neutrinos is not yet understood, so has
been purported to potentially contain a component from decaying dark matter (see e.g. [18, 19]).
However, this is constrained in part by gamma-ray observations, as decaying dark matter that pro-
duces neutrinos should also produce gamma rays – and no such excess gamma rays are observed by
the gamma-ray telescope Fermi [20, 21]. Therefore, the current status is that dark matter could still
contribute to the diffuse TeV-PeV neutrino flux, though parameters which could give rise to this flux
are partly constrained.
3.3 Dark Matter Scattering and Annihilation to Neutrinos in the Sun
Due to their ghostly nature, one of the best things about using neutrinos is peering into environments
in which no other particles could escape. Such a way to search with neutrinos is to look for neutrinos
escaping stars, like the Sun. Dark matter particles sweeping through the Sun can scatter with the
solar matter, lose energy, and become gravitationally captured. Dark matter can then accumulate at
the core, and if present with anti-particles, can annihilate to high-energy neutrinos which may escape
the Sun and be detected on Earth [23–26]. This provides a complementary probe of both the dark
matter scattering cross section (as this determines how much dark matter was captured), as well as
the dark matter annihilation cross section. In the scenario that dark matter annihilates to long-lived
mediators, the neutrino flux is boosted as the particles are not as attenuated [27, 28] (and in such a
scenario, other particles can escape, such as gamma rays or charged particles [22, 27, 29–37]).
Figure 3 shows a comparison of these processes in the Sun. For similar processes but for dark
matter in other stars such as neutron stars and white dwarfs, see Refs. [38–65, 65–73].
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neutrinos are less attenuated. Figure taken from Ref. [22].
4 Dark Matter Searches with X-Rays
4.1 Experiments and Prospects
Like neutrinos, a benefit of X-ray signatures is that, being neutral particles, they are not subject to
turbulent astrophysical magnetic fields, and propagate otherwise directly from their source (if not ab-
sorbed). Electrically charged dark matter annihilation products can lead to X-ray signatures, through
inverse Compton scattering with astrophysical magnetic fields. Alternatively, the X-ray band pro-
vides an interesting probe of a keV-mass dark matter candidate, the sterile neutrino. In this case,
sterile neutrino can decay into an active neutrino and photon, leading to an X-ray line (see below).
Figure 5 shows a range of experiments searching for dark matter signals in X-ray (and gamma
rays, see section below), as an approximate function of energy sensitivity and mission times.
4.2 3.5 keV line
Perhaps the most striking potential dark matter hint in X-ray at the moment is the 3.5 keV line. This
may arise from a process χ→ ν+γ, where χ is a 7 keV sterile neutrino decaying to an active neutrino
ν and photon γ. This line was first detected in stacked galaxy clusters with XMM-Newton [74, 75].
Intriguingly, it has been shown to be consistent with many complementary observations, though
there is at least a slight tension with some other constraints [76].
Figure 4 shows an overview of X-ray constraints on sterile neutrinos; see Refs. [77,79,80] for more
details on the left figure, and Ref. [76] for more details on the right figure.
It has been recently argued that using blank-sky searches, no 3.5 keV line is detected, allowing a
strong constraint to be set on the sterile neutrino dark matter explanation [78]. This is because dark
matter should be present everywhere in the halo (including the otherwise “blank sky”), and so the
line should have been detected if it were coming from decaying dark matter. However, study of a
larger albeit overlapping region by other authors claim the line is indeed found [81]. The discrepancy
is claimed to arise due to too small an energy window used in Ref. [78], and claims that other lines and
instrument features not being correctly modeled [81–83]. Considering the larger region of study [81–
83] which includes other background X-ray lines, the background is more supported and can result in
its normalization being pushed down, such that a signal is visible. This is not a feature of the smaller
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Figure 4: Left: Summary of X-ray constraints on the sterile neutrino parameter space, taken from
Ref. [77]. The red data point corresponds to an explanation of the 3.5 keV line. Right: Summary of
best-fits (and some constraints) to the 3.5 keV line for the sterile neutrino model, taken from Ref. [76].
Ref. [78] argues for an additional upper constraint at sin22θ ∼ 10−12−10−11 in this mass range, which
would present strong tension with the signal as dark matter, though there is some debate (see text).
energy window. However, it is interesting to note that in Ref. [78], there does appear to be a large
downwards fluctuation of the background in the signal region, such that the data is much lower than
the expected background, leading to very strong limits. The treatment of the energy window and
backgrounds appears to be the main point that is debated, and leads to bounds on sin22θ that vary
by a factor of ∼ 8.
It is also argued that including additional systematics from uncertainty in the dark matter den-
sity profile weakens the limits of Ref. [78] by an additional factor of ∼ 3 [83]. This is certainly true,
although changing the dark matter profile and associated uncertainties would likely move the pa-
rameters corresponding to a signal detection from other Milky Way observations as well.
The origin of this line would have been settled in 2016 by satellite Hitomi, which unfortunately
was destroyed only weeks after launching. New telescopes will be required to settle the debate once
and for all. This should be possible within the next decade or so, with several X-ray telescopes and
observatories to be launched which should be sensitive to an anomalous 3.5 keV line, such as e.g.
Micro-X, X-Prism, and Athena. See Ref. [84] for more details.
5 Dark Matter Searches with Gamma Rays
5.1 Experiments and Prospects
Dark matter annihilation can yield gamma rays, by hadronization of the final states, radiating gamma
rays, or annihilating directly into pairs of gamma rays (producing a gamma-ray line). Generally, any
dark matter model which has hadronic final states, will produce a strong signal in gamma rays. We
currently search for dark matter in gamma rays from the Sun, the center of our galaxy, the Milky Way
halo, in other galaxies, and in extragalactic environments. Like X-rays and neutrinos, gamma rays
also benefit from not being subject to astrophysical magnetic fields, and if not absorbed, propagate
directly from their source.
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Figure 5: Summary of selected X-ray and gamma-ray experiments by mission dates, and approximate
energy sensitivity.
Figure 5 shows a range of experiments searching for dark matter signals in gamma ray (and X-
rays, see section above), as a function of the approximate energies they are sensitive to, and their
mission times in years. Our searches have been revolutionized by the Fermi Gamma-Ray Telescope
(usually referred to as just “Fermi”), which provides leading sensitivity to nearly all GeV gamma-ray
targets. It has now collected over 10 years of data, with excellent angular and energy resolution in
the GeV range. Above 1 TeV, other telescopes and observatories are superior, with progress rapidly
improving. Currently, experiments such as MAGIC, VERITAS, HESS, HAWC, and LHAASO are
providing sensitivity to the dark matter annihilation cross section. MAGIC, VERITAS and HESS are
Imaging Atmospheric Cherenkov Telescopes (IACTs), and cannot look directly at nearby high-energy
sources such as the Sun. They are ideal for e.g. TeV-gamma-ray Galactic Center searches. HAWC and
LHAASO are water Cherenkov telescopes, and detect TeV gamma rays created in air-showers in the
atmosphere (i.e., they don’t measure the original cosmic rays/gamma rays directly). This means
they are able to observe bright nearby sources such as the Sun, though they are also able to perform
other searches (e.g. TeV-PeV gamma rays from the Galactic Center, dwarf spheroidals, etc). We can
expect exciting developments soon with CTA (Cherenkov Telescope Array). CTA is a set of over
100 ground-based telescopes, collectively using large mirrors and high-speed cameras to detect the
cherenkov light produced by charged cosmic rays and gamma rays in atmospheric air showers. We
can be excited for a significant boost in dark matter search sensitivity soon with CTA, which should
extend below the thermal relic cross section at TeV masses [85, 86].
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5.2 Galactic Center
5.2.1 GeV Excess
The GeV Excess is an anomalous flux of GeV gamma rays peaked at ∼ 2 − 3 GeV, detected by the
Fermi Gamma-Ray Space Telescope. It was first discovered in 2009 [87], and has led to considerable
debate as to its origin ever since. It is quite an exciting anomaly, as it first presented with many
features of thermal particle dark matter signal. It features:
• Consistent intensity of a thermal WIMP: the annihilation cross section required to fit the signal
is 〈σv〉 ∼ 10−26cm3/s [88, 89], which is of the same order obtained in the standard freezeout
scenario.
• Consistent energy spectrum of a dark matter particle with mass ∼ 50 − 100 GeV [88, 89], best
fit if the annihilation products are hadrons. Furthermore, the energy spectrum appears to be
consistent throughout the excess, rather than changing with spatial distance from the center.
This implies whatever is creating the excess is likely locally producing it, rather than it coming
from some outflow event from the galactic center.
• Consistent morphology: it can be well fit with an NFW2 dark matter profile [88, 89] (though
note that this point has since been debated3), and extends well out of the center of the galaxy, to
at least 10 degrees. Visible matter, on the other hand, mostly correlates with the disk.
While the signal appears to nicely fit with the dark matter origin, there is a leading alternative:
pulsars. Pulsars are rapidly spinning neutron stars. Those with millisecond periods, called mil-
lisecond pulsars, appear to be the leading candidate. This is mostly because the millisecond pulsars
observed in other environments (specifically globular clusters) have a gamma-ray energy spectrum
that also appears to approximately match the GCE [94, 95].
Now, while pulsars are a good candidate for the excess, we still haven’t seen any of the pulsars
that are contributing GCE (if they are), which is argued to be surprising given the number of low-
mass X-ray binaries observed in the GC [95,96]. Furthermore, there are questions of how it is possible
to have the number and distribution of pulsars that are required to explain the excess [95, 97].
The general point is that there are two good leading explanations, and it is difficult to know which
is the correct answer. Knowing the answer, however, is of pressing importance. We know dark matter
makes up most of the matter in the Universe, yet we still have no information as to its fundamental
particle nature. If the GCE turns out to be dark matter, it would be the first evidence of dark matter
interacting with the Standard Model, and would have dramatic implications for all of physics.
So let’s try to answer the question: what is the best explanation of the data, dark matter, or pulsars?
To try to answer this question by searching for evidence for point sources (note pulsars appear as
point sources to Fermi), there are two main methods:
• Non-Poissonian Template Fitting (NPTF): This method exploits the difference in photon statis-
tics expected from dark matter vs point sources. Specifically, gamma rays from dark matter are
expected to provide smooth diffuse glow. This is because it is spread approximately smoothly
through a halo. Gamma rays from point sources, however, look more clumpy. You can imag-
ine a given pixel has no point sources, while another pixel has several, leading to more gamma
rays. The variance across pixels in the sky can be much higher, leading to the clumpy image. We
can then build up a picture of the gamma-ray sky by modeling individual spatial components
which contribute in gamma rays, called “templates”, and assign them either the non-Poissonian
(clumpy) statistics, or Poisson (smooth) statistics. These templates are then all floated in a fit,
3More recently, studies have shown that the morphology may be more like the stellar bulge than NFW2 [90–93]. Indeed,
this would provide strong evidence against the dark matter explanation. However, this has been shown in some analyses to be
dependent on modeling choices [90, 91], especially relating to the spatial tails of the excess, where the dark matter and bulge
morphologies are most different, and the signal is over background is not large. Furthermore, given even the best current
background models lead to very poor chi-squared values, it is not clear if systematic effects have yet been fully bracketed.
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which aims to reveal if the preference is for the GCE to look more dark matter like (smooth), or
point source like (clumpy) [98, 99].
• Wavelets: This method uses a wavelet transform to look for peaks in the data, which could be
attributed to point sources. A smooth GCE such as that from dark matter would not be expected
to produce peaks. If enough peaks are found with cumulative intensity of the GCE, this would
be evidence for the point source origin [100].
In 2015, evidence for clumpy rather than smooth GCE signals was independently found using
both these techniques by independent groups [99, 100]. This was a seemingly fatal blow to the dark
matter interpretation, and had led to the community consensus that the GCE was instead likely due
to point sources.
2019 Updates
2019 presented a double plot twist for these methods, with the interpretation of both the indepen-
dent 2015 results challenged by two independent groups.
In Ref. [101], using the NPTF, it was shown that mismodeling of the templates can hide a dark
matter signal. In a proof-of-principle scenario, where an unmodeled set of point sources were simu-
lated alongside a dark matter signal, the dark matter signal was misidentified as a new population
of GCE point sources. Most importantly, evidence of some mismodeling effect was found in the real
data. When injecting a dark matter signal into the data, the dark matter signal was not recovered, and
instead was misattributed to the GCE point source template in the fit. Perhaps worse, when allowing
the dark matter template to take negative values, the fit preferred deeply negative flux values, which
clearly is not physical. The degree in which the dark matter was driven negative varied with Galactic
Galactic diffuse emission models, and so it appeared likely this behavior was driven by mismodel-
ing of the poorly-understood Galactic diffuse emission model4. More broadly, this paper argued that
given that systematics were clearly not under control, no robust evidence using the NPTF could be
claimed for (or against) the point source interpretation of the data.
In Ref. [97], the interpretation of the wavelet method results were challenged. It was shown that
when updating the wavelet analysis to mask out Fermi’s new point source catalog (4FGL), the pre-
viously claimed evidence for point sources as the bulk of the excess disappears. That is, the 2015
wavelet result in Ref. [100] was correct in that it detected previously unknown point sources, but
now such point sources are known to be mostly part of Fermi’s 4FGL point source catalog, which
cannot be the bulk of the excess. This is because masking the 4FGL catalog does not change the in-
tensity of the excess, while stacking the spectra of non-excluded potential GCE sources reveals that
the non-excluded sources do not produce enough flux to power the excess [97]. This points towards a
smooth origin for the excess, rather than a bright point source origin. Any remaining point sources, if
they exist, must be too faint to be seen, and being so faint, many more of them are required to produce
enough flux to explain the excess. This places the number of point sources required in the several to
tens of thousands, or potentially up to a few million sources depending on the cutoff on the low flux
end of the luminosity function [97]. The upper ends of these estimates are certainly in strong tension
with the maximum number of pulsars that could possibly exist in the inner galaxy. In future, better
understanding of the total number of pulsars in the Milky Way may set a strong constraint on the
potential luminosity function of a new population of pulsars needed to explain the excess.
2020 Updates
In Ref. [102], it was found that the failure of the injection test reported in Ref. [101] was indeed
likely due to diffuse mismodeling. This is because simulating a dataset using a newer and improved
4Galactic diffuse gamma rays are the largest contribution to the gamma-ray sky, and arise from cosmic rays interacting with
the gas and starlight in our Galaxy. Modeling for the diffuse gamma rays is not well understood, and is often the largest source
of uncertainty in gamma ray searches.
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Galactic diffuse emission model than those used previously, and fitting the data with the older Galac-
tic diffuse emission models, could replicate the negative dark matter fluxes found when fitting the
real data (in the scenario the known point sources are masked). In addition, a new way to improve
the Galactic diffuse emission model was presented, by breaking the Galactic diffuse emission model
into spherical harmonics and floating the pieces separately. In that case, in a 25 degree radius ROI
(region of interest) in the sky with a ±2 degree band mask, it was found that a GCE point source
flux was found in all Galactic diffuse emission models. However, compared to the original NPTF
paper [99], the point source evidence in this analysis with the new model is now decreased to only
around ∼ 3σ. This evidence drops even further for any other radius choice for the ROI other than the
25 degree radius ROI shown in Ref. [102].
Improving the Galactic diffuse emission model, as done in Ref. [102], is an important step forward,
as this is currently the least well-understood component of the gamma-ray sky. Indeed, even the best
models we currently have, including those used in Ref. [102], still lead to very poor fits to the data.
This means there is already another systematic we know is present and that we do not know the impact
of: what happens to the result once there is a correct Galactic diffuse emission model (one that actually
matches the data to the level of Poisson noise). As such, it is not clear if systematic effects have yet
been fully bracketed.
Indeed, the importance of unidentified systematics, and the implications for attempting to claim
any evidence for point sources in the data, were further argued recently in Refs. [103, 104]. There, it
was explicitly shown that mismodeling of a smooth signal, and a true point source signal, both lead
to increased pixel-to-pixel variance in the data, and that the fit can mistake one for the other. This
means that apparent evidence for a point source signal can be misinterpreted, when truly its origin
may just be in mismodeling. This argument was mathematically demonstrated in Ref. [104]. Given
we already know we are not modeling the gamma-ray sky perfectly, this is a serious concern for
claimed evidence using the NPTF.
Strikingly, evidence of this effect has been found in analyses of real data. In a 10 degree ROI (the
region where the GCE is brightest), it was shown that the apparent evidence for point sources using
the real Fermi gamma-ray data can be instead be directly traced to manifestations of mismodeling,
and lack of inclusion of important systematics [103, 104]. It was demonstrated, in the real data and
this ROI, that simply allowing the GCE template to float freely in north and south pieces results
in an asymmetric smooth excess, and makes the point source evidence disappear. This behavior
was reproduced in simulations, which revealed using an overly restrictive model template created
a spurious point source population. This has a source count function that is consistent with what is
found in all existing NPTF GCE studies of real data, including Refs. [99,102]. Indeed, this is suggestive
(but does not prove) that potentially all NPTF studies are finding a spurious point source population
as a result of some kind of mismodeling. The asymmetry of the GCE found in Refs. [103,104] is likely a
manifestation of more unknown systematics, likely transferred from mismodeling the Galactic diffuse
emission model5. As such, the asymmetry is not argued to be an intrinsic feature of the excess itself.
This is because the degree of asymmetry appears to depend on the Galactic diffuse emission model
used and ROI. However, if it were shown to actually be the true distribution of the excess, it would
strongly disfavor a dark matter interpretation (though it is also not clear how a population of point
sources would exist with such a large asymmetry).
The original GCE NPTF study [99] noted that while unaccounted for systematics could potentially
affect the reported results, the results appeared robust to the range of systematics tested. Refs. [101,
103, 104], on the other hand, identified large systematic effects which change the interpretation sub-
stantially, explicitly showing what can (and does) go wrong when systematics are missed. While
improvements certainly could be made in future, given the impact of systematics at the moment, it
does not appear that a dominantly smooth GCE (or point source GCE) is in tension with NPTF anal-
yses. At this stage, we just don’t know what the answer is!
5Note that the GCE smooth asymmetry appears using the latest Galactic diffuse emission model in Ref. [102], as well.
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Finally settling the debate
Within the next decade, it should likely be possible to answer the question of the origin of the
excess. Steps that can be taken include:
• New measurements with an MeV gamma-ray instrument could allow the low-energy part of
the GCE energy spectrum to be measured more precisely. This is because the systematics using
the Fermi telescope degrade drastically in the sub-GeV energy band. In this range, Fermi’s PSF
is a few degrees, while MeV-targeted instruments may allow for the sub-1 degree resolution.
Measuring the low-energy part of the spectrum is important as this is where the DM and pulsar
energy spectra predictions deviate most substantially.
• Discovery of more dwarf spheroidal galaxies, to increase sensitivity of Fermi to the dark matter
annihilation cross section (see sub-section below).
• Observing the candidate pulsars directly in radio, if they exist (see radio waves section below).
• New measurements of the local dark matter density with Gaia. Currently, systematics on the
dark matter density profile are a significant source of uncertainty, which when tightened will
help corner the dark matter explanation.
• New and better Galactic diffuse emission models. This is key on the theory front, and is cer-
tainly the most significant barrier at the moment to obtaining accurate models of the sky. This
can be achieved by better understanding cosmic ray propagation, or obtaining better dust maps
with Planck. (The dust provides a tracer of the gas distribution.)
5.2.2 Dark Matter Annihilation Limits
Gamma rays from the center of the galaxy can also be used to set limits on dark matter annihilation.
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Figure 6: Left: Galactic center gamma-ray line limits from H.E.S.S. (with comparison shown to Fermi
and MAGIC), figure taken from Ref. [105]. Right: Annihilation to WW limits from H.E.S.S., also with
comparison with Fermi and MAGIC. Figure taken from Ref. [106], where other final state limits can
also be found.
213
Figure 6 shows bounds on TeV dark matter annihilation in the inner galaxy, from both line searches
(direct annihilation into gamma-ray pairs), as well as other various final states. The limits shown are
from H.E.S.S. as per Ref [105] and Ref [106, 107], as these are the strongest bounds in the TeV region
(though other experiments, Fermi, MAGIC, are compared in the figures). Note that while not shown
in the figure, there are also Galactic halo bounds from HAWC [108]). For decay, see e.g. Refs. [85,108]
(and for leading gamma-ray limits on decay from other environments see e.g. Refs. [20, 109]).
In the GeV region, if a bulge morphology rather than dark matter is assumed for the GCE, strong
limits can be set on the dark matter annihilation [93].
5.3 Dwarf Spheroidal Galaxies
The dark matter dense satellites of the Milky Way are called dwarf spheroidal galaxies. Having a high
signal to background ratio, they are ideal targets for dark matter searches. They yield the strongest
limits on dark matter annihilation to any final states which produce copious gamma rays, i.e. hadrons.
In the GeV mass range, limits from Fermi are superior. While∼ 2σ local excesses have been observed
in some dwarfs [110], this is not globally significant at this time.
Figure 9 (middle) shows limits from Fermi observations of gamma rays from dwarf spheroidal
galaxies, for various annihilation products. See Ref. [110] for the most recent official Fermi analysis.
More recently, the impact of systematics on dwarf results has been demonstrated to weaken
bounds by almost an order of magnitude [111]. The largest source of uncertainty here is the dark
matter density profiles, which are modeled based on N-body simulations. This leaves no tension at
the moment with dark matter explanations of the GCE.
Moving forward, dwarf spheroidal galaxies are a leading target to corroborate a potential dark
matter signal at the galactic center. The Dark Energy Survey (DES) and LSST are expected to locate
more dwarf galaxies, which can increase potential sensitivity to the dark matter annihilation cross
section by more than an order of magnitude [112]. This may lead to an exclusion, or a corroborated
signal with the galactic center.
6 Dark Matter Searches with Micro and Radio Waves
6.1 Experiments and Prospects
Dark matter annihilation can lead to radio waves, by their charged annihilation products producing
synchrotron emission as they pass through astrophysical magnetic fields (see e.g. Refs. [114, 115]).
Radio waves are also interesting because they can be used to search for dark matter impostors –
pulsars. In terms of the GCE, pulsars potentially present in the galactic center may pulse into radio
as well as gamma rays. If so, these could be detected by the upcoming observations of MEERKAT or
the SKA [113].
Figure 7 shows these prospects. On the left, selected radio and micro wave telescopes are shown,
with their approximate frequency sensitivities and mission times. On the right, the prospects to find
galactic center pulsars in radio are shown. In principle the GreenBank telescope may already be able
to see some of these pulsars if they exist, however no studies have been reported so far.
Dark matter annihilation or decay can also lead to observables in microwaves. Of particular in-
terest is the impact on the cosmic microwave background. Upon annihilating or decaying during the
recombination era, charged annihilation products can inject ionizing energy which alters the ioniza-
tion history of the Universe, and expected features of the CMB [2, 116]. This provides the strongest
probe of dark matter annihilation to visible products below about 10 GeV, as shown in Fig. 9 (left).
CMB measures of dark matter annihilation are not expected to drastically improve with future mea-
surements, simply because we are cosmic variance limited (we only have one Universe to measure!).
However, best improvements can be expected with the upcoming Simons Observatory.
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Figure 7: Left: Summary of selected micro and radiowave experiments by year operating, and ap-
proximate frequency sensitivity. Right: Discovery potential for GCE millisecond pulsars in radio.
Right figure taken from Ref. [113].
7 Dark Matter Searches with Charged Cosmic Rays
7.1 Experiments and Prospects
For dark matter annihilation into leptonic final states, the best sensitivity is usually obtained by study-
ing charged cosmic rays. One of the exciting aspects of cosmic-ray research is the extreme energies
available to probe new physics, which far exceed anything ever made on Earth. We have high-energy
cosmic-collider beams just waiting to be studied in new ways. A difficulty in this search is that cosmic
ray propagation is not well understood and often induces substantial systematic uncertainties.
Figure 8 summarizes cosmic-ray experiments searching for dark matter interactions, as a function
of their mission dates.
7.2 Positrons
An excess in ∼ 10− 1000 GeV positrons has been reported by PAMELA [117], AMS-02 [118,119], and
recently DAMPE [120]. If fitting to annihilating dark matter, it is consistent with a mass of ∼TeV. The
annihilation cross section for this process, however, is ∼ 10−23cm3/s, which is 3 orders of magnitude
above that expected for a vanilla thermal dark matter relic. This excess sparked increased interest in
Sommerfeld enhanced dark matter annihilation [121], where the rate of annihilation is much larger
in the Universe today than it was at freeze out, due to enhancement from long-range forces. It also
sparked interest in leptophilic dark matter models (see e.g. [122–125]), to order to produce the excess
with a large branching fraction to leptons, and avoid other hadronic constraints.
This signal was presented also as likely coming from pulsars [126, 127], as they are expected to
produce a comparable positron energy spectrum as that observed in the positron excess. An argument
against this result was reported by the HAWC collaboration in 2017 [128], claiming that the excess
could not be due to pulsars, as the diffusion coefficient observed near two of the closest pulsars to us,
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Geminga and Monogem, appeared to be too low to allow their positrons to escape to reach us at Earth
(in fact, it was measured to be about two orders of magnitude lower than expected elsewhere in the
Galaxy). However, globally having such a low diffusion coefficient would mean that cosmic rays in
general would struggle to reach us – and we know that cosmic rays do reach us on Earth, given that we
have detected them! So, we know they mustn’t be slowed forever by low diffusion. The conclusion
to this saga is that the diffusion coefficient is not uniform throughout the Galaxy [129, 130], and they
can reach us from these pulsars. Therefore, these pulsars remain the most likely explanation of the
positron excess at this stage, rather than annihilating dark matter.
For limits on annihilating DM from positrons from AMS, see Fig. 9 (right).
7.3 Antiprotons
AMS-02 has reported an excess of antiprotons with energies ∼ 5 − 10 GeV [131]. This can be well
fit with an annihilating dark matter candidate of mass ∼ 50 − 100 GeV [132, 133], particularly if it
annihilates to hadronic final states. This excess becomes even more intriguing when noting it is con-
sistent with a common origin with the GCE, as well as the thermal relic cross section, with intensity
〈σv〉 ∼ 10−26cm3/s. Both excesses can be fit in a mass range of 50− 70 GeV assuming 2 → 2 s-wave
annihilation to b-quarks [133, 134]. In the scenario dark matter exists in a hidden sector, there are
a number of well motivated models that can fit both excesses, and have zero tension with collider,
direct detection, dwarf or relic density constraints [135].
To understand the origin of this excess, it would be ideal if AMS would release their uncertainty
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correlation matrices. As these are not public, educated guesses need to be made as to the correlated
uncertainties between energy bins. One group has argued that the significance of the signal ranges
from 3.3 − 7.7σ depending on cosmic-ray propagation values [133], while another argues it is ∼
3 − 5.5σ [132]. On the other hand, it has been shown that this excess might just be consistent with
cosmic-ray secondaries (i.e. not dark matter) [136, 137]. Indeed, while all these antiproton studies
do consider the sets of systematics, Refs. [136, 137] argue that they should be significantly larger
than previously estimated, which is what reduces their calculated significance of the excess. Moving
forward, better understanding cosmic-ray propagation will be key to interpret signals as they arise.
For antiproton constraints on dark matter annihilation, see e.g. Refs. [138–140].
8 Outlook
After all this, we can ask, what is the status of indirect dark matter searches?
Figure 9 summarizes the strongest and most robust bounds for GeV dark matter annihilating into
various final states; Fermi observations of dwarf spheroidal galaxies provide the strongest bounds on
annihilation to hadronic final states, AMS-02 positron fluxes restrict most annihilation to leptons, and
the CMB limits are strongest for low dark matter masses.
Figure 10 shows what the limit looks like if we combine all this complementary information for
each type of visible final state. If one experiment constrains annihilation into a particular final state,
the remaining energy at a given mass must go into a different final state, which can be ruled out by
a complementary experiment. If no final states can proceed without exclusion, that particular mass
is considered ruled out. This plot shows how much progress we have really made in probing the
thermal WIMP. It looks like not much so far – just up to 20 GeV! The window up to the unitarity limit
of ∼100 TeV [141, 142] remains largely open. This window can only be closed by indirect detection
experiments, which directly probe the annihilation rate. This motivates many interesting searches
and improvements for years to come.
Indeed, indirect detection searches for dark matter are exciting now more than ever. We are explor-
ing unprecedented parameter space, and have a number of persistent hints which could potentially
turn out to be dark matter signals.
In the center of our galaxy, the excess of GeV gamma rays reported by Fermi-LAT might be dark
matter. The leading alternate explanation is millisecond pulsars. In terms of the non-Poissonian
template fitting analyses, as systematics have been shown to not be fully controlled, evidence does
not clearly support a smooth nor point source origin at this stage. Recent wavelet analyses have
shown that the previous apparent point source detection cannot make up the bulk of the GCE. Dwarf
limits have, also due to systematics, recently been shown to be potentially weaker than expected,
leaving open the masses and annihilation cross sections that could explain the GCE. Measurements
of the excess morphology are actively improving, as recent studies have shown that the morphology
may be more like the stellar bulge than a dark matter profile, which would support the non-dark
matter interpretation. However, given all models are currently poor fits to the gamma-ray data, it
is difficult to know if systematics are truly bracketing all the uncertainties they should be. This will
certainly remain an interesting open problem for the next few years, and has many observational
prospects on the horizon to help settle the debate.
Antiprotons are observed in excess at AMS-02, and while it is consistent with a dark matter origin
(and consistent with the GCE), there are also arguments that it is consistent with cosmic-ray secon-
daries. Systematic correlation matrices, and better cosmic-ray propagation models, are needed here
to definitively confirm or exclude explanations of this excess.
Positrons exist in excess, as observed by PAMELA, AMS-02, and DAMPE. This signal is consistent
with a ∼TeV dark matter candidate. However, the current consensus is that this is likely due to
pulsars, due to nearby known pulsars Geminga and Monogem presenting a comparable positron
energy spectrum. Regardless, debate over this signal has led to very interesting developments in
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understanding cosmic-ray propagation. In particular, that the diffusion coefficient is not uniform
throughout the Galaxy.
Lastly, the 3.5 keV X-ray line remains the subject of lively debate, as it might be evidence of the
decay of a ∼7 keV sterile neutrino dark matter candidate. There are arguments it is ruled out from
blank-sky observations, and counter-arguments that it is not, due to particular systematics and mod-
eling issues. Upcoming observations with new X-ray telescopes should answer the question once and
for all.
The interplay of all these observations, and corroboration of potential dark matter signals as they
arise, will be crucial to understand the nature of dark matter in the years to come.
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Abstract
Milky Way dwarf spheroidal galaxies are the tiniest observed galaxies and are currently associ-
ated with the largest fractions of dark matter, which is revealed by their too large velocity dispersions.
However, most of them are found near their orbital pericenters. This leads to a very low probability,
P = 2 10−7, that they could be long-lived satellites such as sub-halos predicted by cosmological sim-
ulations. Their proximity to their pericenters suggests instead that they are affected by tidal shocks,
which provide sufficient kinematic energy to explain their high velocity dispersions. Dependency of
the dark matter properties to their distance to the Milky Way appears to favor tidally shocked and
out of equilibrium dSphs instead of self-equilibrium systems dominated by dark matter.
1 Introduction
The Milky Way (MW) halo is populated by many dwarf spheroidal galaxies (dSphs) that show too
large stellar velocity dispersions if considered at equilibrium within the gravitational attraction of
their stellar mass. The pioneering work of [1] showed the large velocity dispersion for the Draco
stars, which requires significant amounts of DM if the Draco system is considered at equilibrium.
Further works have provided robust measurements of velocity dispersion along the line of sight (σlos)
for several tens of MW dSphs [2, 3], confirming their large amplitude. In the current ΛCDM scenario,
dSphs belong to the population of dark-matter (DM) dominated sub-halos that are very numerous in
cosmological simulations. Therefore, the DM content is calculated assuming self-equilibrium [4, 5],
which is also necessary to avoid the destruction of long-lived MW satellites by MW tides. Further-
more, three (UMi, Draco and Sculptor) out of the nine classical dSphs, contain only old stars, which
supports an early accretion into the MW halo.
Because of their proximity, MW dSphs are the tiniest galactic objects that can be observed and stud-
ied, down to stellar mass as small as few hundred of solar masses. This, associated to their kinemat-
ics, let the ultra faint dwarfs (UFDs) to be considered the most DM-dominated objects with DM to
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baryon mass ratios larger than several hundreds, even up to few thousands. However, [6] showed
that knowing the gravitational attraction exerted by the MW together with the dSph scale-length
(rhalf ) and stellar mass, one may accurately derive their DM to baryon mass ratios, which appears
at odd with the self-equilibrium scenario. Furthermore, it has been shown that tidal shocks exerted
by the MW halo may reproduce the kinematics of dSphs as well. Since DM calculations are based on
line of sight measurements, one may wonder whether they could have been corrupted by a physical
effect expected if dSphs were out of equilibrium because of MW tides [6–8].
2 Consequences of the Gaia 2nd data release (DR2)
Gaia DR2 has provided accurate proper motions allowing for the first time to:
• calculate the circular velocity curve of the MW up to 25 kpc [9, 10];
• derive 3D velocities for most UFDs [3, 11],while they were known only for the nine classical
dSphs.
The first result is based on thorough analysis of a very large sample of 26,000 RGB stars in the MW
disk [9] resulting into a slightly but robustly determined decline of the circular velocity from 5 to 25
kpc. Such a result is confirmed by [10] using 773 Classical Cepheids with precise distances. Subse-
quent analyses of these, including accounting for the different types of errors, have lead to MW total
mass near or well below 1012M [9, 12–14]. This excludes former models with very large MW mass
(e.g., from [15] or the "heavy" MW model of [3]), i.e., those which were able to keep bound Leo I dSph
or the Large Magellanic Cloud (LMC).
The second result have revealed that a large majority of dSphs have eccentric orbits with eccen-
tricities in excess of 0.66 [3, 7] for two third of them. Even if most dSphs appear to be bound to the
MW [3], their 3D velocities are very large and consistent with a recent infall, less than 4 Gyr ago (see
Figure 2 of [8]).
Combined together, the two results lead us to further investigate the nature of dSphs on the basis
of their orbital motions.
3 Most dSphs lie near their pericenters
Pericenter is one of the orbital quantity that can be robustly determined and that slightly depends on
the MW mass profile [16]. Its determination becomes even more precise if heavy MW mass models
are excluded. Both [3, 11] noticed that many dSphs lie near their pericenters. This has been further
investigated by [8] on the basis of the MW mass model from [17] and using the sample from [3]
(see details in [8]). Figure 1 presents results from the same calculations but using instead the MW
mass model from [9] that is very similar than that of [17], with a difference of less than 10% for the
cumulative mass at all radii.
If dSphs were MW satellites, it would be unlikely to find most of them near their pericenters.
To illustrate this, one could remind that comets with eccentric orbits are very rarely found near their
pericenter, obeying the second Kepler law. For example, the Halley comet has a period of 77 years
and is only seen few months near pericenter. In an extended mass potential such as that of the MW,
one has to consider an orbital motion along a rosette instead of an ellipse. Here we estimate the
probability that dSphs assumed to be MW satellites could be mostly observed near their pericenters,
by performing the following steps:
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Figure 1: Left: histogram of the time ratio distribution of dSphs compared to the expectations if they
were MW satellites (horizontal green line). Right: Cumulative distribution of time ratios (blue line
and area showing the 1σ error) compared to the null hypothesis, i.e., a randomization of locations
expected if dSphs are MW satellites (black solid line).
• We first compare two samples: (1) is made by virtual, randomly selected "satellites" of the MW
and, (2) corresponds to the observed dSphs (see [8]);
• The time to reach pericenter divided by the total time from pericenter to apocenter provides
the chance occurence for a dSph to be at its position within its orbit, which has been calculated
using galpy [17] and the mass model from [9];
• Since most dSphs (down to UFD mass, e.g., Coma Berenices) can be seen by the Dark Energy
Survey (DES) up to 300 kpc [16, 18], we further limit investigations for both samples to a maxi-
mal distance equal to min(apocenter, 300 kpc).
The histogram of the time ratio distribution of dSphs (left panel of Figure 1) shows how they concen-
trate near their pericenters contrary to expectations if they were long-lived satellites of the MW (see
the green horizontal line). Right panel shows the cumulative distribution to which we have applied a
Kolmogorov Smirnov test, which leads to a very low probability (P= 2 10−7 from DMAX=0.45 for 35
objects, see also [8]) that dSphs could be satellites orbiting around the MW. In other words a scenario
of long-lived satellites for which DM is shielding dSphs from MW tides is very unlikely.
4 Are dSphs tidally shocked near their pericenters?
The proximity of dSphs to their pericenters suggest that MW tides are at work. However, [19] have
excluded that dSphs could be tidally disrupted DM free galaxies because of their observed internal
kinematics and structural properties. This conclusion is based on modeling [20–23] that accounts for
tidal stripping, which is the dominant process when the satellite is only made of stars and DM (see
[7, 8]). In particular, most dSphs do not show tidal disturbance such as tails as it would be expected
for tidally stripped galaxies.
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The above conclusion could be different if most dSphs were affected by tidal shocks instead of
tidal stripping. Let us consider the global instantaneous energy change ∆E caused by MW tidal
forces on an individual dSph star with velocity v, which is:
∆E = v ·∆v + 1/2(∆v)2. (4.1)
Tidal shocks may dominate the energy exchange if the first term vanishes because of spherical
symmetry. This had been verified by [24] for globular clusters affected by the galactic bulge or disk.
In such a case, the latter term (called "tidal shocking" or "heating") is approximated to 1/2(∆σ2los)
1,
i.e., tidal shocks bring an increase of the kinetic energy for, e.g., stars at r=rhalf , which follows [8]:
1/2∆σ2los = ∆ΦMW =
√
2× gMW × rhalf × fMWshocks, (4.2)
where gMW is the gravitational acceleration of the MW and fMWshocks represents the fraction of the
system that is affected by tidal shocks [25]. The main discoveries of [7, 8] are:
• That tidal shocks may also apply on DM-free dSph galaxies under the impulse and distant-
tide approximations, in particular if dSphs are at first infall; in such a case it is expected that
the main initial component, the gas, has been stripped before the pericenter passage, letting
residual stars expanding in a spherical geometry due to the subsequent lack of gravity;
• That the kinetic energy change by 1/2 ∆σ2los along the direction to the Galactic center coinciding
to that of the line of sight is precisely what has been assumed to calculate the DM content in
dSphs by [4, 5].
Calculation of the DM mass is based on a line of sight measurement, and only the projected
mass density (MDM/r2half ) is known from observations of σlos. When multiplied by the gravitational
constant G, it leads to the gravitational attraction of the DM exerted on a star at r=rhalf , which is:
aDM = GMDM × r−2half = ∆σ
2
los × r−1half (4.3)
. If the DM is responsible of the velocity dispersion excess of dSphs, aDM does not depends on the
distance to the MW, because it is caused by the gravity of the dSph DM mass, and also because DM
is expected to shield the dSph mass content against MW tides (see also predictions from Via Lactea
simulations [26] in Figure 8 of [7]). If tidal shocks are responsible of the velocity dispersion increase
(see right panel of Figure 2), the gravitational attraction aDM attributed to the DM is in fact equal to
2
√
2 × gMW × fMWshocks (see Eq. 4.2), in which gMW induces a strong dependency to the distance to
the MW center (DMW ).
Left panel of Figure 2 shows that aDM=∆σ2los × r
−1
half anti-correlates with the MW distance for
most dSphs having a robust measurement of their internal velocity dispersion (σlos). The result is not
dependent on a specific MW mass model because all quantities are observed. Correlation strength is
ρ= 0.76 for 21 dSph galaxies, leading to a probability of an occurrence at random to be as low as P= 3
10−4 (see all details in [7]).
5 Conclusions
The tidal shock scenario for most MW dSphs appears to be a serious competitor to the usually
adopted DM-dominated satellites/subhalos scenario. This is because:
1∆σ2los=σ
2
los-σ
2
stars [7], where σlos and σstars are the measured velocity dispersion and the 1D los velocity dispersion
associated to the sole stellar component, respectively.
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Figure 2: Left: Tidal shocks (or DM) acceleration (in km s−2) based on dSph kinematics (∆σ2los×r
−1
half )
versus MW distance (in kpc). Data (σlos, LV, rhalf ) are coming from [7, 8] and the amplitude of
∆σ2los × r
−1
half assumes fMWshocks ≈ 0.25. The later value is also supported when comparing tidal
shocks caused by a MW potential based on [17] or [9] mass distribution. Right: Correlation between
the observed σlos and that predicted from Eq. 4.2, i.e., σpred,MWshocks =
√
∆σ2los + σ
2
stars, assuming the
MW mass model from [9].
• Most MW dSphs are found near their pericenters, which exclude long-lived, DM-dominated
satellites (sub-haloes) with an associated probability P=2 10−7; this cannot be circumvented by
adapting the MW total mass towards high values that are not consistent with the MW rotation
curve.
• The anti-correlation between aDM= ∆σ2los × r
−1
half and DMW (left panel of Figure 2, probability
that it is fortuitous, P=3 10−4) is a natural prediction if dSphs are tidally shocked, while it cannot
be reproduced if dSphs were DM-dominated.
• MW tidal shocks bring sufficient kinetic energy to generate the high velocity dispersions (σlos)
of dSphs (see right panel of Figure 2), and former DM mass determinations might be a misin-
terpretation of such a physical process on DM-free dSphs.
• Tidal shocks are less destructive than tidal stripping since they bring energy to the dSph stellar
content that is partly in resonance with the MW gravitational potential; important mass losses
are expected but without tails, and this may correspond to the stars in the dSphs outskirts
discovered in wide field observations of classical dSphs (see [27] and references therein).
• After the first passage at pericenter, tides become increasingly dominated by stripping and it is
why, e.g., Sagittarius, Bootes I and Crater II escape the anti-correlation (see Figure 6 of [8]).
The MW dSphs are either exceptional or ΛCDM predictions at the low mass end need to be revisited.
Star formation histories of few classical dSphs showing neither young nor intermediate-age stars may
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appear at odd with a first infall. However, such counter argument deserves to be re-investigated be-
cause gas-rich dwarfs having stellar mass equal or lower than that of Sculptor mass may have had
their star formation stopped by several mechanisms [28], and the absence of DM would let stellar
winds more efficient in removing the gas and stopping the star formation.
The tidal shock scenario may also apply to the infall of gas-rich stellar systems into a massive
body, galaxy, group or cluster of galaxies. A gas-rich galactic system is first stripped of most of its gas
leading to a spherical expansion of the residual stars, which leads to tidal shocks when it is reaching
its orbital pericenter.
References
[1] M. Aaronson, Accurate radial velocities for carbon stars in Draco and Ursa Minor :the first hint of a dwarf
spheroidal mass-to-light ratio., The Astrophysical Journal Letters 266 (Mar., 1983) L11–L15.
[2] R. R. Muñoz, P. Côté, F. A. Santana, M. Geha, J. D. Simon, G. A. Oyarzún, P. B. Stetson, and S. G.
Djorgovski, A MegaCam Survey of Outer Halo Satellites. III. Photometric and Structural Parameters, The
Astrophysical Journal 860 (June, 2018) 66.
[3] T. K. Fritz, G. Battaglia, M. S. Pawlowski, N. Kallivayalil, R. van der Marel, S. T. Sohn, C. Brook, and
G. Besla, Gaia DR2 proper motions of dwarf galaxies within 420 kpc. Orbits, Milky Way mass, tidal influences,
planar alignments, and group infall, Astronomy and Astrophysics 619 (Nov., 2018) A103,
[arXiv:1805.00908].
[4] M. G. Walker, M. Mateo, E. W. Olszewski, J. Peñarrubia, N. W. Evans, and G. Gilmore, A Universal Mass
Profile for Dwarf Spheroidal Galaxies?, The Astrophysical Journal 704 (Oct., 2009) 1274–1287,
[arXiv:0906.0341].
[5] J. Wolf, G. D. Martinez, J. S. Bullock, M. Kaplinghat, M. Geha, R. R. Muñoz, J. D. Simon, and F. F. Avedo,
Accurate masses for dispersion-supported galaxies, MNRAS 406 (Aug., 2010) 1220, [arXiv:0908.2995].
[6] F. Hammer, Y. Yang, F. Arenou, C. Babusiaux, J. Wang, M. Puech, and H. Flores, Galactic forces rule the
dynamics of milky way dwarf galaxies, The Astrophysical Journal 860 (2018), no. 1 76.
[7] F. Hammer, Y. Yang, J. Wang, F. Arenou, M. Puech, H. Flores, and C. Babusiaux, On the Absence of Dark
Matter in Dwarf Galaxies Surrounding the Milky Way, The Astrophysical Journal 883 (Oct., 2019) 171,
[arXiv:1812.10714].
[8] F. Hammer, Y. Yang, F. Arenou, J. Wang, H. Li, P. Bonifacio, and C. Babusiaux, Orbital Evidences for
Dark-matter-free Milky Way Dwarf Spheroidal Galaxies, The Astrophysical Journal 892 (Mar., 2020) 3,
[arXiv:2002.09493].
[9] A.-C. Eilers, D. W. Hogg, H.-W. Rix, and M. K. Ness, The Circular Velocity Curve of the Milky Way from 5 to
25 kpc, The Astrophysical Journal 871 (Jan., 2019) 120, [arXiv:1810.09466].
[10] P. Mróz, A. Udalski, D. M. Skowron, J. Skowron, I. Soszyński, P. Pietrukowicz, M. K. Szymański,
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