Mobile ad hoc networks consist of freely moving nodes responsible of not only forwarding packets for other nodes but can also perform extensive computations. One of the most critical issues in these networks is the significant differences in term of processing and energy capacity between the nodes, inducing a load imbalance. Thus, sharing the load between the overloaded and idle nodes is a necessity in ad hoc networks. In this paper, we present a new load balancing algorithm based on clustering where a subset of nodes 'clusterheads' is elected to maintain some balance within their respective clusters while minimizing the overall communication cost. Our primary goal is to minimize the total execution time of the tasks by distributing the workload among nodes. Another goal is to extend the overloaded nodes lifetime inducing a stability of the network. The simulation results have shown that network performance can be reached by distributing load to idle nodes within the network.
Introduction
With the proliferation of mobile processing platforms and small sized wireless equipments, ad hoc networks have gained more attention these last decades. Ad hoc networks consist of a number of nodes having different computation and communication capabilities. They are equipped with small batteries. This puts significant constraints on the power available for computation and communications. Several researches have been undertaken to find efficient means to preserve this precious resource [21] . Otherwise, in an ad hoc network, with a decentralized and heterogeneous structure, some nodes may have different capabilities of processing and batteries. In such environments, imbalances of load can occur. Indeed, a more powerful node in term of processing capacity can become idle, because it has finished its work quickly while the others, less powerful, are occupied most of the time, consuming more energy. Powerful nodes capacity can be exploited by overloaded nodes if a fraction of their load is shared with them. If the difference between the heaviest loaded and the lightest loaded nodes is minimized, the average work execution time can be reduced, the energy of the nodes will be better exploited and the nodes lifetime can be extended. It is what contributes to the stability of the network topology that plays a principal role in different problems like: routing, scheduling, resource reservation [10] etc. Load balancing is certainly one of the solutions for increasing the efficiency of applications and the network life time. Load Balancing algorithms are designed essentially to distribute equally the load on nodes and maximize their utilization while minimizing the total task execution time. This issue has been of considerable interest in the network research community when it comes to wired [29, 30, 2, 26, 3, 17] and wireless [24, 13, 22, 23, 20] networks. It aims to guarantee that no node is underloaded or overloaded. It looks at setting up a uniform load on all nodes. Then, it is expanded in order to take into account new environments and new applications (large scale applications, multimedia applications, etc.). Compared to the wired networks, the mobile environments introduce new highly variable parameters such as limited resources, wireless link communication and mobility. In this work, we propose a new approach for load balancing in MANETs which remains an NP complete problem. It is based on the clustering which organizes the nodes into clusters, where some nodes work as clusterheads and coordinate other nodes in the clusters. Clustering has advantages such as improving bandwidth utilization by reducing communications overhead and reducing energy consumption. Our algorithm purpose is to reduce the execution time and maximize the lifetime of the network as much as possible while minimizing the overall communications cost. The remainder of this paper is organized as follows: Section 2 presents the significant works done and related to the load balancing issue and our motivation, followed by the description of the proposed approach and its details in Section 3. The simulation environment and the simulation results interpretation are presented in Sections 4 and 5.
Previous Work and Motivation
Improving network performance by balancing the network load has been of considerable interest in the network research community. Existing load balancing mechanisms for ad hoc networks can be classified into two categories, according to the level to which they are applied: on the communication level or on the computing level.
Communication level: research in this area has been focused primarily on the construction of alternate route sets and implementation of policies for traffic distribution among these multiple routes. A special class of routing protocols for ad hoc networks deals with load balancing [22, 23, 13, 19, 27, 28] .
Computing level: developing strategies in this area deal with distributing and mapping tasks to a computational resource in a way that balances the load, to reduce the total processing time and improve the node utilization. Few works dealing with the problem from this point of view can be cited in the literature.
Load balancing in [1, 14] is treated as an extension to clusterhead election. It allows all nodes an equal opportunity to be a clusterhead and extend the its duration based on some input parameters.
In [24] , load balancing tries to find the best node to share the load. The paper provides interesting results, but a number of aspects are not covered in depth. For example, the overhead due to the communications and the energy consumption.
Otherwise, due to the nature completely distributed of the ad hoc networks and the absence of a centralized infrastructure, the control of its topology is difficult. If we divide the network into small zones with a centralized structure to simplify and control the topology, the load balancing problem becomes less complicated. In this case, each node has the information about the load status of all its neighbors through a coordinator node. One way to solve this problem is to group the nodes into clusters, where one node in each cluster functions as a clusterhead.
Knowing that a load balancing strategy achieves high performance if it produces a minimal overhead of communications because of the limited energy and bandwidth in mobile ad hoc networks, our solution is based on the concept of clustering where a subset of nodes 'clusterheads' is elected to coordinate their respective clusters [5, 12] . They can be used to control the load, to control the energy consumption and to serve as regional diffusers. The nodes registered with the nearest clusterhead become members of that cluster.
Our contribution in this work is to find the most suitable nodes to share the load for avoiding, or at least reducing, imbalances with a minimum of engendered overhead. Indeed, the algorithm that balances the loads should require little communications between the nodes, since mobile nodes are powered by batteries. The proposed algorithm takes into account the nodes localization; it is invoked each time that the imbalances occur by respecting a load threshold. Its performance is evaluated in terms of work execution time and nodes energy consumption.
The Proposed Approach
The idea of dividing a geographical area (ad hoc network) into small zones known as virtual cells is inspired by the working philosophy of cellular networks where the basic station is the principal coordinator at each cell level. This concept has been presented in the literature as clustering. Many clustering algorithms have been proposed. Most of them are heuristic in nature and their aim is to generate a minimum number of clusters [4, 8, 12, 6, 9, 18, 16] . They are distinguished by the different performance metrics taken into account and the criteria of the clusterhead selection. A thorough survey of ad hoc clustering protocols, as well as a performance based comparison among some of the most representative solutions, has been presented in [15, 7] .
Our solution is presented in two steps:
1. Clusters formation: A subset of nodes 'clusterheads' is elected to coordinate their respective clusters.
2. Load balancing within each cluster: Our load balancing algorithm is a centralized algorithm since the global members load information of each cluster is collected by the clusterhead which ensures some balance between its members.
Clusters Formation
In our work, a clusterhead is elected for its relatively high energy capacity and its low mobility. Energy is a critical resource in ad hoc networks. A clusterhead consumes more energy than an ordinary node since it has other functionalities: coordination between its members, cluster maintenance and load balancing. Mobility is also an important factor for a clusterhead election. Indeed, to avoid frequent clusterheads changes, it is important to choose the one that has a low mobility. If the clusterhead moves quickly, the nodes can be detached from it, inducing re-affiliations which cause significant updated information exchanges.
Clusters Formation Procedure
1. Find the neighbors of each node i (nodes within its transmission range). They are defined as follows:
where tx range is the transmission range of node i.
2. Compute the speed average for every node. This gives a measure of its mobility.
3. Compute the battery power for each node 4. Choose the node which has the smallest value of mobility and the highest value of battery power as clusterhead. All its neighbors are designated as its members and they can no longer participate in the election procedure. 5. Repeat steps 2-4 for the remaining nodes not yet assigned to any cluster. The following characteristics are considered in the clusterhead election procedure:
• The nodes mobility causes changes in the network topology. If at a given time a node is detached from its current cluster and is attached to another, the corresponding clusterheads will update their members' tables.
• If a node leaves its cluster and doesn't find any other cluster to attach itself, the clusterheads election procedure is invoked.
• A clusterhead keeps the information concerning its members (identifier ID, status, load, energy). It can detect if another clusterhead is entered in its cluster. In these cases, one of them is constrained to give up its clusterhead's role. In our case, it is the one which has less energy.
• Because of the additional functionalities for which the clusterhead is intended, its energy is likely to be exhausted. A minimum threshold of energy is defined for each clusterhead. If it is reached, the clusterheads election procedure is invoked.
System Activation and Update Policy
When the network is set up, each node diffuses its identifier (ID) through a HELLO message which is recorded by all the other nodes in its transmission range. Once the neighbors list of each node is ready, the clustering procedure is executed. Each node maintains a record of its status: (clusterhead or member). If it is not a clusterhead, it must know the clusterhead to which it is affiliated (CID: Clusterhead Id).
Considering the dynamic nature of the system, the nodes and the clusterheads tend to move in various directions, causing a disorganization of the network configuration. The system must be updated from time to time. The updates are made in two cases:
• When renewing cluster formation.
• When a node changes its affiliation from one clusterhead to a new one, in the existing clusterheads set; in this case, we speak about re-affiliation.
If a clusterhead doesn't receive any message from a node, it updates its members list. When a node is attached to another clusterhead, it updates its CID and the corresponding clusterhead updates its members list.When the clusterhead doesn't receive any more messages of a node, it updates its members list.
It is important to note that, in this work, we make some assumptions. The number of nodes per cluster is limited to avoid the clusterhead congestion and for better resources utilization [7, 11] . In all the analyses carried out on the proposed algorithm, we assumed that all nodes are cooperative and trusted. Considering these conditions allowed us to study only the characteristics specific to the proposed algorithm.
Load Balancing Algorithm at the Level of Each Cluster
As mentioned previously, a principal role of a clusterhead is the maintenance of load balancing in each cluster. It is the principal coordinator of its cluster; it collects periodically information about each member node of its cluster, such as energy and load values. These data are collected in the members table. When a node reaches an overloaded or low energy state, a discharge message will be transmitted to its clusterhead. The latter consults its members table and chooses the one which has the smallest load and the highest energy capacity. Then it sends a response to the concerned node.
Whenever a new node joins a cluster, or an existing node exits it, the members table is updated. The bases of our load balancing algorithm are as follows:
• Clusterhead nodes maintain their members tables in order to control their members loads. Periodically, each node, member of a cluster, sends a HELLO message and communicates its energy and load values to the clusterhead which updates its table.
• Two thresholds are defined for each node:
the maximum load that a node is able to carry out and the minimum energy. When this is reached, the node knows that it is going to die soon, so it decides to transfer its load to another node. • Periodically, each node checks its load and its energy and compares them with the two thresholds. Two cases are considered:
First case: the two thresholds are not reached, in this case nothing happens and the load balancing algorithm is not invoked.
Second case: if one of the two thresholds is reached (possibly both of them), the node sends a message (DR. Discharge Request) to its clusterhead. This one consults its members table; it chooses the one which has the smallest load and the highest energy capacity.
• If one node is found, the clusterhead sends a positive response (message RESPONSE) to that node indicating the address of the new node that will receive the extra load.
• If several nodes are found, it chooses one arbitrarily.
• If no node is found, the clusterhead diffuses a solicitation message to its different neighbors clusterheads. If it is positive, a receiving node is designated and a quantity of work is transferred to it. If the response is negative, the node is constrained to execute the work locally.
Environment of Simulation
The simulation model is carried out by using the Network Simulator (NS-2) [25] . It consists of N (50 to 300) nodes, which move arbitrarily on a surface of (100 × 100) grid. The nodes can move in all possible directions with a displacement speed which varies between 0 and 10 m/s. Each node generates a number of jobs with a given frequency. The job average size is between 10 8 and 10 9 instructions. Each node calculates its current load by summing up all the jobs assigned to it. Initially, the load threshold value is fixed to + 20% of the cluster average load (μ).
To measure our algorithm performance, we have identified the metrics: execution time improvement, energy, balance factor, Load Balancing Threshold and communication cost.
Balance factor: It is difficult to maintain a perfectly balanced system at all times. So, to quantitatively measure the degree of load balance, we introduce a balance factor F defined as follows:
n: number of nodes in a cluster (its cardinality) load i : load of a node i
μ: average load of a cluster.
Load Balancing Threshold value: The threshold is a value that is used to indicate whether a node is heavily or lightly loaded. It is important to determine an appropriate threshold for a good load balancing algorithm. If the threshold is set too low, excessive load balancing will occur, thus causing degradation in performance (as this will result in high communication costs). However, if the threshold is set too high, the load balancing mechanism will not be very effective.
Communication cost: This is the total number of load balancing-related messages sent by a node. It gives a measure of the overhead created for balancing loads, which is also an indication of our algorithm cost in terms of energy.
Results Analysis and Interpretation
After simulations, the obtained results are analyzed by studying the impact of the considered parameters on our load balancing algorithm performance.
Execution Time Improvement
To evaluate the performance of our algorithm in term of execution time improvement, we varied the number of nodes and registered the execution time for different sizes of works (small, average, large). Figure 1 illustrates the improvement of the execution time according to the nodes number. We notice that the execution time gives better results for a high number of nodes. A clear improvement occurs especially for big sized works. This can be explained by the fact that the higher the number of nodes present in the network, the better the work distribution to other nodes. This improves their execution time. For small sizes of works and for different numbers of nodes, the execution time improvement is not really noticeable due to the fact that there is no load imbalance in the network and consequently there is no great need for balancing loads. Figure 2 shows that whatever the network nodes number, we notice that there is a significant reduction of the power consumption after load balancing. In this case, the nodes can survive for long periods of time; this involves a good maintenance of the network stability. 
Energy

Impact of Mobility on Energy
In this case, we try to see the effect of mobility on the nodes energy, without and with load balancing. According to Figure 3 , we can say that before balancing, energy consumption varies proportionally to the nodes displacement speed. The more the nodes move, the more they tend to be distant from their clusterheads, thus causing more re-affiliations and more information updates between clusters, which induces higher energy consumption. This situation is not noticed by distributing the load between the different nodes. Indeed, for small speed values, the energy increases slightly. Once a speed value (6) is reached, even though there is a change in the clusters structure, with a given load balance, the energy consumption is stabilized, that extends the lifetime of nodes with weak energy.
Balance Factor
We remind that the balance factor allows us to measure the load balancing degree between the clusters' members. The higher the value of F, the better the load distribution. According to Figure 4 we notice that the factor F decreases slightly with the increase of the work size, but it stabilizes later. This explains that our load balancing algorithm guarantees the work distribution uniformity, but it acts favorably for networks having fewer nodes.
Threshold Value
The threshold is a value used to indicate whether a node is heavily or lightly loaded. It is important to determine appropriate threshold for a good load balancing algorithm. If the threshold is set too low, excessive load balancing will occur, thus causing degradation in performance (as this will result in high communication costs). However, if the threshold is set too high, the load balancing mechanism will not be very effective. Figure 5 shows that the execution time is reduced as the load threshold value is increased. However, the time execution is increased after 20%. Therefore, having a load balancing algorithm that is too restrictive is inefficient. On the other hand, if the threshold value is high, the load balancing becomes ineffective as overloaded nodes will not be detected until it is too late. This figure leads to an observation that this load balancing mechanism worked best when the threshold value was 20%. Figure 6 summarizes our experimental results of the communication costs in each node. It is clear that the network becomes denser while the number of nodes increases. However, experiments show that load balancing algorithm does not cost more messages on each node, even when the network becomes denser. This is due to the fact that the used load balancing approach is centralized on the level of each cluster. Indeed, the exchanges are done between the clusterhead and its members. Moreover, simulations results show that the performances of our algorithm are stable when the number of nodes changes.
Communication Cost
Conclusion and Future Work
Load balancing is an important solution to improve the execution time of tasks and better management of the energy by reducing load imbalances in ad hoc networks. In order to take into account the limitations of these networks in terms of bandwidth and energy, clustering techniques have been suggested. In this paper, we have presented a new load balancing algorithm based on clustering where a subset of nodes 'clusterheads' is elected to coordinate their respective clusters.
The simulation results show a significant improvement of execution time (30%) and a good energy management for a great number of nodes and big sizes of work.
This work is principally based on the clustering. We plan to use various clustering algorithms presented in the literature. The presented algorithm has implicitly assumed that all nodes are cooperative. In some situations some nodes refuse to cooperate in load balancing. It would be interesting to study the impact of selfish nodes on the load balancing algorithm.
