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Abstract 3D extended field of views (FOVs) of the
internal bladder wall facilitate lesion diagnosis, patient
follow-up and treatment traceability. In this paper, we
propose a 3D image mosaicing algorithm guided by 2D
cystoscopic video-image registration for obtaining tex-
tured FOV mosaics. In this feasibility study, the reg-
istration makes use of data from a 3D cystoscope pro-
totype providing, in addition to each small FOV im-
age, some 3D points located on the surface. This proof
of concept shows that textured surfaces can be con-
structed with minimally modified cystoscopes. The po-
tential of the method is demonstrated on numerical and
real phantoms reproducing various surface shapes. Pig
and human bladder textures are superimposed on phan-
toms with known shape and dimensions. These data
allow for quantitative assessment of the 3D mosaicing
algorithm based on the registration of images simulat-
ing bladder textures.
Keywords Cystoscopy · 3D mosaicing · 3D endoscope
prototype · textured surface registration · mutual
information
1 Introduction
In the United States, bladder cancer is the fourth and
ninth most widespread cancer among males and females,
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respectively, whereas in Europe, approximately 50,000
people die from this disease each year [2]. Due to the
high recurrence rate of 50%, lifetime monitoring of pa-
tients is required after surgical removal of cancer tumors
[18]. During a cystoscopy, a flexible or rigid endoscope
is inserted into the bladder through the urethra, and a
video of the epithelium is visualized on a screen. The
clinician (urologist or surgeon) scans the epithelium by
maintaining the distal tip of the cystoscope close to the
internal organ wall. The resulting highly resolved videos
yield accurate visualization of the wall through small
field of view (FOV) images. However, neither complete
regions of interest (multifocal lesions, scares, etc.) nor
anatomical landmarks (urethra, ureters, air bubbles)
are visible in these images. Therefore, lesion diagnosis
and follow-up may be difficult and time-consuming. Ex-
tended FOV mosaics can be obtained by superimposing
the regions which can be jointly observed in small FOV
images. Not only do they facilitate lesion diagnosis and
follow-up, but they are also useful for data archiving
(videos are highly redundant data) and medical trace-
ability (videos are not easy to interpret by a clinician
having not performed the acquisition).
1.1 Bladder image mosaicing
Bi-dimensional (2D) bladder image mosaicing algori-
thms were proposed for the standard white-light modal-
ity [12,22] and for the fluorescence modality [6]. A com-
plete mosaicing algorithm consists of (i) the registra-
tion of consecutive images of the video sequence [17],
(ii) the correction of image misalignment in the mo-
saic leading to bladder texture discontinuities [30], and
(iii) the contrast, intensity and/or color correction to
handle image blurring, shading effects and/or instru-
ar
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ment viewpoint changes [8,29]. In [30], it was shown
that mosaics covering large bladder surfaces (e.g., half
of the organ) can be computed. Although such 2D mo-
saics (see Fig. 1) facilitate lesion diagnosis and follow-
up, these representations can be improved. Indeed, only
the first image of the mosaic has the original image res-
olution, the resolution of the other images depending
on the instrument trajectory and orientation. More-
over, these images are strongly distorted during their
placement into the 2D map due to perspective changes
of the endoscope. Both image distortion and changes
of resolution lead to mosaics with spatially-varying vi-
sual quality. At last, urologists or surgeons represent
themselves the bladder in the three-dimensional (3D)
space. Mosaics in 3D (i.e., bladder wall surfaces with
superimposed 2D image textures) not only match this
mental 3D representation, but allow for a bladder tex-
ture representation without any image distortion and
with preserved resolution. Moreover, virtual navigation
inside the reconstructed organ part is possible after clin-
ical examinations using 3D mosaics. The interest of 2D
and 3D endoscopic image mosaicing in various medical
fields is discussed in the overview paper [11].
1.2 Previous work in 3D endoscopic data mosaicing
In various fields of medical endoscopy, 3D mosaics are
built following three kinds of approaches.
In the first approach, analytically known surface
shapes (representing organs) are used both to limit the
2D registration errors and visualize textured surfaces.
In [7], bladder hemispheres were approximated by hemi-
cubes whose five sides represent quasi planar bladder
regions. A video sequence was then partitioned into im-
age groups, each group corresponding to some hemicube
side. The five reconstructed 2D sub-mosaics were then
projected onto the hemisphere to obtain a 3D bladder
representation. As for the inner esophagus wall [14], the
organ was approximated by tubular shapes. The regis-
tration method aligns endoscopic images using jointly
the image colors and a mosaicing surface of known ge-
ometry to reduce distortions. This algorithm provides
both the endoscope trajectory and a 2D mosaic that
can be projected onto the inner cylinder surfaces. Such
approach based on 3D prior models is well-suited to
the esophagus which can indeed be modelled by tubes,
but is less appropriate for 3D bladder mosaicing. In-
deed, the bladder shape is hardly predictable, notably
since it is deformed by neighboring organs putting pres-
sure on it. Moreover, grouping images with respect to
hemicube sides is time-consuming and difficult.
In the second approach, no 3D prior information
is imposed, i.e., only video-images are taken into ac-
Fig. 1 Bladder mosaic (clinical data) obtained with the reg-
istration algorithm [30] and using the algorithm [29] for cor-
rection of illumination discontinuities. The first image of the
sequence is at the top right. From this image position, the en-
doscope first moves downwards in the bright regions (dashed
bounding box) with weak textures. Then, its trajectory goes
up towards the last image at the top left. Strong perspective
and scale changes arise between the first and last images.
count. Different passive vision methods were proposed
based on shape from shading (SfS [31], bone surface
reconstruction), structure from motion (SfM [28], cys-
toscopy), shape from motion associated to SfS ([19],
colon surface reconstruction), SfM-factorization based
on surgical instrument tracking ([32], surgery) or simul-
taneous localization and mapping methods (SLAM [23],
laparoscopy for minimal invasive surgery). The lack of
intensity variation in standard bladder images impedes
SfS. However, SfM or SLAM methods may be appro-
priate in urology. In their 3D bladder mosaicing fea-
sibility study [28], Soper et al replaced the endoscope
standardly used in urology by an ultrathin fiber. The
fiber was translated and rotated in such a way that a
complete bladder scan is performed. The acquired im-
age sequence was first used to find point correspon-
dences in image pairs using homologous feature points.
Then, the 3D surface was constructed by displacing a
set of points initially located on a sphere. Specifically,
a bundle adjustment method was used to iteratively
determine both fiber tip trajectory and pig bladder
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phantom surface. The main limitation of this approach
for standard cystoscopy is that salient texture points
must be extracted from the video-images. In large hu-
man bladder regions, textures may be missing or very
weakly contrasted for both healthy (see the bottom of
the mosaic in Fig. 1) and damaged tissues, e.g., due
to scares. In such images, SfM or SLAM techniques
based on SIFT or SURF approaches for extracting and
matching textures thus suffer from a lack of robustness
(see [5,17] for a detailed discussion on feature based
techniques in cystoscopy). Feature point extraction and
matching techniques is also difficult because of illumina-
tion changes occurring between images, which are due
to strong perspective changes and/or the vignetting ef-
fect of endoscopes. Another major limitation of feature-
based methods is blur, which is commonly encountered
in standard cystoscopy images.
A less investigated approach in 3D endoscopy is
based on active vision, where surface points are re-
constructed in the small FOV of modified endoscopes.
In [15], a two-channel endoscope was used to recon-
struct the inner surface of the mouth. The first channel
projects a structured-light pattern whereas the second
acquires video-images. Classical triangulation methods
were used to reconstruct 3D points. Tests on phantoms
have shown that submillimetre point reconstruction ac-
curacy can be reached with a small baseline of 2 mm.
Another acquisition setup [25] consists of a classical
CCD-camera and a time of flight (ToF) camera provid-
ing a depth map of the FOV. A calibration procedure
provides for each pixel both a color and a 3D position
with millimetre accuracy. In [25], a two-channel endo-
scope (laparoscope) was used to reconstruct points in
a pig stomach. It is noticeable that such camera pair
can be used as well for single channel endoscopes such
as cystoscopes. Indeed, a ToF camera uses infrared sig-
nals that do not interfere with the visible light of a
color camera. Shevchenko et al proposed a structured-
light approach for obtaining extended 3D bladder sur-
faces [27]. The prototype in [27] consists of an exter-
nal navigation system (which localizes the endoscope
position in the examination room) coupled with an en-
doscopic system projecting a grid of points on the in-
spected surface. The 3D surface was built by computing
a 2D mosaic from the CCD camera images, and exploit-
ing the information provided by the external system.
Knowing the endoscope position and the 2D image cor-
respondence, the 2D mosaic has to be projected onto
the reconstructed surface. It is noticeable that in [1],
the authors also proposed a navigation system based
method to document the position of a lesion into the
bladder during a first cystoscopy. The aim was not 3D
image mosaicing, but rather to facilitate follow-up by
performing fast localization of lesions in upcoming cys-
toscopies. In the conference paper [9], we proposed the
first active vision based approach for 3D bladder mo-
saicing. Based on a similar structured light principle as
that described later in [27], the proposed solution did
however not require any external navigation system for
endoscope localization. The 3D surface construction al-
gorithm was based on 2D image registration and on the
reconstruction of 3D points in the coordinate system of
the endoscope camera. However, the proof of concept
of 3D cystoscopy was only partly established in [9]. The
algorithm was not tested using data (2D images and 3D
points) acquired with the structured light principle em-
bedded in a cystoscope. The related data were acquired
for a large baseline (distance between the focal lengths
of the camera and the light projector) of about 150 mm.
This approach was not yet evaluated in the less favor-
able case of small baselines of 2 to 3 mm, like in cys-
toscopy. Furthermore, the image processing algorithm
in [9] needed to be improved. It was based on a registra-
tion step, where the squared difference between image
grey-levels was minimized. This approach is not robust
when textures are weakly contrasted or with high inter-
and intra-patient variability. Such similarity measure is
also not appropriate to the illumination changes occur-
ring in cystoscopic data.
1.3 Objectives
The medical objective of the scanning fiber endoscope
described in [28] was to design a procedure where blad-
der walls can be fully acquired by nurses or ancillary
care providers. This allows for sparing the time of urolo-
gists who can post-operatively review the bladder data.
Such procedure is currently not standard but may be
complementary to the usual examination with flexible
or rigid cystoscopes. In the present paper, we aim to
establish the proof of concept of bladder mosaicing us-
ing 3D cystoscopes based on active vision, which is a
promising approach as shown in [27]. In [28], the dis-
tal tip of the fiber follows a spiral shaped trajectory
and the distance from the optical center to the bladder
wall is in average larger than the acquisition distance
with cystoscopes. This allows for the use of the SfM
approach. This is no longer true with cystoscopy, since
depth disparity is often not guaranteed. Moreover, the
lack of textures (as in the bounding box of Fig. 1) also
complicates SfM approaches, which require robust and
accurate homologous point correspondence between im-
ages. In the present 3D bladder mosaicing feasibility
study, an active vision solution is chosen. As compared
to [27], our goal is to show that a 3D mosaicing algo-
rithm guided by image registration is useful for retriev-
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Fig. 2 Acquisition principle (a) and available data (b) for 3D mosaicing. The acquisition principle is implemented using the
prototype of Section 4. (a) The i-th “projector ray” is shown in green. The corresponding “camera ray” is the black line
originating from point P i,k3D of the surface (intersection of the projector and camera rays) and passing through the optical
center Ock of the camera. P
i,k
2D is the intersection of the camera ray with the plane supporting the acquired image Ik. (b) The
available data are represented for the first and k-th acquisitions. The camera coordinate system {ck} reads (Ock ,−→xck ,−→yck ,−→zck )
and moves together with the prototype. The black line in bold represents the camera focal distance f , calibrated as described
in [10].
ing the endoscope displacement between two acquisi-
tions without using external navigation systems. From
the instrumentation viewpoint, we show that 3D blad-
der mosaicing is feasible by simply modifying standard
cystoscopes. Although the proposed prototype cannot
currently be used in clinical situation, our 3D point
reconstruction approach can be implemented on cysto-
scopes. Furthermore, it was shown that 3D point recon-
struction is accurate enough, even for small baselines of
point triangulation [10,15].
From the image processing viewpoint, we propose
a 3D image mosaicing algorithm for which no assump-
tion has to be made regarding the endoscope trajectory.
The unknown endoscope displacement between consec-
utive image acquisitions is a general combination of a
3D rotation and a 3D translation. Although real-time
mosaicing can be of interest, the computation time is
not the most critical point in urology. As argued in [22,
30], a mosaicing time of some tens of minutes is accept-
able for a second (finer) diagnosis carried out to confirm
or modify the first diagnosis during the real-time visu-
alization of the small FOV video-images. Real-time is
neither a critical factor for lesion follow-up because the
lesion evolution assessment is performed with data from
a cystoscopy scheduled some weeks or months after the
cystoscopy in progress.
The paper is organized as follows. Section 2 intro-
duces the data acquisition principle (for readability rea-
sons, the description of the prototype implementing
this measurement principle is deferred to Section 4).
Section 3 details the 3D mosaicing algorithm. In Sec-
tion 4, the algorithm is tested on phantoms with various
shapes allowing for a validation of the algorithm with
data acquired by the proposed 3D cystoscope proto-
type. In Section 5, simulated data allow for qualitative
evaluation on more realistic bladder data, in terms of
both 3D surface shape and bladder texture. Section 6
exhibits the 3D registration errors obtained for both
synthetic data and data related to the prototype. Con-
cluding remarks and perspectives are given in Section 7.
2 Acquisition principle and available data
The principle of our laser based active vision system is
sketched in Fig. 2(a). The prototype is equipped with
a color camera and a structured laser light projector.
The basic idea is to project laser rays, such as the green
line of Fig. 2(a), onto the bladder epithelial surface.
Construction of extended 3D field of views of the internal bladder wall surface: a proof of concept 5
Then, each projector ray is being reflected by the sur-
face. This generates a so-called “camera ray” (the black
line of Fig. 2(a)) passing through the green laser dots
visible in image Ik. In Fig. 2(a), the quadrangle with
black background corresponds to diffractive optics, i.e.,
holographic binary phase lens, designed to project eight
laser rays. The latter are located on a cone originat-
ing from the projector optical center. Each projector
ray passes through one of the eight white dots of the
diffractive optics. For readability matters, only one ray
is shown in Fig. 2(a).
The calibration procedure in [10] is used to com-
pute the intrinsic and extrinsic camera and projector
parameters. The parameters of the projector ray equa-
tions are computed in the camera coordinate system
(Ock ,
−→xck ,−→yck ,−→zck), referred to as {ck}, with Ock the op-
tical center of the camera. Because the projector and
camera are rigidly fixed together, the equations of the
projector rays in {ck} do not depend on k. The equa-
tions of the camera rays (passing all through Ock) are
also computed in {ck} given the location P i,k2D of the
green dots in image Ik (i stands for the index of the
green dots). The green dots can be easy segmented since
the hue of the bladder is always reddish or orange, see
the real images of Figs. 1 and 2(b). The i-th laser point
on the bladder surface (P i,k3D) is the intersection of the
projector ray with its corresponding camera ray.
The data available for 3D mosaicing are related to
a video-sequence with K frames. Each acquisition k ∈
{1, . . . ,K} corresponds to a cystoscope viewpoint and
yields: (i) an image Ik; (ii) eight laser dots P
i,k
2D =
(xi,k2D, y
i,k
2D)
T given in the coordinate system (OIk ,
−→xIk ,−→yIk) of the plane supporting Ik; (iii) eight laser points
P i,k3D = (x
i,k
3D, y
i,k
3D, z
i,k
3D)
T given in the camera coordi-
nate system {ck} (see Fig. 2(b)). The barrel distortions
in images Ik are corrected using the known intrinsic
camera parameters [10]. The laser rays (i ∈ {1, . . . ,M}
with M = 8) are projected in the periphery of the cir-
cular FOV of the images to minimize the loss of bladder
texture and to allow for diagnosis. Although only eight
P i,k3D points are available per viewpoint, the video acqui-
sition leads to a large number of points overall due to
the high acquisition speed (25 images/s) and the slow
endoscope displacements (some mm/s).
The algorithm proposed in Section 3 aims at plac-
ing all points P i,k3D in a common coordinate system,
and then computing a polygonal mesh representing the
smooth bladder surface, without corners nor sharp edges.
The textures of images Ik will finally be projected onto
the polygonal mesh.
3 Construction of three-dimensional textured
surfaces
The proposed 3D mosaicing method takes as inputs a
set of distortion-corrected images Ik and a set of M = 8
points per viewpoint k. Each P i,k3D point is given in the
local (moving) coordinate system {ck} of the camera.
Moreover, their 2D projections P i,k2D in the k-th image
of the video-sequence (i = 1, . . . ,M) are known as well.
The algorithm for reconstructing the P i,k3D points from
the knowledge of their projections P i,k2D can be found
in [10].
The mosaicing algorithm requires some geometric
prerequisites, which are presented now.
3.1 Geometrical considerations
The first geometrical transformation involves the in-
trinsic camera parameters linking the 3D camera coor-
dinate system {ck} to the 2D image plane coordinate
system (OIk ,
−→xIk ,−→yIk). In (1), the perspective projec-
tion matrix K is fully defined from the knowledge of
the projection (u, v) of the camera optical center in im-
age Ik, the focal length f , and the CCD-sensor size lx
and ly along the
−→xIk and −→yIk axes (see Fig. 2(b)):
[
P i,k2D
1
]
=
1
z i,k3D
KP i,k3D with K =
f/lx 0 u0 f/ly v
0 0 1
 . (1)
The second transformation is a 3D rigid transforma-
tion linking consecutive camera viewpoints. It is param-
eterized by a 3× 4 matrix Tk−1,k3D . Tk−1,k3D is composed
of a 3×3 rotation matrix Rk−1,k and a 3×1 translation
vector Dk−1,k:
Pˆ i,k−13D = T
k−1,k
3D
[
P i,k3D
1
]
, (2)
with
Tk−1,k3D =
[
Rk−1,k Dk−1,k
]
. (3)
The coefficients of the rotation matrix are defined from
the well-known Euler angles, denoted by θk−1,k1 , θ
k−1,k
2
and θk−1,k3 . The so-called “x-convention” is used for
these angles: θk−1,k1 ∈ [0, 2pi] is the angle around the−→zck -axis, θk−1,k2 ∈ [0, pi] is around the new (rotated)−→xck
′
-axis, while θk−1,k3 ∈ [0, 2pi] is around the rotated−→zck
′′
-axis. Superscripts ′ and ′′ respectively refer to the
new location of axes −→xck and −→zck after the first and sec-
ond rotations. The matrix Tk−1,k3D displaces point P
i,k
3D
in {ck} to Pˆ i,k−13D = (xˆi,k−13D , yˆi,k−13D , zˆi,k−13D )T in {ck−1}.
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It is worth noticing that Pˆ i,k−13D are points brought wi-
thin {ck−1} whereas P i,k−13D are “data points” recon-
structed in {ck−1} using the calibration parameters and
the segmented dots P i,k−12D . Thus, P
i,k−1
3D and Pˆ
i,k−1
3D
represent different laser points.
The third relationship required by the proposed me-
thod is a homography linking two consecutive images
Ik and Ik−1. This 2D relationship is established un-
der several working assumptions. First, the distal tip
of the cystoscope is usually close to the inner bladder
epithelium. The FOV being very limited, the surfaces
viewed in the images are usually small and are assumed
to be planar. Second, the bladder is filled by an iso-
tonic saline solution which rigidifies the bladder wall.
The acquisition speed being high (25 image/s) and the
endoscope displacement speed low (some mm/s), we as-
sume that the common surface part viewed in images
Ik−1 and Ik does not warp itself between two consecu-
tive acquisitions. Based on these working assumptions,
the homography is well-suited to model the dependence
between Ik and Ik−1. This choice was practically vali-
dated for numerous algorithms for 2D/2D registration
of bladder images: feature-based methods in [7] (fluores-
cence modality) and [12,28] (white-light modality), the
graph-cut method in [30] and two optical flow methods
in [3,4]. The homography matrix is defined by:
Tk−1,k2D =

αk−1,k cosϕk−1,k︸ ︷︷ ︸
ak−1,k1,1
−sk−1,kx sinϕk−1,k︸ ︷︷ ︸
ak−1,k1,2
tk−1,kx,2D︸ ︷︷ ︸
ak−1,k1,3
sk−1,ky sinϕ
k−1,k︸ ︷︷ ︸
ak−1,k2,1
αk−1,k cosϕk−1,k︸ ︷︷ ︸
ak−1,k2,2
tk−1,ky,2D︸ ︷︷ ︸
ak−1,k2,3
ak−1,k3,1 a
k−1,k
3,2 1

(4)
where the parameters α, ϕ, (sx, sy) and (tx,2D, ty,2D)
respectively denote the scale factor, in-plane rotation,
shearing and 2D translation changes. In the following
and for simplicity reasons, the matrix Tk−1,k2D will be
simply described by means of its coefficients ak−1,kr,s .
Image Ik is registered with Ik−1 when T
k−1,k
2D su-
perimposes homologous points P k2D and P
k−1
2D of both
images, i.e., when[
P k−12D
1
]
=
1
βk−1,k
Tk−1,k2D
[
P k2D
1
]
. (5)
The normalizing factor βk−1,k deduces from the per-
spective parameters ak−1,k3,1 and a
k−1,k
3,2 :
βk−1,k = [ak−1,k3,1 , a
k−1,k
3,2 ]
TP k2D + 1. (6)
Let us stress that (5) is met for all homologous tex-
ture pixels of images Ik and Ik−1 (P k−12D and P
k
2D), but
not for the laser points P i,k2D and P
i,k−1
2D . Indeed, P
i,k
2D
and P i,k−12D are not homologous points because the ac-
tive vision system is moving from viewpoint k − 1 to
viewpoint k. Nevertheless, (5) will be exploited to esti-
mate the parameters of a candidate homographyTk−1,k2D
corresponding to a candidate Tk−1,k3D transformation.
Moreover, the quality of image superimposition will be
assessed based on (5), applied to all homologous texture
pixels of Ik−1 and Ik.
3.2 Consecutive viewpoint registration
3.2.1 Principle of the registration algorithm
Let us define the displaced projected laser points Pˆ i,k−12D
as the 2D projections of the laser points P i,k3D , displaced
from {ck} to {ck−1}. Combining (1) and (2) yields:[
Pˆ i,k−12D
1
]
=
1
zˆi,k−13D
KTk−1,k3D
[
P i,k3D
1
]
. (7)
Now, consider an ideal (and searched) Tk−1,k3D trans-
formation, whose related homography Tk−1,k2D superim-
poses the pixels of Ik and their homologous pixels in
Ik−1. Such T
k−1,k
2D transformation not only superim-
poses homologous texture pixels, but also relates each
laser point P i,k2D to its displaced instance Pˆ
i,k−1
2D :[
Pˆ i,k−12D
1
]
=
1
βk−1,ki
Tk−1,k2D
[
P i,k2D
1
]
, (8)
where the factor βk−1,k appearing in (5) has been re-
placed by βk−1,ki to stress the dependence upon i. Com-
bining (7) and (8) yields:
1
βk−1,ki
T k−1,k2D
[
P i,k2D
1
]
=
1
zˆ i,k−13D
K Tk−1,k3D
[
P i,k3D
1
]
(9)
which involves the 2D and 3D laser points related to
viewpoint k only.
For a given candidate Tk−1,k3D , zˆ
i,k−1
3D is known from
the last equation of (7) and the knowledge of P i,k3D . Sim-
ilarly, βk−1,ki can be deduced from T
k−1,k
2D using (6).
Therefore, Tk−1,k3D and T
k−1,k
2D are the only unknowns
in (9). As we will see, Tk−1,k2D can actually be deduced
from Tk−1,k3D and the knowledge of the laser points.
The proposed registration scheme is designed in such
a way that some similarity measure (to be detailed)
between both images Ik and Ik−1 is maximized with
respect to the Tk−1,k3D parameters under the constraint
formulated in (9). Each iteration of the optimization
algorithm includes four steps related to the update and
evaluation of the candidate Tk−1,k3D :
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1. Update the rigid transformation Tk−1,k3D .
2. Compute matrix Tk−1,k2D induced by T
k−1,k
3D using
(9) and the location of theM laser points (P i,k3D , P
i,k
2D).
3. Superimpose Ik−1 with T
k−1,k
2D (Ik), which denotes
the transformation of image Ik using the computed
homography Tk−1,k2D ; see (5).
4. Evaluate the similarity measure between images Ik−1
and Tk−1,k2D (Ik) (the pixels of both images corre-
sponding to laser dots are not taken into account).
This process terminates when the similarity measure
between the registered images is maximal. This algo-
rithm simultaneously provides the homography Tk−1,k2D
and the rigid transformation Tk−1,k3D linking {ck} to
{ck−1}. Hereafter, we detail how Tk−1,k2D is computed
from Tk−1,k3D . Then, we define the similarity measure
used for assessing the 2D image superimposition qual-
ity. Finally, an overview of the optimization algorithm
is given (Algorithm 1).
3.2.2 Matrix relationship between Tk−1,k2D and T
k−1,k
3D
For a point correspondence (P i,k3D , P
i,k
2D), (9) is a system
of three equations. Rearranging the first two equations
and replacing βk−1,ki and zˆ
i,k−1
3D by their expressions,
we obtain:
Tk−1,k
2D,1·
P i,k2D
1

Tk−1,k
2D,3·
P i,k2D
1
 =
K1· Tk−1,k3D
P i,k3D
1

Tk−1,k
3D,3·
P i,k3D
1

Tk−1,k
2D,2·
P i,k2D
1

Tk−1,k
2D,3·
P i,k2D
1
 =
K2· Tk−1,k3D
P i,k3D
1

Tk−1,k
3D,3·
P i,k3D
1

(10)
where the subscripts 1·, 2· and 3· respectively index
the first, second and third matrix rows and all column
indices. Denoting by ck−1,k1,i and c
k−1,k
2,i the right-hand
sides in (10), (10) rewrites:
Tk−1,k2D,1·
[
P i,k2D
1
]
= ck−1,k1,i T
k−1,k
2D,3·
[
P i,k2D
1
]
Tk−1,k2D,2·
[
P i,k2D
1
]
= ck−1,k2,i T
k−1,k
2D,3·
[
P i,k2D
1
] (11)
with
ck−1,k1,i =
(
K1· Tk−1,k3D
[
P i,k3D
1
])
/
(
Tk−1,k3D,3·
[
P i,k3D
1
])
ck−1,k2,i =
(
K2· Tk−1,k3D
[
P i,k3D
1
])
/
(
Tk−1,k3D,3·
[
P i,k3D
1
])
Replacing the points P i,k3D and P
i,k
2D by their coordinates,
(11) yields a linear system of two equations involving
the coefficients ak−1,kr,s in (4):
xi,k2Da
k−1,k
1,1 + y
i,k
2Da
k−1,k
1,2 + a
k−1,k
1,3 − . . .
ck−1,k1,i x
i,k
2Da
k−1,k
3,1 − ck−1,k1,i yi,k2Dak−1,k3,2 = ck−1,k1,i
xi,k2Da
k−1,k
2,1 + y
i,k
2Da
k−1,k
2,2 + a
k−1,k
2,3 − . . .
ck−1,k2,i x
i,k
2Da
k−1,k
3,1 − ck−1,k2,i yi,k2Dak−1,k3,2 = ck−1,k2,i
(12)
Both equations are valid for all laser points P i,k3D of view-
point k. This yields a linear system of 2M equations
with eight unknown parameters ak−1,kr,s related to trans-
formation Tk−1,k2D : see (13). For our prototype, M = 8,
so (13) is an over-determined system of 16 equations.
Notice that when M ≥ 4, the homography Tk−1,k2D in-
duced by Tk−1,k3D is unique since there are 2M ≥ 8 equa-
tions in (13).
3.2.3 Similarity measure between Ik−1 and T
k−1,k
2D (Ik)
The homography Tk−1,k2D determined with (13) is now
used to superimpose image Ik on Ik−1. The hue be-
ing constant in bladder images [22], the pixel values
of Ik and Ik−1 are converted into grey-levels for the

x1,k2D y
1,k
2D 1 0 0 0 −ck−1,k1,1 x1,k2D −ck−1,k1,1 y1,k2D
0 0 0 x1,k2D y
1,k
2D 1 −ck−1,k2,1 x1,k2D −ck−1,k2,1 y1,k2D
...
...
...
...
...
...
...
...
xM,k2D y
M,k
2D 1 0 0 0 −ck−1,k1,M xM,k2D −ck−1,k1,M yM,k2D
0 0 0 xM,k2D y
M,k
2D 1 −ck−1,k2,M xM,k2D −ck−1,k2,M yM,k2D


ak−1,k1,1
ak−1,k1,2
ak−1,k1,3
ak−1,k2,1
ak−1,k2,2
ak−1,k2,3
ak−1,k3,1
ak−1,k3,2

=

ck−1,k1,1
ck−1,k2,1
...
ck−1,k1,M
ck−1,k2,M

(13)
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Algorithm 1: Data registration of viewpoints k and k − 1.
Input:
– Source image Ik and target image Ik−1.
– M laser points of viewpoint k given in 3D and 2D: {P i,k3D, P i,k2D}|i∈{1,...,M}.
– Initial simplex given in (16), and related similarity values ε(Ve), e ∈ {1, . . . , 7}.
Output: Geometrical transformation linking viewpoints k and k − 1:
– homography matrix Tk−1,k2D .
– translation vector Dk−1,k and angles θk−1,k1 , θ
k−1,k
2 and θ
k−1,k
3 induced by the estimated 3× 4 rigid transformation
matrix Tk−1,k3D .
repeat
Step 1: Replace the vertex of smallest ε(Ve) value by a new vertex according to the symmetry rules of the simplex
algorithm. Then, update the entries of Tk−1,k3D (see (3)) from the knowledge of θ
k−1,k
1 , θ
k−1,k
2 , θ
k−1,k
3 , and of the 3D
translation vector Dk−1,k for the new vertex;
Step 2: Given (13) and the M points (P i,k3D, P
i,k
2D), compute the 8 parameters of the homography T
k−1,k
2D induced by
the rigid transformation Tk−1,k3D determined in Step 1;
Step 3: Superimpose Ik on Ik−1 using (5) and the homography T
k−1,k
2D obtained in step 2;
Step 4: For the new vertex, assess the registration quality ε(Ve) using (15) and the images superimposed in step 3;
until the variation of the simplex volume leads to a mean displacement value of Ik on Ik−1 < 0.1 pixel ;
Store the six parameters of the vertex having the largest ε(Ve) value in Dk−1,k, θk−1,k1 , θ
k−1,k
2 , and θ
k−1,k
3 ;
Fill matrix Tk−1,k3D with the rigid transformation parameters computed from D
k−1,k, θk−1,k1 , θ
k−1,k
2 , and θ
k−1,k
3 : see (3);
Fill matrix Tk−1,k2D with the homography parameters corresponding to T
k−1,k
3D .
registration step. As shown in [17], homologous fea-
tures cannot be systematically extracted from the im-
ages due to blur, weak textures or lacking textures in
some image parts. Therefore, iconic data are directly
used to measure the similarity of the overlapping parts
of Ik and Ik−1. The mutual information, denoted by
MI(Ik−1,Tk−1,k2D (Ik)), is a robust similarity measure
[26] which was successfully used for 2D bladder image
mosaicing [22]. This statistical measure is notably ro-
bust since it is computed with the whole pixels of the
common regions of the superimposed images. The mu-
tual information is defined from the grey-level entropies
H(Ik−1) and H(Tk−1,k2D (Ik)) and the joint grey-level en-
tropy HJ(Ik−1,Tk−1,k2D (Ik)) of source image Ik and tar-
get image Ik−1:
MI
(
Ik−1,T
k−1,k
2D (Ik)
)
= H(Ik−1) +
H(Tk−1,k2D (Ik))−HJ(Ik−1,Tk−1,k2D (Ik)) (14)
with
H(Ik−1) = −
∑
zk−1
p(zk−1) log p(zk−1)
H(Tk−1,k2D (Ik)) = −
∑
zk
p(zk) log p(zk)
HJ(Ik−1,Tk−1,k2D (Ik)) =
−
∑
zk−1
∑
zk
pJ(zk−1, zk) log pJ(zk−1, zk).
The grey-levels zk−1 and zk range in [0, 255] because im-
ages are single-byte encoded. p(zk−1) and p(zk) are the
probability density functions of the overlapping parts of
images Ik−1 and T
k−1,k
2D (Ik) whereas pJ(zk−1, zk) is a
joint probability density function. The mutual informa-
tion is maximal when both images are registered, i.e.,
when Ik−1 is statistically correlated with T
k−1,k
2D (Ik).
3.2.4 Registration algorithm
The mutual information is maximized with respect to
the rotation angles θk−1,k1 , θ
k−1,k
2 , θ
k−1,k
3 and the trans-
lation parameter Dk−1,k appearing in (3). The opti-
mization task is done using the simplex algorithm [24]
since the cost function (14) is non-differentiable. Be-
cause there are six unknowns, the simplex is composed
of seven vertices Ve (with e ∈ {1, . . . , 7}) lying in R6.
The similarity measure
ε(Ve) =MI(Ik−1,Tk−1,k2D (Ik)) (15)
is computed for each vertex Ve, where the T
k−1,k
2D ma-
trix deduces from Ve as detailed in § 3.2.2. At each iter-
ation, the vertex of smallest ε(Ve) value is replaced by
a new vertex whose location in the parameter space is
computed with the simplex symmetry rules. The angles
and translations associated to the new vertex are used
to determine the rigid transformation matrix, compute
the related homography matrix, and then measure the
image registration quality using (15). By repeating this
process, the simplex vertices gradually converge towards
the maximizer of (14). The optimization principle is
detailed in Algorithm 1. The initial simplex size is ex-
perimentally set relative to the 25 images/s acquisi-
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tion rate and the low cystoscope speed, leading to sub-
millimetric translations and to rotations smaller than
1◦ between two acquisitions. The universal initial sim-
plex is built with 0.3 mm translations and 0.4◦ rotation
values:
V1 = [ 0 0 0 0 0 0 ]
V2 = [ 0.3 0 0 0 0 0 ]
V3 = [ 0 0.3 0 0 0 0 ]
V4 = [ 0 0 0.3 0 0 0 ]
V5 = [ 0 0 0 0.4 0 0 ]
V6 = [ 0 0 0 0 0.4 0 ]
V7 = [ 0 0 0 0 0 0.4 ]
(16)
Each vertex gathers the three translation parameters
(first three entries in D), and then θ1, θ2 and θ3. The
iterative process of Algorithm 1 is stopped when the
mean displacement of the corners of image Ik (displaced
in the Ik−1 domain) becomes smaller than 0.1 pixel.
When the optimization task is completed, the geomet-
rical links between consecutive coordinate systems {ck}
and {ck−1} and consecutive images (Ik, Ik−1) are fully
defined by Tk−1,k3D and T
k−1,k
2D , respectively.
3.3 Data mosaicing
The 3D laser points from all viewpoints k have to be
expressed in a common coordinate system. Choosing
the camera coordinate system of the first acquisition,
the points of viewpoint k are displaced from {ck} to
{c1} using the “global” (g) transformation matrix:
Tk,g3D =
k∏
j=2
Tj−1,j3D = T
1,2
3D ×T2,33D × . . .×Tk−1,k3D . (17)
The whole set of points in {c1} is then exploited to
compute a 3D mesh with triangular faces representing
the bladder surface [20]. Finally, the textures of images
Ik can be projected onto the 3D mesh. Specifically, the
color of each triangular face in the 3D mesh is obtained
by copying the color of the pixel in the first image of
the video in which the triangular face can be seen. This
simple choice could be improved using more involved
strategies in order to reduce possible texture disconti-
nuities in the 3D mosaic or to smooth the 3D surface by
thin-plate interpolation. See e.g., [29] in the 2D case.
Similar to the 3D case, a 2D mosaic is built by tak-
ing the coordinate system of the first image as reference
and using the global 2D matrices:
Tk,g2D =
k∏
j=2
Tj−1,j2D = T
1,2
2D ×T2,32D × . . .×Tk−1,k2D . (18)
It has to be noticed that the green laser points cover
a small surface in the images and are easy to segment
since a simple thresholding of the H (hue) component in
the HSV color space robustly separates the green laser
points from the reddish or orange bladder epithelium
pixels (see [16] for a detailed description of the HSV
color space family). Since images Ik and Ik−1 include
large common scene parts, the missing bladder textures
in Ik−1 can be replaced in the mosaic by the homologous
texture pixels of Ik. The correspondence between pixel
textures hidden by laser dots in image Ik−1 and the
corresponding visible texture pixels in image Ik is given
by homography T k−1,k2D . This correspondence is used to
build 2D and 3D mosaics without laser dot pixels.
4 Quantitative results for prototype data
The goal of this section is to validate on real data that
the mosaicing approach of Section 3 indeed leads to co-
herent surface construction results. To do so, an active
vision prototype is first proposed. Then, 3D mosaicing
results are presented for data acquired with the proto-
type using three real phantoms, on which pig bladder
texture images were stuck. This allows for a first quan-
titative assessment of the mosaicing accuracy based on
ground truths. As mentioned before, our prototype can-
not be used in clinical situations yet. It was rather de-
signed for validation of the structured-light approach
in combination with a cystoscope and to show the fea-
sibility of 3D cartography. The applicability to clinical
situations will be further discussed in Sections 5 and
7 together with complementary tests on realistic simu-
lated data.
4.1 Prototype and test phantom description
Our active vision prototype is illustrated in Fig. 3. The
acquisition channel consists of a Karl Storz cystoscope,
and the image sequences are acquired with a Basler
scout model camera. The image resolution is 768 ×
576 pixels. The diffractive lens is fixed nearby the wide
FOV lens of the cystoscope distal tip. The principle of
the laser ray projection is sketched in Fig. 3(a). This
prototype uses the triangulation principle described in
Section 2 and has a geometry equivalent to that of
Fig. 2(a). The baseline (distance between the camera
and projector optical centers, see Fig. 3(a)) available
for triangulation is about 3 mm. The laser projector
wavelength is equal to 520 nm, and the 10 mW power
should be adapted for further clinical deployment.
High resolution images of an incised and flattened
pig bladder were acquired to simulate human bladder
textures (see Fig. 4(b)). The images were printed on
paper sheets and stuck on surfaces with various shapes.
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CCD Camera
Laser source
Cystoscope
Mirror
Mirror
Diffractive lens
Wide FOV lens
Cylindrical tube
Wide FOV lens
3 mm
(a)
Laser source
CCD camera
Screws for mirror 1 orientation
Screw for mirror 2 orientation
(b)
Fig. 3 Active vision prototype. (a) Principle of the structured-light prototype. The trajectory of the beam emitted by the
laser source is precisely controlled by two mirrors. The adjustable mirror orientations ensure that the laser beam falls on the
center of the diffractive lens. This lens projects eight laser rays onto the scene. The laser wavelength and power were set to 532
nm and 10 mW. The green color allows us to have a good contrast between the image textures and the green laser points. The
10 mW power was actually much too strong, therefore optical attenuators were used. The triangulation principle is sketched in
Fig. 2 and described in Section 2. The prototype (camera and projector) was calibrated using the generic method described in
[10]. (b) Prototype corresponding to the sketch in (a). Mirrors 1 and 2 are fixed onto planar metal supports. The orientation
of the planar supports is precisely set using three screws. The planar support and two screws are not visible for mirror 2.
(a) (b) (c)
Fig. 4 Three real phantoms. The planar phantom (a) is used to assess the accuracy of the 3D registration algorithm. The
half cylinder (b) and wave (c) phantoms allow us to evaluate the ability of the registration method to construct convex and
nonconvex surface parts, respectively.
First, the planar surface of Fig. 4(a) is used to test the
3D mosaicing algorithm. Here, the underlying assump-
tion in the proposed algorithm is perfectly fulfilled: the
surfaces viewed in consecutive images are planar. Then,
the half cylinder of Fig. 4(b) is used to simulate a con-
vex surface. The half cylinder has a radius of 35 mm
and allows for simulating a plausible bladder curvature
in the direction orthogonal to the main cylinder axis (a
non-warped bladder can be approximately thought of
as an ellipsoid with a major axis from 80 to 100 mm and
minor axes from 30 to 40 mm). The bladder is in contact
with other organs is often warped. In this case, the sur-
face includes concave parts due to troughs in the organ
wall. As shown in Fig. 4(c), a wave phantom was built
to simulate warped bladder parts with troughs between
waves. The length of the wave (a period of the phan-
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Fig. 5 Plane construction results. Bottom: 2D mosaic. The green arrows refer to the 8 laser point displacements (constant trans-
lation, no rotation) throughout image acquisition. Center: 3D points placed in the common coordinate system (Oc1 ,
−→xc1 ,−→yc1 ,−→zc1).
Top: related mesh with triangular faces on which the 2D mosaic image can be projected.
tom) is 40 mm and the wave depth (from the trough
to the crest of the wave) is 20 mm. This phantom sim-
ulates extreme situations since consecutive troughs of
large magnitude never arise in practice. All phantoms
are positioned and displaced relative to the endoscope
prototype using a micrometric positioning table to gen-
erate ground truth 3D transformations.
4.2 Point reconstruction accuracy and surface
construction results
Once the prototype has been calibrated with the method
described in [10], 3D point reconstruction is performed
in the local camera coordinate system {ck}, and M = 8
P i,k3D points are then available per viewpoint k.
In order to evaluate the laser point reconstruction
accuracy, a first data acquisition was carried out using
the wave phantom. The cystoscope axis was held or-
thogonal to the translation plane and K = 200 images
were acquired with 1 mm translation steps. The range of
zck -values that were found (in between 20 and 40 mm)
for the P i,k3D points matches the wave height, equal to 20
mm. It was further verified that for prototype distal tip-
to-surface distances ranging from some millimeters to
5 centimeters, the average reconstruction error on the
zck coordinate (depth) is close to 0.5 mm and remains
submillimetric for all points. When normalizing this 3D
reconstruction error by the tip-to-surface distance, the
errors are always lower than 3 %. This accuracy is by far
sufficient for bladder surface mosaicing since the con-
structed surface shape must only be representative of
the organ wall (a precise dimensional measure does not
make sense in urology).
In the following surface construction tests and with-
out loss of generality, the phantoms were displaced in
front of the fixed prototype. This is in contrast with
the setup of Section 3, where the instrument is mov-
ing inside the organ. However, it is easy to see that the
proposed mosaicing algorithm remains valid and un-
changed in both settings whatever the moving object
(surface or instrument). The simultaneous 2D and 3D
data mosaicing results are illustrated in Fig. 5 for the
planar phantom. Here, 100 images were acquired for 99
constant translations of 0.3 mm (with the three com-
ponents of Dk−1,k different from 0) and without 3D
rotations. Thus, the magnitude of 3D displacements is
equal to:
‖Dk−1,k‖ = 0.3 (19)
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Fig. 6 Wave construction results. Center: 3D points placed in the common camera coordinate system (Oc1 ,
−→xc1 ,−→yc1 ,−→zc1) and
representing 2.5 wave periods in the phantom of Fig. 4(c). Top: mesh surface reconstructed from the first 100 acquisitions
(zoom in rectangle). Bottom: textured surface corresponding to the first 100 acquisitions. The cystoscope prototype is roughly
oriented along the −→zc1 axis. The local phantom surface corresponding to the left edge of the zoom in rectangle is the most
distant from the camera in contrast with the local surface related to the right edge.
where ‖ . ‖ stands for the Euclidean norm.
The average translation magnitude and standard
deviation computed with the registration algorithm for
the 99 consecutive image pairs are 0.27 ± 0.015 mm,
whereas the angles θk−1,k1 , θ
k−1,k
2 and θ
k−1,k
3 indeed
tend towards 0◦. So, the average magnitude of displace-
ment is slightly underestimated with respect to the ground
truth (0.3 mm), whereas the 0.015 mm standard devia-
tion value is very low. These results are a first indication
that the nature (translation) of the displacement can
be successfully determined using the registration algo-
rithm. Fig. 5 confirms that accurate results are obtained
for the planar phantom. The 2D mosaic built from the
estimated Tk−1,k2D homographies is visually coherent,
i.e., without texture discontinuities between images. In
the textured image of Fig. 5, the green arrows represent
the trajectory of the eight laser points throughout the
video-image acquisition. As could be expected, these
trajectories are affine because the camera movement is
a pure translation. The 3D points, placed in the com-
mon coordinate system {c1}, all lie on a plane. The
constructed mesh with triangular faces is displayed in
the top image of Fig. 5.
In the following surface construction tests, we aim
to address a case where the geometrical link between
the surfaces in the FOV of two images is not exactly
an homography (working assumption of the 3D regis-
tration algorithm) since the local surfaces are not pla-
nar anymore. The data of Fig. 6 were acquired for the
wave phantom with the same displacements as before:
acquisition of K = 360 images for 359 constant trans-
lations of 0.3 mm and without any rotation. For this
phantom, the local surface orientation with respect to
the cystoscope optical axis strongly varies throughout
the sequence. To quantify the algorithm accuracy, we
used again criterion (19). The average magnitude of
the 3D translations computed with the registration al-
gorithm for consecutive image pairs is 0.29± 0.03 mm,
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(a) (b)
Fig. 7 Half cylinder reconstruction results. (a) 3D points placed in the global coordinate system {c1}. Their locations are
consistent with the trajectories sketched in green on the half cylinder phantom (b). Each green curve represents the trajectory
of two very close laser points.
and θk−1,k1 = θ
k−1,k
2 = θ
k−1,k
3 ≈ 0◦. The magnitude of
translations (0.29 mm) is very close to the true average
displacement (0.3 mm) whereas the related standard
deviation (0.03 mm) remains very close to the ideal zero
value. These results show that the translation of the
cystoscope prototype can be successfully determined for
non-planar surfaces and for varying angles between the
local surface and the cystoscope optical axis. The vari-
ation of this angle combined with changes of phantom-
to-camera distances (see Fig. 6) impact the perspective
(ak−1,k3,1 and a
k−1,k
3,2 ), shearing (s
k−1,k
x and s
k−1,k
y ), and
scale (αk−1,k) parameters, see (4).
The blue points in Fig. 6 represent again the 3D
laser points placed in the common coordinate system
(Oc1 ,
−→xc1 ,−→yc1 ,−→zc1). The 360 viewpoints correspond to
2.5 wave periods, i.e., a length of 100 mm. Qualita-
tively, the global surface indeed corresponds to waves
although after 1.5 wave period, the wave surface bends
itself instead of remaining straight. However, the results
are satisfactory since a wave period represents an organ
pushing against the bladder (e.g., a trough), and two
or three consecutive troughs are an extreme situation
never arising for cystoscopic data.
In Fig. 7, the cystoscope prototype was approxi-
mately held at a 30 mm distance from the half cylin-
der surface (of radius 190 mm) during the acquisition
of 130 images. The surface covered by the cystoscope
corresponds to a circular arc of aperture 130◦. The dis-
placements between consecutive acquisitions k − 1 and
k mainly consist of 1◦ rotations around −→xc1 combined
with small translations and rotations around −→yc1 and−→zc1 . Fig. 7 shows that the reconstructed points indeed
lay on a cylindrical surface. The depth of the cylin-
der part was used to quantify the surface construction
accuracy. Ideally, the dashed line in Fig. 7(a) should
circumscribe an arc of aperture 130◦. The real depth
of the cylinder part corresponding to the 130◦ phan-
tom aperture is 25 mm, whereas the depth computed
from the reconstructed data is 21 mm. This error does
not alter the visual quality of the surface representa-
tion: the phantom shape is indeed cylindrical and no
dimensional analysis is required.
4.3 Overview of the results related to prototype data
The results obtained so far are a first validation that the
prototype displacement (i.e., the displacement of the
camera coordinate system in between two acquisitions)
can be recovered using only the video-image and 8 laser
points per acquisition. Indeed, for both phantom types,
the deviation of the estimated 3D displacement from
the ground truth is small.
- Local surface planarity. Planarity is one of the
main differences between the plane and wave phan-
toms. Indeed, the planar assumption (made for reg-
istering two images using an homography) is not ful-
filled anymore for the surface parts of the wave. We
found that the camera displacements were computed
with similar accuracy for both planar and non-planar
surfaces. It was already proved in the frame of 2D blad-
der mosaicing that image registration with homogra-
phies is accurate even for regions where the bladder is
non-planar [30] or contains lesions such as polyps [17].
The results of § 4.2 indicate that homographies linking
2D images are appropriate as well for 3D mosaicing.
- 3D point reconstruction accuracy. Inaccurate 3D
laser point reconstruction impacts the precision of 3D
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camera displacement estimation. The results obtained
with real phantoms show that 3D point reconstruction
is accurate enough to enable camera motion assessment
and 3D mosaicing, even for active vision prototypes
having small baselines (3 mm here).
- Cystoscope axis orientation. For tests with wave
phantoms, the angle between the cystoscope optical
axis and the normal to the local surface is varying: at
extreme points (points of minimum or maximum depth)
of the wave, the angles are small (≈ 0◦), whereas for
medium points, their value is maximum (45◦). The ac-
curacy of the reconstructed camera displacement is not
strongly impacted by the variation of angles.
The tests with the plane and wave phantoms in-
volved 3D translations, whereas the viewpoint changes
arising in the half-cylinder experiment combined both
rotations and translations. In the latter case, no ground
truth displacements were available. However, the cylin-
der depth that was estimated for an 130◦ aperture shows
that the surface shape can be accurately recovered.
In all tests, images were acquired for a distal tip-
to-surface distance ranging from 10 to 40 mm and for
surface areas of one to several square centimetres. These
dimensions are consistent with real bladder image ac-
quisitions in terms of acquisition distance variation and
size of the area viewed in images. For this distance in-
terval, the laser points were systematically visible in the
images, and their position could then be reconstructed
in the camera coordinate system.
5 Results for realistic simulated data
The results presented so far are a first validation of the
feasibility of 3D bladder mosaicing. However, similar to
the contributions of Soper et al [28] and Shevchenko
et al [27], the method was not tested on patient data
(our active vision prototype was not built for patient
data acquisition at this stage). In this section, realistic
bladder data are simulated to perform complementary
mosaicing tests. Not only the bladder volume and tex-
ture are closer to human data, but also the simulated
endoscope trajectory can be controlled to reproduce all
types of cystoscope displacements.
5.1 Simulation of textured bladder data
To simulate a more realistic bladder shape, we consid-
ered a (convex) oval volume whose width, height and
depth are equal to 110, 100, and 70 mm, respectively
(the standard capacity/volume of the bladder ranges in
between 400 and 600 ml). The ovoid was then locally de-
formed to create a nonconvex surface part. This surface,
Fig. 8 Simulated bladder volume and simulation of video se-
quence acquisition with known 3D endoscope displacements.
The cone corresponds to the field of view of the camera for
one viewpoint. The green dashed curve refers to the trajec-
tory of the virtual cystoscope. The simulated video sequence
then contains images related to both convex and nonconvex
parts of the virtual bladder.
illustrated in Fig. 8, was defined in agreement with the
Institut de Cance´rologie de Lorraine. Human bladder
textures were extracted from large FOV mosaics built
using 2D mosaicing algorithms [22,30]. Three such mo-
saics were considered (see Fig. 1) and mapped on the
inner wall of the simulated 3D bladder surface.
Blender (a 3D graphics modeling and rendering soft-
ware [13]) was used to simulate the camera and the laser
projector while reproducing the geometrical configura-
tion of our prototype. Such 3D representation can be
found in Fig. 8. Both camera and laser projector pa-
rameters (calibrated using [10]) are handled. Moreover,
Blender allows us to simulate complex cystoscope tra-
jectories combining rotations and translations. Similar
to clinical examinations, the distance between the cys-
toscope distal tip and the surface is changing. The re-
sulting area seen in images varies from 1 to a few square
centimeters. Fig. 9 displays a sample of the simulated
video-sequences obtained for each of the three numeri-
cal phantoms using the 3D surface of Fig. 8. Each image
sequence includes 120 images and covers 24 cm2 of the
phantom surface. Importantly, the texture variability is
large from one video-sequence to another.
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(a) (b) (c)
Fig. 9 Extraction of an image from each of the three simulated video-sequences. (a) Image with weakly contrasted texture.
(b) Image with highly contrasted vessels. (c) Image with blurry texture.
(a) (b) (c)
(d) (e) (f)
Fig. 10 Results obtained for the three numerical phantoms related to Fig. 9(a,b,c). Top: constructed 3D point cloud (in
black) and cystoscope trajectory (magenta curve). The point cloud is displayed along with the ground truth surfaces (grey
mesh) to visually assess their overlapping quality. The green dashed curve refers to the ground truth cystoscope trajectory. For
readability reasons, the meshed surface generated from the reconstructed 3D points is not shown. Bottom: 3D reconstructed
mosaics seen from above (for improved readability).
5.2 Surface construction results for the simulated data
The proposed 3D mosaicing method was applied to
the three simulated data sequences. Fig. 10(a,b,c) dis-
plays the cloud of reconstructed points P i,k3D for each
sequence in the common coordinate system {c1} to-
gether with the trajectory of the optical center of the
cystoscope prototype (the computed trajectory appears
in magenta). The textured surfaces generated from the
cloud of 3D points can be found in Fig. 10(d,e,f).
The surface construction accuracy is assessed by
computing the average Euclidean distance between the
reconstructed 3D points in {c1} and their ground truth
locations on the phantom surface. These distances are
ideally equal to 0. The numerical errors obtained for
the three phantoms are 0.79±0.34 mm, 0.78±0.33 mm,
and 0.80±0.34 mm, respectively. On Fig. 10, it is no-
ticeable that the shape of the reconstructed surface part
(containing the black points) is visually consistent with
that of the true surface (grey mesh). The mean error is
small (< 1 mm), confirming that the reconstructed ex-
tended FOV surfaces remain accurate for both convex
and nonconvex surface parts.
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Phantom Planar phantom Wave phantom First numerical Second numerical Third numerical
type (Fig. 5) (Fig. 6) phantom (Fig. 10(a)) phantom (Fig. 10(b)) phantom (Fig. 10(c))
Mean k−1,k3D 0.016±0.002 0.05±0.01 0.021± 0.0023 0.023± 0.0025 0.023±0.0027
Mean k−1,k2D 0.30±0.29 0.85±0.8 0.40±0.39 0.42±0.37 0.43±0.39
Table 1 Registration errors for five phantoms. The mean (over k) and standard deviation (mean± std) of criteria k−1,k3D and
k−1,k2D are in millimetres and pixels, respectively.
5.3 Discussion on the simulated data results
Several conclusions can be drawn. First, the bladder
surface of Fig. 8 was accurately constructed for video-
sequences containing various human textures. Second,
the average 3D error remains small (less than 1 mm)
in all cases. The proposed algorithm was also able to
deal with the pig bladder textures (shown in Section 4),
which is another indication of its robustness against
bladder texture variations. The use of mutual informa-
tion as a similarity measure is the main reason behind
this robustness.
For long video sequences, it may occur that the 3D
points P i,k3D substantially diverge from the ground truth
surface. This is due to the accumulation of 3D regis-
tration errors over the sequence. Error accumulation is
a common issue when 2D or 3D transformations be-
tween consecutive frames are sequentially estimated.
This problem was already encountered for 2D mosaic-
ing algorithms, and efficient solutions were proposed,
based on a global texture discontinuity correction over
the processed image sequence [30].
6 Assessment of registration accuracy
The quantitative results of Sections 4.2 and 5.2 are re-
spectively related to the accuracy of the endoscope dis-
placement and surface estimation. This section focusses
on the registration accuracy between viewpoints.
6.1 Registration accuracy criteria
In (20), k−1,k3D defines the 3D registration error compu-
ted with the known ground truth transformationTk−1,k3D,gt
and the transformation Tk−1,k3D estimated with the pro-
posed registration algorithm. Criterion k−1,k3D computes
the mean Euclidean distance in millimetres between the
exact and estimated locations of points P k,i3D , displaced
in the coordinate system {ck−1} of viewpoint k − 1:
k−1,k3D =
1
N
N∑
i=1
∥∥∥Pˆ i,k−13D,gt − Pˆ i,k−13D ∥∥∥ (20)
where the displaced locations are respectively denoted
by Pˆ i,k−13D,gt and Pˆ
i,k−1
3D . They are computed from Pˆ
i,k
3D
using the ground truth and estimated transformations
Tk−1,k3D,gt and T
k−1,k
3D ; see (2). Ideally, 
k−1,k
3D equals 0.
Similarly, in (21), criterion k−1,k2D computes the mean
Euclidean distance in pixels between the projections
in image Ik−1 of the displaced 3D points Pˆ
i,k−1
3D,gt and
Pˆ i,k−13D :
k−1,k2D =
1
N
N∑
i=1
∥∥∥∥∥ 1zˆi,k−13D,gtKPˆ i,k−13D,gt − 1zˆi,k−13D KPˆ i,k−13D
∥∥∥∥∥ (21)
KPˆ i,k−13D,gt/zˆ
i,k−1
3D,gt and KPˆ
i,k−1
3D /zˆ
i,k−1
3D gather the coordi-
nates in pixel unit of the ground truth and estimated
point locations, where K is the projective matrix cod-
ing for the intrinsic camera parameters; see (1). Ideally,
k−1,k2D also equals 0.
6.2 Registration results and accuracy discussion
Table 1 gives the registration errors, i.e., the mean and
standard deviation of the k−1,k3D and 
k−1,k
2D values com-
puted with the data of viewpoint pairs (k − 1, k) for
five phantoms.
The results obtained for the planar phantom corre-
spond to the inherent accuracy of the algorithm (best
possible registration results obtained with the planarity
assumption perfectly fulfilled). The mean (0.016 mm)
and standard deviation (0.003 mm) of the k−1,k3D values
show that in such ideal situation, the 3D registration
errors between viewpoints are indeed very small. The
2D sub-pixel registration error is k−1,k2D = 0.30 ± 0.29
pixels for the planar phantom.
The planarity assumption is not fulfilled for the wave
phantom: the field of view of the images is wide and vi-
sualizes large wave parts whose surfaces strongly devi-
ate from a planar shape. In such an extreme situation,
the mean registration error remains small (0.05 mm).
Due to these small 3D registration errors, the surface
in Fig. 6 has a correct global wave shape. Moreover,
when scanning the wave surface, the angle between the
3D cystoscope prototype and the normal to the local
surface takes values ranging in the whole interval [0-
45] degrees. The small standard deviation of criterion
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k−1,k3D (0.01 mm) indicates that the registration algo-
rithm is robust towards changes of viewing angle. The
mean of the 2D registration error (0.85 pixels) remains
also small.
The 2D and 3D registration errors are quite close for
all three numerical phantoms. The unique difference in
the three numerical phantoms was the human bladder
texture used for the data acquisition simulations (the
surface shape and cystoscope trajectory was the same
for all simulations). These results show that the reg-
istration algorithm is robust towards human bladder
texture variability (the mutual information based sim-
ilarity measure systematically led to comparable regis-
tration accuracy).
The k−1,k3D errors measured for the simulated phan-
toms are always larger than the k−1,k3D score obtained
for the planar phantom (most favorable situation) and
smaller than the k−1,k3D score for the wave phantom
(most difficult situation). This is consistent with the
fact that the phantom of Fig. 5 is exactly planar, the
wave phantom is highly non-planar, whereas the degree
of planarity of the numerical phantoms is intermediate.
We would like to stress that the k−1,k3D and 
k−1,k
2D scores
obtained for the simulated phantoms are significantly
closer to the error obtained for the plane rather than
those of the wave phantom. This is an indication of the
ability of the algorithm to reconstruct bladder shapes.
7 Conclusion
The proposed 3D bladder mosaicing algorithm is guided
by 2D image registration. One advantage of the pro-
posed approach is that no strong assumption is made
on surface shapes. On the one hand, the choice of some
initial surface shape is not required. On the other hand,
smooth surfaces with both convex and nonconvex parts
can be accurately constructed, the latter corresponding
to warped bladder parts. Furthermore, the results ob-
tained for pig bladder data and human bladder images
highlight the robustness of the approach, since the mu-
tual information based registration can cope with high
texture variability.
An important feature of our endoscope prototype is
that the triangulation geometry for 3D data acquisition
and the baseline length of 3 mm are very close to those
of the 3D cystoscopes which might be built for clinical
use. A current trend in endoscopy is the “chip on the
tip” technology (i.e., sensors fixed on the distal tip of
endoscopes). In this technology, the laser based solu-
tion can be used for both rigid and flexible cystoscopes
(both the CCD matrix and the diffractive optics can be
fixed on the distal tip): the calibration procedure de-
scribed in [10] and the mosaicing algorithm proposed
here remain unchanged. For rigid cystoscopes, the cal-
ibration and 3D point reconstruction methods are the
same for different lens orientations (0◦ straight look-
ing lens, 30◦ forward-oblique looking lens or 70◦ lateral
looking lens).
Except for the optics to be implemented on the cys-
toscope for 3D point reconstruction, the modifications
to be done for clinical translation are rather light. This
is a key advantage over alternative solutions which rely
on external devices [27,1]. This should lead to a drastic
reduction of the overall cost of cystoscopy equipment
together with a simplification of the technical instal-
lations in the examination rooms. Actually, the “chip
on the tip” technology should allow us to simplify the
prototype in future years: the cylindrical tube of Fig. 3
cannot be used in clinical situations, and it will not be
used anymore.
Prior to the construction of a 3D cystoscope usable
in clinical situation, it was required to validate both the
measurement principle and the mosaicing algorithm on
phantoms. Our work is the first which shows on phan-
toms with realistic bladder textures that 3D cystoscopy
and mosaicing is feasible while minimally modifying
standard endoscopes. This result is an important step
in the process towards clinical 3D cystoscopy.
The proposed mosaicing algorithm may be improved
in several situations.
1) When cystoscope trajectories are crossing, tex-
ture and 3D surface misalignments will be visible in
the mosaic due to small error accumulation during the
mosaicing process. Such crossings have to be automat-
ically detected so that the surface, texture and color
discontinuities can be corrected. Global 2D mosaic cor-
rection methods (such as the one proposed in [30]) may
be adapted to improve the visual quality of 3D textured
surfaces, but such approaches will not improve the 3D
mosaics from the dimensional (accuracy) point of view.
2) It was shown in recent studies [3,4] that optical
flow can provide an accurate dense correspondence be-
tween homologous points of bladder images with strong
illuminations variations, large displacements or perspec-
tive changes, blur or weak textures. Thus, a perspective
of this work is to elaborate an optical flow method with
energies allowing for simultaneous optimization of the
vector field and the parameters of the transformation
T k−1,k3D .
3) The implementation of our algorithm may be im-
proved as well in specific cases. When texture features
are available and well spread over the images, they can
be fastly detected [5]. Then, the distance between ho-
mologous texture points can be used as a similarity
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measure for a given Tk−1,k2D , instead of the mutual in-
formation in (14).
When textures are lacking as in Fig. 1, the mutual
information has to be used. Second, the processing time
can obviously be reduced by replacing the sequential
implementation of image registration (viewpoints k− 1
and k for k = 1, 2, . . .) by a parallel implementation
e.g., on a GPU graphical card. By coupling fast im-
plementations with future clinical endoscopes based on
the current proof-of-concept, we expect that the image
processing time will remain moderate as compared to
the times for acquiring images, for file transfers, and for
archiving and retrieving data.
The registration algorithm was designed for bladder
lesion diagnosis. It can be adapted to minimal invasive
surgery in the abdominal cavity, e.g., for computing ex-
tended FOV surfaces of the stomach. Indeed, the exter-
nal stomach wall is smooth and contains textures close
to bladder textures. Moreover, a laparoscope associated
to a structured-light projector can be calibrated similar
to a cystoscope. Increasing the FOV and providing 3D
information facilitates a surgical intervention. For this
application, real-time mosaicing must be reached.
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