Abstract-A set of algorithms is proposed for the accurate and efficient computation and storage of the bianisotropic scalar Green's function. The computation is based on an expansion of the Green's function into Chebyshev polynomials. The analytical properties of these polynomials are exploited to allow the accurate computation of the derivatives of the Green's function as well as the Green's function itself. For lossy materials, the proposed computation strategy is provably robust. In addition, a multilevel storage scheme with a favorable complexity, based on the Chebyshev polynomial expansion, is proposed for the storage of the expansion coefficients. Numerical results showcase the accuracy and computational complexity of the proposed algorithms.
I. INTRODUCTION

I
NTEGRAL equations are among the most successful formulations for the solution of electromagnetic scattering problems. They combine the exact incorporation of the radiation condition with the key advantage of not having to discretize the volume of piecewise homogeneous scatterers. In principle, integral equations can be used just as well for bianisotropic materials as for the more common isotropic materials. However, the literature contains few attempts to do this (some examples are [1] - [3] ), despite various potential applications. Among these are microwave components such as circulators, but also antennas with anisotropic substrates [4] , [5] , the modeling of ionospheric anisotropic plasma, etc. The relative absence of integral equations being applied to bianisotropic materials can probably be traced to the fact that the Green's dyadics are generally not available in closed form, despite the impressive progress made in the past decades [6] - [9] . This simple fact complicates the usual steps in the method of moments (MoMs) [10] , e.g., the computation of the matrix elements and the evaluation of the scattered fields.
The work in this paper is focused on the first step required for the successful application of the MoM to bianisotropic materials: the computation of the bianisotropic scalar Green's function (BSGF) and its derivatives. If this computation can be accurately performed, it opens the way to the computation of the Green's dyadics and of the MoM matrix elements and scattered The author is with the Department of Information Technology, Ghent University, Ghent 9000, Belgium (e-mail: Ignace.Bogaert@intec.UGent.be).
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fields. Since the computation of the BSGF is a computationally costly operation, it makes sense to also develop a storage scheme that allows the precomputation of the BSGF, such that the repeated evaluation of the BSGF can be done not only accurately, but also efficiently. In the past, multiple methods for evaluating the Green's dyadics in bianisotropic materials have been proposed [3] , [11] , [12] . In this paper, however, the focus is on the accurate storage of the BSGF and its derivatives, which necessitates novel techniques. It should be stressed that computing the MoM integrals and scattered fields in a bianisotropic material, given a technique to evaluate the Green's dyadics, is still far from a solved problem. However, it is clear that the evaluation of the BSGF is an essential prerequisite. Further problems lie in the development of fast matrix-vector multiplication methods such as the MLFMA [13] - [16] and effective preconditioners [17] . The proposed storage scheme is based on an expansion of the BSGF into Chebyshev polynomials [18] , which is a special case of the expansion presented in [19] . The storage scheme derives a number of important advantages from this. First, the Chebyshev polynomials are very well suited for the approximation of functions, achieving high accuracy and stability with a nearly optimal number of terms [20] . Second, the properties of the Chebyshev polynomials allow some pertinent integrals to be computed analytically, resulting in Bessel functions. Because of the existence of software for the accurate computation of Bessel functions (for example, a well-known library by Amos [21] ), even those that are much smaller than the machine precision, this allows for the accurate computation of very small Chebyshev expansion coefficients. A third advantage is that the occurrence of the Bessel functions can be leveraged to remove a removable singularity that otherwise could degrade or destroy the precision of the numerically computed BSGF.
It should be made clear from the start that the algorithms in this paper cannot be expected to work on every bianisotropic material imaginable. This would be pretty much impossible because of the sheer size of the parameter space (36 complex parameters) involved. However, by rigorously proving many of the properties that are used, it will be shown that the proposed algorithms do work for the subclass of lossy bianisotropic materials. In practice, many bianisotropic materials have at least some loss such that the techniques described here are widely applicable. Also note that the loss can be made arbitrarily small such that many lossless materials can be handled in a good approximation.
The paper outline is as follows. First, the theory behind the BSGF is briefly reviewed, and the link with the computation of the Green's dyadics is made (Section II). Second, a number of theoretical results pertaining to lossy materials are proved (Section III). Third, the computation strategy for the BSGF expansion coefficients is presented (Section IV), followed by the treatment of a numerically pathological case (Section V). Fourth, the computation of the derivatives is discussed (Section VI). Then, a multilevel data structure is proposed for the storage of the BSGF with a favorable complexity (Section VII). Finally, numerical results are presented to showcase the accuracy of the proposed techniques (Section VIII). Throughout this paper, an time dependence is assumed and suppressed.
II. BIANISOTROPIC SCALAR GREEN'S FUNCTION
In this section, the BSGF will be defined and its role in the computation of electric and magnetic fields explained. Much of this material can be found in the literature [11] , [22] , [23] , but the most important concepts will be briefly summarized here for further reference in the rest of this paper. The BSGF occurs in the study of the fields radiated by elementary dipole sources, which are electric and magnetic currents given by
Of course, the fields generated by such elementary dipoles are just the Green's dyadics:
The Green's dyadics are computed using Maxwell's curl equations (3a) (3b) and the constitutive equations for a general linear homogeneous bianisotropic medium
Throughout the rest of this paper, it will sometimes be useful to organize these constitutive equations into a single matrix equation (5) where the matrix containing the material dyadics will be denoted by and called the material matrix. A medium is called anisotropic (instead of bianisotropic) when the magnetoelectric coupling tensors, i.e., and , are zero. In the isotropic case, all parameter tensors are scalars times the identity tensor [24] . For the computation of the Green's dyadics, the bianisotropic medium is assumed to extend to infinity in all directions. This allows us to perform a spatial Fourier transform of these equations, which replaces with with and with . The following concise matrix form can then be constructed: (6) with (7) and (8) To get the fields generated by the dipole currents, the matrix needs to be inverted (9) and inverse Fourier-transformed, which yields (10) (11) Here, the integration over three dimensional -space was replaced by an integration over the so-called slowness [11] . It is possible to simplify this result further by writing the inverse of as its adjugate divided by its determinant (12) (13) (14) The adjugate of a matrix is obtained by replacing every element with its co-factor and transposing the resulting matrix (see [25] ). The determinant is a polynomial of degree four in the components of and is usually called the Helmholtz determinant [11] , [23] . Because the elements of are polynomials in the components of , it follows that the elements of the adjugate matrix are also polynomials in the components of . This means that the adjugate matrix can be brought outside of the integral, if is replaced with , as follows:
where the frequency-independent bianisotropic scalar Green's function, defined by (16) was used. Equation (15) shows that, if the BSGF can be computed, the Green's dyadics for the electric and magnetic fields can also be computed. However, there is an important technicality that should be borne in mind: the application of the operator to the BSGF entails taking repeated derivatives. A lengthy calculation shows that the highest order derivatives that occur are fourth-order derivatives. If an analytical expression is known for the BSGF, taking derivatives is not a problem. However, if the BSGF is computed numerically, then it inevitably contains some error compared to the exact solution. Each time a derivative is taken of such a numerically computed BSGF, the error is increased. Therefore, it can be hard to accurately evaluate the fourth-order derivatives occurring in (15) .
III. HELMHOLTZ DETERMINANT IN LOSSY MATERIALS
The Helmholtz determinant (14) , defined in the previous section, is a polynomial of degree four in the vector components of the slowness . However, due to the total freedom in the choice of the material, the Helmholtz determinant's 35 polynomial coefficients can be virtually anything. This fact makes finding algorithms (for the computation of the BSGF) that work for any material nearly impossible. However, as will be shown in this section, the properties of the Helmholtz determinant become remarkably tractable if the assumption is made that the material is lossy.
Definition: A bianisotropic material is called lossy if and only if (17) where the matrix is the material matrix containing the four material dyadics [see (5) ].
From this definition, it is easily shown that the collection of all lossy materials constitutes a convex set (in 72-dimensional space):
Theorem 3.1: Consider two lossy materials, specified by their material matrices and (18) Then, the material with material matrix given by (19) is also lossy if . Proof: For 0 or 1, the theorem is trivially true because of the assumptions of the theorem. For , start by writing (20) Because the factors and are positive, and the fact that both and satisfy (17) , this immediately shows that (21) which proves the theorem. Theorem 3.1 basically states that every material matrix on the straight line (in ) between two lossy materials is also lossy. Hence the lossy materials form a convex set.
Another fundamental property of lossy materials is that, for real slowness , the Helmholtz determinant cannot become zero.
Theorem 3.2: If a material with material matrix is lossy, then (22) Proof: This proof will proceed by assuming that there exists a real zero of the Helmholtz determinant and showing that this results in a contradiction. If (23) then, by the definition of the Helmholtz determinant (14) , there exists a complex vector such that (24) Taking the imaginary part of the inner product with yields (25) However, if is real, then
regardless of what may be, because the matrix in between the two vectors is Hermitian. Therefore, (25) simplifies to (27) which contradicts the criterion for lossyness (17) . Surprisingly, the fact that a material is lossy also guarantees that there are exactly four complex solutions for to the equation (28) When , this equation describes the problem of finding the plane wave solutions of Maxwell's equations, with propagation direction parallel to . It is widely known that usually, bianisotropic materials admit four independent solutions. However, it is very well possible to propose theoretical materials for which the number of solutions is less than four. Since (28) is repeatedly solved in the proposed algorithm for the computation of the BSGF, a lot of pathological cases would be eliminated by knowing in advance that there will always be four solutions. Fortunately, this can be proved rigorously. The theorem statement is as follows:
Theorem 3.3: For all , and the Helmholtz determinant of a lossy material, the following holds: (29) Proof: It is easily checked that (30) with (31) Now define a two-dimensional space of vectors of the form (32) where and are complex scalars, and the matrix has size 6 2. Applying the lossyness criterion (17) to these "special" vectors yields (33) This statement implies that the matrix in the middle of (33) is not singular, which, in turn, means that its determinant is nonzero, concluding the proof. The limit in (29) is essentially the coefficient of in the polynomial root finding problem (28) . Therefore, the fact that Theorem 3.3 shows that this coefficient is nonzero implies that there exist exactly four roots, i.e., solutions to (28) . This result is quite remarkable because it establishes a connection between two concepts that are at first sight unrelated (lossyness and the guaranteed existence of four solutions).
The result from Theorem 3.3 can be refined further: Theorem 3.4: Let and be , and be the Helmholtz determinant of a lossy material. Then, of the four solutions of (28), two have a strictly positive imaginary part, and two have a strictly negative imaginary part.
Proof: It is well known that the roots of a polynomial of degree are continuous functions of the polynomial's coefficients [26] , [27] , except when the coefficient of the th degree term is zero. In our case, the polynomial under scrutiny is the left-hand side of (28), is of degree four, and, inside the set of lossy materials, has a nonzero fourth degree coefficient. In addition, the polynomial coefficients are themselves polynomials in the elements of the material matrix and the vectors and . Therefore, crucially, the solutions of (28) Clearly, there are two roots with positive imaginary part and two roots with negative imaginary part. Now, if , and are continuously varied towards other values, with remaining lossy, the number of roots with a positive imaginary part must remain constant. Indeed, if the positive imaginary part would somehow become negative, it should have passed through zero because of the continuity of the roots. However, such a transit through zero is forbidden since that would violate Theorem (3.2). Summarizing, it has been shown that roots conserve the sign of their imaginary part under continuous variation of the elements of and , as long as the material remains lossy. Finally, it remains to be shown that any lossy material can be reached, starting from , by means of a continuous path that lies entirely inside the set of lossy materials. Because of the convexity of the set of lossy materials (Theorem 3.1), it is clear that a simple straight path between the two points satisfies all these requirements.
The theorems proved in this section will provide a firm theoretical footing for the rest of this paper. In particular, they preclude many pathological cases in the numerical computation of the BSGF expansion coefficients. Because of this, the resulting computation algorithm will be very robust.
IV. COMPUTATION OF THE CHEBYSHEV EXPANSION COEFFICIENTS
For reasons explained in the introduction, the BSGF will be expanded into Chebyshev polynomials (36) for all in the validity range . The range is a cuboidal region with center and sides , and along the three coordinate axes. Integration over this range will henceforth be denoted by (37)
The computation of the Chebyshev expansion coefficients is done by projecting the BSGF onto the Chebyshev polynomials. This leads to the following expression for the Chebyshev expansion coefficients: (38) with and
Using the definition of the BSGF (16), the expansion coefficients become
Fubini's theorem states that the integrations over and can be interchanged if
Since the absolute value of the exponential is 1, and the absolute value of the Chebyshev polynomials is always less than or equal to 1, this criterion simplifies to (42) which is true if the Helmholtz determinant never becomes zero for real . By virtue of Theorem 3.2, this requirement is always satisfied if the material is lossy. An intuitive explanation is found by looking at the fact that the BSGF is exponentially decaying in all directions in a lossy material. Therefore, it can be concluded that its Fourier transform, i.e., , must be a smooth function. The Helmholtz determinant can, of course, become zero for lossless materials (most notably an isotropic lossless material) or materials that are lossy only for certain propagation directions and polarizations. In such a case, proving that the integrations can be interchanged is more difficult, if not impossible in general. However, since it was assumed in the introduction that the materials under consideration are lossy, this case will not be considered further. Summarizing, the two integrations in (40) can be interchanged because the material is lossy. Hence, the Chebyshev expansion coefficients can be written as (43) The inner integral can now be evaluated analytically by means of (44) which yields (45) with (46) Leveraging the fact that the Helmholtz determinant is a polynomial of degree four, the three-dimensional integration in (45) can be reduced to a two-dimensional integration by means of complex contour integration. To this end, let us fix the value of and and find the roots of the Helmholtz determinant in the -direction. This boils down to solving (28) with and . Theorem 3.3 guarantees the existence of exactly four roots, which are denoted by , i.e.,
Now, using these four roots, one over the Helmholtz determinant can be written as a partial fraction expansion (48) with the highest degree coefficient (49) and the partial fraction coefficients (50)
According to Theorem 3.3, is guaranteed to be nonzero for lossy materials. This is necessary for (48) to be valid. However, it is not enough, since nothing prevents the multiplicity of these roots to be greater than one (this is, for example, the case in an isotropic material). In a case where the multiplicity of the roots is greater than one, the partial fraction coefficients (50) become infinite, which is to be avoided in numerical computations. Therefore, some special techniques are required to handle this. These will be detailed in the next Section.
Finally, the contour integration can be performed. To do this, assume that , i.e., the entire expansion range is located above the -plane. Under this assumption, it can be shown that converges to zero in an exponential fashion when is moved towards . Hence, leveraging the fact that is a holomorphic function of , the residue theorem [28] can be applied to compute the integral with respect to in (45). This computation yields
where the dependence on and was removed for brevity and clarity. Due to the use of the residue theorem, the sum in (51) runs only over those roots that have a positive imaginary part. Theorem 3.4 states that exactly two of the four roots have a strictly positive imaginary part, while the other two have a strictly negative imaginary part. Therefore, the summation actually only runs over two roots. Equation (51) can now be used to compute the Chebyshev expansion coefficients up to arbitrary expansion order using only a two-dimensional numerical integration. In addition, the integrand is converging to zero exponentially fast, when and are moved away from the origin. It should also be pointed out that this reduction of a three-dimensional integration to a two-dimensional integration is not limited to expansion ranges located entirely above the -plane. In fact, an analytical contour integration (possibly over other coordinates than ) can be performed for any rectangular expansion range that does not include or touch the origin. The data structure that patches together all the expansion ranges into a coverage of , therefore, needs to make sure that the requirement of not touching the origin is always met.
V. HANDLING A ROOT WITH MULTIPLICITY TWO
In the previous section, the Chebyshev expansion coefficients were expressed as a two-dimensional integral, of which the integrand is a sum over two roots of the Helmholtz determinant.
It was noted that the partial fraction expansion of one over the Helmholtz determinant exhibits problematic numerical behavior if two of its roots are identical. It is worthwhile to point out that this problem can occur for even the simplest material (i.e., an isotropic material). Even if two roots are merely close together, numerical cancelation leads to enough rounding error to degrade the final result.
To solve this issue, one needs to realize that the summation over the roots in (51) has a removable singularity. Once this singularity has been removed, it becomes an entire function in the roots . In this section, the removable singularity will be isolated in three auxiliary functions, for which it is easier to remove the singularity. Hence, the final expression can be evaluated in a numerically stable way.
Starting from the summation in (51), and moving everything that does not depend on outside of the summation sign, the following quantity needs to be computed: A crucial point is that (and therefore also and ) can be computed without numerical problems because only differences appear between roots that have an imaginary part of different sign. In addition, the expressions for and are not given since they do not contribute to the contour integral (51). Using (53), the summation (52) can be written as (57) Clearly, the singularity for is removable. Despite this, large rounding errors are introduced when evaluating this expression numerically if the two roots are close to each other. To remove this problem, the removable singularity is isolated in three functions (58) (59) (60) which all have removable singularities. In Appendix A, algorithms are proposed to compute these functions in a numerically robust way. Using these functions, it is possible to rewrite (52) in a numerically satisfactory form:
Using the versions of and defined in Appendix A, this alternative form of (52) is free of removable singularities. Hence, it does not suffer from catastrophic loss of precision. Therefore, expression (61) removes the main class of numerical problems in the computation of the Chebyshev expansion coefficients. In fact, we have been unable to identify any further pathways to divisions by zero or the generation of NaNs. Of course, for certain pathological materials, the computation could become very slow or unexpected numerical cancelations may occur for certain field components. However, no "hard" breakdowns will occur, which makes the code very robust.
VI. COMPUTATION OF THE BSGF DERIVATIVES
One of the main advantages of the Chebyshev expansion for storing the BSGF is that it also allows the derivatives to be computed with great ease and precision. Indeed, if a derivative with respect to for example of (36) is needed, it suffices to just evaluate the derivative of the first Chebyshev polynomial with respect to . The th derivative of a Chebyshev polynomial is easily computed recursively using (62)
As starting value for this recurrence in the derivative degree , the Chebyshev polynomials themselves are required. These can be computed using either the recurrence Clearly, taking derivatives of a Chebyshev series is easily implemented. However, one should be aware of the fact that the Chebyshev polynomials oscillate more quickly at the edges of the range . Therefore, their derivatives have a larger magnitude at those edges. In fact, the derivatives of the Chebyshev polynomials reach their maximum magnitude at the points 1 and 1, with extremal value given by (65)
Because these values increase quickly as a function of , the Chebyshev series (36) converges more slowly if more and more derivatives are taken. Because of this slower convergence, Chebyshev expansion coefficients that hardly play a role in the evaluation of the BSGF can become very important for the accuracy of the derivatives of the BSGF. This is one of the reasons why the expansion in Chebyshev polynomials is so advantageous: using existing software for the accurate evaluation of the Bessel functions, it is possible to accurately compute even extremely small Chebyshev expansion coefficients by means of (51). These small coefficients do not contribute much to the BSGF itself, but can be required for the accurate evaluation of its derivatives.
VII. STORAGE OF THE BSGF
A. Storage Data Structure
In the previous section, the procedure for computing the Chebyshev expansion coefficients was explained. However, it was also found that the complex contour integration can only be done if the rectangular expansion range does not touch the origin. The data structure used to store all the Chebyshev expansion coefficients should accommodate this requirement, which means that the collection of expansion ranges will cover at most . Generally, this is not a problem because the Green's dyadics will never be evaluated in the singularity anyway.
The storage data structure proposed in this paper consists of a multilevel tree of cubic boxes, augmented with a given Chebyshev expansion order (which is infinite in (36), but finite in practice). An example tree is depicted in Fig. 2 . Each box has a level and an index vector . By definition, the location of the center of a box is given by , and its side is . Clearly, on each level, the box with contains the origin, whereas the other boxes do not even touch the origin. The expansion range associated with each box is simply the entire box, i.e., and . The Chebyshev expansion associated with a box is the set of Chebyshev coefficients , as computed for the box's expansion range. A box is called a valid expansion box if its Chebyshev expansion attains the desired accuracy over the whole expansion range. To determine whether the desired accuracy has been achieved, a criterion will be derived at the end of this section.
When the evaluation of the BSGF in a point is requested for the first time, the data structure is still empty. It then starts by constructing the smallest box that contains . Let this box be called the "root" box, and let be its level. Since no Chebyshev expansion can be computed for this box, the data structure will also construct the level level box that contains and compute the Chebyshev expansion. This level box will be called a "child" of the level box. Since the expansion order has been fixed a priori at , one cannot be certain that the Chebyshev expansion will be accurate enough. Therefore, the error of the Chebyshev expansion is computed. If the error is small enough, the process stops there. If the error is too large, a level box is constructed that is the child of the level box and also contains , and so on. At this point, it is important to realize that the convergence of the Chebyshev series is determined only by how quickly the BSGF is varying inside the expansion box, not by the way the coefficients are computed. Therefore, a Taylor series expansion argument shows that the error on the Chebyshev series asymptotically decreases by a factor by lowering the box level by one (taking into account the fact that the fourth-order derivatives are the most sensitive to compute). Therefore, after going down levels, the error is reduced by a factor . If , this dependence on is so strong that the target accuracy can always be reached with a modest and the process halts in a valid expansion box. This form of error control is very similar to -refinement in finite-element methods with a high-but fixed-order set of basis functions. Finally, when a valid expansion box has been found, the Chebyshev expansion is simply evaluated in , and the value is returned.
If, after this initial evaluation, an evaluation in another point is requested, the data structure first looks up the smallest box in which is contained. If no box contains , this means that the root box needs to be moved to a higher level than . If it is contained in a certain box, then this can either be a valid expansion box or not. If it is a valid expansion box, the expansion is again evaluated, and the value returned. If it is not a valid expansion box, a string of child boxes is again constructed until a valid expansion box is found. In this way, valid expansion boxes never have child boxes, which makes sure that unneeded refinement of the boxes is prevented. In addition, any evaluation point other than can be handled, and the error is controllable.
The computational and memory complexity of this storage algorithm and data structure will now be determined. To do this, it makes sense to (roughly) subdivide the tree into a high-frequency (HF) part and a low-frequency (LF) part. The high-frequency part contains boxes for which the presence of oscillatory behavior (in the BSGF) determines the convergence of the Chebyshev series. The low-frequency part of the tree contains those boxes for which the proximity of the origin (and its nonsmoothness) determines the convergence.
In the HF part of the tree, to obtain a sufficiently high accuracy, the boxes must remain smaller than a certain size because the fixed Chebyshev expansion order allows only a fixed number of wavelengths to be represented accurately. Therefore, the memory complexity of this part of the tree is , with the total volume of the boxes in the HF part of the tree. For the LF boxes, the ratio between the side of the box and its distance to the origin must remain smaller than a certain constant to achieve the accuracy goal. Because the construction algorithm of the tree always chooses the largest box possible, this leads to a situation in which the number of boxes on a certain level is . Therefore, the memory complexity of the low-frequency part of the tree is , with the number of levels in the low-frequency part of the tree.
The total memory complexity is the sum of the memory complexities of the HF and LF parts. Some simplifications are possible: because the LF part of the tree covers only volume, can be replaced with , i.e., the total volume of the region in which the BSGF is computed. In addition, because the high-frequency part of the tree resides on levels, can be replaced by the total number of levels . Therefore, the total memory complexity can be written as . The computational complexity is less than this because the only thing that is required to evaluate the BSGF and its derivatives is an search through the tree and an evaluation step. Since is fixed a priori, the computation complexity is .
B. Accuracy Criterion
To complete the adaptive scheme described in the above, a criterion must be constructed to determine whether a given Chebyshev expansion is accurate. One of the most natural ways to construct such a criterion is to use the differential equation of the BSGF: (66) which is easily derived from the integral representation (16) . Because the Chebyshev expansion (36) has been truncated to order , the BSGF after truncation will not be an exact solution of differential equation (66). Instead, it leads to a function (67) that can be used to estimate the error introduced by truncating the series. To do this, note that the right-hand side of (67) is composed of 35 terms, each corresponding to a term in the fourth-degree polynomial that is the Helmholtz determinant. When computing their sum, a lot of cancelation takes place. In fact, the more cancelation, the better the accuracy of , since it better satisfies the differential equation (66). In numerical analysis, the relevant quantity for measuring the amount of cancelation in a real summation is the condition number [29] : (68) This condition number expresses how much the magnitude of the sum differs from the magnitude it could have had if all the signs would have been the same. For such a real summation, one is therefore naturally led to a convergence criterion of the form (69) For a complex summation, this criterion should be applied to both the real and imaginary part of the sum, since they are summed independently. In our case, however, the real part of can sometimes be much smaller than the imaginary part or vice versa. In such a case, a high relative error on the small part is perfectly acceptable, but it will not pass criterion (69). A heuristic solution to this problem is to judge the real and imaginary part together by means of (70) This modified condition number again expresses how much the magnitude of the sum differs from the magnitude it could have had if all the signs would have been the same. It therefore naturally leads to the error criterion that is used in our implementation:
Here, the condition number is understood to be computed with respect to the summation over the 35 terms of the Helmholtz determinant. An expansion is considered sufficiently accurate if this inequality is satisfied.
Criterion (71) has the advantage that both the lowest order derivatives and the highest order derivatives are taken into account. This is necessary, because the lowest order derivatives are not sensitive to errors in the high-order Chebyshev coefficients. In addition, it is free of absolute quantities, i.e., the multiplication of the BSGF with a real constant does not influence the criterion. A drawback is the lack of relative error guarantees on each of the 35 terms of the Helmholtz determinant separately. However, such guarantees would be hard to achieve because these terms can become exactly zero. In addition, criterion (71) gives good results in practice, as will be shown in the numerical results (Section VIII).
Concerning the choice of test points in (71), numerical tests have shown that the error of the Chebyshev expansion is usually highest in the eight vertices of the expansion range, due to the presence of the derivatives and the fact that the derived Chebyshev polynomials reach their maximum magnitude there. Hence, for the next section, the set of points to test (71) in was chosen to be the set of these eight vertices.
VIII. NUMERICAL RESULTS
To test the proposed computation and storage algorithms, four numerical tests will be performed. First, the BSGF will be compared with its analytically known form for bi-isotropic materials. Next, a similar test will be performed, but for a uniaxial material. Third, to test the proposed algorithms against results from the literature for a much more general material, the and components of will be compared with the analytical result for a randomly generated decomposable bianisotropic material [6] , [30] . Fourth and finally, a numerical test will be done with a completely general lossy bianisotropic material.
For all these tests, the relative material parameters
will be used instead of the actual values. This does not reduce the generality of the results because the following connection can be established:
where is the BSGF for a material with material matrix (74) Clearly, if and its derivatives can be accurately computed, so can the BSGF with the actual material parameters. Therefore, it is sufficient to test . For the tests below, the accuracy of the adaptive integration routines and the storage tree subdivision strategy were both set to and the truncation order was set to 20. This truncation order provides a suitable tradeoff between the complexity of computing the BSGF (and the Chebyshev expansion coefficients) and the cost of having more boxes. Indeed, a lower expansion order leads to a slower decrease of the error with decreasing box size and, hence, to more boxes. Increasing , on the other hand, eventually leads to prohibitively expensive evaluations of the BSGF. Therefore, there exist an optimal that depends on both the material, the target accuracy, and the region in which the BSGF must be computed. The value that is used here was found as the result of numerical experimentation. The coordinate range in which the tests are done is .
A. Bi-Isotropic Material
For a bi-isotropic material, the material dyadics are given by
For such a material, the Helmholtz determinant can be simplified considerably and factorizes into
Here, denotes the norm of the slowness vector . Furthermore, the constants and are given by
For this material, the BSGF can be analytically derived as (78) where . For the computation of from , the root that yields an exponentially decreasing BSGF for increasing should be chosen. This is required to get results consistent with the BSGF defined by means of the inverse Fourier transform (16) , which always yields an exponentially decreasing BSGF for lossy materials.
For the comparison between (78) and its numerically computed counterpart, the material parameters were chosen somewhat arbitrarily as (79a) Fig. 1. A comparison, for the bi-isotropic medium (79), between the numerically computed BSGF and its analytical counterpart (78). The right axis pertains to the relative error between the fourth derivatives of the numerical and analytical BSGF. This material is lossy and nonreciprocal. Fig. 1 shows a comparison between the numerically computed BSGF and its analytical form. Fig. 2 shows the boxes that were selected by the storage tree. To show the accuracy of the derivatives, the fourth derivatives with respect to the -, -, and -coordinate were plotted. It is clear that, if the fourth derivative is accurately computed, the lower-order derivatives will also be accurate. Excellent agreement is observed, as evidenced by the very low relative error between the numerical and analytical result.
Some gradual rises and sharp drops in the relative error can be observed. This is due to the fact that, if two boxes have the same size, the error is usually higher in the box nearer to the origin than in the one farther away. If a box with a certain size is too close, the adaptive subdivision mechanism of the storage tree decides that it cannot guarantee the target accuracy, and it decreases the box size (i.e., its level). For the bi-isotropic medium (79), this reduction in box size happens at positions and , which can also be seen in Fig. 2 . Fig. 3 . A comparison between the numerically computed BSGF and its analytical counterpart for the uniaxial medium given in (80). Again, the right axis depicts the relative error between the numerical and analytical BSGF.
B. Uniaxial Material
In this second test, the following uniaxial material is considered: The BSGF for such a Helmholtz determinant has been computed analytically in [31] . Fig. 3 shows the comparison between the analytical BSGF and its numerically computed counterpart. The same derivatives are plotted as for the isotropic case. As can be seen, the agreement is very good and, even though this is not strictly enforced by the convergence criterion (71), the relative error between the analytical and numerical BSGF is everywhere smaller than the target accuracy .
C. Decomposable Material
In this third test, the numerically computed electric-electric Green's dyadic will be compared with the corresponding analytical expression for one of the most general bianisotropic materials for which this is possible: a decomposable material [6] , [30] . The comparison is done on the Green's dyadic because the BSGF is usually not available (in the literature) for such a material, whereas the electric-electric Green's dyadic is. The Clearly, these expressions allow 21 complex parameters to be freely chosen.
For the test, the scalars and dyadics and have been given the random numerical values (subject to the lossyness constraint) tabulated in Table I . Fig. 4 shows the numerically obtained and components of the electric-electric Green's dyadic , along with the relative error between the numerical and analytical results. The relative error is very small and below the target accuracy for all considered evaluation points. Because the components of the electric-electric Green's dyadic are linear combinations of all fourth-and lower order derivatives of the BSGF, this implies that these derivatives (up to fourth order) are computed accurately. Also note that the result is not symmetric around the origin because the material is not reciprocal.
D. A General Bianisotropic Material
Finally, to show that our implementation also works for materials for which no analytical BSGF or Green's dyadics are known, a case with a completely general lossy bianisotropic material will be investigated. To avoid the pitfall of introducing too much symmetry into the material matrix, a random lossy bianisotropic material was generated. This was done by computing its relative material matrix as (90) where the complex matrices and have random elements, all with their real and imaginary part uniformly distributed in . The square root is taken of a symmetric positive definite matrix and is implemented by replacing the eigenvalues of the matrix by their positive square roots. If , the material is lossless [32] . If is strictly positive, a lossy material is obtained. In this paper, was chosen to be 0.01, such that the BSGF does not decay too quickly. Finally, a number of materials were generated (90) with the aim of selecting one that does not oscillate too quickly in the coordinate range in Fig. 5 . This was done purely to limit the computation time, by limiting the number of boxes in the storage tree, since the very high accuracy that was set, and the very complicated material can easily lead to long computation times. The material that was selected is given in Table II . Fig. 5 shows the BSGF and the error on it, computed as the inverse of the left hand side of (71). Note that the BSGF is not symmetric around the origin because the material used is not reciprocal nor isotropic. Clearly, criterion (71) is satisfied up to almost machine precision. This implies that the derivatives (up to fourth order) are computed accurately. 
IX. CONCLUSION
A set of algorithms has been proposed for the computation and storage of the bianisotropic scalar Green's function for general lossy bianisotropic materials. This is a necessary first step towards the application of boundary integral equations for the modeling of electromagnetic scattering from bianisotropic materials. The proposed algorithms use an expansion of the bianisotropic scalar Green's function into Chebyshev polynomials, which has great advantages from a numerical point of view. This Chebyshev expansion is coupled with a multilevel storage scheme that is error controllable and adaptive. The proposed algorithms rely on a number of deep theoretical results, proved in this paper, that hold for all lossy bianisotropic materials.
APPENDIX A COMPUTATION OF
AND
In Section V, the functions and were defined (see (58), (59), and (60), respectively). Here, entire versions of these functions will be defined and algorithms for their computation given. To define an entire version of a function of the type (91) it suffices to replace its undefined value on the removable singularity with . This can be done for all three functions that will be treated here. However, to compute them, some tricks are needed.
The function is the simplest case. It can be rewritten as (92) with (93)
Expression (92), if evaluated numerically, maintains its accuracy even for very small . If is exactly zero, then it should be evaluated as . This allows to be evaluated without catastrophic loss of accuracy in floating point arithmetic.
The computation of can be based on the computation of , by means of (95) The computation of is more complicated due to the presence of Bessel functions. However, it is still possible to robustly evaluate the entire version of this function. Starting from formula (10.23.2) in [18] (96) it is easily proved that This expression is free from any removable singularities but requires us to find a suitable to truncate the series. To do this, the use of the above expression will be limited to cases in which with a predetermined constant. If this inequality is not satisfied, then the direct evaluation of (60) is used. If , an a priori known upper bound can be tabulated for the Bessel function (102) However, one should be careful not to judge the convergence of series (101) based on this factor alone, since the factor between square brackets can in fact increase with rising . In practice, this increase only occurs as long as such that the series can be truncated at with constrained from below by Target accuracy (103)
