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Abstract. Complexity is a problem that can be found in many aspects of research 
that deals with design. In particular, complexity is found in various business pro-
cesses that must be modeled and represented in a meaningful way. One of the 
ways to address complexity is by using decomposition, for which a number of 
decomposition principles have been proposed.  However, there are two domain 
specific areas in which these principles are lacking: the scope and the context of 
the problem. This research addresses this problem by deriving two new principles 
for managing complexity, and evaluates the proposed principles through an ex-
ample case to illustrate their potential use. 
Keywords: Complexity · Design · Scope · Context, Conceptual modeling · 
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1 Introduction  
In today’s business environment, designers and developers must cope with the com-
plexity that is inherent in the processes they model, which requires the application of 
effective design rules at the conceptual modeling phase of systems analysis.  Although 
there have been ideas and principles proposed to deal with complexity, there are still 
some aspects that remain challenging. The objectives of this research are to: define 
complexity with respect to conceptual modeling for business process management; ex-
amine existing design principles to identify where these design principles are lacking; 
and propose new design principles and demonstrate their potential effectiveness.  
Motivated by real world problems in business process management, this research 
builds upon existing design principles from decomposition rules. Thus, this research 
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contributes to decomposition by identifying two new principles, scope and context. 
These principles are derived based on notions of decomposition from Simon’s [29] in-
ner/outer environment and Alter’s [1] work system framework. Application of the pro-
posed scope and context principles is intended to address the issue of complexity in 
conceptual modeling.  
The rest of the paper proceeds as follows. It first defines complexity in terms of prior 
work on conceptual modeling and design science research. Then, existing principles 
are analyzed, and two new ones, scope and context, are derived. These principles are 
then applied to an existing problem to show their potential usefulness and value for 
teaching conceptual modeling, as well as for professional designers. We conclude with 
a summary and suggestions for future work.  
2 Related Research 
2.1 Complexity 
The concept of complexity is inherently problematic since it arises from the interaction 
of a number of closely linked (sub)systems, which may have emergent properties which 
are distinctly different from the sum of the properties of the individual subsystems [29]. 
Within the context of information systems, complexity is a problem that is found in 
many different types of problems that deal with design [6, 11, 36]. Although a number 
of different methods have been proposed to explain complexity, such as, complexity 
theory [13], chaos theory [7], complex adaptive systems theory [11], dissipative struc-
ture [25] and living system theory [15], or to compute complexity, e.g. system dynamics 
[30], agent based modeling [8], none of these approaches directly provides a method to 
resolve information systems design complexity.  
According to [22], “Complexity is the way the world is; systems thinking and rigor-
ous design methodologies are the key to success”. Design science research has a tradi-
tion of being especially suited for solving complex or “wicked” problems [28] while 
being engaged in knowledge production [2. 31]. Although the notion of complexity is 
well recognized in the design science research literature, it is mostly submerged in the 
intractable nature of the problem and the complexity of the information systems envi-
ronment, with greater focus on resolving these intractable problems through the gener-
ation of novel artifacts [12, 16, 19]. 
2.2 Conceptual Modeling 
One way to address complexity in designing novel solutions is simplification. [23], 
suggest that to capture the complexity of the problem so that the artifact appropriately 
addresses the problem requirements, it may be helpful to atomize or decompose the 
problem conceptually. [17] suggests that decomposability is a way to uncover simple 
answers to complex problems and lead to elegant, simple designs.  Therefore, having a 
good understanding of the problem is key to a successful design. Conceptual models 
help provide a good representation of the real world problem scenarios. A good con-
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ceptual model provides a means of communication and common understanding be-
tween system analysts, designers as well as the system’s users [18]. Thus, conceptual 
models are the elements of a design science process which aims at solving real world 
problem situations. Not only do they help in representing the real world, they also help 
provide this representation at an appropriate level for a given situation; i.e. the level of 
detail provides adequate information, but is abstract enough to make sense of, without 
redundancy or complexity. This requires: 1) the right level of abstraction and 2) a syn-
tactical diagram [21].  
2.3 Existing Decomposition Principles 
The Bunge-Wand-Weber (BWW) models [32-35] that originally drew on Bunge’s on-
tology [3, 4], provides a formal approach to modeling information systems for practical 
application. [34] good decomposition model provides a way to address the complexity 
of a real world system by providing a method to represent it in such a way that users 
can achieve a better understanding of a system. According to Wand & Weber, there is 
one high-level object that should be decomposed into a set of sub-systems based upon 
some rules that guide as to what should/should not be included and also to what degree 
the system should be decomposed (and when to terminate this decomposition).  Based 
upon the evaluation of the BWW model, five principles have been defined for good 
decomposition, thereby leading to effective management of complexity in systems de-
sign.  These good decomposition principles [34] can be summarized as follows: 
Minimality – the characteristic of a system with state variables where each sub-sys-
tem, at every level of the decomposition, has no redundant state variables. 
Determinism – the characteristic of a system where, for each of the subsystems with 
a certain level of the decomposition, an event is either an external event or a well-
defined internal event. 
Losslessness – the characteristic of a system where the decomposition into subsys-
tems, results in the preservation of each hereditary or emergent state variable. 
Minimal coupling – this characteristic of a system results when any environmental 
change has the least amount of impact on any of the subsystems in the decomposition. 
Strong cohesion – the characteristic of the output variables being cohesive if they 
depend on a common input variable and if any additions to the output variables do not 
necessitate additional input variables. 
3 Domain Design Principles: Scope and Cotext 
3.1 Limitations of Existing Decomposition Principles 
The BWW model has been richly examined, evaluated and applied [5, 10, 26, 27]. 
Although the BWW ontology is well established, work is still required to understand 
how processes and process-oriented systems can be decomposed [27] with a lack of 
generally accepted criteria for assessing the goodness of decomposed process models 
[14]. Practically, decomposition and conceptual modeling are well established methods 
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employed in systems analysis, for mapping business problems and processes. Concep-
tual modeling (e.g., drawing a data flow diagram) can be considered as decomposing a 
system.  
In this context, we can use the minimality, determinism, losslessness, and minimum 
coupling principles. Nevertheless, strong cohesion might not be necessary at the top 
level diagram as this principle can potentially result in too many details at that level, 
but should be enforced in lower level diagrams.  For example, based on [20], people 
have been using 7 ± 2 processes in level 0 data flow diagrams (DFDs).  Enforcing strong 
cohesion at level 0 might result in significantly more processes at level 0 DFD, which 
is not recommended. 
The five decomposition principles assume the existence of a system to be decom-
posed.  In reality, during conceptual modeling, the scope of the system is not necessarily 
known.  This is observed, for example, in problems that occur with student modeling 
exercises.  For example, in analyzing a warehouse, assume that many customers com-
plain about the long delay in getting their items. If the root of the problem is delivery, 
then drivers should be included in the analysis scope; if the root cause is locating the 
items, then drivers will not be included in the analysis scope, but the scope should in-
clude how items are being stored. Similarly, after identifying the root problem, the so-
lution to the problem could be different. For example, if the problem is delivery, but 
drivers are already doing their best, the solution might be to provide customers a better 
estimation of arrival date/time. Thus, the initial customer interactions must be included 
in the scope of the analysis. Scope identification is an important practical issue in sys-
tems analysis [1, pp. 33-34], but is not addressed in existing decomposition principles. 
Similarly, the five decomposition principles do not consider a major objective of 
conceptual modeling, which is for the purpose of understanding and communication 
[21]. The understanding and communication can be among management, users, ana-
lysts, and developers. Using the warehouse example as above, when describing the 
steps of the warehouse operations, two students capture different steps: 
1. Check customer authority, check warehouse items, check items, arrange transporta-
tion, delivery, arrange pick-up, and process document. 
2. Check authority, pass request, process request, arrange transportation, and receive 
order for transport. 
Common challenges are: i. How many steps, and ii. What steps, are needed? The 
above examples are 6-7 steps, yet they convey a different picture of the warehouse 
operation. Knowing what to represent for the purpose of understanding and communi-
cation, is a practical issue, but not addressed in the existing decomposition principles. 
3.2 The Two Domain Principles 
There are two domain specific limitations in the deployment of these five principles 
for achieving good decomposition. This leads to the proposal of two new principles to 
supplement the existing five principles, which we call the scope and context principles. 
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None of the five decomposition principles can guide scope determination as shown in 
the above examples. Since scoping is very much an issue in systems analysis, we utilize 
one of them to derive the scope principle. Based on Alter’s [1] work system framework, 
a work system should be the smallest unit in which the problems or opportunities occur, 
we propose: 
Scope principle: A conceptual model should be the smallest system, in which the prob-
lems or opportunities occur. 
Similarly, the five decomposition principles do not guide the identification of sub-
systems (e.g., a process in a data flow diagram) for the purpose of understanding and 
communication. To resolve this issue, we turn to Simon’s [29] decomposability in the 
context of the inner and outer environment, where his strategy is to hide the details of 
the inner environment so one can study the outer environment without having to know 
much about the inner environment.  Considering the outer environment as a purpose of 
understanding and communication, Simon’s strategy will be applicable here with the 
inner environment containing the subsystems. This implies that subsystems should be 
designed so that we do not need to know much about them, but they are sufficient for 
us to study the outer environment. 
Using Simon’s inner/outer environments terminology, the determinism principle 
captures the inner environment of a decomposed subsystem, but does not provide guid-
ance to the outer environment, which is the interaction of the subsystems. Interactions 
of subsystems are guided by the minimum coupling principle. A data flow diagram 
(DFD), for example, with straight-forward linear steps of transforming data (i.e., each 
process has only one data flowing in and one data flowing out) can fulfill minimum 
coupling, but provides no guidance as to what constitutes a good set of processes to be 
used at the top level diagram. Thus, we propose the following principle.  
Context principle: A conceptual model should contain the smallest number of subsys-
tems (with a minimal knowledge of each subsystem) and their interactions so that it is 
sufficient to be used for the purpose of understanding and communication. 
4 Application of the Domain Principles 
An important part of design science research is to demonstrate the applicability and 
utility of the model [9, 12, 24]. To assess the validity and utility of the two proposed 
principles, we apply the principles to an example case that was given as a student as-
signment in a large North West university as a proof-of-concept. Our findings indicate 
that these principles can delineate diagrams that communicate more with less.  See Ap-
pendix 1 for the assignment and Appendix 2 for 2 sample DFDs. For the purpose of 
this discussion, the DFD processes are listed below, because they are considered sub-
systems in the DFDs.  
Example 1 DFD processes: 
   Check stock availability 
   Process payment 
Example 2 DFD processes: 
   Assist customer 
   Place shoes on hold 
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   Update inventory 
   Process return 
   Produce restock request 
   Submit request 
   Generate sales report 
   Process sales transaction 
   Sign up member 
   Create receipt 
   Return shoes 
   Restock inventory 
Both example solutions conform to the 5 decomposition principles. Nothing in the 
processes is redundant, thus conforming to the minimality principle. The solutions con-
form to the determinism principle because they have a deterministic reaction to each 
data flowing in each process. The suggestion of a strong verb to name each DFD pro-
cess usually addresses this principle. Losslessness is already taken care in the DFD rule: 
each child diagram should have the same input and output data flow as the parent pro-
cess. Similarly, weak coupling or minimum coupling is already taken care in the DFD 
rule that all data flows should be named. This minimizes the unnecessary interactions 
among processes. Since each process in both diagrams only has one input data flow or 
one output data flow except when the process accesses a data store, this conforms to 
the strong cohesion principles because all output depends on all input data flows. Nev-
ertheless, the above two examples violate at least one of the two new principles. 
In both examples, the DFDs fulfill the rule of 7 ± 2 processes at the top level DFD. 
Clearly, they convey two different stories although they are the same assignment. Ex-
ample 1 did not include “signing up member”, while Example 2 did not include “gen-
erating sales report”. One can argue that “signing up member” occurs when processing 
payment and thus is part of “process payment” in Example 1. It can also be argued that 
“generating sales report” is beyond the scope of this DFD, thus not included in Example 
2. Hence, new principles are needed. According to the scope principle, if the problem 
to be addressed in this DFD is to increase sales, then “generate sales report” should be 
within the scope of this DFD. However, if the problem is to improve customer shopping 
experience, then “generate sales report” can be outside the scope of this DFD. Thus, 
pinpointing the problem or opportunity is important in determining the scope of DFDs. 
According to the context principle, we should not need to know the details of a pro-
cess, to understand and communicate DFD at that level. If signing up a member is im-
portant for improving sales or providing a better customer experience, then this should 
not be hidden inside the process payment process in the Example 1 DFD. On the other 
hand, submit request receives its data flow from produce restock request. It does not 
seem necessary to know whether a restock request is being submitted at this top level 
DFD as we assume that someone analyzing restocking requirements, will do something 
about it. Therefore, according to the context principle, Example 1 DFD should combine 
restock request and submit request into one process. Similarly, create receipt should be 
part of process sales transaction in Example 2. More importantly, according to the con-
text principle, Example 2 conveyed a better understanding of how the shoe store works 
as it provided signing up member and placing a hold on shoes services (not seen in 
Example 1 DFD). Interestingly, Example 2 received a lower grade from the grader than 
Example 1. This shows that traditional rules for drawing DFDs did not consider the 
main purpose of conceptual modeling, which is for understanding and communication.  
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5 Conclusion 
Conceptual modeling has always been difficult because of the challenges in model-
ing the real world in a manner that can be understood. Although a number of techniques 
and approaches have been proposed for conceptual modeling, challenges remain for 
how to develop “good” and accurate models that facilitate understanding and commu-
nication.  A well-recognized challenge in doing so is dealing with complexity. This 
research has analyzed existing decomposition approaches for complexity and proposed 
two new principles: scope and context, both of which are derived from the literature on 
design science. The utility of the principles was demonstrated through an application 
to a DFD exercise. Further research will require empirical studies (e.g. as those carried 
out by [5]) that use the principles and assess their value. 
Appendix 1: The Shoe Store Case for the DFD Assignment.  
Kits Footwear is a Canadian shoe retailer based in Vancouver. The company has 
seven stores and two warehouses across Canada. Each store is run by a store manager; 
the retail manager supervises all the seven store managers. Depending on the size of 
each store, between 4-6 sales associates and 2-3 cashiers are employed by the store 
manager. When a customer enters a Kits Footwear store, the sales associates welcome 
the customers, explain the existing promotions and discounts, and answer their ques-
tions. When a customer decides to try a pair of shoes, the sales associate asks the cus-
tomer his/her shoe size and check the store stock availability. If the shoes are in stock, 
the sales associate brings them to the customer to try on. If not, the sales associate 
suggests the customer pick other styles, or if the customer prefers, the sales associate 
contacts other Kits Footwear branches to check for availability. If another branch has 
the right size in stock, the sales associate places a hold request and asks the customer 
to visit the other branch within 24 hours. After the customer decides to purchase a pair 
of shoes, the sales associate escorts him/her to the cashier. The cashier asks if the cus-
tomer has any coupons or Kits Footwear membership card. Seniors and students with 
proper identification are also eligible for extra discounts. If the customer would like to 
apply for a membership card or renew it, the cashier proceeds with the request. Finally, 
the cashier collects the payment in cash or by credit/debit card, files the sales receipt, 
and gives a copy of it to the customer.  
Kits Footwear has the return policy for unused items within 30 days of purchase. 
When a customer visits the cashier to return an item, the cashier should call the store 
manager, who has the authority to process the return requests. The store manager asks 
for the return reasons, and if the product is eligible for return, confirms the refund. The 
cashier completes the refund transaction, requests the customer to sign the return form, 
and gives a copy of the new receipt to the customer. The store manager is responsible 
for managing the business performance of the store. The retail manager meets weekly 
with all the seven store managers to analyze sales in the last week and set new sales 
goals. If the marketing department has created new promotions or discounts, the retails 
manager passes on this information to the store managers. Each store manager then uses 
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the sales goals to schedule the store personnel and define daily goals for the sales asso-
ciates. Finally, the store manager should maintain an appropriate stock level of products 
in the store and reorder products if necessary. Weekly, she provides a list of required 
items and submits the list to the retail manager. After the retail manager confirms the 
reorder, the store manager sends a request to the closer warehouse. When the ordered 
items arrive, the sales associates refill the store stock. 
Appendix 2: Two sample DFDs .  
  
DFD Solution 1 DFD Solution 2 
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