Tactical management in focus: adaptability and information systems by Petrevska Nechkoska, Renata
Peri Loucopoulos 
Selmin Nurcan 
Hans Weigand 
CAiSE 2015  
Doctoral Consortium 
Proceedings of the CAiSE’2015 Doctoral Consortium at 
the 27th International Conference on Advanced 
Information Systems Engineering (CAiSE) 
Stockholm, Sweden, 8-12 June, 2015 
CEUR -WS.org 
 
  
 
 
 
Preface 
CAiSE is a well-established highly visible conference series on Information 
Systems Engineering.  
The CAiSE 2015 Doctoral Consortium is the 22nd Doctoral Consortium of a series 
held in conjunction with the CAiSE conference series. It is intended to bring together 
PhD students working on foundations, techniques, tools and applications of 
Information Systems Engineering and provide them with an opportunity to present 
and discuss their research to an audience of peers and senior faculty in a supportive 
environment, as well as to participate in a number of plenary sessions with 
Information Systems academics. 
The goals of the Doctoral Consortium are: 
 
• To provide fruitful feedback and advice to the selected PhD students on their 
research project. 
• To provide the opportunity to meet experts from different backgrounds 
working on topics related to the Information Systems Engineering field. 
• To interact with other PhD students and stimulate an exchange of ideas and 
suggestions among participants. 
• To provide the opportunity to discuss concerns about research, supervision, 
the job market, and other career-related issues. 
Participants to the Doctoral Consortium were current doctoral students within a 
recognized university, with at least 6-12 months work remaining before expected 
completion (and at least 12 months of work already performed). 
The CAiSE 2015 Doctoral Consortium received 14 submissions from 11 countries 
(Austria, Belgium, Bosnia and Herzegovina, Brazil, Canada, France, Germany, Italy, 
Macedonia, Morocco, Tunisia).  
The management of paper submission and reviews was supported by the EasyChair 
conference system. All doctoral papers received two reviews from members of the 
Program Committee and each one was also considered by the Doctoral Consortium 
Chairs. Eventually, 9 doctoral papers were presented during CAiSE’2015 and are 
included in these proceedings. 
We would like to express our gratitude to the members of Doctoral Consortium 
Program Committee for their efforts in providing very thorough evaluations of the 
submitted doctoral papers. We wish also to thank all PhD students who submitted 
papers to the Doctoral Consortium for having shared their work with us.  
Last but not least, we would like to thank the CAiSE 2015 Program Committee 
Chairs and the Local Organisation Committee for their support. 
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Abstract. In the automobile industry, commissioning process models
describe the end-of-line manufacturing and testing of vehicles. Due to the
increase of electronic components in modern vehicles, the process models
tend to become more complex. At the same the number of diﬀerent
model series is constantly increasing leading to a larger amount of process
models. The increase in process models and complexity lead to higher cost
for the process design and decrease the quality of the individual process
model. In this Ph.D. project we want to support process modeling. First,
by developing a framework to test if a given process model fulfills all
properties required (process verification). Second, we want to support the
process design by approaches for a semiautomatic generation of process
models (process synthesis). Third, for process verification and process
synthesis one needs a specification of the allowed behavior of the process
models.
Keywords: Commissioning Processes, Process Verification, Process Syn-
thesis, Business Process Modeling
1 Introduction
In the automobile industry, commissioning process models describe the end-of-line
manufacturing and testing of vehicles. Process developers define these processes
with development tools. Workflow Management Systems (WfMS), here referred
to as Diagnostic Frameworks, execute these processes [25]. Vehicle commissioning
includes, say, to check for each vehicle produced, whether all its Electronic
Control Units (ecu) are integrated correctly and to put them into service. ecus
are components built in to the vehicle which control specific functionalities of
the car, e. g., the ecu mot controls the engine electronics. Each ecu needs to be
tested and put into operation, e. g., by installing certain software. To this end, the
WfMS executes several tasks for each ecu. Tasks can be executed automatically
like the configuration of the control unit, or they may require a factory worker
equipped with a hand terminal. Figure 1 shows the general architecture of a
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Fig. 1. The Simplified Architecture of a Diagnostic System
diagnostic system. Commissioning processes have the characteristic to be complex.
Typically there are hundreds of tasks for each vehicle, arranged in up to 14 parallel
lanes.
Due to the increase of electronic components in modern vehicles, the process
models tend to become more complex. At the same the number of diﬀerent model
series is constantly increasing leading to a larger amount of process models. In
this Ph.D. project we want to support process modeling, making research on
testing schemes, whether a given process model fulfills all properties required
(process verification), and on approaches for a semiautomatic generation of process
models (process synthesis). For process verification and process synthesis one
need specification of the allowed behavior of the process models. Formally, let P
be the process model of a commissioning process, and LP denote the complete
log of the process, i. e., all possible traces of the process model. Let C denote
the set of all traces allowed by the properties. We can now define Specification,
Verification, and Synthesis as follows:
Specification : Define the set of allowed traces C (1)
Verification : For a given process model P check if LP ✓ C (2)
Synthesis : Generate a process model P with LP ✓ C (3)
Specifi-
cation C
Process
Model LP ?
Specifi-
cation C
Specifi-
cation C
Process
Model LP
a) b) c)
Define C Test if LP ✓ C Find a P with LP ✓ C
Fig. 2. Our Problem Statements Specification (a), Verification (b), and Synthesis (c).
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Fig. 3. The Approach of the Instantiating of the Contextual Property Pattern
2 Specification
Before verification and synthesis can take place we have to specify the allowed
behavior C. The allowed behavior is induced by a set of properties  . The allowed
behavior C consists of all traces fulfilling the properties  , i. e., C := {t | 8  2
  : t |=  }. The specification of the properties   gives way to several challenges:
First, the knowledge which characteristics a commissioning process should fulfill
is typically distributed among several employees in diﬀerent departments. Often
documentation is missing and properties merely exist in the minds of the process
modelers. Second, the properties frequently are context-sensitive, i. e., they only
hold in specific contexts of a commissioning process. For example, certain tasks
require a protocol to communicate with control units for testing depending
on the factory the testing takes place. Due to this context-sensitiveness, the
number of properties is very large, but it consists of a lot of variants with only
small diﬀerences. This causes maintenance problems [11]. For instance the new
generation of an electronic control unit in the car uses a diﬀerent communication
protocol than the previous generation. This protocol change leads to a large set of
new properties and render several properties invalid. Third, to apply an automatic
verification or synthesis technique, it is necessary to specify the properties in
a formal language such as a temporal logic [21]. With vehicle-commissioning
processes as well as in other domains, see for instance [6], [15], specifying the
properties in this way is error-prone and generally infeasible for domain experts
who are not used to formal specifications.
Research Question:
How to generate the correct set of properties given a process model and context.
Approach:
In [19] we have presented an approach to address these challenges based on our
real-world use case of vehicle-commissioning processes. More specifically, we use
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the following approach: We have analyzed the properties occur for vehicle commis-
sioning processes as well as the respective context information. We have observed
that there are few patterns to which these properties adhere to. We propose to
explicitly represent these patterns, rather than each individual property. Next,
we develop a model of the context knowledge regarding vehicle-commissioning
processes. Here, context are the components of a vehicle, their relationships and
the constraints which the vehicle actually tested and configured must fulfill. We
let a relational database manage the context information. To populate it, we use
several sources, e. g., information on the vehicle components from production
planning, constraints from existing commissioning processes, and information
provided by the process designers themselves. Our framework uses this infor-
mation to generate process-specific instances of the property patterns. Figure 3
illustrates the approach.
Evaluation:
Our goal is for a user-friendly approach for the specification of properties, i. e.,
high usability. According to ISO 9241-11 [10] usability has three diﬀerent aspects
to be evaluated separately: Eﬀectiveness (Whether the user can complete his tasks
and achieve the goals), Eﬃciency (The amount of the resource usage to achieve
the goals), Satisfaction (The level of comfort the users experience achieving
the goals). The eﬀectiveness is proven by testing if the resulting specification
gives a meaningful result for the later verification or synthesis. Our approach
has shown to be able to generate the hundreds of property instances in under
one second, proving a high eﬃciency. For the satisfaction we have used an
established questionnaire the System Usability Scale (SUS). The result states
that our approach leads to a high satisfaction with results higher than the average.
3 Verification of Process Models
Verification means to test if the behavior of the process model LP complies with
the allowed behavior C. The verification is not trivial because, it is not possible
to explicitly generate C and LP . C is in general not bounded and the size LP
can increase exponentially with the size of the process model, or it can even be
infinite. This is well known as state-space explosion [4]. It leads to unacceptable
runtime or renders the verification not executable. This is often caused by parallel
branches in the model. To overcome this problem, reduction techniques can
be used, either (a) during construction of the LP or (b) on the level of the
process model already. Approaches like stubborn set reductions [22] fall into
the first category. However, many of the industrial processes to be analyzed in
our evaluation are too large to be verified only with stubborn set reductions.
Even with stubborn set reduction, there are more than 1 million traces in 78%
of the processes we have evaluated; thus, verification has not been possible in
reasonable time. Regarding (b), only few proposals exist, although preprocessing
of the process model is promising to achieve a significant reduction of the state
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Fig. 4. The Simplified Templates for Diﬀerent otx Elements, from [19].
space. An example is given in [2]. They specify the requirements in bpmn-q.
bpmn-q is a visual language to query business process models. [2] however is not
expressive enough to express all requirements from our real-world application
scenario. Furthermore, they apply reduction rules on the process schema in an
iterative way. After each reduction step, another reduction rule may become
again applicable. Thus, a rescan of the whole process may be necessary after
each step, rendering this kind of approach expensive. In the industrial setting
envisioned here, it is necessary to verify hundreds of properties per process, in
short time. Compared to the processes dealt with by others [7], ours are much
larger and more complex, leading to an exploding state space.
Research Questions:
There are two research question of our concerns. First, how to allow the verification
for the industry standard otx. Second, how to verify a process model having a
state space to large to generate explicitly.
Approach:
In order to allow the verification one have to generate the traces LP for a process
model. It is not possible to directly generate LP for a commissioning process in
the notation of otx. Therefore, we developed a mapping of otx to Petri net
suitable for our verification. For the transformation we define for each object in
otx a Petri net subnet. For the transformation we parse the process model of a
otx process model and generate a Petri net according to the templates. Figure 4
shows the simplified template for four otx elements.
The verification of our real commissioning processes has performance issues.
Verification means to check if a process model P complies with all required
properties  , formally to check 8  2   : P |=  . Our basic idea is to generate
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a smaller process model P  for each property  . The reduction should preserve
each property, or formally:
8  2   : P |=  , 8  2   : P  |=  
In [16] we showed an algorithm that traverses the process model and identifies
the regions of the process that are relevant for verification of a given complex
property  . Identifying the relevant regions of a process is far from trivial. Even
an elementary task cannot be removed in all cases. Our approach features a
criterion for process-graph reduction, which we refer to as relevance function.
The algorithm proposed creates a formal, reduced representation of the process
for each property. In particular, the reduction of parallel regions help to decrease
the size of the state space and hence the runtime of the verification.
Evaluation
The approach has been evaluated with commissioning process models for testing
newly produced vehicles in the factories of a German car manufacturer. One
result is that even complex processes with many parallel branches can be verified
in less than 10 seconds on a commodity PC. Our approach is able to detect
property violations in realistic commissioning processes.
4 Process Syntheses
Process Syntheses is to find a process model P with the complete log LP ✓ C. To
allow a transformation into otx we are looking for a block-based process model.
As we show in [18] it is in general not possible to find a block-based process
model with LP = C. Furthermore, as we see in our use case, it is not possible to
find a single best process model P . In general, a vast amount of process models
is possible.
Research Question:
How to synthesize an acyclic process model from a declarative specification that
is good according to a given quality criteria.
Approach:
The approach presented later at the conference [18] generates a process model
from a declarative specification. The input to our approach is a declarative
specification in graph forms the Ordering Relationship Graph (org). In [17] we
show how to generate such a graph from other specification languages. First we
apply a modular decomposition on the graph. The technique decomposes the
graph in several subgraph of diﬀerent granularity. The subgraphs called modules
are arranged in a hierarchical form, called Modular Decomposition Tree (mdt).
The modular decomposition allows us to detect the under-specified parts of
the specification. We use a probabilistic search to find a good solution for the
under-specified regions according to a predefined fitness function.
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Evaluation:
As we show in the evaluation with thousands of non-trivial process models,
our approach is eﬃcient, i. e., is able to test thousands of models in under a
second. We use a real life specification for commissioning from our industrial
partner in our evaluation. On average, our approach nearly halves the processing
time compared to the reference processes which already are the output of a
careful, intellectual design. It is able to handle complex real-world specifications
containing several hundred dependencies as well as more than one hundred tasks.
In our evaluation, the process models generated contain between 98 and 185
tasks, and their arrangement typically is nontrivial.
5 Related Work
Recent research works present diﬀerent graphical notations for the property
specification, e. g., for the verification. See, for example, the Compliance Rule
Graphs (crg)[15], or bpmn-q [2]. The graphical specification allows for a more
user-friendly and intuitive specification compared to the textual specification,
say, in a temporal logic. But they do not support the major challenges of our
work: The context sensitivity and the distributed knowledge. [6] introduce a set of
property patterns for the specification. They share some common patterns with
our set of commissioning property patterns but lack necessary domain specific
information.
A related field of research is business process compliance [13]. Compliance is
ensuring that a process model is in accordance with prescribed norms [20], e. g.,
Sarbanes-Oxley, Basel II, HIP AA. In general, two approaches toward process
compliance exists. Expensive manual checks (after-the-fact) and automated
detection. For the automated detection the norms have to be specified formally.
As well as in our use case, specifying the norm leads to maintenance problems
[14]. Approaches exist to ensure the compliance of an existing process model
by, e. g., model checking [2][12][8] or to synthesize a new process model which
complies with the norm [3][9].
A lot of work is done in the verification of the soundness property for process
models. The soundness verification leads to a similar state space explosion
compared to our approach. [1][5] tries to handle the state space explosion by
using reduction rules on the process-model level. These reduction rules are not
applicable for our use case, in general. Other works like the stubborn set reduction
[23, 22], try to reduce the state-space generation of a Petri net. These techniques
are orthogonal to our reduction and can be used in combination. Our experiments
have shown that these low level reductions alone are not suﬃcient for our process
models.
[24] and [3] synthesize a process model from a declarative specification. To
this end, [24] uses a collection of small state machines representing property
patterns, and [3] from ltl formulas. The approach of [24] does not consider the
case of a under specification, i. e., more than one process model is possible for
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the specification. [3] requires a manual solving of these cases. Both approaches
indicate performance issues when dealing with large specifications like the ones
in our use case.
6 Conclusions
In this Ph.D. project we research the specification, verification and synthesis
of commissioning process models in the automobile industry. The verification
frameworks are quite mature and actually applied in the factory of our industry
partner. The framework has shown to be able to increase the quality of the process
models. The first results of the synthesis show a great potential in applying these
techniques. In the last year of these project we plan to apply the synthesis
technique for the design of the new process models for the next generation of
vehicles.
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Abstract. Business processes management (BPM) offers the tools to model 
business processes. In order to implement and support the created process mod-
els, business process management systems (BPMS) have been introduced. Such 
a system handles the coordination between the process actors and makes sure 
that the real process is executed in conformance to the specified model. The ex-
isting BPMSs focus on tightly framed processes and offer little to no support 
for less tightly framed processes. Knowledge-intensive processes (KiP) are an 
important class of such loosely framed processes. In this research project we 
want to develop a BPMS architecture that offers both support and assistance 
during the execution of KiPs. Some components of traditional BPMSs can be 
reused, but other components will have to be adapted or even created to fit the 
new purpose. In this paper we present the problem description, research goals, 
methodology and current status of the research project. 
Keywords: Knowledge-intensive Processes, Business Process Management 
Systems, Decision Support 
1 Introduction 
A business process is a set of one or more connected activities which collectively 
realize a particular business goal. Business process management (BPM) includes con-
cepts, methods, and techniques to support the design, administration, configuration, 
enactment, and analysis of business processes [1]. Process models are used to facili-
tate communication between business stakeholders, to analyze and redesign the as-is 
business process and finally are put into execution by the Business Process Manage-
ment Systems (BPMS) of the organization. The goals of applying BPM are a better 
understanding of the process and to continually upon it. 
Business processes can be classified according to level of utilization of process 
models [2]. First, unframed processes do not have an explicit process model (e.g., 
collaborative processes supported by groupware systems). Next, a process is ad-hoc 
framed if it has a predefined process model, but this model is only used a small num-
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ber of times before it is discarded or changed (e.g., adaptive case management). When 
the process is a bit more structured it is called loosely framed. This entails that a pro-
cess  model  allowing  ‘the  normal  way  of  doing  things’  and  some  deviations  is  a  priori  
defined by way of a set of constraints. Lastly, a tightly framed process consistently 
follows a predefined and unambiguous process model (e.g., traditional process en-
gines and workflow management systems). 
The design and administration of tightly framed processes is supported by well-
known   imperative   process  modeling   languages   like  UML,  BPMN,   and   EPC’s. The 
design and administration of loosely framed business processes, however, is only 
supported by a limited set of declarative process modeling languages (e.g. Declare). 
While imperative approaches focus on explicitly defining the exact path of activities 
to reach the process goals, declarative approaches determine only the activities that 
may be performed as well as constraints prohibiting undesired behavior [3]. 
The configuration and enactment of tightly framed business processes is supported 
by BPMS, which enable the execution of the business process by means of imperative 
process model. The configuration and enactment of loosely framed P2P processes is 
harder to realize for several reasons [4]. For one, the development of declarative pro-
cess modeling languages is still in its infancy. Different declarative process modeling 
approaches have been proposed which support the specification of different business 
concerns, the specification of different constraint types and use different reasoning 
paradigms [5]. Moreover, in contrast to imperative process modeling languages, it is 
not clear how declarative process models in general can be transformed into executa-
ble models that can be used directly by the BPMS. Additionally, the participants of 
loosely framed P2P processes are primarily knowledge workers (e.g., doctors) who 
decide in which order activities need to be performed based on business data and past 
experience. As a consequence the configuration and implementation of these process-
es requires a tight integration of processes data, business data and users. Currently 
available BPMSs have their origin in workflow management systems, which are pri-
marily used to support routine and structured processes and, as a consequence, do not 
support this kind of integration. 
The general objective of this research project is the specification of a BPMS archi-
tecture for KiPs. This requires the development of concepts, methods and techniques 
for the configuration, enactments and run-time analysis of knowledge-intensive busi-
ness processes (KiPs). Different BPM researchers have recently recognized the need 
to extend existing techniques to support KiPs [3, 5, 6]. KiPs correspond to loosely 
framed person-2-person processes and are becoming more and more relevant. A typi-
cal example of an environment where a lot of KiPs are executed is a healthcare organ-
ization. A lot of healthcare processes are loosely framed person-2-person processes in 
which the doctor and nurse are the knowledge workers who will decide which path 
the patient will follow, taking into account certain preferences, conditions and norms. 
The decision making process of knowledge workers is considered to be the essence 
of KiPs. This leads to an important secondary goal of this research project: offering 
decision support during the execution of these processes. This decision support will 
be based on a combination of existing techniques from operations research and 
knowledge management. The former has been used in the past by the BPM discipline 
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for model-based process analysis (e.g. simulation, queuing theory). The latter has 
mainly been used in the context of process mining, which aims to discover, monitor 
and improve real processes by extracting knowledge from event logs [7]. Process 
mining techniques have been successfully used to analyze the logs of business pro-
cesses which already have been completed (i.e., offline). In this project we focus on 
knowledge extraction technique that can be used for online decision support. Some 
techniques for online decision support using process mining techniques have been 
proposed [8–10], but it still remains a challenge in the context of KiPs. Note, the ul-
timate goal is not to automate decision making processes (i.e., expert systems), but 
rather to offer support to the knowledge workers during a decision making process. 
2 Research goals 
The general objective of this project is translated into four research goals: develop-
ing an architecture for KiP management systems, making declarative process models 
executable, making tacit decision knowledge explicit by analyzing the decisions of 
knowledge workers and assisting knowledge workers when making path decisions. 
2.1 Developing an architecture for KiP management systems 
A standard architecture for workflow management systems has been published in 
1995 [11]. It is our intent to create a similar architecture for KiPs. The three research 
goals discussed below are components that we identified as missing in the original 
architecture. Additionally, we need to evaluate which components of the original 
architecture will be useful in this new context. The resulting architecture will thus 
integrate the outcomes of the other three research goals, as well as some existing 
components and possibly other to be determined components inherent to KiPs. 
2.2 Making declarative process models executable 
Business process models typically follow one or more modeling perspectives [12]. 
For example, analytical BPMN models focus on modeling the activities (i.e. function-
al perspective) and control flow (i.e. behavioral perspective) of business processes, 
and less on the data (information perspective) and resources (organizational perspec-
tive) needed by these processes. Making a process model executable corresponds to 
focusing or extending a perspective which was previously not taken into account by 
the model. For instance, for BPMN this could be specifying how the different services 
can be implemented by application services (operation perspective) or how user tasks 
can be assigned to organizational resources (organizational perspective).   
KiPs are typically modeled by means of declarative business process models which 
take a rule-based perspective on process models. The second research goal of this 
research project investigates what it means to transform a declarative process model 
into an executable process model. This transformation is different for declarative 
process models because the control flow of a KiP cannot be specified at build time, 
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but instead is only determined at run-time by the knowledge worker. Additionally, in 
the context of KiPs the different perspectives are also more integrated and, as a con-
sequence, run-time coordination between the perspectives is needed. The execution of 
a specific path should take into account the rules and constraints of the KiP. On the 
other hand it is also influenced by the decisions made by the knowledge worker and 
the relevant data that is available. A possible solution is presented by Barba et al. 
[13], in which an enactment plan is generated from a given declarative process model 
by means of constraint programming. These enactment plans can be transformed di-
rectly into BPMN models [14]. An enactment plan is essentially a simple and impera-
tive sequence of activities that complies with the declarative model. However, since 
only enactment plan is calculated at a time, which is insufficient to handle the dynam-
ic and flexible nature KiP, we would have to enumerating all possible enactment 
plans. This is not feasible for realistic cases as this would result in an enormous 
amount of enactment plans. Therefore, we would like to find a way to generate a spe-
cific subset of all possible imperative models that comply with the declarative model. 
2.3 Making tacit decision knowledge explicit by analyzing the decisions of 
knowledge workers 
KiPs are inherently people-centric [4]. Each knowledge worker has a specific back-
ground, expertise and experience and will leverage this to make the decision on which 
activity to do next during the execution of the process. These decisions are driven by 
the status and availability of data and knowledge objects. Traditionally in BPMS a 
distinction is made between application data, process-relevant data and process con-
trol data [15]. For knowledge-intensive BPMS the distinction between application- 
data and process-relevant data is less clear. For instance, the data of the patient (appli-
cation data) in combination with the availability of resources (process-relevant data) 
will be used by the doctor to decide which execution path shall next be taken (pro-
cess-control data). The third research goal of this project focuses on identifying 
knowledge management techniques that support the creation of new knowledge ob-
jects by extracting and integrating information from application, process-relevant and 
process control data. For example, the created knowledge object can correspond to a 
set of decision rules, extracted from historical process control data. This externalizes 
the tacit knowledge of experienced knowledge workers into guidelines for less expe-
rienced knowledge workers. These less experienced knowledge workers could in turn 
contribute knowledge about more state-of-the-art research or just provide an out-of-
the box vision. 
2.4 Assisting knowledge workers when making path decisions 
An apparent paradox exists between providing guidance and run-time flexibility [16]. 
Guidance is often thought of as forcing the user in a certain direction. In contrast, run-
time flexibility can be only realized if the knowledge worker is not forced to execute a 
certain activity next. There is however a suitable middle ground: a BPMS offering the 
knowledge workers specific recommendations on what he could do next. This does 
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not introduce any new restrictions, as the user can still decide not to follow the rec-
ommendations. The idea of using recommendation systems during the operational 
support for KiPs is not new [17, 18]. 
A key aspect to consider when making a recommendation system is what to con-
vey to the users. A single recommendation might be enough for smaller decisions, but 
in the context of KiPs this will be insufficient. A list of recommendations will be 
more appropriate as decision tend to be complex. This list can be provided as-is or in 
a specific order. The latter is preferable as it gives the users more information. Addi-
tionally, we can make the sorting criteria and predicted or known consequences ex-
plicit in a clear manner to give the user even more insight into the decision. The oper-
ations research side and the knowledge management side will both contribute to the 
sorting criteria. The former provides advanced analytical methods that focus on con-
cepts like efficiency, while the latter uses the accumulated knowledge base to account 
for preferences and hidden norms or rules. The use of operations research techniques 
in recommendation systems is not completely new and has been investigated to a 
smaller extend by Barba et al. [13]. Similarly, Schonenberg et al. [18] have also 
touched the surface of using knowledge management in this context. This research 
project aims to find deeper roots in both areas to create a combined technique. 
3 Methodology 
In the Information Systems domain the design science research is considered as a 
generally accepted research methodology [19, 20]. Typically, design science research 
consists of the following phases: 1) motivation of the problem, 2) definition objec-
tives of the solution, 3) design and development, 4) demonstration 5) evaluation and 
communication [20]. The research project must result in the identification of the re-
quirements for the four design science artifacts which will be developed: 
1. An BPMS architecture for KiPs. 
2. A method for transforming declarative process models into executable models. 
3. A business process recommendation generator that combines operations research 
and knowledge management techniques 
4. A method for creating a decision knowledge base using application data, process-
relevant-date and process control data 
The research structure is visualized using design cycles [21] in Fig. 1. An engi-
neering cycle (EC) provides the necessary steps to design and evaluate an artefact.  A 
research cycle (RC) is responsible for resolving research related issue (e.g., establish-
ing the state of the art for a problem, finding and adapting related techniques…)  [22]. 
The main engineering cycle (EC1) will result in the specification of a BPMS ar-
chitecture for KiPs and a prototype. This cycle has three smaller engineering cycles 
(EC2-EC4) and one research cycle (RC6). 
In the second engineering cycle (EC2) a method for making declarative process 
models executable will be developed. Before we can do this, we will first need to 
perform the first small research cycle (RC1): identify and assess the available declara- 
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Fig. 1. Research structure in terms of regulative design cycles 
tive process languages in the context of KiPs. If no languages are found to be suffi-
cient, a new language will be developed during the project. 
The third engineering cycle (EC3) will create the blueprints for a business process 
recommendation generator. This artifact should be able to generate a ranked list of 
recommended next activities. Two research cycles, RC2 and RC3, will identify and 
adopt techniques from, respectively, operations research and knowledge management. 
The criteria (e.g., estimated duration/cost, built-time flexibility, run-time flexibility, 
historic  compliance…) to rank the recommendations will be produced in these cycles. 
In the last research cycle (RC4) of EC3, we will evaluate the value of these recom-
mendations. The effect of having ranked recommendations will be compared to hav-
ing unranked recommendations) and having no recommendations at all. 
In the last engineering cycle, EC4, a method for creating a decision knowledge 
base will be developed. This starts by logging all relevant data (i.e., which activities 
are performed, resource availabilities, data generated during activities and general 
information about the people involved in the process). In the next phase, this logged 
data will be analyzed using decision mining techniques. These techniques are the 
outcome of RC5, which will identify, adopt and assess knowledge management tech-
niques for extracting knowledge from raw data. The decision knowledge base will be 
used as input for the knowledge management techniques from RC3 for the ranking of 
recommendations and, if a certain previously hidden rule is confirmed by users or 
domain experts, will be used to improve the general process model. 
Finally, the BPMS for KiPs will be evaluated in the last research cycle (RC6). The 
prototype of the system will be assessed in a real context (e.g., emergency department 
of a hospital). This assessment will primarily be performed by the actual users of the 
system and measure their thoughts on the potential and possible shortcomings of the 
system. The latter can then be examined in order to improve the system. 
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4 Current status 
We started with the problem identification as was briefly discussed in the introduc-
tion of this paper. From there on we created a list of requirements for the system, 
which translated into EC1, EC2, EC3 and EC4. In order to evaluate the system, a 
target environment and evaluation setup was specified (RC6). 
The first obstacle, making a declarative model executable, was tackled in combina-
tion with the recommendations. The idea arose to equate a declarative process model 
to a set of executable imperative process models. It is even possible to create one 
imperative model that is equivalent [23], but this would be a very complex and un-
clear model for realistic KiPs. So we decided to use a set of what we call ‘simple’ 
imperative process models. These models have one direct path from start to end with 
possibly one or more loops, even nested loops, on the way. Each imperative model in 
essence represents one trace with all of its variations based on repeated sequences 
within the trace. This is a trade-off between simplicity and the amount of possible 
models. These models are a bit more complex than, for example, the enactment plans 
proposed by Barba et al. [13], but they remain clear and understandable. At the same 
time, each of these models can represented a whole set of enactment plans. This dra-
matically reduces the number of models in the set of imperative models equivalent to 
a given declarative model.  The chosen representation also corresponds very well to 
what are called sequential and iterative care processes in healthcare [24]. 
Theoretically, this allows us to keep track of all paths that are still available, repre-
sented by a set of imperative models, at each point during the execution of the declar-
ative model. In practice however, we expect there to be numerous imperative models 
in set that is equivalent to a practical declarative model. This means that it would be 
very time consuming to generate the complete set, so we will possibly have to make 
due with knowing only a subset of the complete set of imperative models in order to 
keep the system usable. But since each imperative model represents many activity 
traces, this subset will still cover a comprehensive set of possible cases. 
In the next step, we identified and compared the available declarative process 
modeling languages in order to find a suitable language for this purpose. All candi-
date languages had their shortcomings, but we eventually chose Declare [16, 25] 
(formerly known as ConDec), and more specifically the Declare-R extension [26], as 
this was at the time by far the most popular of them all (of course mainly in the re-
search community). However, we demonstrated by way of a realistic case that De-
clare is insufficiently expressive to capture some the important knowledge concerning 
the decision making process required to model and offer guidance to users of KiPs. 
This  resulted  in  a  paper  that  is  accepted  to  the  BPMDS’15  working  conference [27]. 
The paper also proposes the basics of a new extension, Declare-R-DMN, which 
bridges the Declare-R language with DMN [28]. DMN is a standard for decision logic 
that was just recently adopted by OMG. This will be further elaborated to create a 
formal metamodel and corresponding language. 
In conjunction with the previous step, a blueprint for a recommendation generator 
was developed. This uses a variant of a genetic algorithm, called a population based 
meta-heuristic, to generate a subset of executable imperative process models that 
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conform to a given declarative process model. This subset is optimized according to 
fitness criteria from both the operations research and knowledge management do-
mains. A prototype was created which currently only supports Declare, but support 
for Declare-R-DMN will be added as that language is formalized. A paper describing 
this algorithm was accepted and recently published [29]. 
The further elaboration of EC2 and EC3 is planned as the next phase of this re-
search project. Meanwhile, in order to get a deeper insight in the healthcare industry, 
we also plan to meet with people involved in this service branch and discuss their 
vision on this project. As a starting point, a paper describing the intent of this project 
has been accepted and will be discussed at the ProCare workshop of the International 
Conference on Pervasive Computing Technologies for Healthcare 2015. 
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Abstract. Tactical Management is an area where businesses can pursue com-
petitive advantage. Lately, it has been under-addressed and even ingested by 
operational and strategic trends in Management and Information Systems. It 
needs adaptability as managerial way of thinking and acting along with proper 
information requirements recognition, in order for the person performing the 
tactical management function to accomplish best possible outcomes. With our 
research we are aiming to provide support in increasing the adaptability to 
changes for tactical management. At the same time, we are mapping the tactical 
management information system needs, to prove that they are distinctive from 
strategic, operational and project management information needs and should be 
addressed accordingly. 
Keywords: tactical management, information systems, adaptability, sense and 
respond, requirements engineering 
1 Introduction to the Context of the Problem Domain 
The goal of the research is to delineate Tactical Management as a managerial func-
tion in order to provide comprehensive insight of its Adaptability and Information 
System needs. The foundation of the problem domain is in the setting that the person 
performing the function of tactical management is expected to manage a Complex 
Adaptive System, and steer it towards a purpose, continuously facing limitations and 
changes in the resources and environment. Furthermore, there needs to be compliance 
with the organizational context, as well as ongoing capture of the environmental eve-
ryday developments that influence the achievement of an outcome. The research is 
aiming to result with an artifact as a method for the person in the shoes of a tactical 
manager that embodies principles, guidelines and prescriptions on how to achieve 
adaptability for the tactical management function and proper information system self-
design. We are addressing the following research questions: (1) what are the Tactical 
Management adaptability needs; (2) which are the Tactical Management Information 
Systems requirements and (3)  how to design a method that addresses those needs. 
Our initial constituent in the research problem are changes. Initially, we are making 
a distinction between adaptable and adaptive systems. A system or entity is adaptable 
if it can be adapted to changes by someone else. This means that someone (for exam-
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ple, the manager) can be put in position to: design, steer and adapt the system towards 
a purpose. On the other hand, a system or entity is adaptive when it is able to modify 
itself in order to adapt to changes. This is a subtle but paramount difference. We per-
ceive the company, the team, departments being managed as Complex Adaptive 
Systems (CAS).   CAS   is   defined   as   “A   system   of   individual   agents,   who   have   the  
freedom to act in ways that are not always totally predictable, and whose actions are 
interconnected  such  that  one  agent's  action  changes  the  context  for  other  agents” such 
as  departments,  organizations,  … [17]. The CAS is adaptive by itself. Also the entities 
it is consisted of are adaptive – in our case the people, or groups of people [1].  
If  we   incline  on   some   rules   of   balancing   complexity  on   the   ‘Edge  of   chaos’,  we  
should not be addressing complex subjects with  complex  solutions.  The  ‘edge’  needs  
both structure and freedom. The addressing of a complex system needs: (1) Simple 
rules; (2) Moderately dense connections; (3) Human rules on: how to detect infor-
mation, how to interpret information and how to act in response [20]. Hence, when 
facilitating and managing CAS towards a purpose, one should be introducing rules, 
connections, information detection and interpretation, and response guidelines; not 
complex or even complicated rigid solutions that, by definition, detain adaptability, 
rather than integrate it. Furthermore, when performing the tactical management func-
tion, the manager needs instructions on how to act, think and behave appropriately in 
order to facilitate a socio-technical system to continuously fulfill its purpose, for as 
long as required, in changing contexts, by continuous context capture.     
We are proposing that for tactical management one needs to think in terms of ‘sys-
tem   design’, not process flow. The system a tactical manager sets up should be 
adaptable – one should be able to make modifications to it, so that consequently it 
adapts to changes. This would be the articulated purposeful adaptable mechanism that 
should give a framework for the manager to steer and for the CAS to follow. The 
Tactical Management Information System should capture and assist this behavior 
appropriately. The research problem is investigated more elaborately in section 3.1.   
2 Current Status of the Tactical Management Adaptability and 
Information Systems 
There is almost clear distinction between the   ‘efficiency-centric’   and   ‘adaptive’  
managerial paradigms, in this post-industrial, knowledge-centric era. On one hand, 
the   “make-and-sell”   proponents   are   prescribing planning, efficiency and business 
processes; command-and-control management approach; matrix organizations. On the 
other  hand,   there   is   the  “sense-and-respond”  paradigm,  where   the  unpredictability   is  
expected and further on integrated in the way of working and structuring of the organ-
ization. [7] Across this polarization is the project management model, where dynamic 
and to a certain extent flexible systems and relations are formed regardless of the 
organization’s  current  setting.   
Our definition for tactical management as a managerial function is: How to achieve 
what is expected by utilizing what is given and following certain governing princi-
ples in the current context of the organization and environment. Through these iden-
tified constituents for tactical management, we searched for existing state-of-the-art 
concepts and support, in order to address a gap with unique viewpoint and provision.  
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Tactical Management Information Systems (TMIS) should be able to provide, rec-
ord and revise in an adaptable manner, information for the continuous changes occur-
ring in the behavior of the socio-technical system and its environment.    
Issue 1: In our investigation, the Tactical Management Information Systems and 
Managerial Methods are somewhat omitting [16] and/or under-addressing the speci-
ficities of tactical management. Tactical management differs from operational, strate-
gic and project management, in a number of characteristics, as it also has similarities 
with all of them. Hence, it should be recognized properly, in order to engineer the 
Information System requirements accordingly. Otherwise, the current situation will 
persist – information system designs, models and artifacts blend-in tactical manage-
ment either to strategic or operational management – with regular reports, prevailing 
quantitative data, not very   flexible  custom  combinations  or   ‘runtime’  changes   to  re-
quests [16]. The approaches addressing information systems in general, and aligning 
them with the business needs, or providing assistance for the managers in organiza-
tions are diverse starting from Enterprise Ontologies, Enterprise Architectures, Busi-
ness Modeling, Business Process Modeling – extended in the works such as Compo-
nent Business Model, Business Motivation Model, Service Oriented Architecture, 
Business Intelligence Model (BIM) and i* [2][14], Business Event Processing, all the 
way to Business Activity Monitoring, Process Mining, Information Quality Improve-
ment [16]. We try to enforce capture of the multi-faceted aspects of context (the 
device, the user, the task, the document source, the document representation, spatio-
temporal dimensions: time, frequency and geographic location) to prove the exact 
information system needs. 
Issue 2: With regards to the necessity for adaptability, of the person dealing with 
tactical management, and of the system that person is managing, we are emphasizing 
several components that introduce constantly changing environment and degree of 
unpredictability.  We  identify  two  kinds  of  ‘context’  that  tactical  management needs to 
take in consideration – organizational context and environmental context, where 
changes occur, especially for tactical management. The different approaches in litera-
ture perceive enterprise-wide or business process adaptability [2] [3] [10] [11] [12] 
and fewer offer artifacts for managerial adaptability as persons [4] [6] [12]    
Issue 3: The Person dealing with TM is not supported with appropriate artifacts 
(investigation elaborated in section 3.1). Current artifacts offer organizational view, or 
if aimed for the manager (senior, project,  operational)   they  don’t   involve   tactical   is-
sues to substantial extent (Strategic management – Balanced ScoreCard, Triple Bot-
tom Line, The Performance Prism; Project management – PMBOK, Product Lifecy-
cle; Operational management – Agile, Scrum, Lean)   
3 Design Science Research 
Design Science Research is gaining importance in current Information Systems re-
search [5]. It enables the researchers, by going through the Relevance Cycle (Re-
quirements, Field testing), the Design Cycle and the Rigor Cycle (Grounding, Addi-
tions to Knowledge Base) [8] to carry on scientifically acceptable and real-life im-
plementable designs that reduce the time to improve the world with our contributions, 
especially since the artifacts are designed with assistance of current real-life entities.  
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Fig. 1. Tactical Management Research as Design Science Research [9] 
3.1 Phase 1 – Identifying Tactical Management Adaptability Needs and 
Information System Requirements 
During the course of the research, the main focus of the initial stage of the investi-
gation was recognizing a problem. We started the research by conducting semi-
structured interviews with 30 managers on various levels (Senior, Middle, Project 
managers, SME Owners) from, mostly international companies, but also SMEs situat-
ed in Belgium and in Macedonia, with geographic scope of work nationally and inter-
nationally. This activity supported the more accurate positioning of the problem; and 
provided us with expert opinions on various practices (Fig.1, labels 1a, 1b). Also, we 
investigated current State-of-the-Art contributions in literature, for tactical manage-
ment adaptability and information systems (Fig.1, label 1c). 
By interviewing managers in companies, we identified existence of lack of appro-
priate support with reports, information flows and ability to obtain them per request; 
treatment of the tactical management needs with approach identical as either opera-
tional management (with big data and no latency) or strategic management (with KPIs 
and quarterly reports, somewhat too late or inadequate) etc. The most frequent answer 
from the managers, on how they are addressing the issue of handling the mismatch 
between what is needed and what is provided, was by extracting the relevant data 
from reports in ERP systems and manually shaping it in Excel or by hand. This way 
they had been able to reach the needed information scope, structure, depth, manner of 
obtaining, and updating cycles. Furthermore, tactical management denotes ongoing 
and   ‘runtime’ [19] [22] adjustments and changes in the people, systems, resources, 
expectations, processes that influence the outcome of any managed activity. Literature 
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review for supportive contributions to the problem of tactical management adaptabil-
ity and information systems has been performed as described in section 2 of the paper. 
3.2 Phase 2 – Investigating Literature for Grounding Reasons 
After being supported with practitioner real-life problems that confirmed our initial 
standpoint, expert opinions of different practices regarding tactical management, we 
consulted literature for proper academic ground for design (Label 2a on Fig.1) 
Currently, the approaches investigated in literature, provide adaptability as adjust-
ment, predefinition, corporate agility, or response modeling [10] [11] [21] in terms of 
business processes and enterprise-wide business process re-engineering and adapta-
tion [12]; goal oriented requirements engineering and relating requirements to organi-
zational and business context [13] as well as prescriptions of modularity and adapta-
bility prescribed in the Structure of the company [3] [2]; model-driven capability for 
continued focus on responsiveness and adaptability [12], or modeling and reasoning 
of strategic business plans involving tactical level [4], while the system design and the 
Sense-Interpret-Decide-Act loop are incorporated in the work of [6]   
We used the Sense-and-Respond framework as foundation for the research contri-
bution in TM. It provides (1) System Design and (2) Sense-Interpret-Decide-Act 
Loop for continuous discovering of early signals, reasoning upon them, and introduc-
ing changes and reconfiguration to the system accordingly. The main elements of the 
framework are purpose, strategy, structure, governance, which we are attempting to 
shape for the use of tactical management. The system is designed of roles and ac-
countabilities,  towards  a  purpose.  Strategy  is  the  “modular  system  design  of  roles  and  
accountabilities”  and  in  S&R  organizations  “structure  is  strategy”.  The  governance  “is  
the systematic propagation and assurance of global policy constraints to all roles in 
the  organization”.  [6]   
The foundations of the design throughout the research have been encompassing ex-
isting theoretical frameworks and concepts in: Information Systems, Management 
(Strategic management, Leadership, Operational management), Knowledge Manage-
ment, Complexity theory, Complex Adaptive Systems, Behavioral science, Systems 
theory, Network theory with Social Network Analysis, Social Systems Design, as 
well as Research Methodology, Design Science Research, Action Design Research 
and Behavioral Research.     
3.3 Phase 3 – Action Design Research as Research Method 
The Design cycle took place in constant communication with Practitioners and Ac-
ademics (Fig. 1, Labels 3a, 3b, 3c, 3d). We collaborated with 4 Companies for the 
Action Design Research (ADR) [18]: Company 1, small software implementations 
and consultancy – the Owner/manager of the company has been our End-user 1; 
Company 2, big consultancy with Headquarters in Belgium – a senior manager and 9 
Project Managers and Team Leads have been our End-users 1-9; Company 3, small 
geodesic and engineering bureau – the Owner/manager of the company is our End-
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user 10; Company 4, big production company with Headquarters in Macedonia – the 
Director of development department is End-user 11.  
In the 4 organizational contexts-companies, the artifact design has been going 
through Alpha-version – in Company 2 (Belgium) and Company 3(Macedonia) we 
have investigated a tactical management issue – and proposed a Sense-and-Respond 
solution for the management to follow; Company 2(Belgium) – Optimizing staff utili-
zation across projects (Microsoft Dynamic Implementations and Consultancy) and 
Company 3 (Macedonia) Shifting the Customer Perception for the Company (from 
only geodesic services to engineering, geodesic and consultancy services). The Beta-
version took place in Company 1(Belgium) and Company 4(Macedonia) where we 
have investigated a tactical management issue – proposed S&R solution for the man-
agement to follow – and one manager in the companies carried on the usage of the 
design throughout next months to register all the information needs (Information Sen-
sors, Emitters, Risks), changes as well as all system re-design needs – in Company 
1(Belgium) – Enable customer’s  management  to  spend  least  time  possible  on  remote  
communication with geographically scattered staff members; in Company 
4(Macedonia) – Provide earliest information for status and discrepancies to manage-
ment in a new factory construction and equipment alignment project.  
To properly position a tactical management issue in the companies, we performed 
in-depth analysis of the company, business, mission, vision, goals, strategy, current 
systems, tactical management approach, expectations and SWOT analysis by conduct-
ing interviews, panel discussions with the End-users and cross-discussions with the 
management. We tried to point out the usefulness of the ADR in their company both 
for the researchers and for the company utilized their expert opinion and constructive 
criticism which was valuable for the outcome. After start, we trained the End-users 
with the primitive concepts and roadmap of the S&R framework.  
We will argue that our Action Design Research has enabled us, throughout the 
timeline of 14 months of work with the End-Users, to go through advancing the Al-
pha- and Beta- versions of the design. We approached each manager and company 
with the same initially designed version of the initial artifact (in Excel Workbook of 4 
sheets) which they filled and individually revised by performing the SIDA loop, but 
we informed each newly involved manager with the benefits of the use from the pre-
vious ones. It is certain to say that   the   ‘learning’  on   the   side  of   the  researchers, has 
been communicated with the End-Users back and forth.  
Our Design and Results so far. The artifact-in-construction (a method for the 
manager- the person) we tested with practitioners in the ADR has been consisted of 
the following investigation of adaptability and information system self-design: 
1. Designing a System, according the Sense-and-Respond Framework principles 
(Visualizing and Specifying Purpose, Governing Principles, Role and Accountabil-
ity, Conditions of Satisfaction) 
2. Designing Information Sensors – what the manager would need to have as infor-
mation to have overview of his system (Visualization, Attributes and Indicators) 
3. Designing the Information Emitters – what the tactical manager would like to 
have been told by the other roles in order to be aware on time for possible issues 
disturbing the agreed outcomes (Visualization, Attributes and Indicators) 
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4. Designing the Risk Management (Visualization, Attributes and Indicators) 
 
Fig. 2. Tactical Management Adaptability and Information System Needs Snapshot with Bi-
partite graph using Social Network Analysis, in a Role-and-Accountability Diagram, for the 
Role  of  ‘Advisor’ 
In the Sense-and-Respond framework, we identified 3 adaptability components: 
x Adaptability component 1 - The Re-negotiations for outcomes, every role can per-
form through conditions of satisfaction, in order to adapt to changes.  
x Adaptability component 2 – Introducing and terminating roles and accountabilities.  
x Adaptability component 3 – Populating roles according human resources/systems.  
We consider the Sense-Interpret-Decide-Act loop as perpetual engine to adaptabil-
ity, which enables the system designer (manager) to continuously scan the organiza-
tional and environmental context for changes, and receive early warning signals, on 
the entities previously incorporated in the widest system of Roles and Accountabili-
ties. This opens the radars (Information Sensors, Emitters and Risks) and initiates 
information flows with variable content, frequency, type, manner of obtaining etc. 
The SIDA loop helps the managers reduce unexpected events and self-design the 
information system needs, on an ongoing basis, and identify whether some activity or 
information flow needed to be more efficient or automatized.     
To present at least one of the resulting visualizations that present the system design 
and the tactical management information system, we are using the Social Network 
Analysis (SNA) tool – bipartite graph with nodes (for roles and information needs) 
and edges (for accountabilities). The two types of entities used in the graph are Roles 
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and Information Sensors, Emitters, Risks. Of course, such a static view (Fig. 2) for 
something so alive and changing, such as the Complex Adaptive Systems on one side, 
and our Sense-and-Respond system on the other, is not enough. But when presented 
on a timeline – using SNA timeline feature – the alive, adaptable, adaptive and flexi-
ble nature of tactical management and its information system needs comes before our 
eye-view. 
3.4 Conclusion and Perceived Contributions 
By conceptually positioning a manager to design and maintain a Sense-and-
Respond system that is adaptable to the changes and unpredictability in order to 
manage a Complex Adaptive System towards a purpose, we are aiming to assist the 
manager in fulfilling this task successfully. Our focus on tactical management is pur-
poseful because it has been under-addressed and to some extent inappropriately ad-
dressed [16]. Our selection of Social Network Analysis – graphs that visualize the 
network of roles (nodes), and the accountabilities (edges) has proven useful for the 
practitioners and theorists in the perception of the system, its reconfigurations, com-
munications, information and risk sensors. When a timeline is used, the graphs be-
come the  most  proximal  representation  of  the  system’s  adaptability  and  accurate  de-
signer of the tactical management needs for Information Systems. Our selection of 
Action Design Research and placing it in Design Science Research Methodology 
has been spontaneously driven by the motive to produce artifact that is immediately 
functional in at least one real environment; and to simultaneously involve design 
stakeholders from all aspects: practitioners, end-users, researchers, academics. We 
believe that tactical management information system needs have not been mapped to 
such depth and structure; the context capture (both organizational and environmental) 
and the proposed system design approach to becoming more adaptable while manag-
ing Complex Adaptive Systems represent distinctive traits of our research, as multi-, 
inter- and trans-disciplinary contemplation for both science and practice. The result-
ing artifact, as method, for the manager (the person) performing the tactical manage-
ment function, delivers principles, guidelines and prescriptions that are expected to 
improve tactical management adaptability and map the tactical management infor-
mation system distinctive requirements.            
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Abstract. Enterprise Resource Planning (ERP) implementation is a complex 
and active process, one that involves a mixture of technological and organiza-
tional interactions. Often it is the largest IT project that an organization has ever 
launched and requires a mutual fit of system and organization. Concept of an 
ERP implementation supporting business processes across different depart-
ments in organization is not a generic, rigid and uniform process - it is a vivid 
one and depends on number of different factors. As a result, the issues address-
ing the ERP implementation process have been one of the major concerns in 
industry. Therefore ERP implementation process receives profound attention 
from practitioners and scholars in its academic or industry papers. However, re-
search on ERP systems so far has been mainly focused on diffusion, use and 
impact issues. Less attention has been given to the methods/methodologies used 
during the configuration and the implementation of ERP systems; even though 
they are commonly used in practice, they still remain largely unexplored and 
undocumented in Information Systems research domain. This paper is useful to 
researchers who are interested in ERP implementation methodologies and 
frameworks.  We  will  briefly  reference  current  main  stream  developing’s  in  aca-
demia and industry regarding ERP implementation methodologies and frame-
works and discuss it through ideas and concepts developed in Situational 
Method Engineering’s  current  practices.  At the end, this paper also aims at the 
professional ERP community involved in the process of ERP implementation 
by promoting a better understanding of ERP implementation methodologies 
implementation methodologies in general and frameworks, its variety and future 
development. 
1   Introduction 
Implementing an ERP system is a major project demanding a significant level of re-
sources, commitment and adjustments throughout the organization. Often the ERP 
implementation project is the single biggest project that an organization has ever 
launched [1]. As a result, the issues surrounding the implementation process have 
been one of the major concerns in industry. And it further worsens because of numer-
ous failed cases include a few fatal disasters which lead to the end of some companies. 
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In previous studies can be found that almost 70% of ERP implementations fail to 
achieve their estimated benefits [2]. Although ERP can provide many benefits for 
organization, goals are often changed to getting the system operational instead of 
realizing the goals [3]. Reflecting such a level of importance, the largest number of 
articles in literature belongs to this theme. It comprises more than 40% of the entire 
articles [4]. Many of these articles share implementation experiences from various 
companies. Also, various models of implementation stages and different implementa-
tion methodologies are presented and will be discussed more in the next section. 
2   ERP Implementation Methodologies In General 
ERP implementation methodologies have similar factors with software development 
life cycle or framework on developing software. However, the main difference is, in 
the ERP implementation methodology, we do not talk about how to develop ERP 
system. We are mainly discussing how to adopt ERP system with the organization [5]. 
Perhaps  the  biggest  distinction  between  ERP  systems  and  “traditional  systems”  is  the  
way they are developed and implemented. Simplified, the traditional way means that 
the company hires a consulting company, a requirement specification is developed and 
then the system is developed according to that specification as well as the organiza-
tions business processes. Either from an open template or from scratch, all parts are 
customized to fit the particular business. On the other hand, an ERP is a packaged 
software  application  that   is  bought  “off  the  shelf”  [6].  It  consists  of  modules  for  dif-
ferent business functions such as finance, HRM, accounting and Inventory Manage-
ment. Instead of the system being created with respect to what the business processes 
looks  like,  an  ERP  is  developed  independently  and  it’s  up  to  the  organization  to  adapt  
to  the  ERP.  However,  it’s  not  “plug  and  play”  software  and  do  generally  require  some  
degree of customization in order for the organization to enjoy full benefits. Due to 
these issues, some research has been conducted on creating frameworks for reaching 
success when implementing an ERP system [7]. ERP implementations are modeled in 
order to structure such a large entity into pieces capable of being controlled, i.e. stages 
or phases. A similar approach has been used in modeling e.g. software engineering 
projects. The phases can then be described by the objectives, activities, and stakehold-
ers involved. Several models of ERP implementation methodologies are provided in 
literature (and in practice) and they vary according to e.g. the number of phases.  
 
The phases in ERP implementation frameworks are often counted as between three 
and six [8]. Within the method engineering research discipline it has been recognized 
that   there   is   no   “one-size-fits-all”  method   for   a   problem   domain.   Instead, so called 
situational methods which are adaptable to a specific problem situation need to be 
developed. Regarding the fact that the implementation/rollout of an ERP solution is a 
complex problem as it is an integrated approach that is related to organizational and 
IT aspects, the need for a comprehensive methodological support for the implementa-
tion of ERP solutions, described in academic literature, becomes obvious. Situation 
Method Engineering seeks for utility by developing innovative artifacts. [9] Such 
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artifacts can be in the form of constructs, models, methods, or instantiations. Based on 
the all information provided in previous paragraphs the following research question 
arises: How could the ERP implementation methodologies/frameworks be supported 
systematically; where the type of the implementation project, stakeholders of ERP 
projects and the specifics of the ERP solution (domain) are taken into consideration)? 
In other words, could the ERP implementation methodologies benefit from the use of 
Situational Method Engineering concepts? In next chapters we will try to provide 
landscape which we need in order to find answers for this research question. 
3   ERP implementation: Activity is what matters 
Nowadays, number of ERP methodologies are described in academic and professional 
IS domain. Common for both domains (professional and academic) is that they strive 
to describe ERP implementation methodologies as sequence of activities required for 
ERP implementation process. In these methodologies (academic and professional), all 
relevant (as author perceive relevant) activities are described and defined in terms of 
goals, results and necessary resources. Several authors provide research that is based 
on the assumption that a range of activities exists which represents the most relevant 
activities in an ERP implementation project. Although several authors showed the 
phases in an ERP project (and activities in these phases), a complete list of all relevant 
activities in an ERP implementation project was not found, unfortunately. Several 
authors pointed out activities which where relevant according to their point of view in 
their papers, but none of them intended to collect all possible relevant activities [10].  
 
By examining papers with different views the authors expect to have found the most 
relevant activities. Guy Janssens1, Rob Kusters1 and Fred Heemstra tried to lay a 
foundation for defining the size of an ERP project. They organized activates in clus-
ters which contribute to the same intermediary product or products. For instance, an 
intermediary  product  such  as  ‘trained  users’  can  be  achieved  by  a  cluster  of  activities 
such  as:  ‘prepare  training  material’,  ‘train  the  trainers’,  ‘set  up  training  infrastructure’,  
‘train  users’  etcetera.  [10] A literature search was performed aiming at finding papers 
in which activities within an ERP implementation project were listed. From these 
papers a collection of names and expressions of activities was retrieved. The papers 
were retrieved from a collection of about 200 papers which were composed of papers 
selected   from   ‘A  Comprehensive ERP bibliography - 2000-2004’.  Next table shows 
the list of clusters and sub clusters of activities and the classification into the three 
categories (Group view). [11] 
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Table 1. Clusters, Sub-clusters and Group View (fragment) 
 
 
 
4   ERP Implementation Methodologies in Literature 
Research on ERP systems has so far been mainly focused on implementation 
CRF/CSF and impact issues. Less attention has been given to the methods used during 
the configuration and the implementation of ERP systems, even though they are com-
monly used in practic they remain unexplored in ISD research. Several models of ERP 
implementation methodologies are provided in literature and they vary according to 
e.g. the number of phases. The phases in ERP implementation frameworks are often 
counted as between three and six, according to Somers and Nelson [12]. However, the 
Umble model [13] includes 11 phases and it gives practical checklist-type guidance 
for an ERP implementation. On the other hand, the models of Markus and Tanis, for 
example, or Parr and Shanks are are very general, and are merely used for analyzing 
ERP implementation projects. The models are useful in studying, analyzing and plan-
ning ERP implementation.  
 
The selection of ERP implementation method mentioned in paper is based on the 
degree   of   “institutionalization”   in the scientific community. Livari and Hirschheim 
described six criteria to determine institutionalization: including 1) the existence of 
scientific journals, 2) scientific conferences, 3) textbooks, 4) professional associa-
tions, 5) informational and formal communication networks, and 6) citations. There 
are number of different ERP implementation methodologies mentioned and described 
in literature.  However, there is an issue with methodology scope, context and its am-
biguity. For example, some methodologies treat the phases before the acquisition of an 
ERP system (and are focused on it), while some methodologies put stress on phases 
after the ERP system has started to be used (production phase). Different authors 
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provide different sequence of phases and diverse naming practice. The preliminary 
phases are, for example, initiation and requirements definition defined by Kurup-
puarachchi, project chartering by Markus and initiative and selection by Makipaa. 
[14] It is obvious that there is no ground based ERP implementation methodology, 
widely accepted and tested. Even though they are commonly used in practice (ERP 
implementation methodologies) they still remain largely unexplored and undocument-
ed in Information Systems research domain. Next table summarize list of proposed 
implementation methodologies followed by the degree of institutionalization in scien-
tific community. 
 
Table 2. ERP implementation models and Author(s) 
 
Author(s) ERP implementation model 
Bancroft et al. (1998) (1)Focus, (2)Creating As – Is picture, (3) Creating of the To-Be design, (4) Construction and testing and (5) Actual Implementation 
Kuruppuarachchi et 
al. (2000) 
(1) Initiation, (2) Requirement definition, (3) Acquisition/development, 
(4) Implementation, and (5) Termination  
Markus and Tanis 
(2000) 
(1) Project chartering, (2) The project, (3) Shakedown, and (4) Onward 
and upward 
Makipaa (2003) 
(1) Initiative, (2) Evaluation, (3) Selection, (4)Modification, Business 
process Reengineering, and Conversion of Data, (5) Training, (6) Go – 
Live, (7) Termination, and (8) Exploitation and Development 
Parr and Shanks 
(2000a) 
(1) Planning, (2)Project: a. setup, b. reengineer, c. design, d. configura-
tion and testing, e. installation (3) Enhancement 
Ross (1999) (1) Design, (2) Implementation, (3) Stabilization, (4) Continues im-provement and (5) Transformation 
Shields (2001) Rapid implementation model of three phases and 12 major activates 
Umble et al (2003) 
(1) Review the pre-implementation process to date, (2) Install and test 
any new hardware, (3) Install the software and perform the computer 
room pilot, (4) Attend system training, (5) Train on the conference 
room pilot, (6) Established security and necessary permissions, (7) 
Ensure that all data bridges are sufficiently robust and the data are 
sufficiently accurate, (8) Document policies and procedures, (9) Bring 
the entire organization on – line, either in a total cutover or in a phased 
approach, (10) Celebrate, and (11) Improve continually 
Verviell and Haling-
ten  
(1) Planning, (2) Information search, (3) Selection, (4) Evaluations, and 
(5) Negotiation 
 
32
4.1 ERP Implementation Methodologies in Practice: Example of ASAP 8 
Because of the high number of failed ERP implementation projects, ERP vendors 
have developed their own methodologies that best fit their packages. The selection of 
ERP implementation method (chosen to be described in this paper) is based on the 
degree of institutionalization in the scientific community. ASAP is one of the few ERP 
implementations methods addressed by the research community [15]. In addition, 
there are professional associations promoting ASAP and there are newsgroups on the 
Internet representing informal networks and are cited in case studies, such as Geneva 
[16]. Furthermore, ASAP is well established on the market as regards implementing a 
market leading ERP system and it is used in education via the university alliance pro-
gram between SAP and about 400 universities around the world. Thus, the method has 
both practical and educational relevance and meets several   of   Kuhn’s   institutional  
assessment criteria. The success of SAP implementation is to a large degree deter-
mined by the speed and the effectiveness of the software to add value to your organi-
zation. That is why SAP has introduced Agile ASAP; a new, practical implementation 
methodology that allows you to implement operating functionality in short iterative 
cycles. In each cycle the team implements the most valuable and important functional-
ity first. This enables you to generate results faster, gain immediate insight into the 
value, increase the flexibility of the implementation and improve progress monitoring.  
 
 
 
Fig. 1. Agile ASAP 8 Methodology Phases) 
 
All phases in ASAP 8 are provided on SAP official website www.sap.com. It is im-
portant that each of these phases is developed in detail, down to its smallest bit – ac-
tivity. Also, there are hundreds of different, industry specific, business scenarios and 
processes suggested as preconfigured ERP solution building blocks. Regarding the 
industry (situational factors), using the SAP product  named  “Solution  Manager”  you 
are able to build you process by connecting suggested activities and appropriate roles. 
Plan of this PhD research is to conduct comprehensive study of ASAP 8 as an industry 
leading ERP implementation methodology.  Next Figures shows a SAP Solution Man-
ager screenshot. 
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Fig. 2. Agile ASAP 8 Methodology Phases) 
 
 
 
5 Situational Method Engineering in ERP Implementation 
As several authors [17] have stated, the implementation process of an ERP system is 
best conceptualized as a business project rather than the installation of a new software 
technology. Unfortunately, comparing to ERP vendor's implementation methodologies 
(its comprehensive structure and context based approach) academic literature in this 
domain mostly stayed idle – not progressing in order to, in best possible way, describe 
what is going on in professional ERP implementation practice. Structured recommen-
dations or methods supporting the implementation are completely missing. In addition, 
traditional approaches from software engineering that address the implementation of 
software   in   general   cannot  be   applied   “as   is”   to  ERP   solutions  because   they  do  not  
consider certain ERP specifics. As mentioned previously, the fact that the implementa-
tion/rollout of an ERP solution is a complex problem as it is an integrated approach 
that is related to organizational and IT aspects, the need for a comprehensive method-
ological support for the implementation of ERP solutions, described in academic liter-
ature, becomes obvious. Situation Method Engineering seeks for utility by developing 
innovative artifacts . Such artifacts can be in the form of constructs, models, methods, 
or instantiations [18]. Within the method engineering research discipline, but also in 
other areas of research it has been recognized that there is no “one-size-fits-all”  meth-
od for a problem domain [19]. Instead so called situational methods which are adapta-
ble to a specific problem situation need to be developed. Methods/methodologies are 
considered   to   be   Design   Science   Research   artifacts.   They   “describe viable ways of 
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performing goal-oriented activities in order to solve a real-world  problem”  [20].Thus, 
situational methods should incorporate method configurations that allow for the user-
/role specific configuration of a situational method [21]. 
 
In the literature, different terms and understandings are used for the method building 
blocks that are the basis of situational method composition approaches (e.g. method 
fragment, method chunk or method component. Activities describe the main units of 
work whereas techniques support activities by giving detailed and precise instructions. 
Each method fragment is characterized by exactly one result that is created by one or 
more activities which are supported by one or more techniques. [22].Identification of 
method fragments is one of the first steps of situational method composition. In order 
to increase their re-use, the identified method fragments are stored in a so called 
method base [23]. Thereafter, it is necessary to derive rules that allow for the compo-
sition of method fragments into situational methods in order to address the problem 
situation at hand. With the help of such rules, method fragments can be put in a tem-
poral and logical order; they are also stored in the method base. Based on the identi-
fied situation and a method base, situational methods can be composed. Having on 
mind previous paragraph it is obvious that situational methods can be developed to 
address a specific problem situation. However,  Mirbel  and  Ralyté   [24] criticize that 
users  of  a  situational  method  still  have  to  “apprehend  the  method  as  a  whole  and  un-
derstand all its concepts in order to use it, which can have some negative impact and 
discourage”   the  users   from  using   the   situational  method.  A  user/role  has   to  perform  
specific activities and thus needs his/her own configuration of the situational method [. 
To address this  issue,  Mirbel  and  Ralyté suggest combining situational method com-
position and situational method configuration. Each method construction approach 
starts with the aggregation of method fragments which implies that previously the 
situation has been characterized and the method base was filled with method frag-
ments and corresponding rules. Thereafter, the obtained situational method can be 
configured for each user by only presenting those method fragments referring to 
his/her role and thus supporting his/her tasks [24]. This implies that roles and corre-
sponding method configurations have been identified beforehand. Summing up, it 
should be noted that situational method engineering that meets the requirements of 
Mirbel   and  Ralyté (see above) is comprised of the following steps (Steps three and 
four could also be conducted in parallel): 
1. Characterization of the situation 
2. Identification of method fragments 
3. Development of method configurations by assigning roles 
4. Derivation of rules for the assembly of method fragments 
ERP is implemented into the productive environment of a company (and it represents 
backbone of the modern transactional business operations). Discussion of related work 
in literature (academic) shows that there is no systematical support for supporting the 
implementation phase. That is why we would like to focus on the development of a 
situational method for the implementation of ERP system. Including the combined 
35
method construction approach  of  Mirbel  and  Ralyté  , we would firstly characterize the 
situation(s) in which the future situational ERP implementation method can be used. 
Next, we would derive method fragments that support the implementation of ERP 
solution. Thereafter, we would identify roles (types of users) that conduct portions of 
such a situational method. In addition, we would specify method configurations. They 
determine only those method fragments of the situational method that support the 
tasks of the different roles. Before identifying appropriate method fragments, the sit-
uation in which the fragments can be used has to be specified. We should assume that 
the use of a complex ERP solution depends on the size of a company, i.e. that such a 
solution will presumably more often be implemented in a large company than in a 
smaller one. Moreover, we assume that implementing such a ERP solution in a large 
company will require different support than implementing it in a smaller one. This is 
just one example of characterization of the situation in ERP implementation. In order 
to have a complete solution (described) it is needed to undertake execution of all steps 
that Mirabel and Ralyte suggested as part of developing situational method (in this 
case for ERP implementation method) [25]. 
6 Conclusion 
ERP is the largest enterprise application software market with revenue projected to 
reach $26.9 billion in 2015 projected by Gartner. However, as mentioned previously 
in this paper, studies show that almost 70% of ERP implementations fail to achieve 
their estimated benefits. In this paper, which is part of PhD thesis work, we provided 
brief literature review of ERP implementation methodologies and its phase in IS re-
search field domain. It is obvious that there is no ground based ERP implementation 
methodology (described in literature), widely accepted and tested. Even though they 
are   commonly   used   in   practice   (vendor’s   ERP   implementation  methodologies)   they  
still remain largely unexplored and undocumented in Information Systems research 
domain. Also we have briefly described one of the most advanced ERP implementa-
tion methodology provided by SAP (biggest ERP vendor) named ASAP 8 (agile 
methodology) which is the method that has both, practical and educational, relevance 
and  meets   several   of  Kuhn’s   institutional   assessment   criteria.   It   is  methodology   tai-
lored to meet specific need of organization such as size, industry, business process 
settings etc. There is no need to dig deeply, it can be seen that academic literate is not 
following professional literature and progress in this part of Information Systems 
development (ERP implementation methodologies). Therefore, idea of authors of this 
work is to propose, develop and evaluate a situational method that supports the im-
plementation of an ERP system. Additionally, method configuration should be speci-
fied that identify only those method fragments that are relevant for certain roles, e.g. 
project manager or ERP consultants.  Finally, the utility of the whole situational meth-
od consisting of method fragments, procedure model/rules and method configurations 
should be justified by using the method in actual ERP implementations and evaluating 
the   integrated   artifact’s   utility.  All   process   of   proposing,   developing   and   evaluating  
should be based on rigid DSR foundations heavily supported by experience of ERP 
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professionals and ASAP methodology (ERP implementation methodology provided 
by biggest ERP vendor). At the end, synergy between academia and industry should 
be an advantage in developing Situational Method Engineering as part of DSR; prov-
ing its applicability and power to describe actions/activities in real IT industry. 
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Abstract. Nowadays, increasing time series data has brought new challenges in 
many domains because their massive instances, dimensions, speed and com-
plexity. In order to solve this problem, data reduction techniques are becoming 
an integral part of future systems, especially for Monitoring System. Different 
from most data reduction techniques which are based on information theory, 
this paper is planning to explore a novel model-based method, which tries to 
build piecewise regression models only for correlated data with guidance of 
priori knowledge, avoiding unnecessary computation between unrelated data 
streams. Until now, we have designed a primal data reduction framework, cor-
responding experiments and evaluation criteria. 
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1 Introduction 
In the era of Big Data, numerous new data streams are generated every day, resulting 
extremely high-volume data from multiple sources in many domains, such as electric-
ity grid, data center, smart building, etc. Those data streams are mainly based on sens-
ing systems of physical environments and computing systems, i.e. Monitoring Sys-
tems, and most of Monitored Data can be described as time-series data, which is the 
representation of a collection of values obtained from sequential measurements over 
time [1].  
Modern information systems have to deal with a large amount of information, 
which always lies in massive data and requires many times of transmission, storing 
and extraction of data. Moreover, some of them are in continuous data stream, which 
make these problems even harder to solve. This cost-expensive process now becomes 
a bottleneck of modern information system, so how to reduce the quantity of stored 
data while maintaining the ability to derive informative values becomes a key prob-
lem to research. My Ph.D. research will be carried on the phenomena of data reduc-
tion process in monitoring system, especial streaming data, with two key properties of 
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interest, namely, performance of process and reserved information values. I will 
mainly focus on improving data reduction process by exploiting powers of knowledge 
models, which is a general term of models built on learnt knowledge. They can be 
simple correlation models describing correlations between data dimensions, as we 
used in CMBDR framework currently, or even logic-based models like some seman-
tic models which describing complicate relations such as generalization, classifica-
tion, etc. During my research, I will try to answer the following research question: Is 
it possible for knowledge models to help information systems improve their ability to 
do data reduction and information values retrieval? Currently, I’m assuming models 
are based on a priori knowledge, but it could also be an optional direction to investi-
gate how to build models of monitored data. In this paper, some related algorithms 
and tools are studied, and based on their drawbacks, the idea of model-based data 
reduction is proposed. And in order to evaluate this idea, a possible initial approach 
named CMBDR (a novel model-based framework building recursive regression mod-
els to obtain a reduced representation of raw data) is designed and will be validated in 
future. And obviously, new algorithms of data reduction should be developed and 
combined with existing ones to implement this idea, which would be my future work. 
The rest of paper is organized as follows. In section 2, we discuss the state of the 
art, explaining some common used data reduction techniques and their disadvantages. 
In section 3, as a candidate solution to the problem, we present CMBDR framework 
and mechanisms to implement. In section 4, evaluation mechanisms and criteria are 
defined to measure framework performance. Section 5 lists some interesting open 
issues related to CMBDR. We conclude the paper and introduce future work in sec-
tion 6. 
2 State of the art 
A variety of techniques have been developed for data reduction in time series in the 
past few decades, and most of them are from the perspective of information theory. 
PCA (Principal Component Analysis) implements orthogonal transformation to con-
vert possibly correlated variables to some linearly uncorrelated variables (principal 
components) based on a few observations [2,3]. PAA (Piecewise Aggregate Approxi-
mation) [4] is a simple dimensionality reduction method for time series, which reduce 
dimensionality with mean values of equal sized frames of original data. Some other 
common used reduction techniques are SVD (Single Value Decomposition), DFT 
(Discrete Fourier Transform) and DWT (Discrete Wavelet Transform).  
Recently, some new methods are also introduced to implement data reduction in 
large systems. Cypress [5] is a new method supporting archiving and querying for mas-
sive time series data, it firstly transforms the single data stream into several sub-
streams (called trickles) and then directly use some trickles to answer common que-
ries (trends, histograms, and correlations), which doesn’t need to reconstruct original 
data. Those trickles are generated by implementing filtering, down sampling, thresh-
olding and random projection on original time series stream. Cypress framework car-
ries out lossy compression to achieve high compression ratio, and at the same time it 
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remains to be effective to answer queries (reserving spikes, trends of original data) on 
compressed data, without reconstruction of original data. 
YADING [6] is an end-to-end clustering algorithm which works on large-scale time 
series with fast performance and quality results employing some data reduction tech-
niques. YADING provides theoretical proof on the lower and upper bounds of the 
size of the reduced dataset firstly, and then operates random sampling and dimension-
ality reduction (PAA) on original datasets. 
In general, data reduction methods are all built based on data redundancy. In time 
series case, most of data redundancy lies in temporal repeatability and correlation 
between each series. And those correlations can be ubiquitous in variant systems in 
terms of monitored data, in which remarkably, data correlations are always resulted 
from real-world relations between monitored objects, including spatial relation and 
also logical relation. For instance, correlation between neighboring sensors placed in 
Smart Buildings, and collaborating servers in a data center.  
As explained above, current data reduction methods are all based on information 
theory, which means before data reduction phase, they need to analyze data first to 
understand the repeatability and correlations. But all these methods neglect the se-
mantic meanings of data in their process, causing much aimless computation which 
lower program performance. And   that’s  also   the  biggest  barriers  hinder   their   imple-
mentation in big systems. So this paper goes in the opposite direction, by exploiting 
properties which can be apparent or easily inducted from existing data and knowledge 
to avoid aimless computation between uncorrelated data, proposes a new method to 
do data reduction in monitored data which exploit correlations known from pre-
defined models. 
 
Fig. 1. CMBDR framework  
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3 CMBDR Framework 
As an initial approach, CMBDR exploits correlation models because they can always 
give direct guidance on reduction process and can be easily obtained in many cases. 
Learning from the idea of replacing correlated time series data with regression models 
[7], we propose a new framework for time series data reduction in monitored data, 
namely, Correlation-Model Based Data Reduction (CMBDR), as shown in Fig. 1. It 
exploits the power of a priori knowledge to find possible correlations between data 
streams, from which we can build several Correlation Models to describe the qualita-
tive relations between data streams in long term. Then for data output in a short peri-
od (called compression window), multiple regression models can be applied to find a 
matching quantitative temporary relation (function F), so that data is compressed 
because any values of one data stream can be predicted by the other. Moreover, based 
on recursion of these quantitative relations on correlation model, the recursive regres-
sion model could be built so that data of any nodes on the correlation model could be 
predicted with raw data stream of the root nodes. In this way, CMBDR saves time by 
only conducting analysis on correlated data whose relations are specified in the input 
correlation model. 
Compared to other solutions, two highlights of CMBDR lie in the process-guiding 
correlation model and also recursion of regression which makes scalability possible. 
In this paper, CMBDR can exploit not only the rigorous correlation models which are 
derived from empirical data research (e.g. Bayesian Network of indicator correlations 
[8]), but also some simple models deduced from general experience (e.g. correlation 
between light, temperature and CO2 level in a greenhouse). In addition, not every 
arbitrary topology is qualified for the correlation model, the minimum requirement is 
Directed Acyclic Graph shown in Fig. 2, which specifies unambiguous correlation 
and provides only one recursion choice. When all nodes in the model rely on at most 
one other node, the model will become a tree-like model shown in Fig. 1. Similar to 
the definition of depth for nodes in a tree, we defined depth for nodes in the Directed 
Acyclic Graph as the maximum number of edges   from   the  node   to   the  graph’s   root  
nodes. Another thing needs to remind is, the so-called long-term correlation model is 
not permanent.  
 
Fig. 2. Directed Acyclic Graph and its root nodes 
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Currently, CMBDR only exploits segmented dimensionality reduction method 
(piecewise regression) which assumed the correlation model is true, so the perfor-
mance is highly dependent on the quality of input model. Although the compression 
ratio of CMBDR is probably less than some techniques above because of their ex-
haustive information theory analysis, the pre-defined model can make this framework 
avoid much more unnecessary computations. 
In order to implement CMBDR and evaluate its performance, we propose the solu-
tion divided into several steps, listed as follows: 
1. Initialize the input correlation model, testing dataset (multi-variable data streams) 
2. Initialize parameters, namely, length of compression window, regression threshold 
(compared with matching degree to validate a regression model), etc. 
3. Segment time series data stream into compression windows 
4. In a compression window, carry out regression analysis for each pair of streams 
which has relations in the Correlation Model (in a Width-First-Search order) 
5. If the best fitting regression model exceeds the regression threshold, compress data 
according to this regression model; otherwise, keep raw data 
6. Go to step 3 until no more compression windows 
7. Output regression model parameters and raw data of root nodes 
8. Recover data with regression models and raw data of root nodes (in a Width-First-
Search order) 
9. Evaluate results 
Since CMBDR framework is aimed to quickly find fitting regression models to quan-
tify relationship between two variables which are in a stream manner, the computation 
complexity of regression analysis must be limited. So in this paper, only the following 
simple regression models are considered and the framework should give preference to 
the model with the least time complexity during regression analysis. 
x Simple linear regression with time complexity of O(𝑚) 
x Multiple linear regression with time complexity of O(𝑚ଶ𝑛) 
x Low polynomial regression 
4 Evaluation Criteria 
CMBDR framework conducts model-based regression analysis on monitored data to 
achieve data reduction with raw data of root nodes and the recursive regression mod-
el. In order to evaluate CMBDR, validation will be conducted with abundant experi-
ments on specific monitored datasets: 
x sensors outputs of ventilation facades in a smart building 
x software and hardware information of a data center monitoring system 
Aimed to find its ability to achieve less execution time, higher compression ratio, and 
better accuracy compared to some mainstream techniques (PAA, PCA, Rainmon [9]), 
following evaluation metrics are built: 
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x Compression ratio to demonstrate compressing performance of data reduction 
x Total execution time to show processing speed on data streams 
x Accuracy to reflect the informative values remained in compressed data 
In specific to the accuracy aspects, instead of one specific criterion, we propose mul-
tiple criteria to meet different possible requirements from different applications, the 
criteria are as following: 
x Root-mean-square deviation to measure total accuracy of compression, it repre-
sents standard deviation of the differences between raw data 𝑦 and compressed da-
ta 𝑓, as shown in equation (1) 
 RMSD = ඥ𝐸((𝑓 − 𝑦)ଶ)  (1) 
x Coefficient of determination, denoted as 𝑅ଶ to measure total goodness of fit of the 
compressed model, as shown in equation (2), 𝑦௜  is raw value of original data and 𝑓௜ 
is recovery value of compressed data for time series containing n  values 
 𝑅ଶ = 1 − ∑ (௬೔ି௙೔)
మ೙
೔సభ
∑ (௬೔ି௬ത)మ
೙
೔సభ
 (2) 
x Relative error to weigh informative values decreased by the data reduction method, 
as shown in equation (3), η is relative error,  η is absolute error and 𝜐 is range of 
data 
 η = ఌ
|జ|
 (3) 
x Pearson’s  Coefficient  to  measure  correlation  between  data  streams  so that we can 
compare and find correlation variations after data reduction, as shown in equation 
(4), γ is Pearson’s  Coefficient, 𝑋௜ and 𝑌௜ are sample values for time series X and Y 
containing n  values, 𝑋ത and 𝑌ത are mean values of  X and Y 
 γ = ∑ (௑೔ି௑
ത)(௒೔ି௒ത)
೙
೔సభ
ට∑ (௑೔ି௑ത)మ
೙
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మ೙
೔సభ
 (4) 
x Performance of some applications running on both raw data and compressed data 
(e.g. clustering) to validate practicability of CMBDR, and also as important indica-
tors of reserved informative values in compressed data 
5 Open issues 
CMBDR is a new data stream reduction framework based on correlation models 
which is from knowledge. Although this paper has discussed some important aspects 
of this framework, there are still many open issues not covered, and solving these 
issues would be very helpful to enhance CMBDR. So in this part, we will talk about 
three crucial open issues, namely, regression abnormal, error prediction and error 
control. 
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Regression abnormal implies the moments when there is no regression model 
matched for the time series data in a compression window in regression analysis. This 
is mainly because the simple and limited regression models are not always capable of 
finding a well-fitting regression model, especially when the data vary exponentially. 
Currently, CMBDR exploits regression threshold to detect these abnormal, and once 
an abnormal is detected, the framework will directly use raw data. Some extensions 
could be researched to compress these abnormal windows, such as abnormal behavior 
detection based on machine learning algorithms. 
Error prediction and error control paradigm should also be investigated to help to 
improve CMBDR performance. Firstly, based on the historical data of errors, confi-
dence could be attached to the edges in the long-term correlation model, making it 
possible to maintain relations in a dynamic way, so being able to control unnecessary 
analysis on outdated relations. Moreover, consider the recursive regression model in 
Fig. 1, it is obvious  that  errors  of  a  child  node  will  be  probably  larger  than  his  father’s  
in the compressed data. And the deeper a node is, the more information loss it will 
have. So analysis could be carried out to find relations between errors of nodes on the 
recursive regression model, upon which we can build error prediction model. In the 
meanwhile, some error control methods could also be exploited to improve accuracy 
for those deep nodes. For instance, use raw data for some nodes in the regression 
model, so that errors of father nodes will not be inherited by their children. Alterna-
tively, some other reduction techniques could also be exploited here, such as down 
sampling, PCA etc. 
6 Conclusion and future work 
As an initial approach to solve the monitored data reduction problem, we have pre-
sented CMBDR, a framework operating massive multivariate data stream, based on a 
correlation model. It applies regression analysis to quantify correlations between data 
streams and exploits recursion on correlation model to achieve reduced representa-
tions of raw data. We designed evaluation criteria to measure performance, and also 
discussed some crucial open issues which can improve CMBDR performance. 
Future developments of this paper are to implement CMBDR framework in two 
scenarios, the first one is ambient environment monitoring with multiple sensors 
(temperature, humidity, air speed, etc.), and the second one is a data center monitor-
ing system which collects various software and hardware information. Also, in order 
to extend CMBDR, the paradigm of error prediction and control discussed in section 
5 will be researched, mainly focusing on how modeling of information and learning 
techniques could support each other. Furthermore, collaborations of CMBDR and 
other data reduction techniques are worthy of investigation. 
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Abstract. Organizations have an increasing need to adapt faster their
Information Systems (IS) to technical, functional or legal changes. Or-
ange, a French telecom operator, works on the adaptation and the im-
provement of their business processes (BP), especially those related to
Customer Relationship Management (CRM). One of the challenges is to
help a business expert to e ciently and quickly adapt a BP. Indeed, this
challenge includes the need to understand the reasons why the execution
of the BP does not satisfy the business needs and the business goals. In
this research paper, we propose to study how to identify these reasons
based on the analysis of relevant data which include process generated
data (such as logs and database data), and contextual data. To address
this research question we plan to explore two directions: semantic en-
richment of BP in order to detect relevant data and BP optimization to
align BP to business goals on the one hand and to the relevant data on
the other hand.
Keywords: Business Process Management, Semantics, Process opti-
mization
1 Introduction
The increasing adoption of Business Process Management (BPM) [14] in recent
years has resulted in a large standardization of processes. Companies are con-
fronted to frequent changes. Consequently, adapting and continuously improving
BPs, in order to align them to the changes of the company, is a key challenge
to stay competitive. In practice, companies aim to reduce the time needed to
take into account these changes. Currently, this is done manually by a business
expert who analyzes the various components (such as business goals [18], roles
and actors related to BP activities, process execution, business data and external
data) and correlate them each other in order to deduce relevant adaptations to
apply on the BP.
One existing approach to speed up the adaptation and the improvement of
BPs is to dynamically detect relevant changes to apply on the BP execution
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(e.g. select a specific path). Authors in [14] surveyed existing solutions in this
field. One solution is the concept of flexible process. It consists in incorporating
alternative execution paths within the BP model so that the selection of the
most appropriate execution path can be done at the runtime for each instance
(flexibility by design). Another solution is the concept of configurable process [5],
which consists in designing a model that provides a complete and integrated set
of all possible process configurations. Afterwards, before the runtime, such a
model can be configured to a specific solution by restricting the behavior of the
configurable process model. For example, activities may be skipped or blocked
during the configuration time.
We identified two limitations of these approaches. Firstly, in both cases, all
possible adaptations must be well defined at the BP design time. Consequently, it
significantly limits the adaptation scope. Secondly, these solutions are well suited
to handle known exceptional and temporary situations in which the adaptation
of the BP execution is necessary, but not for long term changes, in which the
adaptation of the BP model itself is required.
At Orange (a French telecommunication operator), where the PhD takes
place, there are currently two research projects related to this research field.
The first ongoing project, named PRODIA, is based on process mining tech-
niques [13] to detect BPs as they are executed by involved parties. Its goal is
to provide experts with a comprehensive view of the execution of BPs in order
to continuously improve them. The second project is based on web semantic
techniques to speed up the implementation of BPs by matching BPs activities
with Web services through ontology concepts [17].
The aim of this PhD thesis is to support business experts in the adaption of
the BPs. To achieve this goal, it is necessary to:
– firstly detect relevant data which could influence the BP execution;
– secondly correlate these data with the business goals and the BP model in
order to understand how these data influence the BP execution;
– finally suggest to the business expert changes to operate on the BP model
in order to align it to the business goals on the one hand and to the relevant
data on the other hand;
Our work could be used by Orange to improve its CRM, and more specifically
the customer subscription to a telecommunication service business process. Let’s
suppose that one business goal of this BP is to have the rate of customer who
abandons the subscription process below 30%. Using traditional process mining
techniques we can detect that the abandon rate is higher than our objective.
Current techniques however do not provide additional support to the business
expert to understand “why” the BP does not satisfy the business goal. The
proposed thesis aims to fill this gap by not only providing solutions to support
the expert in understanding the reasons that make a BP does not satisfy a
business goal, but also to suggest BP adaptations accordingly.
The rest of the paper is structured as follows. Section two, we briefly narrates
the closely related work. In section three we present the research problem. A
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research methodology is then detailed in the section four. Finally, the section
five presents the summary of the paper.
2 Related work
BPM is characterized by the BP lifecycle definition [13], which contains seven
stages: (re)design, analysis, implementation, (re)configuration, execution, ad-
justment, and diagnosis. Though the thesis is related to all phases of the BP
lifecycle, a particular focus is given to the (re)design, the analysis, the execution
and the diagnosis phases, as they directly impact the BP transformation. In the
(re)design phase a new BP model is created or an existing BP model is adapted.
In the analysis phase a candidate model and its alternatives are analyzed to val-
idate the model (e.g. avoid deadlocking, detect dead paths, etc.). Then, after the
implementation and the configuration phase, the execution phase orchestrates
the di↵erent BP activities in accordance to the designed model. At the end of
this lifecycle, in the diagnosis phase, the enacted BP is analyzed, which may
trigger a new BP redesign phase. The diagnosis phase usually relies on the logs
and data generated by the di↵erent instances of the BP.
Improving the BP adaptations process has been investigated extensively. We
classify existing approaches into 3 di↵erent categories.
BP variant solution
This first category concerns existing solutions that adapt the model before its
execution according to a particular situation.
The authors in [14] survey BPM research field. They review BP variant solu-
tions where the process model is subject to continuous evolution. It broaches the
di↵erence between flexible (run-time decision) and configuration BP (configuration-
time decision).
Configuration BP consists in incorporating alternative execution paths within
the BP model so that the selection of the most appropriate execution path can
be done before the runtime for each instance. It also enables to merge several BP
model from the same family (all related to the same domain) into a configurable
BP model in order to reduce the number of BP managed by the BPM system
and team. Configuration BP consists in having a model providing a complete
and integrated set of all possible BP configurations. Afterwards, such a model
can be configured to a specific solution by restricting its behaviour. For example,
activities may be skipped or blocked during the configuration time. On the oppo-
site, variability by extension contains the most common behaviour. Afterwards,
the model is extended (e.g. adding new activities) during the configuration time
to serve a specific situation.
The paper [5] presents the configurable workflows approach that proposes to
customize the BP model by applying, “hiding” or “blocking” operations to BP
activities. “Hiding” operation makes an abstraction of the model and hides some
activities, but these activities are still executed. “Blocking” operation removes
a path from the model. [19] proposes a framework to capture the variability of
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a BP by processing a set of business rules. Business rules cover all aspects of
the business logic in BPs. A non-deterministic goal-driven BP inference engine
is used to create the BP model. Consequently, business expert will focus on
the design of business goals instead of specifying the detailed control and data
flows. Another approach to identify the variants of a BP is proposed in [9] which
is based on applying a questionnaire by domain. Based on the answers of the
business expert, the system generates the most suitable BP model variants.
These approaches can also be used as a context aware BPM solution. In
this field, [12] provides a top layer approach making automatic context-based
decisions. This context-aware approach takes the context as relevant data to
dynamically configure the BP.
The first limitation of existing BP variant solutions is the e↵ort involved in
constructing and maintaining customizable BP models beyond trivial examples.
Indeed, The amount of information required to construct and to maintain such a
model grows exponentially with the complexity of the BP [14]. Consequently, it
significantly limits the adaptation scope. These solutions enable business experts
to find a tradeo↵ between the number of BP to design and their complexity. The
second limitation resides in the diagnosis phase. Indeed, in practice, BPs variant
do not enable an accurate analysis using traditional techniques based on event
logs such as process mining. This is due to the generation of multiple instances
which depends on contexts that is not always accessible or taken into account
by these techniques.
Semantic techniques
The second category harnesses semantic techniques to improve the BPM lifecycle
(semantics-based BPM (sBPM) [4]). It consists in adding semantic annotations
to a BP model. Semantic techniques are based on ontologies. Authors in [8]
investigate current approaches in sBPM, especially those related to the existing
gap between the business community and the IT community (e.g. the finished
European-funded project, FUSION1, which worked on a semantic framework to
easily allow collaborative work of several enterprises in a BP). Semantic based
approaches also enable for instance:
– to propose an auto-completion mechanism to speed up the modeling process
[2]. The recommendation system determines possible activities set based on
models previously created and similarity computing;
– to accelerate the transformation of the model into a valid implementation
using natural language processing techniques and semantic technologies. The
authors in [1] study how to automatically match BP activities with Semantic
Web Services (SWS) description in order to transform the BP model into
an e↵ective implementation. The proposed framework detects automatically
the web services to use for each BP activity. This matching process is based
on an ontology, built around the e-Tom Framework2. Based on semantic
1 www.fusionweb.org
2 www.tmforum.org
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description of activities, in the BP model, and web services (SWS) in the
service platform, the proposed framework detects automatically which web
service to use to achieve a BP activity;
– to link BPs activities with BP data in order to perform better diagnosis
[11]. This approach could be extended to handle additional data, which are
not especially produced by the BP but still influence it. These data are
interesting to correlate with the BP but di cult to identify by business
experts because they are not directly related to the BP;
Deep analysis and optimization
Another research area related to our work is BP optimization and deep analysis.
BP optimization aims to study how a BP can be improved. BP optimization
based on quantitative measures of goals achievement is not yet well addressed
in the literature [16]. Deep analysis refers to a set of techniques that apply
sophisticated data processing techniques to extract information or knowledge
from large data set.
For instance, the framework proposed by [7] analyzes BP data and opera-
tional data, in real-time, to detect a predicted metric deviation. It uses mining
techniques to generate decision rules based on BP data and the accomplishment
of the BP goals. A recommendation mechanism evaluates the most compliant
rule to fix the BP instance deviation. However, this approach uses only data of
the BP instances to dynamically fix the BP deviation though the deviation could
be caused by other data (e.g. road tra c which causes additional delay in the
delivery BP). Another approach that use data of the BP instances is detailed
in [3]. This framework recommends to a user the next action based on:
– the identification of the data which provides information about intentions;
– the identification of the intentional cluster of events associated with an in-
tention and its naming;
The authors in [11] show an approach to match BP data and operational data
in order to make a deep business analysis. The proposed framework correlates
two types of BP data: those stored in the BPM and those stored in the IS.
To improve process mining results, an analysis approach is proposed in [15]
which takes into account the BP execution context. This technique uses event
logs with a clustering algorithm to regroup closest BP execution.
Another solution that uses context is proposed by authors in [6]. AGENT-
WORK provides healthcare domain with a comprehensive support for automated
BP adaptation. This framework is based on Event/Condition/Action rules to
detect the execution of exceptional activities in the BP in order to suggest BP
relevant adaptations. The actor can accept these adaptations to apply to the
current BP instance and save the current context in the framework. In addition,
it tries to apply predictive adaptations based on similarity between the current
and the previously encountered contexts.
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3 Research Problem
The aim of this thesis is to study how to accelerate the adaptation of BP to
optimize them based on:
– business goals;
– operational data such as the number of achieved subscription;
– non-operational data (external data) such as the context in which the BP is
instantiated and executed;
– BP data such as an activity duration;
We define Operational Data (OD) as any data processed within the BP but
not stored directly in the BPM system; data stored in BPM system is then
named BP Data (BPD) [11]. We define Non-Operational Data (NOD) as any
data that are not directly generated or modified by the BP (e.g. Urban Tra c
and Weather in Delivery BP), we also refer to these data as external data.
Unlike BPD and OD, NOD are not directly linked to the BP. Consequently,
it is currently di cult for an expert, and even for a machine, to correlate BP
execution with these data. Therefore, to investigate this issue, we define several
research questions:
– How to detect relevant data that impact BP execution based on business
goals and BP model?
– How to correlate these data with BP instances to explain business goals
deviation (metric deviation)?
– How to identify BP adaptations that address the goals deviation?
4 Research methodology
In order to better respond to our research questions, we plan to explore two
directions which are the result of the early work of the thesis.
4.1 Research directions
Semantic Enrichment for Enhanced Diagnosis
This first direction aims to set up the foundation for a solution for linking data
(OD, NOD, and BPD) to a BP. We propose to add semantic annotations to a
BP in order to detect relevant data which impact BP execution. This proposal
impacts the following BP lifecycle phases:
(Re)Design and analysis
During the design and analysis phase, our proposal consists in enabling business
experts to add semantic annotations to each activity of the BP on the one hand
and to the associated business goals on the other hand. This implies the defi-
nition of a tool that supports the business experts in this task, as well as the
corresponding methodology. Based on the initial semantic annotations (manu-
ally specified by the business experts), the BP model, and business goals, the
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tool must be able to find out additional concepts that could impact the BP ex-
ecution. This mechanism explores ontological and BP relationships to discover
new relevant concepts. These new concepts are validated or not by business ex-
perts.
Execution
During the execution phase, our proposal consists in retrieving the data that
could impact the execution of the BP. Based on semantic annotations discovered
at the design and analysis phase, these data are clearly identified. Nevertheless,
it still remains important, especially for volatile data, to store them and asso-
ciate them to the BP instance for further diagnosis.
Diagnosis
Our challenge in the diagnosis phase is to detect how the data impact the BP
execution. From the technical point of view, this consists in correlating the data
related to the concepts inferred in the design phase, and retrieved during the
execution phase with the di↵erent instances of the BP. Clustering techniques
(unsupervised learning) could be applied to detect such correlations.
BP Optimization
Semantic enrichment aims to provide business experts with all necessary ele-
ments that could explain “why” a BP doesn’t respect a business goal. The aim
of BP optimization is to design and implement a solution that suggests BP
adaptations to a business expert; adaptations that align the BP to the business
goals, taking into account the data environment. To achieve this goal, we ana-
lyze all the data (BPD, NOD, and OD) to highlight possible adaptations and to
align the BP as well as possible to business goals. A candidate approach is the
model-transformation by applying the goal-model to the BP model [10]. Model-
transformation is based on rules that transform a given source model to a target
model, according to specified meta-models.
4.2 Evaluation
In order to evaluate our approach we are currently developing a proof-of-concept
which implements our proposals. We look forward to apply this prototype to a
customer relationship use case in order to evaluate it. As our proposals are
intended for business experts, we plan to interview them based on qualitative
evaluation questionnaire in order to validate the results.
4.3 Research method
We divide our research method to several steps. This method will lead the PhD
thesis with a methodology to provide scientific results. First we study the prob-
lem which consists in:
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– studying the state of art of the BPM and related research fields;
– defining the research questions and highlighting the state of the art limita-
tions;
– proposing new concepts and continuously studying the state of the art ac-
cordingly;
– defining the evaluation criteria;
Then, we plan to design the proposed concepts that respond to the di↵erent
limitations identified in the state of the art. At this stage of our research progress
we identified the following items:
– designing a BPM solution based on semantic to detect relevant data (data
that influence the BP);
– designing a goal-driven BPM to improve relevant data selection;
– designing BP analysis solution that highlights the reasons of a metric devi-
ation regarding business goals;
– designing BP optimization method, optimization that aims to redress a met-
ric deviation;
Finally, we plan to evaluate these solutions and raise their benefits and lim-
itations. We intend to:
– implement the prototype and apply it to customer relationship BPs;
– evaluate the proposals according to identified criteria;
5 Summary
In this paper, we detailed and motivated our PhD thesis subject. The main
research question we are trying to address is how to speed up the adaptation
of BPs to optimize them based on data that influence them and their business
goals? We subdivide the main research question into several elementary sub-
questions. Then, we reviewed the state of art to position our work. Finally,
we elaborated the plan of the PhD and proposed to deeply study two themes:
Semantic Enrichment of BP for Enhanced Diagnosis and BP optimization.
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Abstract. Due to the achievements in the Internet of Things (IoT)
field, Smart Objects are often involved in business processes. However,
the integration of IoT with Business Process Management (BPM) is far
from mature: problems related to process compliance and Smart Objects
configuration with respect to the process requirements have not been
fully addressed yet; also, the interaction of Smart Objects with multiple
business processes that belong to di↵erent stakeholders is still under
investigation. My PhD thesis aims to fill this gap by extending the BPM
lifecycle, with particular focus on the design and analysis phase, in order
to explicitly support IoT and its requirements.
Keywords: Business Process Management System, Internet of Things,
Process compliance, Process monitoring, Smart Object, Business Process
Management, Multimodal Transportation, Smart Container
1 Introduction
During the last years, the growing interest for the Internet of Things (IoT) has
been manifested by both the academic and industrial world. The IoT is based
on the idea of Smart Objects, which are devices that decentralize computation
and data acquisition by moving them into the physical world. Because of their
di↵usion, solutions for executing business processes relying on Smart Objects
are becoming more and more common.
However, as stated by Haller et al. [1], the integration of IoT with business
processes is far from trivial: data collected by sensors may be unavailable or have
inconsistent quality and, since part of the process execution is delegated to Smart
Objects and often involves multiple actors, it is di cult to assess the compliance
of a process. It is also worth noting that Smart Objects di↵er from traditional
services as they have reduced computational power and limited battery life.
In such a scenario, mechanisms for configuring Smart Objects according to the
process requirements and the capability of assessing the compliance of the control
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2and data flows with respect to the process definition would significantly ease
integration tasks.
According to Weske [2], the Business Process Management lifecycle can be
divided into four phases: (i) design and analysis, where business processes are
modeled according to real world requirements; (ii) configuration, where business
processes are implemented by a software solution; (iii) enactment, where business
processes are instantiated and their executions logged; (iv) evaluation, where
process logs are analyzed to assess the consistency between process models and
their execution.
During my PhD I aim to investigate the integration of the Internet of Things
with business processes by developing process-aware Smart Objects and by ex-
tending the Business Process Management lifecycle in order to explicitly support
Smart Objects.
The rest of this document is structured as follows. Section 2 outlines the main
research questions that I want to answer. Section 3 focuses on the multimodal
trasport domain to show the importance of the research questions for a significant
application domain. Section 4 proposes a solution that will support process-aware
Smart Objects. Section 5 analyzes the state of the art. Finally, Section 6 outlines
a tentative schedule for my research activities.
2 Research Questions
The adoption of the IoT can impact all the phases of the Business Process
Management lifecycle:
Design and analysis The process model will allow the user to define for each
business activity which data will be collected by Smart Objects, which condi-
tions will determine the start and end of the activities, and which constraints
on sensor data must be satisfied to consider activities successfully completed.
Configuration Smart Objects will be configured to collect data related to pro-
cess activities with the specified quality level, according to the process model
definition.
Execution Smart Objects will be process-aware by being able to identify and
log the execution order of business activities thank to their starting and
ending condition. They will also constantly check data constraints in order
to log whenever they are not satisfied.
Evaluation The process compliance will be assessed by analyzing the process
trace logged by Smart Objects to identify control and data flow violations.
Initially, I will focus on the design and analysis phase by enriching current
process modeling notations with constructs able to explicitly define Smart Ob-
jects, their roles, and their needs inside business processes. Subsequently, I will
also extend the other phases to support, take advantage of, and validate the
newly introduced process model notations.
To reach such achievements, I will investigate the following research ques-
tions:
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3RQ1 - How can we monitor the process execution? I aim to monitor the
process execution flow by determining which activities are running. I also
want to reach such achievement without relying on explicit start and termi-
nation messages addressed to specific activities, but instead inferring such
conditions by analyzing events captured by Smart Objects (i.e., when their
position is within a specific area).
RQ2 - How can we define requirements on activity data? I aim to sup-
port the definition of requirements on sensor data related to process activi-
ties. In this way, the business process will drive the configuration of sensors,
thus guaranteeing that sensor data needed for the correct execution of ac-
tivities will be available and with a quality matching the requirements. If
sensors are managed by external gateways (i.e., other embedded computing
devices), requirements could also a↵ect the computation done at node level.
RQ3 - How can we identify process execution violations? I aim to iden-
tify process violations by both checking the correct execution order of process
activities and the compliance of activity-related data with constraints speci-
fied during the process design phase. I also want to do that directly on each
Smart Object.
RQ4 - How can we support multiple actors? I aim to support the concur-
rent execution of processes that are designed by multiple actors and could
partially or totally overlap during execution. Such a question is not trivial,
since di↵erent actors might have di↵erent process definitions, constraints,
and/or requirements on activities running at the same time. Therefore, I
will define process merge and conflict resolution mechanisms.
3 Case Study: Multimodal Transportation
My main case study, which I will use for the problem identification and motiva-
tion, refers to multimodal transportation, since most of the research questions
will directly address the currently unfulfilled needs of the stakeholders involved
in such a domain.
Multimodal transportation concerns the planning and enactment of trans-
portation of goods via multiple means of transport, each one typically belonging
to di↵erent shipping companies, for each single shipping. Moreover, goods often
belong to di↵erent manufacturers and/or are addressed to di↵erent customers.
Such a task is far from trivial, since each stakeholder needs to track the sta-
tus of the goods (i.e. position, conditions, etc.) during each shipping phase that
involves its participation.
To fulfill these needs, research e↵orts have been spent in putting some intel-
ligence into shipping containers, which are often used to aggregate goods during
multimodal shipping, turning them into Smart Containers, that is, Smart Ob-
jects. Such Smart Containers are usually equipped with sensor networks, a Sin-
gle Board Computing (SBC) device, and a communication device for exchanging
data with information systems.
However, such solutions are usually based on a static approach: the sensor
network configuration does not change during the transportation process, the
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4nature of shipped goods is not taken into account, and they are usually tailored
to a specific business process often involving a single stakeholder. In the real
world this is not the typical case. Several factors, such as the content of the
container, the capabilities of the sensor network, and the current phase of the
shipping process may determine a variation on the requirements on sensed data.
Moreover, as previously said, the nature of multimodal shipping involves the
active participation of multiple stakeholders. Each party has its own business
processes with di↵erent requirements on sensor data according to each specific
process activity. Therefore, the compliance of each shipping process with respect
to the data and control flows defined by stakeholders in their business processes
cannot be taken for granted, and its assessment is far from trivial.
4 Solution
As discussed in the previous section, with particular focus on the multimodal
transportation, current solutions based on Smart Objects lack the capability
of dynamically configuring sensors with the precision required. Each activity of
the business process must take into account the currently involved stakeholders.
Moreover, mechanisms able to assess process compliance have not been intro-
duced yet.
I envision a scenario in which Smart Objects are autonomous elements able to
communicate with external entities. These external entities are the stakeholders
that can: ask for the status of a Smart Object, and inform the Smart Object
about the process in which it is involved. In order to do so, Smart Objects must
be aware of the currently running process activities, and, for each activity, they
must know the requirements on sensor data that have to be fulfilled.
To support this scenario, a Smart Object have to be equipped with: (i) a
sensor network, (ii) a Single Board Computing (SBC) unit, and (iii) a com-
munication interface. The sensor network collects information concerning the
environment in which the Smart Object operates; the SBC executes a complete
software stack, and di↵erent applications are installed; finally, the communica-
tion interface allows the interaction with external systems.
Among the others, the SBC will run a lightweight Business Process Manage-
ment System (BPMS), a sensor configuration manager, a sensor data evaluator,
and sensor interface modules, as shown in Figure 1.
The BPMS is the core of the solution: it will be responsible for keeping
track of all processes belonging to each involved stakeholder, thus allowing them
to orchestrate the Smart Object. In order to do so, it will be able to figure
out which activities are currently running, to activate a proper configuration
of the monitoring system. However, as conditions that determine the execution
of activities rely on events that can be external, the BPMS will also deal with
process choreography. It is worth noting that in many application contexts, such
as multimodal transportation, some of the actual involved stakeholders and their
business processes are known only at run-time. For this reason, each time a new
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5Fig. 1. Software modules.
stakeholder is involved, its business process definitions have to be downloaded
and taken into account. Such a component will therefore answer RQ1 and RQ4.
The sensor configuration manager, on the other hand, will be responsible
for determining stakeholders’ requirements on sensor data. It will extract and
interpret requirements from the process definition provided by the BPMS, and
it will opportunely instruct the sensor interfaces to provide data that meet such
requirements. Such a component will answer RQ2.
Finally, the sensor data evaluator will be responsible for verifying the compli-
ance of sensor data to the constraints defined for the currently running activities,
and for reporting violations of such constraints. Such a component will answer
RQ3.
In order for these modules to automatically understand the process defini-
tions and their specifications on data, I propose to extend such business process
definitions with the following annotations on activities:
Start and termination conditions Such annotations will specify which con-
ditions on process data determine the beginning or the end of a specific
activity. This will allow the BPMS to implicitly infer the process trace (i.e.
the sequence of activities carried out during process execution), and therefore
to identify violations in the control flow.
Data requirements Such annotations will instruct the sensor configuration
manager to provide data with the specified quality requirements, thus en-
forcing process compliance with respect to the data flow.
Data constraints Such annotations will impose constraints on data by speci-
fying which conditions should or should not happen, thus allowing the sensor
data evaluator to detect violations related to process data.
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65 Related Work
Some research e↵orts have been spent on integrating the Internet of Things with
business processes. Meyer et al. [3] propose to extend the BPMN 2.0 notation
to model smart devices as process components. This approach keeps the process
knowledge on the information system, and no process fragments are introduced
on smart devices.
Thoma et al. [4] propose to model the interaction with Smart Objects in
BPMN 2.0 as activity invocations for simple objects, or as message exchanges
with pools representing the whole Smart Object for more complex ones. This
way one can distribute parts of the process on Smart Objects. The limitation of
this work is the lack of details concerning how to deal with data uncertainty or
how to define data requirements.
Tranquillini et al. [5] propose a framework that employs BPMN for driving
the configuration of a Wireless Sensor Network (WSN). Since BPMN is used
only at design time for defining the business process, and then it is converted
into binary code executable by the WSN, introducing changes in the process def-
inition at runtime is di cult. Also, simultaneously supporting multiple processes
within the WSN is not feasible with this framework.
Schief et al. [6] propose a centralized framework that extends the process
design and execution phases of BPM by taking into account events generated by
Smart Objects. Furthermore, this framework provides data quality mechanisms
for evaluating events and sensor data. My proposal di↵ers from this contribution
by distributing process knowledge, which will be directly embedded in Smart
Objects, and by explicitly defining requirements on sensor data, to better enforce
and validate process compliance with respect to both the process execution and
the data flows.
Concerning process compliance, such a topic has been widely studied dur-
ing the last decade. However, as stated by Kharbili et al. [7], very few process
compliance solutions exist that extend compliance checking beyond control flow.
They do not consider data flows and the timeliness of activity data, aspects that
are critical for the research questions. Awad et al. [8] try to address these open
issues by proposing an extension of the BPMN notation, named BPMN-Q, able
to define constraints also on the data exploited by business process activities.
Ly et al. [9] consider the usage of data flow constraints in their framework for
checking compliance during the whole business process lifecycle.
Some process compliance solutions determine the execution status of each
activity by means of explicit notifications by the activity itself. Other solutions
try instead to assess the execution status by analyzing the message flow between
the business process and the activities, often considering the execution of an
activity as a service invocation. Weidlich et al. [10], on the other hand, propose a
framework for detecting process execution violations that exploits complex event
processing techniques on process data to infer the execution order of process
activities.
These solutions address the research questions only partially, since no solution
covers all of them. In particular, the support for multiple actors is absent or very
61
7limited: no solution support the definition of processes belonging to multiple
actors, the overlapping of di↵erent processes having activities in common and,
more importantly, concurrent and possibly conflicting constraints on the same
activity data defined by di↵erent actors.
Concerning the freight transportation domain, during recent years research
e↵orts have been put in developing Smart Container solutions ([11], [12], and
[13] just to name a few). However, all these solutions are based on the require-
ments and business processes of a single stakeholder, and are not thought to
promptly react to changes in the involved stakeholders and/or in their business
processes, requirements, and data. Such limitations are particularly important
for the multimodal transportation, since changes in the involved stakeholders
or in the business process definition are frequent and can happen during the
shipment enactment phase, thus requiring a proper reconfiguration of the Smart
Container.
6 Research Methodology
During the PhD, I plan to carry on design and research activities in parallel,
as suggested by Wieringa et al [14]. More in detail, the design activity will deal
with requirements analysis and definition of a possible solution. The research
activity, on the other hand, will deal with the review of the literature to be
aware of the state of the art in current technologies and use that as starting
point for my work. Research activity will also deal with the validation of the
results with respect to case studies to prove their soundness.
Concerning the research methods, for RQ1, RQ3 and RQ4 I plan to follow an
experimental research approach. In fact, to validate the solution answering such
research questions, I will build a prototype and test it possibly in the real world
or in a simulated environment. For RQ2, on the other hand, I plan to follow an
empirical research approach. Indeed, I will collect and analyze case studies to
better understand requirements on sensor data and, having done this, I will use
them as input to properly design a model that addresses all such requirements.
In order to achieve my goals, I plan to structure the research work around
the following phases:
1. I will concentrate on answering RQ1 and RQ3 first. The output of this phase
will be a process modeling notation that will allow one to model the start and
termination of activities, and conditions that violate their execution based
on events generated by activity data. I will also propose a methodology for
integrating Smart Objects with traditional business processes by generat-
ing IoT process models from traditional process definitions, and a tool for
modeling processes with the proposed notation.
2. I will then try to answer RQ2 by extending the notation defined in the pre-
vious phase, to support the definition of requirements on activity data. The
output of this phase will be an extension of the process modeling notation,
a BPMS capable of running processes modeled with such notation, and a
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8prototype of the sensor configuration manager module. The BPMS will also
be able to produce a process trace that will allow one to assess process
compliance with respect to both process and data flows.
3. I will finally try to answer RQ4 by investigating problems related to the
simultaneous execution of multiple business processes having conflicting re-
quirements. The output of this phase will be a prototype of the proposed
framework that will support multiple actors and will run on a SBC device.
Currently, the first phase of the research work has started, and I plan to
conclude it by the end of 2015. I then plan to start the second phase and conclude
it by the fourth quarter of 2016. Finally, I plan to start the third phase and
conclude the whole research work by the end of 2017 with the publication of my
PhD thesis.
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Abstract. Software product lines are long-living systems that evolve
continuously over time to satisfy the new requirements of customers. This
evolution consists of adding or modifying features in the core platform
of the product line or in derived products. As a result of this change,
many model defects can occur, such as inconsistency and duplication. In
this paper, we describe our work which proposes a framework to manage
the software product line evolutions. The aim of the framework is to
formalize the representation of the software product line models and
the specifications of the new evolutions. Then, a set of algorithms are
provided which enable the detection of feature duplication.
Keywords: Software Product Line; Evolution; Feature Duplication.
1 Introduction
The Software Product Line Engineering (SPLE) [1] is an approach that aims at
creating individual software applications based on a core platform, while reduc-
ing the time-to-market and the cost of development. Many SPLE-related issues
have been addressed both by researchers and practitioners, such as variability
management, product derivation, reusability, etc. The focus of our work will be
on SPL evolution.
The evolution of a SPL involves both changes in the domain model of the
product line and the application models of derived products. This evolution
consists of adding new features or modifying or deleting existing ones. As a result
of these changes, many model defects can arise. In the literature, many papers
have dealt with defects such as the incompleteness and inconsistency of features
[3], [4], [5] and the non-conformance of constraints [6]. Other papers have dealt
with duplication in the code level [7], but few have addressed the problem of
features duplication. Our study is di↵erent because it aims at finding a solution
to the problem of duplication in the feature level, which helps avoid wasting
time and e↵ort in implementing duplicate functionalities. Thus, we propose a
framework that focuses especially on this specific issue.
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Our approach allows, among others, to formalize the representation of the
feature models related to software product lines and of the specifications of the
new evolutions. Based on the unification of these inputs, a set of algorithms are
proposed to enable an e cient detection of features duplication. An automated
tool will be developed and its accuracy will be verified incrementally using a
case study until we achieve satisfying results.
The rest of the paper is organized as follows. Section 2 positions our approach
with related works. In Section 3, we define the research questions and the research
goal. In Section 4, we describe the methodology used to carry out our study,
namely the DSRM process model. Section 5 explains our approach aiming at
detecting duplication when evolving software product lines and presents the
progress of our work. Finally, Section 6 concludes the paper.
2 Related Work
A plethora of papers have dealt with evolution in software product lines. This
evolution concerns either the feature level, the architecture level or the code
level. In our approach, we focus especially on features evolution. When evolving
the product line or its derived products, some defects can be introduced to the
existing models. Several papers in the literature have addressed model defects.
For example, Guo and Wang [12] propose to limit the consistency maintenance
to the part of the feature model that is a↵ected by the requested change in-
stead of the whole feature model. Romero et al. [5] introduced SPLEmma, a
generic evolution framework that enables the validation of controlled SPL evo-
lution by following a Model Driven Engineering approach. This study focused,
among others, on SPL consistency during evolution. Mazo [13] defines di↵er-
ent verification criteria of the product line model and classifies them into four
categories: expressiveness criteria, consistency criteria, error-prone criteria and
redundancy-free criteria.
Since the model defects are introduced most of the time from specifications,
many studies have dealt with the detection of defects in specifications. For in-
stance, Lami et al. [14] present a methodology and a tool called QuARS (Qual-
ity Analyzer for Requirement Specifications) which performs an initial parsing
of the specifications in order to detect automatically specific linguistic defects,
namely inconsistency, incompleteness and ambiguity. Kamalrudin et al. [15] use
the automated tracing tool Marama in order to give the possibility to users to
capture their requirements and automatically generate the Essential Use Cases
(EUC). This tool supports the inconsistency checking between the textual re-
quirements, the abstract interactions and the EUCs. Holtmann et al. [16] pro-
posed an approach that uses an extended CNL (controlled natural language)
from the automotive industry. The CNL requirements are first translated into
an ASG (Abstract Syntax Graph) typed by a requirements metamodel. Then,
structural patterns are used to allow an automated correction of some require-
ments errors and the validation of requirements due to new evolutions. A system
called CIRCE was introduced by Ambriola and Gervasi [17]. The system pro-
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cesses natural language requirements to build semi-formal models in an almost
automatic fashion, then checks the consistency of these models and produces
functional metric reports. Zowghi [4] provides an evolutionary framework that
deals with inconsistency and incompleteness in a way that ensures the correct-
ness of specifications.
An analysis of the literature shows that the majority of studies deal with
inconsistency, while the problem of feature duplication has not been thoroughly
treated. In addition, these studies focus either on the detection of defects in
feature models or in specifications, but do not address the comparison between
the new features and the existing ones to avoid the introduction of defects into
the SPL.
3 Research Questions and Research Goal
Feature Duplication is among the defects that can be introduced into the model
during software product lines evolution. According to [18], this defect occurs
due to many reasons, such as mistakes in the design, the non-synchronization
between the di↵erent people working on the project, the rapid implementation
of requirements without referring to the existing models, etc. In the purpose of
solving this problem, we need to answer the following research questions:
– How can we define feature duplication?
– How to detect feature duplication when evolving software product lines?
– How can we avoid the introduction of duplication in the SPL?
When evolving a software product line, the duplication of features must be
verified in three levels: in the feature models (domain model and application
models), in the specification of the new evolution, and between the feature mod-
els and the specification. Thus, other specific research sub-questions have to be
answered:
– How can we formalize the representation of the feature models and the nat-
ural language specifications in order to facilitate the deduplication process?
– How can we detect feature duplication between the new specifications and
the existing feature models?
– How to avoid the introduction of duplicate features from specifications to
the existing models of software product lines?
Based on the research questions, the goal of our work is to construct:
”A framework that aims at formalizing and unifying the representation
of the SPL feature models and the specifications of new evolutions, de-
tecting duplicate features, and generating duplication-free specifications.
To enable an automatic deduplication, a tool will be developed based on
the proposed framework.”
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4 Research Methodology
In our study, we adopt a design science approach in IS. The purpose of design
science as stated by Hevner et al. [19] is to build and evaluate IT artifacts de-
signed to solve identified business problems. In order to structure our work, we
use the Design Science Research Methodology (DSRM) process model proposed
by Pe↵ers et al. [20]. It is a sequential process based on six main activities:
Problem identification and motivation, Definition of objectives for the solution,
Design and development, Demonstration, Evaluation and Communication. Fig-
ure 1 illustrates the customized steps of the adopted process.
Figure 1. The DSRM process model applied to our research (adapted from [20]).
In the rest of this section, we describe the details of each of the process steps.
4.1 Problem Identification and Motivation
The introduction of new features into the domain and application models of
a software product line can be the source of many model defects (e. g. incon-
sistency, incorrectness, incompleteness, redundancy). A review of the literature
has shown that these defects have been treated by several studies, while little
attention has been given to the problem of feature duplication.
The main objectives of a software product line are the reduction of time-
to-market, the reduction of cost, and the improvement of product quality. The
introduction of duplication in a SPL prevents from meeting these objectives,
because it causes a waste of time, money and e↵ort by implementing the same
functionalities many times. In addition, duplicate features can change indepen-
dently from each other, which may cause inconsistencies in the model. For exam-
ple, a feature can be deleted or modified while its copy in another place remains
the same, which leads to a contradiction. Moreover, duplication in the feature
level impacts the quality of the product by causing the famous problem of code
cloning, resulting in the recurring-bug problem and the increase of the mainte-
nance e↵ort [21]. A solution is thus necessary to detect duplicate features in the
first step of an evolution, which is requirements analysis, which helps avoid their
inclusion into the existing models from the very beginning.
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4.2 Definition of Objectives for the Solution
The objective of our solution is to detect feature duplication between the existing
feature models and the new specifications related to a software product line
evolution. To achieve this, our artifact has two main concerns. First, the artifact
must allow the formalization of the feature models and the specifications in order
to facilitate the verification of defects. The second concern of the artifact is to
detect and remove duplicate features by providing a set of algorithms.
4.3 Design and Development
This step consists of designing and building the artifact. Hence, we define in
details the basic framework of our approach, which should meet the objectives
set during the previous stage. The first action is thus to identify a method and
select tools to formalize the representation of the framework inputs. The second
action consists of defining a set of algorithms to detect duplication in the level
of specifications, in the level of feature models, then between the specifications
and the SPL models. Since manual verification has proved to be time-consuming
and error prone, a tool is to be developed based on the framework in order to
automatize the two actions.
4.4 Demonstration
To demonstrate the e cacy of our solution, we will use a case study from the
CRM (Customer Relationship Management) field. Indeed, a CRM project has to
follow continuously the market change at the lowest possible cost and satisfy new
requirements of customers on tight deadlines. Consequently, an optimization of
the requirements implementation is necessary, which requires an e cient veri-
fication of the model defects, especially duplication. Thus, we take the feature
model of the CRM and the textual specifications of a new evolution as inputs of
the automated tool. In the first place, the two inputs have to be formalized and
unified. Then, the algorithms of deduplication are applied to detect and remove
the duplicate features.
4.5 Evaluation
After the development of the artifact, an iterative evaluation is necessary to
determine how e↵ective it is. This evaluation is carried out using some metrics
such us the number of detected duplications in a specification, or the percentage of
duplicate features between a specification and a feature model. To decide whether
the results generated by the artifact are satisfying or not, we define the required
values of the proposed metrics in agreement with the customer.
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4.6 Communication
The identified problem and the proposed artifact are communicated to researchers
through several publications in conferences and journals. Hitherto, we published
a first paper in the proceeding of the ICSEA 2014 Conference [8], in which we
defined duplication and proposed a first design of the framework and the formal-
ization of the basic concepts of our solution. An extended version of this paper
is under review [9]. Two other papers on the same subject are under publication
[10], [11]. In [10], we deal with the duplication detection in the specifications
of new evolutions, while in [11] we address the duplication between the specifi-
cations and the existing feature models. As this work progresses, we intend to
publish other papers to communicate the new results.
5 Proposed Approach and Work Progress
To deal with the problem of duplication in software product lines, we propose an
approach based on a two-process framework. The first process consists of formal-
izing and unifying the representation of the SPL models and the specifications
of an evolution. The second process involves the detection and removal of du-
plicated features caused by the new evolution. Figure 2 represents the proposed
framework.
Figure 2. The Overview of the Framework.
During the domain engineering of a software product line, the common and
variant features of all the specific applications are captured. To document and
model variability, many approaches have been proposed. For instance, [2] intro-
duced the orthogonal variability model which defines variability in a separate
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way. Salinesi et al. [22] used a constraint-based product line language. Other
approaches proposed to model variability using UML models or feature models
(FODA [23]). In our study, we opt for the FODA method used by the Feature-
oriented software development (FOSD) paradigm [24] whose objective is to gen-
erate automatically software products based on the feature models. Hence, tools
such as FeatureIDE [25] have been proposed to formalize the representation of
feature models and enable the automatic selection of features of derived prod-
ucts. This tool will be used during the first process of our framework.
During the evolution of a derived product, the requirements are most of
the time expressed in the form of natural language specifications. This form
of presentation makes it di cult to detect the di↵erent defects that can occur
(Duplication in our case). To deal with this problem, the solution is to trans-
form natural language specifications into formal or semi-formal specifications.
For this, we adopt a Natural Language Processing (NLP) approach. NLP is a
technology of computer science whose objective is to process sentences in a nat-
ural language such as English and to build output based on the rules of a target
language understandable by the machine. In our study, the purpose is to trans-
form specifications into the same format of the SPL feature models by using
syntax and semantic parsers. The syntax parser analyzes the specifications and
generates the syntactic tree based on the English grammar, while the semantic
parser extracts the meaning of the sentences. The operation of parsing will be
performed using the OpenNLP library [26], which is a machine learning based
toolkit for the processing of natural language text.
The second process of the framework consists of applying a set of algorithms
of search and comparison to detect duplications in the processed specifications,
feature models and between these two inputs. To help define the algorithms, we
need to express mathematically the di↵erent concepts of the framework.
So far, we have identified the processes of the framework and its basic con-
cepts [8], [9]. We have started the definition of the algorithms of duplication de-
tection in the specifications [10], and between the specifications and the feature
models [11]. In future work, we intend to implement our approach by designing
an automated tool that takes as inputs the domain feature model of a SPL,
the application feature model of a derived product and the specification of an
evolution. The output generated by this tool is the list of duplicate features in
these inputs and those caused by the evolution. This output will be sent to the
customer to verify his initial needs and change them if necessary.
6 Conclusion
This paper contains an overview of our thesis dealing with software product line
evolution. After a review of the existing approaches concerning the detection
of model defects when evolving SPLs, we decided to focus on the resolution
of a specific problem, which is feature duplication. The objective of this study
is to construct a framework that helps detect and remove duplicate features
introduced by new evolutions. An automated tool is to be developed to avoid
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the complexity of manual verification. The evaluation of the artifact will be
performed by applying it to a case study from the CRM field.
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Abstract. We tend to write software in a parameterized way with pa-
rameter values specified in configuration files. Such configurability allows
us to deploy software in a context not initially thought of, but it also
has the downside that it introduces a new class of hard-to-track faults.
This issue arises because the use of configurations in programs is not in-
tegrated into configuration management needed by administrators. We
propose a light-weight specification language to be used by both parties.
From this specification we generate configuration access code that in-
cludes compile-time checks. Furthermore, we use the same specification
to add run-time checks for safe configuration management. We expect
that our approach averts many failures configurable software faces to-
day. Additionally, we think it improves the quality altogether, because
the documentation resulting from the specification leads to a better un-
derstanding of the overall system.
1 Introduction
Today many behavioral aspects of applications are not fixed at compile-time,
but are determined at run-time by examining configuration files, environment
variables, and command-line arguments. Even for an average software system the
configurability is complicated due to a huge number of possibilities, constraints
and dependencies.
As studies revealed [8], [13] much time and money is wasted because of con-
figuration errors. Misconfigurations are one of today’s major causes of system
failures. Faulty configuration files sometimes trigger crashes and make services
unavailable. These problems lead to downtimes, severe outages and a frustrating
process of debugging configuration problems.
The state of the art in software configuration is to use schemata to describe
the data in the key databases (they facilitate access to software configuration)
and type systems to describe the corresponding variables in the programming
languages. These two worlds are disconnected. We think that this gap causes
most of these failures.
A recent paper supports our view and argues that users are not the ones
to blame for misconfiguration [12]. The authors found evidence that the data-
flow path from variable initialization to variable use contains many potential
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2errors. We think that these errors are only the symptom of the state-of-the-art
development. We are positive that consequent use of a software configuration
specification mitigates these issues.
In the thesis discussed in this paper we design and study a novel specification
language and its integration in a key database. The specification should include
constraints for both the key database and the variables in order to achieve fol-
lowing benefits and goals:
– Provide safe use of variables within programming languages containing val-
ues of configuration files by exploiting compile-time checks using type sys-
tems.
– Adding run-time checkers when compile-time checking is not possible, e.g.
for managing the key databases.
– From the specification other artifacts can be derived, yielding improvement
compared to state-of-the-art systems. E.g., in PostgreSQL1 5 artifacts needs
to be maintained in the software engineering process.
The specification facilitates code generation in the programming languages
used by the applications. When the application and the generated code is com-
piled, compile-time checks detect many problems at an early stage. The spec-
ification allows software architects, developers and end-users to have a better
understanding of software configuration, e.g., it deals with documentation and
improves traceability. So the specification can even lead to an entirely better
software system.
For example, the OpenLDAP 2.4.39 daemon crashes when “listener-threads”
is configured to be larger than 15 [12]. The documentation for this configuration
item does not even mention this limit nor that these values are internally changed
to be a power of 2. In our approach we solve this issue by writing a specification:
[/ openldap/listener -threads]
type=enum 1 2 4 8
We have the identifier /openldap/listener-threads and one property type.
Because of this property, we know which values are permitted. When the user
changes the value of “listener-threads” to 16, the key database tells him/her
that 16 is not one of the allowed values 1, 2, 4 or 8. Using this specification
OpenLDAP would not crash and the di cult process of debugging is avoided.
For a developer the approach is intuitive: configuration items can be used like
variables, e.g., the following C++ code prints the value of the configuration item:
std::cout << openldap.listener -threads << std::endl;
The library libelektra provides access to the key database. The code generator
genelektra makes sure that configuration items used by the developer always
match with the specifications. We also generate documentation that includes
the type information from the specification. Any other property in addition to
type can be added, which means the specification is extensible.
1 Version 9.1.12, see http://doxygen.postgresql.org/guc_8c_source.html
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3We expect, given powerful properties in the specification, it is simple to write
a specification that avoids crashes, because 90% of all options are covered with
a dozen types [8]. Using this approach, mismatches are ruled out and faulty
use of the variable is detected by the compiler. The substantial gain is that
it enhances type safety without leaving the familiar programming environment.
Other potential benefits of our approach are improved software maintenance and
evolution as well as reduced duplication of code.
The rest of the paper is structured as follows: Section 2 describes the details
of our approach. In Section 3 we show how we plan to validate or falsify our
research questions. In Section 4 we talk about expected results based on our
current knowledge. Finally, in Section 5 we compare our approach to related
work before drawing our conclusions in Section 6.
2 Elektra
Our approach, called Elektra, introduces a specification for configuration. Instead
of many places containing constraints and types, Elektra defines a clear way how
to specify configuration. The key database libelektra enforces the constraints at
run-time and a code generator genelektra ensures program code conforms to it.
The approach is still in its infancy and thus many vital questions are not yet
answered. The aim of our thesis is to answer following question: What kind
of influence has the use of our configuration specification framework,
i.e. Elektra, on software? The two subquestions, to solve or at least alleviate
the problems stated in Section 1, are:
1. Which properties in the specification have the strongest influence on avoiding
software failures caused by invalid configuration files?
2. How does the specification interact during software engineering processes
with software architectures, software evolution, and software quality?
Elektra’s Architecture
generate
key
database
conf. data
specification type safe
access code
genelektra
acc
ess
program
code
uses
plugins
tooling
access
access
load, store
and check
is part of
libelektra
Fig. 1. Boxes represent software artifacts. The bold boxes show artifacts developers
need to implement. Our Elektra implementation provides the other libraries and tools.
In Fig. 1 we see how to apply our approach and which artifacts it consists of.
We immediately spot the configuration data structure in the center. It contains
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4all key/value pairs representing configuration items. As used in every configura-
tion parser they form a generic, but unsafe, container. In our approach we pass
it around between tools, plugins and the type safe access code to avoid tight
coupling between these components.
2.1 Key Database
The key database is responsible for retrieval and storage of configuration items.
We inherit Elektra’s key database and plugin system from our earlier work [5].
Configuration is retrieved and stored using di↵erent plugins. While some of the
plugins are responsible for the obvious tasks, e.g. parsing configuration files,
others take care of cross-cutting concerns or implement run-time checkers. Latter
plugins use the specification as input and perform run-time checks and validate
input before it is stored in the key database.
2.2 Specification
As we see in Fig. 1 the specification is deployed as part of the key database.
By including the specification in the key database, we build up an information
system which supports administrators in the process of creating correct software
configuration. Constraints, types and links support administrators in this pro-
cess. The specification states how a valid configuration is structured and which
values are permitted.
For our thesis we are particularly interested in specification validation. The
specification validation needs to fulfill the following tasks:
1. Check if the specification is consistently typed and has no conflicting con-
straints.
2. Compile a minimal list of plugins that can perform the run-time checks.
3. Check if the plugins will work together. For run-time checkers it is known
that such a check is a non-trivial task.
4. Check if the specification has a safe upgrade path from its previous version.
5. Ensure that the particular configuration file (syntax and structure) works
with this specification by checking if they have a common supertype.
2.3 Code Generation
The code generator is used to generate all other configuration-related artifacts
from the specification. We are especially interested in the generation of type safe
access code. In earlier work, context awareness turned out to be useful to provide
a type safe access code using C++ [6], [7]. The types used in the specification
must be mapped to types or generated classes within programming languages
for code generation.
The compile-time safety of the approach stems from the fact that no identifier
string nor self written type conversions exist in the application’s source code.
Instead, the developer prefers to use generated variables. Without our approach,
file names and other identifiers usually exist as strings in the code.
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53 Validation & Methods
The scientific foundation and starting point of our research is in the area of
modularity [5]. To validate our first question, i.e. which properties have the
strongest influence, we first must find out which properties are good choices
for our problem domain and need an implementation of them. The following
run-time checkers are candidates as properties in the specification:
– structure validation with CORBA data types (as shown in our thesis [5]),
– more powerful data types, e.g. units of measurement,
– novel ways to define subtyping,
– types inference using unification,
– global constraints, e.g. using Gecode, Coinor and Z3,
– schemas, e.g. Relax NG Schema and XSD,
– Data Format Description Languages,
– configuration value deduction and
– any combination of the approaches above.
With the described tooling and an implementation of run-time checkers the
validation of the first question in Section 2 is straight forward:
1. By analyzing real-world problems we find out which kinds of typical and
sophisticated configuration errors occur in practice, e.g.:
(a) Typos (e.g. insertion, substitution, transposition),
(b) Structural errors (e.g. missing sections, parameters in wrong sections),
(c) Semantic errors (e.g. wrong version, documentation, confusing similar
applications) and
(d) Domain-specific errors (e.g. no such resource)
2. We build a model [3] that allows us to construct such configuration errors.
3. We build a run-time checker that permits us to reject erroneous configuration
based on a promising technique, i.e., one of those listed above.
4. We evaluate the run-time checker, e.g., by comparing the expressiveness and
usability of the specification.
The question of the influence during software development asked in Section 2
is much more challenging, because it involves user studies. Case studies of in-
dividual attempts can provide valuable insight. The following validation plan is
even more precious:
1. We create an assignment (a list of requirements) that is specifically designed
to have a non-trivial, but not too complex configuration. To reduce the e↵ort
for the participants, we implement most parts of the application, except of
the configuration relevant parts.
2. We train all participants how to use our approach. The explanation includes
how to write the specification.
3. We randomly choose two groups A and B out of the participants:
(a) Group A solves the task by using a specification (with the best checkers
from the previous validation step present).
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6(b) Group B solves the task without a specification.
4. During the development we make snapshots of the work. Each snapshot will
be tested by injection of erroneous configuration and running unit tests.
5. Finally, the participant fills out a questionnaire to answer the usefulness of
the specification and checkers on a Likert scale.
Using this method, we can answer the questions if there is a di↵erence be-
tween group A and B regarding:
1. The needed e↵orts.
2. Which applications are more safe.
3. If the participants think the specification was useful.
We identified following risks and threads to validity:
1. The selection of participants might be biased.
2. The participants may not have many years of experience and their learning
curve might not be representative.
3. When we teach the specification we might give a group an unfair advantage.
4. The number of participants might be too small to give results beyond the
group.
To mitigate these issue we add graduates and employees to our pool. Addition-
ally, we will use case studies and benchmarks to show other properties.
4 Expected Results
4.1 Performance
In previous work [7], we showed that the access of the variables representing
the configuration values does not impact performance compared to the use of
native variables. Because many applications use strings at run-time, we expect
that applications will even benefit from our approach in respect of run-time.
For initial startup we expect that only a reasonable overhead will be added.
Some additional startup time compared to hard-coded solutions, however, is
unavoidable because of the abstraction Elektra provides: no configuration file
names are fixed at compile-time and a generic container is used.
4.2 Specification
We expect that the specification will present a powerful way to precisely define
all influencing parts of the software configuration. We also think that the quality
of documentation will rise as a result of less duplication. The properties of the
specification, that includes type information, will give valuable hints often not
available in today’s systems. More assumptions will be stated explicitly.
We expect the availability of the specification in the key database to play a
crucial role for interoperability: It will allow us to facilitate validation on every
access, even by applications not aware of a specific specification.
Moreover the specification will allow us to add traceability links to architec-
tural decisions [2]. As a result, we expect our approach to improve the traceability
and decision making process.
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74.3 Safety
Type safety means that a system prevents certain kinds of errors. Because of
the additional compile-time and run-time checks, we expect applications using
our approach to be safer in respect to the problems mentioned in Section 1.
We think that most problems can be solved by adding a minimal amount of
properties in the specification. For some issues, more e↵ort will be required from
the developers.
4.4 Less E↵ort
We expect that a key database with integrated specification will make it easier for
administrators to make the right decisions in shorter time. We also think that
validation sometimes even will avoid the necessity of debugging configuration
problems.
The integration with the key database will allow us to change many configu-
ration items in a safe way across applications without manual intervention. We
expect this property to have a similar e↵ect as has the use of DNS names instead
of IP addresses.
5 Related Work
Currently, to the best of our knowledge, no other approach permits us to specify
configuration independent of the used technology (e.g. XSD works with XML).
Configuration parsers (e.g. Apache commons configuration) need the specifica-
tion of configuration data additional to the specification of configuration vari-
ables. They do not detect mismatches between code accessing configuration and
the schemata of the data. We conclude the use of these libraries leads to all
issues described in Section 1. Moreover, they do not provide means to abstract
over file location and syntax, but need this information hard-coded.
Pluggable types [4] tackle some issues mandatory type systems have and
are still an active research topic. These type systems are both used for popular
dynamic and static programming languages, but are currently not available for
specification of software configuration systems.
ConfErr [3] is able to detect configuration errors by injecting wrong configu-
rations before starting the application. The main di↵erence to our approach is,
that ConfErr does not use a specification. We cannot directly extend ConfErr
for our benchmarks because it uses an internal representation which does not
support all configuration standards Elektra supports.
Range Fixes [11] make use of constraints in order to support the administra-
tor in the decision making process, but the authors did not tackle the problem
of wrong use of configuration items in the code of applications.
AutoBash [9] and ConfAid [1] have similar goals as Elektra. In these ap-
proaches predicates, that test the application, must be available on the produc-
tive system. We think that testing should not happen on the productive system,
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8but instead earlier in the software engineering process. In our approach, possible
problems will be ruled out by the specification so that they cannot occur in the
productive system.
Spex [12] can infer parts of the specification by analyzing the code. This
approach is complementing our approach in the sense that it can be used for
initial construction of the specification for legacy code. It is, however, not suitable
for a software engineering process. Even though Spex is the best tool available
at the moment, it can only detect less than 40% of bad reactions. Because in
our approach constraints are explicitly defined in the specification, the number
is expected to be much higher, only limited by mistakes in the specification.
Software product lines often assume that di↵erent products have di↵erent
deliveries. In our approach, the same binary can be used in di↵erent deployments.
In approaches that delay variability up to the execution of the application [10] our
work complements product lines by increasing safety on configuration changes.
6 Conclusion
In this paper we discussed further directions of a thesis with the objective to
improve integration and safety of key databases. We propose a simple config-
uration specification language that is only data integrated in a key database.
The specification provides support for administrators configuring the system.
Additionally, the specification allows us to synthesize code in order to eliminate
potential incorrect use of configuration items in the application.
So far, we have achieved:
1. A fully working key database [5] with several dozens of plugins to support
many configuration file standards and to provide some run-time checkers.
2. A fully working code synthesis tool [7] with support for thread-local and
global context awareness for embedded systems [6].
3. No overhead when reading configuration items [7].
4. An implementation of Elektra (see http://www.libelektra.org) is freely
available and can be used to see current progress of our work. Elektra already
includes all components as shown in Fig. 1.
These contributions are significant, because they lead to a specification lan-
guage for code synthesis and run-time checkers that mitigate the issues as men-
tioned in Section 1. They are also practically relevant, because they provide
stakeholders a good understanding of their system’s configurability and might
even reduce crashes and downtime.
In the next steps we will:
1. further define a specification language and its properties,
2. implement tooling to verify specifications and configurations (run-time and
compile-time checkers), and
3. conduct the implementation and study as outlined in Section 3.
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