Submodular functions are set functions mapping every subset of some ground set of size n into the real numbers and satisfying the diminishing returns property. Submodular minimization is an important field in discrete optimization theory due to its relevance for various branches of mathematics, computer science and economics. The currently fastest strongly polynomial algorithm for exact minimization [35] runs in time O(n 3 · EO + n 4 ) where EO denotes the cost to evaluate the function on any set. For functions with range [−1, 1], the best ǫ-additive approximation algorithm [14] runs in time O(n 5/3 /ǫ 2 · EO). In this paper we present a classical and a quantum algorithm for approximate submodular minimization. Our classical result improves on the algorithm of [14] and runs in time O(n 3/2 /ǫ 2 · EO). Our quantum algorithm is, up to our knowledge, the first attempt to use quantum computing for submodular optimization. The algorithm runs in time O(n 5/4 /ǫ 5/2 · log(1/ǫ) · EO). The main ingredient of the quantum result is a new method for sampling with high probability T independent elements from any discrete probability distribution of support size n in time O( √ T n). Previous quantum algorithms for this problem were of complexity O(T √ n).
Introduction

Submodular Minimization
A submodular function F is a function mapping every subset of some finite set V of size n into the real numbers and satisfying the diminishing returns property: for every A ⊆ B ⊆ V and for every i ∈ B, the inequality F (A ∪ {i}) − F (A) ≥ F (B ∪ {i}) − F (B) holds. In words, given two sets where one of them contains the other, adding a new item to the smaller set increases the function value at least as much as adding that element to the bigger set. Many classical functions in mathematics, computer science and economics are submodular, the most prominent examples include entropy functions, cut capacity functions, matroid rank functions and utility functions. Applications of submodular functions, or slight variants of them, occur in areas as far reaching as machine learning [6, 34, 39] , operations research [31, 41] , electrical networks [40] , computer vision [29] , pattern analysis [8] and speech analysis [37] .
Submodular functions show analogies both with concavity and convexity. The diminishing returns property makes them akin to concave functions, but they have algorithmic properties similar to convex functions. In particular, while it follows from the NP-hardness of maximum cut that submodular maximization is NP-hard, submodular minimization can be solved in polynomial time, in fact even in strongly polynomial time. The link between submodular functions and convex analysis is made explicit through the Lovász extension [38] . There are various approaches to solve submodular minimization. The foundational work of Grötschel, Lovász and Schrijver [24] gave the first polynomial time algorithm using the ellipsoid method. The first pseudo-polynomial algorithm using a combinatorial method appeared in the influential paper of Cunningham [17] . In a later work Grötschel, Lovász and Schrijver [25] were the first to design a strongly polynomial time algorithm, and the first strongly polynomial time combinatorial algorithms were given by Schrijver [43] and by Iwata, Fleischer and Fujishige [30] . Many of these works assume an access to an evaluation oracle for the function F , where the time of a query is denoted by EO.
The current fastest submodular minimization algorithm is due to Lee, Sidford and Wong [35] . Their polynomial algorithm runs in time O(n 2 log M · EO + n 3 log O(1) M ), and their strongly polynomial algorithm runs in time O(n 3 · EO + n 4 ) where M is an upper bound on the integer valued function and where the notation O() hides polylogarithmic factors in n. Both algorithms apply a new cutting plane method given in the same paper and use the Lovász extension. Our work is most closely related to the recent paper of Chakrabarty et al. [14] who gave an O(nM 3 · EO) algorithm in the setting of [35] , and an ǫ-additive approximation algorithm that runs in time O(n 5/3 /ǫ 2 · EO) for real valued submodular functions with range [−1, 1]. These algorithms were the first to run in subquadratic time in n, by going beyond the direct use of the subgradients of the Lovász extension. Indeed, it is proven in [14] that any algorithm accessing only subgradients of the Lovász extension has to make Ω(n 2 ) queries. Such algorithms include [35] and the Fujishige-Wolfe algorithm [21, 46] .
Quantum Algorithms for Optimization
A quite successful recent trend in quantum computing is to design fast quantum algorithms for various optimization and machine learning problems. At a high level, these algorithms are constructed in various subtly different input/output models [1, 7, 15, 2] . In the model that we are working with here, the input is given by an oracle that can be accessed in quantum superposition, and the output is classical. The algorithms in this model are often hybrid, that is partly of classical and partly of quantum nature, and designed in a modular way so that the quantum part of the algorithm can be treated as a separate building block. In fact, a standard feature of these algorithms is that they make a quantum improvement on some part of the (best) available classical algorithm, but they keep its overall structure intact. In most cases the quantum versus classical speedup is at most polynomial, usually at most quadratic. While we expect the quantum algorithm to deliver some speedup at least in one of the input parameters, sometimes it might be worse than the best classical algorithm in some other parameters.
We mention here some of the fastest optimization algorithms in the quantum oracle model. In this paragraph we use the notation O * () to hide polylogarithmic factors in any of the arguments. For solving an SDP with m constraints involving n × n matrices, van Apeldoorn and Gilyén [2] gave an algorithm that runs in time O * ( √ m+ √ n γ )s/γ 4 where s is the row-sparsity of the input matrices and γ = ǫ/Rr is the additive error ǫ of the algorithm scaled down with the upper bounds R and r on the respective sizes of the primal and dual solutions. This result builds on the classical Arora-Kale framework [5] that runs in time O * (mns/γ 4 + ns/γ 7 ), which was first quantized by Brandão and Svore [9] . In [36] Li, Chakrabarti and Wu gave an O * ( √ n/ǫ 4 + √ d/ǫ 2 ) time quantum algorithm for the classification of n data points in dimension d with margin ǫ. Their design is the quantization of the work of Clarkson, Hazan and Woodruff [16] that runs in time O * ((n + d)/ǫ 2 ). The same paper contains similar quadratic quantum improvements over the classical constructions of [16] for kernel based classification, minimum enclosing ball and ℓ 2 -margin SVM, as well as an O * ( √ n/ǫ 4 ) time algorithm for zero-sum games with n × n payoff matrices. A similar result for zero-sum games, but with a better dependence on the error parameter, was obtained by van Apeldoorn and Gilyén [3] whose algorithm runs in time O * ( √ n/ǫ 3 ). Both quantum algorithms for zero-sum games are based on the classical work of Grigoriadis and Khachiyan [23] whose complexity is O * (n/ǫ 2 ). Finally, there is a series of quantum algorithms [33, 22, 4, 13] for fast gradient computation, which are typically combined with classical first order methods such as gradient descent.
Previous Work
The previous work on approximate submodular minimization [28, 6, 14] is based on the subgradient descent method applied to the Lovász extension. We review these results below, as it will help to present our contributions in the next section. From now on, we restrict our attention to submodular functions F with range [−1, 1] and we seek for a setS such that F (S) ≤ min S F (S) + ǫ.
Subgradient descent in [28] . Submodular minimization can be translated into a convex optimization problem by considering the so-called Lovász extension f . This makes it possible to apply standard gradient algorithms. Since f is not differentiable, one can rely on the subgradient descent method that computes a sequence of iterates x (t) converging to a minimum of f . At each step, the next iterate x (t+1) is obtained by moving into the negative direction of a subgradient g (t) at x (t) . In the case of submodular functions, there exists a natural choice for g (t) , sometimes called the Lovász subgradient, that requires O(n/ǫ 2 ) steps to converge to an ǫ-approximate of the minimum. Since the Lovász subgradient can be computed in time O(n · EO), the complexity of this approach is O(n 2 /ǫ 2 · EO) [28] . The question arises if it is possible to find algorithms that scale better than n 2 , i.e. are subquadratic in the dimension.
Stochastic subgradient descent in [14] . In the above method, the subgradient g (t) can equally be replaced with a stochastic subgradient, that is a low-variance estimate
. One possible choice for g (t) is the subgradient direct estimate g (t) defined as
is sampled with probability |g
1 . The ℓ 1 -norm of the Lovász subgradient being small, this is a low-variance 1-sparse estimate of g (t) . However, it is unknown how to sample g (t) faster than O(n · EO). Thus, using g (t) at each step of the descent would not be more efficient than using the actual subgradient g (t) . Instead, the approach suggested in [14] is to use g (t) = g (t) only once every T = n 1/3 steps, and in between to use g (t) = g (t−1) + d (t) where d (t) is an estimate of the subgradient difference d (t) = g (t) − g (t−1) . The crucial result in [14] is to show how to construct d (t) in time only proportional to the sparsity of x (t) − x (t−1) . This process has to be reset every T steps since the variance and the sparsity of g (t) increase over time (and therefore the sparsity of x (t) − x (t−1) too). The amortized cost per step for constructing g (t) is O(n 2/3 · EO), leading to an O(n 5/3 /ǫ 2 · EO) algorithm.
It seems to us that there is a slight error in the construction of [14] because the estimate
. Indeed, even if g (t−1) is an unbiased estimate of g (t−1) conditioned on x (t−1) , in general that is not true conditioned on
. Nonetheless, this problem can be easily solved by sampling a second estimate g (t−1) of g (t−1) such that, when conditioned on x (t−1) , it becomes independent of g (t−1) . Then g (t) is redefined as g (t) = g (t−1) + d (t) . In this case, x (t) does not convey any information about g (t−1) when conditioned on
. However, in order to make g (t−1) independent of g (t−1) , all the previous estimates involved in the computation of g (t−1) have to be resampled. Since the construction of g (t) was decomposed into batches of T steps, it means that there are between 1 and T estimates to resample at each step. Nevertheless, a straightforward analysis shows that asymptotically the time complexity remains as stated in [14] .
Our Contributions
Our method minimizes the Lovász extension of the submodular function under consideration by using the stochastic subgradient descent algorithm. We differ from [28, 14] by constructing a new (stochastic) subgradient oracle that is faster to evaluate. In the quantum model, our further speedup is based on two new results that might be of independent interest. One is a simple proof of robustness for the (classical) stochastic subgradient descent method when the subgradient oracle has some biased noise. The other one is a new quantum algorithm for sampling multiple independent elements from discrete probability distributions. These results are detailed below.
Classical algorithm. Similarly to [14] , we construct our subgradient oracle g (t) by combining two kinds of estimates (Section 4). Our construction is reset every T = n 1/2 steps, which turns out to be the optimal resetting time in our case. We explain how to compute the first T terms g (0) , . . . , g (T −1) . First, we obtain T independent samples g (0,0) , · · · , g (0,T −1) from the subgradient direct estimate at x (0) . Using a standard sampling method (Lemma 3.1), this can be done in time O(n · EO + T ) (Proposition 5.8). Then, the first subgradient estimate is chosen to be g (0) = g (0,0) , and the other ones are obtained at step t by combining g (0,t) with an estimate
. Notice that the difference is not taken between two consecutive iterates x (t−1) and x (t) as in [14] , but between the first iterate x (0) and the current one x (t) . This has the advantage of keeping the variance under control since we add up two terms instead of t + 1. Moreover, the sparsity increases only linearly, instead of quadratically, in t. Our procedure for constructing d (t) is directly adapted from [14] , with time complexity O(t · EO) (Proposition 5.9). Consequently, the first T estimates are obtained in time
Since the O(n/ǫ 2 ) steps of the subgradient descent are split into O( √ n/ǫ 2 ) batches of length T , it follows that the total time complexity is O(n 3/2 /ǫ 2 · EO).
Theorem 5.10. There is a classical algorithm that, given a submodular function F :
Quantum algorithm. We first note that there is a simple O(n 3/2 /ǫ 3 · EO) quantum algorithm using only the subgradient direct estimate g (t) . The latter was defined as
is sampled from the probability distribution |g
1 . It is a standard result that one sample from any discrete probability distribution (p 1 , . . . , p n ) (given as an evaluation oracle) can be obtained in time
. Moreover, the ℓ 1 -norm of any n-coordinates vector can be estimated with accuracy ǫ in time O( √ n/ǫ · EO) using the Amplitude Estimation algorithm (Lemma A.1). A straightforward combination of these two results leads to an ǫ-biased estimate g
1 ≤ ǫ, that can be computed in time O( √ n/ǫ · EO). This does not meet the usual requirement of an unbiased estimate for the stochastic subgradient descent method. However, we prove that the latter is robust to such a noise (Proposition 4.2). This leads to an O(n 3/2 /ǫ 3 · EO) algorithm for approximate submodular minimization. We now describe our quantum algorithm achieving time complexity O(n 5/4 /ǫ 5/2 · log(1/ǫ) · EO), based on our enhanced classical algorithm. Similarly to the simple result described above, we accelerate the construction of the subgradient estimate g (t) using quantum sampling. A first attempt would be to apply the quantum state preparation method to sample each estimate individually. However, the computation of the first T estimates of g (0) , for instance, would incur a cost of O(T √ n/ǫ · EO), which is worse than classically when T = n 1/2 (we could change the value of T but that does not improve the overall complexity). We overcome this issue by using a new quantum multi-sampling algorithm for sampling T independent elements from any discrete probability dis-
This algorithm is described in the next paragraph. It leads to our second main result. Quantum multi-sampling algorithm. We now sketch the algorithm for sampling T elements from p = (p 1 , . . . , p n ) in time O( √ T n·EO) (here EO is the time complexity of a quantum evaluation oracle O p satisfying O p (|i |0 ) = |i |p i for all i). First, we find the set S of all the coordinates i ∈ [n] where p i is larger than 1/T . Since there are at most T values to find, S can be computed in time O( √ T n · EO) using Grover search. Then, we load in time O(T · EO) the conditional distribution (p i /p S ) i∈S , where p S = i∈S p i , into a classical data structure [44] that supports fast sampling from (p i /p S ) i∈S in time O(1). On the other hand, we can sample from the complement distribution (p i /(1 − p S )) i / ∈S using quantum state preparation of
. Now, each of the T samples is obtained by first flipping a coin that lands head with probability p S , and then sampling i ∈ S from the classical data structure (head case) or i / ∈ S by quantum state preparation (tail case). The total expected time is
. Additional technicalities, arising from the fact that (p 1 , . . . , p n ) = (u 1 / u 1 , . . . , u n / u 1 ) may be given as an unormalized vector (u 1 , . . . , u n ), are also discussed in this paper (Section 3).
Theorem 3.5. There is a quantum algorithm that, given an integer 1 < T < n, a real 0 < δ < 1, and an evaluation oracle to a discrete probability distribution D = (p 1 , . . . , p n ), outputs T independent samples from D in expected time O √ T n log(1/δ) · EO with probability 1 − δ.
Organization of the Paper
Our algorithms are presented in a modular way. In Section 4, we give the common framework to the classical and quantum algorithms. Then, we specialize it to each setting in Sections 5.2 and 5.3 respectively. A data structure, which is common to both models, is described in Section 5.1. The robustness of the stochastic subgradient descent (Proposition 4.2), and the quantum algorithm for sampling from discrete probability distributions (Section 3) can be read independently from the rest of the paper. The reader interested only in the classical algorithm can skip Sections 3 and 5.3.
Preliminaries
Notations. Let [n] = {1, . . . , n}. Given a vector u ∈ R n and a positive integer p, we let u p = i∈[n] |u i | p 1/p be the ℓ p -norm of u, and u ∞ = max i∈[n] |u i | be the largest entry (in absolute value). We say that u is k-sparse if it has at most k non-zero entries. We denote by u + ∈ R n (resp. u − ∈ R n ) the vector obtained from u by replacing its negative (resp. positive) entries with 0 (thus,
We also let sgn(u) to be 1 if u ≥ 0, and −1 otherwise. Given a set S ⊆ [n], we denote by u S ∈ R |S| the subvector (u i ) i∈S of u made of the values at coordinates i ∈ S. If u is a non-zero vector, we define D u to be the probability distribution
we let 1 i ∈ R n be the indicator vector with a 1 at position i ∈ [n] and 0 elsewhere.
Lovász extension.
A submodular function F is a set function F : 2 V → R, over some ground set V of size n, that satisfies the diminishing returns property: for every A ⊆ B ⊆ V and for every i ∈ B, the inequality F (A ∪ {i}) − F (A) ≥ F (B ∪ {i}) − F (B) holds. For convenience, and without loss of generality, we assume that V = [n] and F (∅) = 0 (this can be enforced by observing that S → F (S) − F (∅) is still a submodular function). The Lovász extension f : [0, 1] n → R is a convex relaxation of F to the hypercube [0, 1] n . Before describing it, we present a canonical way to associate a permutation P with each x ∈ [0, 1] n . Definition 2.1. Given a permutation P = (P 1 , . . . , P n ) of [n], we say that P is consistent with x ∈ R n if x P 1 ≥ x P 2 ≥ · · · ≥ x Pn , and P i+1 > P i when x P i = x P i+1 for all i. We also denote
the set of the first i elements of P , and P [0] = ∅.
As an example, the permutation P consistent with x = (0.3, 0.2, 0.3, 0.1) is P = (1, 3, 2, 4).
The following standard properties of the Lovász extension [38, 6, 32] will be used in this paper. Proposition 2.3. The Lovász extension f of a submodular function F is a convex function. Moreover, given x ∈ [0, 1] n and the permutation P consistent with x, we have
Observe that the second property gives an explicit way to convert anyx
Consequently, we can focus on ǫ-additive minimization of the Lovász extension in the rest of the paper.
Models of Computation.
We describe the two models of computation used in this paper. Although the Lovász extension is a continuous function, given x ∈ [0, 1] n it is sufficient to evaluate F on the sets P [1], . . . , P [n] to compute f (x), where P is the permutation consistent with x. The same holds for the Lovász subgradient. Consequently, given P , it is natural to define an evaluation oracle that given i returns F (P [i]). The input i to this oracle is encoded over O(log n) bits, whereas representing each of the sets P [i] as an indicator vector over {0, 1} n would require n bits.
• Classical Model. We use the same model as described in [14] . The submodular function F can be accessed via an evaluation oracle that takes as input an integer i ∈ [n] and a linked list storing a permutation P of [n], and returns the value of F (P [i]). We denote by EO the cost of one evaluation query to the oracle.
• Quantum Model. We extend the above model to the quantum setting in a standard way. Given a permutation P of [n] stored in a linked list, we assume that we have access to a unitary
, where the second register holds a binary representation of F (P [i]) with some finite precision. We denote by EO the cost of one evaluation query to O P .
The Lovász extension f (x) at x can be evaluated in time O(n log n + n · EO) in the above models.
Quantum Multi-Sampling for Discrete Probability Distributions
We study the problem of generating T independent samples from a discrete probability distribution
, where u = (u 1 , . . . , u n ) ∈ R n is a non-zero vector given as an evaluation oracle. This task is a fundamental part of Monte Carlo methods and discrete events simulation [18, 12] . Here, it will be used to construct randomized estimators of the Lovász subgradient in Sections 5.2 and 5.3. In this section, EO denotes the time complexity of an evaluation oracle to u. In the classical setting, this oracle must return u i given i ∈ [n], whereas in the quantum setting it is a unitary operator O u satisfying O u (|i |0 ) = |i |u i for all i.
The above problem has been thoroughly investigated in the classical setting [18, 12] , where it can be solved in time O(n · EO + T ) using the alias method. We present this result below, as it will be part of our quantum algorithm later.
Lemma 3.1 ( [45, 44] ). There is a classical algorithm that, given an evaluation oracle to a non-zero vector u ∈ R n , constructs in time O(n · EO) a data structure from which one can output as many independent samples from D u as desired, each in time O(1).
In the quantum setting, it is a well-known result that one sample from D u can be obtained by preparing the state i∈[n]
|i with Amplitude Amplification and measuring the |i register.
Lemma 3.2 ([26]
). There is a quantum algorithm that, given an evaluation oracle to a non-zero vector u ∈ R n and a value M ≥ u ∞ , outputs one sample from
Note that the maximum M = u ∞ of any vector u ∈ R n can be computed with high probability using Dürr-Høyer's algorithm [20] in time O( √ n · EO), in which case we have nM/ u 1 ≤ √ n.
Then, by simply repeating the above algorithm T times, one can obtain T samples in time O(T √ n · EO). Our main contribution (Algorithm 1) is to improve this time complexity to O( √ T n · EO). If the normalization factor u 1 is unknown, we will only be able to sample from a distribution D u (Γ, S) close to D u that is defined below. Here, Γ > 0 acts as a placeholder for an estimate of u 1 and S ⊆ [n] is meant to contain the indices i where |u i | is larger than Γ/T . Definition 3.3. Consider a non-zero vector u ∈ R n . Fix a real number Γ > 0 and a set S ⊆ [n] such that Γ ≥ u S 1 . We define D u (Γ, S) to be the distribution that outputs i ∈ [n] with probability  
We now prove that Algorithm 1 runs in time O( √ T n·EO) when Γ is sufficiently close to u 1 and S = {i ∈ [n] : |u i | ≥ Γ/T }. We will explain later how to find such parameters in time O( √ T n · EO).
Input: a non-zero vector u ∈ R n , an integer 1 < T < n, a real Γ > 0 and a set
T .
1. Construct the data structure associated with u S = (u i ) i∈S in Lemma 3.1, and compute u S 1 .
Algorithm 1: Sampling T elements from D u (Γ, S).
Proof. At each execution of step 2, the probability to sample i ∈ S is
We now analyze the time complexity.
Step 1 takes time O(|S| · EO). Each execution of step (according to Lemma 3.2) . Thus, the expected run-time of the algorithm is
. Thus, the expected run-time is
The above result is optimal, as can be shown by a simple reduction from the T -search problem. We now explain how to find the values Γ, S and u [n]\S ∞ needed by Algorithm 1. First, if u 1 is known, we can assume without loss of generality that u 1 = 1. In this case, we obtain T samples from D u = (p 1 , . . . , p n ) as follows.
Proof. The set S = {i ∈ [n] : |p i | ≥ 1/T } and the value M = p [n]\S ∞ can be computed with probability 1 − δ using Grover search and Dürr-Høyer's algorithm [20] in time O( √ T n log(1/δ) · EO) and O( √ n log(1/δ)·EO) respectively. Then, conditioned on these two values to be correct, Algorithm 1 outputs T independent samples from D in expected time O( √ T n · EO) (where we use Γ = 1).
If u 1 is unknown (as it will be the case in our applications), we use the Amplitude Estimation algorithm [11] to approximate its value. The construction of the setup parameters (Γ, S, M ) is described in Appendix A, and the result is summarized in the next proposition. The parameter ǫ controls the closeness of
There is a quantum algorithm that, given an evaluation oracle to a non-zero vector u ∈ R n , an integer 1 < T < n and two reals 0 < ǫ, δ < 1, outputs a triple
Framework for Approximate Submodular Minimization
In this section, we construct a low-variance estimate of the Lovász subgradient, and we apply the stochastic subgradient descent algorithm on it to minimize the Lovász extension. The stochastic subgradient descent method is a general algorithm for approximating the minimum value of a convex function f that is not necessarily differentiable (as it is the case for the Lovász extension), using the concept of subgradients (or subderivatives) of f .
Definition 4.1. Given a convex function f : C → R and a point x ∈ C, we say that g is a subgradient of f at x if g, x − y ≥ f (x) − f (y) for all y ∈ C. The set of all subgradients at x is denoted by ∂f (x).
Normally, the stochastic subgradient descent method requires to compute a sequence ( g (t) ) t of unbiased subgradient estimates at certain points (x (t) ) t , which means that
In the next proposition, we generalize this method to ǫ-noisy estimates satisfying only
1 ≤ ǫ for some g (t) ∈ ∂f (x (t) ). The proof is given in Appendix B (in the case ǫ = 0, our analysis recovers the standard error bound [19] ). Proposition 4.2. (Noisy Stochastic Subgradient Descent) Let f : C → R be a convex function over a compact convex set C ⊂ R n , and η > 0. Consider two sequences of random variables (x (t) ) t and ( g (t) ) t such that x (0) = argmin x∈C x 2 , x (t+1) = argmin x∈C x − (x (t) − η g (t) ) 2 , and
, for all x ∈ C and t ≥ 0. Then, for any integer N , the average pointx =
In the rest of the paper, f denotes the Lovász extension and g denotes the Lovász subgradient. Our main result of this section (Algorithm 2) consists in constructing the sequence of noisy subgradient estimates needed in the above proposition. To trade off the cost of computing the subgradient exactly and decreasing the variance, we rely on two procedures that provide different guarantees on the estimates they return. In this section, we do not explain how to implement these two procedures. Instead, we describe in Assumptions 1 and 2 the main properties they must satisfy.
Our first assumption is the existence of a procedure GSample that can produce a batch of T estimates of the Lovász subgradient g(x) at any point x ∈ [0, 1] n . This is intended to be a simple but expensive procedure, which can be used only sparingly. Indeed, it will need time O((n + T ) · EO) or O(( √ nT + √ n/ǫ) · EO) to be implemented in the classical or quantum settings respectively (Propositions 5.8 and 5.13).
Assumption 1 (Subgradient sampling). There exists a procedure GSample(x, T, ǫ) that, given x ∈ [0, 1] n , an integer T and a real ǫ > 0, outputs T vectors g 1 , . . . , g T such that, for all j, (1)
Moreover, the time complexity of this procedure is a function c GS (T, ǫ) of T and ǫ.
Our second assumption is the existence of a more subtle procedure GDSample that can estimate the difference g(y) − g(x) between the Lovász subgradients at two points x and y. This procedure will rely on intrinsic properties of submodular functions and require maintaining a particular data structure (Section 5.1). On the other hand, when the difference e = y − x is k-sparse, it will need time only O(k · EO) or O( √ k/ǫ · EO) to be implemented in the classical or quantum settings respectively (Propositions 5.9 and 5.14).
Assumption 2 (Subgradient difference sampling). There exists a procedure GDSample(x, e, ǫ) that, given x ∈ [0, 1] n , a k-sparse vector e such that x + e ∈ [0, 1] n and e ≥ 0 or e ≤ 0, and a real ǫ > 0, outputs a vector d such that, (1) d is 1-sparse, (2) E[ d | x, e] − (g(x + e) − g(x)) 1 ≤ ǫ and (3) d 2 ≤ 7. Moreover, the time complexity of this procedure is a function c GDS (k, ǫ) of k and ǫ.
We combine the two procedures to construct the sequence ( g (t) ) t of subgradient estimates (Algorithm 2). The construction depends on a "loop parameter" T that balances the cost between using GSample and GDSample. Every T steps, when t = 0 mod T , the procedure GSample(x (t) , T, ǫ) returns T estimates g (t,0) , . . . , g (t,T −1) of the Lovász subgradient at the current point x (t) . Each value g (t,τ ) is combined at time t + τ , where 0 ≤ τ ≤ T − 1, with an estimate d (t+τ ) of the subgradient difference g(x (t+τ ) ) − g(x (t) ). The sum g (t+τ ) = g (t,τ ) + d (t+τ ) is our estimate of g(x (t+τ ) ). The sparsity of x (t+τ ) − x (t) will increase linearly in τ , which justifies reusing GSample every T steps to restore it to a small value. Notice that, according to Assumption 2, the procedure GDSample can estimate the subgradient difference d = g(y) − g(x) only if e = y − x is either non-negative or non-positive. Thus, in step 2.(c) of the algorithm, we split e = e + + e − into its positive and negative entries and we estimate d + = g(x+e + )−g(x) and d − = g(x+e + +e − )−g(x+e + ) separately. In the next theorem, we show that ( g (t) ) t is indeed a sequence of noisy subgradient oracles for f, (x (t) ) t . Theorem 4.3. The sequences ( g (t) ) t and (x (t) ) t in Algorithm 2 satisfy E g (t)
2 ≤ 18 and
Proof. Fix t and τ = (t mod T ). According to steps 2.(b) and 2.(c) of the algorithm, g (t) = g (t,0) if τ = 0 and g (t) = g (t−τ,τ ) + d
− otherwise. We first study the expectation of the term generated Input: two integers 0 < T < N , two reals ǫ 0 , ǫ 1 > 0.
(a) Set τ = (t mod T ).
(Computation of the subgradient estimate
+ from GDSample x (t−τ ) , e
(t−1) + , ǫ 1 and d 
Algorithm 2: Subgradient descent algorithm for the Lovász extension f .
by the GSample procedure. Using the law of total expectation, we have
since x (t) does not convey any information about the output of GSample(x (t−τ ) , T ) when ( g (t−τ,k) ) k<τ and x (t−τ ) are known. Consequently,
using the triangle inequality and Assumption 1. We now study the expectation of the term d
generated by the GDSample procedure when τ = 0. We have
where the first line is by the law of total expectation, and the second line is by independence between random variables. Moreover, according to Assumption 2, E[ d 
This concludes the proof of the first part of the theorem since E[
The second part of the theorem is a direct application of the triangle inequality using that g (t−τ,τ ) 2 ≤ 4 and d
− 2 ≤ 7 (Assumptions 1 and 2). The last part of the theorem is step 2.(d) of the algorithm.
The above result shows that Algorithm 2 is a (noisy) subgradient descent for the Lovász extension. Consequently, the result of Proposition 4.2 can be applied to the outputx of the algorithm. Since we aim for a subquadratic running time in n, we must update the vectors x (t) , g (t) , u (t) and e (t) in time less than their dimension. Here, we do not discuss the data structure used for this purpose (see Section 5.1). Nevertheless, we recall that the outputs of GSample and GDSample are 1-sparse, thus most of the coordinates do not change between two consecutive steps. Proof. According to Theorem 4.3, ( g (t) ) t is a sequence of ǫ-noisy subgradient oracles for the Lovász extension f , where ǫ = ǫ 0 + 2ǫ 1 and (x (t) ) t obeys the subgradient descent update rule
2 ≤ 18. Consequently, we obtain from Proposition 4.2 that E[f (x)] ≤ f (x ⋆ ) + 18 n/N + ǫ 0 + 2ǫ 1 , where we used the step size parameter η = 
Subquadratic Approximate Submodular Minimization
We construct two classical (Section 5.2) and two quantum (Section 5.3) procedures satisfying the Assumptions 1 and 2 described in the previous section. These procedures will require a particular data structure, strongly inspired from the work of [14] , that is maintained throughout the subgradient descent algorithm at negligible cost (Section 5.1). Our final algorithms solve the approximate submodular minimization problem in time O(n 3/2 /ǫ 2 ·EO) classically, and O(n 5/4 /ǫ 5/2 ·log(1/ǫ)·EO) quantumly.
Data structures and k-Covers
We describe two data structures needed to implement GSample and GDSample respectively, and we establish their main properties. The first data structure D(x) contains standard information about the input point x of GSample(x, T, ǫ). It is defined as follows.
Definition 5.1. Given x ∈ R n and the permutation P consistent with x, we define D(x) = (L x , A x , T x ) to be the data structure made of the following elements: a doubly linked list L x storing P , an array A x storing at position i ∈ [n] the value x i with a pointer to the corresponding entry in P , and a self-balancing binary search tree T x (e.g. red-black tree [27] ) with a node for each i ∈ [n] keyed by the value x i and containing the size of its subtree.
The second data structure D(x, y, I) is based on a property of submodular functions established in [14] that requires the following definition of a k-cover. Definition 5.2. Consider x, y ∈ [0, 1] n and let P and Q be the permutations consistent with x and y respectively. We say that a partition
, the preimage of I s under both P and Q is a set of consecutive numbers, and
An example of a 6-cover is given in Figure 5 .1. Observe that there always exists a cover of size at most 3k + 1 if the difference e = x − y is k-sparse. Our implementations of GDSample(x, e, ǫ) will require to store a cover of (x, x + e) approaching that size. Before explaining the reasons why a cover is useful, we describe the data structure D(x, y, I).
to be the data structure made of the following elements: D(x) and D(y) (described in Definition 5.1), two dynamic arrays A I
x and A I y of size k storing at position s ∈ [k] the pairs (argmax i∈Is x i , argmin i∈Is x i ) and (argmax i∈Is y i , argmin i∈Is y i ) respectively, two self-balancing binary search trees T I x and T I y with a node for each s ∈ [k] keyed by the value of max i∈Is x i and max i∈Is y i respectively.
The next lemma is the crucial property established in [14] about k-covers. It shows that the coordinates g(y) i −g(x) i of the subgradient difference have constant sign over any set I s of the cover. In particular, the ℓ 1 -norm g(y) Is − g(x) Is 1 can be deduced from the value of i∈Is g(y) i − g(x) i (we recall that g(y) Is − g(x) Is is the subvector of g(y) − g(x) made of the values at positions i ∈ I s ).
Lemma 5.4 ([14])
. Consider x, y ∈ [0, 1] n such that y ≥ x or y ≤ x, and let {I 1 , . . . , I k } be a k-cover of (x, y). Then, for each s ∈ [k], the coordinates g(y) i − g(x) i have the same sign for all i ∈ I s . In particular, | i∈Is g(
Proof. Let P and Q denote the permutations consistent with x and y respectively. Consider s ∈ [k] such that |I s | > 1 (the result is trivial when |I s | = 1). By definition of a k-cover, there exist three integers a s , a ′ s , ℓ s such that I s = {P as , P as+1 , . . . , P as+ℓs } = {Q a ′ s , Q a ′ s +1 , . . . , Q a ′ s +ℓs }. Assume that y ≥ x (the case y ≤ x is symmetric). Since x i = y i for all i ∈ I s , we must have
. Thus, by the diminishing returns property of submodular functions,
Note that the condition y ≥ x or y ≤ x is crucial in the above result, which is why we impose e ≥ 0 or e ≤ 0 in Assumption 2. We now describe three useful operations that can be handled in logarithmic time using D(x, y, I) and the above lemma. The first two operations originate from the work of [14] (the proofs are given for completeness), whereas the third one is new to this work (in [14] , the authors recompute the cover entirely at each update).
Proposition 5.5. Consider x, y ∈ R n such that x ≥ y or x ≤ y, and let I = {I 1 , . . . , I k } be a k-cover of (x, y). Then, using D(x, y, I), the following operations can be handled in time O(log(n) + EO), O(log(n) · EO) and O(log n) respectively:
• (Update) Given a 1-sparse vector e ∈ R n , update the data structure to D(x + e, y, I ′ ) where I ′ is a cover of (x + e, y) of size at most k + 3.
Proof. Let P be the permutation consistent with x. Observe that the rank P
−1 i
of any x i can be computed in log(n) time using T x (since each node in the tree contains the size of its subtree).
(Subnorm) By definition of a k-cover, there exist a s ≤ b s such that I s = {P as , P as+1 , . . . , P bs }. Thus, i∈Is g(
Since a s and b s can be obtained in time O(log n) using D(x, y, I), this sum can be computed in time O(log(n) + EO), and similarly for i∈Is g(y) i . According to Lemma 5.4 , the difference | i∈Is g(y) i − g(x) i | is equal to the ℓ 1 -norm of g(y) Is − g(x) Is .
(Subsampling) We find the highest node i h ∈ I s in the tree T x , and we compute its rank c s = P −1 i h in time O(log n). It partitions I s into three sets A = {P as , P as+1 , . . . , P cs−1 }, B = {P cs } and C = {P cs+1 , . . . , P bs }. We compute the ℓ 1 -norm of g(y) − g(x) restricted to each of these sets in time O(EO), and we sample A, B or C with probability
respectively. If the set we obtain is a singleton, we terminate and output the value it contains, otherwise we continue recursively to sample in the corresponding subtree of T x .
(Update) We explain how to update the k-cover (the other parts of the data structure being standard to update). Let i be the position where e i = 0, and denote r = P −1 i the rank of i in P before the update. First, split the set I s = {P as , . . . , P r−1 , i, P r+1 , . . . , P bs } containing i into three parts {P as , P as+1 , P r−1 }, {i} and {P r+1 , . . . , P bs }. Then, identify the rank c such that x Pc > x i + e i > x P c+1 and split the set containing P c into two parts. These operations can be done in O(log n) time. The size of the cover is increased by at most 3.
Finally, observe that we have to maintain two instances of D(x, y, I) in Algorithm 2, one corresponding to the pair (x (t−τ ) , x (t−τ ) + e ) by 27. When τ = 0, the sizes are reset to at most 9 and 27 respectively.
Classical Approximate Submodular Minimization
We conclude the part on classical approximate submodular minimization by describing the two procedures C-GS and C-GDS for GSample and GDSample respectively that lead to an O(n 3/2 /ǫ 2 ·EO) algorithm. Both are based on the following unbiased estimator X u of any vector u ∈ R n . Fact 5.7. Given a non-zero vector u ∈ R n , consider the vector-valued random variable X u that equals u 1 sgn(u i ) · 1 i with probability
In the case of subgradient sampling (Assumption 1), we construct T samples from X g(x) by using the sampling algorithm of Lemma 3.1. In the case of subgradient difference sampling (Assumption 2), we construct one sample from X g(x+e)−g(x) by using the subnorm and subsampling operations of Proposition 5.5. These two procedures are described in Algorithm 4.
, an integer T . Output of C-GS: a sequence of estimates g 1 , . . . , g T of g(x).
Compute g(x)
1 and sample i 1 , . . . , i T ∼ D g(x) using Lemma 3.1.
For each j ∈ [T ]
, compute g(x) ij and output
Input of C-GDS: x, x + e ∈ [0, 1] n and a cover I = {I 1 , . . . , I k ′ } of (x, x + e) stored in D(x, x + e, I), where e is k-sparse and k ′ ≤ 9k. Output of C-GDS: an estimate d of g(x + e) − g(x).
1. Compute u 1 and sample s ∼ D u using Lemma 3.1 and the subnorm operation of Proposition 5.5. 2. Sample i ∼ D g(x+e)I s −g(x)I s using the subsampling operation of Proposition 5.5.
Compute g(x
Algorithm 4: The procedures C-GS (on top) and C-GDS (on bottom). Proof. The value i is distributed according to
. Consequently, using Fact 5.7,
Step 1 takes time O(k(log(n)+EO)), step 2 takes time O(log(n) · EO) and step 3
takes time O(EO).
Finally, we analyze the cost of using the two above procedures in the subgradient descent algorithm studied in Section 4. Proof. We instantiate Algorithm 2 with the procedures C-GS and C-GDS of Algorithm 4, and we choose the input parameters T = √ n, N = 18 2 n/ǫ 2 and ǫ 0 = ǫ 1 = 0. The data structures needed for C-GS and C-GDS can be updated in time O(log n) per step (Corollary 5.6). According to Corollary 4.5, we obtain an outputx such that
. Finally, using Proposition 2.3, we can convertx into a setS ⊆ V such that E[F (S)] ≤ min S⊆V F (S) + ǫ in time O(n log n + n · EO).
Quantum Approximate Submodular Minimization
We conclude the part on quantum approximate submodular minimization by describing the two procedures Q-GS and Q-GDS for GSample and GDSample respectively that lead to an O(n 5/4 /ǫ 5/2 · log(1/ǫ) · EO) algorithm. Both are based on the following noisy estimator Y u of any vector u ∈ R n . Fact 5.11. Given a non-zero vector u ∈ R n , a real Γ > 0 and a set S ⊆ [n] such that Γ ≥ u S 1 , consider the vector-valued random variable Y u that equals Γ sgn(
In the case of subgradient sampling (Assumption 1), we construct T samples from Y g(x) by using the sampling algorithm of Theorem 3.4. In the case of subgradient difference sampling (Assumption 2), we construct one sample from Y g(x+e)−g(x) by using Lemma 3.2 and the following evaluation oracle derived from Proposition 5.5. The procedures GSample and GDSample are described in Algorithm 5. There is a non-zero probability that the computation of the setup parameters is incorrect. In this case, we cannot guarantee that Assumptions 1 and 2 are satisfied. Fortunately, the dependence of the time complexity on the inverse failure probability is logarithmic. Thus, it will not impact the analysis significantly.
, an integer T , two reals 0 < ǫ, δ < 1. Output of Q-GS: a sequence of estimates g 1 , . . . , g T of g(x).
1. Compute the setup parameters (Γ, S, M ) using Proposition A.2 with input g(x), T , ǫ/3, δ.
2. Sample i 1 , . . . , i T ∼ D g(x) (Γ, S) using Theorem 3.4 with input g(x), T , (Γ, S, M ).
For each j ∈ [T ]
, compute g(x) ij and output g j = Γ sgn(g(x) ij ) · 1 ij .
Input of Q-GDS: x, x + e ∈ [0, 1] n and a cover I = {I 1 , . . . , I k ′ } of (x, x + e) stored in D(x, x + e, I), where e is k-sparse and k ′ ≤ 9k, two reals 0 < ǫ, δ < 1. Output of Q-GDS: an estimate d of g(x + e) − g(x).
Pr[V] ≥ 1 − δ. According to Theorem 3.4, if V holds, then i 1 , . . . , i T are T independent samples from D g(x) (Γ, S). Consequently, using Fact 5.11, we have Proposition 5.14. The quantum procedure Q-GDS(x, e, ǫ, δ) of Algorithm 5 satisfies the conditions given on GDSample(x, e, ǫ) in Assumption 2 with probability 1 − δ, and time complexity
Proof. Let us denote V the event that Γ and M are valid, i.e. |Γ − g(x + e) − g(x) 1 | ≤ (ǫ/6) g(x + e) − g(x) 1 and M = u ∞ . We have Pr[V] ≥ 1 − δ. According to Lemma 3.2, if V holds, then s is sampled from D u . In this case, the value i computed at step 4 is distributed according to
. Consequently, using Fact 5.11,
and steps 4 and 5 take time O(EO).
Finally, we analyze the cost of using the two above procedures in the subgradient descent algorithm studied in Section 4. Unlike in the previous section, the time complexities c GS and c GDS of Q-GS and Q-GDS depend on the accuracy ǫ. Consequently, it is more efficient to combine Q-GS with the classical procedure C-GDS when n −1/2 ≤ ǫ ≤ n −1/6 , and to use Theorem 5.10 when ǫ ≤ n −1/2 . Proof. We distinguish two cases, depending on the value of ǫ. First, if ǫ ≥ n −1/6 , we instantiate Algorithm 2 with the quantum procedures Q-GS and Q-GDS of Algorithm 5. We choose the input parameters T = ǫ √ n, N = 72 2 n/ǫ 2 , ǫ 0 = ǫ/4, ǫ 1 = ǫ/8 and δ = ǫ/(8N ). According to Corollary 4.5
and Corollary 5.6, the run-time is
Let us denote V the event that all calls to Q-GS and Q-GDS in Algorithm 2 are correct (i.e. they satisfy Assumptions 1 and 2). By the union bound,
Moreover, according to Corollary 4.5, the outputx satisfies
If ǫ ≤ n −1/6 , we instantiate Algorithm 2 with the quantum procedure Q-GS of Algorithm 5 and the classical procedure C-GDS of Algorithm 4. We choose the input parameters T = n 1/4 /ǫ 1/2 , N = 54 2 n/ǫ 2 , ǫ 0 = ǫ/3, ǫ 1 = 0 and δ = ǫ/(3N ). 
A Setup Algorithm for Quantum Multi-Sampling
We explain how to find the setup parameters (Γ, S, M ) needed by the quantum multi-sampling algorithm (Algorithm 1) when u 1 is unknown. We will need the next result about Amplitude Estimation.
Lemma A.1. There is a quantum algorithm that, given an evaluation oracle to a non-zero vector u ∈ R n , a value M ≥ u ∞ and two reals 0 < ǫ, δ < 1, outputs a real Γ such that |Γ − u 1 | ≤ ǫ u 1 with probability 1 − δ. The expected run-time of this algorithm is O 1 ǫ nM u 1 log(1/δ) · EO .
Proof. Define V u,M to be a unitary operator such that
where |ψ u = i∈[n]
|i , and |φ u is some unit vector. V u,M can be constructed with two quantum queries to u and a controlled rotation (see also [42] for an alternative construction). Now, using the Amplitude Estimation algorithm [11, Theorem 12] on V u,M with accuracy ǫ, we get an estimate γ such that |γ − u 1 /(nM )| ≤ ǫ u 1 /(nM ) with probability 2/3 in expected time O 1 ǫ nM u 1 · EO . The success probability can be increased to 1 − δ by a standard Chernoff bound argument at an extra cost factor log(1/δ). Finally, we take Γ = nM γ.
The construction of the setup parameters (Γ, S, M ) is described in Algorithm 6. We need to be careful that Γ ≥ u S 1 , otherwise D u (Γ, S) is not a probability distribution. The parameter ǫ controls the closeness of D u (Γ, S) to D u . We have ǫ ′ = min(1/ √ T , ǫ) to guarantee that |Γ − u 1 | ≤ (1/ √ T ) u 1 . The setup cost is dominated by O( √ n/ǫ) if ǫ ≤ 1/ √ T .
Input: a non-zero vector u ∈ R n , an integer 1 < T < n, two reals 0 < ǫ, δ < 1. Output: a real Γ, a set S ⊆ [n], a value M .
The subroutines below are run with failure parameter δ/4. The algorithm aborts and outputs fail if any step takes time greater than c · ( √ T n + √ n/ǫ) log(1/δ) (where c is a constant to be specified in the proof of Proposition A.2).
where the last line is by the definition of a subgradient. We now take the expectation of the above formula. Using the law of total expectation, we have E g (t) − g (t) , x (t) − x ⋆ = E E g (t) x (t) − g (t) , x (t) − x ⋆ , and by Hölder's inequality E g (t) x (t) − g (t) , x (t) − x ⋆ ≤ E g (t) x (t) − g (t) 1 · x (t) − x ⋆ ∞ ≤ ǫL ∞ . Consequently,
from which we obtain a bound for E[f (x (t) )]. Finally, we upper bound the expected value of the function at the average pointx as
where we have used the telescoping property of the sum in the third line.
C Counterexample to the Subgradient Sampling in [14] Let n = 2, let F : 2 [ The stochastic subgradient descent starts at x (0) = (0, 0), for which we have g(x (0) ) = (− 1 2 , − 1 2 ) and g(x (0) ) 1 = 1. Hence, with probability 1/2 each, we either have g (0) = (−1, 0) or g (0) = (0, −1). Since x (1) := argmin x∈[0,1] n x − (x (0) − η g (0) ) 2 (for some step size parameter 0 < η < 1), it follows that x (1) = (η, 0) or x (1) = (0, η), respectively. Suppose the latter is the case: g (0) = (0, −1) and x (1) = (0, η). Then, the random variable d (1) is an estimate of the subgradient difference d (1) = g(x (1) ) − g(x (0) ) = (− Hence, the procedure in [14] that returns g (t) is not a valid subgradient oracle. We note that x (1) = (η, 0) would have led to the same error. This problem can be fixed by defining g (1) = g (0) + d (1) where g (0) is a second estimate of g(x (0) ) independent of g (0) , for instance g (0) = (−1, 0) or g (0) = (0, −1) with probability 1/2 each. In this case, we have E[ g (1) | x (1) ] = g (0) + d (1) = g(x (1) ).
