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1. INTR~DIJCTI~N 
The permutability of two subgroups H and K of a group G is equivalent 
to the existence of certain functions cy: H x K--f K, j?: H x K + H such 
that the permutability relations 
hR = cY(h, k) p(h, k) 
hold for all h E H, k E K. Our purpose in this paper is to investigate a weakened 
form of permutability which assumes fewer relations between H and K. 
The degree of permutability chosen to be studied is well illustrated by a 
beautiful result of H. S. M. Coxeter [3]. This result states that given integers 
wz > 2, pi > 1 (i = I,..., [m/2]), the group 
Wm; $5 ,..., pi,,,]) = al , a, 1 aim = usrn = (a+#’ = 1, for 1 < j < 7 
I [ II 
is finite only if $5 = 2 for every j < +m. Furthermore, the group %F(m; 2,..., 2), 
which is abbreviated by %(m; 2); is a semi-direct product of an elementary 
abelian 2-group of rank m - 1 by a cyclic group of order m. Thus the group 
V(m; 2) is generated by two isomorphic proper subgroups H, (=<%)), H, 
(=(a,)) such that 
where the map y: HI + Hz , defined by y(%&) = as<, 0 < i < m, is a bijection. 
Even though HI and H, are not permutable inside %‘(m; 2); sufficient 
permutability relations still hold between them to ensure the finiteness of 
W(m; 2). In addition, these relations make it possible to characterize the group 
in question. 
* A preliminary version of this paper was presented at the 4a Escola de Algebra held 
at Universidade de Sfio Paul0 during July of 1976. 
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Before proceeding with the description of the main results, let us introduce 
some necessary notation. 
Let H and K be groups and R be a subset of the free product H * K. Then 
{H,Klw= I,VUJER} or (H,KlR) 
stand for the quotient group of H c K by the normal closure of (w 1 w E R) 
inH*K. 
When H and K are isomorphic groups and $1 H -+ K is the isomorphism 
which holds between them, it is convenient to replace the symbol K by H*, 
and denote the elements #(h) of K by h*. Note that (H, K 1 R) is not affected 
by the choice of the isomorphism +. This being the case, the usage of zj for 
indicating different isomorphisms, as in 
where HI and Hz are different groups, should not cause any confusion. 
The rest of the notation and terminology is standard. 
This paper is divided into four sections. 
1, Introduction. 2. Examples of Weakly Permutable Groups. 2.1. A Generalized 
Coxeter Group Q(H; 2). 2.2. Almost Permuting Groups. 2.3. Weakly Commuting 
Groups, T(R). 2.4. PSL(2, q). 3. A Finiteness Criterion. 4. The Group%(H) = {H, H$ 1 
[h, J&J = 1, Vh E H}. 4.1. Preliminary Results. 4.2. H Abelian. 4.3. Bounds for Exponents 
and Orders. 4.4. H Perfect. 
In Section 2, we present four general examples of groups where weak per- 
mutability holds. Of particular interest is 
V(H; 2) = {H, H” 1 (h-lhQ’)z = 1, Vh E H), 
which generalizes the V(m; 2) group. Here we prove 
THEOREM A. The group W(H, 2) is isomorphic to the semi-direct product 
of the augmentation ideal J&*(H) of the group ring Z,(H), by H under the natural 
action. 
Observe that when H is a finite group of order n, then I’%?(@ 2)j = 2”-ln. 
In Section 3, we provide a finiteness criterion for a group generated by 
two finite subgroups. A particular case is 
THEDREM B. Let G be a group and let H and K be nontrivial subgroups 
of G. Suppose that G is generated by H and K. Furthermore, suppose 
IHI = [Kj =n, 
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and 
HK n KH 2 (by(h) 1 h E H), 
where y: H --j K is a bijection and y( 1) = 1. Then, G is a jinite group and 
1 G 1 < en-k, 
where e the base of the natural logarithms. 
The fact that %(H; 2) satisfies the conditions of the theorem indicates that 
the upper bound obtained for 1 G 1 is satisfactory. However, there are indications 
that 2n-rn might very well be the least upper bound. 
Section 4, which is the longest part of this paper, is a detailed study of the 
group 
X(H)={H,H”j[h,h”] = l,VhEII). 
This group has H x H for a homomorphic image. X(H), just like H x H 
inherits many properties from H, although, in general, these two groups are 
different. 
Some of the results of this section are gathered together in 
THEOREM C. (i) Let B be one of the following group theoretic properties: 
Jinite v-group (7~: a set of primes), jkite nilpotent, solvable of J;nite degee, perfect. 
Then, 
H is a g-group =z- Z(H) is a P-group. 
(ii) The group Z(H) has a normal chain of subgroups uch that one of its 
factors is isomorphic to the Schur Multiplier M(H) of H. 
(iii) Let H be a Jinite nontrivialgroup. Then, 
I H I2 I H’ 1 I M(H)1 < I X(H)/ < 1 HI el+l. 
In addition, the structure of Z(H) is determined when H is a jkite abelian 
group of odd order, and also when H is a perfect group which is not necessarily 
finite. 
Note that subsections 4.3 and 4.4 contain a number of results on M(H) 
and on covering groups of H (or stem extensions, according to Gruenberg 
[6, Sect. 9.91). Some of these results provide new proofs to well-known theorems 
of I. Schur and W. Gaschutz. 
This paper is basically self-contained. 
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2. EXAMPLES OF WEAKLY PERMUTABLE GROUPS 
2.1. A Generalized Coxeter Group %(N, 2) 
Let H and H* be isomorphic groups through #, and define 
[H, $1 = (h-‘h” 1 h E H), 
WH) = {H, H” I [f-f, $1’ = 11, 
V(H; 2) = {H, H” 1 (h-1h&)2 = 1, Vh E H>. 
Also let J&(H) and JS$JH) denote the augmentation ideals of the group rings 
Z(H) and Z,(H), respectively. 
THEOREM 2.1 .l. Let G be the semi-direct product of dz(H) by H under the 
natural action. Then, V(H) is a presentation of G. 
Proof. Let d be the ring of Z-endomorphisms of the group (Z(H), +). 
Define 
by (x)4: h -+ hx for all h, x E H. Then, 4 is an isomorphism of H into the 
multiplicative group of 8. 
Let G = (Z(H) x H)6 be the split extension of Z(H) by H with respect 
to 4, and let G = S&(H) x H. Then, z&(H) x 1 is a normal subgroup of G, 
and G a subgroup of G. 
Define c = (1, l), HI = {0} x H, H, = HI”. Then, 
[h, , c] = (-h-l + 1, 1) 
for any h, = (0, h) E HI . It follows from this fact that 
and 
[H,,cl =&z(H) x 1, 
K, cl’ = 1, 
G = (4, H2). 
Let 8: H u H* + G be defined by t(h) = (0, h) and [(h+) = (0, h)O for all 
h E H. As G satisfies the conditions of Q(H), 6 may be extended to a homo- 
morphism from 55’(H) onto G. Since we have that 
w $1 -4 ~vo g(H) = [H, $lH, and Hn FWI = 1, 
it is direct to verify that t is an isomorphism. 
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Now we prove Theorem A in the form of 
COROLLARY 2.1.2. Let G be the semi-direct product of J&“,z(H) by H under 
the natural action. Then, V(H; 2) is a presentation of e. 
Proof. Let h, , h, E H. Since we have 
and 
P,h, > $1 = [h, 3 flhah 9 $1 
[h,h, , $1” = [h, > 4” = [h, , $1’ = 1, 
it follows that 
and consequently, 
[hl , #lh8 commutes with [ha ,#I, 
[hl , $j commutes with [h, , $1. 
In other words, [H, $1’ = 1 holds. Clearly then, there exists an epimorpbism 
5: G + G such that ker({) = 244H) x 1. 
2.2. Almost Permuting Groups 
Let 
F be a right distributive near field, 
be the group of linear substitutions of F. Also let 
H=(gIg:x-+xm,mEF), 
c be the involution defined by c: x + -x + 1, 
HI = H, H2 = ‘Hc. 
As is well-known, G is sharply 2-transitive on the cosets of H in G. Thus, 
HI is a maximal subgroup of G, and as HI # H, , G = (HI, H,). 
Let hi: x 3 xm, , 1 < i < 4, be elements of H,# such that 
RIcha = hshaC (equivalently, hlh2c = hSch4). 
On applying hIOh and khdO to x, we get 
xmlm2 + (1 - ml) m2 = xm,m, f (1 - m4). 
WEAK PERMUTABILITY 191 
Thus, 
m3 = m,m,m;l, m4 = (m, - 1)ms + 1. 
As m4 # 0 and m, # 1, we have m, # (1 - m&r. 
Define W: F# + F* by w( 1) = 1 and w(m) = (1 - m)-1 for m # 1. Also 
define 8: H + H by 
Then, 
d(h): x + xw(m) for h: x + xm. 
h,h,” E H”H 
for all hl , h, E H, except for the pairs h, (f 1), h, = B(h,). 
When F is finite of order m > 2, we may use a combinatorial theorem of 
P. Hall (see [7], p. 47) to conclude that there exist at least (m - 3)! bijections 
y:H--+HCsuchthaty(l)=l,andhy(h)~HcH,forallh~H. 
2.3. Weakly Commuting Groups, T(A) 
Let H be a group. Let fi be some covering group of H, in the sense that 
there exists Z a subgroup of I? such that 
zcz(R)nP and g/z = H; 
that is, (Z ( I?) is a stem extension of H. Define 
T=BXAX$ 
$ E Aut( T) such that 
tJk (a, b, c) -+ (c, b, a) for all Q, b, c E R, 
& = {(a, Q, 1) I u E Q % = rFiR), 
-q = @I z,l) I 2 E Zl, z2 = &Zl,, 
c: = @l , a>, 
T(Z?)=G=& 
&Z2 
H1 = z,z, ’ 
l kz 
Hz = z;z; - 
Then, 
ZrZs(u, u, 1) commutes with Z,Z,(l, a, a) for every u E I?. 
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We note that p = 1 and so, G and ZJ, are g-invariant. Hence, $ induces 
an automorphism # on T(A), such that 
4: q-2(@, a, 1) - W2(1, a, 4 
for all a E I?. Thus we have obtained 
Remarks 2.3.1. Some of the following information concerning T(R) will 
be needed in Section 4. 
(i) T(ff) is a homorphic image of 
X(H) = {H, H* 1 [It, h*] = 1, for all Ia E H}. 
(ii) Let x E G. Then there exist ai E p, 1 < i < 2k, such that 
x = (a, > a1 5 1)(1, 4, u2) *** (1, U2k 9 a27c> 
= u1u3 ( .” U2k-1 , UlU2 “’ u2k 3 U2U4 * * * U2k). 
(iii) Define D = [fir , ii,], E = [fir , $1, subgroups of G, and let D, L 
be their respective images in G (= T(g)). Then, 
D,L cl e, 
D=lxA,xl, Dnz1z2 = 1, 
t = ((u-l, 1, u) 1 a E A). 
Also, 
e ==ix&) hITi = 1, 
G =LH,, LnH, = 1, 
fori= 1,2. 
(iv) Given x E G and y E I?, let 3 denote the image of x in G and let p = Zy 
in I?/2 (=H). Define 
a:T(I+HxH 
p: T(R) -+ H 
by ~44 = (-i$ > Zs), p(Z) = .%s for all x = (xr , x2, x3) E G. Then it follows that 
01 and p are epimorphisms, such that 
ker(a) = D, ker(p) = L. 
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(v) The facts D 2 1 x 2 x 1 and D n Z,Z, = 1, imply that 
DnL=lxZxl. 
(vi) Let fl be a perfect group. Then, 
d=lxRxl, Z=Axlxz?, Q: = T, 
and T(A) = rfiZr2, . 
2.4. PSL(2, q) 
(a) Let G = PSL(2, q), q = pm, p: odd prime, m > 1. Let H = GF(q), 
and let H* be a field isomorphic to H. Define y: H + H* by fiti) = (l/or)’ 
for OL # 0, and y(O) = 0. Then, by a theorem of Beetham [I], G has the presenta- 
tion 
{H, H* 1 (~(a))~ = 1, for all OL E H>. 
(b) Let G = SL(2, q), q = 2”, m 3 2. Then, as is well-known, G 
contains a dihedral subgroups D = (a, b) such that o(u) = q + 1, o(b) = 2. 
The group D contains q + 1 involutions which belong to different S,-subgroups 
of G. Consequently, as there are exactly q + 1 S,-subgroups in G, given a 
conjugate DC (#D) of D in G, each involution in D commutes with exactly 
one involution from DC. Thus, it is easy to deduce that if c is an involution 
in G\D which commutes with b, then for every i, 1 < i < q, there exists 
a unique j (=fi(i)), 1 < j < q, such that 
Hence 
aiaY(i)c is an involution. 
SL(2, q) is a homomorphic image of 
{a, , a2 1 uF1 = ufI” = (~2~u$~))~ = 1, for 1 < i < q}. 
We do not know of a proof which shows the above group to be a presentation 
for SL(2, q). This questions was considered by Bussey in [2]. 
3. A FINITENESS CRITERION 
Before proceeding to the main result of this section we need to introduce 
a combinatorial notion which seems to be novel and interesting in itself. 
DEFINITION 3.1. Let A and B be nonempty sets, H be a permutation 
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group on A, and y be some function from A into B. Then the quadruple 
(H; A, B; y) is called special provided 
I r(r-YW)l 3 I s I! 
for all nonempty subsets S of B, and all h E H. 
Actually, we will be dealing with a more particular form of this notion. 
DEFINITION 3.2. Let H and K be finite groups, and let y: H -+ K be some 
function. Then the triple (H, K, y) is said to be special provided y satisfies 
(i) r(l) = 1, r-‘(l) = (11, 
(ii) I r(~-~(W)l 9 I S It 
for all subsets S of K such that 1 E S, and for all h E H. 
Remarks 3.3. (i) Let (H; A, B; y) b e s p ecial and suppose B is a finite 
set. Then y is an onto function. 
(ii) Let A and B be finite sets, and let H be a permutation group of A. 
Suppose 1 A 1 = K 1 B ( f or some integer K. Then any partition of A into 
K-subsets provides us with a map y such that (H; A, B; y) is special. 
(iii) Let H and K be finite groups such that ( H 1 = 1 + ~(1 K 1 - 1) 
for some integer K. Then any partition of H\(l) into K-subsets leads to a map 
y: H + K such that (H, K, y) is special. In particular, if 1 H 1 = 1 K I, then 
(H, K; y) is special for every bijection y: H -+ K such that y(l) = 1. 
(iv) Let H and K be cyclic groups having orders 4 and 3, respectively. 
Then one can check directly that there is no map y: H -+ K such that (H, K; y) 
is special. 
DEFINITION 3.4. Let m, n be integers such that I < m < n. Let r = 
(m - l)(n - 1) and define 
7(s) = 
m+n-2 ifsisodd 
2 if s is even, 
for 1 < s < m. Furthermore, define 
??a r[8’2’7(s) 
fh 4 = l + lx1 (s - l)! - 
We note that 
f(m, n) Q 1 + 2(n - 1) Er (’ s! ‘)* < (n - l)e”, 
a=0 
where e is the base of the natural logarithms. 
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THEOREM 3.5. Let (H, K, y) be a special triple, where H and K are jnite 
groups of orders m and n, respectiweZy, and such that 1 < m < n. Let 6, E be 
functions, where 6: H + K, E: H---t H. Then the group defined by 
S(H, K; y, 6, C) = {H, K 1 by(h) e(h)-’ 6(h)-l = 1, Vh E H) 
is jinite of order at most f (m, n). 
Proof. Denote S(H, K; y, 6, C) by SY, and let + be the canonical homo- 
morphism from H * K onto S. 
Let o E H t K. Then, w = h,k,h, *** k,-,h, for some hi E H (i = 1, 3 ,..., s), 
kj E K (j = 2,..., s - l), and s > 1. Since the first and last elements in the 
expression for w are from H or K, accordingly every nontrivial reduced word 
can be classified in a natural way as one of four types. Let Z(w) denote the syllable 
length of the reduced form of w (see [9], p. 182). 
Given w1 , ws E H t K, we say that wr is equivalent to wa , and write w1 = ws , 
provided $(w+$) = 1. Given w E H * K, we say that w is minimal provided 
w’EH* K, w’ 5s w =k- Z(d) > Z(w). 
We claim that every minimal word w of syllable length s > 2 is equivalent 
to s - 1 minimal words of the same length and type and such that all of these 
have distinct end elements. Naturally, this will imply that each word in H * K 
is equivalent to another of length at most m, which in turn will imply that I 
is a finite group. 
The proof proceeds by induction on Z(w). The case Z(W) = 2 is trivial. Suppose 
Z(w) = 3. Then, 
w = &h,k, or W&s 
for some 4 , h, , h, E He, and some kI , k, , k3 E K#. In the first case, we have 
and clearly, as r(ha) # 1, k, # y(h,)-14 . In the second case, we have for 
any h E yl(k;l), 
w = h&h, = h,(k&-‘) hh, 
E h+(h)-l S(h)-l) hh, 
= (kc(h)-l) G(h)-l(hhJ, 
and clearly, as 1 # y-l(k;‘), the set {h3) u y-l(k;l) h, contains at least two 
distinct elements. 
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Let Z(w) = s > 3, and suppose that the claim is true for minimal words 
w’ such that Z(w’) < s. There are two cases to be considered depending upon 
whether the end element of w is from K or from H. We will assume that the 
first element of w is from H in both cases. 
Case 1. Suppose w = h,k, ... h,-,k,-,h,-,k, . Then, w,, = h,k, *e+ h,k,-, 
is also a minimal word. By induction, w,, is equivalent to the words 
h(i)k(i) 
1 2 . . . h’i’ k’i’ s3s2, 1 <i<‘s-3, 
where the set 
{kf!, 1 1 < i < s - 3) has cardinality s - 3. 
Next we define 
. . . h’i’k’“‘h _ k 
.93.9281s~ 1 Qi<s-3. 
Since for each i, and for every h E y-l((kz2)-l), h~~&,-l is equivalent to 
(hse(h)-l) G(h)-l(hh,-,), we get that w(i) = rP)(h), where G(h) is defined as 
/$‘k;g’ . . . kf)Jhsc(h)-l) S(h)-l(hh,-,) k, . Furthermore, we define 
Wti) = (di’(h) 1 h E y-‘((k’l’ )-“)} 82 3 
for 1 < i < s - 3, and let 
w = {w> u W(l) u -*. u W(S-a), 
S = (1, (kE,)-l,..., (k~f3’)-l}. 
Then, the elements of H in the (s - 1)th position of the elements of W form 
the set y-r(S) h,, . On substituting the last segments of length 3 of the elements 
of w, 
Lhd, > W)-l(hLJ k, , 
where h E y-l((kz2)-l) and 1 < i < s - 3, by their respective equivalents 
(k,-,W,-1)) 4L&os--l)-1 kJs 
(S(h)-l6(hh,-,)) ~(hhs-l>(r((hhs-1)-l) k.J, 
a new set w’ of words equivalent to w is obtained. Their end elements form 
the set I$, = y(y-l(S) h&l k, . As 
I r(r-l(s) L,)l 2 I 5’ I = s - 2, 
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we have ) E, 1 2 s - 2. Since K, $ E,, , W” = {UJ} U w’ contains at least 
s - 1 words equivalent to w, all having the same length and type, and whose 
end elements are all distinct. 
Case 2. Suppose w = hlkz *.a k,-,h, . As the proof of this case is similar 
to that of the first one, we will omit it. Indeed, this case is simpler since induction 
may be applied to w0 = h,k, **. k,-, . 
Now we prove that any minimal word of length s > 1 is equivalent to at 
least (s - l)! distinct minimal words of the same length and type. 
The proof proceeds by induction on Z(w) = s. The cases s = 1,2 are trivial. 
Thus, suppose s 3 3 and w = h,k, ~0. k, . By the above argument, w is equiva- 
lent to some minimal words 
= h(‘)k(i) ... k(i) 
12 83 O<i<s-2, 
such that 
Z(w) = Z(w(“)) for every i, 
and {kt’ 10 < i < s - 2) has cardinality s - 1. 
Define wp’ = wci)(k~‘)-f for 0 < i < s - 2. Then, wf) is a minimal word 
and I(@) = Z(w) - 1, for every i. By induction, wi6’ is equivalent to distinct 
minimal words w:*), 1 < j < (s - 2) !, of the same length and type. Hence, 
the set 
{oJ(~,~) 1 a~(~,~) = w’j)k(“) 3 s ,o<i<s-2,l <j<(s-2)!} 
contains (s - l)! distinct minimal words equivalent to W. 
We observe that the number of nontrivial words of length s in H * K is 
and 
(n - l)I@l(M - l)[@l(??z + n - 2) when s is odd, 
2(n - I)“+2 - 1)“” when s is even. 
It follows immediately that the number of nonequivalent reduced words is 
at most 
1 + c (n - l)I~‘21(m - l)[s’sI(, + It - 2) (n - 1)“‘2(m - 1)8’2 
s:odd (s - l)! 
+ 2 c 
* s:even (s - l)! 
1<*<m we 
Hence, 1 S 1 < f(m, n). 
Now we prove Theorem B in the form of 
COROLLARY 3.6. Assume m = n > 2 in the prevzinu theorem. Then, [ S 1 < 
nen-l 
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Proof. We may assume n > 2; for if n = 2, then 9” is abelian and j % / < 4. 
Let ni denote the number of minimal nonequivalent words in H * K of 
length i. Clearly, n, = 1 and n, < 2(n - 1). Also, 
n2 < 2(n - 1)2 - (n - 1) = (n - 1)(2n - 3), 
since the set 
{kk 1 hk = k’h’ for some k’ E K, h’ E H’} 
has cardinality at least n - 1. Let k, k’ E K, h E H and kkk’ a minimal word. 
Then, 
Z(kkk’) = 3 a k’ # 1, r(h). 
Thus, ns < $(n - 1)(2n - 3)(n - 2). Likewise, we have ni 6 [l/(i - l)!] 
(n - 1)(2n - 3)(n - 2)(i-2) for i 3 3. It follows then that 
1% [ < 1 + 2(n - 1) + (n - 1)(2n - 3) ““,-:;I , 
and 
EXAMPLE 3.7. In view of the results obtained, it is natural to consider 
groups generated by a system of finite subgroups which are weakly permutable 
among themselves. 
Let m be a non-negative integer and let 
e(m) = {TV (0 < i < m) / T? = 1 (0 < i < m), 
(ToTi) = 1 (1 < i < m), (QT~)” = 1 (0 < i < j < m)>. 
Then, G(M) is a Coxeter group whose graph is 
\ 
m . 
As is well-known (see [4], p. 141), G(m) is finite only for 0 < m < 3. Now 
let ai = 7,,ri (1 < i < m), and let G(m) = (a1 , a2 ,..., am),>. Then, G(m) is 
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TO-invariant, [G(m) : G(m)] = 2, an d as is easily verifiable the following relations 
hold in G(m), 
ui3 = 1 (1 < i < m), (~~a~‘)~ = 1 (1 < i < j < m). 
Thus we conclude that G(m) is generated by (q), (Us),..., (a,) which are 
weakly permutable among themselves, and G(m) is finite only for 1 < m < 3. 
4. fqH) = {H, HS 1 [h, hq = 1, Vh E H} 
The purpose of this section is to study in detail the structure of S(H), where 
H and H& are isomorphic groups through the isomorphism I/: H -+ He. 
Toward this end, we will consider the following subgroups of S(H), 
D(H) = [H, H”l, L(H) = W, $11, 
W(H) = D(H) nL(H), -UH) = WO Wl, 
L,(H) = [L(H), H”l, R(H) = [H,L(H), Hr. 
We will also consider M(H) = W(H)/R(H), which will be shown to make 
sense, and to have M(H) as a homomorphic image. At times, in order to avoid 
overloading,the notation, we will omit the H from these symbols. 
4.1. Preliminary Results 
We begin with three lemmas the proofs of which are obvious and will be 
omitted. 
LEMMA 4.1 .I. Let A and B be subgroups of a group G. Then, 
[A, Bl c3 6% B). 
Suppose that there exists an epimorphism h: A -+ B. Then, 
[A, 4 d 6% B>, [A, A]B = (A, B). 
LEMMA 4.1.2. The group E(H) admits an automorphism #’ which interchanges 
h with h* for all h E H. The symbols $’ and 4/, will be identified. 
LEMMA 4.1.3. The subgroups D(H), L(H), and W(H) are normal and zj- 
inwuriunt in S(H). 
We recall that we introduced I? and T(B) in Section 2.3, where I? denoted 
a convering group of H. 
PROPOSITION 4.1.4. There exists hi: S(H) -+ T(R), an epimorphism which 
suti@es 
ker(&) C W(H), h&W(H)) = 1 x 2 x 1. 
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Also, ker(;\,) = W(H). Furthermore, 
D(H)nH=L(H)nH= 1, 2-(H) = L(H)H, 
and the following diagram holds 
HXH D( )&H) v \I L(H) 
D(H) 
H’ \/ 
Proof. Define AQ = H u H* -+ T(B) by A: h --f h, h* + h* for all h E H. 
Then as X(h) commutes with h(h”) f  or all h E H, X is extendable to an epi- 
morphism An: Z(H) + Z’(A) such that 
k,dH> = ff, A#(Hd) = H*, 
&z(W)) = [H, ff”l, MJW)) = K #I- 
By remark (iv) in 2.3.1, there exist epimorphisms 
a: T(I+H x H, ,f% T(if) + H 
with respective kernels [H, HG], and [H, $1. Since ker(aAg) = D(H), ker(&) = 
L(H), it follows that 
Hence, 
ker(An) C D(H) n L(H) = W(H). 
W(H)A=[H,H$]n[H,$]=l x2x1. 
Suppose that A = H; that is, 2 = 1. Then clearly, ker(A,r) = W(H). 
The rest of the proposition follows from the structure of T(H). 
Parts (ii) and (iii) of Theorem C are established by the previous proposition 
together with Corollary 3.6 
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Remdu 4.1.5. (i) Better bounds for 1 M(H)] when H is finite, will be 
obtained in 4.4. 
(ii) In view of the previous proposition and its corollary, it is clear that 
a better description of Z(H) depends crucially upon that of W(H). 
Concerning the action of H on W(H), we will give an example in 4.2, where 
this action is not nilpotent. 
LEMMA 4.1.6 (Commutator Identities). Let h, , ha , ha E H. Then, 
(i) P16, hl = PI , h”l, 
(ii) [Jzr , $1 commutes with [h, , ha*], 
(iii) k , VI = h4 h2 , hA4 , 4. 
Proof. Consider the following calculations: 
1 = [h&z , (h&J*] = [h , &W]*“[~z , (M+d% 
[h, , @,Wl = [h, , htW1 = I?, , h,‘W, , h41hP 
= I?, , VI, 
(1) 
(2) 
[h, , (h,Wl = [h, , h,“lh2, 
1 = [h, , h,*lhe[h, , h,*lh2 (substitute (2), (3) in (l)), 
1 = [h, , h2Glke’[h2 , hl’JlhF1 (conjugate (4) by hT1hiti), 
1 = [h,“, h,][h,‘, h:]-‘, 
[h, , hiti] = [h;, hi’]. 
(3) 
(4) 
(5) 
(6) 
(7) 
Thus part (i) is proved. 
Part (ii) is derived from 
PA , WI = Pz , Vl”‘[hz , WI, 
= [h, , hflhW, 4 (by (9, 
[h,hs 7 VI = L’W#, ha1 (by (ih 
= [hltil, h,lh2%,5 41 
= [hl , ks~lh%z~, M (by (ih 
[h, , Wlh2 = [h, , VlhBb (by (8) and (9)), 
[h, , h,b]*gl@ = [h, , h,“] (by (lo)). 
03) 
(9) 
(10) 
(11) 
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Part (iii) follows from 
Wl 3 h”l = h Y w2 9 411 
= Pl 9 v,m~, > hP~‘, (12) 
[hl > &“I = PI 9 [f% , $w’““l[~l ,431 
(by conjugating (12) by [$, hJ, and using (ii)), 
(13) 
PROPOSITION 4.1.7. The groups D(H), L(H), and W(H) satisfy 
(i) I/ centralizes D(H), 
(ii) D(H) centralizes L(H), 
(iii) W(H) consists of all the elements of E(H) of the form [h, , h,*] a.- 
Ps, %+,,I, where h,, h, ,..., h,+l E H and s is an odd natural number such that 
P,,h,l-.-[h,,h,,l = 1. 
Proof. Parts (i) and (ii) follow directly from the corresponding parts of 
the previous lemma. Let w E D(H). Then, 
for some hl, h, ,..., h,+l E H, and s an odd natural number. By part (iii) of 
the previous lemma, 
where c EL(H). Since H n L(H) = 1, we have 
wEW(H)-[hl,h2]..*[h,,h,+J= 1. 
COROLLARY 4.1.8. Let H be a solvable group having jinite derived length k. 
Then, S(H) is a solvable group of derived length at most k + 1. 
Proof. We have by Proposition 4.1.4, that 
5-(H)(k) 2 D(H), L(H). 
Now, as W(H) = D(H) n L(H) is abelian, it follows that 
Z-(H)‘“+” = [s%-(H)(*), S(H)‘“)] = 1. 
The above corollary proves one of the inheritance properties in Theorem C. 
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LEMMA 4.1.9. Suppose x and y are commuting elements of H. Then, 
(9 [x3 Ytil E W(H), 
(ii) [xi, y”] = [x, y&Ii, for all i E 2. 
Furthermore, if x and y havefinite relatively prime orders then [x, y*] = 1 holds. 
Proof, Part (i) is but a special case of part (iii) of the previous proposition. 
Part (ii) follows from 
and 
[x2, y”1 = [x9 YTL? YT 
= [~,Y”l”“[~,Y”l = [X,Y~12, 
1 = [xx-l, y”] = [x, yyl[x-1, y”] 
= [%Y”lP,Y”l. 
Suppose x and y have finite orders. Then, since [x, ~$1 = [xs, y], we have 
LEMMA 4.1.10. Let L = L(H), L, = L,(H) = [L, H], and let L, = L,(H) = 
[L, H”3. Then, 
(9 Ll ,L2 Q Wf), 
(ii) L, = L n (DR), L, = L n (DH’“), 
(iii) L, n L, = W, 
(iv) D CL,H’, and the projections of D into L, and H’ are both onto, 
(v) L, z D gg L, s H’ in S(H) module W. 
Proof. (i), (ii). Let h, , h, E H. By part (iii) of Lemma 4.16, 
M h, 3 &I = [A, , VIP, , M-l. 
Thus 
NJ, h, , 41 E DH’. 
Now, since DH’ CI S(H), we have 
L, =[L,K]C(DH’)nL. 
To complete the proof of (ii), consider x E (DH’) n L. Then, x = dh’ for some 
d E D and h’ E H’. However, d = lOhi for some 1, E [L, Hj and hi E R. Hence, 
x = Z,(h$) = IO , since x EL. 
Part (i) follows from part (ii) and from the fact that DH’ and DH’* are normal 
subgroups of I (considered CYA, of 4.1.4). 
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(iii) We have 
and 
L, n L, = L n (DH’) n (DH’*), 
WCL,nL,. 
Now, by the fact that HH* n D = 1, L, n L, = W follows. 
(iv) The fact that D CL,H’ and that D projects onto H’ are clear. The 
assertion that D projects onto L, follows from part (ii) of this lemma. 
(v) The epimorphism AH: S?(H) --f T(H) of Proposition 4.1.4, maps L, 
onto H’xlxl, D onto IxH’xl andL, onto IxlxH’. Since 
ker(h,) = W, the proof of this part follows. 
LEMMA 4.1.11. Let R = R(H) = [H, L(H), H’J]. Then, 
(i) R Q S(H), R is +inwayiunt, 
(ii) for any cowering group I? of H, [W, H] C R C ker&) Z W, 
(iii) [Iir , hz*lhs = [hp, hzati] holds in 95 module R, for any hl , h, , h, E H, 
(iv) [H’, Z(H)*] C R. 
Proof. (i) We have: L, = [H, L(H)], L, CI S(H), R = [L, , H&J, RH C 
[L, , DH*] _C [L, , H&J = R. H ence, as H* also normalizes R, R <3 Z(H). 
Since [H, H*, L] = 1, it follows that 
F&L Htil = [H@,L Kl, 
and consequently, R is #-invariant. 
(ii) Since WC L, , we have that 
CW,HlCL,Hl =R. 
We consider g any covering group of H, F = A x I? x I?, and U, , us , r~r , vs , 
wos~R. Thus, [(q,*z, l), (q, l,~a),(l,w~,w~)] = 1. Consequently, 
[H, L, H$] _C ker(&). 
(iii) Let h1 , h, , ha E H. Then, 
[h, , h;]“” = [h?, hiha], (1) 
hgh3 = (/$@)‘, where I = h;*hs , (2) 
[h:8, hth3] = [hp, h?“] ((2) in (l)), 
(3) 
= [hp, h$+,,], where Is = [h2’, I], 
[hp, hp] = [h?, Z,,][h;“, h2@lzo. (4) 
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As 1, E [ZP,L] and [I@, h!$‘] E D, we have from (4) that 
[h:s, hi&] E R[h:8, hy]. 
(iv) Let z E Z(H), x, h E H. By Lemma 4.1.9, [x, z”] E W. Also, the 
following equalities hold modulo R, 
[x, T&p = [a?, ZhJI] (by (iii)), 
= w, 4, @I 
= [Lx, .zq[~JqX, h, #I, 
[x, 9’1 = [x, x*][x, h, x”] (since [W, H] C R), 
[x, h, xq = 1. 
Hence, [H’, Z(H)&] C R. 
(1) 
(2) 
(3) 
In the following three propositions, we view X: H --+ 3!“(H) as an operation 
on the class of groups, and study its behaviour with respect to taking subgroups, 
homomorphic images, and direct product of groups. Actually, in the case 
of taking subgroups K of H, we study (K, P) in Z(H), which is evidently 
a homomorphic image of X((K), yet not necessarily isomorphic to it. 
PROPOSITION 4.1.12. Suppose K < HI < H is a chain of subgroups of S(H). 
Then, 
0) W, HIti1 Q <HI , W% 
(ii) (K, K*) n D(H) = [K, H&l, 
(iii) (K, K&) nL(H) = [K, +]. 
Furthermore, suppose that K Q H. Then, 
(iv) (the normal closure) (K, K*)s(H) = (K, K*)H = [K”, H](K, K*). 
Proof. (i) By Lemma 4.1.1, [K@, HI] 4 (K”, HI). Since 1c, centralizes 
D(H), it follows that [K”, HI] = [K, HIti] and therefore, [K*, HI] Q (HI , HI@). 
(ii) Denote <K, K”) by & Clearly, [K, K’] C I? n D(H). We recall 
the epimorphism &: T(H) + H x H determined by h -+ (h, l), h* ---f (1, h), 
for all h E H. Since ker(orX,) = D(H), aH induces an epimorphism from 
I?/[& n D(H)] into K x K. Thus, we have the epimorphism sequence 
where 
R 
 ^
g n D(H) +KxK+ lKrK.] 9 
(Ii? n D(H))k + (k, 1) + [K, K&p, 
(R n D(H)) k” 4 (1, K) -+ [K, K”] R”, 
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for all K E K. The composition of the two epimorphisms has the effect 
(R n D(H))x -+ [K, P]x, 
for all x E K. Hence 
2 n D(H) c [K, q, 
and the desired conclusion is reached. 
(iii) The proof of this part is similar to that of (ii). Here, we have to 
consider &: S(H) -+ H, and the sequence 
R 
R n L(H) 
(iv) The conclusion is reached through the following identities, 
(K, K”)H = (K, (K”)H) = (K, [K&L, H], K”), 
= (K, K&)[K”, H] = <K, K”)[K, H&l, 
= (K, K*)H*. 
PROPOSITION 4.1.13. Let H be a group and K 4 homomorphic image of H 
by an epimorphism 4: H -+ K. Also, let N = ker(+). Then there exists a naturaE 
exten&m of 4 to an epimorphism 8: S’(H) -+ S(K) such that 
(9 $(DW)) = D(K), &L(H)) = L(K), 
(ii) ker($) = (N, N’Q[N, HIL]. 
On letting c,&~ be the restriction of 6 to D(H), we have 
(iii) ker(Jo) = [N, H”], 
(iv> &ll(W(K)) = D(H) n (L(H)N), 
and 
kt’( W(K)) 
W(H) 
s H’ n IV. 
Proof. The extension 4 of r~6 is determined by &h) = 4(h), and $(h+) = 
d(h)&, for all h E H. Thus, part (i) follows easiIy. 
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(ii) Evidently, (N, N”) C ker($). W e will denote the normal closure of 
<IV, N*) in S”(H) by N. Then, by part (iv) of the previous proposition, 
N = [N”, H-J(N, N”). 
Hence, 
A?-(H)/N = @-N/N, H&N/N). 
On considering the composition of the epimorphisms 
s(K) - -fWf)IN + s(K), 
where for all k E K, 
k -+ N&l(k) + k, 
k” -+ N&k*) -+ k”, 
we realize that it is the identity transformation, and so, N = ker($) follows. 
(iii) We have that 
D(H) n ker(& 2 [IV, H+], 
from which we conclude, 
D(H) n ker($) = (D(H) n (N, iV))[iV, H+]. 
Thus, by part (ii) of the previous proposition, 
D(H) n ker($) = [iV, N”][N, ZP] = [N, IP]. 
(iv) We have that 
[D(H) ker(& n L(H) ker(&]i = D(K) n L(K) = W(K). 
Let u E IV(K). Then, u = J(V) for some 
w E D(H) ker($) n L(H) ker($). 
Let d E D, I EL, and w1 , wa E ker($) such that v = dw, = wal. Then, 
u = J(d) = &Z). 
We also have 
a1 = %Yl * % = xaYa 9 
where 
Xl , x, E I3 H&l, and Y~,Y~E<N,N*). 
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Therefore, 
v = dw, = (d&x,) y, = x2y& 
Now, on letting V’ = x;l dx, , we get 
v’ = x;l dx, = yJy);l, 
thus, we have 
and 
24 = $(v’) = c&(d). 
Since L(H)(N, N*) = L(H)N, we conclude that 
V’ 6 D(H) n (WYV, 
and consequently, 
follows. Considering that 
D(H) 2 [N, W, and N a H, 
we conclude, 
L(H)NS[N, H4J 
Hence, it follows that 
and 
@(W(K))= D(H)n(L(H)N). 
(v) Let QT be the projection of D(H) onto H’, obtained from D(H) C 
L(H) H’ (see Lemma 4.1.10, part (iv)). Then we have, ker(z-) = W(H), 
n(DnLN)=H'nN, and 
+(RnN)= DnLN. 
Let 5: D(H) -+ Bl(H’ n N) be the map defined by 
++I) = (H'n N)+), 
for all d E D(H). Then, 
ker(+) = D n LN, 
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which implies 
D H’ 
DnLN E H’nN ’ 
Whenever the lowest term of the descending central series of a group G 
exists, it will be denoted by G, . 
PROPOSITION 4.1.14. Let G be a group. Suppose H and K are normal sub- 
groups of G such that G = H @ K. Then, 
(i) W3 = [H, K4W, H3W, K’9, 
(ii) (H, H+) E 5(H), <K K”) = W9, 
(iii) W(G) = [H, K’] @ W(H) @ W(K). 
Furthermore, on supposing G to be J;nite, 
where the latter commutator is taken inside X(H/H, x K/K,). 
Proof. Since [H, Kj = 1, we get by Lemma 4.1.9, that [H, K*] C W(G). Also, 
[H, Ktil Q z(G) 
holds, since [H, K*] is normalized by H, K*, and by H*, K. 
Let p: 5?(G) + 3(H) x Z(K) be the epimorphism determined by p(h) = 
(h, 1), p(h”) = (h&, I), p(k) = (1, k), p(k”) = (1, k”) for all h E H, k E K. Then, 
ker@) = [H, Kb], P<H, H*) = S(H), 
and p(K, K*) = s(K). Also, since X(H) maps naturally onto (H, H*), 
(ker p) n (H, H*) = 1; therefore, we have that 3(H) E (H, H*). Likewise, 
Z(K) s (K, K&). Hence, 
s(G) = [H, K’W-6 H*)(K, K*), 
W(c) s [H, KI1] x W(H) x W(K). 
Suppose G is a finite group. Then, by Lemma 4.1.9, given h E H, k E K, 
we have [h, k*] = 1, if (o(h), o(k)) = 1. Let P E Syl,(H). Then, P centralizes 
all the p’-elements of K*. Thus, by varying the prime p, it follows that 
H centralizes K,“, K centralizes H,*. 
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Hence we have, by part (iv) of Proposition 4.1.12, 
(H, , Hv”)~‘cc) = [Hv , G*](& , H,,*) 
= [Hv , ff”IWv , H,“) 
and is a subgroup of (H, H*). Likewise, 
and is a subgroup of (K, K*). 
The natural maps 
induce an epimorphism 
p:S”(G)--+% ( H K _ x-, Hv Kv ) 
where 
ker p = (G, , G *jzcG). Y 
Clearly, [Hv , H&l and [KY, K&] are normal subgroups of S(H), and so 
E > @I = [K , Hd][Kv, K”] 
= D(G) n ker p. 
Since [H, KG] = ker p, it follows that 
[H, K4] n ker p = [H, K$] n D(G) n ker p 
= kerpn [G,, Gb] = 1. 
Hence it follows that 
where we have regarded H/H,, , K/K, as subgroups of HIH, x K/K, . 
COROLLARY 4.1.15. Let G be a finite nilpotent group and let {PI , Pz ,..., Pk} 
be the set of distinct Sylow p-subgroups of G. Then, 
9-(G) z %(P,) x %(Pz> x a** x %(P,). 
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Proof. We observe that in the proof of the previous proposition, the 
assumption (I H 1, 1 K I) = 1 implies [H, Kti] = 1, and 
x(G) = W Hk> 0 W, K”). 
Now the desired conclusion follows directly. 
4.2. H Abe&m 
It is our purpose in this subsection to investigate the structure of Z(H) 
for an abelian group H. Since X(H) = L(H)H, the study will be directed 
toward a description of L(H) and the action of H on it. 
The structure of 9?(H) for finite abelian p-groups H, where p is a prime 
number, reveals basic differences between the cases p odd and p = 2. For 
instance, when His an elementary abelian p-group, and 1 H 1 = pk, k 3 1, then 
for podd 
for p = 2. 
The case where p is odd will follow directly from Theorem 4.2.4. As for the 
case p = 2, here we have (Mz+)~ = 1 for all h E H and easily then, 3((H) g 
‘Z(H, 2) which has order 21HI-l 1 H I. 
THEOREM 4.2.1. Let H be an abelian group. Then, 
(i) D = W = [L, K], R = [D, Hj = [L, 2H], 
(ii) L is nilpotent of chss ,(2, L’ C D C Z(L), L’ _C Z(X), 
(iii) L’ = D2 = [H2, H’J], R2 = 1. 
Proof. By Lemma 4.1.10, D C [H, L] N’ and the projection of D on [H, L] 
is onto; thus, 
D = [H,L] CL, D =Ln D = WCZ(L). 
By definition, R = [H, L, H&l. Hence 
R = [D, H”] = [D, H’j = [L, H, H’j = [L, 24. 
As H centralizes L module [L, H] (=D), H* also centralizes L modulo D. 
Hence, 
L’C[%‘,L]CD 
follows. Since 
[D, L] = [H, L, L] = 1 = [L, H, L] hold, 
481/63/I-15 
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we obtain 
P,L,Hl = 1 and L’ c Z(z-). 
Therefore we have proved parts (i) and (ii). Part (iii) will be proved as a corollary 
of the following lemma. Given h, h, E H, we define v(h) = [k, s,h], and er’(k, kJ = 
[k, , kl; these being elements of Z(H). 
LEMMA 4.2.2. Let H be an abelian group and let k, k, E H, i E Z. Tka, 
(i) +) @d = GW WV, h), 
(ii) k;‘v(k)k, = v(k) e)‘(k, k,)-‘, 
(iii) v’(k, k,)i(i-l) = [o(k), w(k#--1)/2. 
Proof. We have 
[k, , k”] = [k, , k-W = [k, , [k, $11, 
Ph 3 #I = [h, 4h1[k ,#I, 
W, 3 $1 = [k 161I.k $4 U[k, 3 4 
= P, 91 h 3 #IV, $9 hl, 
for [k, #, k,] E D _C Z(L). Thus, 
l34 3 $1 = l.4 tW, 3 t4P1, WI-’ (by (3) and UN, 
I% VW 9 $1 = W, , #lP1~ h”l, which is part (i). 
We also have 
(1) 
(2) 
(3) 
(4) 
(5) 
k;‘[k, +lkl = [kk, > +l[h, , #I--’ (from W, 
K’[k #lk, = [k, $I[4 , k”Y (by (6) and (4)), 
which is part (ii). Let i E Z. Then, 
@“) = [hi, Ift] z k-ik”$ = (k-lk&L)i = +)C. 
Since D C Z(L), we have 
(6) 
(7) 
(8) 
k-l[k:, k]k = k-“[kIti, k] k& = [kl+, k], 
from which we may easily deduce 
v’(ki, k$) = v’(k, k,)“j 
for all i, j E Z. Clearly, we also have 
w’(k, k,) = v’(k, , k)-‘. 
(9) 
(10) 
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Since L is nilpotent of class at most 2, by (S), 
(w(h) o(h,))t = w(h”) w(h,“)[w(h,), .(h)p-1)‘2, 
= w(hih,i) w’(hi, h,i)[w(h,), w(h)]“‘“-1)‘s 
(by (i) of this lemma), 
= w((hh,)i) w’(h, h,)qw(h,), w(h)]f(f-1)‘2 
(by (9)). 
(11) 
On the other hand, the following equalities hold 
(w(h) qh)Y = (@&) w4 w 
(by (i) of this lemma), 
= “(hh,)” w’(h, hl)“, 
= w((hh,)‘) w’(h, hJf. 
From (11) and (12) we produce 
w’(h, h,)-l’ = [w(h), w(h,)]i(‘-1’12, 
which is part (iii) of the lemma. 
COROLLARY 4.2.3. L’ = 02 = [H2, H*], R2 = 1. 
Proof. Set i = 2 in part (iii) of the previous lemma. Then, 
w’(k JQ2 = [w(h), w(h)]. 
As D is abelian and is generated by {w’(h, h,) 1 h, h, E H), we have 
02 CL’ and D2 = L’. 
By (9) of the same lemma, 
w’(h, h,)2 = w’(h, h12); therefore, 
D2 = [H2, H*]. 
Let d E D, h E H. Since 02 (=L’) C Z(T), we have 
1 = [fP, h] = [d, h]d[d, A] 
= [d, h12 (for D is abelian). 
(12) 
Since R = [D, NJ, we have obtained R2 z 1. 
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THEOREM 4.2.4. Let H be a finite abelian p-group (p a prime) of type 
(aI , a2 ,..., a,) with aI>a,>***>a,, and s > 1. Furthermore, let u = 
a2 + 2a, + .*a + (s - 1) a,, u’ = u - s(s - 1)/2. Then, 
0) WH)E M(H), I MWI = P%, 
W(H) and M(H) have exponents equal to ~“2, 
(ii) fw odd p, S(H) z T(A) f or some full covering group fl of H, 
(iii) for p = 2, 
1 Z(H)1 divides 1 9(H/H2)( 1 .Y(H2)[ j ii$ / , 
where D(H)2 has order pU’ and is abelian of type (aZ - 1, 2 x (a, - l),..., 
(s - 1) x (a, - l)), and where %(H/H2) z g(H/p; 2). 
Proof. Since L is a nilpotent group generated by {v(h) 1 h E H) and since 
from (8) of Lemma 4.2.2 we may conclude that o(v(h)) I o(h) for all h E H, 
it follows that L is a p-group. Hence, 57 is a p-group too. 
(i) Since R = [D, H], we have 
D=(v’(hi,hj)Il \(i<j<s)+R. 
By (9) of Lemma 4.2.2, o(v’(h, , hj)) / p”j for i < j, and so 1 D 1 divides pu 1 R I. 
Now we could either appeal to the well-known fact that the Schur Multiplier 
M(H) has order p” and is of type (aZ ,2 x a, ,...), or to the fact that the con- 
struction of a covering group I? of H of order I H ) pU is not too difficult to 
carry out. Since by Lemma 4.1.11, M(H) is a factor group of M(H), we conclude 
that 
M(H) E M(H), and exp(D) = pa,. 
(ii) Let p be odd. Then, R = 1 and 
I S(H)1 divides pU 1 H I2 which is I T(fl)l, 
where A is a full covering group of H. Hence, 
is obtained. 
(iii) Let p = 2. Also let 4: H + H/p be the natural epimorphism, and 
4: S(H) -+ S(H/H2) be th e extension of 4, obtained as in Proposition 4.1.13. 
Then, 
ker 4 = (H2, rr29[W, H*] 
= (Hz, fl’Q 02. 
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Also, by Proposition 4.1.12, 
(H2,11”2”) n D = [H2, H=J] = D”. 
Thus we have that 
I %(H)I = I WW”>I I(H2, H291 fl, 
I T(H)1 divides 1 %(H/H2)1 1 X(H2)1 / zgi: ) . 
The rest of the theorem is easy to verify. 
EXAMPLE 4.2.5. The following example shows that the action of S(H) 
on W(H) need not be nilpotent. 
Let p be an odd prime, A an elementary abelian p-group of order p2 generated 
by a, and a2 . Then by the previous theorem, 
The automorphism b of A defined by b: a -+ u-l for all a E A, may be 
extended to an automorphism of %(A) by 
b: a -+ u-l, u* --f u* foralluEA. 
Let b@ be the automorphism of %(A) determined by 
b*: a + a, u* + u-+ for all a E A. 
Denote (6) by B. Then, S(B) is an elementary abelian group of order 4, and 
S?(B) C AI@?(A)). 
Let H = AB, G = Z(A) S(B) be the semi-direct product groups con- 
structed with respect to the actions defined above. Then, G = (H, H*) and, 
as can be easily checked, hh” = h% for all h E H. Thus, there exists an 
epimorphism X: S(H) -+ G such that h: a -+ a, ue-+ a”, b-+ b, b”-+ b”. 
Now, z = [q , a2G-J E W(H), and x # 1 since zA = [ur , us@] # 1 in S”(A). 
Also, A: Z* -+ [ul , ufl* = [u;-l, a~*] = [% , u,&]-l = z-l in G. Hence, 
[z, 6, b ,... ] # 1. 
4.3. Bounds far Exponents and Orders 
Here we let H be a finite group and derive upper bounds for the exponents 
of W(H), M(H), D(H), and for I M(H)/. The bounds for exp(M(H)) and 
I M(H)] in the following theorem are similar to those obtained by W. R. Jones 
in [8] for M(H). 
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THEOREM 4.3.1. Let H be aJinitegroup, and let Z be a subgroup of Z(H) n H’. 
Then, 
(9 expPWN I expW(HIZN exp(Z), 
(ii) exp(WW) I exp(WW)) exp(Z 0 fV’Z(H)), 
(iii) I Z I I WH)I I I WfW)l I Z 0 HP’Z(H)I. 
Proof. Let K = H/Z in Proposition 4.1.13. Then we have the diagram 
below, where [Z, H”] C W(H) is justified by Lemma 4.1.9, and 
[H’, Z(H)“] C R(H) C W(H) 
is justified by Lemma 4.1.11. 
D(H) n L(H)2 - W(K) 
z 
W(H) 
I 
R(H) [Z ,H'I - R(K) 
/\ 
I 
R(H) cZ,H'] - 1 
By Lemma 4.1.9, 
exp([Z, H&l) I exp(Z); 
thus it folIows from the diagram that 
exp( W9 I exp( VKN exp(Z); 
so part (i) is proved. 
Since Z 5 R n Z(H) and [H’, Z(H)*] _C R(H), we have that 
E -wo”1, [H’s Z@l (=[Z, H’v 
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are subgroups of R(H). Therefore, 
[Z, (Z(H) H’)&] = 1 modulo R(H), 
from which it follows that R(H)[Z, H’JJ/R(H) is a homomorphic image of 
2 @ (H/Z(H) H’). Now part (ii) follows directly from the diagram. 
As for part (iii), it is derived from 
and 
THEOREM 4.3.2. Let H be a Jinite nilpotent group, d(H) be the minimum 
number of generators of H, and d,(H) = d(H/Z(H) H’). Then, 
1 M(H)1 I I M(H/H’)I I H’ Idl(*)-? 
Proof. Let 2 be a subgroup of Z(H) n H’. Clearly, 
I 2 @ H/H’Z(H)I divides I 2 ld1(H). 
Thus, by (iii) of the previous theorem, we have 
1 M(H)/ divides I M(H/Z)I [ 2 Idl@)-‘. 
Let H = H/Z. Then it is easy to see that 4(R) < 4(H). By induction 
on the nilpotency class of H, we reach 
1 M(H)1 divides I M(H/H’)] 1 H’ Idl(B)--l. 
The proof is now concluded, since by Theorem 4.2.4, M(H/H’) E M(H/H’). 
As a direct consequence of this result we obtain the Gaschutz-Vermani 
theorem [lo]. 
COROLLARY 4.3.3. Let H be afinite nilpotent group. Then, 
I M(H)1 1 1 M(H/H’)I I H’ Idl(H)-l. 
LEMMA 4.3.4. Let H be a finite group, I? be a central extension of H, and 
Z a subgroup of Z(l?) such that R/Z s H. Then, 
I?’ n Z is a homomorphic image of M(H). 
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Proof. Let H be defined by 
{h, ,..., h, I 44 ,...> h,) = 1, 1 < j < m}. 
Also, let 
l-Z’d.,fiU-H-1 
be an exact sequence, and define 
I? = (hi 1 z&) = hi, 1 < i < n). 
Then, I? = I?Z, A’ = fi’. 
Define xj = CO,(&) for 1 < j < m, and let 2, = (,a1 ,..., z,). Since B/Z,, E H, 
we have Z? n Z = Z, . Hence, 
A’nZ=PnZ=A’nZ,. 
Let Z, = I? n Z,, . We will prove that Z, is a homomorphic image of M(H). 
TothisendweletF=(x,,..., x,) be a free group, 4: F + H, where q5(xi) = hi , 
1 < i < n, be a presentation for H, and R = ker($). 
We note that I? has the presentation 4: F + fi which is determined by 
&Xi) = Ri y 
We have the following diagram 
F,/; - Fer($)=R - 
Now let x E Z, (=I?’ n Z,). As &F’) = &‘, and C&R) = Z,, , there exist 
f’ EF’ and T E R such that x = $( f’) = C&Y). 
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Thus, 
f’z-l E ker(&( =N), f’ E i’VR( =R), 
f’ ~3” n R. Hence, &F’ n R) = 2, . 
The rest of the proof is clear; for Z, g (F’ n R)/(F’ n R n N) = (F’ n R),f 
(F’ n IV) which is a homomorphic image of ((F’ n R)/[R, FJ) (&f(H)). 
Remark 4.3.5. Suppose H is a group which is not necessarily finite, yet 
is finitely presented and Hop&n. Let I? be a central extension of H and let 
Z be a subgroup of 8’ n Z(H) such that n/Z = H. Then the argument in 
the first paragraph of the previous lemma shows that Z? = i? and Z = Z, , 
and thus in particular Z is finitely generated. 
Our next result gives an upper bound for exp(D(H)) which involves the 
derived structure of H. 
THEOREM 4.3.6. Let H be a $nite group. Then, 
expP(HN I ~~P(M(HIH’)) exp(M(w)) expV’). 
Proof. Since DH’ = DL, and [D, L,] = 1, we have that [D, H’] CD’. 
Hence, as [H”, H’] C D, we obtain [H+, H’, H’] C D’. Thus, 
[He, H’]exP(H’) _C D’. (1) 
We also have 
[He, H’]e-WH’l CD n L, (2) 
which follows from the fact 
[H$, H’] = [H, IY’] module L. 
Hence, from (1) and (2) we get 
[H&, H’]exP(H’) _C D(H)’ A W(H). 
Let N = (I$‘, iY’“)zfH). Then, by Propositions 4.1.12, 4.1.13, 
WW --d(g), N 
D(H) n N = [H, Se]. 
(3) 
(4) 
(5) 
Also, by Theorem 4.2.1, we have 
(6) 
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Therefore, by (4) and (6), 
(D(H)N)eXP(W(HIff')) _cN. (7) 
Thus, by (7) and (5), 
D(H)~~P(~(W”’ C D(H) n N = [H, S*]. 
Hence, by (8) and (3), 
(8) 
D(H)exP(W(H/H'))exP(H') cD(H)'n W(H). (9) 
Since by Lemma 4.3.4, D(H)’ n W(H) is a homomorphic image of M(D(H)/ 
W(H)) which is isomorphic to M(H’), we get from Proposition 4.1.4 that 
exp(WN I expVW/H’)) ex@‘) expWW’N. (10) 
We give some direct consequences of the theorem. 
COROLLARY 4.3.7. Let H be a jkite group. Then, 
expW(H)) I exPWW/H’)) exrOW’)) expW). 
Proof. It suffices to note that M(H) is a section of D(H), and thus, 
exp(M(H)) I exp(D(H)). 
COROLLARY 4.3.8. Let H be a finite group. Then, 
(9 exp@W)) I exp(W exp(ff’) wWVW’N evWWW 
(ii) z-(%(H)) = n(H). 
Proof. Part (i) follows from X(H) ex cH) _C D(H), and from the previous P 
theorem. Part (ii) follows from the well-known result M(H)IHI = 1. 
COROLLARY 4.3.9. Let H be a finite nilpotent group. Then S(H) is also jinite 
nilpotent. 
Proof. This follows from Corollary 4.1.15, and from m@“(H)) = P(H). 
Given the two corollaries above, Theorem C is now fully established. 
4.4. H Perfect 
The purpose of this subsection is to prove the following theorem and its 
corollary. 
THEOREM 4.4.1. Let H be a perfect group. Then there exists l? a covering 
group of H such that X(H) s T(R). 
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COROLLARY 4.4.2. (i) The group I? in Theorem 4.4.1 is a maximal stem 
extension of G. Also, the maximal stem extensions of G are all isomorphic. 
(ii) Every automorphism of H lifts up to a unique automorphism of I?. 
We note that part (i) of the corollary is a result of Schur (see [6], p. 214). 
As for part (ii), a proof of it was given by J. Alperin (see [5], p. 356). 
Throughout the remainder of this subsection, H will be assumed to be a 
perfect group. 
LEMMA 4.4.4. T(H) = H x H x H. 
Proof. This is but Remark 2.3.1, part (iv). 
LEMMA 4.4.5. Let o be an automorphism of H such that [h, u(h)] = 1 for 
allhEH. Then, u = 1. 
Proof. As u(h) commutes with h for all h E H, we have as an application 
of Proposition 4.1.7, part (ii), that 
[H, HU] centralizes [H, o]. 
Thus, as [H, I?] = [H, Hj = H, we get [H, U] _C Z(H). Now, considering that 
[u, H, HI, and [H, U, H] are trivial groups; we conclude that [H, H, u] = 
[H, u] = 1. 
LEMMA 4.4.6. The following facts holds in S?(H). 
(i) d = DL, W < Z(3), 
(ii) D and S are perfect groups, 
(iii) DL, = DH=L,H, L,nL, = W= DnL,, 
(iv) L = LILz . 
Proof. (i) Since %/DL z H/H’, and as H = H’, we have S = DL. 
Thus, by Proposition 4.1.7, part (ii), WC Z(S). 
(ii) Since D/W g H’ = H, D = D’W follows. Let $ = S/D’. Then, 
D (=[H+, K]) = w which is central in g. Therefore, 
[H”, R, IF] = 1 = [I& @, H”], 
and so, 
--- 
[H”, H*, H] = [p, f7] = 1; 
that is, the conclusion D = D’ is reached. 
Since 97/W= H x H x H is a perfect group, and since 
WCD=[H,Hb]C%‘, 
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we have 
(iii) The assertion DL, = DH = L,H follows from Lemma 4.1.10, 
part (iv). As for L, n L, = W, it is part (iii) of the same lemma. Since 
DnL,==DnLnL,=WnLL,=W, 
we are done with this part. 
(iv) Since DH = DL, and DH* = DL, , we have 
s%- = DH . DH+ = DL,DL, = DLILa . 
Thus, L = (L n D) LILz = WL,L, = LILz follows. 
PROPOSITION 4.4.7. Suppose a group A contains a pair of subgroups A,, A, 
and a third subgroup K such that 
(i) A = A,A, , [A, , A,] = 1, A, n A, = 2, 
(ii) A = A,K = A,K, A, n K = A, n K = 1. 
Then, A, g A,. 
Proof. There exist isomorphism 0; , 0;; from Al/Z, A,/2 onto K, respec- 
tively. For i = 1, 2, define q: K ---f Ai such that q(l) = 1 and uiui(K) = K 
for all k E K. Also, define %i = ai for i = 1, 2. Since %@a is a transversal 
for Z in A, there exist a,: K -+ @r , us: K -+ %a, [: K -+ Z functions such 
that K = t(k) Ku+ for all k E K. 
Definefori= 1,2,$i: K x K-+Zby 
&(k, , k,) = (k~k~)((k,k,)“‘)-’ 
for all kl , k, E K. Then, 4, , $a are normalized 2-cocycles, elements of Z2(K, Z). 
Since for any k, , k, E K, 
k&z = (5(h) KW)(S(k,) G?W), 
k&s = W 5(h) A@, , k,) MK, > 4Ndd”Yhka)(12 
= S(k,k,)(k,k,)“‘(~ka)“‘, 
we have that $r+a = [, where { is a 2-coboundary such that 
t(k, s 4) = P&J lW-l b(W1. 
Let y: A, + A, be defined by 
y(zk”‘) = z-‘{(k)kuz 
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for all k E K, z E 2. Then it can be checked directly that y is an isomorphism 
from A, onto A, . 
Proof of Theorem 4.4.1. Let 9? = I/W(H), 2 = W(H), and let 7~1,~s , rr, 
be the projections of 9? on El , D and Es respectively. Furthermore, let I?~ 
and a, be the respective restrictions of rrr and ma to g, and let ?I and 6s be 
the respective restrictions of rra and rrs to if&. Then the maps & and 6s are 
isomorphisms from i7 onto .& and onto D respectively. 
We claim that $~=r = Gs . Let h E n. Then since H _CL,D, we have that 
r; = h+h’% , h* = hh~~, 
1 = [h, hG] = [h’z, h4’1], 
and 1 = [J, ;EC81@l] for ;E = h% Let w = I?;‘$?~ . Then w is an automorphism 
of D and ;I commutes with IIw for any C? E B. Hence, by Lemma 4.4.5, w = 1. 
Proposition 4.4.7 is applicable to the pairs (L, , D) and (D, L,). For every 
h E n, we make the following choices: 
h”’ E h’l, 
in all cases, we choose 1 E i-and so we have the following maps, 
ul: H-L,, a2: H -+ D, TV: H& -+ D, r2: Hfi+L,. 
Furthermore, we have & , I&: H -+ Z, $r , 4s E c2(H, Z), and 4; ,& E C2(H*, Z), 
functions which satisfy 
h = t,(h) h”‘h”‘, h” = t&(h) k’rlh”rz, 
&(h, , h,) = hf’h;‘((hlhz)oi)--l for i = 1,2, 
+;(h, , h,) = h~h~((h,h,)*“)-’ for i = 2, 3, 
and for all h, h, , h, E H. 
We observe that +r , $s , c&, 4; are normalized 2-cocycles and that 
for all h, , h, E H. 
By the proof of Proposition 4.4.7, the functions 
K: L, - D, yz: D+L, 
which are defined by 
rl(xk”‘) = rlSl(h)hoe, yz(zho*) = z-1[,(h)h4L’“, 
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for all z E 2, h E H, are isomorphisms from L, onto D, and from D onto L, , 
respectively. Therefore, the function ~a: L, -+ L, defined by ys = ysy23/r is an 
isomorphism from Ll onto L, . Hence, the function y: L, x L, x L, --f Z(H), 
defined by y(wr , ws , ws) = W~K(WJ ys(wa) is an epimorphism and 
Proof of Corollary 4.4.2. Let (2 1 I?) be a maximal stem extension of H. 
We may assume, I?/2 = H. By considering the epimorphism hi: S(H) + T(R), 
we conclude that &(L1(H)) = I? x 1 x 1 and A&( W(H)) = 1 x 2 x 1. 
Thus, hg may be considered as an epimorphism from (W 1 L,) into (2 j I?). 
Hence, as (2 1 I?) is maximal, by definition, ha is an isomorphism, and part (i) 
is proved. 
Now let 01 E Aut(H) and define Z: H u H* -+ H U H* by Z(h) = or(h), 
Z(P) = a(h)“. Then the map & extends naturally to an automorphism of T(H), 
which leaves D(H) (& and W(H) invariant. Suppose 6. induces the trivial 
automorphism on D(H). Then, as 3 = LD, we get that [%, E] CL. However, 
as [H, Z] = [H, a] is a subgroup of H, and as H n L = 1, we arrive at 01 = 1. 
Now, the uniqueness of the extension of 01 to an automorphism of I? follows 
from the fact that central automorphisms of perfect groups are necessarily 
trivial. 
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