Abstract. We give a classification of all linear natural operators transforming affinors on each n-dimensional manifold M into affinors on T A M, where T A is the product preserving bundle functor given by a Weil algebra A, under the condition that n ≥ 2.
A lifting Λ is said to be linear if Λ M is linear for each n-dimensional manifold M . Of course, all linear liftings of affinors to T A form a vector space.
We begin by constructing three examples. 
C, V ) ∈ T T
A M as an affinor on T A M (this is a natural affinor constructed in [4] ). Likewise, for every t ∈ aff(M ) the map T A t : T
A T M → T A T M can be interpreted as an affinor T T A M → T T A M
on T A M (T A t is called the complete lifting of t, see [1] ). Therefore we can define
for V ∈ T T A M . A trivial verification shows that C is a linear lifting of affinors to T A . Clearly, this lifting is the composition of the complete lifting of affinors to affinors on the Weil bundle and a natural affinor on the Weil bundle.
Example 2. Let L : A → A be an R-linear map. For every n-dimensional manifold M and every t ∈ aff(M ) we have the trace function tr t : M → R, and so T . It is worth pointing out that this lifting is nothing but a sum of products of linear liftings of affinors to functions on the Weil bundle (see [5] ) and natural affinors on the Weil bundle.
A is a differentiation of the algebra A. It is well known that every differentiation of the Weil algebra A determines in a natural way a vector field on T A N for each manifold N (see [2] for a construction of such natural vector fields). Denote by r t,V M the vector field on T A M determined by r t,V . Define
Observe that this lifting is nothing but a sum of tensor products of natural vector fields on the Weil bundle and linear liftings of affinors to 1-forms on the Weil bundle (see [5] ).
We are now in a position to formulate our main result. 
The proof will be based on a general lemma proved by Mikulski (see [5] ). This lemma applied to our problem says that if ∆ and Θ are two linear liftings of affinors to T A and
The proof of our theorem will be divided into several steps, but first we have to establish a few basic facts and introduce some notation.
We first observe that for every open subset U of R n and every
is a polynomial map. Since the addition and multiplication in the algebra A are maps obtained by applying T A to the addition and multiplication in the field R, it is evident that
We will identify each P ∈ A with the map A Q → P · Q ∈ A, which is an element of end(A).
Therefore for every open subset U of R n , for every polynomial map
. , n} and X ∈ T
A U . Finally, let e ∈ aff(R n ) be the affinor from Mikulski's lemma. In other words e
. By continuity, the same holds for every h ∈ R. Applying the homogeneous function theorem (see [3] ) we deduce that (1) holds. Hence (2) holds. Taking i = p and k = q we get
. This is still true if h = 0, by continuity. (1) holds. Hence (2) holds.
Taking i = 1 and k = 1 we get Λ R n (e)
. This is still true if h = 0, by continuity.
Taking Step 4. For each p ∈ {2, . . . , n} there is an R-linear map (1) holds. Hence (2) holds. Taking i = p and k = 1 we get hΛ R n (e) Step 5. There are R-linear maps F, G :
for i = p and i = q, t = u = e, then (1) holds. Hence (2) holds.
Taking i = p and k = q we get Λ R n (e)(X) = Λ R n (e) Hence the existence of F and G is obvious.
Step
There are an R-linear map L : A → A and an R-bilinear map D : A×A → A with the property that D(P ·Q, R) = P ·D(Q, R)+D(P, R)·Q for P, Q, R ∈ A, such that F (P )(Q) = L(P )·Q for P, Q ∈ A and G(Q)(R) = D(Q, R) for Q, R ∈ A.
If This clearly holds, hence so does (2). On account of the previous steps, we have
.
Hence from (2) it follows that
and so
we can obtain (3) and (4) for P, Q ∈ A such that π A R (Q) < 0 in the same manner. Thus (3) and (4) hold for all P, Q ∈ A, by continuity.
Since (3) means that F (P ) is A-linear, it suffices to put L(P ) = F (P )(1) for P ∈ A.
Polarization of (4) 
yields P · G(Q)(R) + G(P )(R) · Q = G(P · Q)(R) for P, Q, R ∈ A. Hence in order to complete Step 6 it suffices to put D(Q, R) = G(Q)(R) for Q, R ∈ A.
Before the final step it is useful to summarize what we have proved up till now. Namely, with the notation
). A trivial computation shows that
). A trivial computation shows that for each C ∈ A we have
Therefore, by Mikulski's lemma, the proof will be completed as soon as we make the following Step 7.
Step 7. There is C ∈ A such that H(P )(Q) = C · P · Q for P, Q ∈ A.
In this step we will apply (1) and (2) for Λ = Ξ and f = g × id R n−2 , where g :
We will use only affinors s ∈ aff(R n ) with the property that if i ≥ 3 or j ≥ 3, then s i j = 0. Such an affinor s will be written as s
Similarly, we will only use affinors S ∈ aff(A n ) with S i j = 0 if i ≥ 3 or j ≥ 3. Such an affinor S will be written as
We have proved
The proof of Step 7 falls naturally into two parts. Since this is indeed true, (2) follows. Hence, by (5), This being true, we have (2) . Hence, by (6) ,
then (1) becomes 1 0 1 1
As this is true, (2) holds. Hence, by (5),
which is true, implying (2) . Hence, by (7) and (8),
and so 0 0
R (P ) = 0. By continuity, the same holds for every P ∈ A. This proves Part 1.
Since this is the case, (2) follows. Hence, by (5),
Therefore, by Part 1 and by contunuity, This being true, we have (2) . Hence, by (5), and so 0 0
