Abstract We investigate the fundamental relation between entropy production rate and the speed of energy exchange between a system and baths in classical Markov processes. We establish the fact that quick energy exchange inevitably induces large entropy production in a quantitative form. More specifically, we prove two inequalities on instantaneous quantities: One is applicable to general Markov processes induced by heat baths, and the other is applicable only to systems with the local detailedbalance condition but is stronger than the former one. We demonstrate the physical meaning of our result by applying to some specific setups. In particular, we show that our inequalities are tight in the linear response regime.
In this paper, in line with our preceding letter [41] , we clarify the general principle of tradeoff between speed and dissipation. We derive universal inequalities on entropy production and heat current, which manifest the fact that quick energy exchange between the system and a bath inevitably accompanies much dissipation. Our result is applicable to, for example, systems with broken timereversal symmetry, systems beyond the linear response regime, systems under transient and timedependent operations, as long as the system is described by classical or quantum Markov processes. We also demonstrate the physical meaning of our inequalities in Langevin systems and systems in the linear response regime. An important application of our result is to heat engines, in which we derive a universal trade-off inequality between power and efficiency. Our findings solve in negative the problem whether a finite power engine attain the Carnot efficiency. This paper is organized as follows. Sec. 2 is devoted to an introductory review of Markov jump processes and stochastic thermodynamics. Some symbols and key quantities are also introduced in this section. In Sec. 3, we describe our setup and two main inequalities between entropy production and heat current: One is general and the other is for systems with the local detailed-balance condition, while the latter is stronger than the former one. We first demonstrate them in a simple setup, a single stochastic particle with a single bath, and then we move to a general setup. We prove these inequalities in Sec. 4 . We first show the proof for the simple case in detail, and then show how this proof is generalized to the general case. These two sections serve as a pedagogical rederivation of the results of Ref. [41] .
In Sec. 5, we clarify its physical meaning of the coefficient Θ in some specific models. Subsequent three sections are devoted to some applications and extensions of our inequality. In Sec. 6, we discuss the application of the inequalities to heat engines, which yields a universal trade-off relation between efficiency and power of heat engines. We also discuss unusual behavior of power near the Carnot efficiency, which is sometimes confused as the coexistence of finite power and the Carnot efficiency. In Sec. 7, we generalize our inequalities. The generalized inequalities concern entropy production and a time derivative of any quantity. In Sec. 8, we extend our results to quantum Markov processes described by the Lindblad equation.
Brief review of stochastic thermodynamics

Framework of Markov process
Master equation
Throughout this paper, we consider a classical Markovian system attached to some heat baths except otherwise noted. A process is called Markovian if the time evolution of probability distribution of states depends only on the present probability distribution, not on its history. The Markov process describes a variety of phenomena including Brownian particles, molecular motors, gas in a cylinder with thermal walls, and quantum dots in the classical regime. From the perspective of physics, the Markov property means quick equilibration of heat baths.
The dynamics of a classical Markovian system is known to be well described by a Markov jump process with discrete states {w}. If the system is described with the continuous space (e.g., Langevin systems), we first take a proper discretization and then take the continuum limit. This procedure works for both stochastic dynamics and deterministic Hamiltonian dynamics, which we shall briefly explain in the next subsection and discuss in detail in Appendix.B. Thus, we safely restrict our setup to the case with discrete states without loss of generality.
Let p w,t be the probability distribution of the state w at time t. The time evolution of the probability distribution p w,t is given by the following master equation 
where R ww represents the transition matrix. The off-diagonal elements of a transition matrix satisfy nonnegativity; R ww ≥ 0. The term R ww represents the conditional probability of jump from the state w to w per unit time under the condition that the present state is w . Hence, the probability of the jump w → w per unit time is given by R ww p w ,t . The diagonal elements of a transition matrix R w w := − w( =w ) R ww < 0 represent the escape rate from the state w to another state per unit time. We refer to the condition w R ww = 0 (2) as the normalization condition. A matrix is a transition matrix if it satisfies the nonnegativity and the normalization condition. The transition matrix can be time-dependent in general, while we sometimes omit time-dependence in R unless necessary. Notably, the transition matrix is a linear operator, and stochastic driving from multiple baths is described by summation of transition matrices with each bath. For example, if a system is attached to two heat baths 1 and 2 with two transition matrices R 1 and R 2 , then the time evolution of the system is given by 
Such decomposition also works for particles in many-particle systems. If a system consists of M particles and the stochastic process of the i-th particle is described by R i , then the transition matrix of the whole system is given by R = i R i .
Discretization and continuum limit
In case of systems in continuous space, we take proper discretization of position and momentum space such that its continuum limit recovers the original dynamics of probability distribution. Since the procedure of discretization and continuum limit is slightly technical, we here only show the corresponding transition rates in the discrete space and leave the details in Appendix.B. We here show the discretization procedure for a general Markov process of a single particle in one-dimensional continuous space, which is known to be described by the Kramers equation. The extension to the case with multi-particle in higher dimension is straightforward. The time-evolution of the probability distribution is given by
where x and p are the position and momentum of the particle, and γ, β, m are the friction coefficient, the inverse temperature, and the mass of the particle, respectively. F (x, p) represents the force acting on the particle, which includes both external and internal force. We decompose the right-hand side of Eq. (4) into the Hamiltonian part
and the dissipative part
The former describes the Hamiltonian equation:
and the latter stands for the dissipative dynamics. We now write down the corresponding transition matrices. We first treat the deterministic Hamiltonian dynamics. We discretize the p − x phase space by the ε × ε lattice. A single state is determined by a pair of position and momentum, (x, p). Supposing p > 0 and F (x, p) > 0, we set the transition matrix of (x, p) as
We remark that the inverse transitions do not occur (i.e., R (x,p),(x,p+ε) = 0 and R (x,p),(x+ε ,p) = 0). The discretization of the dissipative part is given in a similar manner. The transition matrix from a state with momentum p to p ± ε is given by
It is straightforward to recover the Kramers equation by taking the continuum limit ε → 0. In summary, both dissipative and Hamiltonian dynamics can be well described by Markov jump processes with discrete states. Notably, the dynamics given by Eqs. (9) and (10) is stochastic with finite ε and ε , the dynamics becomes deterministic Hamiltonian dynamics in the continuum limit ε, ε → 0. This is possible because the fluctuation due to the stochasticity converges to zero in the continuum limit. Intuitively speaking, spatial space is divided more and more finely, and accordingly the number of jumps increases with keeping its average displacement, which results in vanishing fluctuation of position due to the law of large numbers.
The general form of the master equation for a M -particle system attached to k baths including the Hamiltonian dynamics reads
where R 0,λ(t) ww corresponds to deterministic Hamiltonian dynamics, and R ν,i,λ(t) ww represents the stochastic dynamics of the i-th particle induced by the ν-th bath. The parameter λ(t) represents a control parameter. It is noteworthy that R 0,λ(t) acts on all particles simultaneously, while the transition matrix corresponds to the dissipative part can be decomposed into that of a single particle R ν,i,λ(t) . We sometimes write R µ with µ = (ν, i) or µ = 0.
Framework of stochastic thermodynamics
Shannon entropy
We now introduce some thermodynamic quantities in stochastic Markov processes. We first define the entropy of the system following the formalism of stochastic thermodynamics. In stochastic processes, the state of the system takes the form of a probability distribution p on possible states {w}. We define the entropy of the system by the Shannon entropy:
The Shannon entropy is first introduced in the information theory [42] , which measures the degree of uncertainty of events, or states of a system. If the system always takes a single state (i.e., p w takes one for a particular state w, and takes zero for all other states), the Shannon entropy takes the minimum value, zero. In contrast, if the probability distribution is maximally mixed on possible N states (i.e., p w = 1/N for all states), the Shannon entropy takes the maximum value, ln N . In addition, if the probability distribution is the canonical distribution, then the Shannon entropy is equal to the conventional thermodynamic entropy. Furthermore, as we will see later, by defining entropy of the system by the Shannon entropy, we can obtain the second law of thermodynamics. On the basis of the above facts, we employ the Shannon entropy as the entropy of the system in stochastic thermodynamics.
Heat and work
We next define the heat and work in stochastic thermodynamics such that they satisfy the first law of thermodynamics. In these definitions, the energy change in the system is decomposed into that caused by jumps and that caused by the change in the control parameter, which correspond to the heat and work respectively.
We first define the heat in stochastic thermodynamics. If a heat bath induces a transition w → w, then the heat absorbed by the heat bath is simply defined as E w − E w , where E w is the energy of the state w. The heat current from the system to the ν-th bath is written as
In the second equality, we used the normalization condition w R ν ww = 0. If the transition matrix is decomposed into each particle, the heat current with the i-the particle to the ν-th bath is given by
whose sum over all particles i yields the total heat current to the ν-th bath:
In this paper, we also refer to J q ν,i as J q µ for the sake of notational simplicity. We next define the extracted work in stochastic thermodynamics. The energy of the state w is in general time-dependent through the change of the control parameter λ(t). To manifest this fact, we explicitly write the λ-dependence of the energy as E λ w . The work extraction per unit time is defined as the change in energy through the change in the control parameter:
With these definitions, the first law of thermodynamics is indeed satisfied:
where E := w E w p w is the average of energy. The left-hand side means the change in the energy of the system.
Requirement for transition matrix
Throughout this paper we require the invariance of the canonical distribution for each bath and for each particle. This requirement reflects the fact that a heat bath does not change the state of a system in equilibrium with the same temperature. By denoting the inverse temperature of the ν-th bath by β ν , the above condition for the i-th component and the ν-th bath reads
In case of a particle bath, the canonical distribution is replaced by the grand canonical distribution. The transition matrix corresponding to the Hamiltonian dynamics, R 0,λ(t) , is required to keep the uniform distribution invariant:
This condition reflects the fact that the Hamiltonian dynamics keeps the energy shell invariant. We remark that we have not required that the canonical distribution or the uniform distribution is the unique stationary (invariant) distribution.
In some cases, we impose a stronger requirement: the local detailed-balance condition
for any ν, i, w and w . The local detailed-balance condition means that in the canonical distribution no probability current exists between any pair of two states w and w . Note that the Hamiltonian part R 0 does not satisfy the local detailed-balance condition. We emphasize that we do not take time-reversal of the states and the transition rates. Thus, the local detailed-balance condition (20) is in general violated in systems with parity-odd variables (e.g., momentum) or parity-odd fields (e.g., a magnetic field). Due to this, the condition (20) is sometimes called time reversal symmetry.
Entropy production and second law of thermodynamics
We now introduce the entropy production rate, which is one of the most important quantities in stochastic thermodynamics. The entropy production rate is defined aṡ
The first term is the entropy increase of the system, and the second term is sum of the entropy increase of all baths. Hence, the entropy production rate can be regarded as the rate of entropy increase of the composite system of the system and the baths. We confirm that the entropy production rate is nonnegative, which is the second law of thermodynamics in stochastic thermodynamics. To demonstrate this, we introduce the dual transition matrix for each transition matrix defined asR 
Due to the invariance of canonical distribution, the dual transition matrix satisfies the normalization condition:
for any w. SinceR µ obviously satisfies the nonnegativity, we confirm that the matrixR µ is indeed the transition matrix. If the original transition matrix satisfies the local detailed-balance condition, the dual transition matrix reduces to the original transition matrix;R µ ww = R µ ww . Although this relation generally violated in systems without the local detailed-balance condition, the diagonal elements of the original and dual transition matrix are always the same by definition: (24) for any state w. The dual transition matrix is an artificial but useful tool to prove some relations important in physics.
Using the dual transition matrix, the nonnegativity of the entropy production rate is proven aṡ
≥0.
In the third line, we used the normalization condition; w R µ ww p w ln p w = 0. In the last line, we used the nonnegativity of relative entropy [42] 
for any two distribution p, q such that i p i = i q i , and the following relation:
The expression in the second line (25) is also useful, and we will use this form in the derivation of our main results.
3 Setup and main result 3.1 Simple case: a single stochastic particle with single-bath
To demonstrate our main results, we first consider a simple setup: a Markov process driven by a single heat bath. We consider a general case in the next subsection. Consider a Markov process with discrete states {w} driven by a single heat bath with inverse temperature β without Hamiltonian dynamics. Since the system has a single particle and attached to a single heat bath, the transition matrix R in Eq. (1) itself satisfies the invariance of the canonical distribution
The heat current from the system to the bath (14) and the entropy production rate (21) reads
As proven in Sec. 2.2.4, the second law of thermodynamics claims that the entropy production rate is nonnegative:σ(t) ≥ 0. On the other hand, we have a stronger inequality on the entropy production rate: Theorem 1.1 (simple case). Consider a Markov process where the canonical distribution is invariant (i.e., the condition (29)). Then, the heat current and the entropy production rate satisfy
with
Here, ∆E w := E w − E w represents the energy fluctuation from its ensemble average E w = w E w p w,t and c 0 := 8/9. We remark that the coefficient c 0 is not the best one and the best coefficient is c * := 0.89612 · · · . This point is discussed in Appendix.E.
Theorem 1.2 (simple case).
Consider a Markov process with the local detailed-balance condition: R ww e −βE w = R w w e −βEw for any w and w . Then, the heat current and the entropy production rate satisfy
The physical meaning of the inequalities (32) and (34) is clear. If we exchange energy between a bath and a system quickly, then much dissipation (irreversible energy loss) must be generated. In other words, this inequality manifests a trade-off between the speed of energy exchange and dissipation.
For short time duration ∆t, the first moment w =w (E w − E w )R ww p w ,t ∆t is the average energy exchange in this duration, and the second moment is given by w =w (E w − E w ) 2 R ww p w ,t ∆t. Hence,
is the half of the second moment (rate) of the instantaneous energy exchange between the bath and the system.
We remark that if a system has parity-odd variables (e.g., momentum) or a parity-odd field (e.g., magnetic field), the local detailed-balance condition no longer holds in general and only Theorem 1.1 is satisfied.
General case
We now describe a general Markov process of a system of M components (particles) induced by k heat baths. The state of the total system w is a combination of the states of M particles:
If one is interested in only a small system, M is set to 1. The master equation is given in Eq. (12) . It is noteworthy that R 0,λ(t) ww in Eq. (12) does not contribute to the heat current because this dynamics is isolated and does not accompany heat baths.
To explain our main inequality, we introduce conditional probability distribution and conditional quantities. First, we denote by
the state of w except the i-th particle. Then, for a given probability distribution p w and a given particle i, the conditional probability distribution of the i-th particle with respect to w −i is defined as
with p w −i := w i p w i ,w −i . Here, since the pair (w i , w −i ) specifies the state of all the particle, p w i ,w −i is the same as the probability distribution p w . Using this notation, the conditionalized average is defined as
Theorem 1.1. Consider a Markov process where the canonical distribution is invariant (i.e., the conditions (18) and (19)). Then, the heat current (14) and the entropy production rate (21) satisfy
Here, ∆E µ,λ(t) w represents the energy fluctuation of the i-th particle under the conditional probability distribution defined as ∆E
where the label of a particle i is set to the same as that in µ = (i, ν), and · t,w −i is the same as Eq. (37) for the probability distribution at time t. If µ = 0, we define ∆E µ,λ(t) w = 0. Theorem 1.2. Consider a Markov process with the local detailed-balance condition (20) . Then, the heat current and the entropy production rate satisfy
The former inequality (38) is applicable to any physical stochastic processes, while the latter one (41) is applicable only to systems with the local detailed-balance condition. By contrast, the latter inequality (41) is stronger than the former one (38) .
We remark that both Θ (1) and Θ (2) are shown to be finite under some physically plausible assumptions. In addition, in the thermodynamic limit both Θ (1) and Θ (2) increase linearly with respect to the entropy productionσ and the heat current J q , which means that our inequalities are still nontrivial relations in the macroscopic systems. These facts are shown in Sec. Appendix.F.
Proofs
Simple case: a single stochastic particle with single-bath
The essence of the proofs can be seen in that of the simple case. Therefore, we explain the proofs for the simple case in detail. In this and next subsection, we drop the dependence of time t and the control parameter λ(t).
Proof of Theorem 1.1 for the simple case
To prove Eq. (32), we introduce a useful lemma. The proof is given in Appendix.C Lemma 1: For two distributions p i and q i satisfying i p i = i q i , the (extended) relative entropy
with c 0 = 8/9. The right-hand side of (43) without c 0 is named triangular discrimination in information theory [43] .
We remark that c 0 = 8/9 is not tightest. The best coefficient c * = 0.896 · · · is obtained only numerically, which is discussed in Appendix.E.
We now prove the inequality (32).
Proof : Using the Lemma 1, the entropy production rate (25) is evaluated aṡ
In the last equality, we used R ww =R ww . The heat current J q is transformed into
where we used the normalization condition ( w R ww = 0 and w R w w = 0) in the second and third lines and R ww =R ww in the fourth line. We then have the desired inequality:
Here, we used the Schwarz inequality in the third line, Eq. (44) in the fourth line, and a relation suggested by the normalization condition
in the fifth line.
The key transformation of the entropy production rate is seen in the second equality of Eq. (C.9 ) in the derivation of Lemma 1. Although a single summand of the relative entropy p i ln p i /q i can be both positive and negative, the transformed summand p i ln p i /q i + q i − p i is always nonnegative. This allows us to evaluate relative entropy in a quadratic form. In fact, the form of the summand p i ln p i /q i +q i −p i is exactly the same as the ensemble average of the partial entropy production [44] [45] [46] [47] of a single transition.
Proof of Theorem 1.2 in the simple case
To prove the inequality (34), we use another simple mathematical inequality. The proof is given in Appendix.D Lemma 2: For a, b > 0, we have an inequality
We now derive Eq. (34) under the local detailed-balance condition.
Proof : Using the Lemma 2, the entropy production rate is calculated aṡ
The heat current J q is also transformed into
In a similar manner to (46), we obtain the desired inequality:
The difference between with and without the local detailed-balance condition appears in the transformation of J q . In Eq. (45) the heat current is written in terms of energy fluctuation ∆E w , while in Eq. (50) it is written in terms of energy difference E w − E w . This difference is crucial when we consider the continuum limit.
General case
We now consider the case of M components with k baths. The inequalities for the general case, (38) and (41) , are respectively derived from (32) and (34) in a rather direct manner.
Proof : The entropy production rateσ := dH(p t )/dt+ k ν=1 β ν J q ν is decomposed into the contribution of the i-th particle and the ν-th bath aṡ
which satisfiesσ = µσ µ . The result (32) or (34) implies
where
µ defined as
We note µ Θ
(1)
. Applying the Schwarz inequality, we arrive at the desired inequality:
5 Concrete form of Θ in some specific systems
The coefficient Θ in the inequalities (38) and (41) are defined in a highly abstract way, and their physical interpretation has not yet been clarified. In this section, we apply the obtained relation to some specific setups and clarify their physical meanings.
Case of underdamped Langevin system
Consider an underdamped Langevin system with a magnetic field B. Corresponding Fokker-Planck equation reads
where x i and p i are the position and momentum of the i-th particle, x := {x 1 , x 2 , · · · } and p := {p 1 , p 2 , · · · } are the set of positions and momentums, γ, β, m i are the friction coefficient, the inverse temperature, and the mass of the i-th particle, respectively. The force on the i-th particle F i (x, p) includes both the potential force ∂U (x)/∂x i and the external force. We explicitly wrote down the Lorentzian force separately. This is a general expression of dynamics of Markovian stochastic particles with a heat bath because the system size expansion always provides stochastic Markov processes in this form [48] .
As seen in Sec. 2.1.2, the Fokker-Planck operator can be decomposed into the Hamiltonian dynamics part
We decompose the entropy production rate and heat current into the contributions from these two parts:σ =σ Ham +σ dis and J q = J q Ham +J q dis . Due to the second law of thermodynamics, the Hamiltonian dynamics part should yield nonnegative entropy production rate:σ Ham ≥ 0. In addition, the Hamiltonian part does not contribute to the heat current: J q Ham = 0. Hence, the inequality |J
In other words, it suffices to show the inequality in the system where the time-evolution operator consists of only the dissipative part.
In the following, we treat only the dissipative part, and for simplicity we consider the case of onedimensional single particle system with a single bath. This simplification is justified because of the absence of interaction with other particles. We use the discretized transition rate shown in Sec. 2.1.2. The transition rate from a state with momentum p to p ± ε is given by
which is the same as Eq. (11). Since this transition rate satisfies the local detailed-balance condition (20) , the stronger inequality (41) is applicable to the underdamped Langevin systems. We now calculate the energy fluctuation. Using the expression
we have 1 2
The continuum limit of the above relation yields an explicit expression of Θ (2) as
whereK represents the kinetic energy of the system.
Case of overdamped Langevin systems
We remark that the overdamped limit of Θ (2) in Eq. (61) diverges and Eq. (41) does not provide meaningful information more than the second law. To avoid this, we directly discretize the overdamped Langevin system. For simplicity, we again consider the case of a single particle in one-dimensional space. The time evolution of this system is described by
The discretized transition rate from x to x ± ε and the energy difference are given by
Using this, we can calculate Θ (2) in a similar manner and obtain an explicit expression of Θ (2) as
Case of linear response regime
The physical meaning of Θ (2) is clear in the linear response regime. We here refer to the word linear response regime to the situation that a system is attached to a single heat bath with β and the probability distribution of the system is the canonical distribution with β + ∆β (∆β β). From a phenomenological viewpoint, the Fourier law J q = κ∆β holds with thermal conductance κ. In addition, the entropy production is written asσ = J q ∆β up to O(∆β 2 ). By combining them, the inequality (41) suggests a relation κ ≤ Θ (2) . Interestingly, in the linear response regime the inequality turns out to be an equality:
In other words, the inequality (41) is tight in the linear response regime. We now derive (66). In the rest of this section, we drop the dependence on time t, control parameter λ(t) and label µ, and neglect terms of O(∆β 2
where · β represents the ensemble average with the canonical distribution with β. The heat current J q is then calculated as
where we used w,w (E w − E w )R w w p 6 Application to heat engines 6.1 Trade-off inequality between efficiency and power An important application of the inequalities (38) and (41) is to heat engines. In this subsection, we shall derive a trade-off inequality between efficiency and power by applying the obtained inequality (38) or (41) to a cyclic process of a heat engine in 0 ≤ t ≤ τ (i.e., λ(0) = λ(τ )) with two thermal baths with inverse temperatures β H and β L (β H < β L ). We assume that the initial and final probability distributions are the same: p w,0 = p w,τ , which embodies a cyclic process of heat engines 1 . We denote Here, one may feel that for a cyclic process of a macroscopic heat engine the initial and final states are considered to be the same only in the macroscopic sense, and microscopic probability distribution is not expected to be the same (i.e., pw,0 = pw,τ is a non-realistic assumption for macroscopic engines). However, fortunately, what we have utilized in our derivation is only the following weaker conditions that both the Shannon entropy and the energy expectation value are the same between the states at t = 0 and t = τ :
the hot and cold baths by H and L, respectively. Then,
represent the heat absorption from the hot bath and the heat emission to the cold bath, respectively. The first law of thermodynamics implies that the work is expressed as W = Q H − Q L .
Theorem 2:
In a cyclic process with two thermal baths, the power W/τ and efficiency η :
whereΘ := 1 τ τ 0 dtΘ(t) represents the time-averaging of Θ(t) and η C := 1 − β H /β L is the Carnot efficiency.
The inequality (73) tells us that the power should vanish at η = η C and η = 0. The former is the desired result that the Carnot efficiency is attainable only with a quasistatic process. The latter describes a trivial situation that we fail to extract any work (i.e., W = 0).
The existence of a trade-off relation between efficiency and power has already been suggested in vast literature mainly on the basis of specific models and/or systems in the linear response regime [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] 33] . Notably, a trade-off inequality in the form W/τ ≤ Aη(η C − η) (A: coefficient) has been obtained in Ref. [27] for a periodically-driven underdamped Langevin system in the linear response regime. For these backgrounds, a general trade-off inequality in this form has been expected to exist.
Proof : The increase of entropy 2 in the total system is given by
which is equal to τ 0 dtσ(t) in a cyclic process. Thus, the obtained inequality ( (38) or (41)) provides a bound on ∆S as
where we used the Schwarz inequality in the fourth line. Combining this inequality and a simple thermodynamic relation
Hence, if the Shannon entropy and energy do not change between the initial and the final states, our trade-off inequality (73) is still valid even when other microscopic details are changed between the initial and the final states.
we arrive at the desired inequality
6.2 Remark on behavior of power near the Carnot efficiency
The trade-off inequality between power and efficiency (73) clearly exhibits the fact that finite power and the Carnot efficiency are incompatible as long as the coefficient Θ is finite, and Appendix.F confirms finiteness of Θ. However, finite power can exist near the Carnot efficiency. In this subsection, we discuss possible unusual behavior of power near the Carnot efficiency, which should not be understood as the coexistence of finite power and the Carnot efficiency.
To illustrate the unusual behavior of power, we introduce a simple model which trivially realizes the apparent coexistence of finite power and the Carnot efficiency in a very loose sense. The system consists of two states, 0 and 1, and the transition between 0 and 1 is induced by two heat baths, H and L. The transition rates are set as
where ∆E := E 1 − E 0 is the energy difference, and F is the external force coupling to the transition induced by the bath H. We regard the transition against the external force F as work. If ε := (β L /β H − 1)∆E − F > 0 is satisfied, the heat flows from the bath H to L in the stationary state and work is extracted steadily. The stationary probability current from 0 to 1 via the transition with H is calculated as
e −βH(∆E+F )/2 + e βH(∆E+F )/2 + e −βL∆E/2 + e βL∆E/2 = kβ H 2(e −βL∆E/2 + e βL∆E/2 ) ε + O(ε 2 ).
The limit ε → 0 leads to the efficiency η = F/(∆E + F ) approaching to the Carnot efficiency η C = 1 − β H /β L . In the limit ε → 0 with fixed k, the stationary probability current converges to zero, which implies vanishing power. On the other hand, if we take the limit k → ∞ and ε → 0 simultaneously as satisfying kε = const, then the stationary probability current remains at finite value, which implies finite power. Moreover, if we take the limit k → ∞ and ε → 0 with kε 2 = const, then the power diverges and the efficiency approaches to the Carnot efficiency.
However, one should not consider that this model is an example of the coexistence of finite power and the Carnot efficiency. This is because the coefficient k reflects the inherent time-scale of the system and changing k means changing the time-scale of the system. What we say in "coexistence of finite power and the Carnot efficiency" is that both finite power and the Carnot efficiency realize with keeping the time-scale of the system.
On the basis of these observations, we may regard the coefficient Θ as a kind of a time-scale parameter of energy exchange of the system. Our result claims that the only possible way to increase the power with keeping high efficiency is the trivial improvement as explained above, and other nontrivial improvements do not exist. The model of Polettini and Esposito [17] can be understood as showing this point from the opposite perspective.
Entropy production inequality for general quantities
General bound
In the derivations of Eqs. (38) and (41), we have not used the fact that the current J q is the heat current. In fact, the entropy production bounds the time derivative of any quantity G.
Theorem 3.1:
If the canonical distribution is invariant, the entropy production rate bounds the time derivative of any quantity G λ(t) w :
Here, ∆G µ,λ(t) w 
These relations are proved by replacing E w (in J q and Θ) by G w in the derivations of Eqs. (38) and (41) .
Notably, G is not assumed to be a conserved quantity. We, however, remark that for the case with Hamiltonian dynamics and non-conserved G, our trick to remove the effect of Hamiltonian dynamics seen in Sec. 5.1 no longer works. In general, Θ G1 for Hamiltonian dynamics diverges in the continuum limit.
Case of thermoelectric transport
Applying the obtained inequality to thermoelectric transport, we have a similar trade-off relation to Eq. (73) between power and efficiency. Consider two heat-particle baths with inverse temperatures and chemical potentials β 1 , µ 1 and β 2 , µ 2 satisfying β 1 < β 2 and µ 1 < µ 2 [12] . The heat and particle currents from the bath 1 to the bath 2 are denoted by J q and J n , both of which we assume positive. The efficiency of thermoelectricity is defined as
with ∆µ := µ 2 − µ 1 > 0, where we also assumed J q − µ 1 J n > 0 (see also Appendix.H). We note that we defined the power (work extraction per unit time) by ∆µJ n , not by (
The inequalities (83) and (86) in the previous subsection suggest the following trade-off relations for heat and particle currents:
Here, Θ q is Θ (1) or Θ (2) defined in Eq. (39) or Eq. (42), and Θ n is defined as
where N w represents the number of particles in the state w.
Theorem 4:
In thermoelectric transport, the power ∆µJ n and efficiency η satisfy
Then, the inequalities between the current and the entropy production rate suggest
where we used a relation (a + b)/2 ≥ √ ab in the second line. Combining these two relations, we arrive at the desired inequality.
Quantum case
In this section, we briefly address a quantum case, where the dynamics is described by the Lindblad equation [50] . Let ρ(t) and H S (t) be the density matrix of the system and the system's Hamiltonian at time t. In previous studies, although stationary Lindblad systems [47] and quantum processes described with the microscopic viewpoint [51, 52] have been investigated, the general Lindblad dynamics has not yet been addressed. We demonstrate that the quantum version of the relations (32) and (34) can be derived. The idea of this derivation is inspired by Ref. [49] .
We first consider the case with the local detailed-balance condition. We start with the general expression of the Lindblad equation described as follows [50] ∂ρ(t) ∂t
where a is the index of the operator L a , and the operator L a,ξ is defined based on the operator L a though the eigenstates of the Hamiltonian H S (t):
Here, Π := |ε ε| is the projection operator onto the eigenstates with the eigenvalue . The local detailed-balance condition is expressed by
Let |n(t) be an eigenstate of the density matrix ρ(t) satisfying ρ(t)|n(t) = p n (t)|n(t) . Then, one can derive the following expression for the heat current:
Similarly, the entropy production rate of the system is given by
Now we define the following quantity
Remark that this matrix satisfies the normalization condition in the following sense:
Then the heat current and the total entropy production rate are respectively written as follows [49] 
This structure is analogous to the classical case. Hence following the procedure explained in Sec. 4.1.2, we can immediately obtain the following relation
We nest consider more general Lindblad dynamics. To consider the canonical distribution with no ambiguity, we here assume that the system Hamiltonian H S (t) has no degeneracy. The requirement of invariance of the canonical distribution is expressed as
for any ε . We now introduce the dual matrix of R a,ξ m,n defined as
The dual matrix can be regarded as a quantum Markov process with
It might be useful to define the transition matrix
and its dual matrix
Notably, even though we have not assumed the no resonance condition (i.e., ε − ε = ε − ε implies ε = ε and ε = ε ), we obtain the following relation
This relation is shown as follows:
In the fifth line we used the condition of no degeneracy (i.e., ε − ε = ε − ε = ξ only if ε = ε ). In a similar manner to above, we can show a similar relation for the dual transition matrix
Using Eq. (114), the normalization condition for the dual transition matrix is easy to obtain as follows:
where in the third line we used a relation m | ε |m(t) | 2 = 1, and in the last line we used the invariance of the canonical distribution (108).
Using these, the heat current is written as
In the second equality, we used the normalization condition a,ε ,m R a (ε ,m)(ε,n) = 0 for any n and ε. Thus, the heat current and the entropy production rate is written as
Here, we defined ∆ε (t) as
Then, following the procedure in Sec. 4.1.1, we obtain the trade-off inequality for general quantum Markov processes:
Discussion
We have derived trade-off inequalities between entropy production and heat current. Our result is applicable to any classical and quantum Markovian systems including systems with broken timereversal symmetry in transient processes with a time-dependent Hamiltonian. The wide applicability of our inequalities, in particular for time-dependent systems, comes from the fact that our inequalities treat instantaneous quantities only. The obtained inequality (41) is tight in the linear response regime, in which the coefficient Θ becomes thermal conductivity. As the corollary of the main inequalities, we obtained a no-go theorem that finite power and the Carnot efficiency are incompatible. The crucial idea in our derivations is the decomposition of the entropy production rate. As explained before, our proof is inspired by the idea of partial entropy production, which is decomposition of entropy production. The decomposition also plays an important role to improve Θ such that the inequalities are meaningful. In Eq. (12), we have introduced the decomposition of the time-evolution operator R into the contribution of Hamiltonian dynamics and those of stochastic dynamic of each particle with each bath. As shown in Appendix.F.2, the decomposition into each particle keeps Θ (1) finite in the thermodynamic limit. In addition, owing to this decomposition the stronger inequality (41) is applicable to underdamped Langevin systems by removing the effect of Hamiltonian dynamics. In fact, this procedure removes all effects from a field with broken time-reversal symmetry (e.g., Lorentz force), potential energy (including both interaction energy and one-body potential energy) dependent on their positions, and inertia acting on their positions. The remaining time-evolution operator acts only on the momentum of a single particle, which satisfies the local detailed-balance condition. We here remark that our result strongly relies on the Markov property, and thus it seems to be not easy to extend our results and techniques to non-Markovian systems. Some attempts to derive trade-off relations on speed and efficiency are seen in Refs. [51, 52] .
It is worth comparing our result to the thermodynamic uncertainty relation [34] [35] [36] [37] [38] [39] , which connects fluctuation of time-integrated heat current and entropy production in a very similar form to our result. The thermodynamic uncertainty relation was first found for the case of the long-time limit [34] [35] [36] , and then extended to the case of a finite time interval [37] [38] [39] . We first emphasize that these two relations concern different quantities: Our result considers instantaneous quantities, while the thermodynamic uncertainty relation considers time-integrated quantities. However, considering some limiting cases, we can compare these two results directly. The short time interval limit of the finite-time thermodynamic uncertainty relation [37] reproduces our inequality (41) with the local detailed-balance condition. In addition, our inequality can be extended to time-integrated quantities for stationary systems with the local detailed-balance condition as shown in Appendix.I. The obtained inequality is weaker than the thermodynamic uncertainty relation. On the other hand, the thermodynamic uncertainty relation applies only to specific setups; stationary systems with the local detailed-balance condition described by continuous-time Markov jump processes. The thermodynamic uncertainty relation no longer holds in systems with one of these conditions violated including systems with momentum or a magnetic field [53, 54] , transient processes and relaxation processes (see Appendix.I), and discrete-time Markov chain processes [55, 56] . By contrast, our approach presented in this paper is applicable to a nonstationary system with time-dependent transition rate, a system with parity-odd fields or variables, and a Markov chain, which is the advantage of our result.
Closing this paper, we put a remark on the coefficient c 0 = 8/9 in Θ (1) . As shown in Appendix.E, c 0 = 8/9 is not a tightest coefficient, and the best coefficient of Θ (1) is numerically calculated as c * = 0.89612 · · · , which has been appeared in some literatures [41, 53, 57] . One may feel that this coefficient embodies only the limitation of our approach and this quantity is physically meaningless. However, maybe surprisingly, a numerical simulation reveals that a variants of the thermodynamic uncertainty relation under a magnetic field indeed has the same coefficient c * = 0.89612 · · · as an achievable bound [53] . Although the form of the inequality considered in Ref. [53] is slightly different from our inequality (38) , this fact strongly suggests that the coefficient c * = 0.89612 · · · indeed reflects the physics of our world.
we omit the parameter B. The entropy production rateṠ := J1X1 + J2X2 is calculated aṡ
Because the second law of thermodynamics claimsṠ ≥ 0 for any X1 and X2, by setting X1 = −(L12 + L21)X2/2L11, we find that the coefficient of the second term of Eq. (A.3 ) is nonnegative:
This condition suggests that the entropy production rate is bounded by a quadratic term:
We now investigate the condition for the Carnot efficiencyṠ = 0. We first consider the case with timereversal symmetry (i.e., L12 = L21). In this case, Eq. (A.5 ) reduces to
which looks very similar to Eq. (38) , and clearly shows that the Carnot efficiencyṠ = 0 is achievable only when power is zero: |J1| = 0. We next consider the case without time-reversal symmetry. Equation (A.3 ) suggests thatṠ = 0 holds if and only if the following two conditions
are satisfied simultaneously. Then, if L12 = L21, for any L satisfying L22 − (L12 + L21) 2 /4L11 = 0 and any nonzero X2, there exists nonzero X1 = −(L21 + L12)X2/2L11 satisfying Eq. (A.8 ). We note that X2 = 0 and L21 − L12 = 0 directly imply finite power: J1 = 0. Since the second condition (A.8 ) can be always satisfied by setting nonzero X1 and X2 properly as long as L12 = L21, the remaining question is whether the first condition (A.7 ) is realizable under L12 = L21. However, within the framework of the linear irreversible thermodynamics, there is no a priori reason to exclude the possibility of L22 − (L12 + L21) 2 /4L11 = 0 with L12 = L21.
This clearly shows that finite power and the Carnot efficiency is compatible under a magnetic field. We, however, should note that the above analysis only shows that the linear irreversible thermodynamics does not formally exclude the possibility of a heat engine with the Carnot efficiency at finite power, and does not show that there indeed exists such a heat engine. In fact, as seen in the main part of this paper, by taking into account microscopic details of the system, we find that the Carnot efficiency and finite power are incompatible.
Appendix.B Discretization and continuum limit of Kramers equation and Hamilton's equation
In this Appendix, we provide the detailed procedure of the discretization and continuum limit for continuous systems, which is briefly discussed in Sec. 2.1.2. Same as Sec. 2.1.2, we consider a Markov process of a single particle in one-dimensional continuous space described by the following Kramers equation:
where x and p are the position and momentum of the particle. We remark that stochastic Markov processes obtained through the system size expansion always take this form of equation [48] . The right-hand side of Eq. (B.1 ) is decomposed into the Hamiltonian part
The former is equivalent to Hamilton's equation:
The latter is equivalent to the following Langevin equiation:
Here, ξ(t) represents the white Gaussian noise. The first term represents the viscous resistance, and the second term represents stochastic thermal noise. The equivalence of the Langevin equation and the Fokker-Planck equation is shown in many textbooks [48] .
We first consider the discretized transition matrix corresponding to the dissipative part. The transition matrix from a state with momentum p to p ± ε is given by Eq. (11), which reappears below:
We shall show that this transition rate indeed reproduces the dissipative part (B.3 ). Expanding the transition matrix in ε as
with A := γ/βε 2 , the master equation with Eq. (B.7 ) becomes
(B.10)
Taking ε → 0 limit, we recover the Kramers equation:
Hence, the discretization with the transition rate (B.7 ) indeed reproduces the time-evolution of (B.3 ).
We next consider the discretized transition matrix corresponding to the Hamiltonian part. This discretization draws the p − x phase space as the ε × ε lattice. A single state is determined by a pair of position and momentum, (x, p). Supposing p > 0 and F (x, p) > 0, we set the transition matrix of (x, p) as Eqs. (9) and (10), which reappear below:
We remark that the inverse transitions of the above transitions do not occur (i.e., R (x,p),(x,p+ε) = 0 and R (x,p),(x+ε ,p) = 0). The master equation reads 14) whose continuum limit ε, ε → 0 reproduces the Liouville operator
Hence, the discretization with the transition rates (B.12 ) and (B.13 ) indeed reproduce the time-evolution of (B.2 ).
Appendix.C Proof of Lemma 1
We recast the Lemma 1:
with c0 = 8/9. In the following, we shall show the proof of this inequality.
Proof : We first show an inequality
for any a, b > 0. This inequality is equivalent to
with u := b/a. Since h(1) = 0, it is enough to show that the derivative of h(u)
satisfies h (u) ≥ 0 for u ≥ 1 and h (u) ≤ 0 for 0 < u ≤ 1.
We first show h (u) ≤ 0 for 0 < u ≤ 1. In 0 < u ≤ 1, both
hold due to c0 < 1, which directly implies h (u) ≤ 0. We next show h (u) ≥ 0 for u ≥ 1. In u ≥ 1, both
and
hold due to c0 ≤ 8/9, which directly implies h (u) ≥ 0. Combining them, we obtain the inequality (C.2 ), whose sum over all i is equivalent to the desired inequality (43):
Appendix.D Proof of Lemma 2
We recast the Lemma 2 below:
In the following, we shall show the proof of this inequality.
Proof : Due to the symmetry, we set a > b without loss of generality. (In case of a = b, Eq. (D.1 ) is obviously satisfied.) The inequality (D.1 ) is equivalent to
This relation directly follows from the downward-convexity of the function 1/x:
Appendix.E Inequality on relative entropy
We derived an inequality between relative entropy and triangular discrimination (43) in Sec. 4.1.1. The obtained inequality is better than the existing one [43] :
However, our coefficient c0 = 8/9 is still not the best one. We here seek the best coefficient. The crucial relation in the derivation is
We consider the maximum of c satisfying the above inequality for any a, b > 0. As shown in Appendix.C, this inequality is equivalent to
with u > 0. The local minimum of h(u) for c > 8/9 is calculated as
.
We denote the second solution by u * (c). Because h(1) = 0, h(u * (c)) ≥ 0 is the necessary and sufficient condition for h(u) ≥ 0. The relation h(u * (c)) ≥ 0 is solved numerically as
whose right-hand side is the best coefficient for the inequality between relative entropy and triangular discrimination:
We remark that the above coefficient is tightest because a nontrivial pair of probability distributions p1 = 1/(1 + u * (c * )), p2 = u * (c * )/(1 + u * (c * )), q1 = u * (c * )/(1 + u * (c * )), q2 = 1/(1 + u * (c * )) achieves its equality.
Appendix.F Finiteness of Θ
In this Appendix, we show that Θ is finite under some physically-plausible assumptions.
We note that Θ (1) is proportional to M because we did not employ the energy fluctuation of the whole system ∆E λ(t) w := E λ(t) w − E t itself, but to decompose it into the contribution from each particle in the definition of Θ (1) . In fact, if we define Θ by using ∆E has variance of order O( √ M ). In this case, the inequality in the thermodynamic limit gives no information more than the second law of thermodynamics.
Appendix.G Extension of Eq. (86) to the case of finite time interval
Using the techniques that we have introduced, we can derive a similar but still different relation to the thermodynamic uncertainty relation. To this end, we consider a process in a finite-time interval 0 ≤ t ≤ τ in stationary state with the local detailed-balance condition. Owing to the local detailed-balance condition, the entropy production rate is written asσ = w,w R ww p w ln R ww p w R w w pw . (G.10)
We denote a single trajectory of time evolution in 0 ≤ t ≤ τ by Γ and its time-reversal by Γ † . We also denote the probability density for the realization of Γ by P (Γ ). The average of a stochastic variable is denoted by · . It is well known that the total entropy production Σ := τ 0 dtσ(t) = τσ is written as [61] Σ = dΓ P (Γ ) ln
Let X(Γ ) be a time-asymmetric stochastic variable (i.e., X(Γ ) = −X(Γ † )), which includes any current of a conserved quantity. Then, X satisfies the following theorem:
Theorem 5: In a Markov process with finite time interval τ , we have
(G.12)
Here, we normalize the Boltzmann constant to unity.
Proof : We employ the same technique as the derivation of Eq. (41) . With noting dΓ X(Γ )P (Γ ) = − dΓ X(Γ † )P (Γ ) due to the time-asymmetric property of X, we transform | X | 2 as
In a similar manner to Eq. (50), we have the following expression of the entropy production:
(G.14)
Finally, inserting the following relation dΓ X(Γ ) 2 (P (Γ ) + P (Γ † )) = 2 dΓ (X(Γ )) 2 P (Γ ) = 2 X 2 (G. 15) into Eq. (G.13 ), we arrive at the desired inequality:
Appendix.H Efficiency of thermoelectric transport
We here briefly see how to define efficiency in a stationary thermoelectric transport system considered in Sec. 7.2. Same as Sec. 7.2, we consider two heat-particle baths with inverse temperatures and chemical potentials β1, µ1 and β2, µ2, respectively. We set β1 < β2, µ1 < µ2. The heat and particle currents from the bath 1 to 2 are denoted by J q and J n , both of which we assume positive. Namely, the particle current J n flows against chemical potential gradient, which we regard as work.
In a cyclic process, efficiency is defined as W/QH with QH as heat absorption from the hot bath. We now define the counterpart of QH in thermoelectric transport. Because particles themselves have their own energy in the form of chemical potential, we subtract this from heat current and regard J q − µ1J n as the counterpart of QH. Thus, we define efficiency in thermoelectric transport as
where we defined ∆µ := µ2 − µ1 > 0 and assumed J q − µ1J n > 0. We now confirm that the efficiency is indeed bounded by the Carnot efficiency
The above inequality is equivalent to
which is transformed into the nonnegativity of entropy production ratė σ = (β2 − β1)J q + (β1µ1 − β2µ2)J n ≥ 0. (H.4)
Appendix.I Failure of finite-time thermodynamic uncertainty relation in relaxation process
We show that the thermodynamic uncertainty relation ∆X 2 Σ ≥ 2 X 2 holds only in stationary system, and cannot be extended to relaxation processes with time-independent transition matrix satisfying local detailedbalance condition.
Consider a stochastic process on two states w ∈ {1, 2} with the same energy. The transition matrix thus satisfies R12 = R21. We set X as time integration of probability current from 1 to 2. Suppose that the initial distribution at t = 0 is p1(0) = 1 and p2(0) = 0, and consider the long time limit t → ∞, where the distribution relaxes to equilibrium distribution p1(∞) = p2(∞) = 1/2.
Straightforward calculation tells Hence, ∆X 2 Σ = (ln 2)/4 < 1/4 and 2 X 2 = 1/2, which obviously violates the extended thermodynamic uncertainty relation in relaxation processes.
