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In recent years, Bayesian networks are becoming popular as tools for knowledge 
representation. Although their applications are widespread, the learning problem, 
namely to learn Bayesian networks from data, is a difficult problem. In the litera-
ture, there are two different approaches to this network learning problem, namely, 
the dependency analysis and the score-and-searching approaches. While the two 
approaches handle the network learning problem differently, they both have their 
respective drawbacks. 
Recently, there are research works that use evolutionary computation to tackle 
the network learning problem. Although the approach is plausible, we find that a 
previous formulation, which uses evolutionary programming (EP), executes slowly 
in practice. In this work, we, therefore, seek for ways to improve the efficiency of 
searching. In particular, two new strategies are proposed: (1) a hybrid learning 
framework (which combines the dependency analysis and the score-and-searching 
approaches) and (2) a novel network operator. Based on these two strategies, we 
come up with two different evolutionary search schemes that are named CCGA and 
HEP. For CCGA, the network learning problem is decomposed into sub-components 
using a formulation similar to cooperative coevolution discussed in the evolutionary 
computation literature. For HEP, it is an extension to the previous EP formulation 
with the new strategies incorporated. 
We compare our algorithms with the original EP formulation in the experi-
ments. Essentially, we find that both algorithms have an expected improvement in 
i 
efficiency. Because both algorithms involve a number of parameters, experiments 
are also conducted to investigate the effect of different parameter settings. 
Besides learning Bayesian networks for the general purpose, we apply our algo-
rithms for learning Bayesian network classifiers, including the augmented Bayesian 
network classifier and the multinet classifier. For performance evaluation, the clas-
sifiers are compared with other classification algorithms on different real-life data 
sets. Although the classifiers have also been studied in a recent research, we con-
jecture that the previous work employs heuristic search for classifier construction, 
which may yield inferior models. By using an evolutionary computation approach 
for learning the classifiers, we expect that our study could give a better assessment to 
the performance of the classifiers. Finally, we conclude our work by studying the ap-
plication of Bayesian network classifiers on the direct marketing problem. Promising 
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Bayesian networks, or Bayesian belief networks, are graphical 'representations por-
traying conditional independency logic. In Figure 1.1, we show an example of 
Bayesian networks. With each domain variable modeled as a node in a directed 
acyclic graph, a Bayesian network depicts the conditional independency relations 
among the variables. Furthermore, they also encode the joint probability distribu-
tion of the variables. Because Bayesian networks have a solid theoretical foundation, 
they are becoming popular as a formal knowledge representation tool that provides 
reasoning with uncertainty [73]. For instance, they are applied in medical diagno-
sis [50,56,65], information retrieval [33], and software troubleshooting [34]. Although 
Bayesian networks are very useful, the problem of constructing a Bayesian network 
is difficult. 
Traditional approaches often rely on consulting experts to construct a Bayesian 
network about the domain. However, reliability and accuracy may be a concern 
because the knowledge elicitation process involves many subjective assessments and 
judgments. To eliminate human intervention, people are more interested in learning 
Bayesian networks from data. To be specific, the goal of the learning problem is to 
construct a Bayesian network which closely describes a set of past observations. In 
the literature, there is numerous ideas proposed that could be roughly divided into -
1 
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Figure 1.1: A Bayesian network example. 
two categories [15]: the dependency analysis approach and the search-and-scoring 
approach. 
Works in the first category attempt to discover dependency relations among the 
domain variables for constructing the network. Typically, this will involve repeated 
testing of conditional independence relations. Take the SGS algorithm [68,69] as an 
example. The algorithm begins with an undirected connected graph. In subsequent 
iterations, the algorithm checks whether two variables are conditionally independent 
between all pairs of variables by performing conditional independence tests. If two 
nodes are found to be conditionally independent, the directed edge connecting them 
will be removed. When no more edges can be removed, the remaining edges in the 
graph are oriented according to certain rules, which produces the final Bayesian 
network. 
Works in the second category first define a metric that measures the goodness 
of a candidate network. With the metric, the network learning problem can be 
formulated as a search problem in which the goal is to find the network structure 
with the optimal score. For example, in the K2 algorithm [36], a Bayesian score 
is defined to evaluate the proximity of the probability distribution implied by a 
candidate network and that given by the data. Then, beginning with an empty 
graph, edges are added in a greedy manner so that the score is optimized at each step. 
Finally, the Bayesian network is constructed when no edge addition will improve the 
score. 
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Although there are two different approaches to tackle the Bayesian network learn-
ing problem, both of them suffer from some general drawbacks. For the former 
approach, it would require, in the worst case, an exponential number of tests to 
verify independency relations [69]. Moreover, some test results may be unreliable, 
which will greatly affect the performance of the learning algorithms. For the latter 
approach, the major problem is that the search space is huge. As shown in the study 
of Chickering et al. [17], the search problem is proved to be NP-hard when a partic-
ular metric is in use. Because the search problem is difficult, people often resort to 
greedy search heuristics, as demonstrated in the case of the K2 algorithm. However, 
the drawback is that a greedy approach may easily get stuck in local optima [32 . 
Although it is possible to employ a systematic and exhaustive search approach, like 
branch-and-bound, to obtain the global optimal solution, the involved cost will be 
too high in the worst case. 
Recently, there are works that use evolutionary computation to tackle the search 
problem [47,75]. Evolutionary computation is a general, stochastic search method-
ology which is often applied in large-scale optimization problems. The principal 
idea is borrowed from the evolutionary mechanism observed in nature, namely, "the 
fittest the survival." During the search, a population of candidate solutions is main-
tained. Then, the search space is explored by creating new solutions from the current 
population in each iteration. Meanwhile, only the better ones, which are evaluated 
according to a fitness function, are kept and are selected into the new population. 
Essentially, this amounts to let the fittest to survive while make the unfit to die. 
Finally, the best-so-far solution is returned. 
For the network learning problem, evolutionary computation is an attractive 
approach as it could provide a compromise between the computational cost and 
the quality of the solution obtained. Because of the group searching methodology, 
evolutionary computation is generally expected to outperform greedy heuristics as 
it avoids getting stuck in a local optimal. On the other hand, when evolutionary 
computation is compared with exhaustive searching, it is less time-consuming and ‘ 
the solution returned can often be near-optimal. 
CHAPTER 1. INTRODUCTION 4 
1.1 Problem Statement 
In this work, we study the use of evolutionary computation for Bayesian net-
work learning. When we examine a recent work which uses evolutionary program-
ming [75], we observe that the algorithm is unbearably slow in practice. For instance, 
when dealing with a data set of 37 attributes and 10,000 records, the run time will 
approximate 40 or more minutes. Even though the returned network is good, it is 
a practical concern if a program simply takes too much time to find the solution. 
Hence, we seek for strategies that improve the efficiency during searching. 
We note that a key issue in evolutionary computation is on "exploration and 
exploitation." [30] On the one hand, we need to examine how do we explore the 
search space such that the exploration is effective. On the other hand, we need to 
find what is the best way to exploit our current search results. Although evolu-
tionary computation is a general search methodology, to optimize the performance 
often requires the incorporation of domain-specific knowledge. In other words, if we 
explore and exploit in such a way that matches the particular characteristics of the 
problem, there will often be a reward in performance gain. 
Following the same line of thought, we endeavor to devise novel learning strate-
gics by giving a closer inspection on our problem. Based on these strategies, we shall 
develop efficient learning algorithms which improve over the previous approach. This 
is the primary goal of our work. 
In addition, we could explore possible applications based on this improved learn-
ing algorithm. Because the algorithm is fast, we could test and revise some novel 
applications of Bayesian networks efficiently. This is the secondary goal of our work. 
1.2 Contributions 
We summarize our contributions as follows: 
• Propose a general hybrid framework for Bayesian network learning, which . 
improves the efficiency in searching for the optimal structure. 
• Introduce a novel network operator, called merge. The merge operator is a re-
combination strategy for generating a better network from two given Bayesian 
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networks. It functions as an efficient genetic operator in evolutionary search-
ing. 
• Based on the two strategies, develop two network learning algorithms. In prac-
tical evaluations, the proposed algorithms provide an expected improvement 
in efficiency. 
• Apply the network learning algorithms into learning Bayesian network clas-
sifiers. Because a previous study [26] seems to rely on heuristic search for 
classifier construction, the evaluation may be biased. On the contrary, we 
expect that our study, which uses evolutionary computation for classifier con-
struction, can give a more fair evaluation. 
• Propose a novel data mining application for Bayesian network classifiers. In 
particular, we evaluate the performance of a Bayesian network classifier on 
the direct marketing problem with comparison to the traditional approach. 
The study seems to reveal a worth investigating direction as suggested by the 
experimental result. 
1.3 Thesis Organization 
This thesis is organized as follows. In the next chapter, we describe the background 
relating to our work. This includes brief descriptions on Bayesian networks, Bayesian 
network classifiers and evolutionary computation. 
In chapter three, we detail on two new strategies which improve the efficiency of 
Bayesian network learning. Next, we give a concise description on two evolutionary 
computation schemes that make use of the new strategies in solving the network 
learning problem. 
In chapter four, we present the evaluations on our proposed learning algorithms. 
Because our algorithms involve a number of parameters, we investigate the effect of 
various parameter settings with discussions on some interesting patterns observed. 
In chapter five, we introduce the approach that we apply our proposed algorithms 
in learning Bayesian network classifiers. In addition, we discuss the experimental re-
sult when we compare our classifiers with some other well-known classifiers. Finally, 
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we discuss a novel application by which Bayesian network classifiers are applied on 
a data-mining problem. 




In this chapter, we introduce the background and previous works that are relevant 
to our research. In Section 2.1, we give a brief overview of Bayesian networks and 
their application. In order to have a self-contained discussion, we present an exam-
ple and the formal definitions of Bayesian networks extracted largely from Pearl's 
book [57]. With the necessary background stated, we introduce the network learning 
problem that we endeavor to tackle. Because we apply our learning algorithms in 
learning Bayesian network classifiers, a brief description of the classification problem 
and some previous works are discussed in Section 2.2. Finally, in Section 2.3, we 
describe evolutionary computation in the general setting and the idea of cooperative 
coevolution. 
2.1 Bayesian Networks 
It was not until Pearl's work [57] that Bayesian networks were given a solid foiin-
dation. Basically, Bayesian networks are graphical representations which portray 
conditional independence logic. Before the semantics of Bayesian networks is dis-
cussed, it is best to illustrate what problems Bayesian networks target to address 
with an example given in [42]. Following the example, we will present the formal “ 
definitions of Bayesian networks. Next, we will describe the literature on Bayesian 
network learning and the applications of Bayesian networks. 
7 
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2.1.1 A Simple Example [42； 
Mr. Holmes has installed in his house an alarm system which could be triggered 
either by a burglary or an earthquake. While he is back in his office, he makes some 
deductions: 
"If the alarm goes off, my neighbors will probably call me by phone." 
“If there is an earthquake, I might notice this while listening to radio 
report." 
By modeling each event as random variables, Mr. Holmes can represent his knowl-
edge about the alarm system using the joint probability distribution. In other words, 
suppose {A, B, E, C, R} denotes respectively the events of alarm being on, burglary, 
earthquake, neighbors calling and radio report, Mr. Holmes can describe the do-
main by specifying the entire probability distribution P[A, B, E,C, IV}. However, 
such representation is unpleasant for two reasons. First, such representation is dif-
ficult to store in computers. If there are n variables (assuming they are all discrete) 
in the domain, each of which could take v different values, it would require n" stor-
age units to store the joint distribution. Second, it is rare for people to judge or 
reason with a joint distribution. For instance, Mr. Holmes would find the following 
question difficult to answer: 
"What is the probability of an earthquake without radio report and that 
there is no burglary and the alarm is actually on with neighbors calling?" 
Although Mr. Holmes may not be able to provide the answer to the question, 
it will be much easier for him to estimate the probabilities of burglary happening 
(i.e. P{B = 1)), or that of the neighbors calling him when the alarm is triggered 
(i.e. P[C = 1 I A 二 1)). In other words, people are more sensitive to the marginal 
probability or the conditional probability distribution of related events [57 . 
As an alternative, Mr. Holmes considers the well-defined notion of conditional 
independence in statistics literature. It comes to his mind as he notices that he 
tends to reason by stating the dependency relations. For example, he might have 
two direct conclusions: 
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"Whether the alarm turns on or not depends entirely on whether there 
is an earthquake and whether there is a burglary." 
"If I know the alarm is on, it does not make a difference on my belief 
whether the neighbors would call even I know, in addition, that there is 
an earthquake." 
However, Mr. Holmes guesses it will cost him hours to list all possible statements. 
He seeks for a concise representation in which he finds the use of graphs appealing. 
Not to mention that he once drew a graph to show the relations among suspects 
and victims, he notices that it is common for people to use graphs to illustrate 
dependency logic, such as a family tree. 
Formalizing Mr. Holmes's idea leads to the development of Bayesian networks. 
With each variable modeled as a node in the graph, a Bayesian network is capable 
of representing conditional independence semantics. In the next section, we shall 
present the formal definition of Bayesian networks following largely from Pearl's 
book. 
2-1.2 Formal Description and Notations 
In probability, we have the notion of conditional independence which relates to de-
pendency relationship. Assume that the set of domain variables U have n elements: 
… , ^ n }； all of which are discrete and that P represents the joint probability 
distribution. A conditional independence relation defines a three-place relation: 
Definit ion 1 Let X, Y and Z be any disjoint subsets of U. We say X and Y are 
conditionally independent of Z, denoted by I(X, Z, V), if 
Ppi: = :r|y:=2/，Z = 4 = i^(JV = :r|Z:=2) whenever P(Y = y,Z = z)>() 
(2.1) 
—ere X, y，z are any value assignments to the sets of variables X, Y and Z respec-
tively [57]. 
Intuitively, I{X, Z, Y) states that having known Z, knowing the value of F does 
not change our belief on the value of X and vice versa. The set of variables Z in the 
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above definition is called the conditioning set A conditional independence relation is 
characterized by its order, which is simply the size of conditioning set. For example, 
an order-1 relation says that the two sets of variables X and Y are conditionally 
independent given a single variable. An order-0 relation (i.e. I(X, 0, K)) means that 
X and Y exhibit unconditional or marginal independence: 
P{X = I = y) = P(X = x) whenever P{Y = y) > 0 (2.2) 
Definit ion 2 A dependence model, M, is the set of conditional independence 
assertions I(X, Z, Y) [57]. 
Since we can test every possible Z, Y) when the underlying distribution P 
is given, it follows that any probability distribution defines a dependency model. 
Having introduced conditional independence, the question is how can we portray 
the logic using a graph. Suppose we have come up with a representation scheme, 
a further question is how capable such model will be. In other words, we would 
want to know what the graphical representation describes when comparing with the 
dependency model implied by P. Before proceeding to answer these questions, we 
first define some general graph terminologies. 
Definit ion 3 A directed graph G is an ordered pair G = (V, E), where V is the 
sd of nodes and E is the set of ordered node pairs (X,Y), called directed edges or 
arcs. A directed edge is denoted by X Y (or Y X). Furthermore, we say 
X and Y exhibit parent-and-child relationship where X is the parent and Y is the 
child. All parents ofY constitute the parent set ofY, which is denoted by Uy. 
Definit ion 4 Let G = (V, E) be a directed graph. A directed path in G is a 
sequence of nodes {Yi,... m>l, such that is in E fori = 1, . . . ,m — 
1. We call the nodes that nodes precede Yi in the sequence (i.e. {VI,...，V^i—i} 
predecessors of Yi and nodes that follow Yi in the sequences (i.e. {K+i’... .Ym}) 
descendents ofYi. A directed path is a cycle ifYi equals Y^. 
Definit ion 5 A directed graph G = {V,E) is a directed acyclic graph (DAG) if 
it contains no cycle. 
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Definition 6 LetG = (V, E) be a directed graph. An adjacency path (or a chain) 
in G is a sequence of nodes (Fi,...，^饥)，m>l, such that or {Yi+uYi), 
for z = 1,. . . , m — 1, is in E. 
Definition 7 Let G = (V, E) be a directed acyclic graph, a topological ordering 
“ « total ordering of the nodes V such that (X, Y) e E implies that X appears 
before Y in the ordering. It is well-known that there exists a topological ordering for 
every directed acyclic graphs [10]. 
To relate with conditional independence relations, the d-separation structure is 
defined: 
Definition 8 Let G = (V, E) be a DAG and let X, Y be two nodes in G. Let Z be 
认e subset of nodes ofV without X and Y. An adjacency path p between X and Y 
is blocked by Z if one of the following is true [54]: 
•仇⑶e is a node W e Z on p, such that the directed edges, which determine 
that W is on p meet tail-to-tail at W. 
• —re is a node V e Z on p such that the directed edges which determine that 
W is on p meet hedd-to-tail at W. 
• —re is a node VF G for which and none of H/^，s descendents are in 
Z, on p such that the directed edges, which determine that W is on p, meet 
head-to-head at W. 
Definition 9 Let G = (V, E) be a DAG, and X, Y and Z be disjoint subsets of the 
、set of nodes V. X and Y are d-separated by Z, denoted by {X \ Z \ Y) if every 
path between a node in X and a node in Y are blocked by Z [57]. 
As each G embodies a number of d-separation configurations, it follows that G 
represents a dependency model if every d-separation configuration is interpreted as 
a conditional independence statement. Contrasting the dependency model M with 
G, we have the following definitions: 
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Definition 10 Let M be the dependency model defined by P over the set of variables 
U. A graph G is a dependency map (or D-map) of M if there is a one-to-one 
correspondence between the variables in U and the nodes in V of G such that for all 
disjoint subsets X, Y, and Z of elements, we have [57]: 
/ ( X , Z ’ : n = ^ < X | Z | > ^ > (2.3) 
Similarly, G is an independency map (or I-map) of M if 
I(X,Z,Y)^(X\Z\Y) (2.4) 
G is said to be a perfect map of M if it is both a D-map and an I-map of M. 
Equivalently, G and P are also said to be faithful to each other [69]. 
Because it is erroneous if G contains extra conditional independence assertions 
than what is implied by P, I-mapness is clearly the property that is sought for. 
Moreover, it will be best if a graphical representation contains conditional inde-
pendency assertions as much as possible. This leads to the definition of Bayesian 
networks. 
Definit ion 11 G is a minimal I-map of M if none of its edges can be deleted 
without destroying its I-mapness [57]. 
Definit ion 12 Give a probability distribution P on U, a DAG G = {U, E) is called 
a Bayesian network of P iff G is a minimal I-map of P [57]. 
Citing the corollary discussed in [57], Bayesian networks also fulfill the Markov 
condition in the literature [69]: 
Theorem 1 Given G and a probability distribution P on U, a necessary and suf-
ficient condition for G to be a Bayesian network is that each variable X be condi-
tionally independent of all its non-descendents, given its parents Tlx, and that no 
proper subset ofUx satisfy this condition [57]. 
Consequently, this leads to an important result: 
P{Xu.--X^) = l[P{X,\Ux^) (2.5) 
i 
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Figure 2.1: A typical Bayesian network. 
Equation 2.5 indicates that the joint distribution P can be represented as a 
product of conditional distributions (or the marginal distribution if the parent set 
of a node is empty) according to the Bayesian network G of P. Owing to this result, a 
Bayesian network addressed the inadequacies of the joint distribution representation 
that we mentioned in Mr. Holmes's example, namely, the storage problem and the 
oddity in human's reasoning. On the one hand, since the entire distribution can 
be specified by n conditional distributions, this suggests an efficient representation 
scheme. Hence, a Bayesian network is often considered as a "compact encoding" 
of the joint probability distribution. On the other hand, since it is observed that 
people is more capable of reasoning with conditional distribution, Bayesian networks 
are appealing to be used as knowledge representation tools. 
In Figure 2.1, we show a Bayesian network which describes Mr. Holmes's alarm 
system. Assume that the variables {A, B, E, C, R} denote the occurrence of the 
mentioned events and each of which could take one of the two possible values: 'Y' for 
happened and ,N’ otherwise. As can be observed, the directed edges correspond to 
the explicit dependence that Mr. Holmes has in his mind. In addition, the graph also 
、contains a set of conditional independence assertions which is expressed through d-
separation structure. For instance, we could readily read I(E, A, C) which coincides 
with Mr. Holmes's reasoning. Note that besides the graphical structure, there are 
conditional probability tables (CPT) associated with each node which is essential 
for defining the joint probability distribution. (Not shown here in the figure are the 
marginal probabilities of nodes B and E.) 
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2.1.3 Learning Bayesian Network from Data 
Suppose help is available from domain experts, we could construct a Bayesian net-
work about the domain by consulting the experts. Such process is typical of building 
an expert system and is called knowledge engineering or knowledge elicitation. The 
advantage of using expert's knowledge is that the method is simple and direct. In 
general, the network structure as told by the experts will be a good approxima-
tion as they are knowledgeable about the domain. However, this approach has two 
disadvantages. First, reliability is a concern as the information obtained is largely 
from subjective judgements. Second, it is difficult, if not impossible, for people to 
estimate event probabilities precisely. 
To avoid these problems, people resort to a machine learning approach, namely to 
learn a Bayesian network from collected data or past observations about the domain. 
Assume, for simplicity, that the data does not contain missing values and that there 
is no unobserved or hidden variable. In the literature of Bayesian network learning, 
we could roughly divided the works into two categories [15]: the dependency analysis 
and the score-and-searching approaches. 
The reason that there exist two distinctively different approaches follows from the 
fact that Bayesian networks can be viewed differently. On the one hand, Bayesian 
networks are considered as depicting the underlying dependency models. In this 
regard, it suggests the use of dependency information for the Bayesian network 
construction. On the other hand, Bayesian networks are considered as encoding a 
joint probability distribution (equation 2.5). From this perspective, various kind of 
measures are devised which evaluate the quality of a given network. Consequently, 
the learning problem can be formulated as a search problem in which the aim is to 
、find the best network with respect to the given measure. Although there are two 
different approaches for Bayesian network learning, they have, in general, respective 
problems and difficulties remaining to be solved. 
The Dependency Analysis Approach 
The first approach is called the dependency analysis approach which includes the 
examples in [69], [28], and [15]. Typically, it assumes the existence of a perfect map 
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for a given distribution P. In other words, it is assumed that there exists a Bayesian 
network, G, that captures all the conditional independence relations implied by P. 
Consequently, this suggests a general Bayesian network learning methodology: con-
struct a network G by testing the validity of any independence assertions I(X, Z, Y). 
In practice, we can use what is collectively called the conditional independence test 
(CI test) for testing. If the statement I(X, Z, Y) is supported by the data, D, 
it follows that X should be d-separated with F by Z in G; otherwise, is not 
d-separated with Y by Z. 
As a digression from the on-going discussion, we give a brief description on the CI 
test. One of the common approach is to use hypothesis testing procedure discussed 
in the statistical literature [2,67,69]. To begin with, the conditional independence 
assertion (i.e. I{X, Z, Y)) is modeled as the null hypothesis. Suppose that we use 
the likelihood-ratio test, the 义 statistics is calculated by: 
= -2 E observed * log(observed/expected). (2.6) 
Simply put, the statistics calculates the discrepancies between the real occurrence, 
observed, and the expected count followed from the hypothesis, expected over every 
distinct events. In our case, because I[X, Z, Y) implies: 
P{X,Y,Z) = P{X\Y,Z)P{Y,Z) 
=P{X\Y)P{Y,Z) (by equation 2.1) 
the statistics is computed by: 
G2 = —2 [ p(工,y , log P ( … ） (2 7) 
Suppose that the number of possible instantiations of the variables F, and Z are 
respectively ”x, vy and G^ follows a 义 distribution with {vx-l)x {vy-l)xvz 
degree of freedom. Checking our computed against the distribution, we obtain 
the p-value, which is "the smallest level of significance for which the data leads to 
the rejection of the null hypothesis [5]." If the p-value is less than than a predefined 
value a, the test shows strong evidence to reject the hypothesis; otherwise, 
the hypothesis cannot be rejected. 
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Take the SGS algorithm [69] as an illustration. The algorithm begins with a 
completely connected undirected graph. In other words, dependence between every 
pair of variables is assumed. Then, CI tests between all pairs of connected nodes are 
conducted. When two nodes X and V are found to be conditionally independent 
given Z, the undirected edge between them is removed so that I(X, Z, V) is not vio-
lated. When no more edges could be removed, the undirected edges in the graph are 
oriented according to some rules which conform with the conditional independence 
relations discovered previously. This produces the final Bayesian network. 
In general, there are three problems typical to the dependency analysis ap-
proach. First, it is difficult to determine whether two nodes are dependent. Quoting 
from [69]: "In general, two variables X and V may be conditionally dependent given 
a set Z while independent on the subset or superset of Z." In the worst case, like 
in SGS, every possible combinations of the conditioning set needs to be examined 
which would require an exponential number of tests. Second, results from CI test 
may not be reliable especially for high order CI tests (when the size of the condi-
tioning set is high) [20,69]. Hence, for algorithms that require high order CI tests, 
the results may be inaccurate. Third, because a network is constructed in a step 
by step manner, the construction algorithm may be unstable in the sense that an 
earlier mistake during construction is consequential [19,69]. Moreover, this suggests 
that the order of testing the CI relations is important, which will be a concern when 
one pursues for the optimal performance. 
The Score-and-Search Approach 
The second approach is called the score-and-search approach. Recalling that a 
Bayesian network encodes a joint probability distribution (equation 2.5), we could 
derive a measure for assessing the goodness of such encoding. For instance, such 
measure could derived from Bayesian statistics, information theory or the Minimum 
Description Length (MDL) principle [63]. Though their theoretical foundations are 
different, some studies show that different metrics are asymptotically equivalent 
under certain conditions [10,70 . 
Since we employ the MDL metric [45] in our work, we take it as an example for 
illustration. Basically, the metric is derived from information theory and incorpo-
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rates the idea of the Minimum Description Length principle. The metric has two 
components: the network description length and the data description length. An 
optimal network is the one that minimizes both simultaneously. 
Formally，let " = {TVi,...，TVJ be the set of discrete variables, Il^ v, denotes the 
parent set of a node Ni in the candidate network, and denotes the number of 
possible states of the variable Ni. The network description length is given by: 
n 
iHiv.l log2(…+ d(vi - 1) J J Vj 
‘ = 1 L N 】 e n N 、 _ 
where of is a constant denoting the number of bits used to store a numerical value. 
Intuitively, the network description length represents the structural complexity of 
the network which is evaluated by the number of bits required to encode the graph-
ical structure and to store the conditional probability table at each node. 
Meanwhile, the data description length is given by: 
E E 
where M(.) is the count of the particular instantiation in the data set. In essence, 
the data description length evaluates the proximity of the distributions implied by 
the data and the candidate network, which is a measure of the accuracy of the 
candidate network. 
Because the MDL metric is simply the sum of the two description lengths, it 
puts a balance between model complexity and model accuracy. In other words, 
the optimal network, with regard to the metric, should be simple while accurately 
represents the joint distribution. 
As a property common to other metrics, the MDL metric is node-decomposable 
and could be written as in equation 2.8. One can observe that the score is simply 
the summation of the independent evaluation on the parent set, of every node 
Ni in the domain U. 
M D L ( G ) = ^ M D L ( A r „ n ; v . ) (2.8) 
NiEU 
With the metric defined，the network learning problem can be formulated as a 
search problem. The objective is to search for the network structure which has the 
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optimal score. However, the problem does not become easier as the search space, 
that contains all possible network structures, is huge. As Chickering et al. shown, 
the search problem is proved to be NP-hard with the use of a particular metric [17 . 
Some research works, therefore, resort to greedy search heuristics [36,45]. But the 
drawback is that the approach may yield sub-optimal solutions. Some others use 
systematic and exhaustive searching, like branch-and-bound [72] to find for the opti-
mal solution. In the worst case, the time consumed would be considerable. Recently, 
there are attempts [47,75] to use evolutionary computation to tackle the problem, 
which provide a compromise between the computational cost and the quality of the 
solution obtained. 
Although numerous algorithms are proposed to address the difficulties, it is our 
general impression that no concluding remarks could be readily given. Suffice it to 
say, different approaches have their strengths and weaknesses. 
2.1.4 Inference on Bayesian Networks 
Since a Bayesian network encodes a joint probability distribution, it can be used 
to perform various kind of probabilistic inference in diagnosis or prediction. As 
discussed in [31], Bayesian networks are used in: 
1. computing the probability of the conjunction of a set of random variables, 
2. computing the most likely combination of values of variables in the network, 
3. computing the piece of evidence that most influenced or will have the most 
influence on a given hypothesis. 
Unfortunately, to perform inference on a Bayesian network is a difficult prob-
lem. Theoretically speaking, it is NP-hard to compute the exact inference result [34'. 
Nevertheless, there exists an efficient algorithm for a special class of networks, called 
the singly-connected network [31].i Extending the result, there are different algo-
rithms developed that tackles the inference problem in the general cases. 
lAlso called poly tree, in which there is only one adjacency path between any two nodes in the 
graph. 
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Another approach to the inference problem is to perform approximate infer-
ence. In particular, cases are generated from the network and the desired prob-
ability is estimated by counting. For algorithms that perform approximate infer-
ence, they are further divided into a few major categories, including instantiation-
based method, random sampling, structural approximation, and loopy-belief propa-
gation [42]. However, since the exact inference problem is NP-hard, it follows that to 
perform approximate inference with which the error is bounded is also NP-hard [42 . 
Although the inference problem remains to be difficult, different algorithms 
present practical methodologies or heuristics which helps to tackle the problem more 
efficiently. After all, since the actual performance is what is noticeable, the theoret-
ical limitation is merely a minor concern in real world practice. 
2.1.5 Applications of Bayesian Networks 
With its solid foundation in probability theory, Bayesian networks provide a formal 
tool for reasoning with uncertainty in knowledge-based systems [73]. In recent years, 
Bayesian networks have widespread applications in many domains including medi-
cal diagnosis, information retrieval, map learning, language understanding, vision, 
heuristic search and so on [14,31]. Here, we cite a few noteworthy applications: 
• In the PATHFINDER system, a Bayesian network is constructed from 105,000 
cases for use in diagnosing lymph node removed from a patient examined by 
a pathologist [31]. The initial models consider for about 60 possible lymph 
node diseases. Quoted from [14], the PATHFINDER system is regarded to 
have achieved "expert-level" performance. 
• In the Lumiere project, a Bayesian network is used in the Office Assistant 
in the Office'97 software application. It infers a user's goals and needs by 
considering the user's background [31,33 . 
• In the Mission Control Center of the Johnson Space Center, the Vista system 
uses Bayesian networks to interpret live telemetry and provides advice on the 
likelihood of alternative failures of the spaces shuttle's propulsion system [31]. 
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2.2 Bayesian Network Classifiers 
2.2.1 The Classification Problem in General 
The classification problem is a well known problem in the machine learning com-
munity. Simply put, it ask the question: "What is the class (or label) that a given 
object instance belongs to? Indeed, classification has great practical significance as 
it is typical in human's reasoning. For example, in biology, we classify living beings 
into different species; in chemistry, we discern different elements; and in daily life, 
we distinguish strawberry from cranberry. Besides that the classification result is 
useful, the problem itself is interesting because of the simple and readily compre-
hensible goal it sets. 
An object instance (or instance for short) is described by a collection of feature 
or attribute values. A feature or an attribute stands for those extracted information 
that is relevant to the classification task and could either be continuous (such as 
height) or discrete (such as sex). Assume A i , . . . , denotes the set of feature, an 
object instance is described by a feature vector {a i , . . . ,a„} where ai is the actual 
value that a feature Ai takes. As an illustration, suppose that we are classifying 
the type of an iris and the features (Ai , . . . , An) are the petal width, petal length, 
sepal width, and sepal length of the flower, {gi, . . . , will be corresponding real 
measurements of the target. With the feature vector treated as input, the objective 
of classification is to output the correct class value C = {ci , . . . , c^} that the target 
object belongs to. 
If an instance comes with the class information, it is called a labeled instance, 
otherwise, it is called an unlabeled instance. Typical in a classification problem, we 
are given a number of labeled instances at the first place, which may be considered 
、 
as our previous observations. We call this set of data as the training set or the 
learning set as they provide the information necessary for constructing a classifier. 
A classifier, once constructed, functions as the device that predicts the classes of 
unlabeled instances. Thus, in constructing the classifier, it is important that we 
aim at “get(ting) the most out of the data." [74] Since every classifier presumes a 
particular classification model (which depends on our approach taken), learning a 
classifier is equivalent to finding the best model that fits the data. 
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Often, it is necessary to evaluate the performance of the classifier so as to see 
how good it is or to make a comparison with other classifiers [22]. Suppose that, 
for simplicity, the zero-or-one loss function is in use, the classifier is evaluated by 
the misclassification rate or the error rate on classifying unlabeled instances. In 
theory, the performance of the classifier is evaluated by the the true error rate [74], 
which is the error rate on classifying every possible instances. Since it is likely to 
be computationally infeasible to compute the true error rate, various performance 
evaluation methods are proposed which approximate the estimation of the true error 
rate. In the simplest case, a separate set of data, called the testing set, is used to 
evaluate the performance of the classifier. In general, when the size of the testing set 
is large, evaluation on the testing set could give a good approximation to the true 
error rate. When the data set is small, it is common to use resampling techniques 
like cross-validation or bootstrapping in performance evaluation. Although we shall 
not delve into the details, suffice it to say, resampling techniques are reminiscent 
to the train-and-test methodology except that the training sets and the testing sets 
are selected in a particular manner. 
In the classification literature, there are many different approaches to tackle the 
problem. For example, there are approaches that use decision trees, neural networks 
and rule-based systems to perform classification. Also, there are works that begin 
with a probability point of view. We call the classifiers that falls into this category 
Bayesian classifiers. 
2.2.2 Bayesian Classifiers 
Theoretically, the Bayesian classifier, which follows the Bayes decision rule, is the 
best classifier in the sense that the probability of error is minimized [22]. In par-
ticular, the Bayes decision rule estimates the conditional probability of the class 
variable for a given instance, and returns the class which yields the greatest value. 
Formally put, an instance Z = {cti,... , a J is assigned to class c,- if, 
P(C = Ci I I) > = c,- I X) for all j ^ i. (2.9) 
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By Bayes rule, the class posterior probability could be expressed as: 
p(C 儿 A、_ 尸 • . ’人 I C、P(fi、 
、C A’...，4)-Ei^(Ai，...，An|C)/^(C). (2.10) 
Because the denominator in equation 2.10 is the same for every P{C | A i , . . . , A^), 
the decision function can be rewritten as, 
尸(工 I C = Ci)P{C = cO 2 尸(工 I C = c,)P{C = Cj) for all j + i. (2.11) 
Although the idea is theoretically sound, to represent P (A i , . . . , | C)P(C) 
presents a problem. If the training set is very large, it is possible to store the en-
tire distribution in a table (assuming all attributes are discrete). However, this is 
impractical for two reasons. First, it is difficult to represent or store the entire distri-
bution. Second, in real-world practice, the training set often has limited size. Thus, 
it is almost impossible to learn the true distribution from the training data. With 
such limitations, people resort to make various assumptions so as to approximate 
the estimation of the true distribution [74]. Bayesian network classifiers are one of 
the examples. 
2.2.3 Bayesian Network Classifiers 
Since Bayesian networks can be used to represent a joint probability distribution, we 
can apply them to approximate the estimation of P (A i , . . . , A…C). The classifier 
thus built is named a Bayesian network classifier. In retrospect, the naive Bayesian 
classifier could be regarded as a forerunner of the Bayesian network classifiers despite 
that it is proposed long before Bayesian networks become formalized. Following the 
naiVe Bayesian classifier, there are many exciting developments in the field which 
、attempts to improve upon the naive Bayesian classifier. Recently, Friedman et al. 
26] propose the tree augmented classifier which is regarded as the state-of-the-art 
Bayesian network classifier [38]. Not only that their classifier attains outstanding 
performance, but their comprehensive study [26] also contributes by formalizing the 
"Bayesian network classifier" terminology, detailing its development, making both 
qualitative and quantitative comparisons among various classifiers, and discussing 
possible extensions. Although it would be a repeat of words to speak more of 
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Figure 2.2: The structure of the naive Bayesian classifiers. 
Bayesian network classifiers, we still give an overview along the line of development 
which constitutes the necessary background to put forward our Bayesian network 
classifier learning algorithm. 
Naive Bayesian Classifiers 
The naive Bayesian classifier is an early attempt that follows the Bayesian classi-
fication principle. The classifier simplifies the estimation of the joint probability 
distribution by assuming that each attribute is conditionally independent of others 
given the class variable. Although the naive Bayesian classifier exists long before 
Bayesian networks were formalized, its independence assumption could readily be 
depicted using a Bayesian network. As shown in Figure 2.2, the structure of the clas-
sifier is characterized by that every attribute node would have the class node as its 
parent. Formally, such independence assumption enables the likelihood probability 
be represented as a product of | C): 
P{Au...An\C) = Y [ P ( A \ C ) (2.12) 
Because of the naive assumption, it is trivial to learn the classifier from data [46 . 
In particular, we only need to evaluate each of the n conditional probability distri-
bution, i.e. P(Ai I C). If all the attributes are discrete, this amounts to filling in 
a two-way contingency-table by counting the occurrence of each distinct instantia-
tion (ci.ai) in the training set. Not only that learning is efficient, but prediction is 
also a trivial matter. From equation 2.12, to classify a new instance only requires 
multiplying the n product terms for k times. 
As we would normally expect that attributes are intervened in an intricate man-
ner, the assumption behind the naive Bayesian classifier seems unrealistic [26]. How-
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ever, in many real-life problems, the classifier often exhibits surprisingly good and 
robust performance [46]. Added that the classifier is simple to construct and use, 
it has widespread applications in many domains. Although its robustness has been 
inexplicable the naive Bayesian classifier initiates the development of many better 
classifier models. We discuss the approaches in the following text. 
Two Ways to Improve the Naive Bayesian Classifier 
Following the success of the naive Bayesian classifier, there are a number of works 
that attempt to make further improvements. In general, they would modify the 
basic assumption that is simply fallible in theory. Consider an example given by 
Langley et al. in [46]. Suppose that the problem domain contains three attributes 
A3. By equation 2.12, the naive Bayesian classifier calculates the posterior 
probability by: 
P(AuA2, A3\C) = P{A, I C)P{A2 I C)P{As | C) (2.13) 
Suppose that we include a redundant attribute A4 such that A4 is perfectly corre-
lated with Al. In particular, we could imagine that A4 copies the value of Ai for 
each instance in the training set. Hence, the conditional probability distribution 
of A4 equals that of Ai, i.e. P{A4 | C) = P{Ai | C), It turns out that the class 
posterior probability is given by: 
I C) = P ( A i I C)P{A2 I C)P(A3 I C)P(A, \ C) 
=P(A, I CfP{A2 I C)P(As I C) 
As can be observed, the influence of Ai is now doubled because of the existence of 
the redundant attribute A4. Meanwhile, the influence due to the other attributes, 
A2 and A3 is diminished. Consequently, we say that the naive Bayesian classifier 
produces a "biased prediction [46]." Although this example is imaginary and is 
unlikely to happen in real world problems, it nevertheless demonstrates that de-
pendency among attributes will aggravates the performance of the naive Bayesian 
classifier. 
2Recently, there are also works [21] that attempts to give reasons for why the naive Bayesian 
classifier is so good. 
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Among the works that try to improve over the naive Bayesian classifier, they are 
roughly divide into two categories [26]: 
• Feature Selection Approach 
Because redundant attributes may have detrimental effect on the naive Bayes 
classifier. One way to circumvent the problem is to use only a subset of features 
for building the classifier. A noteworthy work in this category is the "Selective 
Bayesian Classifier" which is proposed by Langley and Sage [46]. As the 
authors point out, their main contribution is in extending the feature selection 
methodology, which has been studied in the literature, into building naive 
Bayesian classifier. Nevertheless, they present a thoughtful analysis of the 
problem and the approach they have taken. As suggested by empirical results, 
they conclude that the selective Bayesian classifier retains the simplicity of the 
naive Bayesian classifier yet overcome the weakness mentioned. 
Although not strictly related to the naive Bayesian classifier, Singh and Provan 
also employ feature selection to learn Bayesian network classifier [65]. They 
call their approach "Selective Bayesian Network." In their work, they examine 
a number of feature selection approach and make comparison with the naive 
Bayesian classifier, decision tree and a Bayesian network classifier without fea-
ture selection. Experimental result shows that the feature selection provides 
improvement on learning Bayesian network classifier. Furthermore, the selec-
tive Bayesian network outperforms the naive Bayesian classifier for most of 
the problems and has comparable performance to decision tree. They observe 
that their approach excels on large dataset but may have poor performance 
on small data sets that have many attributes. 
• Augmented Network Approach 
Another approach to improve upon the naive Bayesian classifier is to re-
move some of the independence assumptions. Equivalently, this amounts to 
adding augmenting edges to the naive Bayesian classifier structure, and hence 
the name "augmented network approach." For example, in the semi-naive 
Bayesian classifier [26,43], in contrast to assuming that attributes are con-
ditionally independent, it assumes that different attribute groups are condi-
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Figure 2.3: The structure of the semi-naive Bayesian classifiers. 
tionally independent while making no independence assumption on attributes 
within the same group. With regard to its structure, this is equivalent to hav-
ing the augmenting edges to form a complete subgraph for attributes in the 
same group, which is illustrated in Figure 2.3. 
Ezawa and Schuermann [23] proposed the "Advanced Pattern Recognition and 
Identification" system (APRI) which constructs an augmented network based 
on results from mutual information test. Since the APRI system targets on 
predicting uncollectible telecommunications account, they have special em-
phasis on minimizing the access to the large database and concern more about 
misclassification result. Unlike other approaches where the naive structure 
is assumed, APRI chooses C — d e p e n d i n g on the mutual information 
between the class node C and each attribute variable Ai. Furthermore, aug-
mented edges are added according to the class conditional mutual information 
(equation 2.14) between every pair of attribute variables. 
Tree-Augmented Naive Bayesian Network Classifiers 
Recently, Friedman et al. propose the tree-augmented naive Bayesian network clas-
sifier (TAN). In essence, the classifier structure contains augmented edges which 
forms a spanning tree. By modifying Chow and Liu's work [18], they develop an 
efficient learning algorithm which returns the maximum likelihood estimate of tree-
augmented structures. In Figure 2.4, we show the learning algorithm from [26 . 
The conditional mutual information is defined by: 
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1. Compute the conditional mutual information /尸 (A; Aj | C) between each pair of 
attributes, i ^ j. 
2. Build a complete undirected graph in which the vertices are the attributes A i , . . . , 
Annotate the weight of an edge connecting Ai to Aj by Ip(Ai； Aj | C). 
3. Build a maximum weighted spanning tree. 
4. Transform the resulting undirected tree to a directed one by choosing a root variable 
and setting the direction of all edges to be outward from it. 
5. Construct the classifier network by adding the class node, labeled by C, and adding an 
edge from C to each Ai. 
Figure 2.4: The TAN learning procedure. 
Intuitively, Ip{X\ Y | Z) measures the information that Y provides about X when 
Z is known. Let N be the size of the training set, calculating the weights of the edges 
has complexity of 0{ii?N). Once the weights are obtained, the learning algorithm 
amounts to constructing the maximum weight spanning tree, which could be solved 
in Oin^ logn). Since N is usually larger than logn, the overall complexity of the 
learning algorithm is thus which is computationally efficient. 
In their work, they compare TAN with a number of existing classification algo-
rithms, including the naive Bayesian classifier, the selective naive Bayesian classifier 
C4.5，Chow-and-Liu multinet classifier, and other Bayesian network classifiers. On 
evaluating across a number of data sets, TAN shows promising performance and is 
evidently superior to the naive Bayesian classifier while being competitive with C4.5 
and the selective naive Bayesian classifier. 
Because of its efficient learning algorithm and its remarkable performance, TAN 
is regarded as the state-of-the-art Bayesian network classifier [38]. Besides that TAN 
earns high reputation, the comprehensive study by Friedman et al. also put forward 
the research on Bayesian network classifier. Since TAN, there are a number of works 
that follows which attempt to learn Bayesian network classifier of various kind and 
with different approaches [16,38,51,52 . 
Although its performance is satisfactory, a question naturally arises: "Why 
should the augmented edges exist as a spanning tree?" If we consider the tree-like 
structure as constraints, are the constraints simplistic (like in the naiVe Bayesian 
classifier), or the constraints stringent? In response to this, it is important to note 
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that the adherence to learning a tree-like network in TAN is mainly due to computa-
tional consideration [26]: while there is an efficient and theoretically sound algorithm 
to learn a tree-like network, there seems to be no efficient way to learn a classifier 
with a free structure (or more complicated than a tree). Hence, despite that an 
unrestricted structure is more expressive and possibly lead to a better performance, 
the question remains to tackle the construction problem in the first place. 
2.3 Evolutionary Computation 
Evolutionary computation is a general stochastic search methodology. The princi-
pal idea borrows from evolution mechanisms suggested by Charles Darwin. Since 
evolutionary computation is very powerful, it is often applied in solving large-scale 
optimization problems in different areas. For example, it is applied in data mining, 
image processing, pattern recognition, and signal processing [3]. Although it is dif-
ficult to evaluate formally the performance of evolutionary computation, the many 
successful cases suggest its versatility. 
In essence, evolution computation is a group search algorithm with guidance. In 
Figure 2.5, we shows the typical steps during searching. A candidate solution in 
the search space is called a chromosome. A chromosome consists of a number of 
genes, which correspond to the elements constituting a solution. In the beginning, 
a pool of chromosomes, also called the population, is created randomly. As such, 
a number of search points are maintained. For each created individual, the fitness 
value, which stands for the quality of the candidate solution it encodes, is computed 
according to a predefined fitness function. In subsequent iterations, or generations, 
new chromosomes (the offspring) are created by genetic operators which alter the 
genetic composition of the parental chromosomes. Intuitively, this could be regarded 
as the exploration to the search space by exploiting previous search results. Then, 
selection comes into play where the weaker ones will vanish while stronger ones will 
have a higher chance to survive onto the next generation. This process is repeated ‘ 
until certain termination criterion is satisfied. Because only better ones will survive, 
it is expected that a good, or near optimal, solution can be obtained ultimately. 
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1. Set t, the generation count, to 0. 
2. Create an initial population, Pop⑴，randomly. 
3. While the termination criteria is not matched, 
• Select individuals for reproduction according to fitness. 
• Apply genetic operators to to produce offsprings. 
• Evaluate the fitness of the offsprings. 
• Replace members in the Pop⑴ with offspring, which gives Pop(i + 1). 
• increment i by 1 
4. Return the best-so-far individual as the solution. 
Figure 2.5: Procedures of Evolutionary Computation 
2.3.1 Four Kinds of Evolutionary Computation 
In reality, evolutionary computation is an umbrella term which includes four major 
implementation scheme: genetic algorithms (GA), evolutionary strategies (ES), evo-
lutionary programming (EP) and genetic programming (GP). As we shall shortly 
see, each of the four differ from the others mainly on the chromosome representa-
tion and the choice of genetic operators which could bring benefits for solving a 
particular type of problems. 
Genetic Algor i thms 
The basic prototype of genetic algorithms (GA) is originally introduced by Hol-
land [37] in around 1975 which then become a stochastic search methodology. In 
GA, the chromosome is a bit-string of '0' and '1' which encodes the solution. Ge-
netic operators like crossover and mutation are used to reproduce new offspring. 
The crossover operator takes two parent as input and produces two offspring by 
exchanging segments of the bit-strings of the parents. As a result, the offspring are 
considered to inherit genetic materials from the parents and possibly obtain the 
best of both in due course. Mutation, on the other hand, modifies the genetic com-
position (i.e. changes a ,0，to '1' or '1' to ,0，) randomly so as to maintain diversity 
in the population. Usually, mutation is used sparingly in compared to crossover so 
that GA would not be degraded into a random walk. 
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Evolutionary Strategies 
Evolutionary strategies is typically used to solve numerical optimization problem. 
Each chromosome is a real-valued vector which represents a solution. In each genera-
tion, the chromosomes are subject to random Gaussian perturbation that alters their 
numerical values. In contrast to other evolutionary algorithms, there are two main 
differences. First, selection in evolutionary strategies is a deterministic operator. 
Second, strategy parameters, which include the mutation rate and the recombina-
tion method are contained in an individual so that both the solution values and the 
control parameters are evolved together [3 . 
Evolut ionary Programming 
Fogel et al. first introduced evolutionary programming for learning finite state ma-
chines [3]. In essence, evolutionary programming is an evolutionary computation 
scheme which does not assume a fixed solution representation. Hence, a chromo-
some could be represented as any data structure. Different from GA or GP, EP often 
uses problem-specific mutation operation for creating new individuals. Moreover, 
tournament selection is usually employed in selection [3]. 
Genetic Programming 
Proposed by Koza [44], genetic programming has become an active research area in 
recent years. GP attempts to solve complicated problems by inducing a computer 
program by evolution. In its original formulation [44], a program is a LISP tree. 
The nodes of the tree are the function set and the terminal set which describes the 
program. Similar to GA, GP also uses crossover operator and mutation operator 
for producing new solutions. Since the target is a tree structure, the crossover op-
erator now exchanges subtrees between the parents and that the mutation operator 
changes a node randomly. In contrast to other evolutionary computation methods 
where a solution to an optimization problem is returned, GP is more powerful as • 
it can evolve complicated logic expressed in a program. Recently, the expressive-
ness of GP is enriched by the introduction of a better representation and more 
complicated operations. It is the expectation of Koza that computers could at-
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tain human-competitive intelligence for solving difficult problems by using genetic 
programming. 
2.3.2 Cooperative Coevolution 
Although we have presented the general framework of evolutionary computation in 
Figure 2.5, there are many variations possible. Sometimes, the ideas originate from 
the observation in nature which is absent from the original framework. For instance, 
the notion of exons and introns [3], sexuality, and niching have been introduced in 
the literature. In general, they target to overcome the inadequacies of the original 
framework. Among the many variations, we will introduce the idea of cooperative 
coevolution which is used in our work. 
Coevolution is the evolution of different species in the same environment, where 
the interactions among them affect the genetic composition of each other. There 
are two types of coevolution: competitive and cooperative. Often, the type of co-
evolution we observed in nature belongs to competitive coevolution. In competitive 
environment, the genetic compositions of a species evolve so as to enhance its com-
petitiveness in the environment. For instance, the "arm race" between two species 
is a case of competitive coevolution. For cooperative coevolution, the natural selec-
tion pressure will favor individuals that could form good collaboration with other 
species. 
Based on the work of Potter and DeJong [59-61], cooperative coevolution rep-
resents a problem breakdown methodology. A problem instance is divided into a 
number of subcomponents that corresponds to different species. The analogy is that 
once species (i.e. solutions to subcomponents) could cooperate among themselves, 
the collaboration (i.e. the assembled solution) will be a good solution. 
In each species population, evolutionary search is conducted separately. During 
fitness evaluation, an individual is assigned a fitness value so that cooperation is 
promoted. To achieve this, a collaborative structure S is first assembled from rep-
resentatives of each species population. Note that S now is a complete solution to 
the original problem. When an individual is subject to fitness evaluation, it replaces 
its representatives in S and forms S'. As such, the individual is assigned with the 
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1. Set t, the generation count, to 0. 
2. For each species k, 
• Create an initial population, Popk[t), randomly. 
3. For each species k, 
• Evaluate the fitness of individuals in Popk(t). 
4. While the termination criteria is not matched, 
• For each species k, 
-Eva lua te the fitness of individuals in Popk(t). 
- S e l e c t individuals for reproduction according to fitness. 
- A p p l y genetic operators to produce offsprings. 
—Evaluate fitness of the offsprings. 
-Rep lace members in Popk(t) with offspring, which gives the new population 
Popk(t-hl). .. 
Figure 2.6: Cooperative Coevolution Algorithm 
fitness of which reflects, to a certain degree, how good it cooperates with other 
species. Figure 2.6 shows the cooperative coevolution algorithm. 
By using cooperative coevolution, a hard and complex problem could be handled 
in a systematic and efficient manner. For example, cooperative coevolution is applied 
in learning neural networks [60] and in learning of sequential decision rules [61.. 
Chapter 3 
Bayesian Network Learning 
Algorithms 
In this chapter, we focus on the use of evolutionary computation for Bayesian net-
work learning. As have discussed before, with a metric defined, the learning problem 
becomes a typical search problem. In particular, we have to search for the network 
structure which scores the best according to the metric. Since the search space, 
which consists of all possible directed acyclic graph structures, is huge, it is justified 
to use evolutionary computation for the search problem. 
In the literature, there are two previous pieces of work which use evolutionary 
computation for Bayesian network learning. The first one, proposed by Larranaga 
et al. , uses genetic algorithm (GA) while the second one, proposed by Wong et 
al.，uses evolutionary programming (EP). In the work by Wong et al., the two 
approaches are compared and it is found that the EP formulation performs better 
than the GA one in general. 
In practice, we found that the EP approach often has slow convergence rate 
which results in a long execution time. To improve the efficiency, we propose two 
novel strategies for the network learning problem. First, we introduce a general 
hybrid framework which is a combination of the dependency analysis and the score- • 
and-search approaches. Second, by noting the characteristics of the score evaluation, 
we devise a novel network operator which generates a better network structure out 
of two parent networks. 
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Based on these strategies, we come up with two different learning algorithms. 
The first one, which we is called CCGA, uses the idea of cooperative coevolution for 
searching. Essentially, CCGA decomposes the network search problem into subcom-
ponents, which is fast but may be vulnerable for difficult problem instances. The 
second one, which is called HEP, is a modification of the EP approach which incor-
porates the two new strategies and some minor improvements. In comparing the 
two approaches with the original EP approach, it is found that our new formulations 
have significant improvement in efficiency. 
This chapter is organized as follows. Section 3.1 describes the two previous 
approaches in brief. Section 3.2.1 and 3.2.2 present the hybrid approach and the 
new operator respectively. In Section 3.3, we describe the CCGA approach. In 
Section 3.4, we describe the HEP approach. Finally, we summarize our contributions 
in Section 3.5 
3.1 Related Work 
In this section, we review the previous work which uses evolutionary computation 
as the search strategy in Bayesian network learning. Mainly, there are two pieces of 
work: the first one uses genetic algorithm (GA) while the later one uses evolutionary 
programming (EP). In the following discussions, we shall use the notation U = 
{A^i� . . . , Nn} to denote the set of variables (or nodes) in the problem domain and 
use Iliv, to denote the parent set of the node Ni. 
3.1.1 Using GA 
Larrafiaga et al. [47] proposed using genetic algorithms for searching the optimal 
Bayesian network structure. In their work, the network structure (composed of n 
nodes) is represented by an n x n “connectivity matrix" C which is, in effect，the 
transpose of the adjacency matrix. Each element C,, in the matrix is defined as: 
C 一 11, if node j is a parent of node i 
0, otherwise. 
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With this representation, the i—th row in the matrix encodes the parent set of node 
Ni (i.e. n^vj. An illustration is given in Figure 3.1. 
\ 0 0 0 0 
广 N 1 0 0 0 node B's parent set 
C O w — ： ： ： ： 
Figure 3.1: Matrix representation of a DAG. 
By flattening the matrix, the bit-string representation is obtained: 
CuC2lCsi • . • CnlC2lC*22 • . • Cnn 
With such 
representation, traditional GA (with one-point crossover and mutation) 
is performed to search for the optimal solution. For the fitness function, they adopt 
the Bayesian score (referred as the BD score in [17]) which is used in the K2 al-
gorithm [36]. Note that since the genetic operators could generate illegal offspring 
structures (i.e. networks that are not DAG), cycle repairing is needed after an off-
spring is produced. 1 
Because it is rare to have a densely connected network in real world problems, 
they have imposed a limit on the number of parents a node could have in their 
implementation.2 Even though such restriction greatly reduces the possible search 
space, the problem is still NP-hard as suggested by the work of HofFgen [47'. 
They have conducted a number of experiments to test the GA approach with 
different implementations under different parameter settings. Based on the results, 
several recommendations regarding the choice of implementation and parameters 
are made. 
i l n a later work, they consider the case when a node ordering is given. With a node ordering, 
the genetic operators become closed operators which means no repairing is required. 
^The same limit is imposed in MDLEP and all of our algorithms. 
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3.1.2 Using EP 
Recently, Wong et al. [75] used evolutionary programming (EP) to tackle the struc-
tural search problem. Since they use the Minimum Description Length metric [45 
to evaluate fitness, they call their approach MDLEP. 
EP is different from GA mainly in the format of solution representation and the 
genetic operators used. Unlike the restricted use of string in GA, EP does not have 
any restriction in solution representation. An individual in MDLEP is simply the 
connectivity matrix of the network. Furthermore, there is no crossover operation 
in EP, and the only operation is mutation. An outline of the MDLEP algorithm is 
given in Figure 3.2. 
1. Set t, the generation count, to 0. 
2. Create an initial population, Pop⑴ of m random DAGs (m is the population size). 
3. Each DAG in the population is evaluated using the MDL metric. 
4. While t is less than the maximum number of generations, 
• Each DAG in Pop⑴ produces one offspring by performing a number of mutation 
operations. If there is cycle, a randomly picked edge in the cycle is removed. 
• The DAGs in Pop⑴ and all new offspring are stored in the intermediate population 
Pop '⑴ .The size of Pop'⑴ is 2 x m. 
• Conduct a number of pairwise competitions over all DAGs in Pop '⑴ . Fo r each 
Gi in the population, q other individuals are selected. Then the fitness of Gi and 
the q individuals are compared. The score of Gi is the number of individuals (out 
of q) that has lower fitness than Gi. 
• Select the m highest score individuals from Pop'⑴ with ties broken randomly. 
The individuals are stored in Pop{t + 1). 
• increment t by 1. 
5. Return the individual that has the lowest MDL metric in any generation of a run as the 
output of the algorithm. 
Figure 3.2: The MDLEP algorithm. 
In essence, MDLEP uses four mutation operators which includes simple mu-
tation, reversion mutation, move mutation and knowledge-guided mutation. The 
simple mutation operator picks a random edge and either adds the edge to (when it 
is already present) or removes it from (when it is absent in network) the network. 
The reverse mutation operator picks an edge from the network in random and re-
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verses its direction. The move mutation operator modifies the parent set of a node 
by replacing one of the parents with a non-parent. The knowledge-guided mutation 
operator is similar to simple mutation except that an edge is selected with certain 
guidance. Briefly, each edge, X — K , is weighted by evaluating the MDL score 
of node Y having only X as its parent. With such weights as the guidance, the 
mutation operator removes an edge with the heaviest weight or adds an edge with 
the lightest weight among a pool of candidate edges. 
In their experiments, they test their algorithm with data sets generated from two 
benchmark networks, ALARM and PRINTD. In comparing with the GA approach 
using the MDL metric, they found that MDLEP performs better in many aspects. 
In general, those networks generated from MDLEP produce smaller structural dif-
ference (in compared to the original network), and smaller average MDL score. In 
addition, MDLEP is also faster as it requires fewer generations to converge and 
generates less invalid structures. 
3.1.3 Criticism of the Previous Approaches 
As reported in Wong et al.'s work, the EP formulation seems to have a clear advan-
tage over the GA one. To account for this, we conjecture that the performance gain 
is largely due to the different choice of genetic operators in producing the offspring, 
which, in effect, influences the exploration of search space. On the one hand, the 
success of EP readily suggests that sheer mutation, which corresponds to adding or 
removing an edge or the mix of the two, is good enough for generating new search 
points. On the other hand, the crossover operation, which plays an important role 
in GA, seems to be ineffective. The reason is not difficult to understand as the 
one-point crossover, in our case, effectively, recombines two graph arbitrarily. In 
most cases, this could result in an invalid structure. In this regard, such recombina-
tion would seem to be insignificant and offspring do not properly inherit, which is 
supposedly the merit of the crossover operator. Although the intention to exchange 
information among the population is good, the traditional one-point crossover fails 
to achieve the purpose. 
Despite that the EP approach performs better, we note that it often requires 
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a long execution time. For instance, for learning a network with 37 nodes from a 
given data set of 10,000 cases, MDLEP needs about an hour to find the solution, ^ 
which is intolerable for any practical use. At a closer look, we find that a major rea-
son that MDLEP converges slowly is because there are much more worse offspring 
(comparing an offspring with its parent) produced than better offspring on average. 
From our experience, if the population size is 50, we would have, on average, less 
than five better offspring produced in each generation (see Section 4.2.2 for details). 
Effectively, this implies that most of the mutation operation only results in creat-
ing inferior network structures. Hence, we conjecture that MDLEP is not efficient 
enough in finding good solutions. 
3.2 Two New Strategies 
3.2.1 A Hybrid Framework 
Having discussed that there are two drastically different approaches for Bayesian 
network learning, it is straight-forward for people to develop a hybrid of the two 
approaches. In the literature, there are several attempts which show different real-
izations of the idea. For instance, the CB algorithm [66] employs a score-and-search 
approach (i.e. K2) which takes as input a node ordering given by the network con-
structed by a dependency analysis approach. In another scenario, the BENEDICT 
algorithm [1] uses a metric definition which reflects the discrepancy between the 
independency assertions implied by the network and the data. In our work, we 
propose a new hybrid framework which targets to improve the efficiency of Bayesian 
network learning. In essence, information from dependency analysis is exploited in 
the score-and-search process so that the searching will be more efficient. 
Typical in dependency analysis approach, it is assumed that a perfect map (c.f. 
Section 2.1) exists for a given data set D. In particular, we assume the existence 
of a Bayesian network G which depicts every conditional independency relation as _ 
implied by D (i.e. I(X, Z,Y)) through d-separation. To check the validity of a 
conditional independency assertion I(X, Z, K) of any given two nodes X, Y and 
^We use 5,000 generations as the termination criterion. 
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a conditioning set Z, CI tests are often used. In a straightforward sense, if the 
assertion I(X, Z, Y) is valid, X and Y cannot be connected because this will violate 
that X and Y are being d-separated (see Definition 9). In other words, neither the 
edge X ^ Y nor the edge X <r- Y will present in the resultant network G. In the 
SGS algorithm, the same rationale is used in constructing a Bayesian network in the 
initial steps where X — Y is removed from an undirected connected graph for each 
verified assertion I{X, Z, Y). 
With such observation, we formulate a general hybrid framework for Bayesian 
network learning which consists of two phases. In the first phase, we conduct low-
order CI tests so that we know which edge could be removed. Note that we limit 
ourselves to use only low-order CI tests as their test results are more reliable than 
higher order CI tests while the time complexity is bounded. In the second phase, we 
use a score-and-search approach together with the knowledge obtained previously. 
In particular, we refine the search space by excluding networks that contain the 
edges X ^ Y and X ^ Y for every verified assertions I{X, Z, "K). Consequently, 
the search space is reduced which would imply a speedup for the search process 
because we would not waste time in adding (or removing) potentially wrong edges. 
The proposed framework is general in the sense that it does not necessitate 
a particular conditional independence test for the CI test phase, or a particular 
search method in the search phase. For instance, we could use conditional mutual 
information test coupled with branch-and-bound searching for learning Bayesian 
networks. In any case, however, we expect an enhancement in efficiency in compared 
to a pure score-and-searching approach. 
3.2.2 A New Operator 
During the course of searching, we encounter a number of candidate network struc-
tures. Although they are not the desired solution, it is very likely that they contain 
some good partial structures. Hence, we ask the question, "Given two networks, how 
could we, by recombining the two, produce a better one?" In examining the prob-
lem closely, it follows that we should determine what module is to be exchanged. A 
module could be anything in a network: edges, nodes, some clustering of the nodes 
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or even a subgraph. If a module is poorly defined, recombination of the networks 
may not be useful at all. So that the effort is not futile, we claim that a module 
needs to carry the same (or greater) significance after recombination. 
As an example, let us consider the one-point crossover operator which is widely 
used in genetic algorithm. Basically, the crossover operator is a recombination strat-
egy which creates offspring from parents. In the case of Bayesian network learning 
(discussed in Section 3.1.1)，the operator creates an offspring by recombining dif-
ferent parts of a randomly split graph from the parents. Unavoidably, this would 
result in generating illegal structures (i.e. graph that contains cycle). It follows that 
even if an exchanged part appears in the optimal network, such part will lose its 
significance after recombination. Consequently, the operator is not as eff. I{X, Z, F)) throu^ 
conditional independency assertion I{X, Z, Y) of any given two nodes X , Y and 
3\Ve use 5,000 generations as the termination criterion. 
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a conditioning set Z, CI tests are often used. In a straightforward sense, if the 
assertion I{X, Z, Y) is valid, X and Y cannot be connected because this will violate 
that X and Y are being d-separated (see Definition 9). In other words, neither the 
edge X y nor the edge X ^ Y will present in the resultant network G. In the 
SGS algorithm, the same rationale is used in constructing a Bayesian network in the 
initial steps where X — Y is removed from an undirected connected graph for each 
verified assertion I(X, Z, F). 
With such observation, we formulate a general hybrid framework for Bayesian 
network learning which consists of two phases. In the first phase, we conduct low-
order CI tests so that we know which edge could be removed. Note that we limit 
ourselves to use only low-order CI tests as their test results are more reliable than 
higher order CI tests while the time complexity is bounded. In the second phase, we 
use a score-and-search approach together with the knowledge obtained previously. 
In particular, we refine the search space by excluding networks that contain the 
edges X y and X ^ r for every verified assertions I(X, Z,Y). Consequently, 
the search space is reduced which would imply a speedup for the search process 
because we would not waste time in adding (or removing) potentially wrong edges. 
The proposed framework is general in the sense that it does not necessitate 
a particular conditional independence test for the CI test phase, or a particular 
search method in the search phase. For instance, we could use conditional mutual 
information test coupled with branch-and-bound searching for learning Bayesian 
networks. In any case, however, we expect an enhancement in efficiency in compared 
to a pure score-and-searching approach. 
3.2.2 A New Operator 
During the course of searching, we encounter a number of candidate network struc-
tures. Although they are not the desired solution, it is very likely that they contain 
some good partial structures. Hence, we ask the question, "Given two networks, how 
could we, by recombining the two, produce a better one?" In examining the prob-
lem closely, it follows that we should determine what module is to be exchanged. A 
module could be anything in a network: edges, nodes, some clustering of the nodes 
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or even a subgraph. If a module is poorly defined, recombination of the networks 
may not be useful at all. So that the effort is not futile, we claim that a module 
needs to carry the same (or greater) significance after recombination. 
As an example, let us consider the one-point crossover operator which is widely 
used in genetic algorithm. Basically, the crossover operator is a recombination strat-
egy which creates offspring from parents. In the case of Bayesian network learning 
(discussed in Section 3.1.1), the operator creates an offspring by recombining dif-
ferent parts of a randomly split graph from the parents. Unavoidably, this would 
result in generating illegal structures (i.e. graph that contains cycle). It follows that 
even if an exchanged part appears in the optimal network, such part will lose its 
significance after recombination. Consequently, the operator is not as effective as 
expected and is outweighed by mutation operations. In this regard, it seems that 
"a random part of a graph" gives a poor definition of a module. 
So, how should we define a modu le? 
Recalling that the MDL score of a network is decomposable (i.e. evaluated on the 
parent set of each node), it readily suggests that we could view a network as an 
aggregation of the parent sets (of the nodes). Thus, we regard the parent sets as 
modules to be exchanged. Formally, let M f denotes the MDL score of the parent 
set n 、 o f node Ni e U m the network G工.(Hence, the score of G , equals ^； Mf . ) 
We restate our objective as follows: 
Suppose we are given two input networks Ga and ft, can we create a better 
network, G。, by selecting = {!!、，H^J for z = 1 . . . n, so that, 
(1) there is no cycle in Gc and 
(2) the the score of X； M ^ is less than Z； M f or 二 M f l 
If the domain has n variables, the optimal solution (i.e. J ] Mf is lowest while 
no repairing is necessary) can be found by considering exhaustively all combina-
tions. However, this would be computationally expensive because we have to check . 
for cycle formation for the every combinations. Hence, instead of pursuing an opti-
mal recombination, we propose a heuristic approach, which is fast, for solving the 
problem. We call our proposed approach the merge operator. 
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The Heuristics 
In short, the merge operator attempts to form a better network by modifying a 
network Ga with certain parent sets from another network Gt. Specifically, the 
operator finds a subset of nodes, W C U, with which we replace with U^^ in 
Ga for every Nj G W. Moreover, provided that such modification does not create 
any cycle, the new network will have a score no worse than Ga. We present the 
pseudo-code for the merge operator as in Figure 3.3. 
Procedure merge(Ga, Gh) 
1. Find Si ^Mf for every node Ni e U. 
2. Produce a node ordering L by sorting Si in descending order. 
3. While there are still nodes in L left unconsidered, 
• Get the next node, Ni, from L which is unconsidered. 
• Invoke the procedure f indSubset (iV“ W ) which returns W on completion. 
• Sum Sj for every node Nj e W. 
• J^the sum is positive, mark every node Nj e W \n L as considered. Insert W to 
4. Replace with nj^^ for every node Nj e W. 
Figure 3.3: Pseudo-code for merge() 
For the two input networks Ga and Gb, the merge operator first produces a node 
ordering by sorting S, = Mf - M》in descending order. Since positive Si means 
that n ^ is better than 11、，we follow the ordering in considering the parent set 
replacement (i.e. replace 11、with Beginning with the first node, Ni, in the 
ordering, we invoke the procedure f i n d S u b s e t (iV,, W) (shown in Figure 3.4) for 
finding a subset of nodes W such that by replacing with 11、for every Nj G W 
in Ga, the resultant graph is still a DAG. 
Initially, for an input node N” f indSubset() checks whether by replacing U% 
by n ^ would create a cycle in Ga. The parent set replacement involves two steps: 
(1) set n 、 = ct> and (2) set = n、,. However, since step one does not affect the 
test result, it suffices to detect for cycle formation by step two. In other words, we 
only examine whether the adding the edges (i.e. Nk — Ni for every Nk G 11%.) to 
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Procedure findSubset(iV“ W ) 
1. If Ni is already in W , return immediately. 
2. Insert Ni to W . 
3. For every parent Nk of Ni in Gh, 
• For every node Nj in W', 
- c h e c k if there is a directed path going from Nj to Nk in Ga, i.e iV, — ^ 
Nk-
一 If a directed path exists, invoke f indSubset (iV^ ：, W ) . (recursion) 
Figure 3.4: Pseudo-code for findSiibset() 
Ga would produce a cycle. Hence, we check whether there is a directed path going 
in the reverse direction { N i — — 、 N k ) in Ga for each edge addition. If adding all 
Ni 卜 Nk do not create a cycle, we could safely replace with nj^� . But if it is 
found that adding N^ Ni will create a cycle, we consider the replacing the parent 
sets of node Ni and its parent Nk together by invoking f indSubset () recursively. 
In the midst of recursion, suppose that Ni still denotes the input node. However, 
now W will contain the sets of nodes that we consider for parent set replacement. 
If N, not already contained in W , it is added to W . Otherwise, the procedure re-
turns immediately which guarantees that the procedure would eventually terminate. 
Similar to the initial invocation, we check whether by replacing by would 
create a cycle. This time, however, the checking is more complicated because we 
have to cater for the simultaneous replacements of the parent sets of the nodes in 
In particular, suppose K denotes all successors of Ni (in Gb) that are in W (i.e. 
^ Nj for every node Nj G V), adding the edges (i.e. Nk — N, for every 
Nk e n^ . ) would imply that Nk is a predecessor of every N] after the replacement 
、 (i.e. Nk Ni Nj). Hence, it is necessary to check the existence of a directed 
path from every Nj (successors of N” including N,) to every N^ (every parents of 
Ni). 
In the actual implementation, we make two approximation to realize the idea. 
First, we use W^ in place of V. But since『contains V, the checking is still safe. 
However, if we detect the existence of a directed path going from N, to N,, this 
may not signify a cycle formation as N, may not really be in V. Second, the current 
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implementation checks the the existence of the reversed path in Ga. The correct 
approach should check the statement in an intermediate G； which is formed by the 
parent set replacements of every nodes in PT. Alternatively, it could be viewed as 
though we ignore the "step one" that we mentioned previously. As a result, this 
will, again, give a more stringent test of which the existence of a directed path 
may not imply cycle formation in the resultant network. We give an illustration in 
Figure 3.5. 
> 》 
Oa O. ‘、A:> 0 . 
Try to replace U<X = 4> with U'^ = Because A ^  B in Ga, re- Because A C (?), replace 
{fi’C}’ i.e. ^ ddB-^A^ndC^A place and Ub together. U^, n^, and Ylc together. 
i.e. remove A ^ B 
Figure 3.5: An illustration of an erroneous conclusion. 
Consequently, the procedure returns the set IV' with which if we place with 
n、j for every node N, G W in G。, the resultant graph is still acyclic. After we have 
o b t a i n e d w e calculate the sum E•败，5” If the sum is positive, we insert W 
into W and remove W from the ordering. We carry on the same procedures with 
the next node in the ordering and end until every nodes are considered. Finally, we 
replace with 11、, in Ga for every N, e W. Note that although by replacing Hj^ 】 
for every N, e W will not create cycle, the simultaneous replacement of different 
may create a cycle. This could easily be illustrated by an imaginary case as 
in Figure 3.6. In practice, however, we find that such case seldom occurs although 
cycle checking will still be necessary. 
An Analysis of the Operator 
As we have claimed before, the merge operator is a heuristic approach for selecting 
VK. In other words, it is not guaranteed that the choice is optimal. Our primary 
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« (j) ( ! > - © | ( b ) ( 0 1 ( 0 — — — — 
6 ® A _ A A A r L ^ A 
Try to merge Ga and Gfc. Fine to replace Fine to replace But simultaneous re-
with n ^ . (i.e. adding with 略 ( i . e . adding placement produces a 
\ A) \ B ^ C ) cycle. 
Figure 3.6: An illustration of cycle formation in an imaginary case. 
concern is the computational cost of the operator. In analyzing the procedures, 
we obtain the worst case complexity of invoking f indSubset () which is 0(n'^) and 
occurs when f indSubset () follows every edges in the densest network ^ Inside the 
f indSubset 0 procedure, the most expensive operation is the checking of the exis-
tence of a directed path. But if we are given directed path connectivity information 
about Ga, it reduces to a trivial table lookup operation. Hence, our claim that the 
merge operator is a fast heuristic is justified. In practice, we find that the merge 
operator is very efficient, and could produce a better network in most cases. 
Essentially, the merge operator brings us two main benefits. First, it provides 
a way to combine previous search efforts. Second, since the score of the composite 
network can be readily calculated, we need not invoke the time-consuming procedure 
for evaluating MDL score. This offers an economical way to create new structures. 
In the next section, we shall describe two approaches that employ the mentioned 
new strategies to two very different extents. 
3.3 CCGA 
Since the MDL score of a network is decomposable, we could readily break down the 
network search problem into smaller components. Specifically, rather than searching 
for an optimal network, we attempt to search for the “optimal parent set” for each . 
node. By "optimal parent set", we do not refer to the one with the best score, but 
4Since each DAG conform to a topological ordering, the densely connected graph will have 
n{n - l ) / 2 edges. 
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the parent set which appears in the optimal network. With such decomposition, we -
introduce the use of cooperative coevolution in searching, by which we expect better 
efficiency could be attained. 
If the sub-problems are independent among themselves, cooperative coevolution 
is effective in finding the optimal solution to a seemingly complex problem. Un-
fortunately, our problem does not perfectly fit the requirement. On the one hand, 
because we can evaluate the MDL score of a parent set for a given node, we can 
deal with each sub-problem independent of others. On the other hand, however, it 
is necessary that the ultimate solution is an acyclic graph. Obviously, whether a 
network is acyclic depends on how the network is connected. Thus, it is necessary 
to have the global picture in mind when solving the sub-problems, which we believe 
is what the "cooperation" is meant for. 
To handle such intricacy, we propose a number of modifications on the original 
cooperative coevolution framework. In addition, the hybrid approach is employed so 
that our search space is reduced. Since our algorithms essentially uses GA together 
with cooperative coevolution, we call our new algorithm CCGA. 
3.3.1 The Algorithm 
With the hybrid framework, our algorithm is divided into two phases: the CI test 
phase and the cooperative coevolution search phase. In the first phase, CI tests 
are conducted to obtain a draft of the network which serves to reduce the model 
search space in the next phase. In the second phase, cooperative coevolution is used 
to search for a good network structure within the refined search space. Figure 3.7 
provides an outline of the algorithm. 
Before going into details, it is necessary to clarify our problem statement and 
the assumptions. For the given data set, we assume that there is no missing value 
or hidden variable and we assume no prior knowledge about the structures. Similar 
to previous approaches that use GA and EP, we assume that a node could not have 
more than k parents. With no particular preference, we evaluate the quality of a ‘ 
candidate network using the MDL metric. ^  
5Although MDL is used, other metrics, like Bayesian score could also be used 
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• For each node, initialize the possible parent set to contain every other nodes. 
• CI Test Phase 
- P e r f o r m CI test (up to order-1) between all pairs of nodes. 
- I f the nodes are found to be conditionally independent, remove each other from 
their possible parent set. 
• Cooperative Coevolution Search Phase 
1. Set t, the generation count, to 0. 
2. For each species population, 
-Random ly initialize each chromosome in accordance with the possible parent 
set. 
-Eva lua te the fitness of each chromosome. 
3. Compose S by combining the best chromosome from each species population. 
4. Pass the constraints from S to each species population. 
5. While t is less than the maximum number of generations, 
- I n s i d e each species population, 
* Temporarily change the possible parent set with the given constraints. 
� Perform selection. 
* Evolve new offspring using crossover and mutation 
* Evaluate the fitness of each chromosome. 
- U p d a t e S. 
—Produce a node ordering from S and pass the constraints to each species 
population. 
- U p d a t e the best-so-far structure. 
Figure 3.7: The CCGA algorithm. 
3.3.2 CI Test Phase 
Initially, we let the possible parent set of each node to contain all other nodes. Using 
the hybrid approach discussed before, we attempt to reduce the size of the parent 
set of each node by discovering low order CI relations. For example, if the node X is 
found to be conditionally independent of node F in a test, X will be removed from 
V s parent set and vice versa. Alternatively, it could be view as though the edges 
X ^ Y and X — y are both excluded for further consideration. Since higher-order 
CI tests may be unreliable, we only use order-0 and order-1 tests for discerning • 
possible conditional independence relations. 
In our implementation, we use the likelihood-ratio x^ test for testing. For a 
given assertion I(X, Z, Y), a p-value is returned from the test (see Section 2.1.3 
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for details). If the p-value is greater than a predefined cutoff value a, the assertion 
cannot be rejected and we assume I(X, Z, Y) to be valid. 
Suppose that there are n variables. For a given pair of variables, we need to, in 
the worst case, conduct the order-0 test (i.e. / (X, K)) and all order-1 tests (i.e. 
test I(X, Z、Y) for every Z ^ U \ {X, y}). Hence, the overall complexity of the CI 
test phase is bounded by 0{n^) test. 
Although CI tests are very useful, incorrect results could be detrimental. In 
particular, if a crucial edge (which appears in the optimal network) is excluded due 
to our findings in CI test phase, it is impossible to obtain the optimal solution in the 
search phase which follows. In our implementation, we choose a moderate a value 
with which we hope to lessen the reliance on the test results. We provide a study 
on the issue in Section 4.3.1. 
3.3.3 Cooperative Coevolution Search Phase 
As mentioned before, cooperative coevolution is a kind of problem breakdown. In 
our case, we divide the the network learning problem of n variables into n sub-
problems, the objective of which is to find the "optimal" parent set for each node. 
Alternatively, it could be viewed as though we divide the matrix representation into 
rows as is illustrated in Figure 3.8. Consequently, each candidate solution to the 
I X I X I X I X 
X X X X 
X X X X . I X I X I X 丨 X 
X X X X I X I X I x~pr 
X X X X j X I X I x ~ r i r 
Figure 3.8: Decomposition of the matrix representation into rows. 
sub-problems is represented as a bit-string, which readily suggests the use of genetic 
algorithm for solving the problems. Following the convention, we call the search 
population of each sub-problem a species population. Suppose there are n variables, -
there will be n different species populations. Inside each population, we use simple 
GA to search for the optimal solution. 
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Although such problem breakdown seems plausible, it is required that the com-
posite network must be acyclic. Obviously, illegal solution could be avoided only 
if each species population has the knowledge of others and work cooperatively to 
prevent cycle formation. To realize this idea, we propose an approach which makes 
use of the topological ordering of a graph as a guidance. In the following sections, 
we shall discuss our algorithm in detail. Nevertheless, it must be stated that there 
are many possibilities to tackle the acyclic restriction. For instance, we could devise 
a punitive scheme such that we penalize each illegal structure produced by reducing 
the score significantly. Here, we just propose a viable alternative. 
A Feedback Mechanism 
Noting that every legal network (i.e. an acyclic graph) conforms to a topological 
ordering, it follows that we could use an ordering as constraints for each species 
population so as to avoid cycle formation. In particular, the possible parent set 
of a node, which defines the search space of the corresponding species population, 
could only consist of nodes preceding it in the given ordering. Consequently, a 
composite of the solutions from the populations will be acyclic (as it conforms with 
the given ordering). Alternatively, it could be viewed as if we are to search the 
optimal network for a given ordering. 
Using this idea, we propose a feedback mechanism. Essentially, we use the node 
ordering implied by the collaborative structure, <S, to produce constraints for each 
species population such that each candidate solution will conform with the ordering. 
Next, we update S with results from the species populations and start another cycle. 
We picture this idea in Figure 3.9. 
©X t 
© © ？ 
constraints _ , , updates ^ ^ ^^ . A 
_ Evolving _ _ 丫 
the collaborative structure A node ordering 
Figure 3.9: The feedback mechanism. 
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Nevertheless, there is a flaw in the feedback mechanism, namely, S will conform 
to the same ordering for whatever update is made. Eventually, this will drive the 
search process to return the optimal network for an initial ordering, which is fine 
only if the ordering is optimal. 
To correct this problem, we, therefore, use S only to approximate an ordering. 
In particular, every directed edge X K in «S is associated with certain degree of 
belief (i.e. by throwing a dice) that it also appears in the optimal structure. If our 
degree of belief is less than a fixed threshold, the belief factor, it suggests doubt on 
the correctness of the edge. Hence, we allow the presence of Y in X^s possible parent 
set, which is otherwise forbidden. As a result, a new S could exhibit an ordering 
which is different from the original one. However, the drawback is that we should 
watch out for possible cycle formation. 
Init ial ization 
At the beginning, the chromosomes in the species population are randomly initial-
ized. Nevertheless, the parent set limit and the result from CI test are taken into 
consideration. After the population is initialized, we assemble S using the best 
individual from each population. Note that, in this way, S will probably contain 
cycle(s). Next, for each node Ni in the network, we create a new network S' which 
copies S except that Ni is a root node in S' (i.e. its parent set is empty). Then, 
the network S' is repaired for cycles. Using S' as reference, we produce constraints 
on the species population of node Ni such that we assure each candidate solution, 
when substituted to will create a network that is still acyclic. 
Searching inside the Species Populations 
For every species population, the search space is equivalent to the possible parent 
set of the corresponding node. As mentioned before, the possible parent set of a 
node is subject to different changes during the course of searching. Consequently, 
the corresponding search process of the node faces both permanent and temporary ‘ 
constraints. For the permanent constraints, we refer to the reduction of the possible 
parent set due to the result from CI test. For the temporary constraints, we refer to 
CHAPTER 3. BAYESIAN NETWORK LEARNING ALGORITHMS 50 
the changes due to the aforementioned ordering implied by S. As a result of these 
constraints, the length of the bit-string and the mapping (i.e. which bit corresponds 
to which parent) are varying. ® 
With the varying bit-string representation, simple GA with crossover and mu-
tation are used to create a new population. However, instead of using one-point or 
two-point crossover, we devise a modified crossover operator. Since we have a parent 
size limit, large part of the bit-string is empty. As an illustration, suppose that the 
possible parent set size is 30, and that k equals five, the bit-string will largely be 
empty and contains a few 'I's. As a result, one-point or two-point crossover will be 
very likely to exchange empty segments which creates nothing new. 
To circumvent this problem, we use an approach similar to uniform crossover [4 . 
For the two bit-strings that take part in crossover, we create two different masks 
for each of them. As an illustration, Figure 3.10 shows the mask defined and the 
bit-strings. Here, suppose that the size of the possible parent set is six and hence 
the bit-strings are six-bit long. A mask of equal length is created for each parent. At 
position where the original string is '0', the mask is undefined. At position where the 
original string is '1', the mask has a value of either '1, or ,0，. It has 'I's only at the 
second bit, the fourth bit and the sixth bit. Hence, the mask value is undefined for 
the first bit, the third bit and the fifth bit. If the mask value is，0,, the corresponding 
• 0 _ 1 • 0 mask 
o | l | o | l | o | l | first parent " _ 、 
� . • 0 111 lolol 1 . 
、< , — — — — — — o f f s p r i n g s 
、、 o| 1 0 0 
• ‘ 
� � — � � 
0 1 1 0 0 0 second parent 
mask 
Figure 3.10: The modified crossover operator. 
bit is copied to its offspring. Otherwise, if the mask value is ,1’，the corresponding 
6In the special case when the size of possible parent set of a node is too small, it would clearly 
be unwise to search for the optimal combination using genetic operators. Hence, for such cases, we 
will simply list all the possibilities with the entire population and we inhibit any genetic operation 
to be performed on the population. 
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bit is copied to the offspring of the other party. Referring to Figure 3.10, the upper 
mask have the value '1' at fourth bit position, the corresponding bit is copied to the 
other offspring. The action is indicated by the arrow in the figure. 
With such crossover operator, we hope to have a uniform mixing of two given 
parent sets. From our experience, this modified crossover operator indeed improves 
over a two-point crossover operator. 
Update of S 
After the new population is created and evaluated at each species population, indi-
vidual that has a better score than its correspondent in S will be used to update 
S. Assume a better parent set is found for node Ni, it will replace the parent set 
of node Ni in S. However, due to the relaxation of the ordering constraint, such 
substitution may create an edge conflict such that X Y and X Y coexist in 
S. 7 Hence, in updating <S, we differentiate those edge additions that will create a 
conflict from those will not. For those that are not in conflict, they are incorporated 
directly to S. 
To determine which edge {X ^ Y and X -^Y) should be kept is equivalent to 
determine the proper orientation of the undirected edge X—Y . For this, we use the 
approach: when we know more about the rest of the network, we would know how 
an edge should be oriented. Simply put, with the remaining part of the network 
known and fixed, we try all possibilities of the un-oriented part. Finally, the best 
configuration is incorporated into S. 
For the set of conflicting edges, related ones are first group together. By related 
edges, we refer to edges that share a common set of nodes, W. Next, different 
configurations of orientating the group of related edges are tried and evaluated. 
Since the MDL metric is node-decomposable, it suffices to evaluate the total MDL 
score of W. Note that while the present configuration is tried, the parent set of 
each node contains every other known parents. Since each conflicting edge has 
two orientation possibilities, there are 2饥 configurations to try for a group of m -
7To be specific, there are two cases of conflict. First, X ^ Y and y X are both found on 
the list of update. Second, X 7 is found while there is no update for node X and Y ^ X is 
contained in S. 
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edges (m is usually small). Finally, the configuration that gives the best score is 
used to update <S. This process is then repeated for the other groups. Since the 
best configuration of a group may contain cycle, the resultant S is repaired for 
cycle unavoidably. Although it is possible to check for cycle when trying different 
orientation possibilities, we suggest to avoid it as the involved cost will be great. 
Update of the Best-so-far Structure 
With such framework, the score of S will not converge in most cases. In other 
words, S is not the currently best solution, rather, it is more like a locally optimal 
search point (under certain constraints). Therefore, to obtain the best during the 
course of searching, we have maintained a best-so-far structure separately. In each 
generation, we try combining the currently best-so-far structure with S using the 
merge operator. If a better structure is created, the new structure will become the 
best-so-far structure. 
Even though 5's score is not converging, it possibly contains some good partial 
structures which is the major motivation for us to use the merge operator. By 
accumulating the essence into the best-so-far structure, it is expected that a good 
solution is obtained ultimately. 
3.4 HEP 
Our second algorithm is a natural extension of MDLEP. Essentially, we incorporate 
three major changes to MDLEP so as to improve its efficiency. First, we use the 
hybrid framework for reducing the search space. Unlike CCGA, we employ a novel 
realization which circumvents the requirement of selecting a proper a. Second, we 
use the new operator, merge, in place of most of the mutation operations which we 
hope to produce more better individuals. Third, noting that cycle repairing often 
takes a significant portion of the running time in MDLEP, we avoid the formation 
of cycle altogether when producing new individuals. With all these modifications, -
we call our new approach HEP (hybrid EP). An outline of the algorithm is given in 
Figure 3.11. In the following sections, we will discuss HEP in detail. 
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CI test Phase 
For every pair of nodes (X, Y), 
• Perform order-0 and all order-1 CI tests. 
• Store the highest p-value in the matrix Pv. 
Evolutionary Programming Search Phase 
1. Set t, the generation count, to 0. 
2. For each Gi in the population Pop⑴， 
• initialize the alpha value randomly. 
• refine the search space by checking the alpha value against the Pv matrix. 
• Inside the reduced search space, create a DAG randomly. 
3. Each DAG in the population is evaluated using the MDL metric. 
4. While t is less than the maximum number of generations, 
• select m/2 individuals from Pop{t), the rest are marked "NS" (not selected). 
• For each of the selected ones, 
- m e r g e with a random pick from the dumped half in Pop'{t - 1). 
- I f merge does not produce a new structure, mark the individual with "NS". 
-otherwise, regard the new structure as an offspring. 
• For each individual marked "NS", 
-produces an offspring by cloning. 
- a l t e r s the alpha value of the offspring randomly. 
- r e f i n e the search space by checking the alpha value against the Pv matrix. 
—changes the structure by performing a number of mutation operations. Note 
that cycle formation is prohibited. 
• The DAGs in Pop(t) and all new offspring are stored in the intermediate population 
P o p 他 The size of Pop'⑴ is 2*m. 
• Conduct a number of pairwise competitions over all DAGs in Pop'{t). For each Gi 
in the population, q other individuals are selected. The fitness of is compared 
against the q individuals. The score of Gi is the number of individuals (out of q) 
that are worse than G{. 
• Select the m highest score individuals from Pop'(^) with ties broken randomly. 
The individuals are stored in Pop(i + 1). 
• increment t by 1. 
5. Return the individual that has the lowest MDL metric in any generation of a run as the 
output of the algorithm. 
Figure 3.11: The HEP algorithm. 
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3.4.1 A Novel Realization of the Hybrid Framework 
Similar to CCGA, we also use the hybrid framework in HEP but with a different 
realization. If we take the approach of CCGA, we would use the test results as global 
constraints such that we forbid every candidate network to have those potentially 
wrong edges. However, in so doing, we take the risk of assuming our choice of a is 
valid. In general, smaller values of a implies more constraints (less likely to reject 
an hypothesis) and results in a more limited search space. If we make an improper 
choice, we will have, in the worst extremes, either that all edges are pruned away or 
that every edges are retained. 
As a better alternative, we let every individual in the EP population to have a 
different a. Thus, each individual in the EP population has, besides the network 
structure, a cutoff value a which is also subjected to change. With different a, 
individuals will have a different, nevertheless reduced, search space. In other words, 
we make the results from CI test local to every individual. 
To realize this idea, we record, in the CI test phase, the largest jo-value returned 
by the CI tests for every possible conditioning set, Z (restricted to order-O and 
all order-1 tests) and store the value into a matrix, Pv. In the search phase, for 
a given individual Gi in the population with associated cutoff value a^ -, we forbid 
adding an edge X ^ YPvxy is greater than a, (i.e. I{X, Z, Y) is assumed to be 
valid). In the current implementation, the value of a; is changed in a simple way. 
At the beginning, we randomly initialize the value of each a,- in the population. 
In subsequent generations, an offspring will inherit the cutoff value from its parent 
with possible addition and subtraction of a fixed increment, A^,. Hence, if a parent 
has the cutoff value equals a^, its offspring will have a value of ap + A。or ap - A^ 
if the value is ever subjected to change. Since the cutoff value is bounded between 0 
and 1, both subtraction to a^ = 0 and addition to a^ = 1 will leave the cutoff value 
remain unchanged and the offspring will inherit the same cutoff value as its parent. 
As a consequence of the selection pressure, individuals having an improper choice 
of a will eventually be killed. On the one hand, if the value of a of an individual is . 
too small which disallows the addition of some important edges, the individual will 
have a greater chance of being killed. On the other hand, if the value of a is too 
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large, offspring produced from the individual will be less likely to add the right edges 
(many wrong alternatives). Consequently, this also leads to the eventual extinction 
of the individual. 
3.4.2 Merging in HEP 
One of the reason that MDLEP runs slowly is that there are more worse offspring 
produced than better offspring. To improve this situation, we favor a heavy use of 
merging than mutation because it is both computationally efficient and effective. In 
our current implementation, we select half of the population randomly for merging 
and only keep the results if better networks are produced. For the rest of the 
population and the ones which fail to give a better network after merging, we will 
produce offspring by mutation as usual. 
For the networks that are selected for merging, they are merged with dumped 
networks from the last generation. In such a way, we considerably reuse our previous 
search efforts, which are thrown away otherwise. 
3.4.3 Prevention of Cycle Formation 
As we have pointed out before, MDLEP consumes much time in repairing networks. 
To solve this problem, we prevent cycle formation in every candidate network by 
maintaining the connectivity matrix which contains the count of directed paths 
between all pairs of nodes. As an illustration, if we have JC F in a 
network, we will forbid adding the edge X ^ V to the network. 
Let C denotes the connectivity matrix and CXY be the count of directed paths 
going from X to Y. C is updated when an edge is either added or removed. Using the 
convention that a node X is an immediate successor of itself, we have Cxx = 1 for 
every node X EU. The procedure for updating the matrix is shown in Figure 3.12. 
As can be seen, the overhead for the update has a complexity of O(n^). 
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Procedure UpdateConnectivityMatrix(X, Y, adding) 
FOR each ancestor of X, X', 
FOR each successor of Y, Y', 
IF adding, 
Cx'Y' = Cx>Y> -\-Cx>X X CYY' 
ELSE, 




Figure 3.12: Pseudo-code for UpdateConnectivityMatrix(). 
3.5 Summary 
In this chapter, we begin by discussing the previous approaches of Bayesian net-
work learning using evolutionary computation. Although the EP approach, called 
MDLEP, outperforms a GA approach, we find that it is inefficient for several rea-
sons. Next, we propose two new strategies for the learning problem. The first one is 
a hybrid approach for Bayesian network learning while the second one is the merge 
operator which is a recombination strategy. Using these two new strategies, we 
present two new learning approaches. The first one, called CCGA, makes use of the 
idea of cooperative coevolution in decomposing the problem. However, since such 
decomposition also brings problem, we suggest a number of significant modifications 
to the basic framework of cooperative coevolution. Our second algorithm is an ex-
tension of MDLEP. To improve its efficiency, we incorporate the hybrid framework 
and the merge operator into the implementation. In the next chapter, we shall give 
a performance evaluation on the two algorithms. 
Chapter 4 
Evaluation of Proposed Learning 
Algorithms 
In this chapter, we study of the performance of the two proposed Bayesian network 
learning algorithms, CCGA and HEP. In Section 4.1, we describe our experiment 
methodology. In Section 4.2, we report the experimental results on comparing the 
two learning algorithms with MDLEP. In Section 4.3, we give an analysis of the 
performance of CCGA. In Section 4.4’ we give a similar analysis on HEP. Finally, 
we summarize our findings in Section 4.5. 
4.1 Experimental Methodology 
A common practice to access the performance of a Bayesian network learning algo-
rithm is to test the algorithm on data sets that are generated from known network 
structures using probabilistic logic sampling [35]. Here, we follow the practice and 
test our algorithms on seven different data sets. All of the data sets are generated 
from well-known benchmark Bayesian networks which include the ALARM network, 
the ASIA network and the PRINTD network. Table 4.1 gives a summary of the data 
sets that we used in our experiments. 
ALARM-1000, ALARM-2000, ALARM-5000, ALARM-1000 and ALARM-0 are 
generated from the ALARM network which has the structure shown in Figure 4.1 i. 
iWe reference the variable names as provided in [69] 
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Data set Or ig inal Network ^ ~ M D L Score of Or ig inal Source 
Network 
ALARM-1000 A L A R M 1,000 18,533.5 M D L E P 
ALARM-2000 A L A R M 2,000__ 34,287.9 M D L E P 
ALARM-5000 A L A R M 5 ,000~ 81,223.4 M D L E P 
ALARM-10000 A L A R M 10,000~ 15,8497.0 M D L E P 
A L A R M - 0 a l a r m “ 10,000 一 138,455.0 PowerConstructor 
ASIA-1000 ASIA 1,000 3,416.9 PowerConstructor 
PRINTD-5000 P R I N T D 5,000 106,541.6 M D L E P 
Table 4.1: Data sets used in the experiments. 
Originally, the ALARM network is used in the medical domain for potential anes-
thesia diagnosis in the operating room [6]. Because the network, with 37 nodes 
and 46 directed edges, has a complex structure, it is widely used for evaluating the 
performance of a learning algorithm. Examples include the K2 algorithm [36], the 
CB algorithm [66], the BENEDICT algorithm [1], and MDLEP [75]. The ALARM 
data sets that we used in our experiment are obtained from two different sources. 
One of the data set (ALARM-0) is obtained from the PowerConstructor software 
package [15] which contains 10,000 cases. For the rest(i.e. ALARM-1000, ALARM-
2000’ ALARM-5000, a n d ALARM-10000), t h ey are o b t a i n e d f r o m t he au t ho r s o f 
MDLEP, which have been used for evaluating their algorithm. The four data sets 
are of different sizes and contain 1,000, 2,000, 5,000 and 10,000 cases. 
Also from the authors of MDLEP, we obtain a data set with 5,000 cases, which 
is generated from the PRINTD network. The PRINTD network is primarily con-
stmcted for troubleshooting printer problems in the Windows™ operating sys-
tem [34]. The structure of the network is shown in Figure 4.2. It has 26 nodes 
and 26 edges. 
One of the data set is generated from the ASIA network. As shown in Figure 4.3, 
the ASIA network, is a relatively simple structure that contains eight nodes and eight 
edges. The network is also known as the "chest-clinic" network which describes 
a "fictitious medical example whether a patient has tuberculosis, lung cancer or 
bronchitis, related to their X-ray, dyspnea, visit-to-Asia and smoking status [48,55]." . 
The data set we used contains 1,000 cases. 
In our experiment, we compare the performance of our algorithms with MDLEP. 
All algorithms (including the implementation of MDLEP which is obtained from 
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1. central venous pressure 20. insuff icient anesthesia or analgesia 
2. pu lmonary capi l lary wedge pressure 21. pu lmonary embolus 
3. h istory of left ventr icular fai lure 22. in tuba t ion status 
4. to ta l per ipheral resistance 23. k inked vent i la t ion tube 
5. b lood pressure 24. disconnected vent i la t ion tube 
6. cardiac ou tpu t 25. lef t -ventr icular end - diastol ic volume 
7. heart rate obta ined f rom blood pressure 26. stroke volume 
8. heart rate obtained f rom electrocardiogram 27. catecholamine level 
9. heart rate obtained f rom oximeter 28. error in heart rate reading due to low cardiac 
ou tpu t 
10. pu lmonary ar tery pressure 
29. t rue heart rate 
11. ar ter ia l -b lood oxygen saturat ion 
30. error in heart rate reading due to electrocautery 
12. f rac t ion of oxygen in inspired gas device 
13. vent i la t ion pressure 31. shunt 
14. carbon-dioxide content of expired gas 32. pu lmonary-ar te ry oxygen saturat ion 
15. minu te volume, measured 33. ar ter ia l carbon-dioxide content 
16. m inu te volume, calculated 34. alveolar vent i la t ion 
17. hypovolemia 35. pu lmonary vent i la t ion 
18. le f t -ventr icu lar fai lure 36. vent i la t ion measured at endotracheal tube 
19. anaphylaxis 37. minu te vent i la t ion measured at the vent i la tor 
Figure 4.1: The ALARM network. 
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© 
1. Spool Process OK 10. G D I Da ta Ou tpu t OK 19. Ne twork /Loca l P r in t i ng 
2. Local Disk Space Adequate 11. Correct Pr in ter Selected 20 Local Pa th OK 
3. App l ica t ion Ou tpu t OK 12. Correct Local Por t „ ^ ^ ^ . ^ 
21. PC to Pr in ter Transport OK 
4. Spooled Da ta OK 13. Local Cable Connected 
22. Pr in ter On and Onl ine 
5. Pr in t Spool ing On 14. Network Up 
23. Paper Loaded 
6. G D I Da ta I npu t OK 15. Correct Pr in ter Path 
7. Correct Dr iver 16. Network Cable Connected ^4. Pr in ter Memory Adequate 
8. Uncor rup ted Dr iver 17. Pr in t Da ta OK 25. Pr in ter Da ta OK 
9. Correct Dr iver Settings 18. Network Path OK 26. Pr in ter O u t p u t O K 
Figure 4.2: The PRINTD network. 
the authors), are implemented in the C++ language and are compiled using the 
same compiler Besides, the same MDL metric evaluation routine is used so 
that the difference among implementations are minimized. To enhance efficiency, 
， all algorithms are implemented with the same hashing mechanism so that each 
computed MDL metric query is stored in a hash table. By a query, we refer to 
the evaluation of the MDL score of the given parent set of a node. For all of the 
algorithms, the allowable parent set size is limited to be five. Since the algorithms 
are stochastic in nature, they are executed 40 times for each testing instance. All 
our experiments are conducted on the Sun Ultra-5 workstations. 
2We use the g++ compiler with “-02” optimization level. 
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^ ^ 1. V is i t to Asia 
Y 2. Tuberculosis 
入 ^ ^ ^ ^ 3- Smoking 
4. Lung Cancer 
/ 5. Tuberculosis or Cancer 
/ 6. X-Ray Result 
7. Bronchi t is 
8. Dyspnea 
Figure 4.3: The ASIA network. 
In the following sections, we shall present our experimental results. 
4.2 Comparing the Learning Algorithms 
In this section, we compare the performance of different algorithms on all of the data 
sets. We begin by comparing CCGA with MDLEP, then HEP with MDLEP, and 
end by contrasting our proposed algorithms. Our objective in these experiments is to 
demonstrate whether our proposed algorithms are more efficient than MDLEP. We 
estimate the performance of different algorithms using five measures, which include: 
* the average M D L score of the final solutions, the smaller the better (AFS) , 
* the average M D L score of the best network obtained in the first generation (AIS) , 
* the average execution t ime in seconds (AET)， 
* the average generation that the best-so-far solution is obtained ( A N G ) , 
* the average number of M D L metric evaluations in a run ( A M E ) , 
* the average structural difference, i.e. number of edges added, omit ted and reversed, 
、 between the final solution and the original network (ASD ) . 
Recalls that the algorithms are executed forty times for each data set, the fig-
ures are, therefore, an average of forty trials. Since most of the measures are self-
explanatory, we will not discuss about the details. However, there are a two points 
that we like to clarify: 
* AME is not the count of MDL metric evaluations invoked during a run. Since 
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all algorithms use the same hashing mechanism (i.e. store every computed 
query) for MDL metric evaluation, counting the number of invocations to the 
MDL evaluation function does not have much significance. A better way, 
therefore, is to record the number of stored queries which is a count of all 
distinct MDL metric evaluations that have taken place. This is what AME 
refers to. 
• The structural difference statistics (i.e. ASD) is served primarily as a sub-
sidiary measure. Because we use the MDL metric as the evaluation function, 
only by the score of the final solution obtained could we judge the fruitful-
ness of the search algorithms. Thus, with a comparatively smaller structural 
difference, it may not be a direct implication that an algorithm outperforms 
another. Nevertheless, it gives an estimate of our real concern: "Can the 
learning algorithm recover the original network structure?" 
Without no finetunning, we adopt the parameter values as the default setting: 
• For MDLEP, we adopt the same parameter settings that appear in the original 
publication [75]: the population size is 50, the tournament size is seven, and 
the maximum number of generation is 5,000. 
• For CCGA, the cutoff value for the CI test phase is 0.3. For each species 
population in search phase, the population size is 20 with the crossover and 
mutation rate set to 0.7 and 0.2 respectively. The belief factor is 0.2. We use 
1,000 generations as the termination criterion. 
• For HEP, all parameter settings are identical to MDLEP with the additional 
parameter, A^, set to be 0.02. 
We note that it is difficult to provide a common ground to compare, in particular, 
CCGA with the EP formulations, because they are intrinsically different. One thing 
which would seem unfair is that CCGA uses a much larger search population (in . 
total) than the EP formulations. Although this may be an inherent advantage of 
CCGA, we must not forget that CCGA only maintains a single search point (the 
collaborative structure), which could be a drawback. Given that the algorithms 
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use different search methodologies, our principal for selecting the values is based on 
what we would regard as a "normal setting." 
4.2.1 Comparing CCGA with MDLEP 
We provide a summary of the results in Table 4.2. In the table, the MDL score of the 
original network is shown under the name of the data set for reference. Besides the 
averaged measure, we also include the standard deviations of the respective measure 
which appear in parentheses. 
Data Set AFS AIS A E T A ^ A M E ASD 
A L A R M - CCGA 〒了；^ 23,527.7 4 4 ： 9 3 9 8 ： 6 5 ； 9 7 ^ 1 ^ 6 
1000 (38.5) (885.6) (1.1) (290.7) (110.1) (2.3) 
(18533.5) M D L E P 30,831.0 1,003.9 ~4；301：2 22,133.8 ！^ 
) (73.1) (795.6) (70.8) (654.3) (619.3) (4.2、 
A L A R M - CCGA 3^,836 5 45,720.0 ^ 3 8 4 1 8：2 
2000 (92.8) (1,750.3) (1.7) (265.6) (139.9) ^ ^ ( 1 . 2 ) 
(34287.9) M D L R P 33,932.6 56,896.6 1,307.8 4,046.6 25,905.8 1 ^ 9 
(215.8) (1,259.5) (125.1) (634.1) ( 911^ ) (4.9) 
A L A R M - CCGA 81,033 1 111,738.0 T T T l ~ 9 ； 1 1 ^ U 
5000 (64.4) (4,389.9) (1.5) (264.9) (139.5) _ _ ( 0 ^ ) 
(81233.4) M D L E P 81,287.6 134,487.2 1,843.2 3；940 29,570.8 l0?f 
_ ⑷ 9.9) (1,836.0) (359.0) (651.2) (1,016.3) (4.9、 
A L A R M - CCGA 158,432.4 224,246.3 204.6 10,531.5 ^ 
10000 (16.3) (7,070.0) (3.6) (286.8) (96.2) (0.7) 
(158497.0) M D L E P I f , 704.4 256,946.2 2,435.1 3 ； 5 ^ 32,160.8 sTf 
— (513.1) (3,843.7) (350.1) (720.0) (1,538.0) (5.1、 
P P P A 138,854.3 217,386.1 ~ 1 3 , 6 3 5 . 7 u g 
A L A R M - 0 e C G A (564.1) (12,898.4) (32.5) ^247.^ (186.4) (5 0) 
(138455.0) 138,913.4 252,818.4 4,209.9 4 ； ^ 3 4 ； ^ t H ~ ~ 
(460.8) (5,862.0) (2,021.3) (482.1) (1,327.5) (6.9^ 
r r n A 3 , 4 1 3 . 4 ~ ~ 3 , 6 5 0 . 7 ^ ^ ^ 
A S I A -， eCGA (00) (1041) (01、 化⑷ • 
(3416.9) M D L E P 3,398.6 3,590.2 T O W 
(0.0) (48.5) (0.4) (30.2) (9.2) m . M 
P R I N T D - CCGA 106,541.6 114,967.2 ^ 2 ； 5 5 ^ 1 O 
5000 (_0.0) (900.3) (7.5) (3.9) (43.8) (0.0) 
(106541.6) M D L E P 10^,541.6 116,089.6 704.5 ^ T O O 
(0.0) (546.4) (13.8) (95.8) (373.7) (0.0) 
、 Table 4.2: Performance comparison between CCGA and MDLEP 
Except for the ASIA-1000 data set, wee can observe that CCGA is often able 
to find better or equally good network comparing with MDLEP. For two out of the 
six cases, the difference is statistically significant at the 0.05 level using the Mann-
Whitney test^ Using the MDL score of the original network as a reference, we 
^Mann-Whitney test is a non-parametric test which suits our need as the final score is observed 
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observe that although MDLEP performs well (competitive with CCGA) for smaller 
data sets, it clearly needs longer running time to compete with our approach for 
larger data sets. For the ALARM-0 data set, we regard it as a harder problem 
instance. Even the size of data set is relatively large, both algorithms fail to ap-
proximate the score of the original network. However, CCGA still have a better 
performance. For the PRINTD-5000 data set, both algorithms could recover the 
original network structure and hence the two have identical performance. For the 
ASIA-1000 data set, we find that MDLEP outperforms CCGA in terms of the final 
score. On closer inspection, we find that the reason is because an important edge in 
the network has been cut away during the CI test phase. Consequently, CCGA is 
stuck at a local optimal solution. In another setting, when we set the cutoff value to 
one (i.e. ignore the test results), we find that the performance of CCGA will equal 
MDLEP. 
Regarding the structural difference measure (i.e. ASD), we observe that CCGA 
consistently performs better than MDLEP. There are two possibilities which ac-
count for the observation: one directly relates with the CI tests, another relates 
indirectly. On the one hand, the CI test phase possibly helps to focus the search on 
dealing with only the correct edges (that appears in the original structure) so that 
the result returned will be similar to the original one. Although MDLEP may be 
successful in finding structures with low scores, such structures may contain some 
書ong edges. Hence, it will be the merit of the entire hybrid learning framework 
which helps to recover structures that closely resemble the original one. On the other 
hand, the observation could also be explained by that better results are obtained 
because searching is efficient. In this regard, we assume that the metric directly 
relates with the structural difference measure. Hence, networks with good scores 
also will resemble the original network. Because the searching is made efficient as 
a consequence of the reduction of search space by CI tests, we can often find these 
good solutions so that ASD is small. 
Apart from the quality of the final solutions, we observe that CCGA has a . 
tremendous speedup over MDLEP. In general, the gain is more than ten-fold (varies 
from 10.6 to 26.5). We conjecture that there are two important reasons: (1) Due 
not to follow a normal distribution. 
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to the hybrid framework, the search space is reduced. Therefore, CCGA issues sig-
nificantly less MDL metric evaluations (i.e. AME) than MDLEP, which is crucial 
as to evaluate the MDL metric is a time-consuming operation 气 Despite that less 
evaluation is made, CCGA is still effective in finding good solutions. (2) Besides, 
because CCGA requires much less cycle repairing operations (only for the collabo-
rative structure and the merged result) than MDLEP, it could also have saved much 
time. 
Because that CCGA executes faster while the result can still rival MDLEP, we 
conclude that CCGA is more efficient than MDLEP. 
4.2.2 Comparing HEP with MDLEP 
We perform a similar analysis to compare HEP with MDLEP. We summarize our 
results in Table 4.3. 
l a t a 似 AFS AIS AET ANG AME | " a ^ ~ ~ I 
ALARM- ^ ~ 17880.56 24323.5 204.75 8 1 7 ： 6 ~ ~ n T s 
1000 i!31.9) (1,186.6) (3.9) (1.163.0) (1,061.8) (2.3) 
(18533.5) MDLEP i p 9 0 5 30,831.0 1,003.9 4,301.2 2 2 ； ! ^ W 
(73.1) (795.6) (70.8) (654.3) (619.3) (4.2) 
ALARM- H ^ ~ 3 3 7 7 7 . 8 ~ 44199.45 225.63 ~ 1 4 1 0 . 7 8 ~ 5 3 3 2 . 0 5 
2000 (1,324.9) (10.0) (1.540.2、 r2.fini 7) (1 4) 
(34287.9) MDLEP 33,932 6 56,896.6 1,307.8 4；04^ 25,905.8 TTg 
(215.8) (1,259.5) (125.1) (634.1) (911.3) (4.9) 
ALARM- ~ ~ 8 1 0 0 4 1 0 2 3 1 0 . 0 2 ~ 4 4 8 ： ^ ~ ~ 4 8 2 6 . 5 7 
5000 (g.O) (2,352.0) (11.9) (796.0) (2,229.5) (0 5) 
(81233.4) MDLEP 134,487.2 1,843.2 3,946.3 29；570 fe^~~ 
(419.9) (1,836.0) (359.0) (651.2) (1,016.3) (4.9、 
ALARM- ^ ~ 158498.5 199210.75 384.77 9 7 0 ： 4 2 ~ ~ 6 1 8 3 1 4-53 
10000 (298.5) (5,082.8) (27.5) (R79A\ (3,061.1) (2 8) 
(158497.0) MDLEP 1丨8’704 4 256,946.2 2,435.1 32,160.8 W 
(513.1) (3’843.7) (350.1) (720.0、 (1,538.0) ( ^ ) 
^ ~ 138,693.4 182,363.7 344.2 1 179 3 r： oqo a q . 
= 二 _ _ « _ _ ( 5 ’ 8 5 6 . 5 ) (23.7) ( iS:?) (3：0 ： ) ( ： ) 1 
(138455.0) MDLEP f2’818.4 4 ； ^ ~ ~ 
(460.8) (5,862.0) (2,021.3) (482.1) (1,327.5) (6 9) 
ASIA-IOOO H E P : 3，冗 4 39.34 ” ， 8 ， 2.25 
( 3 侧 ） - ； ； ^ - ^ ^ ~ ~ m • ^ ^ 
(0.0) (48.5) (0.4) (30.2) (9.2) m.M 
PRINTD- H ^ 106,541.6 111382.88 172.85 1 8 1 ^ 5 
5000 (0-0) (J07.3) (3.6) (10.4) (453.6) (0.0) 
(106541.6) M D L E P 10斤41.6 116,089.6 704.5 ~ ~ ^ I t ； ^ V o ~ 
_ _ (546.4) (13.8) (95.8) (373.7) (0:0) • 
Table 4.3: Performance comparison between HEP and MDLEP 
4 ln our current i m p l e m e n t a t i o n , every record needs to be e x a m i n e d once for each query. 
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It is observed that HEP can in general find better or equally good solutions than 
MDLEP for all the data sets. Apart from the ASIA-1000 and the PRINTD-5000 
data set, the difference is statistically significant at the 0.05 level for the rest of data 
sets. Note that the problem that persists in CCGA for the ASIA-1000 data set does 
not appear for HER This is as expected because HEP adopts a varying cutoff value 
instead of a fixed one. If we compare the ANG statistics, it is found that HEP uses 
much less generations to obtain the final solution (statistically significant at the 0.05 
level using a one-tailed t-test). Given that HEP and MDLEP essentially use the 
same formulation in searching, the experimental results readily suggest that HEP is 
more efficient as it uses fewer generations to obtain similar, or better, solutions. 
Similar to CCGA, it is observed that HEP performs better than MDLEP in 
terms of ASD. 
Under the same termination criterion, HEP uses less time to finish than MDLEP 
(i.e. from the AET statistics). Despite that the time spent on the CI phase is also 
comited in HEP, we can easily deduce that a generation in HEP takes less time 
than in MDLEP. But if similar operations (i.e. s ta t ions ) are performed for the 
same amount of individuals, what constitutes a speedup? An explanation for this is 
due to the prevention of cycle formation in HEP. From empirical experience, cycle 
repairing in HEP often takes a significant portion of the total running tim'e. By 
avoiding to create illegal network (i.e. that contains cycle), HEP does not need to 
spend time on cycle repairing for every offspring as MDLEP does. Although there is 
overhead involved (see Section 3.4.3), it seems that the result is in favor of the saying, 
“prevention is better than cure." Another possible reason for HEP being faster is 
because HEP issues fewer MDL metric evaluations. When comparing the count of 
the metric evaluations (AME), we observe that HEP makes orders of magnitude less 
evaluations than MDLEP. The could be accounted by the reduction of the search 
space due to the hybrid framework. 
If we compare the AIS statistics, it is clear that HEP could often have a better 
starting point than MDLEP. Apparently, this is also the benefit that the hybrid 
framework brings as we take CI test result into consideration rather than to initialize 
the population randomly. 
In Figure 4.4, we compare the typical runs of both algorithms for the two data 
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Figure 4.4: Typical runs of both algorithms. 
set, ALARM-0 and PRINTD-5000. For each algorithm, we measure the MDL score 
of the best-so-far solution average over forty runs as generations proceed. Although 
we are testing on two different data sets, we obtain similar observation that HEP 
converges much faster than MDLEP to the final solution. Besides, for the same 
number of generations, HEP is observed to perform better than MDLEP in terms 
of the average score of the final solution obtained. 
To validate our claim that HEP improves over MDLEP by having more better 
offspring produced, we obtain the result as shown in Figure 4.5. The testing data 
set used is the ALARM-0 data set ^ For both algorithms, we record the number of 
better offspring (i.e. better than its parent) produced at each generation averaged 
over forty runs. From the figure, we can clearly observe that HEP is able to produce 
more better offspring than MDLEP. In addition, after a number of generations, 
we observe that MDLEP could rarely produce better offspring. On the other hand, 
because of the merge operator, HEP still manages to produce a fair amount of better 
offspring. We give a detailed analysis on the effectiveness of the merge operator in 
Section 4.4.4. 
^Although we do not the result, a similar observation is obtained for the PR INTD data set. 
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Figure 4.5: Comparing the number of better offspring produced. 
4.2.3 Comparing CCGA with HEP 
After demonstrating that CCGA and HEP are both more efficient than MDLEP, 
it is of our interest to compare CCGA with HEP. In general, we claim that nei-
ther algorithms are superior to one another. Recalling that both algorithms use 
different search methodology, it is not surprising that each of them would excel for 
particular situations. Here, we make the comparison between the two algorithms by 
reproducing the previous findings. We summarize the result in Table 4.4. 
From the table, we can observe that both algorithms perform similarly in terms 
of the average score of the final solution (AFS). Even when difference exists, the 
magnitude is often small. For some case (i.e. ALARM-2000, ALARM-5000, ASIA-
1000), HEP performs better (statistically significant at the 0.05 level). On the 
other hand, for the ALARM-10000 data set, CCGA performs better (statistically 
significant at the 0.05 level). For the rest, the difference between the two algorithms 
、 are not statistically significant. 
Recalling that CCGA uses a fixed a while HEP does not, a difference in perfor-
mance could possibly be explained by the trade-off involved. Hence, if the choice 
of a in CCGA (0.3 in all the cases) is ideal for a particular data set such that only 
crucial edges are left, CCGA will be more efficient than HEP. On the other hand, if 
the choice of a is improper, CCGA may get stuck at a local optima, which is what 
we observe in the case of ASIA-1000. 
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Data Set | AFS AIS AET ANQ AME ASD | 
ppp .17,877.3~23,527.744：9 39^ 5,978.2 12^6 
ALARM- (38.5) (885.6) (1.1) (290.7) (110.1) (2.3) 
1000 HFP 17880.56 24323.5 204.75 817.6 3282：5 TTIB 
(18533 5) (31.9) (1,186.6) (3.9) (1,163.0) (1,061.8) (2.3) 
、 . ’ 17,990.5 30,831.0 1,003.9 ~ 4 , 3 0 1 . 2 22,133.8 191 
L b r (73.1) (795.6) (70.8) (654.3) (619.3) (4.2) 
ppp .33,836.5““45,720.0 gH 3841 8,710.8 ^ 
ALARM- (92.8) (1,750.3) (1.7) (265.6) (139.9) (1.2) 
2000 HFP 44199.45 225.63 1410.78 5332.05 9：05 
(34287 9、 (62.9) (1,324.9) (10.0) (1,540.2) (2,601.7) (1.4) 
、 . ‘ MDTF^P 33,932.6 56,896.6 1,307.8 4,046.6 25,905.8 
(215.8) (1,259.5) (125.1) (634.1) (91L3) (4.9) 
p 81,033.1 111,738.0 n i l 4 2 ^ o J T s l K l 
ALARM- (64.4) (4,389.9) (1.5) (264.9) (139.5) (0.5) 
5000 HFP 81004 102310.02 290.3 ^ 4 4 ^ 4826.57 ^ 
(81233 4) (0.0) (2,352.0) (11.9) (796.0) (2,229.5) (0.5) 
• ) 81,287.6 134,487.2 3,946.3 29,570.8 To?7 
(419.9) (1,836.0) (359.0) (651.2) (1,016.3) (4.9) 
r r r A 158,432.4 224,246.3 2 0 4 ： 6 1 0 , 5 3 1 . 5 ^ 
ALARM- (16.3) (7,070.0) (3.6) (286.8) (96.2) (0.7) 
10000 HFP 158,498.5 199,210.75 384.77 970：42 6,183.5 4：^ 
(158497 0) (298.5) (5,082.8) (27.5) (879.4) (3,061.1) (2.8) 
MDTPP 158,704.4 256,946.2 2,435.1 3,596.7 32,160.8 sTf 
(513.1) (3,843.7) (350.1) (720.0) (1,538 0) (5.1) 
CCGA 138.854,3 217,386.1 2^：8~ 13,635.7ITQ 
(564.1) (12,898.4) (32.5) (247.1) (186.4) (5.0) 
A L A R M - 0 138,693.4 182,363.7 ~ 3 4 4： 2 T J T ^ 5,292.8 ^ 
(138455.0) M L r (538.1) (5,856.5) (23.7) (1,250.1) (3,032.8) (5.7) 
MHTPP 138,913.4 252,818.4 4,209.9 4 ； 5 ^ 34,309.5 17：5 
(460.8) (5,862.0) (2,021.3) (482.1) (1,327.5) (6.9) 
PPPA 3 , 4 1 3 . 4 ~ 3； 6 ^ 2 . 9 ^ Tf 
(0.0) (104.1) (0.1) (5.3) (0.5) _ ( 0 ^ ) 
ASIA-1000 3398.99 3455.74 ~ 3 ^ 4 166：85 ^ 
(3416.9) (0.7) (7.3) (1.0) (7.1) (18.6) (1.0) 
Mm PP 3，398.6 ~3；590：2 TO ^ 
_ (0.0) (48.5) (0.4) (30.2) (9.2) ( 0 ^ 
rrrA 106,541.6 ii4,967.2 ^ t ^ E K T I O 
P R I N T D - (0.0) (900.3) (7.5) (3.9) (43.8) (0.0) 
5000 HEP 106,541.6 111382.88 172.85 1813.33 0 
(106541.6) 12:0) (407.3) (3.6) (10.4) (453.6) (0.0) 
‘ M m P P 106,541.6 116,089.6 704.5 WiTl 17,688.4 O 
(0.0) (546.4) (13.8) (95.8) (373.7) (0.0) 
Table 4.4: Performance comparison between CCGA and HEP. 
The AME statistics, which estimates how many different solutions are examined 
during a run, shows that CCGA explores a larger search space than HEP. This is 
as expected because CCGA uses a much larger search population in total. But still, 
both CCGA and HEP issue far less MDL metric evaluations than MDLEP. 
Although CCGA explores a larger search space, we observe that it often uses less 
time than HEP (AET). A possible reason is due to the efficiency of manipulating 
bit-strings and the single-point search strategy. In CCGA, besides the collaborative 
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structure and the best-so-far structure which exist as a complete network, most 
of the manipulations operate on bit-strings. Because the operations are simple, 
CCGA thus could be faster than HEP provided that such gain is not outweighed by 
the overhead of exploring a larger search space. We provide more insight into the 
problem in Section 4.3.1. 
4.3 Performance Analysis of CCGA 
In this section, we study the performance of CCGA under different settings. This 
include varying a value, varying population size, varying crossover and mutation 
probabilities, and varying belief factor. For all the experiments, we use the ALARM-
0 data set for testing as we regard it as a difficult problem instance and a difference 
in performance could readily be observed. To focus on the difference due to settings, 
we use the same set of random seed for the forty trials which guarantee the initial 
populations are the same, if possible. To compare the performance, we use the 
same measures mentioned above. Furthermore, we assume the following default 
setting: the cutoff value for the CI test phase is 0.3; the termination criterion is 
1,000 generations; the population size for each species is 20; the belief factor is 0.2; 
the crossover and mutation rate set to 0.7 and 0.2 respectively. 
4.3.1 Effect of Different a 
Although we argue in Section 3.4.1 that the choice of a can have a critical impact 
there is some common consensus in interpreting the p-value, and hence the choice of 
a. For instance, according to [5], different p-values will have the following meanings 
(with the null hypothesis referring to two nodes being conditionally independent): 
p-value In terpre ta t ion 
~ 0.01 The nul l hypothesis is almost cer ta in ly false. 
~ 0.025 Serious doubt about the t r u t h of the nul l hypothesis 
» 0.05 Some doubt about the t r u t h of nul l hypothesis 
》 0 . 1 No evidence to doubt the t r u t h of the nul l hypothesis 
Table 4.5: Interpretation of the p-value 
CHAPTER 4. EVALUATION OF PROPOSED LEARNING ALGORITHMS 71 
Since a determines whether an hypothesis is to be rejected, its choice will lead to 
the following interpretations: 
a value In terpreta t ion 
~ 0.01 Reject the nul l hypothesis when i t is almost certa in ly false. 
~ 0.025 Reject the nul l hypothesis even if there is only serious doubt about its t r u t h 
~ 0.05 Reject the nul l hypothesis even i f there is only some doubt about its t r u t h 
》 0 . 1 Reject the nul l hypothesis even when there seems no evidence to doubt its t r u t h 
Table 4.6: Interpretation of a 
Although this table provides a guideline for choosing a, we note that the advice 
may not be useful. Our primary concern is to make as few error as possible such that 
we do not admit a conditional independence relation wrongly. This would suggest 
that we use a larger value of a. Meanwhile, our secondary concern is to know the 
limit (i.e. smallest possible) that we would benefit most from the CI test phase (i.e. 
prune away every irrelevant edges). While the table only presents a general and 
vague meaning of a choice, it does not provide any hint to what we want. On the 
other hand, because different data sets have different probability distributions, the 
credibility of the testing result is likely to be problem dependent. Thus, we argue 
that only through empirical testing could we know which a is optimal. 
In this experiment, our objective is to demonstrate the effect of using different 
values of a. In particular, we test the values of 0.02, 0.05, 0.3, 0.5 and 1.0. Since 
a larger a value implies that the null hypothesis is more easier to be rejected, it is 
expected that the reduction in search space will be less for increasing a value. In 
other words, the benefit from the CI test phase is diminishing. For the extreme case 
that a equals 1.0, it is equivalent to omitting the CI test phase from the hybrid 
framework. We summarize our findings in Table 4.7. 
These results coincide with our expectation that smaller value of a will be more 
effective. By using a smaller value, the running time is significantly shorter. As an 
example, the time used for a = 0.02 is only one-third of the time used for a = 0.5. 
By using a smaller value, we focus on a smaller value of interest in the entire search 
space. Thus the search could be more efficient. The AME statistics, which measures 
how many different solutions are examined, is supportive of our argument. 
Although we expect that a smaller value of a will be prone to erroneous CI test 
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— AFS AIS A E T A N G A M E ASD — 
138.712.4 203,667.3 173：0 4 4 ^ 4；09^ iTo 
" ^-u . u z (356.7) (11,446.4) (23.0) (216.1) (62.5、 (4.3) 
138.866.5 201,723.3 5； 1 8 ^ 1 2 1 
- . u o (528.2) (11,651.8) (23.9) (272.9) (85.31 (5.1) 
^ 138,854.3 217,386.1 ~ 1 3 , 6 3 5 . 7 ILQ 
“ (564.1) (12,898.4) (32.5) (247.1) (186.4) (5.0) 
= 0 5 138,858.4 223,194.1 497.7 523.8 ~ 3 7 , 1 6 0 . 7 U J 
— • (642.8) (13,842.5) (37.5) (293.2) (878.5) (4.3) 
10 141,456.6 215,187.5 6 ； 6 ^ 90^7 814,931.6 
— • (893.4) (11,235.0) (68.7) (108.8) (3,397.9) (4.8) 
Table 4.7: Performance of CCGA with different a. 
result (which is what we observed in the ASIA-1000 data set), we do not observe 
the problem to be consequential in the experiment. This suggests that the issue is 
likely to be dependent on the data set. Despite that the time used increases with 
increasing a, we notice that the final solution we obtain is similar for the choice of 
a ranging between 0.05 to 0.5 (Kruskal-Wallis test® returns p-value = 0.43). Hence, 
CCGA seems to be robust when our choice of a is moderate. 
For the extreme case that a = 1.0, the performance of CCGA is poor. Without 
the help from CI test, CCGA fails to find good solutions with the same termination 
criterion. Beside, CCGA is also extremely slow, which is a result of extensive ex-
ploration of the search space. Thus, it is evident that the hybrid framework plays 
an important role in CCGA. 
4.3.2 Effect of Different Population Sizes 
Often, population size plays an important role in evolutionary computation. In 
general, by using a larger population size, it is more likely that a good solution 
could be encountered early. However, the price is that more computations will be 
needed for each generation. Thus, if we can strike the balance, the performance of 
our algorithm can be optimized. 
In this experiment, we compare the performance of CCGA for different popula-
tion sizes. With other parameters fixed, we increase the population size, m, in step 
of ten, from 20 up to 50. We put on findings in Table 4.8. 
The overhead of using a larger population is manifest in the findings: the average 
6Kruskal-Wallis test is an extension of Mann-Whitney test for multiple groups analysis. 
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AFS AIS A E T ANG A M E ASD 
7n = 20 138,854.3 217,386.1 13,635.7 fTg 
~ (564.1) (12,898.4) (32.51 (247.1) (186.4) (5.0) 
138,631.1 214,091.9 294.3 466.5 16；034：3 10：3 
— — (162.3) (10,703.8) (31.6) (260.1) (325.6) (4.3) 
m = 40 138,710.8 213,138.4 ~310：7 396：3 17,887.4 U S 
— (452.6) (12,088.9) (28.4、 (218.8) (310.2) (4.0) 
饥 = 5 0 138,676.0 212,518.9 ~ ^ 4 0 6 . 5 ~ 1 9 , 6 8 2 . 3 
— (427.4) (10,641.6) (28.3) (268.5) (373.9) (4.2) 
Table 4.8: Performance of CCGA under different population sizes. 
execution time (AET) increases with increasing population size. As a consequence 
of having more search points, the average number of MDL metric evaluations (AME) 
also increases. Since the initial structure is generated by assembling representatives 
from species population, having a larger population results in a higher chance of 
getting a better representative. Hence, the initial structure is observed to have a 
better score for larger population (AIS). 
Although we expect that by increasing the population size, we could also accel-
erate the searching (in terms of number of generations), the result does not show 
much evidence supporting this claim. If we compare ANG for different population 
sizes, the largest difference is of a small magnitude (i.e. about 70 generations). The 
Kruskal-Wallis test also suggests that the differences is not statistically significant 
value equals 0.451). In other words, larger population size does not help to obtain 
the final solution earlier. Besides, the final results (AFS) are also similar. Again, 
the Kruskal-Wallis test suggests that the difference is not statistically significant 
(^•valiie equals 0.490). Thus, while the advantage of using a larger population is 
not apparent, we recommend the choice of a smaller population size. 
4.3.3 Effect of Varying Crossover and Mutation Probabili-
ties 
Apart from the population size, we also investigate the effect of various crossover 
and mutation probabilities combinations. In particular, we test the performance of 
CCGA with the crossover probability, denoted by p。taking the values of 0.5, 0.7 
and 0.9 while the mutation probability, p爪，is varied among 0.05’ 0.2 and 0.5. Hence, 
we have tried a total of nine combinations. We present our findings in Table 4.9. 
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Since we are using the same set of random seeds, the average initial scores (AIS) 
axe the same and are therefore omitted from the table. 
AFS AET ANG AME A ^ 
0 5 138,716.8 ~ ~ 4 1 ^ 8；288：0 10：6 
(453.1) (23.6) (250.0) (163.61 (4.3) 
0 7 138,925.9 218.4 471.0 8,106.2 IT：? 
‘ (737.7) (27.5) (238.8) (152.7) (4.5) 
0 9 138,815.9 210.4 7^8571 l U 
• (567.8) (24.5) (253.3) (140.9) (4.5) 
(a) pm = 0.05 
AFS AET ANG AME 丽 
p - 0 5 138,952.9 547：0 14,194.0 ！ ^ 
. (662.1) (19.0) (277.3) (174.4) (4.4) 
= 07 138,854.3 ~26^ 13,635.7 iTg 
. (564.1) (32.5) (247.1) (186.4) (5.0) 
Pe = 0 9 139,059.7 253.3 13；1441 ~ 
• (796.3) (20.0) (247.2) (213.5) (3.2) 
(b) Pm = 0.2 
AFS AET ANG AME~ ASD 
Pe = 0.5 I f ’136.3 ^ 14：5 
(647.7) (31.7) (231.3、 MHR.fl^ (4.0) 
p, = 07 138,978.3 335.1 21,292.4 
(^Q-l) (28.4) (264.4) (396.1、 (4.5) 
0 9 138,953.1 333.8 557.2 ~20 ,729 .6 i s l 
. (527.8) (30.3) (244.3) (371.8) (4.1) 
(c) Pm = 0.5 
Table 4.9: Performance of CCGA with different and pm. 
From the table, we can observe that the count of MDL metric evaluation (AME) 
increases with increasing mutation probability. On the other hand, the difference 
caused by changes in crossover probability is order of magnitude less than that 
caused by changes in mutation probability. As AME reflects the number of distinct 
solutions examined, this coincides with our general expectation that more muta-
tions will lead to the creation of more new solutions. As a consequence of more 
evaluations, the execution time also increases. This is supported by the result we 
obtained. We illustrate these observations in Figure 4.6. 
Although the choice of the crossover probability seems to exhibit little impact 
on the performance, it is observed that higher crossover probability consistently 
decreases the number of MDL metric evaluation and hence the running time. To 
account for this, we notice that a higher crossover probability also implies a larger 
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MDL metric evaluations 
Figure 4.6: Effects on time used and number of evaluations. 
portion of the population (inside a species population) undergo gene exchange. In 
such case, a super-fit individual will likely to dominate the population quickly. Thus, 
more individuals are alike and the population converges in a few generations. As an 
example, suppose that a super-fit individual, which encodes a parent set that is sub-
optimal, appears in the population. The sub-optimal parent set will spread around 
in the population quickly as a result of more crossover. Thus, most individuals will 
be similar and essentially encode the similar subset of parents. As a result, there 
will be less distinct individuals produced in the long run in compared with the case 
for lower crossover probability where diversity is more likely to be preserved for a, 
longer time. 
If we look at the result (AFS and ANG) obtained in different runs, we notice 
that there are no significant differences among them. Furthermore, there is no 
observable trend that we could follow. For the seemingly superior combination of 
Pc = 0.5 and pm = 0.05, the superiority seems to be vulnerable: for the three runs 
using pm = 0.05, the Kruskal-Wallis test suggests that the differences in the final 
score obtained are not statistically signficiant (p-value equals 0.394). In conclusion, 
the experimental result favors the choice of using a low mutation probability while 
the crossover probability should not be too high. 
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4.3.4 Effect of Varying Belief Factor 
In essence, the belief factor is the minimum threshold that we believe an edge, 
which appears in the collaborative structure is correct (See Section 3.3.2). In 
this experiment, we test CCGA using different values of belief factor, which include 
0.0, 0.1, 0.2, 0.5, 0.7 and 1.0. We present the result in Table 4.10. 
AFS AET ANG Al^Ig A ^ ~ ~ 
factor = 0.0 559.5 ~ 1 2 ； ^ I L G 
(106.8) (250.0) (255.2) (4 0) 
factor = 0.1 1?二.1 严 8 丽 I s ： ^ i T g 
(467.7) (52.0) (291.41 _ ( 2 1 2 . 9 ) (3 9) 
factor = 0 . 2 严 9.8 ~ 1 3 ； ^ I T ? ~ 
(564.1) (32.5) (247.1、 （is 叫 (S.Q) 
factor = 0 . 5 丄工，f、.。 231.0 5 9 ^ 1 2 ； ^ J J J ~ 
( Z ^ (8.5) (265.2) (255.2) (3 7) 
factor = 0 . 7 二已^广 233.3 ^ l O ： ! ^ i d 
( 8 2 6 j ) (11.9) (281.1) (293.8) (3.8) 
factor =1.0 严.7 ！^ F j ^ ^ T ^ 
(5,972.5) (14.9) (9.8) (705.2) 
Table 4.10: Performance comparison of different belief factor. 
In the extreme case that the belief factor equals 1.0’ we believe in the correctness 
of every existing and updated edges. Thus, the topological ordering given by 民 
and hence the constraints, are unchanged. CCGA will therefore evolve an optimal 
structure for an initial ordering which is likely to be a sub-optimal solution. This 
explains the poor performance of CCGA when the belief factor equals 1.0. 
As the belief factor increases, the average MDL metric evaluation (AME) drops. 
This is reasonable as a smaller belief factor means we have more doubts about the 
placement of an edge. If more edges seem to be wrong, we have fewer constraints. 
Therefore, the search space is large when compared to the one using a larger belief 
factor. Consequently, this also explains the drop in the execution time when the 
belief factor increases. 
Meanwhile, a larger belief factor seems to deliver poorer final solution (evident 
when the belief factor varies from 0.2 to 0.5). Hence, despite that a larger belief 
factor would quicken up CCGA, it has the adverse effect of leading us to a sub-
optimal solution. This states the trade off involved in choosing a large belief factor. 
Nevertheless, observing that there is no statistically significant degradation of the 
final solution obtained when the belief factor increase from 0.0 to 0.2 (p-value equals 
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0.246), the adopted value of 0.2 seems to be a fairly good choice. 
4.4 Performance Analysis of HEP 
In the same vein, we study the factors that affect the performance of HEP. Partic-
ularly, there are four issues that we wish to investigate: (1) the contribution due to 
the hybrid framework and the merge operator, (2) the effect of the population size, 
(3) the effect of Aa , and (4) the efficiency of the merge operator. Similar to the 
previous study on CCGA, we conduct all our experiments on the ALARM-0 data 
set and use the same set of random seed for the forty trials. We assume the following 
default setting: the termination criterion is 5,000 generations; the population size 
is 50; the tournament size is 7; A^ is 0.02. . 
4.4.1 The Hybrid Framework and the Merge Operator 
Recall that we have proposed three strategies to improve over MDLEP, it is impor-
tant to investigate the actual merits of each of them. As the experimental result sug-
gests, the cycle prevention scheme seems to be indispensable because it contributes 
largely to the observed speedup. However, we note that the cycle prevention scheme 
is only an enhancement in implementation, which implies that it does not actually 
improve the efficiency as a better search methodology. Hence, our focus is on the 
comparison between the hybrid framework and the merge operator. 
Before we present the comparison made, we first describe the experiment which 
demonstrates the effectiveness of the cycle prevention scheme. In table 4.11, we name 
the approach that has only cycle prevention (without the hybrid framework and the 
merge operator) as "CP+EP.,，When we compare the time used (AET) between 
、 M D L E P and CP+EP, it is evident that the cycle prevention scheme helps to provide 
a speedup. However, when we compare the quality of the final solutions (AFS), the 
difference is not statistically significant (p-value equals 0.184) which suggests that 
only similar quality solutions are obtained. Furthermore, as the ANG statistics 
suggest, CP+EP would require even longer generations to obtain the final solution. 
Thus, we conclude that the cycle prevention scheme merely helps to improve the 
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speed, yet provides no obvious improvement on the search methodology. On the 
other hand, if we compare CP+EP with HEP, we find that there are statistically 
significant differences between the quality of the final solutions (p-value equals 1.38 x 
10一 14)，the ANG (p-value equals 5.27 x lO—i” and even the time used (p-value equals 
0.002). Hence, we conclude that it is the hybrid framework and the merge operator 
that provides the actual improvement on the efficiency. 
AFS AIS A E T A N G A M E ASD 
138,913.4 252,818.4 4,209.9 4,523.8 34,309.5 17：5 
MDLh^F (460.8) (5,862.0) (2,021.3) (482.1) (1,327.5) (6.9) 
p p p p 139,109.6 253,895.1 517.7 4,853.8 57,000.5 ^ 
十 b r (591.8) (7,065.6) (21.1) (132.0) (2,904.1) (7.6) 
138,693.4 182,363.7 344.2 1,179.3 5,292.8 ^ 
(538.1) (5,856.5) (23.7) (1,250.1) (3,032.8) (5.7) 
Table 4.11: Effectiveness of the cycle prevention scheme. 
Frankly, if either the hybrid framework or the merge operator is good enough, 
there is no need to bring them together. Hence, the objective of our experiment is to 
show the justification of the HEP framework. To conduct the experiment, we com-
pare HEP with two other implementations that we call "EP+CI" and "EP+merge." 
In EP+CI, we keep the hybrid framework but we do not use the merge operator; 
while in EP+merge, we do not perform any CI tests but keep the use of the merge 
operator. We present our result in Table 4.12. Note that for both implementations, 
the cycle prevention scheme is in use. 
AFS AIS A E T A N G A M E ASD — 
EP+merse 138,602.3 256,653.1 1；7]^3 18,810.3 TT^ 
^ (309.7) (4,874.4) (5.7) (1,407.7) (752.9) (5.3) 
E P CT 138,609.4 182,363.7 279.6 1,983.0 4,255.2 9j0 
(606.5) (5,856.5) (12.2) (1,295.9) (1,167.5) (5.2) 
138,693.4 182,363.7 344：2 M ? ^ 5,292.8 ^ 
(538.1) (5,856.5) (23.7) (1,250.1) (3,032.8) (5.7) 
Table 4.12: Performance comparison of different implementations. 
In comparing the average execution time of the three implementations, we ob-
serve there are clear distinctions among them. Since HEP combines both strategies, 
it naturally takes the longest running time. On the other hand, the hybrid frame-
work alone implementation, EP+CI, takes the shortest time while EP+merge comes 
in between. 
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To compare the final solutions obtained, we present a more detailed analysis 
in Table 4.13. In the table, we show the best score obtain among the forty trials, 
with the number in the parenthesis counting the number of occurrence. Besides, the 
lower quartile is included for which better or equally good scores are obtained for 
75% of the forty trials (40 x 75% = 30). The worst score is the worst one out of the 
forty trials while the average is the AFS measure shown previously in Table 4.12. 
Best Score Lower quart i le Worst score Average 
-EP+merge 138,275 (9) 138,687 “ 1 3 9 , 4 0 9 ~ 138,602.3 
_ EP+CI -138,275 (17厂 138,668 141,865 ~138,609.4 
HEP 138,275 (17) 138:692 140,265 138,693.4 
Table 4.13: A comparison of the final scores obtained for different implementations. 
From the table, different implementations seems to deliver similk performance in 
terms of the distribution roughly described. However, it is observed that EP+merge 
has a smaller chance of hitting the recorded-best solution although it has the lowest 
average score. On the other hand, although the other two implementations can 
obtain the recorded-best solution most of the time, they also have a higher chance 
to obtain worse solution (comparing the lower quartile and the worst score). From 
such observation, we conjecture that the presence of the hybrid framework could 
possibly result in the negligence of many near-optimal solutions as they contain the 
wrong edges. This would be an drawback to the confinement to a reduced search 
space although it accelerates the searching for an optimal solution. 
Although the result is not suggestive of a particular recommendation, it must 
be said that both EP+merge and EP+CI have their drawbacks in general. For 
EP+merge, despite that it may be inferior in obtaining outstanding solutions, we 
notice that the it requires much more MDL metric evaluations than both HEP 
、 and EP+CI. The reason is obvious as the absence of the hybrid framework ren-
ders EP+merge to search in the entire search space. Consequently, EP+merge will 
sample much more different solutions and hence a much larger number of metric 
evaluations. Although the consequence is not obvious in the current data set, it 
makes a difference when the size of the data set grows. Because it takes 0(rv) time, 
where n^ is the number of records in the data set, to evaluate the MDL score of a 
node，it follows that time needed for one evaluation increases with increasing data 
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set size. When the size of the data set is huge, we expect that the contribution due 
to the hybrid framework will manifest while EP+merge will run much slower. 
For the EP+CI implementation, we notice that the best-so-far solution will often 
appear later than HEP in terms of the number of generations (ANG). Apart from 
the difference in mean, the Kruskal-Wallis statistics also suggest there is a significant 
difference between EP+CI and HEP (p-value equals 0.00025). Hence, in general, 
within a fixed number of generations, HEP can obtain a better final solution than 
EP+CI. From our experiment, it is evident that both algorithms are able to obtain 
similar final solutions in the time span of 5,000 generations. However, in another set 
of experiments, where we set the termination criterion to be 1,000 generations, HEP 
easily outperforms EP+CI. Another drawback of EP+CI relates to the reliance on 
the hybrid framework. If ever the CI tests were not useful, the performance of 
EP+CI would be greatly affected. Although HEP could also suffer from the same 
problem, the use of the merge operator will provide a bottom line performance boost 
as manifested in EP+merge. 
With the drawbacks of EP+CI and EP+merge mentioned, a combination of both 
strategies seems justified. 
4.4.2 Effect of Different Population Sizes 
In this experiment, we test HEP with three different population sizes (m): 40， 
50，and 60. For each setting, we adjust the tournament size accordingly so that 
the selection pressure is similar. In particular, the tournament size is six for the 
population size of 40, seven for the population size of 50 and eight for the population 
size of 60. We summarize our results in Table 4.14. 
AFS AIS A E T A N G ~ K M E ASD 
饥 = 4 0 138,575.8 183,939.3 303.8 T J ^ 5；04^ ^ 
(481.9) (6,154.5) (20.7) (1.048.91 (2,667.9) (4.1) 
饥 = 5 0 I f , 693 .4 182,363.7 ""^44：2 M ^ 5 ； ^ ^ 
(538.1) (5,856.5) (23.7) (1.250.1) (3,032.8) (5.7) 
m = 60 138,611.2 181,561.7 387.7 U ^ 5；640：3 8：9 
(499.9) (5,638.1) (27.7) (1,397.8) (3,371.1) (5.6) 
Table 4.14: Performance of HEP with different population sizes. 
A large population means that we use more search points. Hence, as reflected 
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by the average MDL metric evaluation statistics (AME), there are more different 
solutions examined than in a smaller population. Consequently, the time consumed 
(AET) also increases proportionally with increasing population size. Although we 
expect that a larger population would help to obtain the solution earlier, there is 
no obvious trace in our findings. If we compare the average number of generations 
needed to obtain the best-so-far solution, we have similar figures (both mean and 
standard deviations) for different population sizes. Moreover, the statistic obtained 
in the Kruskal-Wallis test (jt?-value equals 0.555) also suggests that the difference is 
not significant. Although a better average score is obtained for m equals 40’ we note 
that this observation misleading. To have a close examination on their performance, 
we present a more detailed comparison in Table 4.15. 
Best Score Lower quart i le Worst score ~ A v e r a g e 
m 二 138,275 (24) 138,668 一 1 4 0 , 2 6 7 138,575.8 
m = 50 138,275 (17) 138,692 一 1 4 0 , 2 6 5 138,693.4 
m = 60 丨 138,275 (19) 138,668 140,328 183,611.2 
Table 4.15: A comparison of the final scores obtained for different population sizes. 
From the table, we observe that the performance of HEP is almost alike for 
different population sizes. Essentially, most of the runs (out of forty) could return the 
recorded best score while similar results is obtained in the worst run. In conclusion, 
since the experimental results do not favor using a larger population, we recommend 
that a moderate choice of the population size (i.e. m = 50) would be sufficient for 
HER 
4.4.3 Effect of Different A^ 
In our implementation, the parameter corresponds to the difference of the value 
of a between a parent and its offspring, if there are any. In this experiment, we 
investigate the effect of varying the value of We perform testing using the 
values of 0.0, 0.005，0.01’ 0.02, 0.05, and 0.1. In analyzing the result, we obtain 
some interesting observations that we did not anticipate. Before we go into details, 
we present our results in Table 4.16. 
From the table, we notice that different runs give largely similar final results 
(AFS). Furthermore, there are no apparent differences in the time used (AET). 
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AFS A E T ANG A M E ~ f ~ A ^ 
Ac. = 0 0 138,765.3 341.1 ^ 
• (663.2) (10.9) (834.2) (517.2) (5.4) 
A a = 0 005 138,688.5 335.8 ~ 1； 0 0 0 1 p O ^ ^ 
. (490.8) (13.5) (991.3) (679.5) (5.2) 
A ^ = 0 01 138,830.0 343.9 ~ i j ^ 4；34^ 
. (569.8) (15.3) (1,226.5) (1,449.4) (5.3) 
A. = 0.02 I f ,693.4 M793 5； ^ W 
(538.1) (23.7) (1,250.1) (3,032.8) (5.7) 
A^ = 0 05 138,642.6 344.1 ~ M l ^ 8：7 
(454.4) (33.7) (1,019.6) (3.702.8^ (4.8) 
A . =0 . 1 I f ,672 5 331.5 818.7 3,782.6 ^ 
(504.8) (14.0) (943.2) (1,579.6) (5.1) 
Table 4.16: Performance of HEP with different 
Nevertheless, both the ANG and the AME measures show an similar and interesting 
trend upon different values of they peak at a moderate value of A^, (i.e. A^,= 
0.02) and diminish with both increasing or decreasing values of A^. 
To account for this observation, we first note that a has a "freezing" side effect. 
Recalling that smaller Of implies a more restricted search space, in the extreme case 
that a = 0, any edge addition to the network is forbidden. When this happens, most 
of the mutation operations on the individual will left the structure intact. With this 
freezing possibility, a superior individual is likely to be driven or attracted towards 
having a 二 0 as a consequence of the selection pressure. 
To provide a more intuitive illustration, suppose that the best-so-far solution, 
Gp, appears at a certain generation and its a equals In the next generation, the 
individual will produce an offspring (1) G+ that has a equals a , + A , or (2) G一 
with a p - A , or (3) the one with a,. To put forward our argument, we simply ignore 
the last case for it only begins another cycle in the next generation if the value of 
ap does not change for the current generation. For and if we compare their 
chance of survival, it can be concluded that G_ will be the better one to survive. 
The reason is because G- will have a smaller chance to commit a mistake during 
mutations. Although that both offspring will have an equal chance to remove an 
edge erroneously, G- will have a comparatively smaller chance to add an improper 
edge (as a smaller a implies more constraints). Hence, the evolutionary process 
would favor a decrement. It follows that, eventually, the best-so-far solution will 
have a equals zero. In the experiment, we obtain similar observations favoring the 
argument. In Table 4.17, we present the number of trials (out of forty) that the 
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Sett ing Counts 
Aq = 0.0 0 
Ag = 0.005 14 一 
~Aa = 0.01 19 
Aq = 0 . 0 2 ~ 25 
Aq = 0.05 30 一 
~Aa = 0.1 36 
Table 4.17: Counts of zeroes. 
best-so-far solution has a = 0 ultimately. 
Evidently, with a larger A…there is higher chance for a of the best-so-far so-
hition to become zero. Because "the fittest the survival", gradually, the entire 
population will incline towards having a equals zero. By then, every individual will 
tend to "freeze" its network structure which means that there will be little further 
exploration in the search space. As a result, the search process will be less likely to 
escape from a local optimal point and virtually ceases to improve. Since a larger 
Aa also implies a faster convergence (decrement by A , to "freezing"), this explains 
the diminishing trend of ANG and AME when A , becomes bigger. Although one 
could argue that a larger A , could help to escape (increment by A , ) from freezing 
more easily, it also means a higher chance of adding the wrong edge because the 
� c m " edge may have a higher p-value. From the result shown in Table 4.16，it 
seems that the balance is obtained when A,, takes the values of 0.02 and 0.05 in 
that they sample much more candidate solutions before convergence. 
To explain for the diminishing trend at the other end, namely when A , is de-
creasing, we note that the result is due to a different kind of "freezing". Suppose, 
again, that the best-so-far solution appears in a certain generation and its a equals 
ap. In the next generation, its offspring will inherit the value in the range of ap土 A… 
When A . is small, the range will be small which possibly does not make any d i l 
ference to the search space. Hence, the chance of survival for a going up or going 
down is equally likely. Although the entire population will slowly be alike to the 
best-so-far solution, it is expected that a of every individual will not be differ much 
from one another. In other words, the cutoff value of the entire population is likely 
to be bounded in a certain range: a,±kA, where k denotes the finite steps that the 
population takes to converge. As a consequence, the searching will be localized in a 
certain area within the entire search space which constitutes another kind of “freez-
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ing，，. This explains the diminishing trend of ANG and AME when A^ becomes 
smaller. 
Although affects the search pattern, there seems to be little impact on the 
ultimate result. Possibly, the data set in our experiment does not manifest a problem 
so that different search patterns would approach similar solutions towards the end. 
However, given that the overhead (i.e. time used) is similar for different A^, we 
would recommend a moderate choice of A^, (i.e. 0.02 or 0.05). The reason is that 
when Ac takes a moderate value, it exhibits a more active and lively searching 
process (less "freezing") which would possibly help to escape from local optimal for 
certain problem instances. 
4.4.4 Efficiency of the Merge Operator 
In this section, we study the number of successful merge operations during a run. In 
our current implementation, we designate a fixed number of individual (half of the 
population) to undergo merging. When merging fails to produce a better individual, 
the result is discarded which would mean a waste of effort. Hence, it is important 
to note the success rate as this indicates the effectiveness of the merge operator. 
In Figure 4.7, we plot the count of successful merge operations in each generation 
(sampling at every ten generations) of a single run. 
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Figure 4.7: Successful merging in a run. 
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As shown in the figure, the number of successful cases fluctuates between zero 
and ten. This is, nevertheless, a good sign as the success rate is almost constant 
which implies that the efficiency of the merge operator does not decline over a period 
of time. If we look at the statistics, we obtain an average figure of 4.4 and the success 
rate is therefore nearly one-fifth (= 4.4/25). Although we do not have a standard 
to judge whether a successful rate of one-fifth is good, it probably suggests a good 
starting point for improvement: to adjust the current scheme so that the successful 
rate could be made higher. 
4.5 Summary 
In this chapter, we present various experimental results on comparing the perfor-
mance of different learning algorithms and on studying and analyzing CCGA and 
HEP. In comparing the performance of our proposed algorithms against MDLEP, it 
is evident that our algorithms are more efficient than MDLEP. Most importantly, 
both algorithms executes significantly faster than MDLEP which is an advantage 
in practice. When making a comparison between CCGA and HEP, we argue that 
both algorithms could do well in different aspects but neither could dominate. 
In studying CCGA, we evaluate the performance of the algorithm under different 
settings. As suggested by our findings, the hybrid framework and the choice of a play 
an important role in CCGA. If the choice is improper, the performance of CCGA 
will be affected significantly. Concerning the choice of the parameter for CCGA, we 
recommend a smaller population size (i.e. 20), a low mutation probability (i.e. 0.05) 
and a moderate amount of crossover probability (i.e. 0.7). Finally, we investigate 
the effect of using different belief factor and find that using a value of 0.2 seems to 
give a promising performance. 
We analyze HEP in a similar way. Since both the hybrid framework and the 
merge operator helps to improve the efficiency, we investigate the performance of 
HEP without them. Although our findings is not conclusive of a particular recom-
mendation, we note the merits of bringing both strategies together which justifies 
the HEP framework. Concerning the choice of parameters, we recommend using 
moderate values for the population size (i.e. 50) and Aa (i.e. 0.02). In collecting 
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the statistics of successful merging, we obtain an approximated figure of one-fifth 
success rate. Clearly, if we aim to improve HEP further, we could try to improve 
the success rate as each failed merge operation is a waste of effort. 
Chapter 5 
Learning Bayesian Network 
Classifiers 
Using the result from Bayesian network learning, we extend our work to learning 
Bayesian network classifiers. Although the objectives of the learning problems are 
different, we observe similarities between the learning algorithms for which our work 
could be applied. In particular, we target on learning two special types of Bayesian 
network classifiers: the augmented network classifier and the multinet classifier. Al-
though the two classifiers have also been discussed and evaluated in [26], we suspect 
that the previous study may employ greedy heuristics in construction, which could 
learn inferior models. In contrast, by using evolutionary computation techniques, 
we expect better models are obtained so that a fair comparison can be made. 
We choose HEP to be used in our study. Because both of our algorithms seem 
to deliver similar performance, we expect that the experimental result would be 
similar for the two algorithms. However, one reason that favors our choice is that 
HEP could avoid the problem of selecting an improper cutoff value. Concerning the 
parameter values, the default setting as shown in the previous chapter is adopted 
for simplicity. 
We organize this chapter as follows. In Section 5.1, we discuss the problems of a 
straightforward approach to learn a Bayesian network classifier. Due to the problems 
mentioned, we put forward the two special classes of Bayesian network classifiers, 
the multinet classifiers and the augmented network classifiers in Section 5.2 and 
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Section 5.3 respectively. In Section 5.4, we describe the method that we employed 
in assessing the performance of the proposed classifiers. In Section 5.5, we present 
the results and various comparisons. In Section 5.6, we discuss the experimental 
result and the insights that we gained. In Section 5.7, we study a novel application 
by which Bayesian network classifiers are used for response model construction in 
the direct marketing problem. Finally, we summarize our findings in Section 5.8. 
5.1 Issues in Learning Bayesian Network Classi-
fiers 
Let {Al , . . . , An} denotes the set of attributes and let C denotes the class variable. 
In the simplest case, we can apply any Bayesian network learning algorithm on 
the training set, which consists of {Ai , . . . , /U ’C} , and use the network returned 
as a classifier. We call this kind of classifier the general Bayesian network classi-
fier (GBN). However, a GBN can perform poorly in practice [26]. To understand 
the reason, it is important to note that learning a good Bayesian network is quite 
different from learning a good classifier. 
In the classification problem, we aim at finding a classifier with the best dis-
tinguishing power. Referring to equation 2.9, the best classifier should be the one 
that faithfully represent P{C | A ” . . ’A„). However, for general Bayesian net-
work learning algorithm, the objective is to find a good approximation to the joint 
probability distribution •.. Clearly, the two objectives are different 
by nature. In a simpler sense, a GBN fails to be a good classifier because during 
learning, it does not distinguish between the class variable with the attributes. If 
the MDL metric is in use, the performance of GBN will be aggravated further for 
、 problems that contain many class values [26]. In particular, it incurs a heavy cost 
when an edge is added between the class node and any attribute node. This implies 
a reluctance to admit a possible influence of the attribute value on the class value. 
Consequently, the resultant network would give poor performance on classification. ‘ 
Such observation signifies that it is necessary to speculate how to learn a good 
Bayesian network classifier using a general Bayesian network learning algorithm. 
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Since we adopt a search approach, the problem of a general Bayesian network learn-
ing algorithm is that it is not searching for a good Bayesian network classifier. A 
key which determines the objective of a search algorithm is the scoring function. 
Hence, one remedy is to employ other scoring functions (other than MDL) that 
could evaluate a network for being a classifier. If such metric exists, it will be 
straightforward to modify our network learning algorithms into a classifier learning 
algorithms by substituting the MDL metric with the new metric. Unfortunately, as 
discussed in [26], such scoring metric is difficult to compute in practice. 
As we cannot directly apply our algorithms on classifier learning, the strategy 
is, therefore, to apply our learning algorithms to search for what approximates a 
good classifier. In the following sections, we describe two approaches that fulfill the 
objective. . 
5.2 The Multinet Classifier 
Although a Bayesian network can be used to approximate a joint probability distri-
bution using independency relations, there is an inherent problem, namely that the 
Bayesian network fails to capture context-specific independence [42,71]. Implicitly 
though, we assume that the same independence assertions (that is depicted in the 
network) hold in every observations. However, this assumption can be violated. In 
particular, it is possible that certain independence assertions are valid only under 
a particular circumstance (context) while a different set of assertions is valid in 
another circumstance. 
It turns out that it is the deficiency [29] of the Bayesian network to represent 
context-specific independence. Because of this, Geiger and Heckerman [29] seek 
for more powerful representations using multiple networks. Although their work 
has a detailed description of the structures and the inference algorithms, it does 
not mention the learning algorithm as they assume that the networks are built 
by consulting with experts. In a later article [71], Heckerman et al. fill this gap -
by proposing a method to learn the multiple networks from data. Following [71], 
the multiple network representation is called a Bayesian multinet. In essence, the 
Bayesian multinet comprises of a set of component Bayesian networks, each of which 
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Assume c = { 1 , 2 } . 甲 f / c X 
c=1 c=2 
Figure 5.1: Equivalence between the multinet and a single network representation. 
encodes the probability distribution of a particular state of a distinguished context 
variable. 
By modeling the class variable, C = {c i , . . . as the distinguished context 
variable, we can extend the multinet approach to the classification problem. We 
call such classifier a Bayesian multinet classifier (MN). In particular, the multinet 
classifier is a set of component networks {G i , . . . , Gfc}, where each Gi encodes the 
distribution P ( A u . . . for a particular class value c, (i.e. P(4i，... , An | C = 
Ci)). A new instance / = {g^ i, . . . , a J is labeled c, if for j = 1, . . . , k, 
尸 . . • ,an)P(C = a) > Pg , (« i , . .. ,an)P(C = c,) (5.1) 
where Pq, denotes the probability of the occurrence of the instance evaluated from 
the component network Gi. 
Intuitively, at the expense of using more parameters to describe a distribution, we 
expect that a multinet approach will lead to an improved performance. Following the 
assumption, if the attributes {A i , . . . , A^} exhibit different independency relations 
for different class values, a Bayesian multinet classifier will have a clear advantage 
over a single network classifier. In case that this assumption is inappropriate and 
that every component network exhibit the same independency relations, the multinet 
representation merely equals a single network if we assume that there is no redundant 
attributes (i.e. there is an edges going from the class node to every attribute node 
in a single network). We picture the idea in Figure 5.1. 
For practical reasons, the multinet approach is also a preferred approach as we 
could easily extend our Bayesian network learning algorithm to learn a multinet 
classifier. Similar to the general Bayesian network learning problem, learning a 
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component Bayesian network also has the same goal, which is to find the best rep-
resentation of the joint distribution P(A i , . . • , | C). Thus, a Bayesian multinet 
classifier is readily built by applying our algorithm to learn each component Bayesian 
network individually. We show the procedures in Figure 5.2. 
• Partition the training set D into disjoint subsets { D i , . . . ’ Dk} according to the class 
label C = { C i , • . . , Ck} of each instance. 
參 For = 1,... , A；, 
—Discard the class information in the data set D i . 
—Learn a component Bayesian network Gi (using HEP) from Di consisting of 
{Al ’ • • . ’ An\. 
• Return the networks G i , . . . ,Gk as the multinet classifier. 
Figure 5.2: The multinet classifier learning algorithm. 
We note that the Bayesian multinet classifier is not a new idea. Interestingly, 
in more than three decades ago, Chow and Liu have already used a multi-tree 
(component networks are trees) approach for classification [18]. Recently, Friedman 
et al. [26] have reported experimental results of a Bayesian multinet classifier. 
However, since they did not elaborate on the detail of the learning algorithm, we 
suspect that they use a greedy approach which may result in sub-optimal solutions. 
Although we did not include the comparison in this dissertation, our claim seems 
to be justified as the performance of our multinet classifier shows an improvement 
over the reported result. However, it must be mentioned that the deviation may as 
well be due to different experimental settings. 
5.3 The Augmented Bayesian Network Classifier 
As argued above, a general Bayesian network usually has poor classification perfor-
mance. One reason is that the learning procedure does not distinguish the class node 
from other attributes. To this, we can adopt the augmented network approach [26. 
so that by biasing the network structure, we put an emphasis on the class node. In 
other words, we mandate the class node to be the parent of every attribute node so 
CHAPTER 5. LEARNING BAYESIAN NETWORK CLASSIFIERS 92 
Procedure MakeNaYVe(G) 
• For every attribute Ai ( i = 1 , . . . ,n) , 
一 Remove Ai C, if existed. 
- C h e c k if PvcA, < ， 
- i f so, add C Ai. 
Figure 5.3: The MakeNaiveO procedure. 
that the classifier possesses a naiVe Bayesian classifier structure as a basis. We call 
the classifier that having such biased structure the augmented Bayesian network 
classifier (ABN). As discussed before, the state-of-the-art Bayesian network clas-
sifier, the tree-augmented Bayesian network classifier(TAN), is also an augmented 
network classifier, in which the augmenting edges form a spanning tree connecting 
every attribute node. 
Despite that TAN performs outstandingly in practice, it is natural enough to 
question whether an unrestricted augmenting structure could lead to a further im-
provement. In other words, is there performance gain if we do not presume a tree 
structure，and allow a general structure which could be simpler or more complex? 
Targeting on this, we attempt to investigate the performance of an augmented 
network classifier with a general structure. Although the same idea has also been 
examined by Friedman et al. [26], they have not explicitly mentioned the way to 
learn the augmented network. We suppose that they use a greedy search approach, 
which is, again, possible to yield an inferior model. In contrast, we propose an 
evolutionary search approach that is generally believed to outperform a greed search. 
Furthermore, our approach distinguishes from theirs in that the basic structure we 
assumed may differ from a naiVe Bayesian network structure. In other words, it 
is not necessary that every attribute node will have the class node as its parent. 
To implement this idea, the learning algorithm is equivalent to the HEP learning 
algorithm but with the addition of a MakeNaiveO procedure which is executed 
whenever an individual is created. “ 
Essentially, the MakeNaiveO procedure puts the stated bias through adding the 
’ 職 — e d g e s . However, not all C 4 A, are added. In particular, we determine 
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whether the edge C Ai should be added by checking against Pvca‘ , which is the 
maximum p-value of the conditional tests between C and Ai (confined to order-0 
and all order-1 test) stored in Pv during the CI test phase (see Section 3.4.1). If 
the p-value is larger than a fixed threshold anaive, we assume that C and Ai are 
conditionally independent and the edge C A^ is not added. 
"So," one would ask, "why is it better to add only selected ones but not all 
the necessary edges?" Although it is true that we intend to learn a network with, 
essentially, a biased structure, we note that, if we are to add all C Ai, we 
assume that the class is dependent on every attribute node. In some case, where 
an attribute is spurious or redundant, this assumption will be misleading. While 
there is statistics suggesting the conditional independence between A^ and C, it will 
be reasonable to accept the finding and reject the possibly misleading assumption. 
Thus, we choose to add only those essential out of the necessary. We note that a 
similar idea is also employed in [23] for learning a Bayesian network classifier. 
Nevertheless, our current approach brings another problem, namely, to choose 
the value of anaive- Indeed, is it necessary to introduce a new parameter? And, is 
it possible to use a、(the cutoff value associated with each individual) in place of 
Although this idea seems plausible, we consider that this would violate our 
aim. If we do not assume a fixed a如—and allow the evolutionary process to select a 
proper one, it will ultimately be equivalent to searching a general Bayesian network 
classifier as it is the MDL score which dictates. In other words, it does not evaluate 
on different biased structures (due to different ）but only concerns how good 
the entire structure approximates the distribution. On the other hand, if we fix 
the value of a—恍，the MDL score helps to reflect how good different augmenting 
structure is (for a particular biased structure). Evidently, this is more desirable and 
explains our current approach in using a fixed c^n—e. Although it is unavoidable 
that we pick an improper value of a腿•诚，we try to minimize the risk by using a 
moderate value (i.e. 0.5) for all our experiments. 
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5.4 Experimental Methodology 
We have implemented our classifier atop of the MCC++ system [41], which is a 
well-known software package targeting on the classification problem with a stan-
dard application programming interface (API). MCC++ is short for a "Machine 
Learning library implemented in the C + + programming language." MCC++ pro-
vides an ideal workbench for developing new classification algorithm as it comes 
with the implementation of many standard procedures, like discretization, feature 
selection and accuracy estimation. Furthermore, it also provides the implementa-
tion of many classical classification algorithms, like the naive Bayesian classifier, the 
nearest neighbor classifier etc. Altogether, this facilitates performance comparison 
and ensures that our experiment is conducted in a fair and formal manner with re-
sult being reproducible. Also, since some previous research also use MCC++ [16,26], 
we simply follow the practice to use MCC++ for developing our algorithm and for 
performance comparison. 
We have selected 19 machine learning data sets appearing in the UCI repos-
itory [9] which are obtained from the MCC++ web site. The data sets that we 
obtained are different from the original source in that they are formatted specifi-
cally for use with MCC++. Furthermore, each data set includes, in addition to an 
entire data set, a default training set and a default testing set, which facilitates 
performance comparison. Besides the machine learning data sets, we include an ar-
tificial data set called asia*3 primarily for evaluating the multi-net classifier. The 
asia*3 data set is generated from three Bayesian network. As shown in Figure 5.4, 
the first network is the original ASIA network, the second one is an empty network 
and the third one is a random structure. For the last two networks, the parameters 
are randomly initialized. Assuming that each network corresponds to the depen-
dency relations persists for a particular class value, we simulate 1,000 cases for each 
network and mix them together. For performance evaluation, we randomly parti-
tion the 3,000 case data set, in which 2,500 cases is used as the training set and 
the rest as the testing set. In Table 5.1, we show the list of data sets that we have . 
used in our experiment. For each data set, we also show the size, the number of 
attributes, the number of class values, and the accuracy estimation method. As a 
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general guideline for selecting the accuracy estimation method, we will use ten-fold 
cross validation on the entire data set when the data set is small [39]; and when 
the data set is large, we will simply use the default training set for learning and the 
default testing set for performance evaluation. 
(3 O © ^ d) 
C = 1 c = 2 c = 3 
Figure 5.4: The multi-net that generates the artificial data set. 
. A l l . , , Da ta set sizes Da ta set A t t r ibu tes Classes 〒 . . •l t r 1 ra in ing set test ing set 
—1 adul t 13 I 2 I 32561 16281 
2 asia*3 8 3 — 2500 ^ 
3 austral ian 14 2 ^ CV 
4 breast 10 2 ^ S V 
5 cars 9 3 ^ S V 
6 chess 36 2 2130 1 0 ^ 
7 crx — 15 — 2 653 
8 diabetes 8 2 S V 
9 flare — 10 — 2 1066 CV 
10 german 20 2 1000 S V 
11 glass 9 7 “ 214 CV 
12 glass2 9 2 ^ 
13 heart 13 2 CV 
14 iris 4 3 CV 
15 let ter — 16 一 26 — 15000 5000 — 
16 p ima 8 2 
17 solar 6 — 3 M CV 
18 spl icel ^ 3 — 2125 CV 
19 vehicle 18 4 846 CV 
20 vote 16 I 2 I 435 S V 
Table 5.1: Data sets used in the experiments. 
Currently, we do not deal with missing data. Hence, an instance with missing 
value is simply discarded. Since our Bayesian network classifiers can only handle 
discrete attributes, we perform a pre-discretization step on the data set if continuous . 
attributes are present. Inside MCC++, there are a number of discretization methods 
provided. With no particular preference, we use the entropy discretizor, which is 
the default discretization method. For experiments running cross-validation, we 
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7Vf£C++ options Values 
P E R F - E S T I M A T O R cv or test-set 
C V - F O L D S 10 (defaul t ) 
C V - T I M E S 1 (defaul t ) 
PERF-EST-SEED 7258789 (defaul t ) 
L O G L E V E L 2 
Table 5.2: MLC++ configurations used in the experiments. 
note that the partitioning of the data set is the same for each run. In other words, 
the training set and the testing set is the same for the i-th fold in testing various 
classification algorithms. For reproducibility purpose, we summarize the 
option values that we adopted in Table 5.2. 
In choosing the data set used in the experiments, we have some general criteria 
to help making the decision. First, we would avoid small data sets. For small data 
set, we refer to the data set that has less than 200 instances. In general, since our 
classifier model often involves many parameters (i.e. CPTs at each node), estimation 
of the parameters may not be accurate if a small data set is in use. Furthermore, a 
larger data set helps to make a fair comparison by mitigating the effect of "smooth-
ing" in TAN. In their original article [26], Friedman et al. found that when they use a 
technique called smoothing in parameter estimation, the prediction accuracy of the 
classifier is improved. Despite that smoothing seems to be a reasonable approach, it 
is not fully understood that this approximation can help ^ In other words, was the 
better performance a merit of the classifier learning algorithm or was it the merit 
of a better parameter estimation method? Suffice it to say, the effect of smoothing 
will be diminished, in general, when a larger data set is in use. Hence, to make a 
more fair comparison between TAN and our "un-smoothed" classifiers, we prefer to 
use a larger data set. 
Second, because we do not deal with missing values in a data set, we would not 
use data sets that have many missing values. In the extreme case where a training 
set or a testing set is empty because every instances containing missing values are 
discarded, the experimental result is simply fallible. 
i T h e s m o o t h i n g t e chn i que is a t t acked by [12] c l a i m i n g t he a p p r o a c h t o be " n o t u n d e r s t a n d a b l e 
f r o m a theore t i ca l p o i n t o f v i ew . " 
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Third, we would opt for data sets with which the entropy discretizor performs 
effectively. In certain data sets, the discretizor can produce strange result such that 
a discretized attribute consists of only one value, or, in another extreme, consists 
of numerous values. If an attribute only consists of a single value, it will surely be 
redundant as its presence or absence will not carry any significance. If an attribute 
contains numerous values, including the node as a parent will incur a heavy cost as 
evaluated by the MDL metric. In order to avoid such strange and possibly misleading 
result, it is important to check whether the result of discretization is reasonable. 
5.5 Experimental Results 
For comparison purpose, we have implemented the TAN classifier in MCC++ (with 
smoothing). In addition, we have obtained an implementation of the well-known 
decision tree classifier, C4.5 [62]. In Table 5.3, we report the performance of different 
classifiers evaluated on the twenty data sets. We use the following abbreviations: 
NB The naive Bayesian classifier provided with the MCC++ package. 
GBN A general Bayesian network classifier which is learned using HEP. 
ABN The augmented Bayesian network classifier. 
M N The Bayesian multinet classifier. 
TAN The Tree-augmented Bayesian network classifier. 
C4.5 The well-known decision tree classifier. 
The figures at each entry shows the average predictive accuracy as reported by 
MCC++. The number appearing on the right of the 土 shows the standard deviation 
of the accuracy [40]. ^ For the cars data set, the C4.5 program fails due to unknown 
reason, hence, the corresponding entry is omitted. To provide a rough comparison 
among the classifiers, we also compute the average of the predictive accuracy over 
the twenty data sets. In this regard, TAN would seem to be the best classifier, 
closely followed by ABN and MN; while the worst classifiers are the naiVe Bayesian 
classifier and GBN. 
2 l f o n l y t he tes t i ng set is used, t he s t a n d a r d d e v i a t i o n is c a l c u l a t ed a s s u m i n g t he c lass i f icat ion 
process is a Be r nou l l i t r i a l . I f cross v a l i d a t i o n is used , t h e s t a n d a r d d e v i a t i o n shows t he s t a n d a r d 
d e v i a t i o n o f t he s a m p l e m e a n . [39] 
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I Da ta set | NB 丨 G B N A B N M N T A N c i l 
adul t 83.84 士 0.30 84.59 士 0.29 85.56 土 0.29 85.21 士 0.29 85.47 士 0.29 86.28 土 0.28 
asia3 84.40 士 1.62 90.60 土 1.31 90.60 士 1.31 91.80 士 1.23 88.80 士 1.41 91.20 士 1.27 
austral ian 85.65 士 1.44 85.80 士 1.35 86.81 士 1.41 86.67 士 1.45 85.07 土 0.99 85.36 士 1.25 
breast 97.37 土 0.47 97.37 土 0.65 96.93 士 0.59 96.93 士 0.67 97.22 士 0.74 95.47 士 0.83 
cars 98.22 ± 0.55 97.71 士 0.46 97.46 士 0.53 98.22 士 0.55 95.15 士 1.11 N / A 
chess 87.15 士 1.03 93.53 士 0.75 94.56 士 0.70 96.53 士 0.56 92.12 土 0.83 99.53 士 0.21 
crx 85.61 士 0.89 85.00 士 0.37 86.83 士 0.77 85.45 士 0.70 85.62 土 1.29 86.68 土 1.06 
diabetes 75.13 士 1.15 74.09 士 1.15 75.39 士 1.07 76.17 土 1.17 76.17 士 1.01 74.47 土 1.46 
flare 79.46 士 1.57 82.92 士 1.55 81.89 士 1.56 80.77 士 1.28 82.54 士 1.52 82.26 士 1.31 
german 74.10 士 1.80 69.70 士 1.24 74.60 土 1.40 73.30 土 2.18 72.70 土 1.52 71.20 土 1.29 
glass 71.47 士 2.15 62.73 士 3.88 71.47 土 2.15 64.55 土 2.89 70.13 土 2.37 71.00 土 2.64 
glass2 80.33 土 2.00 70.51 士 2.46 81.54 士 1.90 79.12 士 2.09 80.92 土 3.04 79.04 士 2.70 
heart 82.22 士 1.73 81.11 土 2.79 82.96 土 1.76 81.85 土 1.87 82.59 士 1.84 82.22 士 3.21 
iris 92.67 士 1.85 94.67 土 1.94 92.67 土 1.85 92.67 土 1.85 93.33 土 1.72 95.33 土 1.42 
let ter 74.94 士 0.61 74.98 土 0.61 76.56 土 0.60 79.84 士 0.57 85.98 土 0.49 77.70 士 0.59 
p ima 75.90 土 1.75 75.64 士 1.82 75.12 土 1.43 75.65 土 1.54 75.77 土 1.57 74.99 土 1.74 
solar 71.21 士 1.46 74.01 土 1.38 71.24 土 1.45 73.70 ± 1.83 72.13 土 1.40 71.22 土 1 ^ 2 
spl icel 94.64 士 0.69 95.39 士 0.64 94.74 士 0.68 94.64 士 0.69 94.36 士 0.71 93.33 土 Q.77 
vehicle 61.12 士 1.72 60.64 土 1.85 69.73 士 1.70 67.25 士 1.36 71.28 士 2.01 69.14 士 L65 
vote 90.34 土 0.68 93.80 士 0.59 91.25 土 0.77 91.27 士 0.95 93.32 士 0.88 95.64 士 0.52 
A V E R A G E 82.29 82.24 83.90 83.58 84.03 8 3 W 
Table 5.3: A summary of performance of different classifiers. 
To conduct a more detailed comparison between two classifiers, we make use of 
two graphical representation, the error curve and the scatter plot [26]. In an error 
curve, we plot the average error rate together with the 90% confidence interval [24 
for each data set. In case where only the testing set is used for evaluation, the 90% 
confidence interval is estimated as in [39], Since the plot indicates error rather than 
accuracy, the lower the error, the better the performance. Moreover, we arrange 
the data set ordering according to the difference in the error rate so that the two 
curves, representing the two classifiers, cross only once [26]. In a scatter plot, we plot 
the average error rates (on all the experiments) of the two classifiers against each 
other. Suppose that the horizontal axis stands for the error rate of our proposed 
classifier, points situating above the diagonal line will correspond to the cases where 
our proposed classifier performs better. Hence, if most points situate above the 
diagonal lines, it indicates that the proposed classifier is better on most data sets. If 
most points situate near the diagonal line, it indicates that the two classifiers have 
similar performance. “ 
From the results, we observe that GBN often has a poor performance in compared 
with other Bayesian network classifiers. Although GBN also excels in a few data 
CHAPTER 5. LEARNING BAYESIAN NETWORK CLASSIFIERS 99 
45 ~ I ~ I ~ . ~ I — 1 ~ 1 " " I ~ ~ 1 ~ 1 ~ . ~ , ~ , — — , ~ I ~ , ~ , _ , _ 
NB ‘---X----, 
40 - GBN ‘ ~ I ~ I 
0 1 ‘ < 1 1 ~ i . _ I 1 L__I I I 
12 11 10 13 8 7 5 19 16 4 15 3 1 18 14 17 2 0 9 2 6 
Data Set 
40 I _ , , _ , , , ~ . ‘ ― S 
35 • 
25- m" a 
山 20 . • / ' • 
15 • ^ i T 
• ,/ 
10 . • /-" 
A /' 
5 • y 
i 
——‘~-i 1 1 1 1 , 
0 5 10 15 20 25 30 35 40 
GBN Error 
Figure 5.5: Comparing GBN with NB. 
sets, it performs exceedingly poor in the vehicle and glass data set, where the data 
set is small but the number of classes are many, for reasons that discussed before. 
In Figure 5.5, we provide a comparison of GBN with the naive Bayesian classifier. 
With an uneven and, in most cases, poorer performance, it confirms our expectation 
that GBN fails to be a good (i.e. robust) classifier. 
Although we expect that ABN and MN will have a better performance than TAN 
because of an unrestricted structure, the difference turns out to be not significant 
in many data sets. In Figure 5.6, we produce the scatter plot and the error curve 
comparing ABN with TAN. Apart from the letter data set in which TAN signifi-
cantly outperforms all the other classifiers, ABN performs equally well with TAN 
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Figure 5.6: Comparing ABN with TAN. 
across many data sets. On the other hand, ABN seems to be a clear winner when 
compared with the naive Bayesian classifier (Figure 5.7). In general, this suggests 
that while the presence of an augmented structure leads to an observable difference 
in classifier performance, the advantage of using an unrestricted structure is not 
clear. We defer our discussion on this topic in later paragraphs. 
In Figure 5.8, we show the comparison between our multinet classifier and TAN 
in the error curve and the scatter plot representations. Despite that the multinet 
classifier and TAN have similar performance in a number of data sets, there is 
a bigger disparity between them. Notably, for the chess data set, the multinet 
classifier has the best performance among all the Bayesian network classifiers. When 
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Figure 5.7: Comparing ABN with NB. 
we examine the resultant networks learned for the two different classes, we observe 
that the structural difference between them is large. In particular, the two networks 
have respectively 57 and 65 edges (the problem has 36 attributes) and the structural 
difference between them is 72. This demonstrates that for domains exhibiting very 
different dependency relations for different class values, as in the chess data set, 
the multinet classifier is able to perform very well. On the other hand, the multinet 
approach performs poorly in the glass and the vehicle data sets. We conjecture 
that the reason for this obvious degradation in performance is due to small data 
sets having many classes. Recalling that a composite network is learned from a 
partitioned training set, there will be little data contained if the data set is small. 
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Figure 5.8: Comparing MN with TAN. 
The problem is more severe if there are many classes as we need to divided the data 
set into more partitions. Consequently, a composite network may easily overfit the 
data. Moreover, it presents a difficulty in estimating the parameters of the networks 
due to data insufficiency. Take the glass data set as an example, it is observed that 
the smallest subdivided data set only consists of nine instances during one of the 
ten-folds. 
In comparing our multinet classifier with the naiVe Bayesian classifier, we observe 
similarly that our multinet classifier generally outperforms its opponent. Except for 
the glass data set in which the multinet classifier performs much worse, our classifier 
performs equally well or better for the other data sets. 
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Figure 5.9: Comparing MN with NB. 
5.6 Discussion 
It surprises us that the proposed classifiers, which attempts to make a better ap-
proximation, do not improve much over TAN in practice. For most of the data sets, 
、 our proposed classifiers obtain similar performance in compared with TAN. While 
for a few data sets (e.g. chess, cars), our classifiers seem to excel, poorer perfor-
mance are observed for some other data sets (e.g. letter, glass). So, what are the 
possible reasons? “ 
It seems that the probability distributions of most real-life data set are not 
odd at all, which implies that a simpler approximation would suffice. From the 
chess data set, we observe that the multinet classifier, by being able to capture 
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complicated context-specific independence, has superb performance compared with 
other Bayesian network classifiers. However, for most data sets, there seems to be 
an absence of the context-specific independence in the sense that the composite 
networks tend to be simple and do not differ much from one network to another. 
Hence, is our basic premises, that a domain contains complicated independency 
relations, unrealistic in practice? And if our supposition is right, a classifier with a 
more complex model (i.e. ABN and MN), may not provide a significant difference 
in performance but will run the risk of over-fitting the data. 
From another perspective, even that underlying distribution is odd, different clas-
sifiers can still perform well as evident from the artificial data set, asia*3. Although 
the data set is manipulated in such a way that it favors the multinet classifier, the ac-
tual performance of different Bayesian network classifiers (except the naive Bayesian 
classifier) do not differ much in practice. If we assume that the data set does faith-
fully represent a mixture distribution, it can be concluded that the ability to capture 
context-specific independence, or in general, to make a better approximation to the 
underlying distribution, may not be critical to the performance of the classifier. On 
the contrary, we conjecture that there are other factors, mostly unrelated to the 
intricacy of the distribution, which decide the actual performance. These factors 
include, for example, the distribution within the testing sets, the size of the training 
set, and the noise present. 
In general, we note that it is difficult to analyze the performance of a classifier. 
For instance, it has been a mystery to understand why the naive Bayesian classifier 
has a robust performance even with its simplistic assumption. Often, since the 
training set is of a limited size, to learn a classifier with a theoretically better (likely 
to be more complicated) structure may not result in a classifier that performs better. 
Moreover, since the testing set is also small, the performance estimation is liable 
to random perturbations and may not reflect the true error rate. Given these two 
practical difficulties, the classification problem becomes complicated. Although we 
can stress on the actual performance of a classifier by evaluating on a number of 
real world data sets, it turns out that definition of a "good" and "bad" classifier is 
poorly defined. For example, if our classifier outperforms an opponent on 11 out of 
the 20 data sets, is it justified to claim that our classifier to be a better classifier? If 
、 
、‘ -
CHAPTER 5. LEARNING BAYESIAN NETWORK CLASSIFIERS 105 
we include, in addition, three other data sets that the opponent will perform better. 
Can we say that our classifier is inferior? 
Although it is difficult to make a reasonable conclusion, there are some general 
directions fot future improvements. One possibility is to combine multiple classifiers, 
( 
learned differently, into a single classifier. For instance, we can build a wrapper 
classifier such that we choose the best classifier out of a number of candidates as 
the representative. In another case, we can allow each classifier votes in making the 
decision and that tliQ outcome is determined by the majority. In a similar vein, we % . ， 
can use Ba^sian technique, as discussed in [12], in making the final decision. Since 
our learning'.'algorithms are stochastic in nature, such strategy is particularly useful 
as we can learn a number of different classifiers for different initialization settings. 
Moreover, this reduce the risk of using a single, probably local optimal, model as 
the ultimate； classifier. 
i 
Another^ possibility for improvement is to use a better parameter estimation 
method, l i l j the smoothing technique in TAN. As evident in [13], the use of a better 
parameter estimation technique helps to improve the predictive accuracy of the naive 
Bayesian network classifier on a number of data, sets. In the case for learning the 
parameters ,of ABN or MN, the need is more eager because the data insufficiency 
problem is 平ore severe. Often, we could not evaluate an entry in the CPT because 
that the pafticular instantiation (a particular state of the parent variables together 
with a particular child variable state) is not observed in the training set. If we are 
able to make a reasonable approximation out of the limited data, the performance 
of the classifier could probably be improved. 
Anotliei| possil)le direction is to assume the presence of a hidden variable. In 
the works qf [51,52], it is shown that the introduction of a hidden variable could 
help to 
iitiprove the performance of a model. In certain sense, it would imply 
that the restriction or the limit of the existing Bayesian network classifiers is a 
problem of the model itself (i.e. a network consisting only of the attribute nodes 
and the class node) ,^ and the hidden variable model is probably a new direction worth 
‘ . 
investigatirifg. Among the 
current works, researchers have only tried introducing a 
hidden vai%ble on a naive Bayesian network classifier [52], a TAN like classifier and 
a multi-tree classifier [51]. Hence, it will be interesting to see the combination with 
k 
\ 
s .、. ’、 
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a more complex model, like ABN and MN. Nevertheless, the learning algorithm will 
need to be revised accordingly. 
5.7 Application in Direct Marketing 
In this section, we investigate the feasibility of applying Bayesian network classifiers 
on a real-world, data mining problem. The problem relates with direct marketing in 
which the objective is to predict buyers from a list of customers. Advertising cam-
I t 
paign, which includes mailing of catalogs or brochure, is then targeted on the most 
promising prospects. Hence, if the prediction is accurate, it can help to enhance 
the response rate of the advertising campaign and increase the return of investment 
(ROI). Principally speaking, this direct marketing problem is similar to the classifi-
cation problem. But instead of making a clear cut between the ones who will respond 
to the ones, will not, the direct marketing problem requires ranking the customer 
list by the likelihood of purchase [7,77]. Given that Bayesian network classifiers (or 
>• * 
Bayesian classifiers, in general) estimates the posterior probability of an instance (a 
customer) belonging to a particular class (active or inactive respondents), they are 
particularly suitable for handling the direct marketing problem. 
5.7.1 The Direct Marketing Problem 
【 《 ‘ 
Direct marketing concerns communication with prospects, so as to elicit response 
from them. In contrast to the mass marketing approach, direct marketing is tar-
geted on a group of individuals that are potential buyers and are likely to give a 
response； In retrospect, direct marketing emerged because of the prevalence of mail 
ordering injthe nineteenth century [58]. As technology advances, marketing is no 
y 、 
longer restricted to mailing but includes a variety of media. Nevertheless, the most 
important issue in the business remains to maximize the profitability, or ROI, of a 
marketing campaign. 
In a typical scenario, we often have a huge list of customers. This list could be “ 
records of existing customers or data bought from list brokers. But among the huge 
list, there l i usually few real buyers which amounts to a few percents [11]. Since 、 
c . 
• 1 • 
-•y 
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{ 、 
4 i 
the budget bf a campaign is limited, it is important to focus the effort on the most 
promising prospects so that the response rate could be improved. 
\ ‘ 
Before con^puters became widely in use, direct marketers often used simple 
heuristics tp enhance the response rate. One straightforward approach is to use 
A • 
common sense to make the decision. In particular, we could match prospects by 
,1 、.、 
examining tjie'demographics of the customer list. For example, in the life insur-
ance industry, it is natural to target the advertising to ones that are rich and are 
aging [58]. Another common approach to enhance the response rate is to conduct 
list testing；by evaluating the response of samplings from the list [58]. If certain 
group of ciikomers give a high response rate, the actual campaign may be targeted 
on the custbmers alike. A more systematic approach, which is developed in 1920s 
but is still used today, is to differentiate potential buyers from non-buyers using 
the recency-frequency-monetary model (RFM) [58]. In essence, the profitability of 
a customer !^ estimated by three factors including the recency of buying, frequency 
of buying,,条I'd the amount of money one spent. Hence, only individuals that are 
I： 
profitable will be the targets of the campaign. 
With tfe advancement of computing and database technology, people seek for 
V 
computational approaches to assist in decision making. From the data set that 
contains demographic details of customers, the objective is to develop a response 
model and'^sed the model to predict promising prospects. In certain sense, response 
models are'^imilar to classifiers in the classification problem. However, unlike the 
classifier wBich makes a dichotomous decision (i.e. active or inactive respondents), 
the response model needs to score each customer in the data set with the likelihood 
of purclmse. The customers are then ranked according to the score. The reason that 
a ranked, li砂 is desired is because it allows decision makers to select the portion of 
customeV lift to roll out to [77]. For instance, out of the 200,000 customers on the 
J 
list, we miglit wish to sent out catalogs or brochures to the most promising 20% of 
customers sp that the advertising campaign is cost-effective [7]. Hence, one way to 
evaluate the response model is to look at its performance at different depth-of-file. 
In the Hter^tiire, there are various approaches proposed for building the response 
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5.7.2 Response Models 
Apart from the RFM model, which could be categorized as a computational ap-
proach for direct marketing, there are other approaches that use statistical analysis, 
machine learning, and artificial intelligence in response model construction. 
Earlier attempts often adopt a statistical analysis approach. Back in 1967, a com-
pany has already used multiple regression analysis to build the response model [58 . 
In 1968, the Automatic Interaction Detection (AID) system is developed which es-
sentially uses tree analysis to divide consumers into different segments [58]. Later, 
the system is modified and become the Chi-Squared Automatic Interaction Detec-
tor (CHAID). One statistical analysis technique, which is still widely used today, is 
logistic regression. Essentially, the logistic regression model assumes that the logit 
(i.e. the logarithm of the odd ratios^) of the dependent variable (active or inactive 
respondents) is a linear function of the independent variables (i.e. the attributes). 
Because the approach is popular, newly proposed models are often compared with 
the logistic.regression model as the baseline comparison [7,8,76". 
Zahavi and Levin [76] examine the possibility of learning a back-propagation 
neural network as the response model. However, due to a number of practical issues 
and that the empirical result did not improve over a logistic regression model, it 
seems that the neural network approach does not bring much benefit. 
Because-there are striking similarities between classification and the direct mar-
keting problem, it is straightforward to apply classification algorithms to tackle the 
problem. As an example, Ling and Li [49] use a combination of two well-known 
classifiers, the naive Bayesian classifier and C4.5, to construct the response model. 
Because scoring is necessary, they modify the C4.5 classifier so that a prediction (i.e. 
active and inactive respondents) comes with a certainty factor. To combine the two 
classifiers, they apply ada-boosting [49] to both classifiers in learning. When they 
evaluate their response model across three different real-life data sets, the result 
shows that their approach are effective for solving the problem. 
Bhattacharyya formulates the direct marketing problem as a multi-objective op- • 
timization problem [7,8]. He notes that the use of a single evaluation criterion, which 
± 
3The o d d r a t i o i、s t he r a t i o o f t h e p robab i l i t i e s o f t h e event h a p p e n i n g t o n o t h a p p e n i n g . 
v. 
1 • 
CHAPTER} 5. LEARNING BAYESIAN NETWORK CLASSIFIERS 109 
is to measure the model's accuracy, is often inadequate [8]. For practical concern, he 
、 suggests that? the evaluation criterion needs to include the performance of the model 
at a given cfepth-of-file. In an early attempt, he proposes to use genetic algorithms 
to learn the weights of a linear response model while the evaluation function is a 
weighted a會rage of the two evaluation criteria. When comparing the learnt model 
with the logit model on a real-life data set, the new approach indicates a superior 
performanceRecently, he attempts to use genetic programming to learn a tree-
structured 究mbolic rule form as the response model [8]. But instead of using a 
weighted av^age criterion function, his new approach searches for Pareto-optimal 
solutions.^ jErom the analysis, he finds that the GP approach outperforms the GA 
i ’ ‘ 
approach aid.is effective at obtaining solutions with different levels of trade-offs [8 . 
. ‘ , . 
5.7.3 Ejxperiment 
Because Bayesian network classifiers (or Bayesian classifiers, in general) estimates 
the probability of belonging to certain class(es), they are also suitable to handle 
the direct,lilarketing problem. By assuming the estimated probability evaluates 
the likelihood of purchase, a Bayesian network classifier is readily applicable to the 
direct marketing problem. A previous work by Ling and Li [49] has already used 
the idea by applying the naive Bayesian classifier in constructing their response 
model. In |i similar vein, it is interesting to evaluate the empirical performance of 
a Bayesianjnetwork response model. Specifically, we will compare the performance 
of the augmented Bayesian network classifier (ABN) with the traditional logistic 
regression approach. 
. . . . � . 
Experimental Methodology 
In our stud^, we evaluate our response models on a real-life data set. The data, set 
contains records of customers of a specialty catalog company which mails catalog 
to good customers on a regular basis.^ There is a total of 106,284 customers in the 
- I J 
data set aM each entry is described by 278 attributes. ‘ 
4pare to，cyt ima l so lu t i ons are so lu t i ons t h a t eva luates bet ter in a t least one ob jec t i ve f unc t i on 
c o m p a r i n g tS o ther so lu t ions . Pa re to-op t ima l so lu t ions are also cal led n o n - d o m i n a t e d so lu t ions . 
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For the train-and-test study, we split the data set into two parts, one for training 
the response model and one for testing. Because there are few positive examples 
(i.e. active respondents) in compared with negative examples, there is an imbalanced 
distribution： Because most learning algorithms on such type of data sets can perform 
badly [49], special treatment is required in creating the training set. For instance, 
with the number of positive examples fixed, we could mix the training set with 
negative examples in proportion. Here, we follows a similar approach. For the 5,740 
positive examples in the data set, we partition them into two halves for the training 
and the testing data set. Moreover, we add twofold of negative examples to the 
testing set, while the rest of negative examples are assigned to the testing set. As 
a result, the training set has a size of 8,610 (= 2870 x 3) and the testing set has a 
size of 97,674. . 
Typical m any data mining process, it is necessary to reduce the dimension of 
the data set by feature selection or variable transformation. For the feature selection 
process, there are many options possible. For instance, we could use either a wrapper 
selection prpcess or a filter selection process [65]. In a wrapper selection process, 
different combinations are iteratively tried and evaluated by building the actual 
model out of the selected attributes. In a filter selection process, certain evaluation 
function, which is based on information theory or statistics, is defined to score a 
particular combination of attributes. Then, the final combination is obtained in a 
search process. In our current implementation, we choose to use manual selection for 
simplicity. In particular, we have selected nine attributes, that we regard relevant 
to prediction, out of the 278 attributes. Although this approach may not guarantee 
an optimal selection for our response models, the comparison, at least, will be fair 
as the models are constructed using the same attributes. 
A common practice to compare the performance of different response models 
is to use decile analysis which estimates the enhancement of the response rate for 
marketing at.different depth-of-file. Essentially, the scored and ranked list is equally 
divided into.ten deciles. As a convention, customers in the zeroth decile are the top • 
ranked custWers and are predicted to give response most likely. On the other hand, 
customers in the ninth decile are ranked lowest. Then, a gains table and a lift chart 
are constructed to describe the performance of the response model. In a gains table, 
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various statistics at each decile are tabulated, including [64]: 
Predicted Probabi l i ty of Active The average of the predicted probabilities of 
active respondents in the decile by the response model. 
Percentage of Active The actual percentage of active respondents in the decile. 
For a good model, the predicted probability should approximate the percent-
age of active respondents. 
Percentage of Total Actives This calculates the ratio of the number of active 
respondents in the decile to the number of all active respondents. 
Cumulat ive Percentage of Actives It is the percentage of cumulative active re-
spondents (from decile 0 and up) over the total number of records. 
Lift Lift is calculated by dividing the percentage of active respondents by the per-
centage of total active respondents in the file. Intuitively, it estimates the 
enhancement by the response model in discriminating active respondents over 
a random approach for the current decile. 
Cumulat ive Lift The cumulative lift is calculated by dividing the cumulative per-
centage of active respondents by the percentage of total active respondents. 
Intuitively, this evaluates how good the response model is for a given depth-
of-file over a random approach. The measure provides an important estimate 
of the performance of the model. 
In a lift chart (or a gain chart), we depict the performance of the response model 
by plotting the cumulative percentage of total actives in the ten decile. A diagonal 
line on the chart shows the performance of a random approach. 
We reuse the implementation of ABN in MCC++M our experiment so that cross-
validation and discretization are performed automatically. Besides, we also imple-
ment the logistic regression algorithm in MCC++. Note that for logistic regression, 
continuous-valued attributes are not discretized. Because the system is primarily “ 
designed for classification problem, some post-processing on the system output is 
required to produce the decile analysis result. 
A 
•f 
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The Train-and-test Result 
The decile analysis of the response models of logistic regression and ABN are shown 
respectively in Table 5.4 and 5.5. From the tables, we can find the ABN model 
can discriminate、more active respondents than logistic regression in the first few 
decile (comparing "Cum. Actives"). Hence, the lifts by ABN is higher. Probably 
because the training set is specially prepared, both models give an overly optimistic 
estimation of active respondents (comparing to the actual percentage in the decile). 
Although the predictions by both models are far from accurate, we can observe that 
ABN gives a slightly better estimate than logistic regression. 
Decile Recoj^-ds Prob. Percent Cum. Actives % of Cum. Cum. % ~ L i f t Cum. 
of Act ive Percent Total Actives of Tot . L i f t 
’ Act ive Act ive Actives Actives 
0 9 7 ^ 5 7 . 2 7 % 10.30% 10.30% 35.05% 1 0 0 6 ~ 35.05% 350 350 
1 9767 ,50.25% 4.93% 7.62% 482 16.79% 1488 51.85% 167 259 
2 9768 46.54% 4.39% 6.54% 429 14.95% 1917 66.79% 149 222 
3 9767 42.64% 2.50% 5.53% 244 8.50% 2161 75.30% 85 188 
4 9768 38.07% 1.98% 4.82% 193 6.72% 2354 82.02% 67 164 
5 9767 32.34% 1.55% 4.27% 151 5.26% 2505 87.28% 52 145 
6 9767 25.83% 1.26% 3.84% 123 4.29% 2628 91.57% 42 130 
7 9768 19.26% 0.94% 3.48% 92 3.21% 2720 94.77% 32 118 
8 97^7 13.59% 0.84% 3.19% 82 2.86% 2802 97.63% 28 108 
9 976V 8.14% 0.70% 2.94% 68 2.37% 2870 100.00% 23 100 
Tota l 97,674 33.39% 2.94% 2870 100.0% | | 
V . 
Table 5.4: Gains table of the result from logistic regression. 
Decile Records Prob. Percent Cum. Actives % of Cum. Cum. % L i f t Cum. 
of Act ive Percent Tota l Act ives of Tot . L i f t 
Act ive Act ive Actives Actives 
0 9 7 6 8 I 98.39% 11.65% 11.65% U S S ~ 39.65% 3 9 . 6 5 % 3 9 6 3 9 ^ 
1 9767 62.44% 5.44% 8.54% 531 18.50% 1669 58.15% 185 290 
2 9768 38.33% 3.71% 6.93% 362 12.61% 2031 70.77% 126 235 
、 .3 9767 29.16% 1.74% 5.63% 170 5.92% 2201 76.69% 59 191 
4 9768 21.53% 1.96% 4.90% 191 6.66% 2392 83.34% 66 166 
5 9767 14.80% 1.27% 4.29% 124 4.32% 2516 87.67% 43 146 
6 9767 10.09% 1.26% 3.86% 123 4.29% 2639 91.95% 42 131 
7 9768 r 7.23% 0.92% 3.49% 90 3.14% 2729 95.09% 31 118 
8 9767 , 4.72% 0.76% 3.19% 74 2.58% 2803 97.67% 25 108 
9 97(37 2.02% 0.69% 2.94% 67 2.33% 2870 100.00% 23 100 
Tota l 97,674 28.87% 2.94% 2870 100.0% ~ 
Table 5.5: Gains table of the result from ABN. 
In Figure 5.10, the two models are compared in a gains chart. Recalling that the 
diagonal line represents marketing towards a random population, the two models 
V 
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Figure 5.10: Model comparison gains chart. 
clearly outperforms the random approach by discerning a larger percentage of active 
respondents for different depth-of-file. When comparing the two models, we can 
observe that ABN model performs better than logistic regression in the first few 
deciles (10%—40%). At later deciles, however, the models seem to deliver similar 
performance. 
Cross-Validation Result 
To make a further comparison concerning the robustness of the response models, we 
employ a cross-validation approach for performance estimation. Specifically, 10-fold 
cross-validation is used where the entire data set is partitioned at random (i.e. no 
catering for imbalance distribution). In Table 5.6 and 5.7, the experimental results 
for the logistic regression and ABN are shown respectively. Similar to the gains 
table, we collect the statistics on the predicted probabilities, percentage of active 
response, lift and cumulative lift at each decile averaged over the ten runs. The 
numbers beside the “土” sign are the standard deviations. From the tables, we can 
confirm that our earlier observations are consistent with a resampling analysis. For 
instance, the ABN model is observed to predict more accurately the percentage of 
active respondents in a decile. Moreover, it provides a better cumulative lift in the 
first few deciles (decile 0 to decile 4). 
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Decile Predicted Prob. Percent Actives Lift Cum. Lift 
0 n 2 4 . 8 9 % 士 0 . 2 0 % 1 8 . 4 9 % ± 1 . 3 1 % 3 4 2 . 0 士 1 7 . 1 3 4 2 . 0 士 17.1 ~ 
1 1 5 . 5 9 % 士 0 . 1 6 % 8 . 6 4 % 士 0 . 8 9 % 1 5 9 . 4 士 15.1 2 5 0 . 8 士 7.8 
2 1 2 . 6 7 % 土 0 . 1 4 % 7 . 1 4 % 士 0 . 7 3 % 1 3 1 . 8 土 11.8 2 1 1 . 1 土 5.7 
3 1 0 . 4 5 % 士 0 . 1 1 % 6 . 1 2 % 土 0 . 5 2 % 1 1 3 . 1 土 10.0. 1 8 6 . 7 土 4.6 
4 8 . 5 0 % 土 0 . 1 1 % 3 . 7 4 % 士 0 . 8 4 % 68 . 7 土 14.2 163.1 士 2 .3 
5 6 . 6 3 % 土 0 . 1 1 % 3 . 0 2 % 土 0 . 7 2 % 55.0 ± 10.3 1 4 5 . 0 土 1.8 
6 4 . 8 9 % 土 0 . 0 9 % 2 . 3 8 % 土 0 . 5 3 % 43 .3 土 8 .3 130.5 土 1.8 
7 3 . 4 5 % 士 0 . 0 6 % 1 . 8 2 % 土 0 . 5 2 % 3 3 . 3 士 9.8 1 1 8 . 4 士 1.2 
8 2 . 3 6 % 士 0 . 0 4 % 1 . 5 0 % 士 0 . 2 3 % 27.5 土 4.4 1 0 8 . 2 士 0.9 
9 1 . 3 8 % 士 0 . 0 2竺 1 . 1 4 % 士 0 . 3 9 % 2 0 . 6 土 7.4 1 0 0 . 0 士 0.0 
Total II 9.08% 土 0.08% 5.40% 土 0.31 
Table 5.6: Result of the logistic regression model. 
Decile || Predicted Prob. Percent Actives Lift Cum. Lift 
0 n 2 7 . 8 9 % 士 0 . 5 3 % ~ 2 1 . 4 3 % ± 0 . 7 3 % 3 9 7 . 2 土 1 9 . 0 ~ 3 9 7 . 2 士 1 9 . 0 ~ 
1 1 0 . 5 8 % 士 0 . 2 9 % 8 . 9 7 % 士 1 . 0 2 % 1 6 5 . 5 土 16.0 2 8 1 . 4 士 8.9 
2 6.19% 土 0.17% 5.84% 士 0.96% 107.5 土 14.1 223.4 ± 7.2 
3 4 . 5 2 % 士 0 . 1 3 % 5 . 0 0 % 士 0 . 9 3 % 9 2 . 0 士 15.6 1 9 0 . 5 土 2.8 
4 3 . 4 4 % 士 0 . 0 9 % 3 . 3 0 % 土 0 . 4 6 % 6 0 . 5 士 6.7 1 6 4 . 5 士 1.6 
5 2.47% 士 0.05% 2.98% 士 0.46% 54.5 士 6.5 146.3 士 1.0 
6 1 . 7 6 % 土 0 . 0 4 % 2 . 0 8 % 士 0 . 4 5 % 3 7 . 7 士 7.4 1 3 0 . 8 土 1.0 
7 1.26% 士 0.01% 1.61% 士 0.21% 29.4 士 3.6 118.1 士 1.0 
8 0 . 8 5 % 士 0 . 0 2 % 1 . 3 0 % 士 0 . 3 4 % 23.5 士 6.4 1 0 7 . 5 士 0.7 
9 0 . 3 4 % 士 0 . 0 2 % 1 . 4 9 % 士 0 . 2 6 % 27.1 士 5.0 1 0 0 . 0 土 0.0 
Total II 5.93% 土 0.10% 5.40% 士 0.31 
Table 5.7: Result of the ABN model. 
In Figure 5.11, we depict the comparison of the cumulative lifts of the two models. 
Besides the averaged measure, the 95% confidence interval estimate®, appearing as 
error-bar, is also shown. 
Considering that an advertising campaign often involves huge investment, a 
response model which can categorize more prospects into the target list, which 
amounts to a small number of customers on the list, is valuable as it will enhance 
the response rate. From the experimental result, it seems that the ABN model 
is more desirable than the traditional logistic regression approach. Although the 
models are tested on a single data set (and for our particular choice of variables), 
it suggests a viable alternative for response model construction using Bayesian net-
works. 
6\Ve a s sume t h a t t he c u m u l a t i v e l i f t fo l lows a n o r m a l d i s t r i b u t i o n . 
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Figure 5.11: Comparing the cumulative lifts of the two models. 
5.8 Summary 
In this chapter, we apply our Bayesian network learning algorithm on constructing 
Bayesian network classifiers. Because the problem is not straightforward, we adopt 
\ 
two approaches that can make use of our learning algorithm: ABN and MN. Al-
though Friedman et al. have also evaluated the two classifiers, it seems that they use 
heuristic search for classifier construction. Thus, it is possible that the evaluation 
is unfair as the resultant model may be inferior. In contrast, we attempt to use our 
evolutionary computation for learning the classifiers, which may provide a bettet 
study. 
On evaluating the performance of our proposed classifiers, we make a formal and 
fair comparison by implementing atop of MjCC++. In comparing ABN and MN with 
the state-of-the-art classifier, TAN, we find that our classifier can compare favor-
ably with TAN. On the other hand, our classifiers evidently outperforms the naive 
Bayesian network classifier. Although ABN and MN do not provide a particular 
performance boost, we note the domains that they excel and discuss a few possible 
alternatives for improvement. 
When a^pplying a Bayesian network classifier on the direct marketing problem, we “ 
find that the result is promising. Although the result cannot be readily generalized, 






We conclude our works with a summary of our contributions and discuss some 
possible future research directions. 
6.1 Summary 
At the beginning of this thesis, we state that learning Bayesian networks from data 
is a difficult problem. Although there are two different approaches to tackle the 
problem, they both suffer from some general drawbacks. Some recent works use 
evolutionary computation to handle the problem, which is a plausible approach as 
it is a powerful search methodology. However, when studying a learning algorithm 
which uses evolutionary programming, we find that the algorithm often executes 
slowly in practice. 
Targeting on the problem, we propose two strategies that help to improve the 
efficiency. The first one is a hybrid learning framework, which is a combination of the 
dependency analysis and the score-and-search approach. It consists of two phases: 
in the first phase, we conduct conditional independency tests; in the second phase, 
we perform network searching exploiting the previous test results. Essentially, the 
result of testing helps to reduce the search space of the network searching problem 
that follows. Hence, it is expected that the search problem is made easier and 
there will be a gain in efficiency. Note that the proposed framework is a general 
methodology in which various dependency analysis methods and search methods 
116 
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can be readily integrated. 
The second strategy is a recombination strategy, which is helpful in evolution-
ary searching. As we note that "exploration and exploitation" is the key issue in 
evolutionary computation, an effective, and application-specific, genetic operator is 
very useful. Our proposed network operator, called merge, recombines two given 
network to produce a better offspring network. Although the operator is primarily 
a heuristic formulation, we find that it is effective in practice. 
Based on the two new strategies, we develop two evolutionary computation 
schemes. Our first scheme employs a modular decomposition approach to tackle 
the search problem, which is inspired by the decomposability of the evaluation func-
tion. In the literature, we find that cooperative coevolution shares a similar spirit 
of problem decomposition. However, because there are problems in the original 
framework, we modify it and find that the new framework has satisfactory perfor-
mance. Our second scheme is a natural extension of the evolutionary programming 
approach in which we incorporate the hybrid framework together with the merge 
operator. In particular, we circumvent the requirement of selecting a proper cutoff 
value (used in the hybrid framework) by adopting a different cutoff value in each 
candidate solution. In the experiment, we find that the new learning algorithms 
improve over the previous approach, which is as expected. 
To apply our work on real world problems, we extend our proposed learning algo-
rithm in learning Bayesian network classifiers. Because previous study did not target 
on learning an optimal classifier, we conjecture that the existing greedy heuristic 
may result in inferior models. Thus, the evaluation may be unfair. In our work, 
we apply our proposed algorithm for learning the classifiers, which will be a better 
approach for assessing the performance of the classifiers. In comparing with some 
well-known classifiers, we find that the performance of our classifier largely equals 
the rivals. Based on the observation, we give a general discussion and mention about 
possible improvements. Finally, we also provide a study of applying Bayesian net-
work classifiers on the direct marketing problem. Because the results are promising, 
it suggests a worth investigating direction for future research. 
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6.2 Future Work 
Because our learning algorithms are efficient, we can apply them on large-scale 
problems where there are many attributes and the size of the data set is huge. Also, 
since conditional independence test result will be more reliable for larger data set, 
our algorithms favors for solving large-scale problem. However, when we handle 
large data set, an obvious problem will be that the time required on evaluating the 
MDL metric will also scale up. Currently, we use a simple and direct approach for 
metric evaluation. As the size of the data set grows, the time spent on a single 
evaluation will also grow. Hence, it is important to optimize the metric evaluation 
operation so that the algorithm is fast even for a large-scale problem. This could 
be achieved by using a better database management system, an optimized data 
structure or even a simpler evaluation method that approximates the true score. 
From another perspective, the learning algorithm can be more efficient if it adapts 
to, for example, delicate query ordering [27], which optimize the metric evaluation 
operation. 
Throughout our work, we have assumed that the learning data is complete. 
However, for most real world problems, our assumption can be violated: many data 
entries are missing and there may be hidden variables governing the observations. 
Obviously, the learning problem will be more difficult and it will not be trivial to 
define or to evaluate the scoring metric. A noteworthy work in this category is the 
structural EM algorithm [25] which tackles the problem by incorporating the EM 
algorithm. Recently, Myers et al. [53] attempts to use evolutionary algorithms to 
handle the problem [53]. Possibly, we can follow the direction and develop efficient 
approach for learning Bayesian networks from incomplete data. Furthermore, we 
can also investigate the unsupervised learning problem [71] which should be closely 
related to our studied problem. 
We can explore new alternatives that Bayesian networks are applied on real 
world problems. Although a Bayesian networks is useful on its own, it is possible 
to extend the basic prototype to suit particular needs. For instance, there are ‘ 
previous works that combines Bayesian networks with decision theory [14], extends 
the single network into a multinet model [29], and transforms a network to describe 
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temporal information (i.e. dynamic Bayesian network) [42]. Hence, the potential 
use is unlimited as long as we know how to use it. 
X 
Appendix A 
A Supplementary Parameter 
Study 
In Section 4.3 and 4.4, we study the effect of different parameter settings on our 
proposed algorithms CCGA and HEP respectively. However, since the experiments 
are conducted on a single data set, ALARM-0, the result may vary on other data 
sets. In this chapter, we conduct a similar study on another data set, PRINTD-5000. 
We argue that the observed trends or variations that we present in the previous 
sections should be valid in general. However, the degree of influence of various 
parameter settings may vary across different data sets. Here, we summarize the 
result in a concise form so that a comparison could be made easily. 
A. l Study on CCGA 
A.1.1 Effect of Different a 
From Table A.l , we find that: 
• The case for a = 1.0 gives poor result as it cannot find the optimal solution. 
• For other cases, CCGA is able to obtain the optimal solution. However, the -
time used and metric evaluations increase with larger a value. 
• Moreover, it would require longer generations to obtain the best-so-far solution 
120 
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— AFS AIS A E T ANG A M E ASD — 
“ 106,541.6 110,189.2 M S SOTs O 
a = 0.02 (0 0) (618.4) (0.3) ( 9 ^ (14.9) (0.0) 
“ ~ 106,541.6 110,189.2 i T s 591.8 0.0 
a = 0.05 (00) (618.4) (0.3) ( 9 ^ (14.9) (0.0) 
“ 106,541.6 114,622.2 Ml 12?7 2,540.6 O 
"^  = 0.3 (0.0) (1,132.8) (1.4) { 7 ^ (56.4) (0.0) 
106,541.6 115,051.1 107：0 ^ 7,266.7 
= (0.0) (1,250.5) (3.2) (19.8) (92.3) (0.0) 
“ “ 106,681.8 114,757.9 1,722.0 757.1 256,068.7 ^ 
a = 1.0 (66.9) (1,157.4) (12.6) (172.8) (1,914.9) (3.4) 
Table A.l: Performance of CCGA with different a. 
AFS AIS A E T A N G A M E ASD — 
_ 106,541.6 114,622.2 ^ 12/7 2,540.6 O 
= 20 (0 0) (1,132.8) (1.4) ( 7 ^ (56.4) (0.0) 
106,541.6 114,741.1 67A ^ 2,586.2 O 
" " = 3 0 (0.0) (1,060.0) (2.6) ( 4 ^ (43.3) (0.0) 
_ 106,541.6 114,602.1 ^ 2,622.9 
= 奶 (0.0) (933.9) (2.8) (45.2) (0.0) 
106,541.6 114,475.7 2,674.8 O 
= 50 I (0 0) (918.0) (1.3) (4.4) (47.7) (0.0) 
Table A.2: Performance of CCGA under different population sizes, 
for a larger a value. 
Thus, provided that a smaller value would not bring undesirable side-effect, using a 
smaller a is recommended. 
A.1.2 Effect of Different Population Sizes 
From Table A.2, we find that: 
• Time used and metric evaluations increase with a larger population size. 
• The expected benefit of using a larger population is not obvious. Indeed, the 
difference in ANG of the four different runs are not significant. 
Thus, a smaller population size seems to suffice. 
A.1.3 Effect of Varying Crossover and Mutation Probabili-
ties 
From Table A.3, we find that: 
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AFS A E T A N G A M E ASD 
106,541.6 f r 2 1,848.9 ^ 
Pc = U.5 (0.0) ( 0 ^ (34.9) (0.0) 
_ 106,541.6 ^ 1L5 1,855.6 ^ 
^^ “ (0.0) (46.2) (0.0) 
106,541.6 ^ 1,844.5 ^ 
Pc — (0.0) (2.0) (7.1) (38.4) (0.0) 
(a) pm = 0.05 
AFS A E T A N G A M E ASD 
106,541.6 ^ 2,549.4 O 
Pc — u.b (0.0) ( 4 ^ (46.9) (0.0) 
106,541.6 64?7 2,540.6 ^ 
P c - U " (0.0) (1.4) ( 7 ^ (56.4) (0.0) 
_ 106,541.6 1^6 2,521.0 O 
� — ( 0 . 0 ) (1.4) (6.3) (46.7) (0.0) 
(b) Pm = 0.2 
AFS A E T A N G A M E ASD 
106,541.6 3,244.7 O 
~ (0.0) (5.7) (4.5) (0.0) 
_ 106,541.6 m 3,229.7 “ ^ 
~ (0.0) (3.7) (4.1) (0.0) 
106,541.6 r r ? 3,192.5 O 
Pc - u.” （0.0) (7.3) (5.1) (60.4) (0.0) 
(c) Pm = 0.5 
Table A.3: Performance of CCGA with different pc and pm-
• The variations in AET and AME induced by the change by pm is greater than 
that by pc. 
• A larger crossover probability seems to cause AME to drop. 
• Although the difference is not significant, it seems that a smaller crossover 
probability can help to obtain the final solution faster. 
Thus, our recommendation that we should use a low mutation probability and a 
not-too-high crossover probability is also justified for this data set. 
A.1.4 Effect of Varying Belief Factor 
From Table A.4, we find that: -
• In the extreme case of the belief factor equals 1.0, CCGA get stuck at local 
optimal solutions. 
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AFS AET A N G A M E ASD 
: 106,541.6 7 8 ^ 875 2,502.2 O 
fac to r = 0.0 (。。) ^ (51.2) (0.0) 
" " “ : 106,541.6 7 L 9 ^ 2,572.9 O 
fac to r = 0.1 (0.0) ^ (53.7) (0.0) 
: 106,541.6 ^ 2,540.6 OlO 
fac to r = 0.2 ( •。 ) (56.4) (0.0) 
~ : 106,541.6 sYA 2,275.6 O 
fac to r = 0.5 (q^q) (0.5) (12.8) (45.1) (0.0) 
" " ‘ “ “ 106,541.6 5 1 ^ 4 0 1,980.4 ^ 
factor = 0.7 (q.q) ^ (38.9) (40.6) (0.0) 
~ _ 108,557.4 2 0 ^ 669.4 K b 
fac to r = 1 . 0 (657.2) (1.3) (2.5) (96.7) (2.3) 
Table A.4: Performance comparison of different belief factor. 
• A smaller belief factor can help to obtain solution in an earlier generation but 
with the cost of more computational time. 
• The tradeoff is more clearly observed in this experiment. 
Because a larger belief factor may deteriorate the performance, the recommendation 
of a moderate value (e.g. 0.2) is justified. 
A.2 Study on HEP 
A.2.1 The Hybrid Framework and the Merge Operator 
Because the prevention of cycle formation is demonstrated to make a big difference 
on the computation time, we will not investigate the issue further. However, we still 
want to compare the contribution of different improvement strategies. 
AFS AIS A E T A N G A M E ASD 
p p , 106,542.0 116,275.9 221.0 2 1 ^ 15,707.8 O 
十merge (。〇） (480.3) (1.8) (600.2) (325.8) (0.0) 
106,542.0 111,401.3 ~ I ^ O 170.6 1,659.1 OO 
匕 r 十。丄 (0.0) (392.5) (2.9) (154.2) (315.9) (0.0) 
106,542.0 111,401.3 165.3 1,754.2 0：0 
(0.0) (392.5) (3.2) (14.6) (439.0) (0.0) 
Table A.5: Performance comparison of different implementations. 
From Table A.5, we find that: 
• HEP is not the slowest, but "EP+merge" is. It possibly suggests that the 
drawback of "EP+merge", that it requires more metric evaluations, surface 
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in this experiment. Looking at AME, our observation is further supported 
by that “EP+merge”requires nearly nine times more evaluations on average 
comparing to either "EP+CI" or "HEP". 
• It is evident that HEP can obtain the final solution earliest. 
Thus, it seems that "HEP" has the anticipated advantage. 
A.2.2 Effect of Different Population Sizes 
— AFS AIS AET ANG A M E ASD — 
106,542.0 111,505.1 1 3 ^ 1,603.1 ^ 
= 40 (0.0) (389.1) (1.9) (13.2) (283.0) (0.0) 
: 106,542.0 111,401.3 165.3 1,754.2 oTo 
" " = 卯 (0.0) (392.5) (3.2) (14.6) (439.0) (0.0) 
106,542.0 111,286.1 190.0 1,824.5 O 
= (0.0) (387.0) (2.6) (10.3) (325.8) (0.0) 
Table A.6: Performance of HEP with different population sizes. 
From Table A.6, we find that: 
• A larger population also implies increases in the time used and metric evalu-
ations. 
• However, the advantage of using a larger population seems to manifest as it 
seems to help to obtain the final solution in a smaller number of generations. 
Because there is a tradeoff (execution time v.s. generation) involved in using a larger 
population, a moderate population size is recommended. 
A.2.3 Effect of Different A^ 
N 
From Table A.7, we find that: 
• The previously observed trend on AET and AME is not obvious in the current 
experiment. “ 
• However, our choice is shown to deliver satisfactory performance. 
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AFS AET ANG A M E ASD 
~ “ 1 0 6 , 5 4 2 . 0 165.7 42A 1,759.6 O 
= (0.0) (3.5) (14.6) (399.5) (0.0) 
~ ~ “ _ 106,542.0 167.3 1,793.7 O 
A a = 0.005 (0 0) (3.2) (12.3) (379.1) (0.0) 
“ _ 106,542.0 1661 i T s 1,839.5 O 
Ao = 0.01 (0.0) ^ (10.8) (535.9) (0.0) 
~ “ _ “ 106,542.0 165.3 4 3 l 1,754.2 0.0 
A a = 0-02 (0.0) ^ (14.6) (439.0) (0.0) 
106,542.0 i M ^ e 37；0 1,810.6 O 
A a = 0.05 (0.0) ^ ( 7 ^ (520.7) (0.0) 
~ “ — 106,542.0 166.6 4 4 l 2,006.1 O 
A a = (0.0) (0.8) (12.2) (137.0) (0.0) 
Table A.7: Performance of HEP with different A^. 
A.2.4 Efficiency of the Merge Operator 
Similar to the previous study, we depict in Figure A.l the number of successful 
merge operations during a run. From the collected figures, the average number 
equals 4.95, so that the success rate also amounts to about one-fifth (4.95/25). 
25 1 —~I 1 1 
2 0 - -
15 -
§ 
10 “ + + + -f + •»• 
f + + 4. + 
+ + + 齋 +•++ -H- -H- ++普 + + 朴+件•»•+•• -H- ^tf -H- + +++ -H-t+l- + + -Hi-Hi- + 
+ + + + + 个 - h - * * - +-f + + + -WHf-M. 4 f * + + - H - 务 料 4- -W- ^ + 谱 个 + 十 +个++ + 
5 _ .H•如•卜袖鲁• ••»>•»• + H W . 蜃 + - t f -ff ， -f -••"MH- -fr-f-fi 
-H-HH- +-H-t-+ -HJ-tH-t- •耕料朴+ + + rn |… + + -m--fHH- -H- • 
+ +-«-+ + + + 4-f-4f -m- -H- + + + +4- + 十 " H H " •*  + +H-rt*"H 
小 + ••+• .»••.»• + f 4- +»• 屮4" •+ .f-fff..!-!. + • 卜 今 . + + • • 4 + 
十 + + + + + + 
0 * ―^ J—1 ‘~. I , 
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Generation 
Figure A.l: Successful merging in a run (PRINTD data set). 
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