Adaptive nonparametric estimation for compound Poisson processes robust
  to the discrete-observation scheme by Coca, Alberto J.
ar
X
iv
:1
80
3.
09
84
9v
2 
 [m
ath
.ST
]  
8 F
eb
 20
19
Adaptive nonparametric estimation for compound Poisson
processes robust to the discrete-observation scheme
Alberto J. Coca ∗
University of Cambridge†
February 12, 2019
Abstract
A compound Poisson process whose jump measure and intensity are unknown is ob-
served at finitely many equispaced times. We construct a purely data-driven estimator of
the Le´vy density ν through the spectral approach using general Calderon–Zygmund inte-
gral operators, which include convolution and projection kernels. Assuming minimal tail
assumptions, it is shown to estimate ν at the minimax rate of estimation over Besov balls
under the losses Lp(R), p ∈ [1,∞], and robustly to the observation regime (high- and low-
frequency). To achieve adaptation in a minimax sense, we use Lepski˘i’s method as it is
particularly well-suited for our generality. Thus, novel exponential-concentration inequal-
ities are proved including one for the uniform fluctuations of the empirical characteristic
function. These are of independent interest, as are the proof-strategies employed to deal
with general Calderon–Zygmund operators, to depart from the ubiquitous quadratic struc-
ture and to show robustness without polynomial-tail conditions. Part of the motivation for
such generality is a new insight we include here too that, furthermore, allows us to unify
the main two approaches to construct estimators used in related literature.
Key words: adaptive nonparametric estimation, Calderon–Zygmund integral operator, compound
Poisson process, Lepski˘i’s method, Le´vy density, low-, high- and arbitrary frequency regimes,
non-linear inverse problem, robustness to observation schemes
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1 Introduction
1.1 The statistical non-linear inverse problem
Let X1,X2, . . . be a sequence of independent and identically distributed (i.i.d.) real-valued ran-
dom variables with common law µ and let N :=(Nt)t≥0 be an independent Poisson process on R
with intensity λ>0. Then, Y :=(Yt)t≥0 with Yt=
∑Nt
i=1Xi, t≥0, is a compound Poisson process
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herein was greatly improved, and to Richard Nickl for repeated feedback on this manuscript. This project has
received funding from the Engineering and Physical Sciences Research Council (EPSRC) under grant LFAG/141
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with (finite) Le´vy measure ν := λµ; we take the convention that an empty sum is zero so, in
particular, the process starts at zero. We further assume that µ({0})= 0, so that the model is
fully identifiable through ν and Y is a Le´vy process.
Compound Poisson processes are the building blocks of Le´vy processes and are used in many
applications within natural sciences, engineering and economics (cf. [2] and [18], and references
therein). In many of these, the underlying process is not perfectly observed but only discrete
observations are available: e.g., Y∆n , Y2∆n , ..., Yn∆n for some ∆n > 0 and n∈N. In view of the
expression for Yt above, the process may jump several times between two observations and we
are effectively observing a random variable corrupted by a sum of a random number of copies of
itself. More specifically, due to Y being a Le´vy process, the increments Zj := Yj∆n − Y(j−1) ∆n ,
j = 1, . . . , n, are i.i.d. copies of Y∆n with distribution
P := e−λ∆n
∞∑
i=0
∆inν
∗i
i!
, (1.1)
where ∗ denotes convolution, ν∗i =
i︷ ︸︸ ︷
ν ∗ ... ∗ ν, i ≥ 1, and ν∗0 = δ0 is Dirac’s delta at 0, so
we are equivalently observing a sample from P = P(∆n , ν). Consequently, estimating ν from
discrete observations is a non-linear statistical inverse problem and, after linearisation, it is of
deconvolution type with the role of the (unknown) error played by the increments themselves.
Indeed, Nickl and Reiß [50] call it an auto-deconvolution problem following the work of Neumann
and Reiß in [49], where the ill-posedness of the problem for general Le´vy processes was first
studied. In the context of compound Poisson processes, the inverse problem is not ill-posed in
terms of convergence rates because, denoting the Fourier transform of a finite measure by F , the
characteristic function of Y∆n satisfies
ϕ(ξ) := FP(ξ) = e∆n(Fν(ξ)−λ), ξ ∈ R, (1.2)
and, noting that |Fν(ξ)| ≤ λ for all ξ ∈ R, it satisfies infξ∈R |ϕ(ξ)| ≥ e−2λ∆n > 0.
1.2 Our result and related literature
Nonparametric inference for discretely observed Le´vy processes has received much attention in the
last two decades. Roughly speaking, the literature can be split into two main blocks depending
on the observation regime: the high-frequency scheme, where ∆n → 0 and T := ∆nn → ∞ as
n → ∞ and any rates of convergence are given in terms of T ; and the low-frequency regime,
where ∆n = ∆ > 0 is fixed and rates are in terms of n. In the former, part or all of the ill-
posedness of the inverse problem vanishes asymptotically and estimators are built in two different
ways: directly from small-time expansions such as that obtained by taking the first summand in
(1.1) (see [25, 28] for the expansions and [26, 27, 44] and [51], Section 2.2, for estimation); and,
from (1.2) and its generalisation given by the Le´vy–Khintchine formula together with small-
time approximations that simplify it (see [3, 13, 14, 16, 20, 23]). Both have the drawback
that ∆n → 0 sufficiently fast is needed. In the low-frequency regime, the ill-posedness has to
be dealt with in full and the route to construct estimators is the so-called spectral approach,
initiated by Belomestny and Reiß [6], which uses the Le´vy–Khintchine representation without
any approximations (see [7, 8, 12, 15, 22, 24, 35, 36, 40, 49, 50, 54]). The exceptions to this
division are [51], Section 2.3, and [39], where the spectral approach is used in the high-frequency
regime with ∆n → 0 sufficiently fast, and [42], which we mention in more detail below. See [5]
for a comprehensive account of the existing results in this field.
However, in practice only finite samples are available and the statistician must choose an
estimator constructed from one of the approaches above. Hence, estimators that can optimally
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deal with both regimes at once are of key importance and this is a recent topic of investigation
in related problems too such as in estimation for discretely observed diffusions (cf. Chorowski
[9] and Abraham [1]). In Chapter 2 in Coca [11], we argued that, in the compound Poisson
setting, the spectral route implicitly uses the small-time approximations considered in Duval
[20], Comte, Duval and Genon-Catalot [13] and Duval and Mariucci [23], with the difference of
being of arbitrary high-order in ∆n . Thus, it should provide estimators that deal with the high-
frequency regime with no assumptions on how fast ∆n → 0, to the extent that they should also
be able to deal with the low-frequency regime. Indeed, without knowledge of λ and using general
Calderon–Zygmund integral operators that include convolution and projection kernels such as
wavelets, herein we build such robust estimator, νˆ, that, in addition, is adaptive in a minimax
sense to an assumed Besov-regularity of ν for all the losses Lp(R), p ∈ [1,∞], under minimal
assumptions; in particular, in the statistically-relevant case p = ∞, and also when p ∈ [2,∞),
we only require a logarithmic-tail assumption. For adaptation we use Lepski˘i’s method as it is
particularly well-suited for such generality. Furthermore, in Section 2.4.3 we use this insight and
our general estimator to unify the abovementioned approaches, which have so far been regarded
as different. We note in passing that the rates of convergence we obtain will not be given in
terms of n but in terms of the natural quantity Tλ := λT = λ∆nn, i.e. the expected number of
jumps that Y gives in the whole observation interval [0, T ].
For more general Le´vy processes observed discretely, the insight carries over and estimators
constructed from the spectral approach are minimax-optimal and robust to the observation
interval ∆n : this was first reported in Section 4.5 in Comte and Genon-Catalot [15] and in
Kappus and Reiß [42], where the Le´vy density and triplet are estimated under the L2(R) loss and
a minimum distance criterion, respectively; and, it was subsequently remarked in the discussion at
the end of Section 3 in Kappus [40] and in Remark 6 in Section 3 in Trabs [54], where they estimate
functionals of and the Le´vy density under the losses | · |2 and L∞(D), D ⊂ R \{0} compact,
respectively. Nevertheless, only [15] in Section 4.6 and [40] in Section 4 include adaptation
procedures for their estimators and these are not proved to be robust to the discrete observation
regime. Moreover, they are the only works in the literature in which adaptive estimation of Le´vy
densities from low-frequency observations is studied, and they do so for quadratic-type losses
and under polynomial-tail assumptions. Therefore, our results fill in these three gaps and for
general operators, starting with the simplest pure jump Le´vy model.
Right before completing this manuscript, the work of Duval and Kappus [22] was released:
they construct a convolution kernel-estimator of ν from the spectral approach that is adaptive
and robust to arbitrary frequencies. Yet, they work under the L2(R) loss with a fourth-moment
condition and their rates are optimal up to logarithms assuming knowledge of λ. Due to these
differences, our proof-strategies differ significantly too.
Lastly, we must mention that a third block of literature considers nonparametric estimation
from discrete but irregular or random observations (see [41, 4, 17]). Additionally, an alternative
to the aforementioned purely frequentist approaches, the Bayesian approach, has recently been
applied to make inference on ν or functionals of it: in a periodic setting and for low-frequency
observations, Nickl and So¨hl [52] prove a Bernstein–von Mises theorem for its distribution, and
non-adaptive minimax-optimal contraction rates of the Bayesian posterior under the supremum-
norm follow. Previously, Gugushvili, van der Meulen and Spreij [37, 38] built a posterior for the
forward operator in (1.1) that adaptively contracts at the optimal rate for the Hellinger distance
on R for the low- and high-frequency regimes, respectively; in [38], they report robustness to the
observation interval of their approach. The concentration results developed in our proofs allow to
construct a posterior for ν that contracts at the optimal rate robustly to the observation scheme
for Lp(D), p ∈ [1, 2] and D ⊂ R compact, using the constructive-testing approach introduced
in Gine´ and Nickl [33]. Yet, this is out of the scope of the current work and, furthermore, it
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requires knowledge of the regularity of ν, so the problem of finding a Bayesian posterior for ν
that is adaptive on R remains open.
1.3 Adaptive and robust estimation in Lp(R), p ∈ [1,∞]
To achieve the generality of our results in terms of loss functions and robustness under minimal
assumptions, the routes taken in our proofs partly depart from those in existing literature on non-
parametric estimation for discretely observed Le´vy processes. We now discuss these differences,
as they provide and constitute contributions of our work too.
In view of (1.2), the highly non-linear formal representation of ν in terms of P given by
ν = 1∆nF−1
[
Log(eλ∆nϕ)
]
follows. Then, if ν or functionals of it are estimated under an L2
loss, the Parseval–Plancherel isometry can be readily used to work in the Fourier domain and
the analysis simplifies. This strategy remains valid in estimation of more general Le´vy processes
and, indeed, it is used in most of the existing literature using the spectral approach. In particular,
estimators are built by plugging the empirical counterparts of ϕ and derivatives of it, namely
ϕ̂n
k)(ξ) :=
dk
dξk
(
P̂n e
-ı ξ·
)
:=
1
n
n∑
j=1
(-ı Zj)
ke-ı ξZj , with k ≥ 0 and P̂n := 1
n
n∑
j=1
δZj , (1.3)
and the variance term (comprising linear and non-linear terms) can be dealt with by controlling
E
[
(ϕ̂n −ϕ)k)
]2
pointwise. Model selection techniques can then be applied and this is the route
is taken by the few works concerning adaptive estimation (cf. Section 3.2 in [22], Section 4.6 in
[15] and Section 4 in [40]). However, L2-convergence properties of Fourier transforms may not be
informative about convergence in other Lp-norms, especially about the statistically significant
L∞-norm; the only work dealing with p =∞ that we are aware of is Trabs [54], Section 3, where
he deals with general Le´vy processes, but his result is non-adaptive and restricted to a compact
interval: the latter ultimately allows him to deal with the variance in the way we just described.
To deal with the Lp(R) loss for p ∈ [1,∞] without assuming ν ∈ L2(R) necessarily, our analy-
sis needs to be finer. In line with existing distributional results (cf. [24, 50, 51] and [12]), we work
on the linear term to write it as an empirical process
(
P̂n −P
)
f with f uniformly bounded, and
control the expectation of its Lp(R)-norm by appropriately applying results from i.i.d. density
estimation under general conditions on Calderon–Zygmund integral operators. This more precise
treatment allows us to show concentration of its Lp(R)-norm too using Talagrand’s inequality
in the spirit of [30, 31, 43], which is one of the main ingredients to apply (their modification of)
Lepski˘i’s method to achieve adaptation; this method was originally introduced in Lepski˘i [45]
and has only been applied in related literature by Trabs [54], Section 4, in the abovementioned
regression-type setting simpler than discrete observations. Similarly to Neumann and Reiß [49],
where non-adaptive estimation of functionals was first studied, we reduce the problem of con-
trolling the non-linear stochastic term to controlling E supξ∈[−Ξn,Ξn] | ϕ̂n −ϕ|(ξ), Ξn →∞: we
show this directly for p∈{1, 2,∞} and use the Riesz–Thorin interpolation theorem to extend it
to intermediate values and profit from the favourable L2(R) geometry. For adaptivity, we use
Talagrand’s inequality again to show concentration of the uniform fluctuations of ϕ̂n . This new
result implies that, for p∈{1,∞}, the non-linear term does not show exponential concentration
but polynomial (of arbitrary high order) and, thus, using Talagrand’s inequality is crucial to
apply Lepski˘i’s method. In particular, for p=1 it dominates over the linear term, a phenomenon
not yet reported in related literature.
The other main contribution of our work is that, remarkably, this finer analysis can be made
robust to the observation regime with no polynomial-tail assumptions. Notice that E Y k∆n =
O(∆n ) if EX
k
1 <∞, k ≥ 1, and that analogous identities hold for more general Le´vy processes.
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Indeed, all literature reporting robustness or using the Le´vy–Khintchine representation for the
high-frequency regime use this observation to obtain the necessary extra acceleration: e.g., it
immediately implies that E
[
n(ϕ̂n −ϕ)k)
]2
= O(T ), k ≥ 1. However, our estimator only features
ϕ̂n and no derivatives of it and, moreover, the underlying reason behind such acceleration is the
collapse of P to δ0 at rate ∆n (cf. (1.1)). Thus, we only exploit the latter to show that the
variance of n
(
P̂n −P
)
f is of order Tλ, and repeatedly use this in the linear term to derive
robust optimal bounds and concentration. Proceeding in the same fashion, we also show that
E supξ∈[−Ξn,Ξn] n| ϕ̂n −ϕ|(ξ) = O
(√
Tλ log
1/2+δ(Ξn)
)
for any δ > 0; note the key improvement
this gives in the context of compound Poisson processes compared to Theorem 1 in [42], where
it was shown that it is O
(√
n log1/2+δ(Ξn)
)
. Optimal control of the non-linear term follows
and, furthermore, it guarantees the right acceleration of the variance in Talagrand’s inequality
that allows us derive robust exponential concentration of the uniform fluctuations of ϕ̂n . The
latter, which states that they concentrate as in a parametric setting with sample size Tλ, is of
independent interest and adds transparency to the proofs.
1.4 Outline
We split the rest of the article into two main sections: Sections 2 and 3, devoted to our main
results and part of their proofs, respectively. The former is divided into several subsections: Sec-
tions 2.1 and 2.2, introducing the setting and notation used throughout together with Calderon–
Zygmund integral operators and relevant results from approximation theory; Section 2.3, includ-
ing the model assumptions and our estimator; and, Sections 2.4 and 2.5, containing our main
results concerning our estimator and the empirical characteristic function, respectively. Section
2.4 is further divided into four: Sections 2.4.1 and 2.4.2, devoted to the minimax-optimality of our
estimator and to adaptation; and, Sections 2.4.3 and 2.4.4, where we include a novel unification
of the existing literature on nonparametric estimation of discretely observed compound Poisson
processes, together with several discussions on robustness to the observation scheme. Section
3 contains the proofs and is split into four: Section 3.1, devoted to some preparatory results;
Sections 3.2 and 3.3, where we show the main theorems in Sections 2.4.1 and 2.4.2, respectively;
and, Section 3.4, devoted to proving the theorem in Section 2.5.
2 Main results
2.1 Setting and definitions
Throughout, all random quantities are defined on the probability space (Ω,A,Pr). Adopt the
setting introduced in Section 1.1: µ and λ > 0 are the jump measure and intensity of a compound
Poisson process Y := (Yt)t≥0 and we have discrete observations Yi∆n for i = 1, . . . , n and some
∆n > 0. We define ν := λµ and assume µ({0}) = 0 and T := ∆nn → ∞ as n → ∞; we will
only require ∆¯ := supn∆n <∞ when we explicitly state it. Then, Y is a Le´vy process and the
increments Zi := Yi∆n − Y(i−1)∆n , i = 1, . . . , n, are i.i.d. with common law P and empirical law
P̂n defined in (1.1) and (1.3), respectively.
From now on, all functions and measures will be assumed to be Borel-measurable and
Borel, respectively. For any function f on R and function or measure Q on R, we define
Qf :=
∫
R
f(x)Q(dx) and, for any ξ, x∈R, we define the Fourier transform and its inverse,
FQ(ξ) := Qe-ı ξ· and F−1Q(x) := 1
2π
Fµ(−x) = 1
2π
FQ−(x), (2.1)
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where Q−(B) = Q(−B) for any Borel set B ⊆ R. We refer the reader to [29] for the standard
results on Fourier analysis and convolution theory we use in what follows. We write Ac . Bc
if Ac 6 CBc holds with a uniform constant C in the parameter c and Ac ∼ Bc if Ac . Bc and
Bc . Ac. We use the standard notation Ac = O(Bc) and Ac = o(Bc) to denote that Ac/Bc is
bounded and Ac/Bc vanishes, respectively, as c → ∞. We write r′c = OPr(rc) to denote that
r′cr
−1
c is bounded in Pr-probability.
2.2 Function spaces and Calderon–Zygmund operators
In this section we review the relevant material from Chapter 4 in [34] that we use throughout.
Let Lp(R), p ∈ [1,∞], denote the usual Lebesgue space on R with norm ‖·‖p, let Cu(R) be the
space of uniformly continuous functions on R and let S(R) denote the Schwartz space on R. We
say that a class of functions is VC if it is of Vapnik–C˘ervonenkis type (cf., e.g., Definition 3.6.1
in [34]). Let f : R → R, K : R×R → R integrable, which is generally referred to as a kernel
function, and Kh(·, ·) = h−1K(·/h, ·/h) for h > 0. Then, to construct our estimators we consider
integral operators of the form
f 7→ Kh(f) :=
∫
R
f(y)Kh( , y)dy = 〈f,Kh( , ·)〉 ,
where 〈f, g〉 := ∫
R
f g¯ with g¯ denoting the complex conjugate of g. In the theory of singular
integrals, these are sometimes called Calderon–Zygmund type-of operators and, as we show in
the examples below, they comprise convolution and projection kernels. For all x, ξ ∈ R we define
K˜ (x, ξ) = K˜ 1(x, ξ), where
K˜h(x, ξ) := Kh
(
e-ı ξ·
)
(x) = F [Kh(x, ·)] (ξ), and K˜ h(f)(x) :=
〈
f, K˜h(x, ·)
〉
.
Condition On the kernel K we impose the following conditions:
1. for every x ∈ R and k ∈ N,∫
R
K(x, x+ y) dy = 1 and
∫
R
K(x, x+ y) yk dy = 0 ;
2. for every y ∈ R and k ∈ N, there exists a bounded function K : R+ → R+ such that
sup
x∈R
|K(x, x− y)| ≤ K (|y|) . (1 + |y|)−k ;
3. for every h > 0 there exists a countable and uniformly bounded VC class of functions
K :={κt :R→R : t∈T } such that, for any finite measure Q = Qd +Qac on R with Qd, Qac
discrete and absolutely continuous with respect to Lebesgue such that Qac has density q ∈
L∞(R),
‖hKh(Q)‖∞ . sup
t∈T
|Qκt| and sup
t∈T
∫
R
κt
2(x)q(dx) . h ‖q‖∞ ,
where the constants hidden in the notation . depending on K only; and,
4. supp(K˜ (x, ·)) does not change with x∈R and, for some Ξ>0, it is in [−Ξ,Ξ].
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Conditions 1 and 2 are standard: due to k ≤ ∞, they guarantee that the integral operator has
infinite order, roughly meaning that Kh(f) captures the regularity of f regardless of how high it
is; more precisely, it allows us to control the approximation error ‖Kh(f)− f‖p optimally when
f ∈ Lp(R), p ∈ [1,∞], lives in a space of arbitrary smoothness in a sense to be made precise in
(2.7) at the end of the section. Condition 2 also implies that for any f ∈ Lp(R) and h > 0,
‖Kh(f)‖p . ‖f‖p , (2.2)
where the constant in . only depends on K . Condition 3 will be used to control the ‖·‖p-norm
of the empirical process-form of the linear term (see discussion in Section 1.3) when p=∞. And,
Condition 4 is a band-limitedness condition inducing a spectral cut-off required throughout to
deal with the inverse nature of the problem.
Example 2.1 (Convolution operators). For some K ∈ L1(R), let
K(x, y) = K(x− y), x, y ∈ R .
Functions K satisfying Conditions 1-4 are well-known: e.g., so-called ‘flat-top kernels’, such as
the one introduced in [48], defined for any b > 0 and c ∈ (0, 1) through
FK(ξ) =

1, if |ξ| ≤ c,
exp
(
− b(|ξ|−1)2 exp
(
− b(|ξ|−c)2
))
, if c < |ξ| < 1,
0, otherwise;
(2.3)
indeed, K satisfies Condition 4 trivially in view of K˜ (x, ξ) = e-ı ξxFK(−ξ); furthermore, FK is
infinitely differentiable on R, so K ∈ S(R) and Conditions 1-2 follow due to ∫
R
K(y) dy = FK(0)
and
∫
R
K(y) yk dy = (-ı)−k d
k
dξkFK(ξ) |ξ=0 for all k ∈ N, and Condition 3 by, e.g., Remark 5.1.4
and Case 4 in the proof of Theorem 5.1.5 in [34].
Example 2.2 (Projection operators). For some φ ∈ L2(R), let
K(x, y) =
∑
k∈Z
φ(x− k)φ(y − k), x, y ∈ R .
In the terminology of wavelet analysis, φ is generally referred to as the scaling function. It can
be chosen to satisfy Conditions 1-4 and, moreover, so that it generates a multiresolution analysis
of L2(R): V0 := {φk :=φ(· − k) : k ∈ Z} forms an orthonormal system in L2(R); Vj−1 ⊂ Vj for
all j ∈ N, where Vj := span({φj,k := 2j/2φ(2j · −k) : k ∈ Z}); and, ∪j≥0Vj is dense in L2(R).
Writing h = 2J we have that KJ(f) := Kh(J)(f) is the projection of f onto VJ . Equivalently, a
band-limited wavelet ψ can be constructed from φ (cf. end of Section 2.3.3 below), i.e. a function
ψ ∈ L2(R) such that {ψj,k := 2j/2ψ(2j · −k) : k ∈ Z} is an orthonormal basis for the orthogonal
complement Wj of Vj in Vj+1, so that L
2(R)=V0 ⊕ (
⊕∞
j=0Wj) and
KJ(f)(x) =
∑
k∈Z
〈f, φk〉φk(x) +
J−1∑
j=0
∑
k∈Z
〈f, ψj,k〉ψj,k(x), J ∈ N∪{0,∞}, x ∈ R . (2.4)
In the historical development of orthogonal wavelet basis, scaling functions satisfying all of the
above conditions were the first to appear after Haar and Shannon: Meyer [47] constructed φ
through
Fφ(ξ) =

1, if |ξ| ≤ 2π3 ,
cos
[
π
2χ
(
3
2π |ξ| − 1
)]
, if 2π3 ≤ |ξ| ≤ 4π3 ,
0, otherwise,
(2.5)
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where χ : R → R is any infinitely differentiable function satisfying χ(ξ) = 0 for ξ ≤ 0, χ(ξ) +
χ(1 − ξ) = 1 when ξ ∈ (0, 1) and χ(ξ) = 1 for ξ ≥ 1; indeed, φ satisfies Condition 4 trivially in
view of K˜(x, ξ) = Fφ(ξ)∑k∈Z φ(x − k)e-ı ξk; furthermore, Fφ is infinitely differentiable on R,
so φ ∈ S(R) and we refer the reader to, e.g., Propositions 4.2.6 and 4.2.5, and Remark 5.1.4 in
[34] for further details as to why it satisfies Conditions 1-3. If we denote the even function in
(2.3) by υ, we can simply take
χ(ξ) =
1
2
υ(2ξ − 1)1(−∞,1/2](ξ) +
(
1− 1
2
υ(2ξ − 1)
)
1[1/2,∞)(ξ), ξ ∈ R . (2.6)
We remark that, despite our results apply to wavelet estimators, the adaptation strategy we use
in Section 2.4.2, namely Lepski˘i’s method, does not exploit their ability to extract local structure
of inhomogeneous jump measures. This is a compromise we make to achieve the generality of
our results.
With the notation and conditions of Example 2.2, if f ∈ Lp(R), p ∈ [1,∞), or f ∈ Cu(R),
for J = ∞ it holds that KJ(f) = f in Lp(R) or in Cu(R), respectively. We are now ready to
introduce Besov spaces. We denote them by Bsp,q(R) with p ∈ [1,∞], q ∈ [1,∞] and s > 0, and we
shall only be concerned with Nikolski˘i classes, i.e. q =∞, for simplicity. Using the band-limited
basis introduced in Example 2.2, we define
Bsp,∞(R) :=
{
{f ∈ Lp(R) : ‖f‖Bsp,∞ <∞}, if p ∈ [1,∞),
{f ∈ Cu(R) : ‖f‖Bsp,∞ <∞}, if p =∞,
where, letting ‖a‖ℓp :=(
∑
k∈Z |ak|p)1/p if p∈ [1,∞) and ‖a‖ℓ∞ :=supk∈Z |ak| for any real sequence
a=(ak)k∈Z,
‖f‖Bsp,∞:= ‖〈f, φ·〉‖ℓp + supj≥0 2
j(s+1/2−1/p) ‖〈f, ψj,·〉‖ℓp .
Then, for any f ∈Bsp,∞(R) and for KJ(f) as in Example 2.2, it is clear that
‖KJ(f)− f‖p . ‖f‖Bsp,∞ 2
−Js, (2.7)
where the constant in . depends on K. From now on we write h = 2J and KJ = Kh(J) for
general operators for conciseness and because in the adaptation results of Section 2.4.2 we have to
discretise h for any integral operator so it will be a natural transformation. With this notation and
using Littlewood–Paley theory, it can be shown that any integral operator satisfying Conditions
1 and 2 satisfies the last display with the hidden constant possibly depending on s too (cf.
Proposition 4.3.8 in [34]).
2.3 Assumptions and the estimator
2.3.1 Assumptions
Assumption We assume that the unknown µ = ν/λ has a density with respect to Lebesgue’s
measure, denoted by µ too, satisfying the following assumptions:
1. µ ∈ Bsp,∞(R) for some p ∈ [1,∞] and s > 0; and,
2. depending on the result, one of the following tail conditions is satisfied:
(a) ‖µ‖q,α := ‖(1 + | · |)αµ‖q <∞ for some α > 0 and q ∈ [1,∞); or,
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(b)
∥∥∥logβ(max{| · |, e})µ∥∥∥
1
<∞ for some β > 1.
As it is customary, Assumption 1 will be used to control part of the bias of the estimator
via (2.7). Assumptions 2a and 2b presume µ to have some polynomial and logarithmic moment,
respectively, and, further down in this section, we will comment on their roles. To show Theorems
2.4 and 2.6 in the next section when Assumption 1 is satisfied for some p ∈ [1, 2), we will have to
strengthen slightly condition α > 0 in Assumption 2a, whilst for p ∈ [2,∞] we will only require
Assumption 2b. We refer the reader to the discussion after Theorem 2.4 for more details on the
mildness of these assumptions to prove our results.
2.3.2 The estimator
To construct our estimator we define
ϕ˜(ξ) := eλ∆n ϕ(ξ) = e∆n Fν(ξ), ξ ∈ R,
where the second equality follows from the Le´vy–Khintchine formula (1.2). Consequently,
Fν(ξ) = 1
∆n
Log ϕ˜ (ξ) for all ξ ∈ R, (2.8)
where Log ϕ˜ is the distinguished logarithm of ϕ˜, i.e. the unique continuous function satisfying
exp
(
Log(ϕ˜)(ξ)
)
= ϕ˜(ξ) for all ξ ∈ R; we remark that it coincides with the principal branch of
the logarithm if ϕ˜ does not cross the negative real line, e.g. when λ∆n < π, which we need not
assume. It follows that, formally,
ν(x) =
1
∆n
F−1 [Log ϕ˜] (x), x ∈ R . (2.9)
Prior to proposing a data-driven approximation, the right hand side can be approximated with
the help of the Calderon–Zygmund operators from the previous section; we recall that we use
the notation introduced at the end of it throughout. Then, for any J ∈ N ∪ {0}, a formal
approximation to ν(x), x ∈ R, is given by
KJ
(
1
∆n
F−1 [Log ϕ˜]
)
(x) :=
1
∆n
∫
R
KJ (x, y)F−1 [Log ϕ˜](y)dy
=
1
2π∆n
〈
Log ϕ˜, K˜ J (x, ·)
〉
=:
1
2π
K˜ J
(
Log ϕ˜
∆n
)
(x), (2.10)
where in the second equality we used Fubini’s theorem formally. Note that,
K˜ J (x, ξ) = K˜
(
2Jx, 2−Jξ
)
, for all J ∈ N ∪ {0} and x, ξ ∈ R, (2.11)
and, using Conditions 2 and 4, it is simple to show that, for all J ∈ N ∪ {0},
sup
x∈R
| K˜ J (x, ·) | ∈ L∞(R) and supp
(
sup
x∈R
| K˜ J (x, ·) |
)
⊆ [− 2JΞ, 2JΞ]. (2.12)
Then, whilst the left side in (2.10) is valid only formally, the right side therein is well defined for
all x∈R in view of (2.8) and ν∈L1(R). Consequently, to estimate ν we can estimate the latter
by plugging in the empirical version of ϕ˜ := eλ∆n ϕ obtained by replacing λ by an estimator of
it and ϕ by its empirical version defined in (1.3) when k = 0. Due to the assumption that the
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Le´vy measure ν of the compound Poisson process Y has a Lebesgue density, λ can be estimated
by
λˆn := − 1
∆n
log
(
1
n
n∑
i=1
1{0}(Zi)
)
. (2.13)
Hence, we estimate ϕ˜ by
ϕ˜n(ξ) := e
λˆn ∆n ϕ̂n(ξ) =
1
n0
n∑
i=1
e-ı ξZi , ξ ∈ R, (2.14)
where n0 is the number of zero increments in the sample Z1, . . . ,Zn . While estimating λ by λˆn
results in a simple expression for ϕ˜n , it also implies that both estimators are not well defined
when n0 = 0. The probability that this occurs is bounded above by
(
1− exp(−λ ∆¯))n, which
tends to 0 exponentially fast as n→∞, so if n0 = 0 the final estimator for ν will be set to zero;
see Remark 2.3 below for more details on how to estimate ν when n0 = 0. Another complication
may arise from using ϕ˜n to estimate the right hand side in (2.10): a priori, ϕ˜n could cross the
origin, and the distinguished logarithm is not defined if the function it acts on takes the value
zero. Yet, in view of (2.12), our estimation strategy will be justified in the sets
Ωn = Ωn
(
2J
)
:=
{
ω ∈ Ω : inf
|ξ|≤2JΞ
| ϕ̂n(ξ)| > 0 and n0 > 0
}
; (2.15)
it will follow from Lemma 3.1 below that, under Assumption 2b, for the familiar choice
2J = 2JTλ :=
(
Tλ
(logTλ)
1{∞}(p)
)1/(2s+1)
(2.16)
and some constant L > 0, Pr(Ωn) ≥ 1− e−LTλ , which tends to 1 exponentially fast as Tλ →∞.
On the complement of Ωn we let the estimator be identically zero and remark that even in the
extensive simulations included in Section 4.4 in [11] where a similar estimation strategy was
used, no experiments falling into these sets have been reported. Lastly, to prove our results,
∆−1n Log ϕ˜n cannot be arbitrarily large, so we truncate it to an increasingly large threshold when
its modulus exceeds it; in view of (2.8), such modification is harmless asymptotically. In turn,
it will mean that for p ∈ [1, 2) we have to truncate the tails of the estimator to zero—which we
also need to control the non-linearities—, resulting in the appearance of Assumption 2a. Hence,
for H,U →∞ and on Ωn , we propose the estimator
νˆ(x) :=
1
2π
K˜ J
(
Log ϕ˜n
∆n
∣∣∣∣U
)
(x)1[−H,H](x), x ∈ R, (2.17)
where z|U := z 1|z|≤U +U 1|z|>U for any z ∈ C and U ≥ 0, and on ΩnC we set νˆ ≡ 0. When esti-
mating ν in the ‖·‖p-norms for p ∈ [2,∞], we will not need the indicator function or, equivalently,
we will be able to take H =∞.
Remark 2.3. The estimator νˆ is identically zero when n0 = 0 but, as mentioned after (2.14), the
likelihood of this occurring tends to 0 exponentially fast as n→∞. This case (and n0 > 0 too) can
be dealt with by using the estimators for λ proposed in [12] and [11] instead of λˆn to estimate ϕ˜,
as they both satisfy a central limit theorem under Assumptions 1 and 2b. Furthermore, their use,
together with that of the estimator of the drift proposed in [12], guarantees the extension of the
results herein to the setting considered in [12] where Y has an unknown, possibly non-zero, drift
and ν has a discrete component, possibly allowing for perfect cancellations of unobserved jumps
in between observations. Nevertheless, the intricate expressions of these estimators complicate
parts of the proofs, so this extension is beyond the scope of the present article.
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2.3.3 Implementation of the estimator
In practice, νˆ is computed at finitely many points, so the indicator 1[−H,H] in its expression
may be interpreted as the window on which νˆ is computed and no actual truncation needs to be
implemented. Similarly, the key quantity ϕ̂n featuring in the estimator can be evaluated only at
a finite grid of [− 2JΞ, 2JΞ]. Since we show that ϕ̂n converges uniformly to ϕ on such intervals,
ϕ̂n and ϕ are continuous, and infξ∈R |ϕ(ξ)| ≥ e−2λ∆n > 0, if the grid is fine enough, the condition
for ϕ̂n in the definition of Ωn in (2.15) can be relaxed to be satisfied only at the grid; let us
denote this new probability set by Ω′n. As argued in Section 2.3.1 in [11], Log ϕ˜ coincides with
the principal branch of the logarithm of ϕ˜ if λ∆n < π. Then, due to the uniform convergence of
ϕ̂n to ϕ, when on Ω
′
n and if λ∆n < π (in fact, λ∆n . 5 suffices in many practical situations as
observed in Section 4.4.1.2 in [11]) the computation of Log ϕ˜ is immediate generally; if λ∆n ≥ π,
the grid may have to be further refined to compute Log ϕ˜ following the construction of the dis-
tinguished logarithm in Theorem 7.6.2 in [10]. Either way, it is clear that the truncation induced
by U in the discretised version of the inner product in νˆ can be ignored. The resulting quantity
can be computed using fast Fourier transforms (FFT) and we know spell out the details for the
choices of operators in Examples 2.1 and 2.2.
Example 2.1 (Continued). Without the truncations and before discretisation, νˆ is∫
R
Log ϕ˜n(ξ)
∆n
F−1 [KJ(x, ·)] (ξ)dξ = 1
2π∆n
∫
R
e-ı ξx Log ϕ˜n(ξ)FK
(
2−Jξ
)
dξ,
where we recall that FK is as in (2.3). Therefore, if [−H,H ] is discretised into a grid of size
M ∼ 2J , the discretised versions of all integrals can be easily and efficiently computed with a
single FFT and we refer the reader to Section 4.3.1 in [11] for more details (note that the ex-
pression on the left hand side above falls under the general expression on the right hand side of
(4.3.1) therein).
Example 2.2 (Continued). Due to Conditions 2 and 4, the corresponding quantity is∑
k∈Z
φJ,k(x)
∫
R
Log ϕ˜n(ξ)
∆n
F−1 [φJ,k](ξ)dξ=
∑
k∈Z
φ(2Jx−k)
2π∆n
∫
R
e-ı ξk2
−J
Log ϕ˜n(ξ)Fφ(2−Jξ)dξ,
where we recall that Fφ is as in (2.5) with χ given in (2.6) so, in particular, it is even. Then, by
the uniform convergence of ϕ̂n to ϕ on compact intervals, the regularity of ν and the localisation
of the Meyer-type wavelets, only finitely many integrals are nonzero within machine precision.
Furthermore, if the tails of ν decay sufficiently fast, the number of these is K ∼ 2J and all
integrals can be computed easily and efficiently with a single FFT as in the previous example.
Due to φ ∈ S(R) and the Fourier inversion theorem,
φ(x) =
1
2π
∫
R
eıξxFφ(ξ)dξ for all x ∈ R,
so if [−H,H ] is discretised into a grid of size M ∼ 2J , the values of the functions φJ,k(x)
can be approximated again with a single FFT. A more classical alternative to this route once
the approximation of the integrals in the penultimate display has been computed goes as follows:
apply the decomposition and reconstruction (or Laplace pyramidal, filter-bank style) technique of
Mallat [46] with the low-pass filter
m0(ξ/2) =
{ Fφ(ξ), if ξ ≤ 4π/3,
0, otherwise ,
(extended periodically to R)
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to find approximations to
αˆk :=
〈
F−1
[
Log ϕ˜n
∆n
1supp(φk)
]
, φk
〉
and βˆj,k :=
〈
F−1
[
Log ϕ˜n
∆n
1supp(ψj,k)
]
, ψj,k
〉
;
and, for K ∼ 2J as above, compute
∑
|k|≤K
αˆkφk(x) +
J−1∑
j=0
∑
|k|≤K
βˆj,kψj,k(x),
where φ and ψ are evaluated at a dyadic discretisation of [−H,H ] with, e.g., a cascade algorithm
using m0. This is an infinite impulse filter but, due to φ ∈ S(R), the tail coefficients in its
discrete Fourier transform-representation can be truncated safely. Indeed, decomposition and
reconstruction, and cascade algorithms for Meyer-type wavelets are inbuilt in the wavelet packages
of most contemporary programming languages.
2.4 Asymptotic guarantees for the estimator
2.4.1 Minimax-optimality
Let Fp,s,α(B1, B2) := {f ≥ 0 : ‖f‖1 = 1, ‖f‖Bsp,∞ ≤ B1 and, if p ∈ [1, 2), ‖f‖1,α ≤ B2} for p ∈
[1,∞], s > 0, α > 2/p − 1 and B1, B2 ≥ 1. By the classical work in [19], the minimax rate of
estimation for a probability density function f ∈ Fp,s,α(B1, B2) from an i.i.d. sample of it of
size m>0 under the norm ‖·‖p is
εm :=
(
m
(logm)1{∞}(p)
)−s/(2s+1)
, (2.18)
i.e., there exist constants C = Cp,s,α(B1, B2), C = Cp,s,α(B1, B2) > 0 and an estimator fˆm such
that
lim inf
m
ε−1m inf
f˜m
sup
Fp,s,α(B1,B2)
Ef
∥∥∥f˜m − f∥∥∥
p
≥ C and sup
Fp,s,α(B1,B2)
Ef
∥∥∥fˆm − f∥∥∥
p
≤ Cεm,
where the infimum is over all possible estimators f˜m. An estimator that attains the rate εm
is called minimax-optimal, and if it further satisfies the property for fˆm above without using
knowledge of s in its construction, adaptive in the minimax sense. Note that, in an interval of
time T , the number of (independent) jumps that the compound Poisson process Y gives follows a
Poisson distribution with parameter λT =: Tλ. Thus, if we continuously observed Y on [0, T ] for
large T , we would expect to see around Tλ i.i.d. random variables with common distribution µ.
Intuitively, estimation in the continuous observation regime should be no harder from a statistical
point of view than in any discrete observation regime and, consequently, the minimax rate of
estimation should be no faster than εTλ . Using this intuition, [20] showed in Theorem 2.2 that,
indeed, for the high-frequency regime, T−s/(2s+1) is a lower bound for the rate if p ∈ [1,∞),
λ ∈ Λ and µ ∈ Bsp,∞(A) for some compact intervals Λ ⊂ (0,∞) and A ⊂ R. Inspection of
her proof reveals that, if Λ = {λ}, an extra λ term features naturally giving Tλ−s/(2s+1) and,
moreover, the bound is valid for arbitrary frequencies without assuming ∆n → 0 or even ∆¯ <∞.
Furthermore, her ideas can readily be used when p = ∞ and A = R too to conclude that, for
any p, s, α,B1, B2 as above, there exists a constant C
′ = C′p,s,α(Λ, B1, B2) such that
lim inf
T
ε−1T infν˜T
sup
ν=λµ: λ∈Λ
µ∈Fp,s,α(B1,B2)
EPν ‖ν˜T − ν‖p ≥ C ′,
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where the infimum is over all possible estimators ν˜T based on n discrete ∆n -equispaced obser-
vations. Note that if Λ = {λ}, one can write Tλ in place of T in the last display and take the
supremum simply over µ; for such case, it follows from the next theorem that the rate εTλ is
attained by our estimator νˆTλ if ∆¯ <∞ and, thus, νˆTλ is minimax-optimal. In the next section
we modify it so that it attains the rate εT uniformly over the compact functional class for ν
(with, possibly, {λ} ( Λ) without knowledge of s, α and λ. We will require ν to satisfy slightly
stronger tail assumptions that do not change the dimension of the functional space and, hence,
the lower bound in the last display remains valid. In view of the definition above, this will imply
that εT is the minimax rate of estimation for the given class and that the improved estimator is
adaptive in the minimax sense.
Theorem 2.4. Adopt the setting and notation introduced in Section 2.1 with ∆¯ < ∞. Assume
that µ = ν/λ satisfies Assumption 1 for some p ∈ [1,∞] and s > 0; if p ∈ [1, 2), let it satisfy
Assumption 2a for some α > 2/p− 1 and for both q = 1 and q = p; and, if p ∈ [2,∞], assume
instead that it satisfies Assumption 2b for some β > 1. Let νˆTλ be as in (2.17) with 2
J = 2JTλ
given by (2.16),
U = UTλ = Tλ
ϑU , 0 < ϑU <∞, (2.19)
H = HTλ = Tλ
ϑH , ϑH ∈
(
1
α
s
2s+ 1
,
1
2/p− 1
1 + s− 1/p
2s+ 1
)
, if p ∈ [1, 2), (2.20)
and H =∞ if p ∈ [2,∞]. Then, for Tλ large enough,
E ‖νˆTλ−ν‖p≤λ
2e2λ ∆¯C(MS)
√
2JTλ
Tλ
+ C(B) ‖µ‖Bsp,∞ 2
−sJTλ
 (2.21)
+λ
(
1+
(
e3λ ∆¯+1
)
‖µ‖p+C(R)λ ∆¯ e4λ ∆¯+‖µ‖p,α 1[1,2)(p)
)
o (εTλ),
where, for K as in Condition 2, C(MS) = C
(MS)
p,α (λ, µ,K ) is defined in Remark (2.5), C(B) =
C
(B)
s (K)and C(R) = C
(R)
p (K).
The first two terms on the right hand side of (2.21) correspond to the usual variance-bias
bound. They arise from part of the linear stochastic term and the bias term and, in view of (2.16),
are of order εTλ . Consequently, Theorem 2.4 states that we can estimate the Le´vy density at
the minimax-optimal rate using a spectral estimator under minimal assumptions: if µ = ν/λ
satisfies Assumption 1 for some p ∈ [1, 2) and s > 0, then already in the standard i.i.d. sampling
model Assumption 2a with α > 2/p − 1 and q = 1 is required to ensure the compactness of
Fp,s,α(B1, B2) needed to show that (2.18) is the minimax rate and, in such sense, it is necessary;
Assumption 2b is minimal and guarantees convergence of the uniform fluctuations of ϕ̂n about
ϕ on |ξ| ≤ (2π/3) 2JTλ ; and, Assumption 2a with α > 2/p − 1 and q = p ∈ [1, 2) allows us to
circumvent the fact that the Hausdorff–Young inequality does not hold for the Ho¨lder conjugate
of p ∈ [1, 2) when controlling the non-linearities. The last condition is very mild and, in fact,
implied by the first for reasonable choices of µ: let µ satisfy all the assumptions of Theorem 2.4
for p ∈ [1, 2) and, moreover, assume it is such that, for some γ,M ≥ 0,
|µ| (x) . (1 + |x|)−γ for all |x| ≥M ; (2.22)
then, Assumption 2a implies γ > α + 1/q necessarily, which is strongest for q = 1. In turn, we
note that, when µ satisfies these conditions, γ > 2/p is needed due to α > 2/p− 1.
Theorem 2.4 assumes knowledge of λ only through the dependency of J, U and H on Tλ.
These quantities can be chosen to depend on T as we do in the next section and such change
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only affects the constants in (2.21). Indeed, we write J, U and H in terms of Tλ as it results in
the multiplicative factor of λ in the leading term in (2.21) that is natural due to ν = λµ. We
also note that the interval to which ϑH in (2.20) belongs is never empty due to α > 2/p− 1 and
s ≤ 1 + s− 1/p for all p ∈ [1, 2).
Remark 2.5. We have that C(MS) := LpMp, where
Lp :=

(
2(2−p)
αp−(2−p)
)1/p−1/2 ∥∥∥K 2∥∥∥1/2
1,α
, if p ∈ [1, 2),∥∥K∥∥
2
, if p = 2,
(p− 1)1+1/pmax{24+3/p ∥∥K∥∥
2
, 21−1/p
∥∥K∥∥
p
}, if p ∈ (2,∞),
C∞ = C∞(φ), if p =∞,
and,
Mp :=
 eλ ∆¯(‖µ‖1,α/2−1)
((
eλ ∆¯‖µ‖1,α−1
)
/
(
eλ ∆¯−1
))1/2
, if p∈ [1, 2),
1[2,∞)(p) + ‖µ‖1/2p/2 1(2,∞)(p) + 1 ∨ ‖µ‖1/2∞ 1{∞}(p), if p∈ [2,∞].
Due to ‖µ‖1=1 and ‖µ‖p≤C‖µ‖Bsp,∞ , ‖µ‖
1/2
p/2≤‖µ‖
p−2
2(p−1)
p ≤C′p ‖µ‖
p−2
2(p−1)
Bsp,∞
<∞ ∀p∈ [2,∞].
2.4.2 Adaptation in the minimax sense
We now proceed as briefly mentioned right before Theorem 2.4 and achieve adaptation. In such
theorem, when p ∈ [1, 2) the choice of HTλ featuring in νˆTλ depends on the generally unknown
parameter α and also on λ. To avoid these limitations we may write H in terms of T instead of
Tλ and strengthen slightly the tail assumptions on µ: assume it satisfies Assumption 2a for some
α > 2/p−1 and q = 1 and also, e.g., for some α′ > 3/p−3/2 and q = p. Then, 3/p−3/2 > 2/p−1
for all p ∈ [1, 2), and we can choose
H = HT = T
ϑH , ϑH ∈
(
1
3(1/p− 1/2)
s
2s+ 1
,
1
2(1/p− 1/2)
1 + s− 1/p
2s+ 1
)
.
If µ further satisfies (2.22) together with Assumptions 1 and 2b, we have that, in view of the
discussion right after (2.22), γ > max{2/p, 4/p − 3/2} necessarily. Therefore, for such jump
densities, only when p ∈ [1, 3/4) the extra assumptions on α′ strengthen the tail condition and,
for this case, it is only by adding 2/p − 3/2. Similarly, to avoid the dependency of U on the
unknown constant λ, we may take U = UT with ϑU as in (2.19).
A more delicate issue is circumventing the dependency on s of both 2J = 2JT and HT . To
achieve this, we first write the latter in terms of the former: note that the s-dependent expression
for 2JT in (2.16) together with the last display suggest that, for p ∈ [1, 2), we may choose
H = HT,J =
(√
T
2J
)θH
2Jθ
′
H = T θH/22J(θ
′
H−θH/2), (2.23)
where θH ∈
(
1
3(1/p− 1/2) ,
1
2(1/p− 1/2)
)
and θ′H ∈
[
0,
1− 1/p
2(1/p− 1/2)
]
; (2.24)
we remark that we will not be able to prove our results for all choices of θH and θ
′
H in these
intervals and we will need to impose some extra restrictions on them. Hence, we are left with
choosing J = JT appropriately without knowledge of s. For this, we adapt Lepski˘i’s method
—first introduced in [45]— to our setting. Due to the fact that the upper bound in (2.21) is
of the usual form in density estimation plus a negligible term, together with the fact that the
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integral operators we use are of arbitrary order, we proceed almost like in the modification of
the classical method introduced in [43]: let Jmax ∈ N be such that
T
logη(T ∨ e) ∼ 2
Jmax ≤ T
logη(T ∨ e) , where

η > 2/ (1−θH) , if p = 1,
η > 0 if p∈(1,∞),
η > 1, if p =∞,
(2.25)
and define J := {j ∈ N : j ∈ [1, Jmax]} and[
2l
]
p
:= 2l
(
1 + (l + logT )1{∞}(p)
)
, l ∈ J , p ∈ [1,∞]; (2.26)
then, writing νˆT (J) for the estimator defined pointwise in (2.17) with J ∈ N ∪ {0} and U = UT ,
and, if p ∈ [1, 2), H = HT,J whilst, if p ∈ [2,∞], H = ∞, we take, for some τ > 0 to be
determined,
JˆT = JˆT (p, τ) := min
j ∈ J : ‖νˆT (j)− νˆT (l)‖p ≤ τ
√
[2l]p
T
∀l > j, l ∈ J
 (2.27)
and JˆT = Jmax if the set is empty. The bound on η in (2.25) for p = ∞ is nearly as in the
standard problem of density estimation from i.i.d. random variables, where η = 1. The bound for
p = 1 and p ∈ [2,∞) is necessary and particular to the problem at hand: when p ∈ [1, 1 + ǫ] for
some ǫ ∈ [0, 1), the concentration of the non-linear term dominates that of the linear and p = 1 is
worst, requiring η > 2/ (1− θH), where we note that 2/ (1− θH) > 6 for p = 1; when p ∈ [2,∞),
the condition η > 0 arises from the fact that in the proofs we need that 2Jmax ≤ c(λ)λT , where
c(λ) < 1 and we recall that λ is unknown. This condition on 2Jmax is intuitive, as it is effectively
stating that the number of parameters we can estimate should be no larger than the effective
sample size. The bound on η for p ∈ (1, 2) is not necessary and can be replaced by assuming
θ′H > 0.
In order to prove that the data-driven estimator νˆT (JˆT ) is adaptive in the minimax sense
(cf. discussion before Theorem 2.4), we need to restrict estimation to a compact subclass of
Fp,s,α(B1, B2). For any p ∈ [1,∞], s, α, α′ > 0, β > 1, 0 < λ ≤ λ¯ < ∞ and B1, B2, B3, B4 ≥ 1,
we define V = Vp,s,α,α′,β
(
λ, λ¯, (Bi)
4
i=1
)
as
V :=
{
ν = λµ : λ ∈ [λ, λ¯], µ ∈ Fp,s,α(B1, B2) and, if p ∈ [1, 2), ‖µ‖p,α′ ≤ B3,
whilst, if p ∈ [2,∞],
∥∥∥logβ(max{| · |, e})µ∥∥∥
1
< B4
}
. (2.28)
Requiring λ ≤ λ¯ guarantees that the compound Poisson process does not have arbitrarily large
activity, and λ ≥ λ > 0 that, for T large enough, the effective sample size is such that Tλ ≥ 1
for all ν ∈ V , as otherwise it would be arbitrarily small. Lower bounding B1, B2, B3, B4 by 1 is
natural due to
∫
R
µ = 1.
Theorem 2.6. Adopt the setting and notation introduced in Section 2.1 with ∆¯ < ∞. Assume
that ν ∈ Vp,s,α,α′,β
(
λ, λ¯, (Bi)
4
i=1
)
for some p ∈ [1,∞], s > 0, α > 2/p−1, α′ > 3/p−3/2, β > 1,
0 < λ ≤ λ¯ <∞ and B1, B2, B4, B3 ≥ 1. Let νˆT (JˆT ) be νˆT (J) as defined right before (2.27) with
J = JˆT and, for p ∈ (1, 2), suppose that θH and θ′H in (2.24) further satisfy θH − 2θ′H − 1 ≤ 0
and θ′H <
1−1/p
2(1/p−1/2) . Then, if
τ >
1√
λ
+max
{
1,
(
C
(MS)
2
)2}
, (2.29)
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we have that, for T large enough,
sup
ν∈V
E
[∥∥∥νˆT (JˆT )− ν∥∥∥
p
]
≤ 2
(
τ
√
λ¯+ 2λ¯e2 λ¯ ∆¯C
(MS)
1 + 1
)(
λ¯C(B)B2
) 1
2s+1
εTλ
+ C(o)o
(
εTλ
)
, (2.30)
where C
(MS)
1 , C
(MS)
2 are defined in Remark 2.7, C
(B) is as in Theorem 2.4 and C(o) is defined
in (3.43).
In comparison to Theorem 2.4, Theorem 2.6 states that, for τ large enough, the purely data-
driven estimator νˆT (JˆT ) converges to ν at least as fast as an estimator that knew the regularity
s in the model with smallest effective sample size within V . For p ∈ [1, 2), a valid choice of H
satisfying the additional conditions in Theorem 2.6 is obtained by taking, e.g., θH =
3
8
1
1/p−1/2
and θ′H = θH(1− 1/p).
Remark 2.7. We have that C
(MS)
1 := LpM¯p, where for Lp and C
′ as in Remark 2.5,
M¯p :=
 eλ¯ ∆¯(B2−1)
((
eλ¯ ∆¯B2−1
)
/
(
eλ¯ ∆¯−1
))1/2
, if p∈ [1, 2),
1[2,∞)(p) + C′pB
p−2
2(p−1)
1 1(2,∞)(p) + 1 ∨ (C′pB1/21 )1{∞}(p), if p∈ [2,∞],
(2.31)
and
C
(MS)
2 :=4e
2 λ¯ ∆¯
(
3
2
√
λ¯C
(MS)
1 +
√
2λ¯CB1
∥∥K∥∥2
2(1− 11+p)
+
14
∥∥K∥∥
p
3
√
2
(
1+λ¯ ∆¯
))
. (2.32)
Remark 2.8. Depending on the value of p, the lower bound for τ in (2.29) depends on most or
all of the following unknown quantities: on λ explicitly; and, on λ¯, B1 and B2 implicitly through
C
(MS)
1 and C
(MS)
2 defined in Remark 2.7. Thus, a question not addressed by Theorem 2.6 is how
to choose a minimal τ to compute JˆT when implementing νˆT in practice (see Section 2.3.3 for
more details on implementation); this can be achieved by estimating each of the quantities as we
conclude at the end of this remark. Prior to it, we discuss their estimation in decreasing order
of difficulty.
The quantity B1 appears explicitly and multiplied by λ¯ in C
(MS)
2 and, for p ∈ (2,∞], implicitly
and multiplied by λ¯ too through the term√
λ¯C
(MS)
1 =Lp
((√
λ¯+λ¯
1
2(p−1)C′p(λ¯B1)
p−2
2(p−1)
)
1(2,∞)(p)+
√
λ¯ ∨
(
C′p
(
λ¯B1
)1
2
)
1{∞}(p)
)
.
Note that we arrived at C
(MS)
2 and C
(MS)
1 using the inequalities at the end of Remark 2.5,
effectively using ‖ν‖p ≤ λ¯CB1 and ‖ν‖
p−2
2(p−1)
p ≤ C′p(λ¯B1)
p−2
2(p−1) . Therefore, we may focus on
estimating ‖ν‖p adapting the ideas in [31], where the case p = ∞ was considered: for any
p ∈ [1,∞], we estimate it by ‖νˆT (J ′)‖p, where J ′ be such that
2J
′ ∼ T
logη
′
(T ∨ e) for η
′ = η′(p) > η + 1 and η = η(p) as in (2.25).
From Proposition 3.8, Lemmata 3.9 and 3.1 (b), and proceeding similarly to the proof of Lemma
3.10, a concentration inequality for ‖νˆT (J ′)− ν‖p follows immediately and, for T large enough,
concentration of ‖νˆT (J ′)‖p around the unknown ‖ν‖p can be inferred. By the same reasoning, the
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remaining instances of λ¯ together with λ in (2.29) can be substituted by λˆn or the other estimators
in Remark 2.3 which, as mentioned therein, also satisfy a central limit theorem and, moreover,
concentration inequalities for all can be shown. Lastly, B2 is only present in the case p ∈ [1, 2)
and it depends on moments of µ; if no upper bound for it is available, it can be immediately
bounded as in [30] by making stronger assumptions such as µ being compactly supported on, e.g.,
[−1/2, 1/2].
Due to the exponential-concentration results for the estimates of ‖ν‖p and λ we just discussed,
the proof of Theorem 2.6 goes through with the resulting random choice of τ too (multiplied by
a constant larger than 1 due to the strict inequality in (2.29)); we presented it with the bounds
for ‖ν‖p and λ known for simplicity. We remark that the lower bound in (2.29) does not depend
on B3 or B4 and, thus, our data-driven estimator does not require knowledge of these. It follows
that when p ∈ [2,∞] we need no knowledge of the tails of µ: for p = 2, it agrees with the rest
of existing literature on adaptive estimation of Le´vy processes observed discretely in the low-
frequency regime; and, for p = ∞, which is the most statistically-relevant case, it means that
our estimator is the first purely data-driven one optimally and uniformly estimating ν in the
low-frequency regime. The case p = 1 is the natural framework for probability densities but is
less relevant in practice, similarly to p ∈ (1, 2) and p ∈ (2,∞). We include them because they
have not been studied in existing literature using the spectral approach and, therefore, the proofs
have theoretical value. In particular, they allow us to be the first to report the phenomenon
of the concentration of the non-linearities dominating over that of the linearities when p = 1.
Moreover, for p ∈ [1, 2) they can be used to derive optimal Bayesian contraction rates via the
concentration-of-measure approach developed in [33].
2.4.3 Unification of existing literature on the high- and low-frequency regimes and
resulting insights
Whilst our starting point (2.8) is valid for any ∆n > 0, if λ∆n < π then Fν = 1∆n log(eλ∆nϕ),
where log is the principal branch of the complex logarithm. Note, furthermore, that if λ∆n <
log 2, then
∣∣eλ∆nϕ− 1∣∣ < 1 and log admits the usual power series expansion. Consequently,
taking the Fourier inverse on both sides and using that
eλ∆nϕ−1=F [eλ∆nP−δ0]=(eλ∆n−1)FPJ), where PJ) := P−e−λ∆n δ0
1− e−λ∆n =
∑∞
i=1
∆inν
∗i
i!
eλ∆n − 1
is the distribution of Y∆n |Y∆n 6=0, we obtain that, under very mild assumptions on ν,
1
∆n
F−1 [Log(eλ∆nFP )] = ν = ∞∑
i=1
(−1)i−1(eλ∆n − 1)i
∆n i
(
PJ)
)∗i
. (2.33)
Moreover, similar arguments, including
ϕ˜n−1=F
[
eλˆn ∆n P̂n−δ0
]
=(eλˆn ∆n−1)FP̂J)n , where P̂
J)
n :=
∑
Zi 6=0 δZi∑n
i=11Zi 6=0
=
1
n−n0
n−n0∑
i=1
δ
Z
J)
i
is the empirical distribution of the non-zero increments Z
J)
1 , . . . , Z
J)
n−n0 , and Plancherel theorem
imply that, for λ∆n < log 2 and with Pr-probability approaching 1 as n→∞,
1
2π
K˜ J
(
Log ϕ˜n
∆n
)
=
∞∑
i=1
(−1)i−1(eλˆn ∆n − 1)i
∆n i
KJ
((
P̂
J)
n
)∗i)
. (2.34)
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Using the left side to construct estimators is generally referred to as the spectral approach, which,
until now, has been considered as a different approach from building estimators using the right
side (cf. p. 673 in [24], p. 3964 in [20] and p. 165 in [13]). These derivations together with our
unified treatment of integral operators show that they are in fact equal and provide a unification
of all existing literature on non-Bayesian estimation of discretely observed compound Poisson
processes.
Several insights follow. Clearly, the spectral approach uses all the small-time approximations
corresponding to truncations of (2.33) up to i ≤ I, I ∈ N, to the extent that it gives a well-defined
generalisation of the representation of ν in terms of PJ) for any low-frequency setting. Indeed,
ignoring all the adaptation procedures, the estimator of ν in Comte et al. [13] is a small-time
approximation to that in van Es et al. [24] which1, in turn, is a special case of our estimator
taking a convolution operator with finite order; assuming ν has a density, the estimators for its
distribution in Coca [12] and Buchmann and Gru¨bel [7] are the integral of [24] and its ‘non-
regularised’ version—which explains all the differences in their results (cf. Chapter 2 in Coca
[11] for more details)—; and, the estimator of ν in Duval [20] is a small-time approximation of a
particular case of our estimator taking a compactly supported wavelet projection operator. As a
consequence of the last link, we conjecture that a thresholding strategy to adaptation using the
spectral approach should work.
More refined insights are the following. In [20] and [13], and in [7], they show that their
estimators attain optimal rates assuming ∆2I+1n n → 0 and λ∆n < log 2, respectively. Thus,
the unification above gives a transparent reason as to why our spectral estimator is optimal in
and robust to the high- and low- frequency regimes. In fact, it implies the same properties for
the estimators in [24] and [12] too. Indeed, in [11] we argued that in the high-frequency regime,
the estimator in [12] satisfies a functional central limit theorem with the same limiting Gaussian
process as in classical Donsker’s theorem; the latter is optimal for the i.i.d. sampling model.
We can also link the usual estimators in such model with all the above estimators in the model
herein for ∆n → 0: from (2.34) it follows that, with Pr-probability approaching 1 as n→∞,
1
2π
K˜ J
(
Log ϕ˜n
∆n
)
= λˆn KJ
(
P̂
J)
n
)
+O(∆n ),
and we conclude that, as ∆n → 0 and n → ∞, the leading term in all the abovementioned
estimators is λˆn
2 times the usual i.i.d. integral operator-based estimator. Consequently, in the
high-frequency regime spectral estimators and their small-time approximations should recover
all aspects of the i.i.d. sampling model. This agrees with the fact that the first line in (2.21)
corresponds to the usual variance-bias bound and, dividing by λ and letting ∆¯ → 0, we obtain
the constants of i.i.d. density estimation (cf. Remark 5.1.6 in [34]); the resulting rate is the
minimax one for a sample of size Tλ, which is the natural quantity asymptotically as Tλ is the
expected number of jumps Y gives in [0, T ].
2.4.4 Robustness to other sampling schemes and potential implications
Theorems 2.4 and 2.6 assume ∆¯ < ∞ in order to guarantee convergence at the optimal rates
εTλ and εTλ , respectively, for the high- and low-frequency regimes simultaneously. However,
convergence at slower rates still holds if ∆n → ∞ slowly enough: if ∆n ∼ c log logT for some
c > 0 only a logarithmic penalty is paid, whilst if ∆n ∼ c logT for some c > 0 the deterioration is
polynomial for c small enough and consistency no longer holds for c beyond a certain threshold;
1They assumed λ known so did not use λˆn , but the corresponding expressions follow immediately.
2Or, in line with the previous footnote, λ instead of λˆn in [24] and[7].
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for p = 2 this is at most c ≤ 1/(4λ), as recently reported in Duval and Kappus [22] through
a different methodology (λ = 1 known therein). This ‘slow macroscopic regime’ has not been
studied in related literature and, thus, we ignore what is the optimal critical threshold c to ensure
consistency or whether the resulting slower rates are suboptimal. In a ‘fast macroscopic regime’
in which ∆n ∼ T−c for some c ∈ (0, 1) our estimator is not consistent, which agrees with the
fact showed by Duval [21] that in such setting it is not possible to estimate ν nonparametrically.
A potential implication that has not yet been reported is the following. In our calculations,
the quantity ∆n is (nearly) always multiplied by λ and this allows us to write the rates of
converge in terms of the natural quantities Tλ and Tλ. Therefore, an alternative view of the
properties discussed in the previous paragraph is that, if ∆¯ < ∞ or even ∆n → ∞ sufficiently
slowly, consistency is still guaranteed by our results when λ = λ(T ) → ∞ slowly enough. In
addition, note that, assuming ∆2nn → 0, Duval and Mariucci [23] built a non-adaptive density
estimator for general Le´vy processes exploiting their construction as limits of compound Poisson
processes: using the increments with absolute value larger than ǫT → 0, they estimate the Le´vy
density by estimating its restriction to [−ǫT , ǫT ]C regarding it a compound Poisson processes
with intensity λ = λ(ǫT )→∞. Hence, these remarks suggest that a similar strategy may allow
to extend our results to construct robust estimators that are optimal in losses other than L2(R)
for more general classes of Le´vy processes without polynomial-tail assumptions.
2.5 Control of the empirical characteristic function for arbitrary fre-
quencies
Recall that, besides λˆn , the source of randomness in νˆTλ defined in (2.17) is the empirical
characteristic function ϕ̂n(ξ) restricted to |ξ| ≤ 2JΞ. Indeed, in the proofs of Theorems 2.4 and
2.6, we need to control sup|ξ|≤2JΞ | ϕ̂n(ξ)−ϕ(ξ)| appropriately and the following theorem, which
is of independent interest, contains the precise results we need.
Theorem 2.9. Adopt the setting and notation introduced in Section 2.1. Let ϕ and ϕ̂n be as in
(1.2) and (1.3) with k = 0, respectively. Then, for any n ∈ N and Ξ′ ≥ 0,
(a) if a :=
∫
R
logβ(max{|x|, e})µ(dx) <∞ for some β > 1, we have that for any δ > 0,
E sup
|ξ|≤Ξ′
n| ϕ̂n(ξ)− ϕ(ξ)| ≤ C
√
Tλ log
1+2δ(e+ Ξ′),
where, for some universal constants b, C1, C2 > 0,
C :=
(
C1 + C2
((
eab
β λ∆n − 1
)
/
(
bβ
(
eλ∆n − 1))) 12β)√min{1/(λ∆n), 1},
and we remark that the quantity a does not depend on λ or ∆n ;
(b) we have that for all t ≥ 0
Pr
(
sup
|ξ|≤Ξ′
n| ϕ̂n(ξ)− ϕ(ξ)| ≥ 2E sup
|ξ|≤Ξ′
n| ϕ̂n(ξ)− ϕ(ξ)|+ t
)
≤ 2 exp
(
− t
2
16E sup|ξ|≤Ξ′ n| ϕ̂n(ξ)− ϕ(ξ)|+ 32Tλ+8t/3
)
; and,
19
(c) suppose Assumption 2b is satisfied for some β > 1, log1+2δ(e + Ξ′) ≤ cTλ and e + Ξ′ ≥
2
1
4L(1/(2
√
c)−2C)2 for some δ > 0 and 0 < c < (4C)−2, where C is as in part (a) and
L = 3/464; it follows that if
√
log1+2δ(e + Ξ′)/(cTλ) ≤ r ≤ 1,
Pr
(
sup
|ξ|≤Ξ′
n| ϕ̂n(ξ)− ϕ(ξ)| > Tλ r
)
≤ e−LTλ r2 . (2.35)
Notice that C defined in Theorem 2.9 (a) depends on ∆n . Under the assumption that ∆¯ <∞,
and due to ex − 1 ≥ x for any x ≥ 0 together with (ecx − 1)/x being increasing for any c ≥ 0
fixed, we have that
C ≤ C¯ :=
(
C1 + C2
((
eab
βλ ∆¯ − 1
)
/
(
bβλ ∆¯
)) 12β)
. (2.36)
Consequently, Theorem 2.9 (a) and Theorem 2.9 (c) hold for C¯ in place of C, and from now on
we interpret them as if they were written in terms of C¯. Then, in the high-frequency regime
and for the compound Poisson setting, Theorem 2.9 (a) crucially improves upon existing related
results (cf. Theorem 1 in [42], Theorem 4.1 in [49] and Theorem 3.1 in [12]), which guarantee
that
E sup
|ξ|≤Ξ′
n| ϕ̂n(ξ)− ϕ(ξ)| .
√
n log1+2δ(e+ Ξ′).
The fact that this bound can be improved when ∆n → 0 should be intuitive: as the sample
size increases, the expected number of jumps the compound Poisson process gives between every
discrete observation decreases, and the estimation problem becomes easier. Theorem 2.9 (a)
makes this precise by stating that the order of the supremum improves at least by a factor of√
∆n as ∆n → 0 compared to that predicted by the usual maximal inequalities; such factor is
natural once one notices that the variance satisfies
E (n| ϕ̂n(ξ)− ϕ(ξ)|)2 ≤ 2min{1, 4λ∆n}, ξ ∈ R,
which is shown in the course of the proof of Theorem 2.9 (b). To take advantage of this ac-
celeration of the variance when proving concentration of sup|ξ|≤Ξ′ n| ϕ̂n(ξ) − ϕ(ξ)| around its
expectation, we use Talagrand’s inequality. This results in the term 32Tλ on the right hand side
of Theorem 2.9 (b), which would otherwise be of the worse order n. The improvement of this
term is, in turn, necessary to obtain Theorem 2.9 (c) which, compared to the usual concentration
inequalities is, essentially, optimal. To the best of our knowledge, the three results in Theorem
2.9 are new to the literature, and they are necessary to prove robustness of spectral estimators to
the low- and high-frequency regimes without tail assumptions and their optimality in such set-
ting. They are also crucial to adapt Lepski˘i’s method to our problem in order to show Theorem
2.6.
Recall that estimator νˆTλ has non-trivial values in Ωn defined in (2.15). Then, we will
have to control sup|ξ|≤Ξ′ n| ϕ̂n(ξ) − ϕ(ξ)|, where Ξ′ = 2JΞ and 2J = 2JTλ = o(Tλ) is as in
(2.16). Furthermore, when applying Lepski˘i’s method we will need to control this quantity for
2J ≤ 2Jmax ≤ T . This follows immediately from Theorem 2.9 (c).
Corollary 2.10. Adopt the setting and notation introduced in Section 2.1 with ∆¯ <∞. Then, if
Assumption 2b is satisfied for some β > 1, J = J(Tλ)→∞ with 2J = O(Tλ) and
√
log1+2δ(e+ 2J)/Tλ ≤
r ≤ 1 for some δ > 0, we have that, for L as in Theorem 2.9 (c) and Tλ large enough,
Pr
(
sup
|ξ|≤2JΞ
n| ϕ̂n(ξ)− ϕ(ξ)| > Tλ r
)
≤ e−LTλ r2 .
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3 Proofs
In Section 3.1 we give some preparatory results to show Theorems 2.4 and 2.6, which are proved
in Sections 3.2 and 3.3. Lastly, we show Theorem 2.9 in Section 3.4. Throughout we adopt the
setting and notation introduced in Section 2.1.
3.1 Preparatory results
Let us introduce some additional notation: recalling that the meaning of z|U was introduced
right after (2.17), we define, for any complex-valued function f and any U ≥ 0,
f |UH :=
{
f |U 1[−H,H], if H ≥ 0,
f |U , if H =∞, and f |H := f |
∞
H ;
then, in view of (2.17), on Ωn we write νˆ = (2π)
−1 K˜ J
((
∆−1n Log ϕ˜n
)∣∣U)∣∣∣
H
. Until next section
we keep writing νˆ instead of νˆTλ or νˆT . To prove both Theorem 2.4 and 2.6, we split νˆ − ν into
a stochastic and a bias term, and, due to the non-linear nature of the problem and to the need
to set νˆ ≡ 0 on ΩnC defined in (2.15), two non-standard terms appear. To follow this strategy we
first introduce the sets
Ω˜n
(
2J , r
)
:=
{
ω∈Ω: sup
|ξ|≤2JΞ
n |ϕ̂n(ξ)−ϕ(ξ)|≤Tλ r and n
∣∣∣eλˆn ∆n−eλ∆n ∣∣∣≤eλ∆nTλ r
}
.
Lemma 3.1. We have that,
(a) for any 2J , r ≥ 0 and n ∈ N,
Ω˜n
(
2J, r
)⊆{ω∈Ω : sup
|ξ|≤2JΞ
n |ϕ˜n(ξ)−ϕ˜(ξ)| ≤ 2eλ∆n Tλ r
}
and Ω˜n
(
2J, r
)⊆ Ωn ;
(b) and, if Assumption 2b is satisfied for some β > 1, J = J(Tλ) → ∞ with 2J = O(Tλ),√
log1+2δ(e+ 2J)/Tλ ≤ r ≤ 1 for some δ > 0, and ∆¯ < ∞, we have that, for L˜ :=
Le−3λ ∆¯, with L as in Theorem 2.9 (c), and any Tλ large enough,
Pr
(
Ω˜Cn
(
2J , r
)) ≤ 3e−L˜Tλ r2 .
Proof. (a) The first inclusion of this part of the lemma follows immediately by the definitions
of ϕ˜n and ϕ˜ because, in view of them,
ϕ˜n − ϕ˜ =
(
eλˆn ∆n − eλ∆n
)
ϕ̂n +e
λ∆n (ϕ̂n −ϕ) ,
where |ϕ̂n | ≤ 1. For the second inclusion, we start by showing that, for any 2J , r ≥ 0 and
n ∈ N,{
ω ∈ Ω : sup
|ξ|≤2JΞ
n |ϕ̂n(ξ)− ϕ(ξ)| ≤ Tλ r
}
⊆
{
ω ∈ Ω : inf
|ξ|≤2JΞ
|ϕ̂n(ξ)| > 0
}
(3.1)
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Trivially, for any 2J , r ≥ 0 and n ∈ N, the set on the right hand side contains{
ω ∈ Ω : inf
|ξ|≤2JΞ
| ϕ̂n(ξ)| ≥ e−2λ∆n − λ∆n r
}
.
Then, since inf |ξ|≤2JΞ |ϕ(ξ)| ≥ e−2λ∆n for all 2J ≥ 0 and n ∈ N, and Tλ := λ∆n n, the
exact same arguments employed at the end of the proof of Theorem 3.2 in [12] guarantee
that the set on the left hand side of (3.1) is contained in the set of the last display, and
(3.1) follows. The second inclusion of this part of the lemma is then justified because, in
view of the definition of λˆn in (2.13), we have that e
λˆn ∆n = n/n0 and, thus, for any r ≥ 0
and n ∈ N, {
ω ∈ Ω : n
∣∣∣eλˆn ∆n − eλ∆n ∣∣∣ ≤ eλ∆n Tλ r} ⊆ {ω ∈ Ω : n0 > 0} .
(b) We start by noting that, in view of the present assumptions and Corollary 2.10, for Tλ
large enough
Pr
(
Ω˜Cn
(
2J , r
)) ≤ e−LTλ r2 + Pr(n ∣∣∣eλˆn ∆n − eλ∆n ∣∣∣ > eλ∆n Tλ r) ,
and, thus, we have to analyse the probability on the right hand side. Recalling that
eλˆn ∆n = n/n0 and by simple algebra, we have that for all λ,∆n > 0, n ∈ N and r ≥ 0,
n
∣∣∣eλˆn ∆n − eλ∆n ∣∣∣ > eλ∆n Tλ r =⇒ |n0 − En0| > Tλ r e−λ∆n
1 + λ∆n r
, (3.2)
where we note that En0 = ne
−λ∆n due to n0 ∼ Bin(n, e−λ∆n ). Therefore, we need
to use a concentration inequality for n0; we use Bernstein’s inequality to exploit that
var(n0) = ne
−λ∆n (1 − e−λ∆n ) = O(λ∆n ) if ∆n → 0, in a similar spirit to what we did
when dealing with the characteristic function. By Theorem 3.1.7 in [34], it follows that,
for all u ≥ 0,
Pr (|n0−En0|>u)≤2 exp
(
− u
2
2ne−λ∆n (1−e−λ∆n ) + 2u/3
)
≤2 exp
(
− u
2
2e−λ∆nTλ+2u/3
)
,
where the second inequality follows because (1 − e−x) ≤ x for all x ≥ 0. Then, using
that 0 ≤ r ≤ 1 by assumption together with 1 + x ≤ ex for all x ≥ 0, and defining
L′ := 3/8 >> L = 3/464, we conclude that
Pr
(
Ω˜Cn
(
2J , r
)) ≤ e−LTλ r2 + 2e−L′e−3 λ∆n Tλ r2 ≤ 3e−L˜Tλ r2 .
On the sets Ω˜n , the following simple, yet key, lemma holds.
Lemma 3.2. If 0≤r<e−2λ∆n/(4λ∆n), 2J≥0 and n∈N, we have that on Ω˜n
(
2J , r
)
Log
(
ϕ˜n
ϕ˜
)
(ξ) = (ϕ˜n(ξ)− ϕ˜(ξ)) ϕ˜−1(ξ) +Rn(ξ) for any |ξ| ≤ 2JΞ,
where sup|ξ|≤2JΞ |Rn(ξ)| ≤ sup|ξ|≤2JΞ
∣∣ (ϕ˜n(ξ)− ϕ˜(ξ)) ϕ˜−1(ξ)∣∣2 ≤ 4(λ∆n r)2e4λ∆n .
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Proof. Let us first note that, for a function f : R→ C \{0} such that f(0) = 1, the distinguished
logarithm of it as defined in Section 2.3 coincides with the principal branch of the complex
logarithm if the path described by f(ξ) when started from ξ = 0 does not cross the negative real
line. In particular, this is the case if the path is of the form 1 + z for some complex number
|z| < 1/2, and, in such a disc, the principal branch of the complex logarithm satisfies that
|Log(1+ z)− z| ≤ |z|2. Notice also that infξ∈R |ϕ(ξ)| ≥ e−2λ∆n so, in view of the first inclusion
in Lemma 3.1 (a), if ω ∈ Ω˜n
(
2J , r
)
with 2J ≥ 0, 0 ≤ r < e−2λ∆n/(4λ∆n) and n ∈ N,
sup
|ξ|≤2JΞ
∣∣∣∣ ϕ˜n(ξ)− ϕ˜(ξ)ϕ˜(ξ)
∣∣∣∣ ≤ 2λ∆n r e2λ∆n < 1/2.
Then, the conclusion follows by taking, for any n ∈ N and ξ ∈ R,
Rn(ξ) := Log (1 + zn(ξ)) − zn(ξ) with zn(ξ) := ϕ˜n(ξ)− ϕ˜(ξ)
ϕ˜(ξ)
.
Due to the basic property that the sum of distinguished logarithms is the distinguished
logarithm of the product together with the triangle inequality, it immediately follows that, on
Ω˜n
(
2J , r
)
with n, 2J as in Lemma 3.2 and 0 ≤ r < min{1, e−2λ∆n/(4λ∆n)},
sup
|ξ|≤2JΞ
∣∣∣∣Log ϕ˜n(ξ)∆n
∣∣∣∣≤ sup|ξ|≤2JΞ
∣∣∣∣ 1∆n Log
(
ϕ˜n
ϕ˜
)
(ξ)
∣∣∣∣+ sup|ξ|≤2JΞ
∣∣∣∣Log ϕ˜(ξ)∆n (ξ)
∣∣∣∣≤3λe2λ ∆¯+λ<∞.
Therefore, due to the Condition 4 and that U →∞ in both Theorem 2.4 and 2.6, the truncation
by U is innocuous on Ω˜n
(
2J , r
)
and we have that, for such n, r, J ∈N ∪ {0} and T or Tλ large
enough, respectively,
νˆ − ν =
(
(νˆ − ν)(MS) + (νˆ − ν)(R) + (νˆ − ν)(B)
)
1Ω˜n
+ |νˆ − ν|1Ω˜Cn , (3.3)
where, in view of the second inclusion in Lemma 3.1 (a) and due to the linearity of K˜ J , the main
stochastic or linear term is
(νˆ − ν)(MS) := 1
2π
K˜ J
(
ϕ˜n − ϕ˜
∆n ϕ˜
)∣∣∣∣
H
, (3.4)
whilst the remainder or non-linear term and the bias term are, respectively,
(νˆ − ν)(R) := 1
2π
K˜ J
(
Rn
∆n
)∣∣∣∣
H
and (νˆ − ν)(B) := 1
2π
K˜ J
(
Log ϕ˜
∆n
)∣∣∣∣
H
− ν. (3.5)
In order to show our results we rewrite the main stochastic term as follows. Defining P˜ :=
eλ∆n P and P˜n := e
λˆn ∆n P̂n , we have that, on Ω˜n and for all x ∈ R,
K˜ J
(
ϕ˜n − ϕ˜
2π ϕ˜
)
(x) =
〈
F
[
P˜n − P˜
]
,
K˜ J (x, ·)
2π ϕ˜(−·)
〉
=
(
P˜n − P˜
)
F−1
[
ϕ˜−1(−·) K˜ J (x, ·)
]
,
where the last equality follows by Fubini’s theorem because P˜n − P˜ is a finite measure on Ω˜n
due to n0>0, and ϕ˜
−1(−·) K˜ J (x, ·)∈L1(R) for all x∈R due to
∥∥∥ϕ˜−1∥∥∥
∞
≤exp(λ∆n ) and (2.12).
Recalling the notation ν−(B) = ν(−B) for any Borel set B ⊆ R, we define
F−1
[
ϕ˜−1(−·)
]
:=
∞∑
i=0
(−∆n)i
i!
(
ν−
)∗i
, (3.6)
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and remark that this is a finite (signed) measure on R. Then, arguing as in the proof of Lemma
3.3 in [12] using Conditions 2 and 4, we have, for all x ∈ R,
(νˆ − ν)(MS)(x) = 1
∆n
((
P˜n − P˜
)(
F−1
[
ϕ˜−1(−·)
]
∗KJ (x, ·)
))∣∣∣
H
(3.7)
=
1
∆n
(
F−1
[
ϕ˜−1(−·)
] ((
P˜n − P˜
)
∗KJ (x,−·)
))∣∣∣
H
, (3.8)
where the second equality follows due to the uniform boundedness of KJ(·, ·) by Condition 2.
Lastly, using the notation in Section 2.4.3 and eλˆn ∆n = n/n0 with n0 ∼ Ber(n, e−λ∆n ),
P˜n − P˜ =
(
eλˆn ∆n − eλ∆n
)
P̂n +e
λ∆n
(
P̂n −P
)
(3.9)
=
(
n− n0
n0
)(
P̂
J)
n − PJ)
)
+ eλ∆n
(
En0 − n0
n0
)
PJ) . (3.10)
3.2 Proof of Theorem 2.4
In view of (3.3) with νˆ = νˆTλ and by the triangle inequality, we have that, for all p ∈ [1,∞], H ≥ 0
if p ∈ [1, 2) and H =∞ if p ∈ [2,∞], n ∈ N, J ∈ N ∪ {0}, 0 ≤ r < min{1, e−2λ∆n/(4λ∆n)} and
Tλ large enough,
E ‖νˆTλ −ν‖p ≤E
[∥∥∥(νˆTλ −ν)(MS)∥∥∥
p
1Ω˜n(2J ,r)
]
+ E
[∥∥∥(νˆTλ −ν)(R)∥∥∥
p
1Ω˜n (2J ,r)
]
+ E
[∥∥∥(νˆTλ −ν)(B)∥∥∥
p
1Ω˜n(2J ,r)
]
+ E
[
‖νˆTλ −ν‖p 1Ω˜Cn (2J ,r)
]
. (3.11)
In the following four results we bound each of these terms in reverse order and, at the end, put
them together to show Theorem 2.4.
Lemma 3.3. Let ∆¯ < ∞ and assume that ν ∈ Lp(R) for some p ∈ [1,∞] and that µ = ν/λ
satisfies Assumption 2b for some β > 1. Furthermore, if p ∈ [1, 2), let H ≥ 0 and, if p ∈ [2,∞]
let H =∞. Then, if 2J = 2JTλ as in (2.16) and
√
log1+2δ(e+ 2J)/Tλ ≤ r ≤ 1 for some δ > 0,
we have that, for L˜ as in Lemma 3.1 (b), any U ≥ 0 and Tλ large enough,
E
[
‖νˆTλ −ν‖p 1Ω˜Cn (2J ,r)
]
.
(
2JUH1/p 1[1,2)(p) + 2
J(1−1/p)U 1[2,∞](p) + ‖ν‖p
)
e−L˜Tλ r
2
, (3.12)
where the constant hidden in the notation . only depends on K.
Proof. By the triangle inequality, the definition of νˆTλ in (2.17) and its expression with the
notation at the beginning of Section 3.1 valid on Ωn ,
‖νˆTλ −ν‖p 1Ω˜Cn (2J ,r) ≤
∥∥∥∥∥ 12π K˜ J
(
Log ϕ˜n
∆n
∣∣∣∣U
)∣∣∣∣∣
H
∥∥∥∥∥
p
1Ωn ∩ Ω˜Cn (2J ,r)+ ‖ν‖p 1Ω˜Cn (2J ,r) . (3.13)
In view of Lemma 3.1 (b), the second summand immediately gives rise to the last term in (3.12).
For the first summand we note that, in view of (2.12), Fubini’s theorem and the definition of Ωn
in (2.15), for all U ≥ 0 and x ∈ R,
1
2π
〈
Log ϕ˜n
∆n
∣∣∣∣U, K˜ J (x, ·)
〉
=KJ
(
F−1
[
Log ϕ˜n
∆n
∣∣∣∣U1S˜
])
(x), (3.14)
24
where S˜ := supp
(
K˜ J (x, ·)
)
, and we recall that, by the first part of Condition 4, S˜ does not
depend on x. To bound the first summand in the penultimate display we proceed differently
depending on whether p∈ [1, 2) or p∈ [2,∞]. In the former case it is bounded above by
(2H)
1
p
∥∥∥∥∥KJ
(
F−1
[
Log ϕ˜n
∆n
∣∣∣∣U1S˜
])∥∥∥∥∥
∞
. (2H)
1
p
∥∥∥∥∥Log ϕ˜n∆n
∣∣∣∣U1S˜
∥∥∥∥∥
1
≤ (2H) 1p 2JΞU,
where in the first inequality we used (2.2) and F−1 [L1(R)] ⊆ L∞(R), so the constant in . only
depends on K , and in the second inequality follows from the second part of Condition 4. For
p ∈ [2,∞], we use (2.2) again to justify that the quantity of interest is bounded above, up to a
constant only depending on K , by∥∥∥∥∥F−1
[
Log ϕ˜n
∆n
∣∣∣∣U 1S˜
]∥∥∥∥∥
p
≤ 1
2π
∥∥∥∥∥Log ϕ˜n∆n
∣∣∣∣U 1S˜
∥∥∥∥∥
(1−1/p)−1
≤ 1
2π
(
2JΞ
)1−1/p
U,
where in the first inequality we used the Hausdorff–Young inequality. These two bounds together
with Lemma 3.1 (b) show the conclusion of the present lemma for any p ∈ [1,∞].
Lemma 3.4. Assume that µ = ν/λ satisfies Assumption 1 for some p ∈ [1,∞] and s > 0, and,
if p ∈ [1, 2), suppose it satisfies Assumption 2a for some α > 0 and q = p. Let H ≥ 0 if p ∈ [1, 2)
and H =∞ if p ∈ [2,∞]. Then, for any J ∈ N ∪ {0},∥∥∥(νˆTλ −ν)(B)∥∥∥
p
≤ λC(B) ‖µ‖Bsp,∞ 2
−Js + λ ‖µ‖p,αH−α 1[1,2)(p), (3.15)
where C(B) = C(B)(s,K).
Proof. Note that, due to (2.12) and Condition 2, the Fourier inversion theorem (cf. result 8.26
in [29]) guarantees that, for all J ∈ N ∪ {0} and x, y ∈ R, KJ (x, y) = F−1
[
K˜ J (x, ·)
]
(y). Then,
in view of (2.8), ν ∈ L1(R) and Fubini’s theorem,
K˜ J
(
Log ϕ˜
∆n
)
= K˜ J (Fν) = KJ(ν),
and we can write
(νˆTλ −ν)(B) = (KJ(ν) − ν)|H − ν 1[−H,H]C ,
where in the case p ∈ [2,∞] the second summand on the right hand side is not present since
H =∞. Then, the statement of the present lemma follows because µ = ν/λ satisfies Assumption
1 for some p ∈ [1,∞] and s > 0, and Assumption 2a for some α > 0 and q = p if p ∈ [1, 2),
together with (2.7).
Proposition 3.5. For all p ∈ [1,∞], H ≥ 0 if p ∈ [1, 2) and H =∞ if p ∈ [2,∞], J ∈ N ∪ {0},
0 ≤ r < e−2λ∆n/(4λ∆n) and n ∈ N, we have that
E
[∥∥∥(νˆTλ −ν)(R)∥∥∥
p
1Ω˜n(2J ,r)
]
≤ C(R)λ2∆n e4λ∆n r2
(
H(
2
p−1)2
J
p 1[1,2)(p)
+2J(1−
1
p) 1[2,∞](p)
)
, (3.16)
where C(R) = C(R) (p,K).
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Proof. We start with the case p ∈ [1, 2) ∪ {∞}. In view of (3.5) and (3.14), and arguing as
thereafter using the second bound for |Rn| in Lemma 3.2,∥∥∥(νˆTλ −ν)(R)∥∥∥
p
≤ (2H)
1
p
∆n
∥∥KJ(F−1 [Rn 1S˜])∥∥∞ . (2H) 1p∆n 4(λ∆n r)2e4λ∆n 2JΞ,
where the constant in . only depends on K. Taking the expectation on both sides gives the
upper bound in (3.16) when p = 1 and p = ∞. To obtain (3.16) for all p ∈ (1,∞), we now
improve the bound in the last display for the case p = 2 and interpolate. Arguing as in the last
display, we have that, for all J ∈ N ∪ {0},∥∥∥(νˆTλ −ν)(R)∥∥∥
2
=
1
∆n
∥∥KJ (F−1 [Rn 1S˜])∥∥2 . 1∆n ∥∥F−1 [Rn 1S˜]∥∥2 ,
where the constant in . only depends on K and, by Plancherel theorem, the right side equals
1
∆n
∥∥Rn 1S˜∥∥2 . 1∆n supξ∈R:|ξ|≤2JΞ |Rn(ξ)| 2J/2 ≤ 1∆n 4(λ∆n r)2e4λ∆n2J/2.
This shows (3.16) for p = 2 and we can now interpolate to get p ∈ (1, 2) and p ∈ (2,∞). For the
case p ∈ (1, 2) we fix J ∈ N ∪ {0} and H ≥ 0, and, for a measurable set B ⊆ R, we define BB
to be its Borel σ-algebra inherited from R, and µB to be the Lebesgue measure on R restricted
to B. Furthermore, let us write Lp(µB), p ∈ [1,∞], for the usual Banach spaces of measurable
functions arising from (B,BB, µB). Then, we remark that, from the calculations for p = 1, 2, it
follows that the linear operator
K˜ J : L
∞ (µ[− 2JΞ,2JΞ])→ L1 (µ[−H,H])+ L2 (µ[−H,H])
satisfies, for any f ∈ L∞ (µ[− 2JΞ,2JΞ]),∥∥∥K˜ J f∥∥∥
L1(µ[−H,H])
. H2J ‖f‖L∞(µ[− 2JΞ,2JΞ]) ,
and ∥∥∥K˜ J f∥∥∥
L2(µ[−H,H])
. 2J/2 ‖f‖L∞(µ[− 2JΞ,2JΞ]) ,
where the constants hidden in the notation only depend on K. Consequently, the Riesz–Thorin
interpolation theorem (cf. 6.27 in [29]) can be used to conclude that, for any p ∈ (1, 2), J ∈
N ∪ {0}, H ≥ 0 and f ∈ L∞ (µ[− 2JΞ,2JΞ]),∥∥∥K˜ J f∥∥∥
Lp(µ[−H,H])
.
(
H2J
)( 2p−1) (2J/2)2(1− 1p ) ‖f‖L∞(µ[− 2JΞ,2JΞ])
= H(
2
p−1)2J/p ‖f‖L∞(µ[− 2JΞ,2JΞ]) , (3.17)
where the hidden constant depending on K and p. Therefore, (3.16) for p ∈ (1, 2) follows
by applying the operator K˜ J to Rn and noting that we are on Ω˜n
(
2J , r
)
with 0 ≤ r <
e−2λ∆n/(4λ∆n), 2J ≥ 0 and n ∈ N so Lemma 3.2 applies, and taking expectations. The
conclusion of the proposition then follows because, by analogous but simpler arguments, for
p ∈ (2,∞) we have that ∥∥∥K˜ J f∥∥∥
Lp(R)
. 2J(1−
1
p) ‖f‖L∞(µ[− 2JΞ,2JΞ]) , (3.18)
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where the hidden constant depending on K and p; this can be shown directly too by using similar
arguments to those in Lemma 3.3, i.e. by the Hausdorff–Young inequality.
Proposition 3.6. Assume µ = ν/λ ∈ Lp(R) for some p ∈ [1,∞] and, if p ∈ [1, 2), suppose
it satisfies Assumption 2a for some α > 2/p − 1 and q = 1. Let H ≥ 0 if p ∈ [1, 2) and
H = ∞ if p ∈ [2,∞], and let J ∈ N ∪ {0} be such that 2J < n/2 (1− e−λ∆n ) if p ∈ [2,∞) and
J2J < n/2
(
1− e−λ∆n ) if p =∞. Then, for all r ≤ 1λ∆n 1−exp(−λ∆n)1+exp(−λ∆n) and n ∈ N, we have that
E
[∥∥∥(νˆTλ −ν)(MS)∥∥∥
p
1Ω˜n(2J ,r)
]
≤ 2λe2λ∆nLpM ′p
√
2J(1 + 1{∞}(p))
Tλ
+ λ
e3 λ∆n√
Tλ
‖µ‖p , (3.19)
where
M ′p :=
 eλ∆n(‖µ‖1,α/2−1)
((
eλ∆n‖µ‖1,α−1
)
/
(
eλ∆n−1))1/2, if p∈ [1, 2),
1[2,∞)(p) + ‖µ‖1/2p/2 1(2,∞)(p) + (1 ∨ ‖µ‖∞)1/2 1{∞}(p), if p∈ [2,∞].
(3.20)
Proof. By the calculations that led to (3.8), we have that on Ω˜n
(
2J , r
)
with r ≤ 1 and for all
n ∈ N, J ∈ N ∪ {0} and x ∈ R,
1
2π
K˜ J
(
ϕ˜n− ϕ˜
∆n ϕ˜
)
(x) =
1
∆n
∫
R
(∫
R
KJ(x, y)
(
P˜n − P˜
)
(d(y + z))
)
F−1
[
ϕ˜−1(−·)
]
(dz),
and, using Minkowski’s inequality for integrals together with the fact that, due to (3.6) and (1.1),∣∣∣F−1 [ϕ˜−1] (dz)∣∣∣ ≤ eλ∆n P(dz), z ∈ R, (3.21)
we have that, under the same assumptions and for all H ≥ 0 and p ∈ [1,∞],∥∥∥(νˆTλ −ν)(MS)∥∥∥
p
≤ e
λ∆n
∆n
∫
R
∥∥∥∥∫
R
KJ(·, y)
(
P˜n − P˜
)
(d(y − z))
∥∥∥∥
p
P(dz). (3.22)
We now use (3.10) and note that, on Ω˜n
(
2J , r
)
with r ≤ 1λ∆n
1−exp(−λ∆n)
1+exp(−λ∆n) and by simple algebra,
n
e−λ∆n
2
≤ n0 ≤ n1 + e
−λ∆n
2
. (3.23)
Then, by Fubini’s theorem and the lower bound for n0 on the left side, for all H ≥ 0 if p ∈ [1, 2),
and all n ∈ N, J ∈ N ∪ {0} and p ∈ [1,∞],
E
[∥∥∥(νˆTλ−ν)(MS)∥∥∥
p
1Ω˜n
]
≤ 2e
2λ∆n
∆nn
∫
R
E
[
(n−n0)
∥∥∥∥∫
R
KJ(·, y)
(
P̂
J)
n −PJ)
)
(d(y−z))
∥∥∥∥
p
1Ω˜n
]
P(dz)
+ 2
e3λ∆n
∆nn
E |n0−En0|
∫
R
∥∥∥∥∫
R
KJ(·, y)PJ)(d(y−z))
∥∥∥∥
p
P(dz). (3.24)
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We now bound the second term on the right side: by (2.2), the definition of PJ) in Section 2.4.3,
Young’s inequality for convolutions and ‖ν‖1 = λ, the ‖·‖p norm therein is, up to a constant
depending on K and for all z ∈ R, J ∈ N ∪ {0} and p ∈ [1,∞], bounded above by
∥∥∥PJ)(d(· − z))∥∥∥
p
≤ 1
eλ∆n − 1
∞∑
i=1
∆in ‖ν(d(· − z))‖p λi−1
i!
≤ ‖ν‖p
λ
; (3.25)
then, in view of Jensen’s inequality, n0 ∼ Bin(n, e−λ∆n ) and 1 − exp(−x) ≤ min{1, x} for all
x ≥ 0,
E |n0−En0|≤
√
E |n0−En0|2≤
√
ne−λ∆n (1−e−λ∆n )≤
√
Tλmin
{
1
λ∆n
, 1
}
, (3.26)
and the second term on the right hand side of (3.24) is bounded above by the second summand
in (3.19). To bound the first term, we write the expectation in it as
E
[
mE
[∥∥∥∥∫
R
KJ(·, y)
(
P̂
J)
n − PJ)
)
(d(y − z))
∥∥∥∥
p
1Ω˜n
∣∣∣∣
n0=n−m
]]
. (3.27)
Note that, in view of the upped bound on n0 in (3.23), m = n−n0 ≥ n/2(1−e−λ∆n ). Then, due
to the present assumptions on J and on ν, together with the fact that Condition 3 summarises all
that is required by the empirical process theory results used in case 4 of the proof of Theorem 5.1.5
in [34], we can apply the variance bounds for the standard problem of density estimation from
i.i.d. observations (cf. Theorem 5.1.5 and Remark 5.1.6 in [34]) to bound the inner expectation;
we conclude that, for any z ∈ R, n ∈ N, p ∈ [1,∞] and J as in the statement of the current
proposition, the last display is bounded above by
Lp Υp(z)
√
2J(1 + 1{∞}(p)) E
√
n− n0,
where, by Condition 2 and the fact that ν satisfies Assumption 2a for some α > 2/p − 1 and
q = 1, Lp is as defined in Theorem 2.4 and
Υp(z) :=
∥∥∥PJ)(d(· − z))∥∥∥1/2
1,α
1[1,2)(p) + 1[2,∞](p) +
∥∥∥PJ)(d(· − z))∥∥∥1/2
p/2
1(2,∞](p).
Due to (3.25) it follows that, for any z ∈ R and p ≥ 2, Υp(z) ≤ M ′p, where M ′p is as defined in
(3.20). Arguing as in (3.26),
E
√
n− n0 ≤
√
n (1− e−λ∆n ) ≤
√
Tλmin{1/(λ∆n), 1}, (3.28)
and this finishes showing that the first term on the right hand side of (3.24) is bounded by
the first summand in (3.19) when p ≥ 2. In view of the definition of PJ) in Section 2.4.3 and
using that (1 + |x + y|) ≤ (1 + |x|)(1 + |y|) for all x, y ∈ R together with Young’s inequality for
convolutions repeatedly, we have that, for p ∈ [1, 2), Υp(z) is bounded by(
(1+|z|)α
eλ∆n−1
∞∑
i=1
∆in ‖ν(d(·−z)) (1+| · −z|)α‖1 ‖ν‖i−11,α
i!
)1
2
≤(1+|z|)α/2
(
e∆n‖ν‖1,α−1
eλ∆n−1
)1
2
.
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Due to (3.28), for p ∈ [1, 2) the first summand on the right hand side in (3.24) is bounded above
by
2λe2 λ∆nM ′p e
−∆n(‖ν‖1,α/2−λ)
∫
R
(1 + |z|)α/2 P(dz)
√
2J(1 + 1{∞}(p))
Tλ
,
which in turn is bounded above by the first summand in (3.19) because, in view of (1.1) and
arguing as in the second-to-last display, the integral is bounded by e∆n(‖ν‖1,α/2−λ).
Proof of Theorem 2.4. Trivially, E1Ω˜n (2J ,r) ≤ 1 for any 2J , r ≥ 0. Thus, the four terms in (3.11)
are bounded in Lemmata 3.3, 3.4 and Propositions 3.5, 3.6, so we simply have to verify that
under the present assumptions and choices of H,U, 2J , the conditions therein are satisfied and
the bounds they provide give rise to the bound in (2.21).
Most of the assumptions in such results are assumed here in the same form. For the remaining,
we check them in order of appearance. If Assumption 2a is satisfied for some α > 0 and q = 1,
then
∫
R
logβ(max{|x|, e})µ(dx) < ∞ for any β > 0 and, thus, under the conditions on ν when
p ∈ [1, 2), it satisfies Assumption 2b. In Proposition 3.6 we also assumed that J ≥ 0 if p ∈ [1, 2),
2J < n/2
(
1− e−λ∆n ) if p ∈ [2,∞), and J2J < n/2 (1− e−λ∆n ) if p = ∞. These conditions
are trivially satisfied for the choice 2J = 2JTλ = o (Tλ) for Tλ large enough because, due to
e−x ≤ (1 + x)−1 for all x ≥ 0,
n/2
(
1− e−λ∆n ) ≥ Tλ
2(1 + λ ∆¯)
. (3.29)
Next, we check the convergence rates and constants of the bounds. With the familiar choice
2J = 2JTλ , the first terms in (3.15) and (3.19) are of order εTλ . Due to ∆¯ < ∞, introducing
the term e2λ∆n in (3.19) into M ′p defined in (3.20), noticing that ‖µ‖1,α > 1 for any α > 0 and
using the same arguments employed to conclude (2.36), it follows that M ′p ≤Mp. Then, all this
justifies the form of the whole term of order εTλ in (2.21). Furthermore, in view of (2.18) and
(2.20), for p ∈ [1, 2),
HTλ
−α = Tλα(
1
α
s
2s+1−ϑH) εTλ = o (εTλ) .
Hence, the last term of order o (εTλ) in (2.21) arises from the second summand in (3.15). Due
to ∆¯ < ∞, the last summand in (3.19) gives rise to the first term carrying the quantity ‖µ‖p.
To justify the appearance of the other three terms of order o (εTλ), we need to argue that the
bounds in (3.16) and (3.12) indeed give rise to them for some choice of r = rTλ satisfying that,
for some δ > 0,√
log1+2δ
(
e+ 2JTλ
)
Tλ
≤ rTλ < min
{
e−2λ∆n
4λ∆n
,
1
λ∆n
1− e−λ∆n
1 + e−λ∆n
}
. (3.30)
Note that, due to 0 < ∆n ≤ ∆¯ < ∞ and e−x − 1 ≤ x (e−x¯ − 1) /x¯ for all 0 ≤ x ≤ x¯, the upper
bound is bounded from below by
min
{
e−2λ ∆¯
4λ ∆¯
,
1− e−λ ∆¯
2λ ∆¯
}
, (3.31)
so, by the polynomial growth of 2J = 2JTλ in Tλ, the conditions on rTλ are satisfied for Tλ large
enough by taking
rTλ := Tλ
ϑr with − 1/2 < ϑr < 0. (3.32)
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We deal with the bound in (3.16) first. To show that it is o (εTλ) for p ∈ [1, 2), we need that
2ϑr + ϑH (2/p− 1) + 1/p
2s+ 1
< − s
2s+ 1
⇐⇒ ϑr < −1
2
(
ϑH (2/p− 1) + s+ 1/p
2s+ 1
)
.
In other words, to have room to choose ϑr as in (3.32) and guaranteeing that the bound in (3.16)
is o (εTλ), it is necessary that
ϑH (2/p− 1) + s+ 1/p
2s+ 1
< 1 ⇐⇒ ϑH < 1
2/p− 1
1 + s− 1/p
2s+ 1
,
as assumed in (2.20). To show the same conclusion for p ∈ [2,∞], we need
2ϑr +
1− 1/p
2s+ 1
< − s
2s+ 1
⇐⇒ ϑr < −1
2
1 + s− 1/p
2s+ 1
.
Simple algebra shows that the upper bound on the right hand side is strictly larger than −1/2
and, thus, we can choose ϑr as in (3.32) and making the bound in (3.16) be o (εTλ). Then, due
to ∆¯ < ∞,the remainder term gives rise to the second-to-last term of order o (εTλ) in (2.21).
Lastly, by the expressions for 2JTλ ,UTλ ,HTλ and rTλ , the bound in (3.12) can be written as((
Tλ
(logTλ)
1{∞}(p)
) 1
2s+1
Tλ
ϑU Tλ
ϑH/p+ ‖ν‖p
)
e−L˜Tλ
1+2ϑr
if p ∈ [1, 2)
and ( Tλ
(logTλ)
1{∞}(p)
) 1−1/p
2s+1
Tλ
ϑU + ‖ν‖p
 e−L˜Tλ1+2ϑr if p ∈ [2,∞],
and it is clear that, under the present conditions ϑU , ϑH <∞ and ϑr > −1/2, this term vanishes
exponentially fast in Tλ. Therefore, introducing a harmless extra λ factor in the first summand
inside the outer brackets, we conclude that these last two displays give rise to the first term of
order o (εTλ) in (2.21) and to the second carrying the quantity ‖µ‖p. This ends the proof of
Theorem 2.4.
3.3 Proof of Theorem 2.6
Let Jmax, J , JˆT and
[
2j
]
p
be as introduced right before Theorem 2.6, and define
J *Tλ := min
{
j ∈ J : C(B) ‖ν‖Bsp,∞ 2
−sj ≤
√
[2j ]p/Tλ
}
, (3.33)
where C(B) is as in (2.21), so that
2J
*
Tλ ∼
(
C(B) ‖ν‖Bsp,∞
) 2
2s+1
2JTλ . (3.34)
Then, analogously to the proofs of classical Lepski˘i’s method, a key quantity to study is Pr
(
JˆT =
j
)
for any j > J *Tλ ; this is the content of Lemma 3.10, which precedes the actual proof of Theorem
2.6. To prove it, we have to understand the concentration properties of ‖νˆT −ν‖p: by (3.3) with
νˆ = νˆT and by the triangle inequality, it can be bounded, on Ω˜n
(
2J , r
)
for all J ∈ N ∪ {0} and
0 ≤ r < min{1, e−2λ∆n/(4λ∆n)}, for any H ≥ 0 if p ∈ [1, 2) and for T large enough, as
‖νˆT −ν‖p ≤
∥∥∥(νˆT −ν)(MS)∥∥∥
p
+
∥∥∥(νˆT −ν)(R)∥∥∥
p
+
∥∥∥(νˆT −ν)(B)∥∥∥
p
. (3.35)
The last term does not carry any stochasticity, and concentration of the first two terms is studied
in Proposition 3.8 and Lemma 3.9. To show the former we first introduce some preparatory
results.
Recall from (3.6) that F−1
[
ϕ˜−1(−·)
]
is a finite (signed) measure on R, and from Section
2.4.3 that PJ) is the law of Z
J)
1 and P̂
J)
n is its empirical version on Ω˜n
(
2J , r
)
with J, r as in
(3.23) due to n0 < n by the second inequality therein. The inequalities in (3.23) also imply
that n0 > 0 and n−n0 ≥ n/2(1−e−λ∆n )> 0. Then, using this together with (3.7), (3.10), the
same arguments leading to (3.8), and the triangle inequality, we have that, on Ω˜n
(
2J , r
)
with
J ∈ N ∪ {0} and r ≤ 1λ∆n
1−exp(−λ∆n)
1+exp(−λ∆n) , and for all H ≥ 0 when p ∈ [1, 2), and all x ∈ R,
∆n
∣∣∣(νˆT −ν)(MS)∣∣∣ (x) ≤n− n0
n0
∣∣∣∣(P̂ J)n − PJ))(F−1 [ϕ˜−1(−·)] ∗KJ(x, ·))∣∣∣∣ (3.36)
+
∣∣∣eλˆn ∆n − eλ∆n ∣∣∣ ∣∣∣F−1 [ϕ˜−1(−·)] (PJ) ∗KJ(x,−·))∣∣∣ .
Concentration of the second summand will follow from Lemma 3.1. The first summand, however,
is a product of a parametric and a nonparametric quantity and concentration of the latter
has to be derived directly. To do so, we follow the strategy in Section 5.1.2 in [34] to derive
the concentration properties of the usual convolution and projection density estimators using
Talagrand’s inequality: for p ∈ [1,∞) we note that, due to the separability of Lp(R) and the
Hahn–Banach theorem, if f ∈Lp(R) there exists a countable subset Bq0 , q conjugate to p, of the
unit ball of Lq(R), such that, for all f ∈ Lp(R),
‖f‖p = sup
g∈Bq0
∣∣∣∣∫
R
f(x)g(x)dx
∣∣∣∣ ;
this, together with Fubini’s theorem, implies that, for any p ∈ [1,∞),
(n− n0)
∥∥∥∥(P̂ J)n − PJ))(F−1 [ϕ˜−1(−·)] ∗KJ(·, ·))∥∥∥∥
p
= sup
G∈G
∣∣∣∣∣
n−n0∑
i=1
G
(
Z
J)
i
)∣∣∣∣∣ (3.37)
for the class of functions G = Gp(J) indexed by the g ∈ Bq0 given by
G :=
{
x 7→
(
F−1
[
ϕ˜−1(−·)
]
∗
∫
R
KJ(y, ·)g(y)dy
)
(x)
−PJ)
(
F−1
[
ϕ˜−1(−·)
]
∗
∫
R
KJ(y, ·)g(y)dy
)}
;
in addition, for p =∞, we trivially have that (3.37) is true for
G = G∞(J) :=
{
x 7→ F−1
[
ϕ˜−1(−·)
]
∗KJ(x, ·) − PJ)
(
F−1
[
ϕ˜−1(−·)
]
∗KJ(x, ·)
)}
.
Representation (3.37), together with the following lemma, allows the use of Talagrand’s inequality
(Bousquet version, cf. Theorem 3.3.9 in [34]) to describe the concentration of the quantity therein
around its mean.
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Lemma 3.7. Let µ = ν/λ ∈ Lp(R) for some p ∈ [1,∞] and let J ∈ N ∪ {0}. Then,
sup
G∈G
‖G‖∞ ≤ 2eλ∆n
∥∥K∥∥
p
2J(1−1/p) =: G¯
and
sup
G∈G
EG2
(
Z
J)
1
)
≤ eλ∆n ‖µ‖p
∥∥K∥∥2
2(1−1/(1+p)) 2
J(1−1/p) =: σ2.
From now on we write PrB(A) := Pr(A ∩B).
Proof. We prove the result for p ∈ [1,∞), as the case p =∞ follows by the same (in fact, simpler)
arguments. To control the first quantity we use that, by Young’s inequality for convolutions,
(3.21) and ‖P‖TV =
∥∥∥PJ)∥∥∥
TV
= 1,
sup
G∈G
‖G‖∞ ≤ 2eλ∆n sup
g∈Bq0
∥∥∥∥∫
R
|KJ(y, ·)||g(y)|dy
∥∥∥∥
∞
≤ 2eλ∆n
∥∥K∥∥
p
2J(1−1/p),
where the last inequality follows by the generalised Ho¨lder’s inequality and Condition 2. To
control the second quantity we remark that G
(
Z
J)
1
)
is centred so this, together with the same
arguments we just used, implies that
sup
G∈G
EG2
(
Z
J)
1
)
≤ sup
g∈Bq0
∫
R
(
F−1
[
ϕ˜−1(−·)
]
∗
∫
R
KJ(y, ·)g(y)dy
)2
(x)PJ)(x) dx
≤
∥∥∥PJ)∥∥∥
p
sup
g∈Bq0
∥∥∥∥F−1 [ϕ˜−1(−·)] ∗ ∫
R
KJ(y, ·)g(y)dy
∥∥∥∥2
2q
≤ ‖µ‖p eλ∆n2J(1−1/p)
∥∥K∥∥2
2p/(1+p)
,
where in the last inequality we used (3.25) with z = 0 and the general version of Young’s
inequality for convolutions (cf. Proposition 8.9 in [29]). Therefore, the conclusion follows by
rewriting the subscript of the last quantity.
Proposition 3.8. Let ∆¯ < ∞ and, for some 0 < λ ≤ λ¯ < ∞ and B1, B2 ≥ 1, assume
ν = λµ with λ ∈ [λ, λ¯], ‖µ‖p ≤ B1 for some p ∈ [1,∞] and, if p ∈ [1, 2), ‖µ‖1,α ≤ B2 for
some α > 2/p − 1. Let Jmax, J ,
[
2l
]
p
and V be as introduced in (2.25), (2.26) and (2.28).
Additionally, let H ≥ 0 if p ∈ [1, 2) and H = ∞ if p ∈ [2,∞], r ≤ 1λ∆n
1−exp(− λ∆n)
1+exp(−λ∆n) and
M (MS) ≥ max
{
1, C
(MS)
2
}2
, where C
(MS)
2 (α, λ¯,K , B1, B2, p) is as defined in (2.32) and K is as
introduced in Condition 2. Then, for any j, l∈J such that j≤ l, and any T large enough,
sup
ν∈Vp,s,α,α′,β(λ,λ¯,B1,B2,∞,∞)
Pr Ω˜n(2j,r)
∥∥∥(νˆT (j)− ν)(MS)∥∥∥
p
≥M (MS)
√
[2l]p
T

≤ e−
√
M(MS)2j/p(j+log T )
1{∞}(p)
+ e−C
(MS)
3 Tλ+ 2e−C
(MS)
4 2
j
, (3.38)
where
C
(MS)
3 = C
(MS)
3
(
M (MS)
)
:=
(
M (MS)/
(
C
(MS)
2
)2
− 1
)2
2 + 23M
(MS)/
(
C
(MS)
2
)2
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and C
(MS)
4 = C
(MS)
4
(
M (MS)
)
with
C
(MS)
4 :=
e−5 λ¯ ∆¯
(
M (MS)
)2(
2
∥∥K∥∥
1
B1 + ∆¯M (MS)
) (
2λ¯
(
2
∥∥K∥∥
1
B1 + ∆¯M (MS)
)
+ 23M
(MS)
) .
Proof. First note that, by Minkowski’s inequality for integrals, Condition 2 and (3.21),∥∥∥F−1 [ϕ˜−1(−·)] (Kj(x,−·) ∗ PJ))∥∥∥
p
≤ eλ∆n ∥∥2j K (2j ·)∥∥
1
∥∥∥PJ)∥∥∥
p
≤ eλ∆n ∥∥K∥∥
1
‖µ‖p ,
where in the last inequality we used (3.25) with z = 0. Then, due to the conditions on H, j, r
assumed herein, we trivially use (3.36), (3.37) and the lower bound for n0 in (3.23) to bound the
left hand side in the display of the proposition by
Pr Ω˜n (2j,r)
(
sup
G∈Gp(j)
∣∣∣∣∣
n−n0∑
i=1
G
(
Z
J)
i
)∣∣∣∣∣ ≥ M (MS)4eλ∆n √T [2l]p
)
+ Pr Ω˜n (2j,r)
∣∣∣eλˆn ∆n − eλ∆n ∣∣∣ ≥ ∆n M (MS)
2eλ∆n
∥∥K∥∥
1
‖µ‖p
√
[2l]p
T
 .
We treat these two terms separately and in reverse order. In view of (3.2), l ∈ J and the bound
for 2Jmax in (2.25), the second summand is bounded above by
Pr
|n0 − En0| ≥ M (MS)e−3λ∆n
√
T [2l]p
2
∥∥K∥∥
1
‖µ‖p+∆nM (MS)
 ≤ 2 exp(−C(MS)4 2j)
where in the inequality we applied the Bernstein type-of inequality in the display right after
(3.2), the bound for 2l ≤ 2Jmax again, l ≥ j and ‖µ‖p ≤ CB1; we remark that the bound in the
last display is uniform in V . To bound the first summand, let An−n0 = An−n0
(
Z
J)
1 , . . . ,Z
J)
n−n0
)
denote the set inside the large brackets. Then, in view of the present conditions on j, r, we can
use (3.23) to justify that
Pr Ω˜n (2j,r) (An−n0) ≤ E
[
1n0=n−m 1m≥n/2(1−e− λ∆n ) Pr (Am)
]
, (3.39)
where the expectation and the probability on the right hand side are over n0 and the non-zero
increments, respectively. To bound the latter we use Lemma 3.7: in view of the bounds there,
we can apply inequality (3.101) in Theorem 3.3.9 in [34] with
νm := me
λ∆n2J(1−1/p)
(
4
∥∥K∥∥
p
E sup
G∈Gp(j)
∣∣∣∣∣
m∑
i=1
G
(
Z
J)
i
)∣∣∣∣∣+ ‖µ‖p ∥∥K∥∥22(1−1/(1+p))
)
,
and, using the same elementary simplification of (5.35) resulting in (5.36) in [34], we obtain that,
for any p ∈ [1,∞] and x ≥ 0,
Pr
(
sup
G∈Gp(j)
∣∣∣∣∣
m∑
i=1
G
(
Z
J)
i
)∣∣∣∣∣ ≥ 32 E supG∈Gp(j)
∣∣∣∣∣
m∑
i=1
G
(
Z
J)
i
)∣∣∣∣∣
+
√
2meλ∆n ‖µ‖p
∥∥K∥∥2
2(1− 11+p)
2j(1−
1
p )x
+
14eλ∆n
∥∥K∥∥
p
3
2j(1−
1
p )x
)
≤ e−x. (3.40)
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Due to (3.37), Fubini’s theorem, Minkowski’s inequality for integrals and (3.21), the expectation
in the last display is bounded above by
mE
∥∥∥∥∫
R
(∫
R
Kj(·, y)
(
P̂
J)
m − PJ)
)
(d(y + z))
)
F−1
[
ϕ˜−1(−·)
]
(dz)
∥∥∥∥
p
≤ eλ∆nm
∫
R
E
∥∥∥∥∫
R
Kj(·, y)
(
P̂
J)
m − PJ)
)
(d(y − z))
∥∥∥∥P(dz)
≤ eλ∆nLpM ′p
√
m2j
(
1 + j 1{∞}(p)
)
,
where the last inequality holds for T large enough, λ ≥ λ > 0 and m ≥ n/2(1 − e−λ∆n ), and
it follows from the analysis of (3.27) because the only use of the indicator of Ω˜n
(
2J , r
)
therein
is that, for any J ∈ N ∪ {0}, the bound for m on the right hand side of (3.39) is satisfied and,
furthermore, for T large enough only depending on λ and in view of the bounds for η in (2.25)
and (3.29),
2j ≤ 2Jmax < n/2 (1− e−λ∆n ) ≤ n/2 (1− e−λ∆n ) if p ∈ [2,∞)
and
j2j ≤ Jmax 2Jmax < n/2
(
1− e−λ∆n ) ≤ n/2 (1− e−λ∆n ) if p =∞.
Hence, taking x =
√
M (MS)2j(
1
p−1)
[
2l
]
p
and recalling that j ≤ l and M (MS) ≥ 1, we have that
for T large enough, for any λ ≥ λ > 0 and m ≥ n/2(1 − e−λ∆n ), the right hand side in the
outermost brackets in (3.40) is bounded above by
√
M (MS)eλ∆n
√
m [2l]p
3
2
LpM
′
p +
√
2 ‖µ‖p
∥∥K∥∥2
2(1− 11+p )
+
14
∥∥K∥∥
p
3
√
[2l]p
m

and, using l ≤ Jmax and (2.25) together with m ≥ n/2(1 − e−λ∆n ), e−x ≤ (1 + x)−1 valid for
any x ≥ 0, ‖µ‖p ≤ CB1, ‖µ‖1,α ≤ B2 if p ∈ [1, 2), ‖µ‖p/2 ≤ ‖µ‖
p−2
p−1
p if p ∈ (2,∞) as noted at the
end of Remark (2.5), M ′p ≤ M¯p, where the latter is defined in (2.31), and ∆n ≤ ∆¯, for T large
enough this display is bounded by √
m [2l]p
√
M (MS)C
(MS)
2
4
√
λeλ¯ ∆¯
.
Consequently, for any m ≥ n/2(1− e−λ∆n ), λ ≥ λ > 0, µ satisfying the assumptions herein and
T large enough,
Pr (Am) = 1{
m≤T
(√
λ e
λ¯ ∆¯
eλ∆n
√
M(MS)
C
(MS)
2
)2} Pr (Am) + 1{
m>T
(√
λ e
λ¯ ∆¯
eλ∆n
√
M(MS)
C
(MS)
2
)2} Pr (Am)
≤ e−
√
M(MS)2
j( 1p−1)[2l]
p + 1{
m>T
(√
λ e
λ¯ ∆¯
eλ∆n
√
M(MS)
C
(MS)
2
)2},
and, recalling that
[
2l
]
p
:= 2l(1+ (l+ logT )1{∞}(p)) and l ≥ j, and due to e−x ≤ (1+ x)−1 for
any x ≥ 0 and ∆n ≤ ∆¯, the right hand side in (3.39) is bounded by
e−
√
M(MS)2j/p(1+(j+log T ) 1{∞}(p)) + Pr
En0 − n0 > λT
 M (MS)(
C
(MS)
2
)2 − 1

 .
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Note that, in view of M (MS) ≥
(
C
(MS)
2
)2
, the quantity on the right hand side of the inequality
inside the probability is positive. Then, applying Bernstein’s inequality as argued right after
(3.2) and using that λ ≥ λ, we have that the second summand in the last display is bounded by
the second summand in (3.38), and this concludes the proof.
Lemma 3.9. Let ∆¯ <∞ and, for some 0 < λ ≤ λ¯ <∞, β > 1 and B ≥ 1, assume ν = λµ with
λ ∈ [λ, λ¯] and
∥∥∥logβ(max{| · |, e})µ∥∥∥
1
≤ B. Let Jmax, J and
[
2l
]
p
be as introduced in (2.25) and
(2.26). Additionally, let H = ∞ if p ∈ [2,∞) and, otherwise, let it be as in (2.23) satisfying,
if p ∈ (1, 2), that θH − 2θ′H − 1 ≤ 0 and θ′H < 1−1/p2(1/p−1/2) . Then, if 0 ≤ r < e−2λ∆n/(4λ∆n),
we have that, for any j, l ∈ J such that j ≤ l, all M (R) > 0, p ∈ [1,∞] and T large enough
depending on λ, λ¯ and B,
sup
ν = λµ : λ ∈ [λ, λ¯],
‖logβ(max{|·|,e})µ‖
1
≤B
Pr Ω˜n(2j,r)
∥∥∥(νˆT (j)− ν)(R)∥∥∥
p
≥M (R)
√
[2l]p
T

≤

3T−C
(R)
2 (log T )
η
2 (1−θH)−1 , if p = 1,
3 exp
(
−C(R)2 T
1
2−( 1p− 12 )(2θ′H+1)
)
, if p ∈ (1, 2),
3 exp
(
−C(R)2 T
1
p
)
, if p ∈ [2,∞),
3T−C
(R)
2 (log T )
1
2
(η−1)
, if p =∞.
(3.41)
where η > 2/(1 − θH) if p = 1 and η > 1 if p = ∞, and, for L and C(R)1 := C(R) (p,K) as in
Theorem 2.9 (c) and Proposition 3.5, respectively,
C
(R)
2 = C
(R)
2
(
M (R)
)
:= L
e−7 λ¯ ∆¯
(
M (R)
)2
4λ¯ ∆¯C
(R)
1
.
Proof. Note that, due to j ≥ 1 > 0 and 0 ≤ r < e−2λ∆n/(4λ∆n), we can use (3.17) and (3.18)
together with Lemma 3.2, j ≤ l ≤ Jmax and the fact that infξ∈R | ϕ˜(ξ)| ≥ e−λ∆n , to conclude
that, on Ω˜n
(
2j, r
)
,∥∥∥(νˆT (j)− ν)(R)∥∥∥
p
≤ C(R)1
e2λ∆n
∆n
(
H
( 2p−1)
T,j 2
j
p 1[1,2)(p) + 2
j(1− 1p ) 1[2,∞](p)
)
× sup
|ξ|≤2JmaxΞ
|ϕ˜n(ξ)− ϕ˜(ξ)|2 .
By simple algebra and using that ∆n ≤ ∆¯, it follows that the left hand side in (3.41) is bounded
above by
Pr
(
sup
|ξ|≤2JmaxΞ
n |ϕ˜n(ξ)− ϕ˜(ξ)| ≥ 2eλ∆n Tλ M
(R)e−2λ ∆¯
2λ
√
C
(R)
1 ∆¯
(
T−1
[
2l
]
p
)1/4
×
(
H
−( 1p− 12 )
T,j 2
− j2p 1[1,2)(p) + 2
j
2 (
1
p−1) 1[2,∞](p)
))
. (3.42)
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In the rest of the proof we deal with the cases p ∈ [1, 2) and p ∈ [2,∞] separately. In view of
(2.23), for p ∈ [1, 2) the right hand side in the inequality (ignoring the constant quotient and the
term before it) is
T−
1
4 2
l
4T−
θH
2 (
1
p− 12 )2
j
2 (θH−2θ′H)( 1p− 12 )2−
j
2p = T−
1
2 (
1
2+θH(
1
p− 12 ))2
l−j
4 +
j
2 (
1
p− 12 )(θH−2θ′H−1)
≥ T− 12 ( 12+θH( 1p− 12 ))2 l2 ( 1p− 12 )(θH−2θ′H−1)
=: t(T, l),
where the inequality follows due to j ≤ l and θH − 2θ′H − 1 ≤ 0, the latter being an assumption
if p ∈ (1, 2) and true for p = 1 because, then, θ′H = 0 and θH < 1. Notice that, due to
θH − 2θ′H − 1 ≤ 0 again together with the bound for 2Jmax in (2.25), for all l ∈ J and T > 0
T−
1
2 (
1
2+(
1
p− 12 )(2θ′H+1)) (logT )−
η
2 (
1
p− 12 )(θH−2θ′H−1) ≤ t(T, l) ≤ T− 12 ( 12+θH( 1p− 12 )),
where η > 4 if p = 1 and η = 0 if p ∈ (1, 2), and, in view of the bounds for θH and θ′H in (2.24)
together with assumption θ′H <
1−1/p
2(1/p−1/2) for p ∈ (1, 2),
1
2
+
(
1
p
− 1
2
)
(2θ′H + 1) = 1 if p = 1,
1
2
+
(
1
p
− 1
2
)
(2θ′H + 1) < 1 if p ∈ (1, 2),
and
1
2
+ θH
(
1
p
− 1
2
)
> 5/6 > 0.
Then, due to θH−2θ′H−1 = θH−1 < 0 and η > 2/(1−θH) if p = 1 together with 2Jmax = O(Tλ),
λ ∈ [λ, λ¯] and
∥∥∥logβ(max{| · |, e})µ∥∥∥
1
≤ B, for T large enough depending on λ, λ¯ and B we can use
Lemma 3.1 to conclude that, for T large enough, the supremum over the measures ν considered
herein of the quantity in (3.42) is bounded above by
3 exp
(
−C(R)2 T (t(T, l))2
)
≤
 3T−C
(R)
2 (log T )
η
2 (1−θH )−1 , if p = 1,
3 exp
(
−C(R)2 T
1
2−( 1p− 12 )(2θ′H+1)
)
, if p ∈ (1, 2).
This shows the result for p ∈ [1, 2). In view of (3.42) and j ≤ l, for p ∈ [2,∞] the right hand
side in the inequality (ignoring the constant quotient and the term before it) therein is
T−
1
4 2
l
4
(
1 + (l + logT )1{∞}(p)
) 1
4 2
j
2 (
1
p−1) ≥ T− 14 2 l2 ( 1p− 12 ) (1 + logT 1{∞}(p)) 14
=: t(T, l),
and, in view of the bound for 2Jmax in (2.25), we have that, for all l ∈ J and T ≥ e,
T
1
2 (
1
p−1)
(
1 + (logT )
1
4 (η+1) 1{∞}(p)
)
≤ t(T, l) ≤ T− 14 (1 + log(T )1{∞}(p)) 14 ,
where η > 1. Then, due to this assumption on η together with 2Jmax = O(Tλ), λ ∈ [λ, λ¯] and∥∥∥logβ(max{| · |, e})µ∥∥∥
1
≤ B, for T large enough depending on λ, λ¯ and B we can use Lemma 3.1
to conclude that, for T large enough, the supremum over the measures ν considered herein of
the quantity in (3.42) is bounded above by
3 exp
(
−C(R)2 T (t(T, l))2
)
≤
 3 exp
(
−C(R)2 T
1
p
)
, if p ∈ [2,∞),
3T−C
(R)
2 (log T )
1
2
(η−1)
, if p =∞.
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Lemma 3.10. Let ∆¯ <∞ and assume that ν ∈ Vp,s,α,α′,β
(
λ, λ¯, (Bi)
4
i=1
)
, with V as defined in
(2.28), for some p ∈ [1,∞], s > 0, α > 2/p − 1, α′ > 3/p − 3/2, β > 1, 0 < λ ≤ λ¯ < ∞,
and B1, B2, B3, B4 ≥ 1. Let UT be as in (2.19), Jmax,J and JˆT as introduced in (2.25) and
(2.26), and J *Tλ as defined in (3.33). Additionally, let H = ∞ if p ∈ [2,∞) and, otherwise, let
it be as in (2.23) satisfying, if p ∈ (1, 2), that θH − 2θ′H − 1 ≤ 0 and θ′H < 1−1/p2(1/p−1/2) . Then, if
M := τ − 1/√λ > max
{
1, C
(MS)
2
}2
, where C
(MS)
2 is as in (2.32), we have that, for every j ∈ J
such that j > J *Tλ , and any T large enough,
sup
ν∈V
Pr
(
JˆT = j
)
≤ 8e−
√
M2j/p(j+log T )
1{∞}(p)
+ 2 log(T )e−C
(MS)
3 Tλ
+ 16e−C
(MS)
4 2
j
+ 6 log(T )e−C
(C) Tλ
+ 6 log(T )×

T−C
(R)
2 (log T )
η
2 (1−θH)−1 , if p = 1,
exp
(
−C(R)2 T
1
2−( 1p− 12 )(2θ′H+1)
)
, if p ∈ (1, 2),
exp
(
−C(R)2 T
1
p
)
, if p ∈ [2,∞),
T−C
(R)
2 (log T )
1
2
(η−1)
, if p =∞,
where
C(C) := L
e−3 λ¯ ∆¯
8(λ¯ ∆¯)2
min
{
e−2 λ¯ ∆¯
2
, 1− e− λ¯ ∆¯
}2
and C
(MS)
3 = C
(MS)
3 (M), C
(MS)
4 = C
(MS)
4 (M) and L,C
(R)
2 = C
(R)
2 (M), η are as in Proposition
3.8 and Lemma 3.9, respectively.
Proof. Note that, in view of Lemma 3.4, it holds that, for any T > 0 and l ∈ J satisfying
l ≥ J *Tλ ,∥∥∥(νˆT (l)− ν)(B)∥∥∥
p
≤ C(B) ‖ν‖Bsp,∞ 2
−ls + ‖ν‖p,α′ H−α
′
T,l 1[1,2)(p)
≤ C(B) ‖ν‖Bsp,∞ 2
−J*Tλs + ‖ν‖p,α′
(√
2l
T
)α′θH
2−α
′lθ′H 1[1,2)(p)
≤
(
1√
λ
+ (logT )−
η
2 (α
′θH−1) ‖ν‖p,α′ 1[1,2)(p)
)√
[2l]p
T
,
where in the last inequality we used the definition of J *Tλ in (3.33), J
*
Tλ
≤ l, and the facts
α′θH > 1,
√
2Jmax/T ≤ (logT )−η/2 and θ′H ≥ 0, all of which immediately follow from the
bounds for these parameters in (2.24) and (2.25). Then, by the same arguments leading to
(3.11) together with ‖ν‖p,α′ ≤ λ¯B3 < ∞, we conclude that, uniformly in such ν, for any ǫ > 0,
for T large enough and on Ω˜n
(
2j, r
)
with 0 ≤ r < min{1, e−2λ∆n/(4λ∆n)} and j, l ∈ J such
that l ≥ J *Tλ ,
‖νˆT (l)− ν‖p ≤
∥∥∥(νˆT (l)− ν)(MS)∥∥∥
p
+
∥∥∥(νˆT (l)− ν)(R)∥∥∥
p
+
(
1√
λ
+ ǫ1[1,2)(p)
)√
[2l]p
T
.
37
Furthermore, by the definition of JˆT in (2.27), if JˆT = j there is an l ∈ J with l ≥ j such that
‖νˆT (j − 1)− νˆT (l)‖p > τ
√
[2l]p
T
,
where we remark that j− 1 ≥ J *Tλ . Then, by a union bound, the triangle inequality, the second-
to-last display, the fact that j − 1 ≤ l and defining M ′ := τ − 1/√λ − ǫ1[1,2)(p), for T large
enough it follows that Pr
(
JˆT = j
)
is bounded above by
∑
l∈J :l≥j
Pr Ω˜n (2j,r)
‖νˆT (j − 1)− νˆT (l)‖p > τ
√
[2l]p
T
+ Pr(Ω˜Cn (2j , r))
≤
∑
l∈J :l≥j
Pr Ω˜n(2j,r)
∥∥∥(νˆT (j − 1)− ν)(MS)∥∥∥
p
> M ′
√
[2l]p
T

+ Pr Ω˜n (2j,r)
∥∥∥(νˆT (j − 1)− ν)(R)∥∥∥
p
> M ′
√
[2l]p
T

+ Pr Ω˜n (2j,r)
∥∥∥(νˆT (l)− ν)(MS)∥∥∥
p
> M ′
√
[2l]p
T

+ Pr Ω˜n (2j,r)
∥∥∥(νˆT (l)− ν)(R)∥∥∥
p
> M ′
√
[2l]p
T

+ Pr
(
Ω˜Cn
(
2j , r
))
.
In addition, note that, for any constant C > 0, p ∈ [1,∞) and T large enough,
∑
l∈J :l≥j
e−C2
l/p
=
e−C2
j/p
+ e−C2
(j+1)/p − e−C2(j+1)/p(Jmax−j+2)
1− e−C2(j+1)/p ≤ 4e
−C2j/p ,
where in the inequality we have used that j > J *Tλ so that, for any C > 0 and T large enough,
e−C2
(j+1)/p ≤ 1/2. By the same arguments, we also have that, for any C > 0 and T large enough,∑
l∈J :l≥j e
−Cl ≤ 2e−Cj. Recall from the proof of Theorem 2.4 that, when p ∈ [1, 2), if µ satisfies
Assumption 2a for some α > 2/p− 1 and q = 1, then Assumption 2 is automatically satisfied.
Moreover, 2j ≤ 2Jmax ≤ T = O(Tλ) and, in view of M := τ − 1/
√
λ > max
{
1, C
(MS)
2
}2
,
M ′ = max
{
1, C
(MS)
2
}2
+ δ− ǫ1[1,2)(p) for some δ > 0 so, taking ǫ ≤ δ, M ′ ≥ max
{
1, C
(MS)
2
}2
.
Consequently, the conclusion follows by Proposition 3.8 and Lemmata 3.9 and 3.1 (b) by choosing
r equal to, say, half of the quantity on the right hand side in (3.30), and bounding this from
below as done to arrive at (3.31) using λ ∈ [λ, λ¯].
38
We need a definition prior to proving Theorem 2.6: for C(R) and C(B) as in Theorem 2.4, let
C(o) :=
((
5
4
e2 λ¯ ∆¯ + 1
)
1[1,∞)+3λ
−1−ϑU
)(
λ−
θH+2θ
′
H
2p 1[1,2)(p) + λ¯
1
p 1[2,∞](p)
)
(3.43)
+ 8λ¯
(
5
4
e2 λ¯ ∆¯ + 1
)
2λ¯
√
τ−1/
√
λ
(
C(B)λ¯B1
)2√τ−1/√λ log2 e−12s+1
+ CB1
+λ¯
(
e3 λ¯ ∆¯+1
)
CB1+λ¯
1+α′ θH2 +
α′θH
2s+1 λ−
2α′θ′H
2s+1
(
C(B)
)α′(θH−2θ′H )
2s+1
B
α′θH
2s+1
1 B3 1[1,2)(p)
+ C(R)λ¯2 ∆¯ e4 λ¯ ∆¯
(
λ−θH
(
1
p− 12
) (
λ¯C(B)B1
) 1+(2/p−1)(2θ′H−θH+1)
2s+1
1[1,2)(p)
+
(
λ¯C(B)B1
) 2(1−1/p)
2s+1
1[2,∞](p)
)
+λ−ϑU
(
λ−
θH
2p
(
λ¯C(B)
)(2+ θH−2θ′Hp ) 12s+1
B
θH
p(2s+1)
1 1[1,2)(p)
(
λ¯C(B)B1
) 2(1−1/p)
2s+1
1[2,∞](p)
)
.
Proof of Theorem 2.6. Trivially,
E
[∥∥∥νˆT (JˆT )− ν∥∥∥
p
]
= E
[∥∥∥νˆT (JˆT )− ν∥∥∥
p
1JˆT>J*Tλ
]
+ E
[∥∥∥νˆT (JˆT )− ν∥∥∥
p
1JˆT≤J*Tλ
]
, (3.44)
and we analyse the two terms in order. In view of (2.17) and the triangle inequality, the first is
bounded, for any r ≥ 0, by
E
[∥∥∥νˆT (JˆT )∥∥∥
p
1
Ω˜n(2JˆT ,r)∩{JˆT>J*Tλ}
]
+ E
[∥∥∥νˆT (JˆT )∥∥∥
p
1
Ωn ∩ Ω˜Cn (2JˆT ,r)∩{JˆT>J*Tλ}
]
+ ‖ν‖p Pr
(
JˆT > J
*
Tλ
)
.
Note that proving Lemma 3.3 reduced to finding an upper bound for the Lp(R)-norm on the
right hand side of (3.13). Crucially, the bound is valid on the whole of Ωn and, thus, by the
same arguments it follows that for any j ∈ N ∪ {0} and on Ωn
‖νˆT (j)‖p ≤ 2j UT H1/pT,j 1[1,2)(p) + 2j(1−1/p) UT 1[2,∞](p). (3.45)
Then, in view of the expressions for UT and HT,JˆT arising from (2.19) and (2.23), respectively,
noting that 2JˆT ≤ 2Jmax ≤ T = O(Tλ) by (2.25) and using Lemma 3.1 (b), if
√
log1+2δ(e+ T )/Tλ ≤
r ≤ 1 for some δ > 0 the second term in the penultimate display is bounded above by
3
Tλ
ϑU
λϑU
(
Tλ
1+(θH+2θ
′
H)/(2p)
λ1+(θH+2θ
′
H)/(2p)
1[1,2)(p)+
Tλ
1−1/p
λ1−1/p
1[2,∞](p)
)
e−L˜Tλ r
2
.
We may take, e.g., r = Tλ
−1/4 and, noting that εTλ ≤ εTλ, it is clear that this display gives rise
to part of the first line in C(o) defined in (3.43). Let us now bound the third term in the display
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right after (3.44). We define M := τ − 1/√λ and note that, in view of the present assumption
on τ , M ≥ max
{
1, C
(MS)
2
}2
. Then, by Lemma 3.10 and using the same arguments as at the
end of its proof,
sup
ν∈V
Pr
(
JˆT > J
*
Tλ
)
≤ 32e−
√
M2
J*
Tλ
/p
(log T )
1{∞}(p)
+ 2 log2(T )e−C
(MS)
3 Tλ
+ 64e−C
(MS)
4 2
J*
Tλ + 6 log2(T )e−C
(C) Tλ
+ 6 log2(T )×

T−C
(R)
2 (log T )
η
2 (1−θH )−1 , if p = 1,
exp
(
−C(R)2 T
1
2−( 1p− 12 )(2θ′H+1)
)
, if p ∈ (1, 2),
exp
(
−C(R)2 T
1
p
)
, if p ∈ [2,∞),
T−C
(R)
2 (log T )
1
2
(η−1)
, if p =∞,
and, in view of (3.34), M > 1 > 1/2 and εTλ ≤ εTλ, the last term in the display after (3.44)
immediately gives rise to the last summand in the second line of C(o). To bound the first
term in the display after (3.44) we first note that, in view of the display right before (3.3) and
r = Tλ
−1/4 < min{1, e−2λ∆n/(4λ∆n)}, on Ω˜n
(
2j, r
)
the bound in (3.45) is valid with UT
replaced by λ
(
5
4e
2λ ∆¯+1
)
too. Then, if p ∈ [1,∞), the first term in the display right after (3.44)
is bounded above by
λ
(
5
4
e2λ ∆¯+1
)(
Tλ
1+(θH+2θ
′
H)/(2p)
λ1+(θH+2θ
′
H)/(2p)
1[1,2)(p)+
Tλ
1−1/p
λ1−1/p
1[2,∞](p)
)
Pr
(
JˆT >J
*
Tλ
)
,
and, due to the second-to-last display, it gives rise to the remaining part of the first line in C(o).
When p =∞, the first term in the display after (3.44) can be written as
∑
j∈J :
j>J*Tλ
E
[
‖νˆT (j)‖p 1Ω˜n (2j ,r)∩{JˆT>j}
]
≤ 8λ
(
5
4
e2λ ∆¯ + 1
) ∑
j∈J :
j>J*Tλ
2je−
√
M(j+log T ) + o(εTλ)
where the inequality is valid when T is large enough and follows from (3.45) with UT replaced
by λ
(
5
4e
2λ ∆¯ + 1
)
together with Lemma 3.10. The sum on the right hand side equals
e−
√
M log T
∑
j>J*
Tλ
2−j(
√
M log2 e−1) ≤ 2T−
√
M2− J
*
Tλ
(
√
M log2 e−1)
. 2λ¯
√
M
(
C(B)λ¯B1
)2√M log2 e−12s+1
Tλ
1
2s+1−
√
M(1+
log2 e
2s+1 )(logTλ)
−√M log2 e−12s+1 ,
with the first inequality following from M > 1 > 1/ log2 e together with the same arguments as
at the end of Lemma 3.10, and the second inequality being justified by (3.34). Due toM > 1 and
εTλ ≤ εTλ, the last display is o(εTλ) and the first term in the display after (3.44) with p =∞ gives
rise to the first summand in the second line in C(o). We are left with bounding the supremum of
the second term in (3.44). Note that, due to λ ∈ [λ, λ¯] and
∥∥∥logβ(max{| · |, e})µ∥∥∥
1
≤ B4 for some
β > 1 and B4 ≥ 1, for T large enough depending on λ, λ¯ and B4, the bounds in (3.30) (the lower
bound up to constants) allow to take an intermediate r for all λ ∈ [λ, λ¯]. Thus, by the triangle
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inequality, the definition of JˆT in (2.27), Propositions 3.6, 3.5 and Lemmata 3.4, 3.3, for T large
enough the supremum of the second term in (3.44) is bounded above by
E
[∥∥∥νˆT (JˆT )− νˆT (J *Tλ)∥∥∥p 1JˆT≤J*Tλ
]
+ E
[∥∥∥νˆT (J *Tλ)− ν∥∥∥p
]
≤
(
τ
√
λ+ 2λe2λ∆nLpMp
)√√√√[2J*Tλ]p
Tλ
+C(B) ‖ν‖Bsp,∞ 2
−s J*Tλ
+ ‖ν‖p
e3λ∆n
Tλ
+ C(R)λ2∆n e
4λ∆nr2
(
H
( 2p−1)
T,J*
Tλ
2J
*
Tλ
/p
1[1,2)(p)+2
J*Tλ(1−
1
p ) 1[2,∞](p)
)
+ ‖ν‖p,α′ H−α
′
T,J*
Tλ
1[1,2)(p)
+
(
UT
(
2J
*
Tλ H
1/p
T,J*
Tλ
1[1,2)(p)+2
J*Tλ(1−
1
p) 1[2,∞](p)
)
+‖ν‖p
)
e−L˜Tλ r
2
≤
(
τ
√
λ+ 2λe2λ∆nLpMp + 1
)(
λC(B) ‖µ‖Bsp,∞
) 1
2s+1
√[
2JTλ
]
p
Tλ
+C(R)λ2∆n e
4λ∆n r2
(
λ−θH(
1
p−12 )
(
λC(B) ‖µ‖Bsp,∞
)1+(2/p−1)(2θ′H−θH+1)
2s+1
H
( 2p−1)
Tλ
2JTλ/p
× 1[1,2)(p) +
(
λC(B) ‖µ‖Bsp,∞
) 2(1−1/p)
2s+1
2JTλ(1−
1
p ) 1[2,∞](p)
)
+ λ ‖µ‖p
e3λ∆n
Tλ
+ λ1+α
′ θH
2 ‖µ‖p,α′
(
λC(B) ‖µ‖Bsp,∞
)α′(θH−2θ′H )
2s+1
H−α
′
Tλ
1[1,2)(p)
+
(
λ−ϑUUTλ
(
λ−
θH
2p
(
λC(B) ‖µ‖Bsp,∞
)(2+ θH−2θ′Hp ) 12s+1
2JTλ H
1
p
Tλ
1[1,2)(p)
+
(
λC(B) ‖µ‖Bsp,∞
) 2(1−1/p)
2s+1
2JTλ(1−
1
p) 1[2,∞](p)
)
+λ ‖µ‖p
)
e−L˜Tλ r
2
,
where in the last equality we used the definition of J *Tλ in (3.33) together with (3.34), and
HTλ , JTλ , UTλ are as in Theorem 2.4.Then, in view of 1 ≤ ‖µ‖Bsp,∞ ≤ B1, the bounds for θH , θ
′
H
and the fact that M ′p ≤ M¯p, together with εTλ ≤ εTλ, we can argue as at the end of the proof
of Theorem 2.4 to conclude that r can be chosen so that the last display is bounded above by
(2.30) except for the first two lines in C(o).
3.4 Proof of Theorem 2.9
Proof. (a) Due to the form of P as an infinite series given in (1.1), we can split a sample
Z1, . . . ,Zn from it into the increments coming from the measure e
−λ∆n δ0 (no jumps) and
those coming from e−λ∆n
∑∞
i=1
∆inν
∗i
i! (jumps). Recall that n0 denotes the total number
of observations falling into the first type and Z
J)
1 , . . .Z
J)
n−n0 are the rest of the increments.
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Then, after some algebra,
ϕ̂n(ξ)− ϕ(ξ) =
(n0
n
− e−λ∆n
)(
1− E e-ı ξZ J)1
)
+
n− n0
n
(
1
n− n0
n−n0∑
i=1
(
e-ı ξZ
J)
i − E e-ı ξZ J)1
))
and, by the triangle inequality,
E sup
|ξ|≤Ξ′
n| ϕ̂n(ξ)− ϕ(ξ)| ≤E
∣∣n0 − ne−λ∆n ∣∣ ∣∣∣1− E e-ı ξZ J)1 ∣∣∣
+ E
[
mE
[
sup
|ξ|≤Ξ′
∣∣∣ϕ̂J)m (ξ)− ϕJ)(ξ)∣∣∣ ∣∣∣∣
n0=n−m
]]
, (3.46)
where ϕJ) and ϕ̂J)m are the characteristic function of an observation of the second type and
its empirical version, respectively. The first term on the right side is bounded above by
two times the right side in (3.26). Notice that the second type of observations only depend
on n0 through the total number of them n− n0. Hence, for any fixed m,n ∈ N, the inner
expectation in the second term of (3.46) satisfies that for any δ > 0
E sup
|ξ|≤Ξ′
∣∣∣ϕ̂J)m (ξ)− ϕJ)(ξ)∣∣∣ ≤ log(e+ Ξ′)1/2+δ√m
× sup
m˜∈N
E
[
sup
ξ∈R
√
m˜
∣∣∣ϕ̂J)m˜ (ξ) − ϕJ)(ξ)∣∣∣ log(e+ |ξ|)−1/2−δ
]
.
Then, the proof of Theorem 1 in [42] can be refined in the exact same way that Theorem
4.1 in [49] was refined by Theorem 3.1 in [12] to give that, if β > 1, the supremum of the
expectation in the last display is bounded above by
C′1 + C
′
2
(
E logβ
(
max
{
|Z J)1 |, e
})) 1
2β
,
where C′1 and C
′
2 are universal constants (so, in particular, independent of ∆n , λ and µ).
In view of Proposition 25.4 (iii) in [53], the function log(max{| · |, e}) : R → [1,∞) is
submultiplicative, i.e. there exists a constant b > 0 such that for all x, y ∈ R
log(max{|x+ y|, e}) ≤ b log(max{|x|, e}) log(max{|y|, e});
thus, so is logβ(max{| · |, e}) : R→ [1,∞) with constant bβ . Then, using Fubini’s theorem
and applying the submultiplicative property repeatedly,
E logβ
(
max
{
|Z J)1 |, e
})
=
(
eλ∆n − 1)−1 ∞∑
i=1
∆in
i!
∫
R
logβ(max{|x|, e})ν∗i(dx)
≤
∑∞
i=1
(bβ ∆n)
i
i!
∥∥∥∥(logβ(max{| · |, e})ν)∗i∥∥∥∥
L1(R)
bβ (eλ∆n − 1)
≤
(
eab
β λ∆n − 1
)
bβ (eλ∆n − 1) ,
42
where the last inequality is justified by repeated use of Young’s inequality for convolutions.
Gathering all these conclusions we have that the second term on the right hand side of
(3.46) is bounded above byC′1 + C′2

(
eab
β λ∆n − 1
)
bβ (eλ∆n − 1)

1
2β
 log1/2+δ(e+ Ξ′) E√n− n0.
In view of (3.28), the conclusion follows taking C2 = C
′
2 and C1 = 2 + C
′
1 because Ξ
′ ≥ 0.
(b) For any complex number z
1
2
(|Re (z) |+ |Im (z) |) ≤ |z| ≤ |Re (z) |+ |Im (z) |,
from where it follows that, for any n ∈ N and Ξ′, t ≥ 0,
Pr
(
sup
|ξ|≤Ξ′
n| ϕ̂n(ξ)− ϕ(ξ)| ≥ 2E sup
|ξ|≤Ξ′
n| ϕ̂n(ξ)− ϕ(ξ)|+ t
)
(3.47)
≤ Pr
(
sup
|ξ|≤Ξ′
|nRe (ϕ̂n(ξ)− ϕ(ξ)) | ≥ E sup
|ξ|≤Ξ′
|nRe (ϕ̂n(ξ)− ϕ(ξ)) |+ t/2
)
+ Pr
(
sup
|ξ|≤Ξ′
|nIm (ϕ̂n(ξ)− ϕ(ξ)) | ≥ E sup
|ξ|≤Ξ′
|nIm (ϕ̂n(ξ)− ϕ(ξ)) |+ t/2
)
.
Trivially,
nRe (ϕ̂n(ξ)− ϕ(ξ)) =
n∑
i=1
Wi(ξ) and n Im (ϕ̂n(ξ)− ϕ(ξ)) =
n∑
i=1
W ′i (ξ),
where
Wi(ξ) := cos(- ξZi)− E cos(- ξZi) and W ′i (ξ) := sin(- ξZi)− E sin(- ξZi).
For any ξ ∈ R, Wi(ξ), i = 1, . . . , n, are independent and centred,and the same holds for
any W ′i (ξ). Furthermore, for any ξ ∈ R and i = 1, . . . , n,
EWi(ξ)
2 + EW ′i (ξ)
2 = Ecos2 (- ξZi)− (E cos (- ξZi))2
+ E sin2 (- ξZi)− (E sin (- ξZi))2
=1− |ϕ(ξ)|2 = 1− e2∆n(Re(Fν(ξ))−λ)
≤ min{1, 2∆n (λ− Re (Fν(ξ)))} ≤ min{1, 4λ∆n},
where in the first inequality we have used that |Re (Fν(ξ)) | ≤ λ and that 1 − exp(−x) ≤
min{1, x} for all x ≥ 0. Additionally, due to the continuity of ϕ and ϕ̂n , the suprema on
the right hand side of (3.47) do not change if they are taken over a dense and countable
subset such as [−Ξ′,Ξ′] ∩ Q, where Q is the set of rational numbers in R. Therefore, we
can apply the upper tail of Talagrand’s inequality (cf. expression (3.100) in Theorem 3.3.9
of [34]) to each of the probabilities therein with upper bounds for the envelope and the
variance given, respectively, by 1 and
2E sup
|ξ|≤Ξ′
n| ϕ̂n(ξ)− ϕ(ξ)|+ 4Tλ,
and the conclusion follows immediately.
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(c) To show the result we take
t = Tλ r − 2E sup
|ξ|≤Ξ′
n| ϕ̂n(ξ)− ϕ(ξ)|.
In view of part (a) and the lower bound on r,
t ≥
(
1
2
√
c
− 2C
)√
Tλ log
1+2δ(e + Ξ′) + Tλ r/2,
and, due to r ≤ 1, we also have that t ≤ Tλ. Notice that the term in brackets is nonnegative
by condition 0 < c < (4C)−2 and that log1+2δ(e + Ξ′) ≥ log(e + Ξ′) due to δ > 0 and
Ξ′ ≥ 0. Then, by part (b) and applying part (a) again, the left hand side in (2.35) is
bounded above by
2 exp
−
((
1
2
√
c
− 2C
)2
Tλ log(e + Ξ
′) + (Tλ r)2/4
)
16C
√
Tλ log
1+2δ(e+ Ξ′) + 32Tλ+8Tλ /3

≤ 2 exp
−4
(
1
2
√
c
− 2C
)2
log(e+ Ξ′) + Tλ r2
64
√
cC + 416/3
 ,
where the last inequality follows by assumption log1+2δ(e + Ξ′) ≤ cTλ. The conclusion
then follows by condition c < (4C)−2, which is equivalent to 4
√
cC < 1, together with
assumption e+ Ξ′ ≥ 2 14L(1/(2√c)−2C)2 .
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