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THE AFFINE TRANSFORM FORMULA FOR AFFINE
JUMP-DIFFUSIONS WITH A GENERAL CLOSED
CONVEX STATE SPACE
By Peter Spreij and Enno Veerman
University of Amsterdam
We establish existence of exponential moments and the valid-
ity of the affine transform formula for affine jump-diffusions with a
general closed convex state space. This extends known results for
affine jump-diffusions with a canonical state space. The key step is
to prove the martingale property of an exponential local martingale,
using the well-posedness of the associated martingale problem. By
analytic extension we obtain the affine transform formula for com-
plex exponentials, in particular for the characteristic function. Our
results apply to a wide class of affine processes, including those with
a matrix-valued state space, which have recently gained interest in
the literature.
1. Introduction. Affine jump-diffusions, as introduced in [9, 10], are
widely used in finance, due to their flexibility and mathematical tractability.
Their main attraction lies in the so-called affine transform formula
Ex exp(u
⊤Xt) = exp(ψ0(t, u) + ψ(t, u)
⊤x), u ∈ Cp,X0 = x,(1.1)
which relates exponential moments of the affine jump-diffusion X to solu-
tions (ψ0, ψ) to certain ordinary differential equations, called generalized
Riccati equations. The importance of this formula is particularly elucidated
in option and bond pricing. For example, the affine transform formula yields
a closed form expression for the zero-coupon bond price in an affine term
structure model, see [9, 10]. Moreover, taking u purely imaginary in (1.1)
gives the characteristic function of Xt, which is of vital importance for cal-
culating more general prices by using Fourier methods, e.g. those of [2].
The validity of the affine transform formula is not straightforward in
general. In the literature most results in this respect are proved for affine
jump-diffusions living on the state space Rm+ × R
p−m, see [8, 12, 13, 19, 22]
amongst others. This state space, often called the canonical state space, was
introduced in [6] and has traditionally been the standard choice in finan-
cial applications. Currently though, there is a growing number of papers
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devoted to matrix-valued affine processes living on Sp+, the cone of positive
semi-definite matrices, or on variations of it, like Sp+ × R, see for instance
[4, 5, 14, 15, 23]. Moreover, in an accompanying paper [24] we provide further
examples of affine diffusions with a “non-canonical” state space, e.g. those
with a quadratic state space, indicating that this class is rather rich. This
feeds the demand to obtain results for the validity of (1.1) for more general
state spaces than Rm+ × R
p−m, which is the scope of the present paper.
We highlight that one of our aims is to establish for arbitrary state spaces
the affine transform formula for the characteristic function, a crucial feature
for the application of affine processes in mathematical finance as pointed out
in the first paragraph. To our knowledge, this important property has only
been derived for affine processes living on a canonical state space, see [8, 12].
The complicated factor is that the so-called admissibility conditions that are
required for stochastic invariance and for existence and uniqueness of the
affine process, are much more involved for a non-canonical than for a canon-
ical state space, due to the curvedness of the boundary. As a consequence,
it is much harder for general state spaces to control the solutions of the Ric-
cati equations by means of these admissibility conditions. We circumvent
this difficulty by relying on probabilistic methods instead.
The contents and set-up of the paper are as follows. First we derive a
general result in Section 2 on the martingale property of a stochastic ex-
ponential, building on results in [3]. Next we apply this in Section 3 to the
stochastic exponential of affine jump-diffusions in order to obtain sufficient
conditions on ψ such that (1.1) holds, irrespective of the underlying state
space. This is our first main result and extends the result in [19], which is
limited to the canonical state space.
Our second main result concerns the full range of validity of (1.1) for affine
jump-diffusions with an arbitrary closed convex state space, under some mo-
ment conditions on the jump-measure. We show existence of solutions to the
Riccati equations under finiteness of exponential moments and establish the
affine transform formula (1.1) whenever either side of (1.1) is well-defined,
both for real and complex u. This generalizes a recent result by [12], which
concerns affine diffusions on the canonical state space Rm+ × R
p−m under
absence of jumps.
The proof of the second main result is distributed over two sections. In
Section 4 we establish the full range of validity for real-valued exponentials,
while in Section 5 we extend this to complex ones. For the latter we use
the analyticity of both the characteristic function and the solutions to the
Riccati equations. A complicating matter is that an affine jump-diffusion
with a general state space is in general not infinite divisible, as opposed to
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those with a canonical state space. Hence, a priori it is not excluded that
the left-hand side of (1.1) vanishes for certain complex u, which would yield
an explosion of ψ. We tackle this problem by using properties of analytic
functions.
In Section 6 we relax the moment conditions on the jump-measure and
establish the validity of (a slight variation of) (1.1) in the case the left-
hand side is uniformly bounded in x and t, which includes the characteristic
function. This yields our third main result and it enables us to obtain suffi-
cient conditions for infinite divisibility in Subsection 6.1 as well as proving
additional results for the case that the state space is a self-dual cone in
Subsection 6.2.
Finally, some technical results used throughout the text are put in the
appendix, in order to keep a fluid presentation.
2. Preliminary result on exponential martingales. In this section
we obtain sufficient conditions for the martingale property of a stochastic
exponential. This is the key-ingredient in obtaining our results concerning
the affine transform formula for affine jump-diffusions in the next sections.
We use the framework of [3] with some slight modifications and derive a
corollary of its main result, [3, Theorem 2.4], in Theorem 2.6.
Let E ⊂ Rp be a closed set and E∆ = E ∪ {∆} the one-point compacti-
fication of E. Every measurable function f on E is extended to E∆ by set-
ting f(∆) = 0. Throughout this section, Ω denotes a subset of DE∆ [0,∞),
the space of ca`dla`g functions ω : [0,∞) → E∆. Unless mentioned other-
wise, Ω is equipped with the σ-algebra FX = σ(Xs : s ≥ 0) and filtration
FXt := σ(Xs : 0 ≤ s ≤ t), generated by the coordinate process X given by
Xt(ω) = ω(t).
Let us be given measurable functions b : E → Rp, c : E → Sp+ (space of
positive semi-definite (p× p)-matrices) and a transition kernel K from E to
F ⊂ Rp\{0} such that E + F ⊂ E. Assume that
b(·), c(·) and
∫
(|z|2 ∧ |z|)dK(·,dz) are bounded on compacta of E,(2.1)
and ∫
{|z|>1}
|z|qK(x,dz) ≤ C(1 + |x|q), for some C, q > 0, all x ∈ E.(2.2)
Write ∇f for the gradient of f (as a row vector) and ∇2f for the Hessian.
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Then
Af(x) = ∇f(x)b(x) + 12tr (∇
2f(x)c(x))
+
∫
(f(x+ z)− f(x)−∇f(x)z)K(x,dz)
(2.3)
defines a linear operator A : C∞c (E) → B(E), see Lemma A.1 in the ap-
pendix. Here, C∞c (E) denotes the space of C
∞-functions on E with compact
support and B(E) the space of bounded measurable functions on E.
Definition 2.1. A probability measure P on (Ω,FX) is called a solution
of the martingale problem for A if
Mft = f(Xt)− f(X0)−
∫ t
0
Af(Xs)ds(2.4)
is a P-martingale with respect to (FXt ) for all f ∈ C
∞
c (E). If in addition λ is
a probability measure on E such that P◦X−10 = λ, then we say P is a solution
of the martingale problem for (A, λ) and we often write P = Pλ. If λ = δx,
the Dirac-measure at x for some x ∈ E, then we write Px instead. Likewise,
Eλ denotes the expectation with respect to Pλ and Ex the expectation with
respect to Px. We call the martingale problem for A well-posed if for all
x ∈ E there exists a unique solution Px on (DE [0,∞),F
X ) of the martingale
problem for (A, δx).
Remark 2.2. 1. In case Ω = DE [0,∞), then it holds that P is a so-
lution of the martingale problem for A on (Ω,FX) if and only if X is a
special jump-diffusion on (Ω,FX , (FXt+),P) with differential characteristics
(b(X), c(X),K(X,dz)), by [16, Theorem II.2.42] and a modification of [3,
Proposition 3.2]. In that case, X can be decomposed according to its char-
acteristics by
X = X0 +B +X
c + z ∗ (µX − νX),(2.5)
where Bt =
∫ t
0 b(Xs)ds, µ
X is the random measure associated to the jumps
of X, νX(dt,dz) = K(Xt,dz)dt its compensator and X
c is the continuous
local martingale part of X with quadratic variation 〈Xc〉t =
∫ t
0 c(Xs)ds.
2. If the martingale problem for A is well-posed, then (Px)x∈E is a tran-
sition kernel and for all probability measures λ on E it holds that Pλ =∫
Pxλ(dx) is the unique solution of the martingale problem for (A, λ). In
addition, the strong Markov property holds, i.e.
Eλ(f(Xt+τ )|F
X
t ) = EXτ f(Xt), Pλ-a.s.
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for all integrable f , t ≥ 0 and a.s. finite (FXt )-stopping times τ . See the
appendix for the proof of this assertion.
3. If for some x0 ∈ E, P is a solution of the martingale problem for (A, δx0),
then Af(x0) = limt↓0(Ef(Xt) − f(x0))/t, for f ∈ C
∞
c (E). This follows by
taking expectations in (2.4) and applying Fubini, which is justified since Af
is bounded.
In addition to b, c andK, let us be given a measurable function b˜ : E → Rp
and a transition kernel K˜ from E to F . Assume that
b˜(·), c(·) are continuous, (|z|2 ∧ |z|)K˜(·,dz) is weakly continuous,(2.6)
and ∫
{|z|>1}
|z|q log |z|K˜(x,dz) ≤ C(1 + |x|q), some C, q > 0, all x ∈ E.(2.7)
Then
A˜f(x) = ∇f(x)˜b(x) + 12tr (∇
2f(x)c(x))
+
∫
(f(x+ z)− f(x)−∇f(x)z)K˜(x,dz)
(2.8)
defines a linear operator A˜ : C∞c (E) → C0(E), where C0(E) denotes the
space of continuous functions on E vanishing at infinity, see Lemma A.1.
Here, weak continuity means that x 7→
∫
f(z)(|z|2 ∧ |z|)K˜(x,dz) is con-
tinuous for all f ∈ Cb(F ), the space of bounded continuous functions on
F . As in [3], we assume there exist measurable mappings h : E → Rp,
w : E × F → (−1,∞) such that b˜ and K˜ are related to b and K by
b˜(x) = b(x) + c(x)h(x) +
∫
zw(x, z)K(x,dz)
K˜(x,dz) = (w(x, z) + 1)K(x,dz).
(2.9)
Our aim is to show the martingale property of a stochastic exponential
with the aid of [3, Theorem 2.4], under the assumption that the martin-
gale problem for A is well-posed. This requires the existence of a solution
of the martingale problem for A˜ on (DE [0,∞),F
X ), which is part of the
assumptions in [3, Theorem 2.4]. In our case though, we are able to derive
the existence by invoking [11, Theorem 4.5.4], as the range of A˜ is contained
in C0(E), due to the additional continuity conditions (2.6). Note that these
conditions are similar as those in [25, Theorem 2.2], where existence is de-
rived for the case E = Rp.
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The next lemma will be used to obtain the maximum principle for A˜ in
the ensuing proposition, where we establish the existence of a solution of
the martingale problem for A˜.
Lemma 2.3. Let x0 ∈ E and suppose the martingale problem for (A, δx0)
has a solution P on (Ω,FX) with Ω = DE [0,∞). Suppose f ∈ C
∞
c (E) attains
its maximum at x0. Then it holds that
1. ∇f(x0)c(x0) = 0,
2.
∫
∇f(x0)zK(x0,dz) is well-defined and finite,
3. ∇f(x0)b(x0)−
∫
∇f(x0)zK(x0,dz) +
1
2tr (∇
2f(x0)c(x0)) ≤ 0.
Proof. By Remark 2.2 part 1, X is a jump-diffusion on (Ω,FX ,FXt+,P)
with differential characteristics (b(X), c(X),K(X,dz)). Let λ ∈ Rp and ε >
0 be arbitrary, define h(x) = λ1{x=x0} and w(x, z) = (ε − 1)1{x=x0}∩{|z|>ε}
and write Ht = h(Xt), W (t, z) = w(Xt, z) and
Z = H ·X +W ∗ (µX − νX).
For T > 0 it holds that E(Z)T = E(ZT ) is a uniformly integrable martingale
by [21, Theorem IV.3], since
1
2〈Z
c〉T + ((W + 1) log(W + 1)−W ) ∗ ν
X
T
=
∫ T
0
(12λ
⊤c(x0)λ+
∫
{|z|>ε}
(ε log ε− ε+ 1)K(x0,dz)))1{Xs=x0}ds
has finite expectation as it is bounded. By Girsanov’s Theorem [18, Propo-
sition 4], Q = E(Z)T · P is a probability measure on F
X equivalent to P
and X is a special jump-diffusion on [0, T ] with differential characteristics
(̂b(Xt), c(Xt), K̂(Xt,dz)) under Q given by
b̂(x) = b(x) + c(x)h(x) +
∫
zw(x, z)K(x,dz)
K̂(x,dz) = (w(x, z) + 1)K(x,dz).
Therefore, [16, Theorem II.2.42] yields that Q is a solution of the martingale
problem for (Â, δx0) on (Ω,F
X) with time restricted to [0, T ], with the linear
operator Â : C∞c (E)→ B(E) defined by
Âf(x) = ∇f(x)̂b(x) + 12tr (∇
2f(x)c(x))
+
∫
(f(x+ z)− f(x)−∇f(x)z)K̂(x,dz)
= Af(x) +∇f(x)c(x)h(x) +
∫
(f(x+ z)− f(x))w(x, z)K(x,dz).
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Hence Âf(x0) equals
Af(x0) +∇f(x0)c(x0)λ+
∫
{|z|>ε}
(f(x0 + z)− f(x0))(ε− 1)K(x0,dz).
(2.10)
Since f attains its maximum at x0, Remark 2.2 part 3 yields that Âf(x0) ≤
0. Therefore, (2.10) is non-positive for all λ ∈ Rp and ε > 0. This yields that
∇f(x0)c(x0) = 0, which is the first assertion. It follows that
Af(x0) +
∫
{|z|>ε}
(f(x0 + z)− f(x0))(ε− 1)K(x0,dz) ≤ 0,(2.11)
for all ε > 0. Letting ε ↓ 0 in (2.11) and applying the Monotone Convergence
Theorem gives
Af(x0)−
∫
(f(x0 + z)− f(x0))K(x0,dz) ≤ 0.
The left-hand side equals
∇f(x0)b(x0)−
∫
∇f(x0)zK(x0,dz) +
1
2tr (∇
2f(x0)c(x0)),
which yields the second and third assertion.
Proposition 2.4. Suppose for all x ∈ E there exists a solution of the
martingale problem for (A, δx) on (DE [0,∞),F
X ). Then for all x ∈ E there
exists a solution of the martingale problem for (A˜, δx) on Ω given by
Ω = {ω ∈ DE∆ [0,∞) : if ω(t−) = ∆ or ω(t) = ∆ then ω(s) = ∆ for s ≥ t}.
(2.12)
Proof. We check the conditions of [11, Theorem 4.5.4]. Let f ∈ C∞c (E)
attain its maximum at some point x0 ∈ E. By Lemma 2.3, we can write
A˜f(x0) as the sum of two non-positive terms, namely
∇f(x0)b(x0)−
∫
∇f(x0)zK(x0,dz) +
1
2tr (∇
2f(x0)c(x0))
and ∫
(f(x0 + z)− f(x0))(w(x0, z) + 1)K(x0,dz).
Hence A˜f(x0) ≤ 0. This yields that A˜ satisfies the (positive) maximum
principle. Since A˜ : C∞c (E) → C0(E) and C
∞
c (E) is dense in C0(E), [11,
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Theorem 4.5.4] yields for all x ∈ E the existence of a solution Px of the
martingale problem for (A˜, δx) on (DE∆ [0,∞),F
X ). In order to obtain a
solution on Ω, we define the stopping time
T∆ = inf{t ≥ 0 : Xt− = ∆ or Xt = ∆},(2.13)
and write X ′ = XT∆ . Then X ′(ω) ∈ Ω for all ω ∈ DE∆ [0,∞) and for all
f ∈ C∞c (E) it holds that (recall A˜f(∆) = 0)
f(X ′t)− f(X
′
0)−
∫ t
0
A˜f(X ′s)ds = f(X
T∆
t )− f(X
T∆
0 )−
∫ t∧T∆
0
A˜f(Xs)ds
= (Mf )T∆t ,
where Mf is given by (2.4) with A replaced by A˜. Since Mf is a right-
continuous Px-martingale on (F
X
t ) for f ∈ C
∞
c (E), (M
f )T∆ is a martingale
on (FX
′
t ). Hence Px ◦ (X
′)−1 is a solution of the martingale problem for
(A˜, δx) on (Ω,F
X′) for all x ∈ E, as we needed to show.
Proposition 2.5. Let x0 ∈ E and suppose there exists a solution P
of the martingale problem for (A˜, δx0) on (Ω,F
X) with Ω given by (2.12).
Assume the growth condition
|˜b(x)|2 + |c(x)|+
∫
|z|2K˜(x,dz) ≤ C(1 + |x|2), some C > 0, all x ∈ Rp.
(2.14)
Then it holds that P(X ∈ DE[0,∞)) = 1.
Proof. By the remark preceding [3, Proposition 3.2], a transition to ∆
can only occur by explosion. Define stopping times
Tn = inf{t ≥ 0 : |Xt−| ≥ n or |Xt| ≥ n} ∧ n.
By [3, Proposition 3.2], XTn is a special semimartingale with differential
characteristics (˜b(XTn)1[0,Tn], c˜(X
Tn)1[0,Tn], K˜(X
Tn ,dz)1[0,Tn]). Lemma A.2
yields
E sup
t≤T∧Tn
|Xt| ≤ C(T ) <∞,
for all T > 0, with C(T ) a positive constant that does not depend on n.
Letting n→∞ we get
E sup
t≤T∧T∆
|Xt| <∞,
for all T > 0, where T∆ is given by (2.13). Hence T∆ > T almost surely for
all T . This proves the assertion.
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Having derived the existence of a solution of the martingale problem for
A˜ from the existence of a solution for A, we are now ready to prove the mar-
tingale property of a stochastic exponential by the use of [3, Theorem 2.4].
Theorem 2.6. Suppose (2.14) holds and
x 7→ h(x)⊤c(x)h(x) and x 7→
∫
(w(x, z) − log(w(x, z) + 1))K(x,dz)
are bounded on compacta.
(2.15)
Let Ω = DE [0,∞), write Ht = h(Xt), W (t, z) = w(Xt, z) and suppose P
is a solution of the martingale problem for A on (Ω,FX), which yields the
decomposition (2.5) for X. If the martingale problem for A is well-posed,
then
L = E(H ·Xc +W ∗ (µX − νX))
is an ((FXt+),P)-martingale and the martingale problem for A˜ is well-posed.
Proof. First assume P = Px is a solution of the martingale problem for
(A, δx) for some x ∈ E. By Proposition 2.4 and 2.5, there exists a solution
Qx of the martingale problem for (A˜, δx) on (Ω,F
X). We can apply [3,
Theorem 2.4] with the roles of (A,P) and (A˜,Q) reversed. Indeed, in the
notation of [3] we have φ1 = −h, φ2 = 0, φ3 = 1/(w+1) and these functions
satisfy the criterion mentioned in [3, Remark 2.5] by the assumptions. This
yields Px|FX
t
∼ Qx|FX
t
for all t > 0 and the existence of a positive Qx-
martingale D such that
Px|FX
t
= Dt · Qx|FX
t
for all t ≥ 0.
By Remark 2.2 part 1, X is a special semimartingale on (Ω,FX , (FXt+),Qx)
with decomposition
X = X0 + B˜ + X˜
c + z ∗ (µX − ν˜X),
where B˜t =
∫ t
0 b˜(Xs)ds, ν˜
X(dt,dz) = K˜(Xt,dz)dt and X˜
c the continuous
local martingale part with quadratic variation 〈X˜c〉t =
∫ t
0 c(Xs)ds. A close
inspection of the proof of [3, Theorem 2.4] reveals that
D = E(φ1(X) · X˜
c + (φ3(X, z) − 1) ∗ (µ
X − ν˜X)).
Applying the product rule for stochastic exponentials one verifies that
D−1 = E(−φ1(X) ·X
c + (1− φ3(X, z))/φ3(X, z) ∗ (µ
X − νX)),
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so that D−1 = E(H ·Xc +W ∗ (µX − νX)) = L. Since
Qx|FX
t
= D−1t · Px|FX
t
, for all t > 0,
it follows that L is a Px-martingale as well as the martingale problem for A˜
on Ω is well-posed.
Now assume P = Pη is a solution of the martingale problem for (A, η)
with η an arbitrary probability measure on E. By Remark 2.2 part 2, Qλ =∫
Qxλ(dx) is the (unique) solution of the martingale problem for (A˜, η) on
Ω. Hence we can repeat the above argument with Px and Qx replaced by Pη
and Qη to see that L is a Pη-martingale.
3. Affine jump-diffusions and affine processes.
3.1. Definitions. We start with the definition of affine jump-diffusions
and affine processes. The former are defined from the point of view of semi-
martingale theory as being jump-diffusions with affine differential character-
istics. The latter are characterized from the point of view of Markov process
theory as having an exponentially affine expression for their characteristic
functions. As in the previous section we restrict ourselves to special semi-
martingales.
Definition 3.1. The martingale problem for A given by (2.3) is called
an affine martingale problem if b, c and K are affine in the sense that
b(x) = a0 +
p∑
i=1
aixi
c(x) = A0 +
p∑
i=1
Aixi
K(x,dz) = K0(dz) +
p∑
i=1
Ki(dz)xi,
(3.1)
for some column vectors ai ∈ Rp, symmetric matrices Ai ∈ Rp×p and (signed)
measures Ki on F satisfying
∫
(|z|2 ∧ |z|)|Ki|(dz) <∞. If the affine martin-
gale problem is well-posed and P is a solution, then the coordinate process
X is called an affine jump-diffusion on (Ω,FX , (FXt+),P) with state space
E.
Definition 3.2. If the coordinate process X on Ω = DE[0,∞) is a
Markov process with state space E and transition kernel (Px)x∈E such that
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for all u ∈ iRp, t ≥ 0 we have
Ex exp(u
⊤Xt) = exp(ψ0(t, u) + ψ(t, u)
⊤x), for all x ∈ E,(3.2)
for some ψ0 : [0,∞)× iR
p → C and ψ : [0,∞)× iRp → Cp, then (X, (Px)x∈E)
is called an affine process. Note that ψ0(t, u) may be altered by multiples
of 2pii. If in addition ψ0 and ψ are continuously differentiable in their first
argument, it is called a regular affine process. In that case we put ψ0(0, u) =
0, so that ψ0 and ψ are uniquely determined by (3.2).
For existence of an affine jump-diffusion, restrictions need to be imposed
on the state space E and the parameters (ai, Ai,Ki)0≤i≤p in order that c(x)
is a positive semi-definite matrix and K(x,dz) is a non-negative measure
for x ∈ E, while in addition E is stochastic invariant for X (that is, X does
not leave the set E). These parameter conditions are called admissibility
conditions and the corresponding parameter set (ai, Ai,Ki)0≤i≤p is called
admissible.
Possible state spaces amongst others are the canonical state space Rm+ ×
Rp−m, the cone of positive semi-definite matrices Sp+ and quadratic state
spaces including the parabolic state space {x ∈ Rp : x1 ≥
∑p
i=2 x
2
i } and the
Lorentz cone {x ∈ Rp : x1 ≥ 0, x
2
1 ≥
∑p
i=2 x
2
i }, see respectively [4, 8, 24] for
the existence and uniqueness of the associated affine jump-diffusion. We note
that the matrix-valued affine jump-diffusions are contained in the framework
of Definition 3.1 as we can identify symmetric matrices with vectors using
the half-vectorization operator vech : Sp → Rp(p+1)/2 (the linear operator
that stacks the elements from the upper triangle of a symmetric matrix into
a vector).
Equivalence of affine jump-diffusions and affine processes has only been
proved for the canonical state space Rm+ × R
p−m in [8] with the use of the
admissibility conditions. For other state spaces this appears much harder
as the admissibility conditions become more involved, while for arbitrary
state space one has no access at all to these conditions. One of the aims in
this paper is to establish the equivalence between affine jump-diffusions and
(regular) affine processes with an arbitrary state space under well-posedness
of the martingale problem for A. One direction is relatively easy and has
been proved for the diffusion case in [12, Theorem 2.2]. The next proposition
also incorporates jumps. The converse direction is much harder to establish
and will be proved with the least restrictions in Section 6 in Theorem 6.2.
Proposition 3.3. Let E ⊂ Rp be closed with non-empty interior, E =
E◦ and suppose the martingale problem for A is well-posed. Let P be a so-
lution of the martingale problem for A on Ω and Px for (A, δx), x ∈ E. If
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(X, (Px)x∈E) is a regular affine process, then X is an affine jump-diffusion
on (Ω,FX , (FXt+),P) with state space E, say with differential characteristics
(b(X), c(X),K(X,dz)) given by (3.1). Moreover, for all u ∈ iRp it holds that
(ψ0(·, u), ψ(·, u)) characterized by (3.2) and ψ0(0, u) = 0, solves the system
of generalized Riccati equations
ψ˙i = Ri(ψ), ψi(0) = ui, i = 0, . . . , p,(3.3)
with
Ri(y) = y
⊤ai + 12y
⊤Aiy +
∫
(ey
⊤z − 1− y⊤z)Ki(dz),(3.4)
where we write u0 = 0.
Proof. Fix T > 0 and u ∈ iRp. By the Markov property, it holds P-
almost surely that
E exp(u⊤XT |F
X
t ) = EXt exp(u
⊤XT−t)
= exp(ψ0(T − t, u) + ψ(T − t, u)
⊤Xt) =: f(t,Xt),
for all t ≤ T . For convenience in the next display we write ψ and ψ˙ instead
of ψ(T − t, u) and ψ˙(T − t, u). By Remark 2.2 part 1, X is a special jump-
diffusion and admits the decomposition (2.5). Itoˆ’s formula gives
df(t,Xt)
f(t,Xt−)
= (−ψ˙0 − ψ˙
⊤Xt)dt+ ψ
⊤dXt +
1
2ψ
⊤c(Xt)ψdt
+
∫
z∈F
(eψ
⊤z − 1− ψ⊤z)µX(dt,dz)
= ψ⊤dXct +
∫
z∈F
(eψ
⊤z − 1)(µX − νX)(dt,dz) + I(t,Xt)dt,
(3.5)
with
I(t, x) = −ψ˙0 − ψ˙
⊤x+ ψ⊤b(x) + 12ψ
⊤c(x)ψ +
∫
(eψ
⊤z − 1− ψ⊤z)K(x,dz),
and all expression are well-defined as f is bounded, see [16, Theorem II.2.42].
Since f(t,Xt) is a P-martingale, it follows that
∫ t
0 I(s,Xs)ds = 0, P-a.s.
Right-continuity of I(t,Xt) yields that I(t,Xt) = 0 for all t ≥ 0, P-a.s.
In particular I(0,X0) = 0, P-a.s. Choosing P = Px for x ∈ E, we obtain
I(0, x) = 0 for all x ∈ E, i.e.
ψ˙0(T, u) + ψ˙(T, u)
⊤x = ψ(T, u)⊤b(x) + 12ψ(T, u)
⊤c(x)ψ(T, u)
+
∫
(eψ(T,u)
⊤z − 1− ψ(T, u)⊤z)K(x,dz).
(3.6)
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This holds for all T ≥ 0, u ∈ iRp. In particular it holds for T = 0. We have
ψ(0, u) = u for u ∈ Rp. Write u = iy for y ∈ Rp, then we get
ψ˙0(0, iy) + ψ˙(0, iy)
⊤x = iy⊤b(x)− y⊤c(x)y +
∫
(eiy
⊤z − 1− iy⊤z)K(x,dz),
for all y ∈ Rp. Differentiating the left- and right-hand side with respect to yi
in yi = 0 and putting yk = 0 for k 6= i gives that bi(x) is affine for all i ≤ p.
Dividing the left- and right-hand side by yiyj for i, j ≤ p, putting yk = 0
for k 6= i, j and letting yi → ∞, yj → ∞, we deduce that cij(x) is affine.
Hence c(x) is affine and also
∫
(eiy
⊤z − 1 − iy⊤z)K(x,dz) is affine in x for
all y ∈ Rp. To show that K(x,dz) is affine in x, we fix k ∈ E◦ arbitrary and
take ε > 0 such that
{x ∈ Rp : ki ≤ xi ≤ ki + ε for all i} ⊂ E.
Define
K0(dz) = K(k,dz)−
p∑
i=1
(K(k + εei,dz)−K(k,dz))ki/ε
Ki(dz) = (K(k + εei,dz)−K(k,dz))/ε, for i = 1, . . . , p.
Then it follows that∫
(eu
⊤z − 1− u⊤z)K(x,dz) =
∫
(eu
⊤z − 1− u⊤z)(K0(dz) +
p∑
i=1
Ki(dz)xi),
for all u ∈ iRp, x ∈ E, since the left-hand side is affine and is uniquely
determined by the values at x = k and x = k+ εei, i = 1, . . . , p. Equality of
the left- and right-hand side at these points follows from the identity
K0(dz) +
p∑
i=1
Ki(dz)xi = K(k,dz)(1 +
p∑
i=1
(ki − xi)/ε)
+
p∑
i=1
K(k + εei,dz)(xi − ki)/ε.
Note that the right-hand side is a non-negative measure for x ∈ Bk, where
Bk is given by
Bk := {x ∈ R
p : ki ≤ xi ≤ ki + ε/p for all i}.
By uniqueness of the Le´vy triplet (see [16, Lemma II.2.44]), this yields that
K(x,dz) = K0(dz) +
∑p
i=1K
i(dz)xi for x ∈ Bk. Since k ∈ E
◦ is chosen
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arbitrarily, we have an affine expression for K(x,dz) on a neighborhood of
each x ∈ E◦. From this it follows that K(x,dz) is affine on the whole of
E = E◦. Hence X is an affine jump-diffusion. Let the differential charac-
teristics (b(X), c(X),K(X,dz)) be given by (3.1). Plugging these into (3.6)
and separating first order terms in x gives (3.3).
3.2. The affine transform formula. The expression (3.2) where (ψ0, ψ)
solve the system of Riccati equations (3.3), is called the affine transform
formula. In the previous subsection we obtained this formula for the char-
acteristic function of an affine process, with a general state space. This sub-
section is devoted to the validity of the affine transform formula for affine
jump-diffusions with a general state space, for arbitrary parameters u ∈ Cp.
The key step is the following proposition which is a direct application of
Theorem 2.6.
Proposition 3.4. Suppose the affine martingale problem for A given
by (2.3) and (3.1) is well-posed. Let h : E → Rp and w : E × F → (−1,∞)
be measurable, write Ht = h(Xt), W (t, z) = w(Xt, z) and let P be a solution
of the martingale problem for A on Ω, which yields the decomposition (2.5)
for X. Then
L = E(H ·Xc +W ∗ (µX − νX))
is an ((FXt+),P)-martingale under the additional assumptions
1. h is bounded and continuous,
2. x 7→
∫
|z|w(x, z)|Ki|(dz) is continuous and finite
3. x 7→
∫
(|z|2 ∧ |z|)(w(x, z) + 1)|Ki|(dz) is continuous and finite,
4.
∫
|z|2(w(x, z)+1)|Ki|(dz)|xi| ≤ C(1+|x|
2), for some C > 0, all x ∈ E,
5. x 7→
∫
(w(x, z) − log(w(x, z) + 1))|Ki|(dz) is bounded on compacta,
6.
∫
|z|q log |z|(w(x, z) + 1)|Ki|(dz)|xi| ≤ C(1 + |x|
q), for some C > 0,
q > 0, all x ∈ E,
for all i = 0, . . . , p, where we write x0 := 1. Furthermore, the martingale
problem for A˜ given by (2.8) and (2.9) is well-posed.
Proof. This is a reformulation of Theorem 2.6 for the affine martingale
problem. One has to check conditions (2.1), (2.2), (2.6), (2.7), (2.14) and
(2.15), which is left to the reader.
Using the above proposition we validate the affine transform formula un-
der existence of the solutions to the Riccati equations in the following the-
orem, which is the first main result of the paper. The imposed assumptions
are in the same spirit as [19, Theorem 5.1].
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Theorem 3.5. Let X be an affine jump-diffusion with differential char-
acteristics (b(X), c(X),K(X,dz)) given by (3.1) on (DE(0,∞],F
X , (FXt+),P).
Let u ∈ Rp, T > 0 and suppose ψ0 ∈ C
1([0, T ],R) and ψ ∈ C1([0, T ],Rp)
solve the system of generalized Riccati equations given by (3.3) (with u0 :=
0). Under the assumptions
1. supt≤T
∫
|z|2eψ(t)
⊤z|Ki|(dz) <∞, for i = 0, . . . , p,
2. t 7→
∫
{|z|>1} |z|e
ψ(t)⊤z|Ki|(dz) is continuous for all i = 0, . . . , p,
3. Eexp(ψ(T )⊤X0) <∞,
it holds that
E(exp(u⊤XT )|F
X
t+) = exp(ψ0(T − t) + ψ(T − t)
⊤Xt), for all t ≤ T .
Proof. To prove Theorem 3.5 it suffices to show that f(t,Xt) given by
f(t,Xt) = exp(ψ0(T − t)+ψ(T − t)
⊤Xt is an ((F
X
t+),P)-martingale on [0, T ],
since f(T,XT ) = exp(u
⊤XT ) in view of the initial condition of (ψ0, ψ). We
restrict time to [0, T ]. We have (3.5) with I(t,Xt) = 0, since (ψ0, ψ) satisfy
(3.3). Hence Mt := f(t,Xt) satisfies
M =M0 E(ψ(T − t) ·X
c + (eψ(T−t)
⊤z − 1) ∗ (µX − νX)).
Write Y = (Xt, t) and note Y is an affine jump-diffusion with state space
E× [0, T ]. We define h(x, t) = ψ(T − t) and w(x, t, z) = eψ(T−t)
⊤z−1. Write
H = h(Y ), W (t, z) = w(Yt, z), then we deduce that
L := E(H · Y c +W ∗ (µY − νY ))
is an ((FXt+),P)-martingale by applying Proposition 3.4 to the affine jump-
diffusion Y . One easily verifies that the assumptions in that proposition are
met. Since Mt = M0Lt and EM0 < ∞, it follows that M is an ((F
X
t+),P)-
martingale on [0, T ], as we needed to show.
Theorem 3.7 below is our second main result. We establish the full-range
of validity of the affine transform formula under all finite exponential mo-
ments for the tails of the jump-measures Ki, for affine jump-diffusion with
a general closed convex state space, extending [12, Theorem 3.3]. The proof
is divided over the next two sections. We use the results and notation from
[12, Lemma 2.3 and Lemma A.2], which we state as a proposition for ease
of reference.
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Proposition 3.6. Suppose∫
{|z|>1}
ek
⊤z|Ki|(dz) <∞, for all k ∈ Rp, i = 0, . . . , p.(3.7)
Let K be a placeholder for either R or C. It holds that
(i) For all u ∈ Kp there exists an “explosion-time” t∞(u) > 0 such that
there exists a unique solution (ψ0(·, u), ψ(·, u)) : [0, t∞(u)) → K × K
p
to the system of Riccati equations (3.3), where either t∞(u) = ∞ or
limt↑t∞(u) ‖ψ(t, u)‖ =∞. In particular t∞(0) =∞.
(ii) The set
DK := {(t, u) ∈ [0,∞)×K
p : t < t∞(u)},
is open in [0,∞)×Kp and the ψi are analytic on DK. In addition, for
all t ≥ 0
DK(t) := {u ∈ C
p : (t, u) ∈ DK}
is an open neighborhood of 0 and DK(t2) ⊂ DK(t1) for 0 ≤ t1 ≤ t2.
(iii) If O ⊂ Rp is an open set and ν is a bounded measure such that we
have
∫
exp(u⊤x)dν(x) <∞ for all u ∈ O, then u 7→
∫
exp(u⊤x)dν(x)
is analytic on the open strip
S(O) := {z ∈ Cp : ℜz ∈ O}.
Theorem 3.7. Suppose E ⊂ Rp is closed convex with non-empty inte-
rior and let X be an affine jump-diffusion on (DE(0,∞],F
X , (FXt+),P) with
differential characteristics (b(X), c(X),K(X,dz)) given by (3.1). Assume
(3.7) and let the notation of Proposition 3.6 be in force. Then for t > 0 it
holds that
(i) DR(t) =M(t), where
M(t) = {u ∈ Rp : Ex(exp(u
⊤Xt)) <∞ for all x ∈ E}.
(ii) S(DR(t)) ⊂ DC(t).
(iii) The affine transform formula (3.2) holds for all u ∈ S(DR(t)).
(iv) DR(t) and DR are convex sets.
(v) M(t) ⊂M(s) for 0 ≤ s ≤ t.
Proof. Theorem 3.5 yields DR(t) ⊂ M(t). The proof of DR(t) ⊃ M(t)
is the content of Section 4, while Section 5 is devoted to the proof of (ii) and
(iii). Assertions (iv) and (v) follow from (i).
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4. Full range of validity for real exponentials. Let T > 0. In order
to prove M(T ) ⊂ DR(T ), we show that ψ(T, u) explodes when u ∈ DR(T )
approaches the boundary ∂(DR(T )). This is not immediate as the following
example demonstrates.
Example 4.1. Consider the Riccati equation x˙ = x2. Its solution x
with initial condition u ∈ C is given by x(t, u) = u/(1 − ut) and we have
t∞(u) = u
−1 for u ∈ R>0 and t∞(u) = ∞ otherwise. Hence DC(T ) = {u ∈
C : u 6∈ [T−1,∞)} and ∂DC(T ) = [T
−1,∞). Obviously x(T, u) does not
explode if u ∈ DC(T ) tends to u0 ∈ (T
−1,∞). If we take real and imaginary
part, then we obtain a 2-dimensional system of Riccati equations given by
x˙1 = x
2
1 − x
2
2
x˙2 = 2x1x2.
In this case DR(T ) = {u ∈ R
2 : u 6∈ [T−1,∞)} and again x(t, u) does
not explode if u ∈ DR(T ) tends to u0 ∈ (T
−1,∞). Note that the Riccati
equations are of the form (3.3) (excluding the equation for ψ0) with
A1 =
(
1 0
0 −1
)
, A2 =
(
0 1
1 0
)
, a = 0.
However, they are not related to an affine diffusion where the state space
has non-empty interior. Indeed, the corresponding diffusion matrix would
be
c(x) =
(
x1 x2
x2 −x1
)
,
which is positive semi-definite if and only if x = 0.
In Lemma 4.2 below we derive a formula that relates solutions to Riccati
equations to the expectation of the corresponding affine diffusion. This will
turn out to be most useful in Proposition 4.4 to derive thatM(T ) ⊂ DR(T ),
which proves Theorem 3.7 (i).
Proposition 4.2. Consider the situation of Theorem 3.7. Define the
non-negative function k : E × Rp → R by
(4.1) k(x, y) = 12y
⊤c(x)y +
∫
(ey
⊤z − 1− y⊤z)K(x,dz),
for x ∈ E and y ∈ Rp. Then for all x ∈ E, u ∈ Rp, t < t∞(u) it holds that
ψ0(t, u) + ψ(t, u)
⊤x = u⊤ExXt +
∫ t
0
k(ExXt−s, ψ(s, u))ds,(4.2)
18 P. SPREIJ AND E. VEERMAN
and ExXt solves the linear ODE
x˙ = b(x), x(0) = x.(4.3)
Proof. Fix u ∈ Rp and write ψ(·) instead of ψ(·, u). We can write the
ODE for (ψ0, ψ) as an inhomogeneous linear ODE, namely(
ψ˙0
ψ˙
)
= A
(
ψ0
ψ
)
+ g, with A =
(
0 a0
⊤
0 a⊤
)
,
where we write a for the (p × p)-matrix with columns ai, i = 1, . . . , p and
g = (g0, g1, . . . , gp) is the function given by
gi =
1
2ψ
⊤Aiψ +
∫
(eψ
⊤z − 1− ψ⊤z)Ki(dz), i = 0, . . . , p.
By an application of a variation of constants, the solution can be written as(
ψ0(t)
ψ(t)
)
= eAt
(
0
u
)
+
∫ t
0
eA(t−s)g(s)ds,
which yields
ψ0(t) + ψ(t)
⊤x =
(
ψ0(t)
ψ(t)
)⊤(
1
x
)
=
(
0 u⊤
)
eA
⊤t
(
1
x
)
+
∫ t
0
g(s)⊤eA
⊤(t−s)
(
1
x
)
ds.
(4.4)
Write f(t, x) for the solution to the linear ODE (4.3) with f(0, x) = x. Then
we have (
y(t)
z(t)
)
:= eA
⊤t
(
1
x
)
=
(
1
f(t, x)
)
.
Indeed, since (
y˙
z˙
)
= A⊤
(
y
z
)
=
(
0
a0y + az
)
,
it holds that y = 1 and z˙ = az + a0 = b(z) with z(0) = x, whence z(t) =
f(t, x). Noting that
g⊤
(
1
x
)
= 12ψ
⊤c(x)ψ +
∫
(eψ
⊤z − 1− ψ⊤z)K(x,dz), for all x ∈ E,
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and ExXt ∈ E for all x ∈ E, t ≥ 0, by convexity of E, we obtain (4.2)
from (4.4) after we have shown that ExXt = f(t, x). The latter follows from
Lemma A.2, as it yields
ExXt = x+ Ex
∫ t
0
(a0 + aXs)ds =
∫ t
0
(a0 + aExXs)ds.
In the following we make use of the fact that for cn ∈ R
p it holds that
lim
n→∞
‖cn‖ =∞⇒ ∃x ∈ {−1, 1}
p, ε > 0 : lim sup
n→∞
inf
y∈B(x,ε)
c⊤n y =∞.(4.5)
Indeed, if limn→∞ ‖cn‖ =∞, then there exists a subsequence cnk such that
all components cnk,i are convergent in [−∞,∞]. In addition, one of them
converges to either +∞ or −∞. Define x ∈ Rp by taking xi = −1 if cnk,i →
−∞ and xi = 1 otherwise. Then obviously for y ∈ B(x, ε) with 0 < ε < 1
we have
inf
y∈B(x,ε)
c⊤nky →∞, as k →∞.
Lemma 4.3. Consider the situation of Theorem 3.7. Let u ∈ Rp and sup-
pose T := t∞(u) < ∞. Then there exists x ∈ E such that Ex exp(u
⊤XT ) =
∞.
Proof. Without loss of generality we may assume that {−1, 1}p ⊂ E◦
(thus by convexity also 0 ∈ E◦). Since ‖ψ(t, u)‖ → ∞ for t ↑ T and in view
of (4.5), there exists a ball B := B(x0, ε) ⊂ E (with x0 ∈ {−1, 1}
p ⊂ E◦,
ε > 0) and a sequence tn ↑ T such that
inf
y∈B
ψ(tn, u)
⊤y →∞ as n→∞.
Moreover, it holds that ψ0(t, u) ≥ u
⊤E0(Xt) for t < T by Proposition 4.2.
In particular we have lim inft↑T ψ0(t, u) > −∞. Hence
lim
n→∞
inf
y∈B
(ψ0(tn, u) + ψ(tn, u)
⊤y) =∞.
By right-continuity of X, it follows that
lim
n→∞
(ψ0(tn, u) + ψ(tn, u)
⊤XT−tn) =∞, Px0-a.s.
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The Markov property and Theorem 3.5 give
Ex exp(u
⊤XT ) = Ex
(
EXT−t exp(u
⊤Xt)
)
= Ex exp(ψ0(t, u) + ψ(t, u)
⊤XT−t),
for 0 ≤ t < T , x ∈ E. Applying the previous together with Fatou’s Lemma
we get
Ex0 exp(u
⊤XT ) = lim inf
n→∞
Ex0 exp(u
⊤XT )
= lim inf
n→∞
Ex0 exp(ψ0(tn, u) + ψ(tn, u)
⊤XT−tn)
≥ Ex0 lim infn→∞
exp(ψ0(tn, u) + ψ(tn, u)
⊤XT−tn) =∞.
Proposition 4.4. Consider the situation of Theorem 3.7. Let T ≥ 0.
Then M(T ) = DR(T ) and (3.2) holds for u ∈M(T ), t ≤ T .
Proof. In view of Theorem 3.5 it is sufficient to prove M(T ) ⊂ DR(T ).
Without loss of generality we may assume that {−1, 1}p ⊂ E◦. Let u ∈ Rp
and suppose t∞(u) < ∞. We need to show that for all T ≥ t∞(u) there
exists x ∈ E such that Ex exp(u
⊤XT ) = ∞. Lemma 4.3 gives the result for
T = t∞(u). Therefore, let T > t∞(u). Arguing by contradiction, assume
Ex exp(u
⊤XT ) <∞ for all x ∈ E. Then by Jensen’s inequality we have
Ex exp(λu
⊤XT ) ≤ (Ex exp(u
⊤XT ))
λ ≤ 1 + Ex exp(u
⊤XT ) <∞,(4.6)
for all 0 ≤ λ ≤ 1, x ∈ E. Let λ∗ = inf{λ ≥ 0 : λu 6∈ DC(T )}. Note that
0 < λ∗ ≤ 1 and λ∗u 6∈ DC(T ), since u 6∈ DC(T ) and DC(T ) is an open
neighborhood of 0. Considering λ∗u instead of u, we may assume without
loss of generality that λ∗ = 1. In the following, we let un = λnu, for arbitrary
λn ∈ [0, 1) such that λn ↑ 1 as n→∞, so that un ∈ DC(T ) and un → u. We
divide the proof into a couple of steps.
Step 1. If for some t ≤ T and x ∈ E we have
lim
n→∞
(ψ0(t, un) + ψ(t, un)
⊤x) =∞,(4.7)
then lim supn→∞ ‖ψ(t, un)‖ = ∞. To prove this, suppose (4.7) holds for
some t ≤ T , but lim supn→∞ ‖ψ(t, un)‖ < ∞. Then limn→∞ ψ0(t, un) = ∞
and (4.7) holds for all x. Since un ∈ DC(T ) ⊂ DC(t), the Markov property
and Theorem 3.5 give
Ex exp(u
⊤
nXT ) = Ex
(
EXT−t exp(u
⊤
nXt)
)
= Ex exp(ψ0(t, un) + ψ(t, un)
⊤XT−t).
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Fatou’s Lemma yields
∞ = Ex lim inf
n→∞
exp(ψ0(t, un) + ψ(t, un)
⊤XT−t)
≤ lim inf
n→∞
Ex exp(ψ0(t, un) + ψ(t, un)
⊤XT−t) = lim inf
n→∞
Ex exp(u
⊤
nXT ),
which contradicts (4.6) as un = λnu with 0 ≤ λn < 1.
Step 2. It holds that
lim sup
n→∞
‖ψ(t∞(u), un)‖ =∞.(4.8)
Indeed, since un ∈ DC(T ) ⊂ DC(t∞(u)), Fatou’s Lemma together with
Theorem 3.5 gives
Ex exp(u
⊤Xt∞(u)) ≤ lim infn→∞
Ex exp(u
⊤
nXt∞(u))
= lim inf
n→∞
exp(ψ0(t∞(u), un) + ψ(t∞(u), un)
⊤x),
for all x ∈ E. In view of Lemma 4.3 there exists an x0 ∈ E such that we
have Ex0 exp(u
⊤Xt∞(u)) =∞, whence
ψ0(t∞(u), un) + ψ(t∞(u), un)
⊤x0 →∞, as n→∞.
Step 1 yields (4.8).
Step 3. It holds that lim supn→∞ ‖ψ(T, un)‖ = ∞. To prove this, we
show that there exists ε > 0 such that if lim supn→∞ ‖ψ(t0, un)‖ = ∞
for some t0 ∈ [t∞(u), T ], then lim supn→∞ ‖ψ(t1, un)‖ = ∞ for t1 = T ∧
(t0+ ε). By Step 2 and an iteration of the above implication, it follows that
lim supn→∞ ‖ψ(T, un)‖ =∞.
Write f(t, x) for the solution to the linear ODE (4.3) with f(0, x) = x.
By continuity of f and the assumption {−1, 1}p ⊂ E◦, there exists ε > 0
such that f(−t, x) ∈ E for all x ∈ {−1, 1}p, 0 ≤ t ≤ ε. Let t0 ∈ [t∞(u), T ]
and t1 = T ∧ (t0 + ε). Suppose lim supn→∞ ‖ψ(t0, un)‖ = ∞. Then in view
of (4.5), there exist x ∈ {−1, 1}p and a subsequence of un (also denoted by
un) such that
lim
n→∞
ψ(t0, un)
⊤x =∞.
As in the proof of Lemma 4.3 we have lim infn→∞ ψ0(t0, un) > −∞. Hence
lim
n→∞
(ψ0(t0, un) + ψ(t0, un)
⊤x) =∞.(4.9)
Since t0 − t1 ≥ −ε, we have y := f(t0 − t1, x) ∈ E and by the semi-group
property of the flow it holds that
EyXt1−s = f(t1 − s, f(t0 − t1, x)) = f(t0 − s, x) = ExXt0−s, for s ≤ t0.
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Let k be the non-negative function given by (4.1). It follows from Proposi-
tion 4.2 that
ψ0(t1, un) + ψ(t1, un)
⊤y = u⊤nEyXt1 +
∫ t1
0
k(EyXt1−s, ψ(s, un))ds
≥ u⊤nEyXt1 +
∫ t0
0
k(EyXt1−s, ψ(s, un))ds
= u⊤nEyXt1 +
∫ t0
0
k(ExXt0−s, ψ(s, un))ds
= u⊤n (EyXt1 − ExXt0) + ψ0(t0, un) + ψ(t0, un)
⊤x,
which tends to infinity as n→∞. Step 1 yields lim supn→∞ ‖ψ(t1, un)‖ =∞.
Step 4. We are now able to conclude the proof. By Step 3 and (4.9) with
t0 = T , there is an x ∈ {−1, 1}
p and a subsequence of un (also denoted by
un) such that
lim
n→∞
(ψ0(T, un) + ψ(T, un)
⊤x) =∞.
From (4.6) and Theorem 3.5 we obtain
1 + Ex exp(u
⊤XT ) ≥ Ex exp(u
⊤
nXT ) = exp(ψ0(T, un) + ψ(T, un)
⊤x),
for all n. The right-hand side tends to infinity, whence Ex exp(u
⊤XT ) =∞,
contrary to the assumption.
5. Extending the validity to complex exponentials. To show that
S(M(T )) ⊂ DC(T ) we need continuity of x 7→ Ex exp(u
⊤XT ). We prove
this first in the next lemma, together with some additional results needed
in Section 6.
Lemma 5.1. Let X be an affine jump-diffusion on (DE(0,∞],F
X , (FXt+),P)
with differential characteristics (b(X), c(X),K(X,dz)) given by (3.1). As-
sume ∫
|z|2|Ki|(dz) <∞, for all i = 0, . . . , p.(5.1)
and let u ∈ Cp be such that supx∈E ℜu
⊤x < ∞. Suppose there exists func-
tions Ψ0 : [0, T ) 7→ C, ψ : [0, T ) 7→ C
p such that Ψ0(t) 6= 0 for t < T
and
Ex exp(u
⊤Xt) = Ψ0(t) exp(ψ(t)
⊤x) for all x ∈ E, t < T .
Then there exists a function ψ0 such that Ψ0(t) = exp(ψ0(t)) and (ψ0, ψ)
solve the system of generalized Riccati equations (3.3) on [0, T ). Moreover,
x 7→ Ex exp(u
⊤XT ) is continuous on E.
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Proof. Recall that K is a transition kernel from E to F satisfying F +
E ⊂ E. Iterating this relation yields nF + E ⊂ E for all n ∈ N. Since
supx∈E ℜu
⊤x <∞, it follows that ℜu⊤z ≤ 0 for z ∈ F . Hence f given by
f(x) = u⊤b(x) + 12u
⊤c(x)u+
∫
(eu
⊤z − 1− u⊤z)K(x,dz)
is well-defined and by Itoˆ’s formula
exp(u⊤Xt)−
∫ t
0
exp(u⊤Xs)f(Xs)ds
is a local martingale. Therefore, there exists a sequence of stopping times
Tn ↑ ∞ such that
Ex exp(u
⊤Xt∧Tn) = exp(u
⊤x) + Ex
∫ t∧Tn
0
exp(u⊤Xs)f(Xs)ds.
Note that | exp(u⊤Xs)f(Xs)| ≤ C(1 + sups≤t |Xs|) for some C > 0. In view
of Lemma A.2, we can apply the Dominated Convergence Theorem as well
as Fubini’s Theorem to derive that
Ex exp(u
⊤Xt) = exp(u
⊤x) +
∫ t
0
Ex(exp(u
⊤Xs)f(Xs))ds.(5.2)
By the same lemma together with the Dominated Convergence Theorem we
get that s 7→ Ex(exp(u
⊤Xs)f(Xs)) is continuous, as Xs is right-continuous
and quasi left-continuous. The Fundamental Theorem of Calculus yields that
t 7→ Ex exp(u
⊤Xt) is continuously differentiable for all x ∈ E, which implies
that Ψ0 and ψi are continuously differentiable in t. Define ψ0 by
ψ0(t) =
∫ t
0
Ψ′0(s)
Ψ0(s)
ds, t < T.
Then ψ0 is also continuously differentiable and Ψ0(t) = exp(ψ0(t)) (indeed,
the quotient of the left- and right-hand side has derivative 0 and equality
holds for t = 0, whence it holds for all t). Necessarily (ψ0, ψ) has to satisfy
the generalized Riccati equations (3.3), in view of (3.6).
To show the second assertion we note that by (5.2) and the previous we
have
Ex(exp(u
⊤Xt)f(Xt)) =
∂
∂t
Ex exp(u
⊤Xt)
= (ψ˙0(t, u) + ψ˙(t, u)
⊤x) exp(ψ0(t, u) + ψ(t, u)
⊤x).
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So x 7→ Ex(exp(u
⊤Xt)f(Xt)) is continuous for t < T . By Lemma A.2 and
the Dominated Convergence Theorem we see that
x 7→
∫ T
0
Ex(exp(u
⊤Xs)f(Xs))ds is continuous,
whence x 7→ Ex exp(u
⊤XT ) is continuous.
To extend the validity of the affine transform formula from real to complex
exponentials, we use the analyticity of the characteristic function and the
solutions to the Riccati equations. This is demonstrated in the next lemma,
which we apply in Proposition 5.3 below to derive the desired assertion.
Lemma 5.2. Consider the situation of Theorem 3.7. For t ≥ 0, if U ⊂
S(M(t)) ∩DC(t) is connected and 0 ∈ U , then (3.2) holds for all u ∈ U .
Proof. By Proposition 4.4 equality (3.2) holds for u ∈ M(t). The left-
hand side of (3.2) as a function of u is analytic on S(M(t)) and the right-hand
side is analytic on DC(t), see Proposition 3.6 (ii) and (iii). By assumption
and the fact that S(M(t)) ∩ DC(t) is an open neighborhood of 0 (since
M(t) = DR(t) by Proposition 4.4 and DC(t) is an open neighborhood of 0
by Proposition 3.6 (ii)), there exists an open domain B ⊂ S(M(t)) ∩DC(t)
containing the connected set U ∪M(t) (as M(t) is convex). It holds that
M(t), being an open set in Rp, is a set of uniqueness for B, whence we can
extend the equality in (3.2) to u ∈ B, in particular to u ∈ U .
Proposition 5.3. Consider the situation of Theorem 3.7 and let T0 > 0
be arbitrary. Then S(DR(T0)) ⊂ DC(T0) and the affine transform formula
(3.2) holds for all u ∈ S(DR(T0)), t = T0.
Proof. In view of Lemma 5.2 it suffices to show S(M(T0)) ⊂ DC(T0).
We argue by contradiction. Suppose there exists u∗ ∈ S(M(T0)) ∩DC(T0)
c.
We divide the proof into a couple of steps. In the following we write [0, u]
for the line segment in Cp with endpoints 0 and u. For a function f we write
f([0, t]) for the path s 7→ f(s), s ∈ [0, t]. Furthermore, throughout we use
that (3.2) holds for u ∈M(t), which follows from Proposition 4.4.
Step 1. There exists u0 ∈ [0, u
∗] such that
[0, u0] ⊂ S(M(t)) ∩DC(t), for t < T := t∞(u0),
[0, u0) ⊂ S(M(T )) ∩DC(T ).
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We prove this as follows. Since S(M(T0)) is convex, the line from [0, u
∗] is
contained in S(M(T0)). Define
λ0 = inf{λ ≥ 0 : λu
∗ 6∈ DC(T0)}.
Then 0 < λ0 ≤ 1, since DC(T0) is an open neighborhood of 0, by Proposi-
tion 3.6 (ii). Moreover, λu∗ ∈ DC(T0) for λ < λ0 and λ0u
∗ 6∈ DC(T0). Take
u0 = λ0u
∗, T = t∞(u0). Note that T ≤ T0, so DC(T0) ⊂ DC(T ). Then by the
previous we have [0, u0) ⊂ DC(T0) ⊂ DC(T ) ⊂ DC(t), for t < T . Moreover,
u0 ∈ DC(t) for t < T = t∞(u0). This yields the assertion.
Step 2. For all open B ⊂ E◦ there exists x ∈ B such that Ex exp(u
⊤
0 XT ) =
0. To see this, first note that ℜu0 ∈M(T ) ⊂M(t) for t ≤ T and that (3.2)
holds for u = ℜu0. Therefore,
Ex exp(ℜu0Xt) = exp(ψ0(t,ℜu0) + ψ(t,ℜu0)
⊤x)
→ exp(ψ0(T,ℜu0) + ψ(T,ℜu0)
⊤x) = Ex exp(ℜu0XT ) <∞,
for t ↑ T , x ∈ E. By quasi-left continuity we have Xt → XT , Px-a.s. Since
| exp(u⊤0 Xt)| is bounded by exp(ℜu0Xt) (indeed it is equal), an extended
version of the Dominated Convergence Theorem [17, Theorem 1.21] yields
lim
t↑T
Ex exp(u
⊤
0 Xt) = Ex exp(u
⊤
0 XT ),
for all x ∈ E. In particular
lim
t↑T
exp(ψ0(t, u0) + ψ(t, u0)
⊤x) exists and is finite, for all x ∈ E.
Since T = t∞(u0), we have limt↑T |ψ(t, u0)| = ∞, by Proposition 3.6 (i). It
follows that for all open balls B ⊂ E◦ there exists x ∈ B such that
Ex exp(u
⊤
0 XT ) = 0,
as otherwise limt↑T (ψ0(t, u0) + ψ(t, u0)
⊤x) would be finite on some ball B,
which would give a finite limit for ψ(t, u0), a contradiction.
Step 3. Fix 0 < ε < T . There exists 0 < δ < T − ε such that
ψ([0, ε + δ], u0) ⊂ S(M(T − ε)).(5.3)
The proof is as follows. Step 1 together with Lemma 5.2 implies that (3.2)
holds for u = u0 and t < T . Hence by Jensen’s inequality and the Markov
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property we have for t < ε, x ∈ E that
Ex exp(ℜψ0(t, u0) + ℜψ(t, u0)XT−ε) = Ex| exp(ψ0(t, u0) + ψ(t, u0)
⊤XT−ε)|
= Ex|EXT−ε exp(u
⊤
0 Xt)|
≤ ExEXT−ε exp(ℜu
⊤
0 Xt)
= Ex exp(ℜu
⊤
0 XT−ε+t).
Since ℜu0 ∈M(T ) ⊂M(T − ε) it follows that for t < ε, x ∈ E we have
Ex exp(ℜψ(t, u0)XT−ε) ≤ exp(−ℜψ0(t, u0))Ex exp(ℜu
⊤
0 XT−ε+t)
= exp(−ℜψ0(t, u0) + ψ0(T − ε+ t,ℜu0)
+ ψ(T − ε+ t,ℜu0)
⊤x).
Fatou’s Lemma yields
Ex exp(ℜψ(ε, u0)XT−ε) ≤ lim inf
t↑ε
Ex exp(ℜψ(t, u0)XT−ε)
≤ exp(−ℜψ0(ε, u0) + ψ0(T,ℜu0) + ψ(T,ℜu0)
⊤x)
<∞,
for all x ∈ E. Hence ψ([0, ε], u0) ⊂ S(M(T − ε)). Since S(M(T − ε)) is open
and t 7→ ψ(t, u0) is continuous on [0, T ), the result follows.
Step 4. It holds that x 7→ Ex exp(u
⊤
0 XT ) is not continuous. To show
this, we argue by contradiction and assume it is continuous. Then we have
Ex exp(u
⊤
0 XT ) = 0 for all x ∈ E, by Step 2 and the fact that E = E
◦. The
Markov property gives
0 = Ex exp(u
⊤
0 XT )
= ExEXT−t exp(u
⊤
0 Xt)
= Ex exp(ψ0(t, u0) + ψ(t, u0)
⊤XT−t), for all 0 ≤ t < T, x ∈ E,
(5.4)
so Ex exp(ψ(t, u0)
⊤XT−t) = 0 for all 0 ≤ t < T , x ∈ E. Fix 0 < ε < T and
write v = ψ(ε, u0) and s = T − ε. By the semi-group property of the flow
we have ψ(t, v) = ψ(t+ ε, u0) for t < s, whence the previous yields
Ex exp(ψ(t, v)
⊤Xs−t) = 0, for all 0 ≤ t < s, x ∈ E.
Let δ be as in Step 3. Then Ex exp(ψ(t, v)
⊤Xs) is well-defined for t ≤ δ,
x ∈ E. Applying the Markov property yields
Ex exp(ψ(t, v)
⊤Xs) = ExEXt exp(ψ(t, v)
⊤Xs−t) = 0, all 0 ≤ t ≤ δ, x ∈ E,
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Plugging back v = ψ(ε, u0) and s = T−ε and using the semi-group property
of the flow, we see that
Ex exp(ψ(t+ ε, u0)
⊤XT−ε) = 0, for all 0 ≤ t ≤ δ, x ∈ E.(5.5)
Now fix x ∈ E. It holds that u 7→ Ex exp(u
⊤XT−ε) and t 7→ ψ(t, u0) are
analytic on S(M(T − ε)) respectively [0, T ), see Proposition 3.6 (ii) and
(iii). Step 3 yields (5.3). Therefore, there exists an open domain B ⊂ Cp
with [0, ε + δ] ⊂ B such that ψ(z, u0) ∈ S(M(T − ε)) for z ∈ B. The
composition of analytic functions is analytic, whence
z 7→ Ex exp(ψ(z, u0)
⊤XT−ε)
is analytic on B. Equation (5.5) yields it is zero on [ε, ε+δ], whence it is zero
on the whole of B, as [ε, ε+ δ] is a set of uniqueness for B. In particular it is
zero for z = 0, i.e. Ex exp(u
⊤
0 XT−ε) = 0. However, by Step 1 and Lemma 5.2
we have
Ex exp(u
⊤
0 XT−ε) = exp(ψ0(T − ε, u0) + ψ(T − ε, u0)
⊤x) 6= 0,
a contradiction.
Step 5. It holds that iRp ⊂ DC(T ) and the affine transform formula (3.2)
holds for u ∈ iRp, t = T . Indeed, if u∗ ∈ iRp, then also u0 ∈ iR
p, as
u0 ∈ [0, u]. Step 1 together with Lemma 5.2 yields (3.2) for u = u0, t < T .
However, Lemma 5.1 then gives that x 7→ Ex(exp(u
⊤
0 XT )) is continuous,
which contradicts Step 2. Hence iRp ⊂ DC(T ). By Lemma 5.2 again we get
validity of (3.2) for u ∈ iRp, t = T .
Step 6. We conclude the proof by showing that x 7→ Ex exp(u
⊤XT ) is
continuous for all u ∈ S(M(T )), which contradicts Step 2. Let xn → x,
some xn, x ∈ E. By Step 5 we have for all u ∈ iR
p that
Exn exp(uXT ) = exp(ψ0(T, u) + ψ(T, u)
⊤xn)
→ exp(ψ0(T, u) + ψ(T, u)
⊤x) = Ex exp(uXT ),
as n→∞. Hence Pxn ◦X
−1
T → Px ◦X
−1
T weakly. By Skorohod’s Representa-
tion Theorem [17, Theorem 4.30] there exist random variables Yn, Y defined
on a common probability space (Ω,F , P ) such that P ◦ Y −1n = Pxn ◦X
−1
T ,
P ◦Y −1 = Px ◦X
−1
T and Yn → Y , P -a.s. Now let u ∈ S(M(T )) be arbitrary.
It holds that | exp(u⊤Yn)| = exp(ℜu
⊤Yn) and∫
exp(ℜu⊤Yn)dP = exp(ψ0(T,ℜu) + ψ(T,ℜu)
⊤xn)
→ exp(ψ0(T,ℜu) + ψ(T,ℜu)
⊤x) =
∫
exp(ℜu⊤Y )dP,
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for n → ∞, since ℜu ∈ M(T ). An extended version of the Dominated
Convergence Theorem [17, Theorem 1.21] yields
Exn exp(u
⊤XT ) =
∫
exp(u⊤Yn)dP
→
∫
exp(u⊤Y )dP = Ex exp(u
⊤XT ),
for n→∞, whence x 7→ Ex exp(u
⊤XT ) is continuous.
6. Additional results for bounded exponentials. In this section
we relax condition (3.7) of Theorem 3.7 on the exponential moments of
the Ki and consider the validity of the affine transform formula when the
left-hand side of (3.2) is uniformly bounded in t and x (which includes the
characteristic function). The following theorem is the third main result of
this paper.
Theorem 6.1. Suppose E ⊂ Rp is closed convex with non-empty interior
and let X be an affine jump-diffusion on (DE(0,∞],F
X , (FXt+),P) with dif-
ferential characteristics (b(X), c(X),K(X,dz)) given by (3.1). Assume (5.1)
and write U = {u ∈ Cp : supx∈E ℜu
⊤x <∞}. Then for all u ∈ U there exists
a t∞(u) ∈ (0,∞] and a solution (ψ0(·, u), ψ(·, u)) : [0, t∞(u)) → C × C
p to
the system of generalized Riccati equations given by (3.3) and for all x ∈ E
it holds that
Ex exp(u
⊤Xt) =
{
exp(ψ0(t, u) + ψ(t, u)
⊤x), t ∈ [0, t∞(u))
0, t ∈ [t∞(u),∞)
Proof. For n ∈ N define
bn(x) = b(x) +
∫
z(e−
1
n
|z|2 − 1)K(x,dz), Kn(x,dz) = e−
1
n
|z|2K(x,dz),
and the operator An : C∞c (E)→ C0(E) by
Anf(x) = ∇f(x)bn(x) + 12tr (∇
2f(x)c(x))
+
∫
(f(x+ z)− f(x)−∇f(x)z)Kn(x,dz).
Then the affine martingale problem for An is well-posed by Proposition 3.4.
Let Qnx be the solution for (A
n, δx) and write E
n
x for the expectation with
respect to Qnx. Since K
n satisfies (3.7), Theorem 3.7 yields
Enx exp(u
⊤Xt) = exp(ψ
n
0 (t, u) + ψ
n(t, u)⊤x),
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for all u ∈ U , x ∈ E, t ≥ 0, where (ψn0 , ψ
n) satisfies (3.3) with b and K
replaced by bn and Kn. Fix x ∈ E arbitrarily and let (2.5) be the decompo-
sition of X under Px. By Proposition 3.4 it holds that Q
n
x|FX
t+
= Lnt · Px|FX
t+
for all t ≥ 0, where
Ln = E((e−
1
n
|z|2 − 1) ∗ (µX − νX)) = exp((1 − e−
1
n
|z|2) ∗ νXt −
1
n |z|
2 ∗ µXt ).
For all u ∈ U there is a constant C > 0 such that | exp(u⊤Xt)L
n
t | ≤ CL
n
t .
Since ExL
n
t = 1 for all n and limn→∞L
n
t = 1, an extended version of the
Dominated Convergence Theorem [17, Theorem 1.21] yields
lim
n→∞
Enx exp(u
⊤Xt) = lim
n→∞
Ex exp(u
⊤Xt)L
n
t = Ex exp(u
⊤Xt),
for all t ≥ 0, u ∈ U . Since x ∈ E was taken arbitrarily, this yields
Ex exp(u
⊤Xt) = lim
n→∞
exp(ψn0 (t, u) + ψ
n(t, u)⊤x),
for all u ∈ U , x ∈ E, t ≥ 0. If Ex exp(u
⊤Xt) 6= 0 for all u ∈ U , x ∈ E, t ≥ 0,
then limn→∞ ψ
n
0 (t, u) and limn→∞ ψ
n(t, u) exist and are finite for all t ≥ 0,
u ∈ U , and the result follows from Lemma 5.1.
Suppose Ex0 exp(u
⊤XT ) = 0 for some u ∈ U , T > 0, x0 ∈ E. We first show
that then Ex exp(u
⊤XT ) = 0 for all x ∈ E
◦. If lim supn→∞ |ℜψ
n(T, u)| <
∞, then necessarily lim supn→∞ℜψ
n
0 (T, u) = −∞ and the assertion follows
immediately. Otherwise, there exists a subsequence of ψn (also denoted by
ψn) and an i ∈ {1, . . . , p} such that
lim
n→∞
ℜψni (T, u) = ±∞.
Then if there exists x ∈ E◦ such that
lim inf
n→∞
(ℜψn0 (T, u) + ℜψ
n(T, u)⊤x) > −∞,
then y with yj = xj for j 6= i and yi = xi ± ε for some small ε > 0 satisfies
lim inf
n→∞
(ℜψn0 (T, u) + ℜψ
n(T, u)⊤y) =∞.
This is impossible, since Ey exp(u
⊤XT ) is finite.
Thus Ex exp(u
⊤XT ) = 0 for all x ∈ E
◦. Let t∞(u) be given by
t∞(u) = inf{t ≥ 0 : Ex exp(u
⊤Xt) = 0 for some x ∈ E}.
Then t∞(u) > 0. Indeed, otherwise for all t > 0 there exists x ∈ E and
s < t such that Ex exp(u
⊤Xs) = 0. But then for all t > 0 there exists
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s < t such that Ex exp(u
⊤Xs) = 0 for all x ∈ E
◦, in view of the previous.
Right-continuity of t 7→ Xt in 0 yields exp(u
⊤x) = 0 for all x ∈ E◦, which
is absurd.
Note that Ex exp(u
⊤Xt∞(u)) = 0 for all x ∈ E
◦, as X is right-continuous.
For t < t∞(u) we have existence of finite limits for ψ
n
0 (t, u) and ψ
n(t, u).
Lemma 5.1 yields (3.2) where (ψ0, ψ) are solutions to the generalized Riccati
equations for t < t∞(u). In addition it implies that x 7→ Ex exp(u
⊤Xt∞(u)) is
continuous, whence we have Ex exp(u
⊤Xt∞(u)) = 0 for all x ∈ E. Applying
the Markov property we see that for t ≥ t∞(u) it holds that
Ex exp(u
⊤Xt) = ExEXt−t∞(u) exp(u
⊤Xt∞(u)) = 0,
which concludes the proof.
Under analyticity of the Riccati functions Ri, we can sharpen the assertion
in Theorem 6.1.
Theorem 6.2. Consider the situation of Theorem 6.1. Assume there
exists an open domain B ⊃ U such that∫
{|z|>1}
ek
⊤z|K|i(dz) <∞, for all k ∈ B ∩Rp, i = 0, . . . , p.
Then t∞(u) =∞ and (3.2) holds for all u ∈ U , t ≥ 0. In particular, X is a
regular affine process.
Proof. We argue as in Proposition 5.3, Step 4. Let u0 ∈ U and suppose
T := t∞(u0) < ∞. For t < T , u = u0 we have (3.2), which implies that
ψ(t, u0) ∈ U , as Ex exp(u
⊤
0 Xt) is bounded in x. Similar as in (5.4) we deduce
that Ex exp(ψ(t, u0)
⊤XT−t) = 0 for all 0 ≤ t < T , x ∈ E. Fix 0 < ε < T and
write v = ψ(ε, u0) and s = T − ε. We have ψ(t, v) ∈ U , so Ex exp(ψ(t, v)Xs)
is well-defined for t < s, x ∈ E. By the same argument as in Step 4 of
Proposition 5.3, we get (5.5), with δ < T − ε. Since ψ(t, u0) ∈ U ⊂ B for all
t < T and Ri given by (3.4) is analytic on B, it follows by standard ODE
results (e.g. [7, Theorem 10.4.5]) that t 7→ ψ(t, u0) is analytic on [0, T ).
Moreover, for all u ∈ B there exists a solution (ψ0, ψ) to (3.3) on a non-
empty interval [0, t∞(u)) with
t∞(u) = lim
n→∞
inf{t ≥ 0 : ψ(t, u) ∈ ∂B or |ψ(t, u)| ≥ n},
and
D(t) = {u ∈ B : t < t∞(u)}
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is an open set containing U , for all t ≥ 0, see [1, Theorems 7.6 and 8.3].
Theorem 3.5 implies that (3.2) holds for u ∈ D(t) ∩ Rp for all t ≥ 0. By
Proposition 3.6 (iii) we obtain that u 7→ Ex exp(u
⊤Xt) is analytic on U for
x ∈ E, for all t ≥ 0. It follows that Ex exp(ψ(t, u0)
⊤XT−ε) is analytic in t.
Since it is zero on [ε, ε + δ], it is zero everywhere, in particular it is zero at
t = 0. This contradicts the fact that T − ε < t∞(u0).
6.1. Infinite divisibility. As a corollary of Theorem 6.1 we obtain a suf-
ficient criterium for infinite divisibility of an affine jump-diffusion with a
general closed convex state space.
Theorem 6.3. Consider the situation of Theorem 6.1. Suppose for all
n ∈ N it holds that
(ai, nAi, 1nK
i( 1ndz))0≤i≤p(6.1)
is an admissible parameter set. Then Px ◦X
−1
t is infinitely divisible for all
t ≥ 0, x ∈ E. Consequently, t∞(u) =∞ and (3.2) holds for all u ∈ U , t ≥ 0.
Proof. Let (ψ0, ψ) be the solution to the Riccati equations as given in
Theorem 6.1. Define ψni =
1
nψi, for i = 0, . . . , p. Then (ψ
n
0 , ψ
n) solve the
system of Riccati equations corresponding to an affine jump-diffusion with
parameter set (6.1). Let Pnx be the solution of the associated affine martingale
problem with initial condition δx and write E
n
x for the expectation with
respect to this probability measure. From Theorem 6.1 it follows that
(Ex exp(uXt))
1/n = Enx exp(uXt),
for all x ∈ E, u ∈ U . In particular it holds for u ∈ iRp, which yields the
result.
6.2. Self-dual cone. We can strengthen the conditions of Theorem 6.2 in
case E is a self-dual cone. Recall that E is a self-dual cone with respect to
an inner product 〈·, ·〉 if
E = {x ∈ Rp : 〈x, y〉 ≥ 0 for all y ∈ E}.
In that case we also have
E◦ = {x ∈ Rp : 〈x, y〉 > 0 for all y ∈ E\{0}}.
For x, y ∈ Rp we write x  y if y− x ∈ E and x ≺ y if y− x ∈ E◦. An inner
product on Rp can always be written as 〈x, y〉 = x⊤My for some positive
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definite matrixM . By applying the linear transformation x 7→M1/2x on the
state space E, we may assume without loss of generality that the underlying
inner product is the usual Euclidean inner product and we write x⊤y instead
of 〈x, y〉.
Part of the following proposition extends [20, Proposition 3.4] and [4,
Lemma 3.3] from the state spaces Rp+ and S
p
+ to general self-dual cones.
We adapt their proofs slightly by using the analyticity of t 7→ ψi(t, u) in a
neighborhood of 0 for u ∈ −E◦, which is a consequence of Theorem 6.1.
Proposition 6.4. Consider the situation of Theorem 6.1. Assume the
state space E is a self-dual cone and in addition assume E◦ ⊂ {x ∈ Rp :
Φ(x) > 0} and ∂E ⊂ {x ∈ Rp : Φ(x) = 0}, for some analytic function
Φ : Rp → R. Then for U = −E + iRp it holds that
1. ψ0(t, u) ≤ ψ0(t, v) and ψ(t, u)  ψ(t, v) for u  v with u, v ∈ ℜU ,
t ≥ 0;
2. ψ(t, u) ∈ ℜU◦ for all u ∈ ℜU◦, t ≥ 0;
3. t∞(u) =∞ for u ∈ U
◦ and ψ(t, u) ∈ U◦ for all u ∈ U◦, t ≥ 0;
Remark 6.5. Examples of such state spaces are Rp+, vech(S
p
+) (with
inner product 〈x, y〉 = tr (vech−1(x)vech−1(y))) and the Lorentz cone {x ∈
Rp : x1 ≥ (
∑p
i=2 x
2
i )
1/2}. The analytic function Φ(x) can be chosen to
be respectively Φ(x) =
∏p
i=1 xi, Φ(x) = det(vech
−1(x)) and Φ(x) = x21 −∑p
i=1 x
2
i .
Proof. If u  v with u, v ∈ ℜU , then u⊤x ≤ v⊤x for all x ∈ E. Hence
Ex exp(u
⊤Xt) ≤ Ex exp(v
⊤Xt), for all x ∈ E, t ≥ 0.
Since the affine transform formula is valid for u ∈ ℜU by Theorem 6.1, it
follows that
ψ0(t, u) + ψ(t, u)
⊤x ≤ ψ0(t, v) + ψ(t, v)
⊤x, for all x ∈ E, t ≥ 0.
Taking x = nx0 with x0 ∈ E\{0}, n ∈ N and letting n tend to infinity, we
obtain the first assertion.
We prove the second assertion from an argument by contradiction. Sup-
pose u0 ∈ ℜU
◦ and suppose
t := inf{s > 0 : ψ(s, u0) 6∈ ℜU
◦} <∞.
Then ψ(t, u0) ∈ ∂E, so ψ(t, u0)
⊤x0 = 0 for some x0 ∈ E. If u0  v, then
ψ(t, u0)  ψ(t, v) by the first assertion and since ψ(t, v) ∈ −E we have
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ψ(t, u0)
⊤x ≤ ψ(t, v)⊤x ≤ 0 for all x ∈ E. Hence ψ(t, v)⊤x0 = 0 and ψ(t, v) ∈
∂E. Thus we have
Φ(ψ(t, v)) = 0, for all v  u0.
It holds that {v ∈ ℜU◦ : v  u0} is a set of uniqueness. Moreover, u 7→
Ex exp(u
⊤Xt) is analytic on U
◦ for all x ∈ E, by Proposition 3.6 (iii). This
implies that u 7→ ψ(t, u) is analytic on ℜU◦. It follows that
Φ(ψ(t, u)) = 0, for all u ∈ ℜU.
In particular (take u = ψ(s, u0)) we have
Φ(ψ(t+ s, u0) = Φ(ψ(t, ψ(s, u0))) = 0, for all s > 0.
Let ε > 0 be such that ψ(s, u) ∈ ℜU◦ for −ε < s < ε. Then s 7→ ψ(s, u)
is analytic on (−ε, ε) in view of (3.3) and the analyticity of (3.4). Hence
s 7→ Φ(ψ(t+ s, u)) is analytic on (−ε, ε) and it follows that it is zero on this
interval, as it is zero on [0, ε). This contradicts ψ(s, u0) ∈ ℜU
◦ for s < t.
For the third assertion, let u ∈ U◦. Then
exp(ℜψ0(t, u) + ℜψ(t, u)
⊤x) = |Ex(exp(u
⊤Xt))|
≤ Ex(exp(ℜu
⊤Xt)
= exp(ψ0(t,ℜu) + ψ(t,ℜu)
⊤x),
for all x ∈ E, t < t∞(u). Take x0 ∈ E\{0} and x = nx0 for n ∈ N and let n
tend to infinity. Then the right-hand side of the above display tends to zero,
which implies ℜψ(t, u)⊤x < 0 for all x ∈ E\{0}, i.e. ψ(t, u) ∈ U◦. The proof
of t∞(u) =∞ goes along the same lines as the proof of Theorem 6.2.
Corollary 6.6. Consider the situation of Proposition 6.4. Write K
for the vector of signed measures Ki, i = 1, . . . , p, let Lu = {z ∈ E :
u⊤z 6= 2kpi, for all k ∈ Z} and assume K(Lu) ≻ 0 for all u ∈ R
p. Then
t∞(iu) =∞ for all u ∈ R
p, whence X is a regular affine process in the sense
of Definition 3.1.
Proof. For u = 0 there is nothing to prove. Let u ∈ Rp\{0} be arbi-
trary. It suffices to prove ψ˙(0, iu) ∈ U◦. Indeed, by continuity we then have
ψ˙(t, iu) ∈ U◦ for t > 0 small enough. Hence ψ(t, iu) = iu+
∫ t
0 ψ˙(s, iu)ds ∈ U
◦
for t > 0 small enough. The result then follows from Proposition 6.4.
We first show that c(x) − A0 is positive semi-definite and K(dz)⊤x is a
positive measure, for all x ∈ E. Since E is a cone we have nx ∈ E, for all
n ∈ N, x ∈ E. We can write
c(nx) = A0 + n(c(x)−A0), K(nx,dz) = K0(dz) + nK(dz)⊤x.
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Since c(x) is positive semi-definite and K(x,dz) is a positive measure for all
x ∈ E, we have the same properties for c(x)−A0 respectively K(dz)⊤x, in
view of the above display.
Next we note that
∫
(cos(u⊤z)− 1)K(dz) ≺ 0. Indeed, by the assumption
K(Lu) ≻ 0 and the fact that f(z) := cos(u
⊤z)− 1 < 0 for z ∈ Lu we have∫
f(z)K(dz)⊤x =
∫
E\Lu
f(z)K(dz)⊤x+
∫
Lu
f(z)K(dz)⊤x < 0,
for x ∈ E\{0}.
Now let x ∈ E\{0} be arbitrary. Then the previous together with (3.4)
yields
ℜψ˙(0, iu)⊤x = −12u
⊤(c(x) −A0)u+
∫
(cos(u⊤z)− 1)K(dz)⊤x < 0,
whence ℜψ˙(0, iu)⊤ ≺ 0, as we needed to show.
APPENDIX A
Proof of Remark 2.2 part 2. Let fk be a sequence in C
∞
c with 0 ≤
fk ≤ 1 and fk = 1 on the ball with center 0 and radius k. We define
C = {f ∈ C∞c (E) : f(x) = cos(u
⊤x)fk(x) or
f(x) = sin(u⊤x)fk(x), for some u ∈ Q, k ∈ N}.
Then P is a solution of the martingale problem for A on Ω if and only if
f(Xt)− f(X0)−
∫ t
0
Af(Xs)ds
is an ((FXt ),P)-martingale for all f ∈ C. Indeed, suppose the latter holds,
then following the proof of [3, Proposition 3.2] we deduce that
f(Xt)− f(X0)−
∫ t
0
∇f(Xs)b(Xs) +
1
2tr (∇
2f(Xs)c(Xs))
+
∫
(f(Xs + z)− f(Xs)−∇f(Xs)z)K(Xs,dz)ds
(A.1)
is an ((FXt+),P)-local martingale for f(x) = e
iu⊤x, for all u ∈ Qp, whence for
all u ∈ Rp by dominated convergence. [16, Theorem II.2.42] yields that P is
a solution of the martingale problem for A on Ω.
Applying [11, Theorem 4.4.6] to the operator A|C gives that x 7→ Px(B)
is measurable for all Borel sets B, i.e. (Px)x∈E is a transition kernel. We
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note that although we don’t have well-posedness for all initial values in the
sense of [11, Theorem 4.4.6], the assertion in that theorem still holds under
the weaker assumption of well-posedness for degenerate initial distributions.
This is a consequence of the fact that the set {P ∈ P(E) : P is degenerate}
is measurable with respect to the Borel σ-algebra induced by the Prohorov
metric (in fact, it is even a closed set).
Following the last part of the proof of [17, Theorem 21.10] we see that
Pλ :=
∫
Pxλ(dx) is the unique solution for (A, λ). The strong Markov prop-
erty is a consequence of [11, Theorem 4.4.2(c)].
Lemma A.1. Let A and A˜ be given by (2.3) and (2.8) and assume (2.1),
(2.2), (2.6) and (2.7). Then for all f ∈ C∞c (E) it holds that Af ∈ B(E)
and A˜f ∈ C0(E).
Proof. Take f ∈ C∞c (E) with f(x) = 0 for |x| > M , some M > 0. Then
for |x| > M + 1 it holds that
|Af(x)| = |
∫
f(x+ z)K(x,dz)|
≤ ‖f‖∞
∫
{|z|≥|x|−M}
|z|q/(|x| −M)qK(x,dz)
≤ ‖f‖∞C(1 + |x|)
q/(|x| −M)q,
which is bounded for x ≥ M + 1. Hence Af ∈ B(E) and likewise one can
show that A˜f(x)→ 0 if |x| → ∞. It remains to show that A˜f is continuous.
Write g(x) = f(x+ z)− f(x)−∇f(x)z and∫
g(x)K˜(x,dz)−
∫
g(y)K˜(y,dz) =
∫
(g(x) − g(y))K˜(x,dz)
+
∫
g(y)(K˜(x,dz)− K˜(y,dz)).
The integrand of the first term on the right-hand side equals (where fijk is
short-hand notation for ∂i∂j∂kf)∑
i,j,k
∫ 1
0
∫ 1
0
∫ 1
0
fijk((1− u)y + ux+ stz)(xi − yi)stzjzk duds dt 1{|z|≤1}
+
∑
i,j
∫ 1
0
∫ 1
0
(fij((1 − t)y + tx+ sz)
− fij((1− t)y + tx))(xi − yi)stzj ds dt 1{|z|>1},
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whence its integral tends to zero for x → y since
∫
(|z|2 ∧ |z|)K˜(·,dz) is
bounded on compacta. The integrand in the second term on the right-hand
side can be bounded by a constant times |z|2∧|z|, whence the integral tends
to zero by weak continuity of x 7→ (|z|2 ∧ |z|)K˜(x,dz). It now easily follows
that A˜f is continuous.
Lemma A.2. Let Ω = DE [0,∞) and suppose X is a special jump-
diffusion on (Ω,FX , (FXt+),P) with decomposition (2.5) and differential char-
acteristics (b(X)1[0,τ ], c(X)1[0,τ ],K(X,dz)1[0,τ ]) for some (F
X
t+)-stopping time
τ . Assume E|X0|
2 <∞ and
|b(x)|2 + |c(x)|+
∫
|z|2K(x,dz) ≤ C(1 + |x|2), for some C > 0, all x ∈ E.
(A.2)
Then for all T ≥ 0 it holds that
E sup
t≤T
|Xt|
2 ≤ (4E|X0|
2 + C(T ))eC(T )T ,
with C(T ) a constant depending on C and T . In addition, Xc and z ∗ (µX −
νX) are proper martingales.
Proof. Define stopping times Tn = inf{t ≥ 0 : |Xt| ≥ n or |Xt−| ≥ n}.
It holds that
〈Xc〉Tnt =
∫ t∧Tn
0
c(Xs)1[0,τ ](s)ds
and
〈z ∗ (µX − νX)〉Tnt =
∫ t∧Tn
0
∫
|z|2K(Xs,dz)1[0,τ ](s)ds
have finite expectation, as they are bounded. This yields that both (Xc)Tn
and z ∗ (µX − νX)Tn are martingales, by [16, Proposition I.4.50]. For t ≥ 0
write ‖X‖t = sups≤t |Xs| and let T > 0 be fixed. Then it holds that
1
4‖X
τn‖2T ≤ |X0|
2 + sup
t≤T
∣∣∣∣∫ t
0
b(Xs)1[0,τ∧Tn](s)ds
∣∣∣∣2 + sup
t≤T
|Xct∧Tn |
2
+ sup
t≤T
∣∣z 1[0,Tn] ∗ (µX − νX)t∣∣2 .
Cauchy-Schwarz gives
sup
t≤T
∣∣∣∣∫ t
0
b(Xs)1[0,τ∧Tn](s)ds
∣∣∣∣2 ≤ T ∫ T
0
|b(Xs)|
21[0,τ∧Tn](s)ds
≤ CT
∫ T
0
(1 + ‖XTn‖2s)ds.
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Doob’s inequality gives
E sup
t≤T
|Xct∧Tn |
2 ≤ 4E(XcT∧Tn)
2 ≤ 4E
∫ T
0
c(Xs)1[0,τ∧Tn]ds
≤ 4C
∫ T
0
(1 + E‖XTn‖2s)ds
and
E sup
t≤T
∣∣z 1[0,Tn] ∗ (µX − νX)t∣∣2 ≤ 4E ∫ T∧τ∧Tn
0
∫
|z|2νX(ds,dz)
≤ 4C
∫ T
0
(1 + E‖XTn‖2s)ds,
It follows that for t ≤ T we have
E‖XTn‖2t ≤ 4|X0|
2 + C ′(T )(1 +
∫ t
0
E‖XTn‖2sds),
with C ′(T ) a constant depending on C and T . Since
E‖XTn‖2T ≤ E|X0|
2 + n2 + E|∆XT∧Tn |
2
≤ E|X0|
2 + n2 + E
∫ T∧Tn
0
∫
|z|2µX(dt,dz)
= E|X0|
2 + n2 + E
∫ T∧Tn
0
∫
|z|2νX(dt,dz)
≤ E|X0|
2 + n2 + CE
∫ T∧Tn
0
(1 + |Xs|
2)ds <∞,
Grownwall’s lemma yields
E‖XTn‖2T ≤ (4E|X0|
2 + C(T ))eC(T )T .
for some constant C(T ) depending on C and T . Let n → ∞, then the
left-hand side converges by the Monotone Convergence Theorem to E‖X‖2T ,
which is bounded by the right-hand side. This yields the first assertion of
the lemma. The second assertion is an immediate consequence in view of
[16, Proposition I.4.50], since
〈Xc〉t =
∫ t∧τ
0
c(Xs)ds and 〈z ∗ (µ
X − νX)〉t =
∫ t∧τ
0
∫
|z|2K(Xs,dz)ds
have finite expectation due to the growth-condition (A.2) and the derived
moment inequality for |Xt|
2.
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