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Abstract 
The aim of this paper is to present a simple analytic stategy for predicting, or 
engineering, two frequency locking phenomena for S1-equivariant ordinary differ-
ential equations. First we consider the forced frequency locking of a rotating wave 
solution of the unforced equation with a forcing of "rotating wave type", and we de-
scribe the creation of modulated wave solutions which is connected with this locking 
phenomenon. And second, we consider the forced frequency locking of a modulated 
wave solution with a forcing of "modulated wave type". Especially, we describe the 
sets of all control parameters and of all forcings such that frequency locking occures, 
the dynamic stability and the asymptotic behavior (for the forcing intensity tending 
to zero) of the locked solutions and the structural stability of all the phenomena. 
This paper is essentially founded on results from our previous work [41] concern-
ing abstract forced symmetry breaking. The equations considered in the present pa-
per are finite dimensional prototypes of certain infinite dimensional 
models describing the behavior of continuous wave operated or self-pulsating mul-
tisection DFB lasers under continuous or pulsating light injection, respectively. 
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1 Introduction 
In this paper we consider forced (or "induced") frequency locking for S1-equivariant or-
dinary differential equations of the type 
e(t) = t(e(t), -X) - 11(t). (1.1) 
In (1.1), f : Rm x Rn --+ Rm is a smooth parameter depending vector field, and we 
suppose S(ei'"t)f(e, -X) = f(S(ei'"t)e, -X) for all r E IR., e E Rm and-XE Rn, where Sis an 
S1-representation on the e-space. Thus, -X is an "internal, symmetry preserving" control 
parameter, and 77( t) is an "external" control parameter (varying in a certain function 
space) which breaks the symmetry and the autonomy of the equation. 
The aim of this work is to present a simple analytic strategy for predicting, or en-
gineering, forced frequency locking for (1.1) in two cases: First we describe frequency 
locking of a rotating wave solution of the unforced equation with a forcing of "rotating 
wave type", and second we consider frequency locking of a modulated wave solution of the 
unforced equation with a forcing of "modulated wave type". The strategy is an applica-
tion of our results on abstract forced symmetry breaking [41], which are founded, in their 
turn, on a Liapunov-Schmidt reduction, certain scaling techniques (Hadamard's lemma) 
and the Implicit Function Theorem and which are further developments of results of E. 
DANCER, J. K. HALE, P. TA.BOAS and A. VANDERBAUWHEDE. 
The paper is organized as follows. 
In Section 2 we briefly sum up some results on abstract forced symmetry breaking 
from our previous work [41]. 
In Section 3 we introduce notation and assumptions which will be used in the subse-
quent Sections 4 and 5. 
In Section 4 we suppose the unperturbed equation 
e ( t) = f ( e ( t), -Xo) (1.2) 
to have an orbitally stable rotating wave solution fo(t) = S(eiaot)x0 , and we describe 
the frequency locking of this solution to a forcing 77( t) = S( eiat)y with a :::::::: a 0 and 
y :::::::: 0. We show that for small forcings (i.e. for small llYll) near the rotating wave 
solution occures a modulated wave solution (which is stable in the sense of ( 4.6)), which 
has a modulation frequency near la - a 0 j, and the modulation oscillation max{ lle(t)ll': 
t E IR.} - min{ lle(t)ll : t E IR.} of which tends to zero for llYll tending to zero. If 
the forcing increases then the modulation oscillation increases, too, but the modulation 
frequency decreases. Moreover, at a certain value of the forcing intensity the modulation 
frequency vanishes, and the modulated wave solution generically changes "back" into a 
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finite, even number of rotating wave solutions, which are close to fixed phase shifts of 
the "initial" rotating wave solution fo(t) and which have exactly the same frequency as 
the forcing (saddle node bifurcations of rotating waves). We describe which of them 
are stable and which are unstable. In this sense, frequency locking of the rotating wave 
solution of the unperturbed equation (1.2) with a forcing TJ( t) == S( eia.t)y of "rotating wave 
type" occures. If the intensity of the forcing is increased further then again saddle node 
bifurcations of the rotating wave solutions (into a modulated wave solution) may occure 
or not. This depends on whether or not the locking cone is "lop-sided" (see Section 4). 
We describe this bifurcation scenario rigorously and uniformly for all control parameters 
..\ ~ Ao, a ~ ao and y == Ez with E E JR near zero and z E Rm near z0, where z0 is a 
"nondegenerate direction" in Rm (i.e. such that the corresponding reduced bifurcation 
equation has nondegenerate solutions). 
In Section 5 we suppose equation (1.2) to have an S1-orbitally stable (cf. Definition 
4.2) modulated wave solution fo(t) == S(eiaot)xa(t) with xa(t) == x0 (t+ ~;)for all t, and we 
describe the quasiperiodic frequency locking of this solution to a forcing TJ(t) == S( eiat)y(t) 
with y(t) == y(t + 2;) and y(t) ~ 0 for all t, a~ ao and /3 ~ {30 . 
The motivation for our investigations comes from problems in semiconductor laser 
modeling. At present, self-pulsations (i.e. periodic intensity change in the output power 
with frequencies of tenth of gigahertz, cf., e.g., [37, 44, 7, 54, 53, 6]) and frequency 
locking of self-pulsations to optically injected modulations (cf. [4, 20, 33, 45]) are topics 
of intensive experimental and theoretical research. The mathematical models are, as 
a rule, ordinary differential equations (rate equations for the carrier densities) which 
are nonlinearly coupled with boundary value problems for dissipative hyperbolic systems 
.of first order partial differential equations ("coupled mode equations" for the complex 
amplitudes of the electric field). Moreover, the models are equivariant with respect to an 
S1-representation on the state space ( ei"' E S1 works trivially on the carrier densities and 
by multiplication on the complex amplitudes). 
By means of the results of [41], the forced frequency locking behavior of these mod-
els can be described to a great extent by analogy with the description of the forced 
frequency locking behavior of S1-equivariant ordinary differential equations (which is pre-
sented here). The frequencies a and a 0 (resp. /3 and /30 ) are the so-called optical or 
carrier frequencies (resp. the power frequencies) of the external light signal and the 
self-pulsation, respectively, and the internal, symmetry preserving control parameter ..\ 
describes the internal laser parameter (laser currents, geometric and material parameters, 
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facet reflectivities), for details see (38]. 
2 Forced Symmetry Breaking for Abstract Tn-Equi-
variant Equations 
In this section we briefly sum up some results on abstract forced symmetry breaking 
from our previous work [41] which will be used in the subsequent Sections 4 and 5. For 
related work see the results of J. K. HALE and P. TA.BOAS (28, 30, 31, 47], (29, Section 
17], [14, Chapter 11.4], A. VANDERBAUWHEDE [48, 50], (49, Chapter 8], E. DANCER 
[16, 17, 18, 19] and D. CHILLINGWORTH, J. MARSDEN and Y. H. WAN (12, 52, 10, 11]. 
Let X and X be Banach spaces and A and Y normed vector spaces such that X and 
Y are continuously embedded into X. Further, let F : X x A --+ X be a Ok-map (with 
k ~ 2) and x 0 E X and .A0 E A points such that 
F( xo, .Ao) = 0, 
8xF(x0 , .:\0 ) is a Fredholm operator from X into X, 
X = ker8xF(xo, .Ao) E9 im8xF(xo, .Ao). 
(2.1) 
(2.2) 
(2.3) 
Further, let Ai and A2 be closed subspaces of A such that A = Ai E9 A2 and that 
(2.4) 
By Aoj E Aj (j = 1, 2) we denote the components of Ao with respect to this decomposition . 
of A, i.e. Ao = Aoi + Ao2· 
Finally, let Tn = S1 x ... x si ( n times) be the n-dimensional torus group and 
T: Tn--+ .C(X) a representation of Tn on X such that for all, E Tn we have 
T(r)X r; x, T(r)Y r; Y, 
F(T(r)x, .A)= T(r)F(x, .A) for all x EX and .A EA. 
We suppose that 
(2.5) 
(2.6) 
r E Tn r---+ (T(r )x, T(r )x) EX x Xis continuous for all x EX and x EX, (2. 7) 
(r, y) E Tn X Yr---+ T(r)y EX is Gk-smooth. (2.8) 
For x EX we denote by O(x) := {T(r)x: r E Tn} and by r(x) := {7 E Tn: T(r)x = x} 
the group orbit and the isotropy subgroup of x with respect to T, respectively. We suppose 
dimker8xF(x0 , .A0 ) = n, dimr(xo) = 0. (2.9) 
4 
The following results concerning the abstract forced symmetry breaking problem 
F(x, A)= y, x ~ O(x0 ), A~ Ao, y ~ 0 (2.10) 
are proved in [41]. 
The first theorem describes the solution behavior of the "unperturbed" equation, i.e. 
of (2.10) with vanishing "external, symmetry breaking control parameter" y: 
Theorem 2.1 There exist neighbourhoods V ~ X of O(x0 ) and Wj ~Ai of Aoj and 
Ck-maps Xo : W1 --+ Xo and j2 : W1 --+ A2 with xo(Ao1) = Xo and j2(Ao1) = Ao2 such 
that it holds F(x, A1 + A2) = 0 with x E V and Aj E Wj if and only if A2 = j 2(A1) and 
x = S(!)xo(A1) for some r E Tn. 
Using a more geometrical language, Theorem 2.1 can be formulated as follows: 
The "unperturbed" problem F(x, A)= 0, x ~ O(xo), A~ Ao is solvable if and only if 
the "internal, symmetry preserving control parameter" A belongs to the Ck-submanifold 
M := {A1 + j 2(A1) : A1 ~ A01} (which does not depend on the choises of the subspaces 
A1 and A2). M has codimension n in A, and its tangential space in the point Ao is 
(2.11) 
Let us denote S := {(A2,y) E A2 x Y: !l>.211 2 + llYll2 = 1} (here the symbol 11·11 is 
used for the norms in A and Y, respectively) and, for Ea > 0, f or(µ0 , z0 ) E S and for 
neighbourhoods W ~ A1 x S of (Ao1, µo, zo), 
K( Eo, µo, zo, W) := 
:= {(A1 + j2(A1) + Eµ, ez) EA x Y: 0 < lei <Ea, (A1, µ, z) E W}. (2.12) 
Because of the applications in Sections 4 and 5 we call the sets (2.12) locking cones. 
Further, for j = 1, ... , n denote 
d [ it ] Vj := -d T(l, ... , 1, e , 1, ... , l)x0 ) • t t=O 
(2.13) 
In (2.13), the term eit stands at the j-th place in the argument of the. representation 
T. Then { v1 , ... , vn} is a basis in ker 8xF ( x0 , Ao), and there exists a basis { v;, ... , v~} 
in ker8xF(x0 ,A0 )* (the operator 8xF(xo,Ao)* E .C(X*,X*) is the adjoint operator to 
8xF(xo, Ao)) such that 
(2.14) 
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Here ( ·, ·) : X x X* -+ JR is the dual pairing, and bij is the Kronecker symbol. Finally, 
for j = 1, ... , n, (t1, ... , tn) E Rn and (µ, z) ES we set 
(2.15) 
and by 
( 1 n ) 8(H1, ... , Hn) ( 1 n ) J t , ... , t , µ, Z := B( 1 n) t , ... , t , µ, Z t ' ... , t 
we denote the corresponding functional matrix. The system of equations Hj ( t 1 , ... , tn, µ, z) = 
0, j = 1, ... , n, is the so-called reduced bifurcation equation for problem (2.10). 
The following theorem describes the bifurcation from the solution orbit 0( x 0 ) of 
solutions x to (2.10) as the control parameters A and y move away from Ao and zero, 
respectively, their dynamic stability and their asymptotic behavior for y tending to zero. 
Theorem 2.2 Suppose HAt6, ... , t0, µ0 , z0 ) = 0 for j = 1, ... , n} and let the determi-
nant of :J(t6, ... , t0, µ0 , z0 ) be nonzero. 
Then there exist Eo >OJ neighbourhoods V ~ X ofT(eit6, ... ,eitO')x0 , W ~ A1 x S 
of(Ao1,µo,zo)} a Qk-1-map i: W-+ r withi(Ao1,µo,zo) = (eii6, ... ,eit0') and a Gk-map 
x : K( Eo, µ0 , z0 , W) -+ X such that the following is true: 
(i) It holds F(x,A) = y with x E V and (..\,y) E K(E0 ,µ0 ,zo, W) if and only if 
x=x(..\,y). 
(ii) Let (Ai,µ, z) E w be fixed. Then x(A1 +~2(A1)+Eµ, €Z) tends to S(i(A1, µ, z))xo(A1) 
for€-+ 0. 
(iii) If sup{Re e : e E spec BxF(xo, Ao), e =/= O} and max spec :J(t6, ... , t0, µo, zo) are 
negative then} for all ( ..\, y) E K( Eo, µo, Zo, W)} the solution x = x( ..\, y) is linearly stable} 
i.e. sup{Re e: e E spec BxF(x(A, y), A)} is negati.ve} too. If max spec :J(t6, ... , t0, µo, zo) is 
positive then} for all (A,y) E K(Eo,µo,zo, W)} the solution x = x(..\,y) is linearly unstable} 
i.e. sup{Ree: e E spec BxF(x(..\,y), A)} is positive} too. 
Theorem 2.2 implies a criterion for a given subspace A* of the space A of all internal, 
symmetry preserving control parameters to have the following property: For each in a 
certain sense nondegenerate external, symmetry breaking control parameter y near zero, 
it is possible to adjust A near Ao, by variing the components in A* only, such that (2.10) 
gets solvable. More precise, it holds 
Corollary 2.3 Let A* be a closed subspace in A such that the linear map 
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is surjective. Then, for each y E Y near zero such that the matrix 
[a ( ( -itl -itn * ] n ti T e , ... , e )y, v1 ) j,l=l 
is nonsingular in at least one point (t1, ... , tn) = (t6, ... , t~) E Rn, there exist A* EA* near 
zero and x E X near O(xo) such that F(x, Ao+ A*) = y and that 8xF(x, Ao+ A*) is an 
isomorphism from X onto X. 
Again, using a more geometrical language, Corollary 2.3 can be formulated as follows: 
Let A* be a closed subspace in A which is transversal to the subspace (2.11). Then, 
for each y E Y near zero such that TyO(y) is transversal to im 8xF( x 0 , Ao) in X for at 
least one fJ E O(y), there exist a A* E A* near zero and a regular solution x E X near 
O(x0 ) to F(x, Ao+ A*)= y. 
Theorem 2.2 describes solution families of the problem (2.10) which are smoothly 
parametrized by the control parameter (A, y) belonging to the open subset K( co, µ0 , z0 , W) 
of A x Y. But Theorem 2.2 does not state any assertion about the questions whether 
or not these families have a smooth continuation outside of K( co, µ0 , z0 , W) (with the 
exception of the assertion of the impossibility of continuous continuation into the points 
(\ y) = (A1 + ~2 (Ai), 0), cf. [41, Remark 5.5]), whether or not there exists a maximal 
domain of definition of such a continuation and how behaves the solution x if (A, y) tends 
to the boundary of such a maximal domain of continuation. 
In order to answer these questions in the case n == 1, we use the notation (similar to 
(2.13) and (2.14)) 
d [ it ] v :== -d T(e )x0 , t t=O 
v* EX* : 8xF(xo, Ao)*v* = 0, (v, v*) = 1. 
Further, (2.4) implies that in this case there exists a A* E A2 such that 
and we denote for z E Y 
µ+(z) .- max { (T( eit)z, v*) : t ER} 
µ_(z) .- min {(T(eit)z,v*): t ER}. 
(2.16) 
(2.17) 
(2.18) 
Theorem 2.4 Let z0 E Y be such that the function t E R 1-7 ( T( e-it)z0 , v*) E R has 
exactly two critical points in [O, 27f) and that booth these critical points are nondegenerate. 
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Then there exist Ea > 0, neighbourhoods V ~ X of O(xa), W1 ~Ai of Aa1, W2 ~ JR 
of zero and W ~ Y of za and Ck- 1-maps v+ and v_ from (-Ea, Ea) x W1 x W into JR such 
that 
(2.19) 
uniformly for z E W, and that for all E E (-Ea, Ea), .A1 E W1, v E W2 and z E W the 
following holds: 
(i) For all v E (v_(E, .A1, z), v+(E, .A1, z)) there exist exactly two solutions x E V of 
the equation 
(2.20) 
one is linearly stable, the other is linearly unstable. These solutions depend Ck-smoothly 
on E, .A1, v and z, and for Iv - v+(E, .A1, z)I --+ 0 or Iv - v_(E, ..\1, z)I --+ 0 they coalesce 
(saddle node bifurcation). 
(ii) For v ~ (v_(E,A 1 ,z),v+(E,Ai,z)) there do not exist solutions x EV to (2.20). 
Remark 2.5 A similar to Theorem 2.4, but more complicated result holds if one 
assumes that the map t E JR r--+ ( T( e-it)za,,v*) E JR has exactly 2l (with l E N) critical 
points in [O, 27r) and that all these critical points are nondegenerate. 
In that case there exist Ea > 0, neighbourhoods V ~ X of O(xa), W1 ~ A1 of 
Aa1, W2 ~ JR of zero and w ~ y of Za and ck-1-maps Vj (for j = 1, ... , 2l) from 
(-Ea, Ea) x W1 x W into JR such that for IEI + llA1 - .A01 II --+ 0 
v1(E,A1,z) - E[max{(T(e-it)z,v*): r E JR}+ O(IEI + 11A1 -.A01ll)], 
v2i(E,..\1,z) E[min{(T(e-it)z,v*): r E JR}+ O(IEI + 11A1 - Aa1ll)] 
and Dj(E,.A1,z) < Vji(E,..\1 ,z) for j > j' and € > 0, and that the solution behavior of 
(2.20) with E ~ 0, .A1 ~ .A01 , v ~ 0 and z ~ za can be described in the following way: 
For v E (v2i(E,..\1,z),v1(E,..\1,z)) there exist at least two (but a finite number of) 
solutions x ~ O(xa) to (2.20). If the control parameter (E,..\1,v,z) intersects one of 
the hypersurfaces v = Vj(E,..\1,z), then the number of solutions x ~ O(xa) changes 
generically by two (saddle node bifurcations). If ( E, .A1, v, z) does not belong to one of 
these hypersurfaces, then the number of solutions x ~ 0( xa) is even, half of them are 
linearly stable, the other's are linearly unstable (for related results see [30, Theorem 1.1], 
[49, Theorem 8.5.6] and [14, Theorem 11.5.l]). 
For v ~ (v_(E,.A1,z),v+(E,Ai,z)) there do not exist solutions x EV to (2.20). 
Remark 2.6 Let the assumptions of Theorem 2.4 be satisfied with X = X =Rm, 
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and consider the ordinary differential equation 
x==F(x,>.)-y. (2.21) 
Then the group orbit 0( xo) is an attracting normally hyperbolic invariant manifold for 
(2.21) (cf. e.g., [35]). Hence, for)..~ Ao and y ~ 0 there exists an attracting normally 
hyperbolic invariant manifold M()..,y) for (2.21) near O(x0 ) (cf., e.g., [43, 55]). The 
manifold M().., y) is diffeomorphic to O(x0 ) and, hence, to 8 1 . All solutions x(t) of (2.21), 
which stay near O(xo) for all times, move on M()..,y). 
Let us consider the dynamics of (2.21) with)..== A1 + ~2 (>. 1 ) +€A*, y == f.Z, (for small 
€ > 0) in more detail. 
If LIE (L1-(€,A1,z),L1+(€,A1,z)), then the two stationary solutions to (2.21), described 
by Theorem 2.4, lie on M().., y). Hence, they are connected by two heteroclinic orbits. 
One of these stationary solutions is asymptotically stable, the other is unstable. For 
11 i Ll_(€,A1,z) or LI t L1+(€,A1,z) they coalesce in a nonhyperbolic stationary solution to 
(2.21) (a saddle node), one of the heteroclinic orbits disappears, and the other changes 
into a homoclinic orbit from the saddle node. 
If LI ¢:. (LI_ ( €, A1 , z), LI+ ( €, A1 , z)), then there do not exist stationary solutions to (2.21) 
on M(>.,y). Hence, M()..,y) is an attracting periodic orbit. For LI t Ll_(>.1 ,€,z) or LI i 
LI+ ( >. 1 , €, z) this periodic orbit changes into the homoclinic orbit from the saddle node. 
Especially, its period tends to infinity. 
The codimension one bifurcation which occures for LI == LI± ( >.1, €, z) is well described. 
In [2, Chapter 21] it is called "blue loop" and in [3, Chapter 33] "birth of a cycle from a 
homoclinic orbit of a saddle node" (see also [14, Chapter 10.4]). 
Now, consider the case of vanishing symmetry breaking parameter, i.e. the 8 1-
equivariant differential equation 
x == F(x, >.). (2.22) 
Because of Theorem 2.1, for).. EM we have M()..,O) == O(x0 (>.)), i.e. the invariant 
manifold M().., 0) for (2.22) consists of stationary solutions only. 
For ).. ¢:. M, M().., 0) is an attracting periodic orbit for (2.22) and simultaneously a 
group orbit. Hence, it is the orbit of a rotating wave solution of the type 
(2.23) 
For ).. on opposite sides of the hypersurface M, the frequency a()..) of the rotating wave 
(2.23) has opposite signs, i.e. the solution (2.23) rotates in opposite directions. Moreover, 
it holds 
a(>.) == 0( dist(\ M)) for dist(\ M) --+ 0, 
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i.e. the period of the rotating wave solution (2.23) tends to infinity if the distance of the 
control parameter.:\ to M tends to zero ("freezing phenomenon", cf., e.g., [21]). 
3 Notation and Assumptions 
Throughout in in the following k ~ 2, m ~ 2 and n are natural numbers, ( ·, ·) is the 
Euclidean scalar product in Rm, Mm is the space of all real m x m -matrices, and S : 
R -t Mm is a Ck-map such that S(O) =I, S(r + 5) = S(r)S(5), S(r + 27r) = S(r) and 
(S(r)e, S(r)TJ) = (e, TJ) for all{, 5 E Rand e, T/ E Rm. Further, f : Rm x Rn -t Rm is a 
Ck-map, and we assume 
In other words, ei-y E S1 r-+ S(r) E Mm is a Ck-smooth unitary S1-representation on Rm, 
and the vector field f ( ·, .:\) is equivariant with respect to this representation. Further, we 
set 
d 
So:= dr[S(r)]-y=O· (3.1) 
Then, obviously, it holds 
SJ= -So, (3.2) 
where SJ is the transposed to S0 matrix. 
The symbol 11 · 11 will be used for the Euclidean norms in Rm and Rn, respectively. 
By C27r resp. C~'lr (for l E N) we denote the Banach spaces of all 27r-periodic maps 
x : R -+ Rm that are continuous resp. oz-smooth, equipped with the usual norms 
max{llx(t)ll : t ER} resp. 
11 x 11 z : = max { 11 x (j) ( t) 11 : t E R, j = 0, 1, ... , l} 
(here xU) is the j-th derivative of the map x ). 
4 Forced Frequency Locking of Rotating Wave Solu-
tions 
In this section we consider the differential equation 
e(t) = f(e(t), .:\) - S( at)y. ( 4.1) 
In' (4.1), y E Rm is small, a is real, and we regard (4.1) as an autonomous parameter 
depending S1-equivariant differential equation with a small perturbation S(at)y, which 
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breaks the autonomy and the equivariance and which is of a quite special :;-periodic 
type. 
Let us introduce new "rotating" variables 
x ( t) : == s ( - at) e ( t). (4.2) 
Then we get (4.1) in the equivalent form (cf. (3.1) and (3.2)) 
x(t) == f(x(t), .A) - aSax(t) -y. (4.3) 
Thus, ( 4.2) transforms ( 4.1) into an autonomous S1-equivariant differential equation with 
a small time-independent, but symmetry breaking perturbation y. 
The ai!Il of this section is to apply the results of Section 2 to equation ( 4.3) and, after 
that, to translate the results via (4.2) into results for (4.1). 
Stationary solutions x E Rm to ( 4.3) correspond to periodic solutions 
e ( t) == s (at) x ( 4.4) 
to ( 4.1 ). Periodic solutions of the special type ( 4.4) (i.e. which move along group orbits) 
are usually called rotating waves (cf:, e.g., [39, 42, 13]) or relative equilibria ([22, 34]), 
if the equation is autonomous and equivariant. For non-autonomous, non-equivariant 
equations like ( 4.1) this notation is somewhat unusual. Nevertheless we will use it also 
for such equations in order to indicate that ( 4.4) is a periodic solution of a special type. 
Periodic solutions x(t) E Rm to (4.3) with frequency /3 > 0 correspond via (4.2) to 
quasiperiodic solutions 
2?T e ( t) = s (at) x ( t)' x ( t + 73) == x (t) (4.5) 
to (4.1). Following RAND [39] we call solutions of the type (4.5) modulated wave solutions 
with modulation frequency /3. 
Remark 4.1 As long as y -f 0 we regard the parameter a in (4.1) and (4.3) as a 
given external control parameter. 
On the other hand, if one asks for solutions of the type ( 4.5) to ( 4.1) with y = 0, 
then one has to regard a and /3 as an internal state parameters which depend on A, in 
general. Moreover, if e(t) is of type (4.5), then neither a nor x(t) are uniquely determined 
by e(t), in general (cf. [39] and Remark 5.1 below). But, if e(t) is not a rotating wave, 
then the modulation frequency /3 is uniquely determined by e( t) (by the claim that 2; is 
the infimum of alls> 0 such that e(s) belongs to the group orbit of e(o)). 
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There is an evident correspondence between stability properties of corresponding so-
lutions to (4.1) and (4.3): 
A stationary solution x E Rn to ( 4.3) is asymptotically stable (in the usual sense, 
cf. [27, Definition 4.1]) i:ff the corresponding rotating wave solution (4.4) to (4.1) is 
asymptotically stable. 
. A periodic solution x(t) to (4.3) is asymptotically orbitally stable with asymptotic 
phase (in the sense of [27, Definition 4.2]) i:ff the corresponding modulated wave solution 
( 4.5) to ( 4.1) satisfies the following condition: 
For all€> 0 there exits a 6 > 0 such that for all solutions ry(t) to (4.1) 
with l!TJ(t) - e(t)JI ~ 6 we have that inf{IJTJ(t) - S(a(t - s))e(t)ll : 
s E R} < € for all t ~ 0 and that there exits a t0 E R such that 
llTJ( t) - S( ato)e( t - to) II -+ O for t -+ oo. 
(4.6) 
Of course, a non-stationary periodic solution x( t) to ( 4.3) cannot be asymptotically stable 
because ( 4.3) is an autonomous equation. Analogously, the corresponding modulated 
wave solution ( 4.5) to ( 4.1) cannot be asymptotically stabl~ (if it is not a rotationg wave), 
because if e(t) is a solution to (4.1), then for all t0 E R S(at0 )e(t - t0 ) is a solution to 
(4.1), too. 
If y == 0, then equation ( 4.1) is S1-equivariant, and, hence, its solutions cannot be 
asymptotically stable, in general. In that case the following notation, which is due to 
RENARDY [42], is useful. We will formulate this property in terms of equation ( 4.1) (with 
fixed .A), but we will use it for equation (4.3) as well. 
Definition 4.2 A solution e(t) to (4.1), which is defined for all t E R, is called 
asymptotically S1-orbitally stable with asymptotic phase if for each € > 0 there exists a 
6 > 0 such that for all solutions ry( t) to ( 4.1) with inf { llTJ(O)-S( ')' )e( s) II : ')', s E R} < 6 we 
have that ry(t) is defined for all t ER, that inf{Jjry(t)-S(r)e(s)IJ : ')', s ER}< E for all t ~ 
0 and that there exist real ')'o and t0 such that IJTJ(t) - S(ro)e(t + to)IJ -+ 0 fort-+ oo. 
Remark 4.3 For stationary solutions Definition 4.2 coincides with the notation 
introduced in [24, Section VIII.4], cf. also [41, Remark 6.2). 
For rotating wave solutions the time orbit is equal to the group orbit. Therefore, 
the orbital stability which relates to the time orbit [27, Definition 4.2] coincides for such 
solutions with Definition 4.2, i.e. with the orbital stability which relates to the group 
orbit. 
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In this section Xo E Rm, Ao E Rn and a0 > 0 are fixed such that 
fo(t) := S(aot)xo, (4.7) 
is a non-stationary rotating wave solution to equation ( 4.1) with A = Ao and a = a0 • 
Obviously, this is equivalent to 
(II) aoSoxo = f(xo, Ao), Soxo # 0. 
From (I) and (II) follows that Soxo is an eigenvector to the eigenvalue zero of the 
matrix Bxf ( xo, Ao) - aoSo. We suppose the following condition to be satisfied: 
(III) 
Zero is a simple eigenvalue of Bxf ( xo, .Ao) - a0 S0 , and the imaginary parts of 
all other eigenvalues are negative. 
Assumption (III) yields that the stationary solution x0 to equation ( 4.3) with A = Ao 
and y = 0 is asymptotically S1-orbitally stable with asymptotic phase (cf. [41, Remark 
6.2]) and, hence, that the rotating wave solution fo(t) (cf. (4.7)) to (4.1) with,\ = Ao 
and y = 0 is asymptotically S1-orbitally stable with asymptotic phase, too. Hence, 
the purpose of this section is to describe the behavior of an asymptotically S 1-orbitally 
stable rotating wave solution of an autonomous S1-equivariant differential equation under 
a small perturbation of the "rotating wave type" S( at)y. 
rhis problem seems to be the essential qualitative part of the mathematical modeling 
of pulse generation by continuous light injection into a continuous wave operated laser 
(cf. [36, 46, 8, 5, 56]). In these applications S( at)y describes the external injected light 
(with frequency a and time-indepentent intensity llS(at)yll = llYll), the rotating wave 
solution ( 4. 7) is the "stationary" state of the laser without injection (with frequency a 0 
and time-independent intensity llS(aot)xoll = llxoll), and ;\ describes the internal laser 
parameters (laser currents, geometric and material parameters, facet reflectivities). 
For related results (where f(·, Ao) is linear, and f(·, A) is discontinuous in certain 
arguments) with applications in nonlinear rotordynamics see [51]. 
In the following we will apply the results of Section 2 to equation ( 4.3). Hence, we 
introduce an appropriate setting which satisfies the assumptions of Section 2. 
We set 
X = X = Y =Rm, A1 =Rn (the .A-space), A2 =JR (the a-space), 
F(x, .A, a)= J(x, A) - aSox. 
(4.8) 
Then, because of assumption (I), F( ·,A, a) is equivariant with respect to the S1-repre-
sentation S for all A and a, and assumptions (2.5), (2.7) and (2.8) are satisfied (with 
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S = T). Further, (2.1), (2.3) and (2.9) (with .A0 replaced by (.A0 , o:0 )) are satisfied be-
cause of assumption (II). Finally, (2.4) holds because Oa.F(x0 , .A0 , o:0 ) = -S0 x0 spans 
ker OxF( xo, Ao, ao). The vector Soxo plays the role of the vector v in (2.16), and v* E Rm 
is defined by 
[ Oxf ( Xo, .Aof + aoSo]v* = 0, (Soxo, v*) = 1. (4.9) 
(cf. (2.16) and (3.2)). 
Now we apply Theorem 2.1 in order to describe the solution behavior of the unper-
turbed equation (i.e. of equation ( 4.1) with y = 0) near the given rotating wave solution 
( 4.7). 
Theorem 4.4 Suppose (I)-(III). Then there exist a neighbourhood W C Rn of .,\0 
and Ck-maps u: W-+ Rm and a: W-+ R with u(.A0 ) = 0, a(.Ao) = o:0 and (u(.A), v*) = 0 
for all .A E W such that 
e(t) = S(a(.A)t)(xo + u(.A)) .( 4.10) 
is an asymptotically S1 -orbitally stable rotating wave solution with asymptotic phase to 
equation ( 4.1) with y = 0. 
Remark 4.5 In fact, Theorem 4.4 follows immediately from the classical result 
about autonomous perturbations of hyperbolic periodic orbits of autonomous differential 
equations (cf., e.g., [26, Theorem VI.4.1]). Indeed, the assumptions (I)-(III) provide that 
the solutio2 ( 4. 7) is hyperbolic. Therefore, the corresponding orbit persists as a hyperbolic 
periodic orbit and, hence, as a rotating wave solution for (4.1) with .A ~ .A0 and y = 0, 
and the period depends smoothly on .A. 
Let us introduce the set S of "directions" in the control parameter space Rx Rm, 
S := {(a,y) ER x Rm: io:i 2 + llYll 2 = 1}, 
and the locking cones (for Eo > 0, (µ0 , z0 ) E S and neighbourhoods W C Rn x S of 
(.Ao, µo, zo), cf. (2.12)) 
The map H1 (cf. (2.15) ), which defines the reduced bifurcation equation, in the setting 
(4.8) has the following form (cf. (2.15) and (4.9)): 
H1(r, µ, z) = -µ - (S(-r)z, v*) for 1' ER and(µ, z) ES. ( 4.11) 
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Hence, Theorems 2.2 implies the following description of the bifurcation of rotating wave 
solutions to (4.1) (from certain phase shifts of the rotating wave solution (4.7)), their 
dynamic stability and their asymptotic behavior for y tending to zero: 
Theorem 4.6 Suppose (I) - (III)J and let /o E R and (µ0 , z0 ) E S be such that 
µo = -(S(-1o)zo, v*), and c := (SaS(-1o)zo, v*) f. 0. 
Then there exist an Ea > OJ a neighbourhood w c Rn x s of (Ao, µo, zo)J a ck-1-map 
i: W-+ R withi(.\o,µo,zo) = /o and a Ck-map x: K(Eo,µo,zo, W)-+ Rm such that the 
following holds: 
(i) For (A,a,y) E K(Eo,µo,zo, W) is e(t,A,a,y) := S(at)x(A,a,y) a rotating wave 
solution to ( 4.~). It is asymptotically stable {resp. unstable) if c < 0 {resp. c > O ). 
(ii) Let (A,µ, z) E w be fixed. Then x(A, a(A) + Eµ, Ez) -+ S(i(\ µ, z))(xo + u(A)) 
for f.-+ OJ and) hence) the rotating wave solution e(t, A, a+ Eµ, Ez) to (4.1) tends to the 
phase shift S(a(A)t + i(A,µ,z)(xo + u(A)) of the rotating wave solution (4.10) to (4.1) 
with y = 0. 
In order to apply Theorem 2.4 we define for z E Rm (cf. (2.18)) 
µ+(z) := max{(S('Y)z,v*): /ER}, 
µ_(z) := min{(S(!)z,v*): /ER}. 
( 4.12) 
The following theorem describes, on the one hand, the control parameters A ~ Ao and 
y ~ 0 such that exactly one phase shift of ( 4. 7) persists as a stable rotating wave solution 
to ( 4.1), and, on the other hand, the creation of a one parameter family of stable (in the 
sense of ( 4.6)) modulated wave solutions near the orbit of ( 4. 7): 
Theorem 4. 7 Suppose (I) - (III) J and let z0 E Rm be such that there exist ex-
actly two solutions /l and /2 of equation (S(! )zo, Sav*) = 0 in [O, 27r). Further) suppose 
(S('Yj )z0 , S~v*) f. 0 for j = 1, 2. 
Then there exist Ea >OJ neighbourhoods W1 C Rn of Ao, W2 CR of ao and WC Rm 
of Zo and ck-1-maps a+ and a_ from (-Ea, co) x W1 x w-+ R such that 
and that for all EE (0, Ea), A E W1 J a E W2 and z E W the following holds: 
(i) If a E (a_ ( E, A, z), a+ ( E, A, z)) then there exist two rotating wave solutions near 
O(xo) with frequency a to equation (4.1) with y = EZ. One is asymptotically stable) the 
other is unstable. They depend Ck-smoothly on A) a andy = e.z) and for la-a±(E, A, z)I-+ 
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0 they coalesce in a non-hyperbolic rotating wave solution {saddle node bifurcation of 
rotating waves). 
(ii) If a~ (a.-(E,\z),a.+(E,\z)) then there exists a family of modulated wave solu-
tions 
S (at) x ( t + cp, )., a, €, z) (4.14) 
near O(x0 ) to (4.1) with y == €Z. In (4.14), cp E JR is the family parameter, and 
x(t,)., a,€, z) E Rm depends Ck-smoothly on its arguments and is .Periodic with respect 
tot. All the solutions (4.14) satisfiy the stability property (4.6). For la- a.±(€,)., z)I--+ 0 
all the modulated wave solutions ( 4.14) tend to the non-hyperbolic rotating wave solution 
from (i), and the modulation frequency of (4.14) tends to infinity. Moreover, 
x(t,)., a,€, z)--+ S((&(.A) - a.)t)(xo + u(.A)) for€--+ 0. (4.15) 
Proof The proof is a straightforward application of the results of Remark 2.6 to 
equations (4.3) and (by translation via (4.2)) (4.1). Especially, because of (4.9) the role 
of .A* in (2.17) plays the number -1. 
Let us proceed the proof of ( 4.15), only. The function x( t,)., a, E, z) is a periodic 
solution to ( 4.3) with y == EZ, which tends for € --+ 0 to a rotating wave solution S(f3t)x* 
to ( 4.3) with € == 0. Hence, 
Therefore, Theorem 2.1 yields a+ /3 ==&(.A), x* == Xo + u(.A) (cf. Theorem 4.4). • 
Remark 4.8 Let us weaken the assumptions of Theorem 4. 7 supposing that ·the 
equation (S(r)z0 , S 0v*) == 0 has regular solutions '' only (and not, in addition, the the 
number of such solution is two). Then the assertions of Theorem 4. 7 have to be changed as 
it is described in Remark 2.5. Especially, assertion (ii) of Theorem 4. 7 remains almost un-
changed. The only possible (but nongeneric) modification is that, for la-a.±(€, .A, z)I--+ 0, 
the modulated wave solution ( 4.14) creates several non-hyperbolic rotating wave solutions. 
Now, let us apply Corollary 2.3 to equation (4.1). 
Remark that up to now we did not suppose any assumption concerning the .A-depen-
dence of the vector field f(-, .A). For example, up to here f(-, .A) could be .A-independent. 
Now, to the contrary, we suppose that the gradient in .A == .A0 of the function A r-t 
(f(x0 , .A), v*) is nonzero. 
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In applications, the parameters in the subspace A*, considered below, are distinguished 
by the property that it is much easier to vary them (by reasons of the technology of the 
real system which is modeled by equation ( 4.1)) then other internal, symmetry preserving 
parameters. Often one distinguishes "bifurcation parameters" (which are candidates for 
A*) from "system parameters". In laser modeling, for example, the parameters in A* 
are the laser currents which are much easier to vary then the other laser parameters (as 
geometric and material parameters or facet refiectivi ties). 
Corollary 4. 9 Suppose (I) - (III), and let A* ~ Rn be a subspace such that the map 
A* EA* r-+ (8A.f(x 0 ,Ao)A*,v*) ER is surjective. 
Then, for each a ~ ao and each small y E Rm such that the function 'Y E R r-+ 
(S(t)y, S 0v*) E R has regular zeros only, the following holds: The parameter A may be 
adjusted near Ao, by varying the components in A* only, such that equation (4.1) has 
asymptotically stable 2; -periodic rotating wave solutions {resp. modulated wave solutions, 
wich are stable in the sense of (4.6)) near the orbit {fo(t) E Rm: t ER} of the unperturbed 
rotating wave solution ( 4. 7). 
In applications (cf., (36, 46, 8, 5]), often one is interested in modulated wave solutions 
to ( 4.1) with high modulation frequency and with large "modulation oscillation", i.e. m 
solutions of the type ( 4.5) with large f3 and with large 
max{llx(t)ll : t ER}- min{llx(t)ll : t ER}. ( 4.16) 
Theorem 4.6 states that (in the described situation) the possibilities to come up to these 
demands are quite limited: 
Let, for example, µ+(zo) > 0 (cf. (4.12)). Further, let E = E+(a,A,z) be the solution 
of equation a= a+( E, A, z) with€~ 0, A~ Ao, a~ a(A) and z ~ Zo. Then (cf. ( 4.13)) 
e+(a,A,z) =a - ~\>.) + o([a - &(>.)[)for [a - &(A)[-+ 0. 
µ+ z 
Finally, let A ~ Ao, a ~ a(A), a > a(A) and z ~ Zo be fixed. Then for € ~ 0 the 
oscillation (4.16) for x(-,A,a,E,z) is small (because of (4.15)). If one tries to increase 
this oscillation by increasing E one has to pay for this by decreasing the frequency of 
x(·, A, a,€, z), because this frequency tends to zero for€-+ E+(a, A, z). 
In other words, if one tries to get modulated wave solutions near a given rotating 
wave solution of an S1-equivariant differential equation by forcing this equation by an 
(unmodulated) rotating wave, then one gets the following: 
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For small forcings (i.e. for 0 < € « E+ (a,>., z)) small modulation oscillations are 
created, but the modulation frequencies are large. The modulation frequency is near the 
difference between the frequency of the rotating wave solution of the unforced equation 
(which is a(>.), if S(r)Xo == Xo only for' E 27rZ) and the frequency of the forcing (which 
is a, if S(T )y == y only for I E 27rZ). 
On the other hand, for large forcings (i.e. for 0 « € < E+( a,>., z)) large modulation 
oscillations occure, but the modulation frequencies are small. If € tends to E+ (a,>., z) 
from below then the modulation frequency tends to zero, and the modulated wave solution 
changes "back" into two rotating wave solutions (if z0 satisfies the assumptions or Theorem 
4.6). These rotating wave solutions are close to fixed phase shifts of the "initial" rotating 
wave solution ( 4. 7) and have exactly the same frequency as the forcing. One of them is 
stable, the other is unstable. In this sense, frequency locking of the rotating wave solution 
e(t) == S(eio:ot)xo of the unperturbed equation e == J(e, >.0 ) with a forcing 71(t) == S(eio:t)y 
of "rotating wave type" occures. 
If € is increased further (i.e. € > E+ (a,>., z)) then the following takes place: 
In the case of µ_ ( z) < 0 the locked rotating wave solutions change quantitatively, 
only. No modulated wave solutions occure. 
But in the case of µ_(z) > 0 there exists a positive solution€== c(a, >., z) of equation 
a== a_(€,>., z) with€~ 0,). ~Ao, a~ a(>.), a> a(>.) and z ~ Zo. It holds 
c( a,.>., z) = a - ~(~) + o(la - &(>.)I) for la - &(>.)! --+ 0 
µ_ z 
and, hence, c (a, >., z) > E+ (a, >., z) for a > a().). In this case the locking cone 
{(a,€): a> a(>.), E+(a,)., z) <€<€_(a, A, z)}, A and Z fixed, 
is lop-sided, i.e. it does not contain the axis a== a(>.). If€ tends to c(a, >., z) from below 
then the two rotating wave solutions coalesce and disappear (saddle node bifurcation of 
rotating waves), and, again, a stable (in the sense of ( 4.6)) modulated wave solution 
occures. If € tends to c (a, >., z) from above then the modulation frequency of the new 
modulated wave solution tends to zero. Hence, if one wants to get a large modulation 
frequency and a large modulation oscillation, one has further to increse € (as long as the 
local description of the solution behavior, given by Theorem 4.6, is valid). 
The bifurcation scenarios in the case µ+(zo) > 0, a < a(>.) and in .the cases with 
µ+(zo) < 0 may be described analogously. 
Remark 4.10 From standard results on finite dimensional representations of com-
pact Lie groups follows that the function I E JR. -+ (S(T )z, v*) E JR. is a trigonometrical 
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polynom of finite order. Hence, the sums in [41, equations (7.17)-(7.20)] have a finite num-
ber of summands, only, and the corresponding criteria [41, Lemmata 7.4 and 7.5] for zo 
to satisfy the assumptions of Theorem 4.6 and for µ to belong the interval (µ-( z), µ+ ( z)) 
(cf. ( 4.12)) are quite simple. 
Remark 4.11 It is well known that a small :;-periodic forcing can generate the 
bifurcation of 2:q-periodic solutions (the q-subharmonic solutions with q E N) from a 
hyperbolic 2;-periodic solution of an autonomous ordinary differential equation (cf. e.g., 
(14, Section 11.2], (25, Section 4.6], (15, Chapter 7] and [9]). The forcings which generate 
such bifurcations may be determined by the methods of Section 2 (by scaling the time 
to rule tnew == a.told and, after that, working in spaces of 27rq-periodic vector functions 
instead of using "rotating" variables (4.2) and working in Rm, cf. (4.8) and (5.9)). The 
corresponding reduced bifurcation equation is of the type of equation (2. 7) of [14, Chapter 
11]. 
Especially, if the unperturbed equation is S1-equivariant, then the hyperbolic 271" -
a. 
periodic solution of the unperturbed equation is a rotating wave solution, and if the 
2;-periodic forcing is of "rotating wave type" S(a.t)y (with y E Rm), then it is easy to 
verify the following results: 
For q == 1 the reduced bifurcation equation, obtained by working in spaces of 27r-
periodic functions, is equivalent to the reduced bifurcation equationµ == -(S(-r)z, v*) 
(cf. (4.11)), obtained by using the "rotating" coordinates (4.2) and by working in IRm. 
Both approaches produce the same results. 
But for q > 1 the left hand side H1 ( r, µ, z) of the reduced bifurcation equation (cf. 
(2.15)), obtained by working in spaces of 27rq-periodic functions, does not depend on r 
and z. Hence, Theorems 2.2 and 2.4 cannot work. Moreover, no forcing of :;-periodic 
"rotating wave type" S( at)y can satisfy the assumption of Corollary 2.3 because of 
127rq p (S(t)y, S(-t)v*) dt == 0 for all p E Zand q E N with p-/= q. 0 q 
Thus, Theorems 2.2 and 2.4 and Corollary 2.3 do not produce results about the 
bifurcation of ~-periodic solutions to (4.1) from the rotating wave solution (4.7). On 
the other hand, such 2:q-periodic solutions exist (the modulated wave solutions, described 
above, are 2:q-periodic if the modulation frequency is equal to ~' and for all sufficiently 
large q such modutated wave solutions exist for certain control parameters,\ :::::::: Ao, a.:::::::: a.a 
and y :::::::: 0) , but they cannot be rotating wave solutions (if the forcing is nonstationary): 
Indeed, if e(t) == S(~t)x (with x E IRm) would be a solution to (4.1), then it would follow 
~S0x - f(x, ,\) == S(a.(1 - ~)t)y, i.e. the forcing would be stationary. Moreover, they 
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cannot be hyperbolic (as periodic solutions). 
Remark 4.12 Using [41, Remarks 3.5, 5.7, 6.3 and 7.5), the generalization of The-
orems 4.5 and 4.6 to equations of the type 
e( t) = f ( e( t ), A) - S( at )y( S( -at)e( t), A) ( 4.17) 
is straightforward. In ( 4.17), the exterior, symmetry breaking control parameter y variies 
in the space of all maps form Rm x Rn into Rm such that all derivatives up to order k are 
continuous and bounded, for example (cf. [41, Remark 3.5]). The representation of the 
group S1 on this space is y H- S(!)y(S(!t 1 ·,·).Hence, in Theorems 4.6 and 4.7 one has 
to replace the symmetry breaking parameter directions zo E Rm and z E Rm by zo(x0 , Ao) 
and z ( x 0 , Ao), respectively. 
Let us remark that, considering initial boundary value problems with dynamic bound-
ary conditions of "rotating wave type", evolution equations of the formal type ( 4.17) 
occure in a quite natural way: Consider the evolution problem 
ate(t,x) - A(x)e(t,x)+f(x,e(t,x),A), x En, 
e(t,x) S(at)y(x), x E an, 
(4.18) 
( 4.19) 
where A( x) is a differential operator, which contains spatial derivatives only, and let A( x) 
and f(x, ·,A) be S1-equivariant. Often one replaces the dynamic boundary conditions 
( 4.19) by homogeneous one's by means of the ansatz 
e(t, x) = S( at)y(x) + t(t, x ), ( 4.20) 
where y : n ~ Rm is a suitable extension of y : an ~ Rm. The substitution of ( 4.20) 
into ( 4.18) gives for x E n 
att(t,x) = A(x)t(t,x) + S(at)[A(x)y(x)- aoSoy(x) + f(x,y(x) + S(-at)t(t,x),A)], 
which is of the type ( 4.17). 
5 Forced Frequency Locking of Modulated Wave So-
lutions 
In this section we consider the differential equation 
e(r) = J(e(r), A) - S(ar)y(f3r). (5.1) 
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In (5.1), y E C~7r is assumed to be small (i.e. a small Ck-smooth 27r-periodic vector func-
tion), a and {3 are real, and we regard (5.1) as an autonomous parameter depending S1-
equivariant differential equation with the small quasi periodic perturbation S( a 7 )y(f37 ), 
which breaks the autonomy and the equivariance. 
Analogously to Section 4, let us introduce new variables 
a 
t := {3T, x(t) := S(-{3 T)e(T). (5.2) 
Then we get (5.1) in the equivalent form 
{3x(t) = f(x(t), A) - aSox(t) - y(t). (5.3) 
Thus, (5.2) transforms (5.1) into an autonomous S1-equivariant differential equation with 
a small periodic, symmetry breaking perturbation y(t). The aim of this section is to apply 
the results of Section 2 to equation (5.3) and, after that, to translate the results via (5.2) 
into results for (5.1). 
Let Xo E CJ"7r, Ao E JRm, ao > 0 and f3o > 0 are fixed such that 
(5.4) 
is a modulated wave solution to (5.1) with A= Ao and y = 0. Obviously this is equivalent 
to 
(IV) f3oxo(t) = f(xo(t),Ao)- aoSoxo(t). 
Further, we assume 
(V) x0 and S0 x 0 are linearly independent (as maps). 
It is easy to verify; that (IV) and (V) imply that ea is not a rotating wave, that the 
invariant (with respect to the flow of equation (5.1) with A= Ao and y = 0) set 
T := {S(T)xo(t): 1, t E JR} (5.5) 
is diffeomorphic to a 2-torus (and, hence, the dimension m of the phase space has to be 
larger than two) and that there exists a natural number l such that 
27r 
{ ! E JR : S (T) Xo ( t) = xo ( t)} = -l Z for all t E JR (5.6) 
(cf. [39]). Moreover, together with the modulated wave solution fo its "temporal" phase 
shifts e(. + To) and its "spatial" phase shifts S( To)e(-) are modulated wave solutions 
to equation (5.1) with A = Ao and y = 0, too. Hence, we are going to describe the 
perturbation behavior of a two parameter family of modulated wave solutions. 
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Remark 5.1 The "wave frequency" a 0 in (5.4) is not uniquely determined by the 
modulated wave solution fo, because the right hand side in (5.4) does not change if a 0 
and x 0 are replaced by 
p p 
ap :== ao + yf3o and xp(t) :== S(-yt)x0 (t), (5.7) 
where pis an arbitrary integer, and l is the "wave number" of x 0 defined by (5.6). There-
fore, in what follows all the assumptions and results do not change if a 0 and x0 are 
simultaneously replaced by ap and Xp. 
In applications, however, often one of the "wave frequencies" ap is distinguished among 
the others. For example, if 
1 127t' 127t' 1 127t' -II xo(t)dt 11 2 > llxo(t) - - xo(s)ds ll 2dt, 
27r 0 0 27r 0 
(5.8) 
i.e. if in the Fourier expansion of x 0 the term of order zero dominates all other terms, 
then no Xp with p =f. 0 will satisfy (5.8) (with x0 replaced by xp), in general. 
In the following we will apply Theorems 2.1, 2.2 and Corollary 2.3 to equation (5.3). 
Hence, we introduce an appropriate setting. 
We set 
X == Ci7t', X == C27t', Y == C~7t'' 
A1 == JR n (the A-space), A2 == JR 2 (the (a, {3)-space), 
F(x, )., a,{3)(t) == -{3x(t) + f(x(t), ).) - aS0 x(t). 
Obviously, F( ·,).,a, {3) is equivariant with respect to the T 2-representation 
(5.9) 
(5.10) 
for all )., a and {3. Remark that the representation T on the space C27t' (as well as on Ci7t' 
or C~7t') is not C 1-smooth, but it satisfies (2.5), (2. 7) and (2.8). Moreover,the ordinary 
differential operator 
(5.11) . 
is a Fredholm operator from Ci7t' into C27t' (cf., e.g., (26, Section IV.l]), therefore as~ump­
tion (2.2) is satisfied. 
We assume, in addition to (I), (IV) and (V), that 
(VI) dim{ v E C~7t' : {30v == Bxf(xo, Ao)v - aoSov} == 2 
and that there exist v;, v; E Ci7t' with 
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for i, J. = 1, 2 and V1 := Saxo, V2 := xa. In other words, we suppose that zero is a semi-
simple eigenvalue of (5.11) of multiplicity two. Hence, (2.3) and (2.9) are fulfilled (with Ao 
replaced by (Ao, a.a, /30) ). Moreover, (2.13) and (2.14) are satisfied, too. Here we identify 
the functions vj E Oi7l' with functionals 
{271' 
x E 0271' f--7 Jo (x(t), vj(t))dt E JR, 
i.e. with elements of the dual space to 0 271'. Finally, (V) implies that 
kerBxF(xo, Ao, a.0,/30) = span{Saxo, x0}. 
Therefore, (2.4) is satisfied because of 
(5.12) 
Our last assumption is 
(VIII)' sup {Ree: e E specBxF(xo, Ao, a.0,/30), e # O} < 0. 
The assumptions (VI)-(VIII) mean that the Floquet exponent one of the 27r-periodic 
solution x 0 to equation 
/3ox = f(x, Ao) - a.oSax (5.13) 
is semi-simple with multiplicity two and that the absolute values of all other Floquet 
exponents are smaller than one. This implies that the solutions fo to (5.1) with A = Ao 
and y = 0 and x 0 to (5.13) are asymptotically S 1-orbitally stable with asymptotic phase 
(cf. Definition 4.2 and [42]). Hence, the purpose of this chapter is to describe the behavior 
of an asymptotically S1-orbitally stable modulated wave solution of an autonomous S1-
. equivariant differential equation under a small perturbation of "modulated wave type" 
S(a.t)y(t) with y(t + ~71') = y(t) for all t. 
This problem occures in the mathematical modeling of the locking behavior of self-
pulsating lasers to injected periodically modulated signals, see [4, 20, 33, 38]. In these 
applications S( a.T )y(/3r) describes the external injected light (with 2;-periodic inten-
sity llS(ar)y(/3r)ll = llY(/3r)ll), the modulated wave solution (5.4) is the self-pulsation 
of the laser (with "optical" frequency a.a and ~:-periodic intensity llS(a.0r)x0 (/30r)ll = 
llxa(/3r)ll), and A describes the internal laser parameters, again. 
An application of Theorem 2.1 gives the following result on the persistence of the 
modulated wave solution (5.4) (more exactly: of the corresponding two parameter family 
of modulated wave solutions) under perturbations A~ Ao (but with y(t) = 0): 
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Theorem 5.2 Suppose (I) and (IV)-(VIII). Then there exist a neighbourhood W C 
JRn of >..o and Ck-maps u: W-+ Ci'/T", & : W-+ JR and S: W-+ JR with u(>..0 ) = 0, &(>..0 ) = 
ao, and S(>..o) = {30 such that for all>.. E W 
{27T" 
lo ([u(>..)](t),vj)dt = O (j = 1,2) 
and that 
(5.14) 
is an asymptotically S 1-orbitally stable modulated wave solution with asymptotic phase to 
(5.1) with y == 0. 
Remark 5.3 It is easy to verify that the map >.. E JRn r-+ (&(>..),S(>..)) E JR 2 is a 
submersion if the map 
1
2'/T" 2 
>.. E lRn f------7 [ (8>.f(xo(t), >..o)>.., vj(t)) dt] ._ E 1R2 
0 J-1 
is surjective. Hence, in that case no locking between the frequencies &( >..) and S( >..) oc-
cures (that is the generic situation for quasi-periodic solutions of equivariant autonomous 
differential equations, cf., e.g., [42, 39, 32, 13, 23]). 
In order to apply Theorem 2.2 we introduce the set S of "directions" in the control 
parameter space JR 2 x Cf'/T" 
S := {(a,{3,y) E JR x JR x c;'/T": jaj 2 +lf31 2 +11Yll% = 1} 
and the locking cones ( for €0 > 0, (µ~, µg, zo) E JR x JR x C~'/T" and neighbourhoods 
WC JRm XS of (>..o,µ~,µg,zo), cf. (2.12)) 
K ( €0, µ~, µg, zo, W) : = 
:= {(>.., &(>..) + €µ(\ S(>..) + €µ{3' €Z) E lRn, x JR x JR x c;'/T" : 0 < 1€1 < €0, (>..,µa' µf3) z) E W}. 
The maps H; (for j == 1, 2, cf. (2.15)), which define the reduced bifurcation equation 
system, have the following form (cf. (VII) and (5.12)) 
H 1 ( ! , 6, µa, µf3, z) 
H2 ( 1, 6, µa, µf3, z) 
-µa - f
0
2'/T" (S(-1)z(t - 6), v~(t))dt,' 
-µf3 - f02'/T"(S(-1)z(t-6),v~(t))dt (5.15) 
for (!, 6) E JR 2 and (µa, µf3, z) E S. Hence, Theorems 5.2 and 6.1 imply the following 
description of the bifurcation of modulated wave solutions to (5.1) (from certain members 
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of the two parameter family of rotating wave solutions corresponding to (5.4)), their 
dynamic stability and their asymptotic behavior for y tending to zero: 
Theorem 5.4 Suppose (I) and (IV) - (VIII), and let (r0 , 50 ) E JR.2 and (µ0, µg, zo) E 
S be such that 
µo == - f027r (S(-1o)zo(t - 60), vr(t))dt, 
µg == - f027r (S( -1o)zo( t - 60), v;( t) )dt 
(5.16) 
and that the determinant of the martix 
[ 
f027r (SoS(-1o)zo(t - 60), vr(t))dt f027r (S(-1o)io(t - 60), vr(t))dt ] 
2 2 (5.17) f0 7r (SoS(-1o)zo(t - 60), v;(t))dt f0 7r (S(-1o)io(t - 60), v;(t))dt 
does not vanish. 
Then there exist Eo > 0, a neighbourhood W C JR n x S of (Ao, µ0, µg, z0 ), C k- 1-maps 
i : W -+ JR and J : W -+ JR with i (Ao, µ0, µg, zo) == ro and J (Ao, µ0, µg, zo) == 60 and a 
Ck-map x: K(E0 ,µ0,µg,z0 , W)-+ Ci'Tr such that the following holds: 
(i) For (..\,a,{3,y) E K(Eo,µ0,µg,zo, W) is e(t,..\,a,{3,y) :== S(at)[x(..\,a,{3,y)](f3t) 
a modulated wave solution to (5.1). It is asymptotically stable {resp. unstable) if all 
eigenvalues of (5.17) have negative real parts {resp. if one such eigenvalue has a positive 
real part). 
(ii) Let (..\,µa., µf3, z) E W be fixed. Then, for € -+ 0, 
x( ..\,a( A) + Eµa., ~(A) + Eµf3, €Z) -+ 
-+ S(i(..\,µa.,µf3,z))[xo +u(A)](· + J(.A,µ'X,µ!3,z)) m Ci7r. 
Hence, the modulated wave solution e(t, ..\,&(A)+ Eµa.,~(A) + Eµf3, Ez) to (5.1) tends to the 
"spatial-temporal" phase shift S( &( A)t+i( ..\,µa., µf3, z)) [xo+u( A)](~( A)( t+J(.A, µa., µf3, z))) 
of the modulated wave solution (5.14) to equation (5.1) with y == 0. 
Remark 5.5 Theorem 5.4(ii) asserts that, for control parameters (..\,a,{3,y) E 
)Rn X JR X JR X C~7r of the type a == a(A) + Eµa., {3 == ~(A) + Eµf3 and y == €Z with 
A ~ Ao, € ~ 0, µa. ~ µ~, µf3 ~ µg and z ~ z0 , the asymptotically stable modulated wave 
solution to (5.1) is close to e(t) == S(aot + ro)xo(f3o(t + 60)), where the phase shifts ro 
and 50 are determined by the reduced bifurcation equation (5.16). Especially, the phase 
shifts ro and 60 depend on µ0, µg and z0 , in general (and this dependence is implicitly 
given by (5.16) ). Hence, the frequency locking phenomena cosidered here do not have the 
so-called phase locking property. On the contrary, it is possible to control the phases of 
the locked solutions by changing the control parameters (for questions concerning "phase 
locking" and "phase regulation" see, e.g., [1]). 
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In the following application of Corollary 2.3 we use the notation (5.5). 
Corollary 5.6 Suppose (I) and (IV) - (VIII), and let A* ~ Rn be a subspace such 
that the map 
is surjective. 
Then, for each a~ ao} (3 ~ f3o and y E o;7r with llYllk ~ 0 such that the matrix 
[ 
f0
2
7r(SoS(-1)zo(t- 5),v;(t))dt J;7r(S(-1)io(t-5),v;(t))dt] 
f0
27r(SoS(-1o)zo(t-5),v;(t))dt f0
27r(S(-1)io(t- 8),v;(t))dt 
is nonsingular for at least one pair ( [, 8) E R 2, there exists a .A* E A* near zero such 
that equation (5.1) has a modulated wave solution e(t) = S(at)x((Jt) with x E OJ"7r and 
x(t) ~ T for all t. 
Remark 5. 7 The assumptions (IV) - (VIII) remain to be valid if one replaces a 0 
and x0 by ap and Xp (cf. (5.7)) and, hence, v;(t) and v;(t) by · 
respectively. With this new data we get, instead of (5.16), a new reduced bifurcation 
equation 
µ~ = -f027r(S(-10 + lft)zo(t- 5o),v;(t) + lfv;(t))dt, 
µg = - f027r (S(-10 + lft)zo(t - 80), v;(t))dt. 
(5.18) 
Hence, Theorem 5.4 and Corollary 5.6 describe the frequency locking of the unper-
turbed modulated wave solution (5.4) with respect to forcings S( at)y((Jt) not only .for 
a ~ a0 and (3 ~ (30 , but also for a ~ ap and (3 ~ (30. Of course, the conditions on 
the "modulation profile" y E 0~7r' in order to get locking with a ~ aP, depend on p, 
in general. But often for "almost all" modulation profiles the conditions are fulfilled si-
multaneously for all p. Moreover, in some applications a 0 is much larger than {30 (in the 
models for injection locking of self-pulsating lasers ~~ is of order 105 ), so that the set 
{ a 0 + p(30 : p E Z} is in a certain sense "dense" in R. Then one gets frequency locking for 
all (3 ~ (30 and practically for all a and y ~ 0. 
Remark 5.8 For the problem, considered in Section 4, subharmonic frequency lock-
ing does not occure (cf. Remark 4.11). But for the problem considered in this section the 
situation is quite different. 
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Let us briefly describe how to get results corresponding to Theorem 5.4 and Corollary 
5.6 on forced subharmonic frequency locking of a modulated wave solution (with modula-
tion frequency /30) to the unperturbed equation under a forcing of "modulated wave type" 
(with modulation frequency /3 ~ ~/30 with p E Z, q EN and p and q relatively prime) into 
modulated wave solutions (with modulation frequency ~). Hence, let us assume (I) and 
(IV)-(VIII) to be satisfied , and let us look for 2?rq-periodic solutions x (with x(t) ~ T 
for all t) to equation (5.3) for given control paramet.ers A ~ Ao, a ~ a0, f3 ~ Ef30 and q 
y E C~7r near zero. 
We define a 2?rq-periodic vector function Xpq by Xpq(t) := x0 (~t). Then, because of 
assumption (V), 
p .· -f3oxpq = f(xpq, Ao) - Soxpq· 
q 
Hence, everything done in this section may be repeated with /30 and x0 replaced by Ef30 and q 
Xpq, respectively, and by working in spaces of 2?rq-periodic vector functions. Especially, 
all integrals from 0 to 2?r have to be replaced by integrals from 0 to 2?rq, and, therefore, 
vr(t) and v;(t) have to be replaced by ~vr(~t) and ~v;(~t), respectively (cf. (VII)). The 
reduced bifurcation equation (5.16) takes the form 
µ0 - -~ J;7rq(S(-!'o)zo(t - <So), vr(~t))dt, 
µg -~ f027rq(S(-!'o)zo(t - <So), v;(~t))dt, 
and one has to look for solutions ')'o E [O, 2?r) and Oo E [O, 2?rq). 
(5.19) 
Remark that the results, which one gets in the way described above and which cor-
respond to Theorem 5.4 and Corollary 5.6, are by no means "uniform" with respect to p 
and q. On the contrary, for (5.19) (with fixed p, q and. z0 ) to be solvable, the parameter 
(µ0, µg) can vary in a range of diameter of order (pqtk, only. Hence, the corresponding 
locking cones are "thin" of order (pq )-k. 
For results concerning the uniformity with respect top and q of the Liapunov-Schmidt 
reduction, which is behind Theorem 5.4, see [9]. 
Remark 5.9 By analogy with Remark 4.12, the generalization of the results of this 
section to equations of the type 
e(r) = J(e(r), A) - S(ar)y(/3r, S(-ar)e(r), A) (5.20) 
is straightforward. In (5.20), the symmetry breaking control parameter y variies in a 
suitable space of maps from IR x IRm x IRn into IRn which are 2?r-periodic with respect to 
the first variable. 
27 
Acknowledgements 
We like to thank U. Bandelow, F. Guyard, R. Lauterbach, B. Sandstede and B. Sartorius 
for helpful discussions and K. R. Schneider for his continuous interest in our work. Part of 
this work was presented by the first author during his stay at the U niversite Catholique De 
Louvain in the framework of the HCM network CHRX-CT 94-0555 Nonlinear Boundary 
Value Problems: Existence, Multiplicity, Bifurcation arid Stability of Solutions, and he 
likes to thank J. Mawhin for his kind hospitality. This research was partially supported 
by the Deutsche Forschungsgemeinschaft under the grant La 525 / 4-2 and La 525 / 4-4. 
References 
[1] R. H. ABRAHAM, Phase regulation of coupled oscillators and chaos, in: A Chaotic 
Hierarchy, ed. by G. BAIER et al., World Scientific, Singapure, 1991, 49-78. 
[2] R. H. ABRAHAM and CH. D. SHAW, Dynamics: The Theory of Behavior, 2nd ed., 
Addison-Wesley, Redwood City, 1992. 
[3] V. I. ARNOL'D, V. S. AFRAJMOVICH, Yu. S. IL'YASHENKO and L. P. SIL'NIKOV, 
Bifurcation theory, in: Dynamical Systems V, ed. by V. I. ARNOL'D, Springer-Verlag, 
1994, 1-205. 
[4] D. J. As, R. EGGEMANN, U. FEISTE, M. MOHRLE, E. PATZAK and K. WEICH, 
Clock recovery based on a new type of self-pulsation in a l.5µm two-section InGaP-
InP DFB laser, Electron. Lett. 29 (1993), 141-142. 
[5] U. BANDEL OW and L. Recke, in preparation. 
[6] U. BANDELOW, H. J. WUNSCHE and R. SCHATZ, A correct single-mode photon 
rate equation for multi-section lasers, IEEE Photon. Technol. Lett. 5 (1996), 614-617. 
[7] U. BANDELOW, H. J. WUNSCHE and H. WENZEL, Theory of selfpulsations in 
two-section DFB lasers, IEEE Photonics Tech. Lett. 5 (1993), 1176-1179. 
[8] H. BURKHARD, S. MOHRDIEK, H. SCHOLL, H. HILLMER, S. HANSMANN and 
A. MATTHEUS, Effects of injected light and optical feedback on directly modulated 
MQW lasers OTDM multigigabit-per-second system performance, Phys. and Simu-
lation of Optoelectron. Devices III, SPIE 2399 (1995), paper 69. 
[9] W.-C. C. CHAN and S.-N. CHOW, Uniform boundedness and generalized inverses 
in Liapunov-Schmidt method for subharmonics, in: Nonlinear Semigroups, Partial 
28 
Differential Equations and Attractors, ed. by T. L. GILL and W. W. ZACHARY, 
Leet. Notes in Math. 1248, Springer-Verlag, 1987, 28-39. 
[10) D. CHILLINGWORTH, Bifurcation from an orbit of symmetry, in: Singularities and 
Dynamical Systems, ed. by S. N. PNEVMATIKOS, North-Holland Math. Studies 103, 
Amsterdam, 1985, 285-294. 
[11] D. CHILLINGWORTH, Bifurcation from a manifold, in: Singularity Theory and its 
Applications, Warwick 1989, Parf II, ed. by M. ROBERTS and I. STEWART, Leet. 
Notes in Math. 1463, Springer-Verlag, 1991, 22-37. 
[12] D. CHILLINGWORTH, J.E. MARSDEN and Y. H. WAN, Symmetry and bifurcation 
in three-dimensional elasticity, Part I, Arch. Rat. Mech. Anal. 80 (1982), 295-331, 
Part II, Arch. Rat. Mech. Anal. 83 (1983), 363-395. 
[13] P. CHOSSAT and G. Iooss, The Couette Taylor Problem, Appl. Math. Sciences 102, 
Springer-Verlag, 1994. 
[14] S. N. CHOW and J. K. HALE, Methods of Bifurcation Theory, Grundlehren der 
math. Wissenschaften 251, Springer-Verlag, 1982. 
[15] J. CRONIN, Differential Equations. Introduction and Qualitative Theory, 2nd ed., 
Pure and Appl. Math. 180, Marcel Dekker, New York, 1994. 
[16] E. N. DANCER, An implicit function theorem with symmetries and its applications 
to nonlinear eigenvalue problems, Bull. Austral. Math. Soc. 21 (1980), 81-91. 
[17] E. N. DANCER, The G-invariant implicit function theorem in infinite dimensions, 
·Proc. Roy. Soc. Edinburgh A92 (1982), 13-30. 
[18] E. N. DANCER, Perturbation of zeros in the presence of symmetries, J. Austral. 
Math. Soc. A36 (1984), 106-125. 
[19] E. N. DANCER, The G-invariant implicit function theorem in infinite dimensions II, 
Proc. Roy. Soc. Edinburgh A102 (1986), 211-220. 
[20) U. FEISTE, D. J. As and A. EHRHARDT, 18 GHz all-optical frequency locking and 
clock recovery using a self-pulsating two-section DFB laser, IEEE Photonics Tech. 
Lett. 6 (1994), 106-108. 
[21) B. FIEDLER, Global Bifurcation of Periodic Solutions with Symmetry, Leet. Notes in 
Math. 1309, Springer-Verlag, 1988. 
29 
(22] M. FIELD, Equivariant bifurcation theory and symmetry breaking, J. Dyn. Diff. 
Equat. 1 (1989), 369-421. 
(23] M. FIELD, Local structure of equivariant dynamics, in: Singularity Theory and its 
Applications, II, ed. by M. ROBERTS and I. STEWART, Leet. Notes in Math. 1463, 
Springer-Verlag, 1991, 142-166. 
[24] M. GOLUBITSKY, I. STEWART and D. G. SCHAEFFER, Singularities and Groups 
in Bifurcation Theory, Volume II, Appl. Math. Sciences 69, Springer-Verlag, 1988. 
[25] J. GUCKENHEIMER and P. HOLMES, Nonlinear Oscillations, Dynamical Systems, 
and Bifurcations of Vector Fields, Appl. Math. Sciences 42, Springer-Verlag, 1983. 
[26] J. K. HALE, Ordinary Differential Equations, Pure and Appl. Math. 21, Wiley-
Intersience, New York, 1969. 
[27] J. K. HALE, Oscillations in Nonlinear Systems, McGraw-Hill, New-York, 1963. 
[28] J. K. HALE, Bifurcation near families of solutions, in: Differential Equations. Proc. 
Uppsala Int. Conj., ed. by G. BERG, M. ESSEN and A. PLEIJL, Acta Universitatis 
Upsaliensis, Stockholm, 1977, 91-100. 
[29] J. K. HALE, Generic bifurcation with application, in: Nonlinear Analysis and Me-
chanics, Heriot Watt Symposium, Volume IV, ed. by R. J. KNOPS, Res. "Notes in 
Math. 17, Pitman, Boston, 59-157. 
[30) J. K. HALE and P. TA.BOAS, Interaction of damping and forcing in a second order 
equation, Nonl. Anal. TMA 2 (1978), 77-84. 
[31] J. K. HALE and P. TA.BOAS, Bifurcation near degenerate families, J. Applicable 
Anal. 11 (1980), 21-37. 
[32] G. Iooss, Bifurcation and transition to turbulence in hydrodynamics, in: Bifurcation 
Theory and Applications, ed. by L. SALVADOR!, Leet. Notes in Math. 1057, Springer-
Verlag,1984, 152-201. 
[33) H. KAWAGUCHI and I. S. HIDAYAT, Analysis of all-optical clock extraction using 
self-pulsating laser diodes, Phys. and Simulation of Optoelectron. Devices III, SPIE 
vol. 2399 (1995), 240-250. 
[34] M. KRUPA, Bifurcations of relative equilibria, SIAM J. Math. Anal. 21 (1990), 1453-
1486. 
30 
[35] R. LAUTERBACH and M. ROBERTS, Heteroclinic cycles in dynamical systems with 
broken symmetries, J. Diff. Equat. 100 (1992), 428-448. 
(36] S. MOHRDIEK and H. BURKHARD, Injection Locking Properties of DFB Semicon-
ductor Lasers Directly Modulated at High Bit Rates, Technischer Bericht, Darmstadt, 
1991. 
[37] M. MOHRLE, U. FEISTE, J. HORER, R. MOLT and B. SARTORIUS, Gigahertz 
self-pulsations in 1.5 µ m wavelength multisection DFB lasers, IEEE Photon. Tech. 
Lett. 4 (1992), 976-979. 
(38] D. PETERHOF, L. RECKE and B. SANDSTEDE, On frequency locking of self-
pulsating two-section DFB lasers, in: Selbstorganisation in Aktivator-Inhibitor 
systemen: H albleiter, Gasentladungen und chemisch reagierende Systeme, ed. by 
H.ENGEL, Wissenschaft & Technik Verlag, to appear. 
[39] D. RAND, Dynarriics and symmetry. Predictions of modulated waves in rotating 
fluids, Arch. Rat. Mech. Anal. 75 (1982), 1-38. 
(40] L. RECKE, Stability of bifurcat-ing solutions of equivariant equations, Nonl. Anal. 
TMA 23 (1994), 971-994. 
[41] L. RECKE and D. PETERHOF, Abstract forced symmetry breaking, Weierstrafi-
Institut fiir Angewandte Analysis und Stochastik (WIAS), Preprint No. 256, Berlin, 
1996. 
(42] M. RENARDY, Bifurcation from rotating waves, Arch. Rat. Mech. Anal. 79 (1982), 
43-84. 
(43] D. RUELLE, Elements of Differentiable Dynamics and Bifurcation Theory, Academic 
Press, Boston, 1989. 
(44] B. SARTORIUS, M. MOHRLE, S. REICHENBACHER and W. EBERT, Controllable 
self-pulsations in multisection DFB lasers with an integrated phase-tuning section, 
IEEE Photon. Technol. Lett, 7 (1995), 1261-1263. 
(45] B. SARTORIUS, M. MOHRLE and S. REICHENBACHER, Wavelength and polarization 
independent synchronization of high frequency DFB type self-pulsations, Electron. 
Lett. 32 (1996), 1026-1028. 
31 
[46] H. SCHOLL and H. BURKHARD, Ultra high repitition rate pulse generation by con-
tinuous light injection into a continuous wave operated distributed feedback laser, 
manuscript, 1995. 
[47] P. TABOAS, Periodic solutions for a forced lotka-Volterra equation, J. Math. Anal. 
Appl. 124 (1987), 82-97. 
[48] A. VANDERBAUWHEDE, Symmetry and bifurcation near families of solutions, J. Diff. 
Equat. 36 (1980), 173-187. 
[49] A. VANDERBAUWHEDE, Local Bifurcation and Symmetry, Res. Notes in Math. 75, 
Pitman, Boston, 1982. 
[50] A. VANDERBAUWHEDE, Note on symmetry and bifurcation near families of solutions, 
J. Diff. Equat. 47 (1983), 99-106. 
[51] G. H. M. VAN DER HEIDEN, Mode-locking in nonlinear rotordynamics, J. Nonlinear 
Sci. 5 (1995), 257-283. 
[52] Y. H. WAN and J. E. MARSDE~, Symmetry and bifurcation in three-dimensional 
elasticity. Part III: Stressed reference configurations, Arch. Rat. Mech. Anal. 84 
(1983), 203-234. 
[53] H. WENZEL, H.-J. WUNSCHE, U. BANDELOW and J. REHBERG, Mechanism of 
fast self-pulsation in two-section DFB lasers, J. Quant. Electr. 32 (1996), 69-78. 
[54] H.-J. WUNSCHE, U. BANDELOW, H. WENZEL and D. MARCENAC, Self-pulsations 
by mode-degeneracy in two-section DFB lasers, Phys. and Simulation of Optoelectron. 
Devices III, SPIE vol. 2399 (1995), 195-206. 
[55] ST. WIGGINS, Normally Hyperbolic Invariant Manifolds in Dynamical Systems, 
Appl. Math. Sciences 105, Springer-Verlag, 1994. 
[56] M. G. ZIMMERMANN, M. A. NATIELLO and H. G. SOLARI, Sil'nikov-saddle-
node interaction near a codimension two bifurcation: Laser with injected signal, 
manuscript, 1996. 
32 
Recent publications of the 
WeierstraB-Institut fiir Angewandte Analysis und Stochastik 
Preprints 1996 
228. Dietmar Horn: Entwicklung einer Schnittstelle fur einen DAE-Solver in der 
chemischen Verfahrenstechnik. 
229. Oleg V. Lepski, Vladimir G. Spokoiny: Optimal pointwise adaptive methods 
in nonparametric estimation. 
230. Bernd Kleemann, Andreas Rathsfeld, Reinhold Schneider: Multiscale meth-
ods for boundary integral equations and their application to boundary value 
problems in scattering theory and geodesy. 
231. Jurgen Borchardt, Ludger Bruell, Friedrich Grund, Dietmar Horn, ·Frank 
Hubbuch, Tino Michael, Horst Sandmann, Robert Zeller: Numerische Losung 
grof3er strukturierter DAE-Systeme der chemischen Prozef3simulation. 
232. Herbert Gajewski, Klaus Zacharias: Global behaviour of a reaction-diffusion 
system modelling chemotaxis. 
233. Frederic Guyard, Reiner Lauterbach: Forced symmetry breaking perturba-
tions for periodic solutions. 
234. Vladimir G. Spokoiny: Adaptive and spatially adaptive testing of a nonpara-
metric hypothesis. 
235. Georg Hebermehl, Rainer Schlundt, Horst Zscheile, Wolfgang Heinrich: Sim-
ulation of monolithic microwave integrated circuits. 
236. Georg Hebermehl, Rainer Schlundt, Horst Zscheile, Wolfgang Heinrich: Im-
proved numerical solutions for the simulation of monolithic microwave inte-
grated circuits. 
237. Pavel Krejci, Jurgen Sprekels: Global solutions to a coupled parabolic-
hyperbolic system with hysteresis in 1-d magnetoelasticity. 
238. Georg Hebermehl, Friedrich-Karl Hubner: Portabilitat und Adaption von 
Software der linearen Algebra fiir Distributed Memory Systeme. 
239. Michael H. Neumann: Multivariate wavelet thresholding: a remedy against 
the curse of dimensionality? 
240. Anton Bavier, Milos Zahradnik: The low-temperature phase of Kac-Ising 
models. 
241. Klaus Zacharias: A special system of reaction equations. 
242. Susumu Okada, Siegfried ProBdorf: On the solution of the generalized airfoil 
equation. 
243. Alexey K. Lopatin: Oscillations and dynamical systems: Normalization pro-
cedures and averaging. 
244. Grigori N. Milstein: Stability index for invariant manifolds of stochastic sys-
tems. 
245. Luis Barreira, Yakov Pesin, Jorg Schmeling: Dimension ofhyperbolic meas-
ures - A proof of the Eckmann-Ruelle conjecture. 
246. Leonid M. Fridman, Rainer J. Rumpel: On the asymptotic analysis of sin-
gularly perturbed systems with sliding mode. 
24 7. Bjorn Sandstede: Instability of localised buckling modes in a one-dimen~ional 
strut model. 
248. Bjorn Sandstede, Christopher K.R.T. Jones, James C. Alexander: Existence 
and stability of N-pulses on optical fibers with phase-sensitive amplifiers. 
249. Vladimir Maz'ya, Gunther Schmidt: Approximate wavelets and the approx-
imation of pseudodifferential operators. 
250. Gottfried Bruckner, Sybille Handrock-Meyer, Hartmut Langmach: On the 
identification of soil transmissivity from measurements of the groundwater 
level. 
251. Michael Schwarz: Phase transitions of shape memory alloys in soft and hard 
loading devices. 
252. Gottfried Bruckner, Masahiro Yamamoto: On the determination of point 
sources by boundary observations: uniqueness, stability and reconstruction. 
253. Anton Bevier, Veronique Gayrard: Hopfield models as generalized random 
mean field models. 
254. Matthias Lowe: On the storage capacity of the Hopfield model. 
255. Grigori N. Milstein: Random walk for elliptic equations and boundary layer. 
256. Lutz Recke, Daniela Peterhof: Abstract forced symmetry breaking. 
