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We here present the first analytic effective fly-by (EFB) waveforms designed to accurately capture
the burst of gravitational radiation from the closest approach of highly eccentric compact binaries.
The waveforms are constructed by performing a re-summation procedure on the well-known Fourier
series representation of the two-body problem at leading post-Newtonian order. This procedure
results in two models: one in the time-domain, and one in the Fourier domain, which makes use of
the stationary phase approximation. We discuss the computational efficiency of both these models,
and validate the time domain model against numerical waveforms. We further show how to use
these individual waveforms to detect a repeated burst source.
I. INTRODUCTION
A tantalizing problem currently exists in the field of
gravitational wave (GW) modeling and data analysis:
how best to model and detect binary systems with ec-
centricity close to unity. Such systems may be formed in
the cores of dense stellar environments, where dynamical
friction forces black holes into the gravitational center
of the system, increasing the probability of two-, three-
, and four-body interactions [1–13]. These mechanisms
are capable of creating black hole (BH) binaries with a
wide range of eccentricities, but a subset are formed with
high eccentricity, close to the unbound limit. In glob-
ular clusters, resonant interactions force these systems
into three distinct categories, namely: ejected inspirals,
in-cluster mergers, and GW captures. Ejected inspirals
and in-cluster mergers generally form with GW frequen-
cies f . 10−1 [14–16], making them possible candidates
for detection by the Laser Interferometer Space Antenna
(LISA) [17] and the Decihertz Interferometer Gravita-
tional wave Observatory (DECIGO) [18]. On the other
hand, GW captures generally form binaries with f ≥
10−1 Hz, a subset of which form within the Laser Interfer-
ometer Gravitational-wave Observatory (LIGO) [19–21]
detection band with high eccentricity [6].
Highly eccentric sources for ground-based detectors
constitute some of the most relativistic signals possible,
with pericenter velocities reaching greater than ten per-
cent the speed of light. These systems, thus, present
themselves as unique laboratories for studying gravita-
tional physics and astrophysics in the so-called dynam-
ical, strong field regime of gravity, where the spacetime
curvature is large and rapidly varying [22]. The accuracy
of general relativity (GR) within this regime has only
been tested with the currently detected quasi-circular
LIGO sources [23], where the velocities of the compo-
nent objects are only large in the late inspiral and merger.
Gravitational wave bursts from highly eccentric systems
would allow us to probe this regime during each closest
approach of the binary in the inspiral phase of the coales-
cence [24]. If matter is present in the binary components,
finite size and tidal effects will become important in each
pericenter passage [25, 26]. Further, if one of the binary
components is a neutron star (NS), f-modes on the NS
surface and other oscillation modes can be excited, which
would generate an observable GW signature and allow for
better constraints on the NS equation of state [27–33].
However, the large pericenter velocities present a tough
problem in terms of modeling, as typical post-Newtonain
(PN) [34, 35] treatments of the two-body problem may
not be sufficiently accurate to model such systems. Ide-
ally, one would want to start by considering the full
numerical solution of the Einstein field equations for
such systems, but even this presents computation difficul-
ties. The timescale associated with closest approach can
be several orders of magnitude smaller than the orbital
timescale. Any numerical relativity (NR) simulations
would have to resolve these disparate time scales, which
is currently too computationally expensive to produce
accurate simulations of more than a few orbits [27, 36].
Kludge waveforms like those in [37] have been shown to
be more accurate than PN waveforms for single bursts,
but without having full NR simulations to compare to,
there is no way of knowing whether this model is accu-
rate enough to describe the full inspiral-merger-ringdown
signal.
The lack of accurate models poses significant problems
if one wants to detect such signals, regardless of the de-
tector being considered [38]. One method is to search for
regions of excess power in time-frequency space, and add
up the power over multiple bursts, with the total SNR
scaling as N1/4 where N is the number of bursts [39].
The biggest concern with such a detection strategy is that
ground-based detectors often pick up regions of anoma-
lous excess power known as glitches [40–42], some of
which resemble the GW bursts from highly eccentric bi-
naries. Fortunately, if one knows where an initial burst
occurs in time-frequency space and its morphology, one
can predict the location and morphology of all subse-
quent bursts in time-frequency space if given a radia-
tion reaction model. These burst models provide a prior
on the bursts that would help us distinguish them from
glitches in the detector. Such a model currently only
exists within the PN approximation [24, 43].
An alternative approach, that has proven to be both
fast and robust to modeling error, would be to use neural
networks to detect such signals [44–50]. In this method,
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2deep learning networks are trained on sample data, with
an injected waveform model(s). The trained networks
can then be run on detector data in real time, with detec-
tion efficiencies approaching that of matched filtering and
parameter estimation results comparable to Bayesian in-
ference. This method has the added benefit of being fast,
allowing for rapid follow-up for electromagnetic counter-
parts [51, 52]. A study of the detectability of highly
eccentric binaries using this method is currently being
considered [53].
Despite the strengths of these search strategies, the
gold standard for detecting GWs is, at this point in time,
matched filtering, whereby an accurate waveform tem-
plate is used to extract the GW signal from detector
noise [54, 55]. The trouble with this method is the need
for accurate templates, since small phase errors can result
in the search missing the signal entirely [56]. Yet, this
method has shown extreme success in detecting quasi-
circular, spin-aligned binaries [42, 57, 58], due to exten-
sive modeling efforts [35, 59]. The biggest challenge to
applying this search strategy to highly eccentric bina-
ries is the requirements of phase accuracy across multiple
bursts. For lower mass systems that form on the edge of
the LIGO band, there can be hundreds of pericenter pas-
sages during the inspiral, and any model would have to
be phase accurate over all of these to achieve detection.
In this article, we take the first steps toward achieving
a matched filtering search for highly eccentric binaries.
We construct the first analytic waveforms specifically de-
signed to accurately capture the burst of radiation from
an eccentric binary. We work to leading order within the
PN formalism [34], where the conservative dynamics of
the binary are described by the Kepler problem, and the
dissipative dynamics are described by the quadrupole ap-
proximation. Working within the PN formalism allows us
to write all relevant quantities in a Fourier series on har-
monics of the orbital period, which follow directly from
Kepler’s equation.
The problem with this Fourier decomposition is that,
when the eccentricity of the binary approaches unity,
the series become badly convergent. We address this is-
sue using the re-summation procedure in [60, 61], where
the Bessel functions appearing in the Fourier series are
asymptotically expanded. The series are then re-summed
through integration, which results in closed form, ana-
lytic expressions of Keplerian quantities for highly eccen-
tric binaries. This procedure destroys the periodic behav-
ior the trajectory, effectively describing the dynamics of
the binary as a single fly-by.
We develop two waveform models using this proce-
dure. In the first, which we refer to as the EFB-T model,
we perform the re-summation in the time domain, and
employ a Taylor series radiation reaction model. The
waveform polarizations are given by Eqs. (45), with the
necessary functions given in Appendix B. The EFB-T
model has the benefit of being faster to sample than
full numerical, leading PN order waveforms. The sec-
ond model, referred to as the EFB-F model, utilizes the
stationary phase approximation to compute the analytic
Fourier transform of the Newtonian order waveforms for
eccentric binaries, and is constructed by performing the
re-summation in the Fourier domain. The waveform
polarizations are given by Eqs. (54) and expressions in
Appendix C, and depends on hypergeometric functions.
This makes sampling the EFB-F model computationally
expensive.
We validate the EFB-T model against both numerical
leading PN order waveforms, and NR waveforms, using
the match statistic. We show that the EFB-T waveform
is highly accurate to leading PN waveforms, with matches
> 0.98 for a (10, 10)M binary. The matches are lower
when comparing to NR waveforms, due to the model ne-
glecting relativistic effects. Regardless, the results are
promising, with matches > 0.92 for pericenter distances
rp > 8.75M , where M is the total mass of the binary. We
further consider the match to a multi-burst sequence, and
discuss how to combine the EFB-T waveforms together
with an accurate timing model.
This paper is organized as follows. Sec. II reviews the
Newtonian order two-body problem, and the necessary
ingredients for the remainder of the analysis. Sec. III
presents the re-summation procedure in the time-domain
and the construction of the EFB-T waveform model,
while Sec. IV presents the SPA, re-summation procedure
in the Fourier domain, and the EFB-F model. In Sec. V,
we discuss the computation efficiency of the waveform
models, and validate the EFB-T model against numeri-
cal waveforms. Finally, in Sec. VI, we discuss the future
prospects of such models. Throughout this work, we use
units where G = c = 1.
II. BINARY INSPIRALS AT NEWTONIAN
ORDER
We shall begin with a brief review of the dynamics
of binary systems at leading PN order, and some of the
difficulties that arise in the problem.
A. The Kepler Problem
To begin, we review the common parameterizations of
the two-body problem in Newtonian gravity, commonly
called the Kepler problem. More specifically, the Kepler
problem reduces to solving the effective one-body equa-
tions of motion ~a = −(M/r2)~n, where ~a is the relative
acceleration of the binary, M = m1+m2 is the total mass
of the binary with m1,2 the component masses, r is the
relative radial separation of the two bodies, and ~n = ~x/r
with ~x the trajectory. Restricting the motion of the bi-
nary to the xy-plane, and writing ~n = [cosφ, sinφ, 0], the
3equation of motion can be split into two equations,
r¨ + rφ˙2 = −M
r2
, (1)
d
dt
(
r2φ˙
)
= 0 , (2)
governing the radial and azimuthal motion, respectively,
and where the overdot corresponds to derivatives with
respect to time. The latter of these admits one constant
of motion, specifically the reduced orbital angular mo-
mentum h = r2φ˙. Using this to replace φ˙ in Eq. (1), this
equation can be directly integrated by multiplying by r˙
to obtain
1
2
r˙2 = ε− h
2
2r2
+
M
r
, (3)
with ε the reduced orbital energy. The existence of these
two constants of motion has now reduced the problem to
quadratures.
We may obtain a more explicit solution to the Kepler
problem by returning to Eq. (1). Writing w = 1/r and
changing variables from t to φ, we obtain the equation
d2w
dφ2
+ w =
M
h2
. (4)
This equation may be directly solved to obtain
r =
p
1 + e cos(φ− ω) (5)
where p = h2/m is the semi-latus rectum of the orbit,
e is the orbital eccentricity, and ω is an integration con-
stant known as the longitude of pericenter. To obtain the
evolution of φ, we use the definition of h, which gives
φ˙ =
(
M
p3
)1/2
[1 + e cos(φ− ω)]2 . (6)
The trajectory of the binary is now uniquely parameter-
ized by the azimuthal angle φ, or alternatively, by the
true anomaly V = φ − ω. The evolution equation for V
is still given by Eq. (6) since ω is a constant1. As a final
point, Eq. (5) can be inserted into Eq. (3) to obtain the
mapping between orbital energy and eccentricity, specif-
ically
e =
(
1− 2h
2
M2
)1/2
. (7)
While the parameterization in terms of the true
anomaly V is complete, there is the problem of obtaining
V (t), which involves integrating Eq. (6). Technically, the
integral can be done to obtain t(V ), but the resulting
1 In general, this is not true when considering perturbations of the
Kepler problem.
function is too complicated to be inverted analytically.
Instead, we rely on a new parameterization in terms of
the eccentric anomaly u, with the mapping between V
and u given by
cosV =
cosu− e
1− e cosu , sinV =
(1− e2)1/2 sinu
1− e cosu . (8)
The time evolution of u may be obtained by applying
these equations to Eq. (6). After integrating, we obtain
` = m1/2
(
1− e2
p
)3/2
(t− tp) = u− e sinu , (9)
where ` is the mean anomaly, and tp is an integration
constant. This equation, known as Kepler’s equation,
does not admit a closed-form solution for u(t) due to it
being transcendental.
Generally, one must solve Kepler’s equation numeri-
cally. However, it does lay the ground work for obtaining
a Fourier series representation for the solution to the Ke-
pler problem. To see this, consider cosV given by Eq. (8),
which may be written as a Fourier series of the form
cosV =
∞∑
k=−∞
cke
ik` , ck =
∫ pi
−pi
d`
2pi
cosu− e
1− e cosue
−ik` .
(10)
The coefficients ck can be found explicitly by changing
variables in the integral from ` to u, and making use of
the integral definition of Bessel functions of the first kind
Jn(x) =
1
2pi
∫ pi
−pi
du ei(nu−x sinu) , (11)
with the end result being
cosV = −e+ 2
e
(
1− e2) ∞∑
k=1
Jk(ke) cos(k`) . (12)
Similarly
sinV = 2(1− e2)1/2
∞∑
k=1
J ′k(ke) sin(k`) , (13)
where the prime corresponds to differentiation with re-
spect to the argument. The entire Kepler problem is now
determined as a function of time.
While the solution to the Kepler problem is now com-
plete, the Fourier series representation does have a draw-
back. As the eccentricity increases, more terms are
needed in the sums of Eqs. (12)-(13) to obtain sufficient
phase accuracy [62]. For high eccentricities (e ∼ 1),
the series converge slowly, and one may need to keep
several hundred terms in the sums [60]. This presents
a problem for developing waveform models using these
Fourier series, namely, while they may be fast and accu-
rate for moderate eccentricities, they need not necessarily
be so for highly eccentric systems. In the next section,
we present a method for developing analytic waveform
models for eccentric gravitational wave bursts that cir-
cumvents this issue.
4B. Gravitational Waves
The discussion of the preceding section deals with only
the conservative dynamics of the binary. The binary also
inspirals due to the emission of GWs, which to leading
PN order are described by the quadrupole approxima-
tion [34],
hij =
2
DL
I¨ij , (14)
where hij is the metric perturbation, DL is the luminosity
distance,
Iij = µx<ixj> (15)
is the quadrupole momentum of the binary, with xi the
binary’s trajectory, µ the reduced mass of the binary, and
<> corresponds to the symmetric trace free part of the
tensor.
To find the observable part of the metric perturbation,
we project into the transverse traceless gauge. We define
the line of sight vector
~N = [sin ι cosβ′, sin ι sinβ′, cos ι] (16)
where ι is the inclination angle of the binary (the angle
between ~N and the binary’s orbital angular momentum),
and β is an arbitrary polarization angle. We further de-
fine two vectors,
~Θ = [cos ι cosβ′, cos ι sinβ′,− sin ι] (17)
~Φ = [− sinβ′, cosβ′, 0] (18)
which define the transverse sub-space orthogonal to ~N .
The GW polarizations are then defined by the projections
h+ =
1
2
(
ΘiΘj − ΦiΦj)hij , (19)
h× =
1
2
(
ΘiΦj + ΦiΘj
)
hij . (20)
Using the results of the previous sections, these reduce
to [56]
h+ = −M
2η
pDL
{[
2 cos(2V − 2β) + 5
2
e cos(V − 2β)
+
e
2
cos(3V − 2β) + e2 cos(2β)
] (
1 + cos2 ι
)
+
(
e cosV + e2
)
sin2 ι
}
, (21)
h× = −M
2η
pDL
cos ι [4 sin(2V − 2β) + 5e sin(V − 2β)
+e sin(3V − 2β)− 2e2 sin(2β)] , (22)
where β = β′ − ω. Finally, these waveform polarizations
can, alternatively, be written in a Fourier series on har-
monics of the orbital period [63],
h+,× = −m
2η
pDL
(1− e2)
∞∑
k=1
[
C
(k)
+,× cos(k`) + S
(k)
+,× sin(k`)
]
.
(23)
where [C
(k)
+,×, S
(k)
+,×] are given by Eqs. (9a)-(9d) in [64].
This completes our review.
III. TIME DOMAIN WAVEFORMS
Now that we have reviewed the parameterizations
of the Kepler problem, we may begin to consider re-
summing these parameterizations to obtain analytic
waveforms for eccentric binaries. We will begin by focus-
ing on the re-summation of quantities in the time domain,
where re-summation can be directly applied to cosV and
sinV . We will also consider the construction of a simpli-
fied radiation reaction model, to capture the inspiraling
nature of the binary under the emission of GWs.
A. Re-summations of the Kepler Problem & the
Post-Parabolic Approximation
We here present a method for re-summing the series
appearing in Eqs. (12)-(13). The method was originally
developed in [60] for re-summing similar series expres-
sions appearing in the GW tails fluxes. The method
generally follows three steps: 1) replace any instance
of Jk(ke) and J
′
k(ke) with their uniform asymptotic ex-
pansions, 2) replace summations on the harmonic in-
dex k with integrals, and 3) expand the functions ob-
tained after integration about high eccentricity, namely
 = 1 − e2  1. This method produced highly accurate
representations of the tail enhancement factors to the
current limit of the PN expansion for eccentric binaries.
We will here adapt it for the Fourier series representation
of the Kepler problem.
A detailed description of the uniform asymptotic ex-
pansion may be found in [65]. For our purposes, it suffices
to consider the first two terms in this expansion, specifi-
cally
Jk(ke) ∼
(
ζ
1− e2
)1/4{
1
pi
√
2ζ
3
K1/3
(
2
3
ζ3/2k
)
+
1
24pi
√
ζ
6
[
5
ζ3/2
− 2(2 + 3e
2)
(1− e2)3/2
]
1
k
K2/3
(
2
3
ζ3/2k
)}
,
(24)
J ′k(ke) ∼
(
1− e2
ζ
)1/4{
ζ
epi
√
2
3
K2/3
(
2
3
ζ3/2k
)
− ζ
24pie
√
6
[
7
ζ3/2
+
4− 18e2
(1− e2)3/2
]
1
k
K1/3
(
2
3
ζ3/2k
)}
,
(25)
with
ζ =
{
3
2
[
ln
(
1 +
√
1− e2
e
)
−
√
1− e2
]}2/3
. (26)
5The re-summation procedure we will use is as follows: (1)
extend the summations to include k = 0, (2) replace the
Bessel functions with their uniform asymptotic expan-
sions, (3) convert the sum to an integral over k and eval-
uate, (4) match the solution to the exact answer at peri-
center, (5) define a “phase” variable ψ = (3/2)`/ζ3/2 and
make the replacement ` → ψ, and (6) define  = 1 − e2
and expand in  1, holding ψ fixed.
There are a few extra steps that we have added here
compared to the procedure for re-summing the tail en-
hancement factors in [60]. First, extending the sums to
include k = 0 is necessary when arriving at step (3). Gen-
erally, this procedure requires one to evaluate integrals of
the form ∫ ∞
kmin
dk Kn
(
2
3
ζ3/2k
)(
cos(k`)
sin(k`)
)
. (27)
If kmin = 1, the above integrals do not admit a closed-
form solution, but do if kmin = 0. Hence, we extend
the lower limit of the sums to address this. Second is
the matching to the exact answer at pericenter. The
procedure produces asymptotic series that resemble the
exact solution, but are often offset by a constant value.
This may be fixed by matching to the known value of
the exact solution at pericenter, which can be found by
taking u = 0 in Eq. (8). Finally, the definition of ψ,
and the action of holding it fixed when expanding in 
1, helps to ensure that the resulting expressions remain
phase accurate compared to an exact answer.
Consider the Fourier series representation of cosV
given in Eq. (12). The summation that we must re-sum
is
∞∑
k=1
Jk(ke) cos(k`) = −1 +
∞∑
k=0
Jk(ke) cos(k`) , (28)
where we have extended the sum to include k = 0 in the
equality. After replacing Jk(ke) with its asymptotic ex-
pansion in Eq. (24), and replacing the summations with
integrals, we are left with the problem of evaluating
I1 =
∫ ∞
0
K1/3
(
2
3
ζ3/2k
)
cos(k`) , (29)
I2 =
∫ ∞
0
dk
k
K2/3
(
2
3
ζ3/2k
)
cos(k`) . (30)
The first of these can be directly evaluated as is, with the
end result being
I1 =
31/2pi ch(ψ, 1/3)
2ζ3/2
√
1 + ψ2
, (31)
where ch(ψ, n) = cosh[narcsinh(ψ)].2 On the other hand,
I2 appears to be divergent when k = 0. We may circum-
vent this by realizing that cos(k`)/k = − ∫ d` sin(k`).
2 It is worth noting that this function can also be written as
ch(x, n) = (1/2)(x +
√
1 + x2)n + (n → −n) , by the proper-
ties of hyperbolic functions.
Applying this, integrating over k, and then integrating
over ` results in
I2 = −3
1/2
2
pi ch(ψ, 2/3) . (32)
The practical problem of evaluating the integrals is now
solved.
Applying the remainder of the procedure, we obtain
cosV ∼ −1 + 2 ch(ψ, 1/3)√
1 + ψ2
+
2
5

[
−1 + ch(ψ, 1/3)√
1 + ψ2
]
+ 2
[
−107
350
+
51
175
ch(ψ, 1/3)√
1 + ψ2
+
1
70
ch(ψ, 2/3)
]
+O(3) . (33)
Similarly, for sinV we obtain
sinV ∼ 2 sh(ψ, 2/3)√
1 + ψ2
+
2
5

[
−sh(ψ, 1/3) + sh(ψ, 2/3)√
1 + ψ2
]
+ 2
[
− 7
25
sh(ψ, 1/3) +
51
175
sh(ψ, 2/3)√
1 + ψ2
]
+O(3)
(34)
where sh(ψ, n) = sinh[narcsinh(ψ)]. Note that we have
truncated the series expansion at second order in . There
is no mathematical difficulty causing us to stop at this
order. We are only interested in the high eccentricity
regime ( 1). If one desired more accuracy at moderate
eccentricities, one could simply carry the series to higher
order.
An important note about these expressions is that they
are actually non-oscillatory, which runs contrary to the
notion of a closed elliptical orbit. Mathematically, this
results from the fact that the integrand in Eq. (29) is
effectively an exponentially damped sinusoid in k, whose
integral is not an oscillatory function. From a more phys-
ical perspective, it can be shown that these expressions
reproduce a parabolic trajectory when  = 0(e = 1). We
show this explicitly in Appendix A. In this way, the pro-
cedure actually acts to model an elliptical system as a
deformation of a parabola, rather than a deformation of
a circle as is done in the post-circular formalism [62].
As such, these expressions are only valid over one orbit,
with ` ∈ [−pi, pi], and constitute a post-parabolic formal-
ism. Waveforms generated in this formalism will, thus,
only be accurate for one pericenter passage, and we shall
refer to them as effective fly-by (EFB) waveforms.
In Fig. 1, we provide comparisons of these analytic
expressions to numerical solutions of Eq. (6), for a sys-
tem with e = 0.99. The analytic expressions above are
given by the dashed lines in the top panel of each plot,
while the numerical solutions are given by the solid lines.
The bottom panels display the difference between the nu-
merical and analytical solutions. From this we see that
the analytic solutions are highly accurate near pericen-
ter (` = 0), while the difference is ∼ 10−3 for cosV and
∼ 2× 10−2 for sinV at apocenter (` = ±pi).
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FIG. 1. Comparison of the asymptotic representation of cosV (left) and sinV (right) to their numerical evolution found by
solving Eq. (6). The analytic asymptotic expressions are displayed as dashed lines and are given by Eqs. (33)-(34), while the
numerical solutions are represented by solid lines. The bottom panels of each plot shows the difference between the numerical
solutions and the asymptotic expressions.
As a final point, we note that the waveform for an
eccentric binary doesn’t just contain power in the sec-
ond harmonic of V , but also the first and third har-
monics. In theory, one can obtain Fourier series rep-
resentations for [cos(2V ), cos(3V ), sin(2V ), sin(3V )] and
perform the re-summation procedure presented here to
obtain asymptotic representations of these harmonics.
Indeed, one could even go one step further and write
the full waveform in a Fourier series of orbital har-
monics as is done in Eq. (23), and perform the re-
summation procedure directly on the detector response
h(t). For simplicity, we do not consider this here, and
instead rely on the usual relationship among trigono-
metric functions to obtain the asymptotic expressions of
[cos(2V ), cos(3V ), sin(2V ), sin(3V )] from Eqs. (33)-(34).
For example,
cos(2V ) = 2 cos2 V − 1
∼ 1− 8 ch(ψ, 1/3)√
1 + ψ2
+
8 ch2(ψ, 1/3)
1 + ψ2
+
8
5

[
1− 3 ch(ψ, 1/3)√
1 + ψ2
+
2 ch2(ψ, 1/3)
1 + ψ2
]
+
22
175(1 + ψ2)
[
4
(
64 + 35ψ2
)− 367√1 + ψ2 ch(ψ, 1/3) + (111− 5ψ2) ch(ψ, 2/3)]+O(3) . (35)
As we will show in Sec. V B, the waveforms obtained via
this shortcut are still highly accurate compared to nu-
merical waveforms, and thus, we do not consider further
re-summations of time domain quantities.
B. Radiation Reaction Model
In the previous section, we held the Keplerian eccen-
tricity e fixed when performing our re-summation proce-
dure. However, if the binary system is inspiraling due
to the emission of GWs, then this parameter will evolve
in time. What we now seek is an analytic model for
this evolution. This problem was first considered by Pe-
ters & Mathews [66], who found that in the quadrupole
approximation, the secular evolution of the Keplerian ec-
centricity e and semi-latus rectum p of the orbit evolve
according to
de
dt
= −304
15
eη
M
(
M
p
)4 (
1− e2)3/2(1 + 121
304
e2
)
, (36)
7dp
dt
= −64
5
η
(
M
p
)3 (
1− e2)3/2(1 + 7
8
e2
)
. (37)
These evolution equations constitute the adiabatic ap-
proximation, where secular changes are small over any
given orbit. Thus, if we are only considering the evolu-
tion of a binary system over one orbit, we can approx-
imate the evolution of (e, p) by a simple Taylor series,
specifically
e(t) = e(` = 0) +
(
de
d`
)
`=0
`(t) +O(`2)
= e0 − 304
15
ηe0
p¯
5/2
0
(
1 +
121
304
e20
)
`(t) +O(`2) , (38)
p¯(t) = p¯(` = 0) +
(
dp¯
d`
)
`=0
`(t) +O(`2)
= p¯0
[
1− 64
5
η
p¯
5/2
0
(
1 +
7
8
e20
)
`(t) +O(`2)
]
, (39)
where p¯ = p/M , p¯(` = 0) = p¯0 and e(` = 0) = e0 are the
values at pericenter. Note that the terms proportional to
` are actually 2.5PN corrections, i.e. they are suppressed
by v5 ∼ (m/p0)5/2. Thus, the Taylor series expansion
also constitutes a PN expansion.
Why are the above Taylor series in terms of ` and not
t? Naively, one might expect there to be a linear mapping
`(t) given by Eq. (9). However, once radiation reaction
is included, this mapping no longer holds and we must
consider the more general mapping specified by
d`
dt
= M−1
(
1− e2
p¯
)3/2
≡ n . (40)
To solve, this we insert Eqs. (38)-(39) and perform a PN
expansion to obtain
d`
dt
= n0 + 2piFrr`+O(`2) , (41)
where
n0 = M
−1
(
1− e20
p¯0
)3/2
, (42)
Frr =
96
10pi
η
Mp¯40
(
1− e20
)1/2(
1 +
73
24
e20 +
37
96
e40
)
. (43)
The above expression constitutes a differential equation
for `(t), which can be immediately solved with the re-
quirement that `(t = tp) = 0 to obtain
`(t) =
n0
2piFrr
{exp [2piFrr(t− tp)]− 1} . (44)
In Fig. 2, we compare the analytic approximations
of Eqs. (38)-(39) and (44) to the numerical evolutions
of Eqs. (36)-(37) and (40), for a binary system with
tp = 0, e0 = 0.99, and p0 = 20M . For this evolution,
the binary becomes unbound at finite ` ≈ −2.57, but in-
finitely far in the past t = −∞. The bottom panels of
each plot display the error in the analytic approximation
compared to the numerical evolutions. The analytic ap-
proximations of e(`) and p(`) are accurate to . 10−2%
over the full orbit. Meanwhile, the de-phasing between
the analytic `(t) and its numerical evolution is typically
less than one radian near apocenter, but approaches dou-
ble precision near pericenter (t = 0). Thus, the analytic
approximation provides an accurate representation of the
evolution of the binary over the given orbit.
C. Waveform Polarizations
Now that we have a suitable radiation reaction model,
we may combine all of the pieces together to compute the
waveform polarizations. In general, the plus and cross
polarizations are given by Eqs. (21)-(22) for an eccen-
tric binary. The harmonics of the true anomaly can be
replaced with their asymptotic expansions described in
Sec. III A. After expanding in  1, we obtain
h+,×(t) = − M
2η
p[`(t)]DL
6∑
k=0
2∑
n=0
n
(
C(k,n)+,× [`(t); ι, β] ch{ψ[`(t)], k/3}+ S(k,n)+,× [`(t); ι, β] sh{ψ[`(t)], k/3}
)
+O(3) , (45)
where the functions [C(`; ι, β),S(`; ι, β)] are listed in Ap-
pendix B, and `(t) is given by Eq. (44). The dependence
of these functions on ` comes from the now time evolving
eccentricity e(`) given by Eq. (38). Further, the “phase”
variable ψ no longer has a linear mapping to ` for the
same reason. More specifically,
ψ[`(t)] =
`(t)
ln
(
1+
√
1−e[`(t)]2
e[`(t)]
)
−√1− e[`(t)]2 . (46)
We shall refer to this model as the time-domain EFB
(EFB-T) model.
In Fig. 3, we compare the EFB-T model to a numeri-
cally generated, leading PN order waveform. The wave-
form is obtained by numerically integrating Eqs. (6),(36)-
(37), and (40), with p¯0 = 20 and e0 = 0.99. The numeri-
cal solution is then combined with Eq. (21)-(22) to gen-
erate the waveform. For simplicity, we take ι = 0 = β,
and we only plot the plus polarization, where we have
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FIG. 2. (Top) Comparison of the analytic approximations Eqs. (38)-(39) and (44) (dashed lines) to numerical evolutions of
Eqs. (36)-(37) and (40) (solid lines). (Bottom) The bottom panels of the left and center plots show the error between the
numerical evolutions of e and p and their analytic representations. The bottom panel of the right plots shows the de-phasing
(difference) between the numerical evolution of ` and its analytic approximation.
normalized the waveforms such that hˆ+(0) = −1 for the
numerical waveform. The bottom panel of of Fig. 3 dis-
plays the relative difference between the two waveforms,
which is . 10−3 is the region around pericenter passage.
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FIG. 3. (Top) Comparison of the plus polarization of the
EFB-T model (dashed line) to a numerically generated wave-
form (solid line) with p¯0 = 20 and e0 = 0.99. (Bottom)
Relative difference between the analytic and numerical wave-
forms.
IV. FREQUENCY DOMAIN WAVEFORMS
So far, our efforts toward creating analytic waveforms
have focused on the time domain. The EFB-T model has
one particular drawback, namely, there does not seem
to be a straightforward way of analytically calculating
its Fourier transform. The typical method of using the
stationary phase approximation (SPA) does not seem to
work in this case due to the complexity of the wave-
forms, as well as the lack of a readily identifiable wave-
form phase. We here present an alternative model which
does allow for the Fourier transform to be computed an-
alytically. We shall refer to this new model as the EFB-F
model.
Just like the EFB-T model, we will also follow a re-
summation procedure for the Fourier domain waveform
presented here. The procedure is as follow: (1) start-
ing from Eq. (23) with the radiation reaction model of
Sec. III B, evaluate the Fourier transform of h+,× using
the SPA, (2) replace the Bessel functions appearing in
[C
(k)
+,×, S
(k)
+,×] with their uniform asymptotic expansions
in Eqs. (24)-(25), (3) replace the summations on k with
an integral and evaluate. We will explain the reasoning
and some of the difficulties that arise from this procedure
in the following sections.
A. Stationary Phase Approximation
We desire the frequency domain waveform polariza-
tions h˜+,×(f). To do so, we consider the waveform po-
larizations given by Eq. (23). The Fourier transform is
9then, schematically
h˜+,×(f) = h0
∑
k
∫ ∞
−∞
dt
[
1− e(t)2
p(t)
]
exp(2piift)
×
{
E
(k)
+,×(t) exp[ik`(t)] + c.c.
}
, (47)
where h0 = M
2η/(2DL), E
(k)
+,× = C
(k)
+,× − iS(k)+,×, and
c.c. stands for complex conjugate. Here, (p, e, `) are
still time dependent through Eqs. (38)-(39) and (44), and
E
(j)
+,× depend on time through the eccentricity e. The
problem of calculating the Fourier transform now reduces
to solving an integral of the form
I(f) =
∫ ∞
−∞
dtA(t) exp[iΨ±(t, f)] , (48)
where Ψ±(t, f) = 2pift ± k`(t), and for which the SPA
is applicable. The stationary point is found by requiring
that dΨ±/dt = 0, which results in
t∗j,± = tp +
1
2piFrr
ln
(
∓2pif
kn0
)
. (49)
Note that the stationary point of Ψ+ is only real valued
for negative values of the frequency, while for Ψ−, this oc-
curs at positive frequencies. Since we are only interested
in the signals observed by GW detectors, we drop the
contribution to the Fourier transform from Ψ+ since it is
only dominant for negative frequencies. The remainder
of the SPA procedure may be carried out to obtain
h˜+,×(f) = h0
∑
k
[1− e(t∗k,−)2]
p(t∗k,−)
E
(k)†
+,×(t
∗
k,−)
(
kχorb
χ
)−iχ
× exp[i(kχorb − χ− pi/4 + 2piftp)]
Frr
√
2piχ
, (50)
where χ = f/Frr, χorb = n0/(2piFrr), and † corresponds
to complex conjugation.
B. Re-summations in the Fourier Domain and
Waveform Polarizations
After applying the SPA, we are still left with a wave-
form that involves an infinite summation over harmonics.
The question now is whether a similar re-summation pro-
cedure to the time domain waveforms can be carried out
here. The functions E
(j)
+,× involve the exact same Bessel
functions, so we may replace them with their asymp-
totic expansions given in Eqs. (24)-(25). Further, there
is nothing preventing us from replacing the infinite sum-
mations with integrals. The only practical problem is
whether these integrals can be evaluated in closed form.
The integrals generally take the form
Ja =
∫ ∞
0
dk k−iχ+aKb
[
2
3
kζ3/2(t∗k,−)
]
exp[ikχorb] ,
(51)
where a ≤ 1 and b ∈ {1/3, 2/3}. There are two problems
associated with trying to evaluate this. The first arises
from the stationary point dependence in ζ. This depends
on the stationary point through e(t) given by Eq. (38),
which after evaluating produces
e∗k,− = e(t
∗
k,−) = e0+
304
15
e0η
p¯
5/2
0
(
1 +
121
304
e20
)(
χorb − χ
k
)
.
(52)
The dependence on k in the modified Bessel function is
thus complicated, and in general, the integral does not
have a closed form solution. Fortunately, we may realize
that the k dependence in e∗k,− is suppressed by p¯
5/2
0 , and
is thus 2.5PN order. As a result, we perform a PN ex-
pansion of any quantities that depend on the stationary
point t∗k,−. For example,
Kb
[
2
3
kζ3/2(t∗k,−)
]
= Kb
(
2
3
kζ
3/2
0
)
+O
(
p¯
−5/2
0
)
, (53)
where ζ0 = ζ(e0).
The second issue arises when a < 0. Similar to the time
domain re-summation, these integrals appear to be di-
vergent when k → 0. However, this can be circumvented
by realizing that k−1 exp(ikχorb) =
∫
dχorb exp(ikχorb).
Utilizing this, we can reverse the order of integration,
first integrating over k and then over χorb, to evaluate
Ja when a < 0. We find that these terms are actually
subdominant compared to the a = 1 and a = 0 terms in
the Fourier domain waveform, so we safely neglect them
here.
After applying the re-summation procedure, we obtain
h˜+,×(f) =
M2η
p0DL
(1− e20)
e20Frr
(
χ
χorb
)iχ
exp(2piiftp − iχ)
χ1/2
∑
(l1,l2)∈L
∑
s
A+,×l1,l2,s(f) 2F1
(
l1
6
− iχ
2
,
l2
6
− iχ
2
; s;−9
4
χ2orb
ζ30
)
,
(54)
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where 2F1 is the hypergeometric function, the
functions Al1,l2,s(f) are listed in Appendix C,
(l1, l2) are integers that belong to the set
L = {(2, 4), (4, 8), (1, 5), (5, 7), (7, 11), (10, 8)}, and
s ∈ {−1/2, 1/2}. Note that we have not expanded this
expression about  = 1− e20  1. In attempting this, we
discovered that this results in a severe loss of accuracy
compared to numerical waveforms. As a result, we
simply leave the above expression un-expanded.
We provide a comparison of the EFB-F waveform to a
numerically computed one in Fig. 4. The numerical wave-
form is generated by taking the discrete Fourier trans-
form (DFT) of the numerical time-domain waveform dis-
cussed in Sec. III C. We choose the masses for this com-
parison to be (m1,m2) = (10, 10)M. The time-domain
waveform is sampled at 4096 Hz, and is then padded such
that the total length of the waveform contains 220 points.
The top panel of Fig. 4 displays the plus polarization of
both the EFB-F model (dashed line) and the numerical
waveform (solid line), normalized to the peak of the nu-
merical waveform. The relative error between these two
waveforms is largest at 10 Hz, with the EFB-F wave-
form being accurate to ∼ 10%. At higher frequencies,
the EFB-F waveform is more accurate, achieving ∼ 1%
accuracy at frequencies above the peak. In principle, this
can be improved by considering the next order terms in
the asymptotic expansion of Bessel functions, as well as
hyperasymptotic techniques [67] to adjust the low fre-
quency behavior. This completes our discussion of the
EFB-F model.
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FIG. 4. (Top) Comparison of the plus polarization of the
EFB-F model in Eq. (54) (dashed line) to a numerically gen-
erated waveform (solid line) with p¯0 = 20 and e0 = 0.99.
(Bottom) Relative error between the analytic and numerical
waveforms.
V. VALIDATION
Now that we have our waveform models, we seek to
validate them against accurate representations of the GW
bursts from eccentric systems. We shall also discuss some
numerical implementations of these waveforms models,
specifically how quickly they may be evaluated.
A. Computational Efficiency
While it is appealing to have analytic waveforms from
the standpoint of understanding the underlying physics,
from a data analysis perspective, it is also necessary for
these waveforms to be fast to evaluate. If an analytic
waveform is sufficiently complicated, it may take more
time to sample the model than it would to simply gener-
ate the waveform numerically. In this section, we seek to
quantify the efficiency of the EFB-T and EFB-F wave-
form models presented in Secs. III & IV, specifically how
quickly they can be sampled relative to a numerical wave-
form.
The benchmark for this will be a leading PN order
waveform given by Eq. (21), and which is generated
by evolving the equations of Peters & Mathews, specif-
ically Eqs. (36)-(37), and Eqs. (6) and (40). These
equations are solved in the range [−tf , tf ], where tf =
pi/M1/2[p0/(1− e20)]3/2, to ensure that only one pericen-
ter passage is obtained. We choose p¯0 = 20 and e0 = 0.9,
with masses m1 = 10M = m2, and a sampling rate
of 4096 Hz. The time domain waveform is padded with
zeros until the total length is 220 points, before being
Fourier transformed. The time domain integration is
performed with SciPy’s ode module, while the Fourier
transform is computed numerically using the fft mod-
ule. With these parameter values, it takes approximately
0.36 seconds to generate the waveform.
To generate the EFB-T waveforms, after setting the
initial parameters (p0, e0) and masses (m1,m2), we find
the time tpi associated with ` = pi using Eqs. (44).
We then sample the EFB-T waveform over the inter-
val [−tpi, tpi] at a rate of 4096 Hz. The waveform is
then padded to ensure there are 220 total points. After
padding, the Fourier transform is then computed used
SciPy’s fft routine. For initial parameters p¯0 = 20 and
e0 = 0.9, and masses m1 = 10M = m2, it takes approx-
imately 0.14 seconds to generate both waveform polar-
izations in the EFB-T model. This is under half the time
to generate the numerical Peters & Mathews waveforms.
It is worth noting that this evaluation time increases
significantly as e0 approaches unity for the sampling
method described above. For e0 = 0.999, it takes approx-
imately 0.56 seconds to generate the EFB-T waveform.
For e0 = 0.9999, the sampled EFB-T waveform has > 2
20
points, simply due to the fact that tpi can become large
(i.e. it takes a long time to get from pericenter to apoc-
enter). For such a case, we pad the EFB-T waveform
to have a total of 222 points, which takes approximately
11
3.6 seconds total to generate the Fourier transform. This
can be circumvented by simply choosing a smaller win-
dow over which the sampling is performed, i.e. choose
tsample < tpi. For such high eccentricities, sampling to
apocenter (` = pi) is likely unnecessary since there is
very little GW emission there. The same issue arises for
the numerical waveform that we are comparing to.
While the EFB-T model is relatively fast to evalu-
ate, the same cannot be said of the EFB-F waveform in
Eq. (54). From the numerical and EFB-T waveforms, we
obtain a frequency resolution δf , which we use to sample
the EFB-F waveforms from flow = 10 Hz to fhigh = 2048
Hz, i.e. the Nyquist frequency. We attempted to sam-
ple the EFB-F model in Python using the mathmp mod-
ule, but sampling the hypergeometric function proved to
be badly convergent for high frequency values, and we
were not able to get a full estimate of the time it would
take to sample the EFB-F model. The data used to gen-
erate Fig. 4 were generated in Mathematica, where it
took ∼ 3− 4 hours to complete the sampling, and which
doesn’t cover the full frequency range.
The reason behind the slow evaluation time of the
EFB-F model seems to purely be due to its dependence
on the specialized hypergoemetric functions, which are
not easily evaluated numerically for large arguments.
There are actually two variables that are large in the
EFB-F model. The first is χ = f/Frr. For LIGO sources,
Frr is typically less than 1 Hz, so χ can span over several
orders of magnitude. The second is the ratio χ2orb/ζ
3
0 ,
which is actually a −2.5-PN term, i.e. it scales like v−5.
For small values of the velocity, this ratio is large, and
common methods of numerically evaluating the hyperge-
ometric functions are poorly convergent.
Given these two considerations, it may be possible to
produce analytic approximations to the hypergeometric
functions appearing in Eq. (54) that would be signifi-
cantly faster to evaluate. This was attempted in the
course of this work, but the resulting approximates were
not sufficiently accurate over the full range of frequencies
of the LIGO band, so we do not provide the details here.
This is not to say that these methods are total failures in
speeding up the waveform, only that more work would be
necessary to obtain sufficiently accurate waveforms that
are also fast to evaluate. We leave this to future work.
Due to the excessive computation cost of evaluating the
EFB-F model, the remainder of the numerical analysis
performed in this section is done only with the EFB-T
model.
B. Faithfulness
In order to construct the EFB-T model, we were forced
to make a few approximations, namely the post-parabolic
approximation for the conservative dynamics, and an ap-
proximate model based on Taylor expansions of the radi-
ation reaction equations for the dissipative dynamics. In
Figs. 1 and 3, we showed the difference between these an-
alytic approximations and numerical calculations. While
this is suitable for checking the accuracy of these approxi-
mations, it would also be useful to understand how errors
in these approximations might affect our ability to detect,
and perform parameter estimation on, such signals. To
that end, we study the match between the EFB-T model
and numerical Peters & Mathews waveforms
The match between waveforms hA and hB is defined
as
M = max
tp
(hA|hB)√
(hA|hA)(hB |hB)
, (55)
where (hA|hB) is the noise-weighted inner product de-
fined as
(hA|hB) = 4Re
∫
df
h˜A(f)h˜
†
B(f)
Sn(f)
, (56)
with Sn(f) the noise power spectral density of the detec-
tor being considered. The match in Eq. (55) is maximized
over the time of pericenter passage, which amounts to
an arbitrary time shift of the waveform. Physically, the
match provides an estimate of how biased, or unbiased,
parameter estimation will be if model hB is used to detect
signal hA. In this case, we are using it to determine how
faithful the EFB-T model is compared to the numerical
Peters & Mathews waveforms discussed in the previous
section.
We consider the match for two LIGO sources, with
m1 = 10M = m2, and m1 = 10M and m2 = 40M.
We compute the match as a function of the semi-latus
rectum p and eccentricity e of the orbit. For simplicity,
we only compute the match between the plus polariza-
tions of the waveforms. The Fourier domain waveforms
are computed via the method discussed in Sec. V A. For
Sn(f), we use the publicly available data for LIGO at de-
sign sensitivity [68]. To compute the integral in Eq. (56),
we take the limits of integration as flow = 10 Hz and
fhigh = fNy. Finally, to maximize over the time shift
tp, we compute the inverse Fourier transform of the inte-
grand in Eq. (56), and find its maximum. This gives us
an approximate value of tp that maximizes Eq. (55). We
then perform a grid search around this point to find the
true value. The results of this computation are displayed
in Fig. 5.
For the m1 = 10M = m2 case, the match is always
above∼ 0.98 for all of the cases studied. This is above the
threshold of 0.97 that is commonly used as a requirement
for performing matched filtering searches [69]. Thus, for
this low mass case, the EFB-T waveform is an excellent
approximation for the typical bursts that might occur
within the LIGO band. On the other hand, the high mass
case with m1 = 10M and m2 = 40M only achieves
such high matches for high values of eccentricity and/or
low values of the semi-latus rectum. The reason for this
is that the peak frequency of the waveforms is sensitive
to the total mass of the binary, the eccentricity, and the
semi-latus rectum, which determines how widely sepa-
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FIG. 5. (Left) Faithfulness (match) of the EFB-T waveform to numerical Peters & Mathews waveforms for binaries with total
mass M = 20M and mass ratio q = 1. (Right) Same as the left panel, but with M = 50M and q = 4. Note that the color
scale is different in each plot.
rated the binary is. For higher masses and higher semi-
latus recta, the peak frequency can become smaller than
10 Hz, resulting in only the exponential high-frequency
tail being within the LIGO band, and lower matches over-
all. This is not unexpected, a similar effect occurs in the
quasi-circular case, i.e. higher mass systems generally
merge at lower frequencies, and as a result, spend less
time in the LIGO band.
C. Robustness to Modeling Error
The calculation in the previous section provides a use-
ful measure of errors introduced by the approximations
necessary to create the EFB-T waveforms, and show that
they are a relatively faithful representation of the numeri-
cal Peters & Mathews waveforms. However, the pericen-
ter velocity of binaries emitting GWs in the detection
band of ground based detectors need not necessarily be
small. One may wonder how accurate the EFB-T wave-
form is compared to a realistic signal. More specifically,
what is the (modeling) error induced by working to lead-
ing PN order?
We seek to answer this question by comparing to full
NR waveforms of single pericenter passages. We use the
waveforms from [36], which specifically looked at black
hole-neutron star binaries with q = 4. We are primar-
ily interested in the case of binary black holes (BBHs),
and while these simulations may treat one of the com-
pact objects as a neutron star, the underlying dynamics
should be an accurate trace of the BBH case since tidal
effects and f-mode oscillations are subdominant in the
waveforms [26]. For our analysis, we thus choose the
masses to be m1 = 10M and m2 = 40M.
The initial data for these simulations is set by choos-
ing velocities corresponding to a Newtonian orbit with
parameters [rp, e]. The time domain data from the NR
simulations is for the Weyl scalar Ψ4 = h¨+ + ih¨×. To
perform a match comparison, we require the Fourier do-
main waveform h˜+(f), which we compute by using the
properties of Fourier transforms to realize that
h˜+(f) = −F{Re[Ψ4]}
4pi2f2
, (57)
where F [h] is shorthand for the Fourier transform of h.
For simplicity, we once again only consider the match
between plus polarizations of the NR waveforms and the
EFB-T model.
The NR simulations are discretized with a time step
of δt = 1.5625M , which corresponds to the sampling
rate of 2586.34 Hz for the masses we have chosen. The
method for computing the Fourier transform of Re[Ψ4]
follows the same procedure detailed in Sec. V A for com-
puting the Fourier transform of the EFB-T model. For
the match comparison, the values of the Newtonian pa-
rameters [rp, e] of the NR simulations need not give the
best match for the EFB-T waveforms. This is due to the
fact that these Newtonian parameters do not correspond
to the true pericenter and eccentricity of the orbit, as
well as the EFB-T model is not an exact representation
of the NR waveform, so its parameters can be biased. We
thus vary these parameters in the EFB-T model, or more
specifically [p0, e0], to find the highest match possible.
The results of this calculation are displayed in Figs. 6-8.
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The left panel of Fig. 6 shows the results for the NR
simulation with rp = 10M . The maximum match is
0.927, and is achieved at values of p0 = 10.9M and
e0 = 0.528 for the EFB-T model. The right panel com-
pares the “best fit” EFB-T waveform to the NR wave-
form in the time domain. To obtain h+(t) for the NR
simulation, we simply compute the inverse Fourier trans-
form of h˜+(f) using SciPy’s ifft module. Both the NR
and EFB-T waveforms are normalized by their peak am-
plitudes. This comparison shows that the two waveforms
have the same morphology, but differ by their amplitudes,
which is consistent with what was found in [27].
Fig. 7 shows the results of the same comparison, but
for an NR simulation with rp = 8.75M . In this case,
the maximum match is 0.945, and is achieved at EFB-
T parameters p0 = 8.56M and e0 = 0.541. The NR
waveform displays an asymmetry around its peak am-
plitude, due to the binary exhibiting whirl-like behavior
around closest approach [27]. This effect is not captured
by the EFB-T model. Finally, Fig. 8 gives the results
for the NR simulation with rp = 8.125M , with the max-
imum match of 0.754 at EFB-T parameters p0 = 6.99M
and e0 = 0.541. The NR waveform displays more of the
whirl-like behavior than the previous waveform, and as a
result, the match is significantly lower.
The results of this analysis show two things. First,
the EFB-T waveforms are relatively robust to modeling
error, but only to a point. As the pericenter distance be-
comes smaller, the EFB-T waveform becomes less accu-
rate compared to NR waveforms. This is not unexpected,
since the EFB-T model is constructed from leading PN
order dynamics, while the Newtonian pericenter velocity
is vp = 0.46c for the case with rp = 8.125M , where c is
the speed of light. Relativistic effects not captured by the
EFB-T model become important at such high velocities.
Second, the EFB-T waveform can capture these bursts,
but the parameters of the model will be biased relative
to the true parameters of the binary. It is difficult to tell
how much the parameters are biased in this case, since
the true parameters of the binary aren’t actually known
from the simulations. However, this isn’t necessarily a
problem if one desires to use the EFB-T model to detect
these bursts. Parameter estimation could be performed
with a more accurate model.
D. Multi-burst Sequences
The previous sections show that the EFB-T model pro-
vides an accurate description of the GWs produced dur-
ing a single pericenter passage. However, binary systems
will generally go through multiple pericenter passages as
they pass through, and ultimately merge in the LIGO
band. The usefulness of having a waveform that accu-
rately covers only one pericenter passage seems somewhat
limiting. We here show how multiple EFB-T waveforms
can be combined to recover a sequence of bursts from an
eccentric system.
To begin, we generate a sequence of bursts by numer-
ically integrating Eqs. (36)-(37) with the initial condi-
tions p(` = 0) = 60M and e(` = 0) = 0.9, where
` = 0 corresponds to the first pericenter passage. We
further choose the masses to be m1 = 10M = m2.
We numerically integrate these equations over the range
t ∈ [−Torb,0/2, 30sec], where Torb,0 = 2pi/n0. This re-
sults in a sequence of ten pericenter passages. We could
extend this to more, but this suffices for our purposes.
To generate a multi-burst EFB-T waveform, we start
by generating a single waveform using the method de-
scribed in Sec. V A with p¯0 = 60 and e0 = 0.9. To gener-
ate the next burst, we must know what the parameters
[p1, e1] at the next pericenter passage will be. Fortu-
nately, such a model was developed in [24]. We follow
a similar procedure here. As an example, the change in
the eccentricity e from one pericenter passage to another
is given by
eI+1 = eI +
(
de
dt
)
pI ,eI
Torb,I
= eI − 604pi
15
ηeI
p¯
5/2
I
(
1 +
121
304
e2I
)
, (58)
where we have used Eq. (36) to obtain the second equal-
ity. The same procedure can be used for the semi-latus
rectum and time of pericenter passage to obtain
pI+1 = pI
[
1− 128pi
5
η
p¯
5/2
I
(
1 +
7
8
e2I
)]
, (59)
tp,I+1 − tp,I = 2piM
(
p¯I
1− e2I
)3/2 [
1
− 96pi
5
η
p¯
5/2
I
(
1 + 7324e
2
I +
37
96e
4
I
1− e2I
)]
, (60)
respectively. There are two slight differences in this tim-
ing model compared to that of [24], namely, we do not
expand about eI  1 and we include the radiation reac-
tion effect on the orbital period in Eq. (60). These are to
ensure the model is accurate over a wider range of orbital
parameters.
The above equations constitute a timing model to pre-
dict when the subsequent burst will occur, and what
the orbital parameters will be during that closest ap-
proach. From [p0, e0, tp,0], we can obtain all future val-
ues. The initial burst is characterized by an EFB-T wave-
form in the interval [−tpi,0, tpi,0], where tpi,0 is described
in Sec. V A. To generate the second burst, we calculate
[p1, e1, tp,1] from the initial values, and we sample the
new EFB-T waveform with these parameters in the range
[tpi,0, Torb,0+tpi,1]. The change in the sample interval is to
ensure that the sampling interval of the total waveform
is continuous, and we do not have to perform padding
in between each EFB-T waveform. Generating all subse-
quent EFB-T waveforms follows the same procedure.
We compute the match between the numerical ten
burst sequence and the multi-burst EFB-T model in
14
6 8 10 12 14 16 18
p/M
0.2
0.3
0.4
0.5
0.6
0.7
lo
g 1
0(
1
e2
)
0.42
0.48
0.54
0.60
0.66
0.72
0.78
0.84
0.90
0.04 0.02 0.00 0.02 0.04
t [sec]
0.4
0.2
0.0
0.2
0.4
0.6
0.8
1.0
h +
(t)
NR
EFB-T
FIG. 6. (Left) Match (color) between the EFB-T waveform model and an NR waveform with input Newtonian values rp = 10M
and e0 = 0.75, and masses m1 = 10M and m2 = 40M. The maximum match, displayed by the cross symbol, is 0.927, and
is achieved at p0 = 10.9M and e0 = 0.528, which corresponds to rp,0 = 7.13M . (Right) Comparison of the best fit EFB-T
waveform to the NR waveform. Both waveforms have been normalized so that hˆ+ = 1 at the peak amplitude.
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FIG. 7. The same as Fig. 6, but with an NR waveform with input Newtonian values of rp = 8.75M and e0 = 0.75. The
maximum match is 0.945, and is achieved at p0 = 8.56M and e0 = 0.541, which corresponds to rp,0 = 5.55M .
Fig. 9 (squares), as a function of the number of EFB-
T waveforms used. The match is initially very low, but
increases with the number of waveforms and reaches a
maximum of 0.993 at ten bursts. This is well above the
value of 0.97 used for matched filtering searches, which is
indicated by the horizontal line. Thus, a simple method
of combining multiple EFB-T waveforms can be used to
capture sequences of bursts from eccentric systems.
There is one caveat to this analysis. We have here im-
plicitly used the results of Peters & Mathews throughout
the analysis, namely to generate the numerical waveform,
the EFB-T waveforms, and the timing model. Thus, the
timing model of Eqs. (58)-(60) will only be accurate for
sufficiently widely separated binaries where the PN ex-
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FIG. 8. The same as Fig. 6, but with an NR waveform with input Newtonian values of rp = 8.125M and e0 = 0.75. The
maximum match is 0.754, and is achieved at p0 = 6.99M and e0 = 0.541, which corresponds to rp,0 = 4.54M .
pansion is valid. For sources of ground-based detectors,
this may not be accurate enough to perform a matched
filtered search using a multi-burst EFB-T waveform. To
show this, we induce an error into the timing model by
multiplying the radiation reaction terms, i.e. those pro-
portional to p¯
−5/2
I in Eqs. (58)-(60), by 1 + , where  al-
lows us to control the level of the mis-modeling error. We
repeat the above match calculation with  = 0.01, thus
introducing a 1% error in the radiation reaction effects.
The results are given by the circles in Fig. 9. The match
no longer peaks at the correct number of bursts, and no
longer reaches the threshold for matched filtering. One
thus needs a highly accurate timing model to perform
match filtering searches using these EFB-T waveforms.
VI. DISCUSSION
We have developed here the first analytic waveforms
designed to describe the burst of gravitational radiation
from highly eccentric binaries. This was achieved by
applying a re-summation procedure to commonly used
Fourier series representations of quantities at leading PN
order. By comparing to NR waveforms, we showed that
the EFB-T model is an accurate representation of the
bursts from eccentric systems. Yet, there are still many
open questions from the analyses carried out here.
First, how does one construct a more accurate model
compared to NR simulations? The EFB-T model is rela-
tively accurate to the NR waveforms used here, but there
is room for improvement. The most direct way of improv-
ing the model would be to repeat the analysis carried out
here to higher PN order. Fourier series representations
of the PN two-body problem are currently known to 3PN
order [70]. The re-summation procedure carried out here
should still be applicable to higher PN order. A more in-
direct approach would be to construct an analytic kludge
model along the lines of [37]. The conservative dynam-
ics of such a model are described by geodesic motion on
an effective Kerr background. While this might be ap-
pealing due to its accuracy, re-summations of the type
carried out here may not be possible in this case due to
the complicated geodesic motion.
Second, how would one go about using the EFB-T
model to search for eccentric binaries? The analysis car-
ried out in Sec. V D shows that one needs a very accurate
timing model in order to string multiple EFB-T wave-
forms together to perform matched filtering searches.
Timing models constructed in the PN approximation
may not be accurate enough for full inspirals. An alter-
native strategy would be to search for correlated bursts
within the detector. If multiple bursts are emitted by the
same system, then the parameters of each burst will not
be independent of one another. For example, the sky lo-
cation, inclination angle, and component masses should
all be the same (to within some error) among the bursts.
Further, the peak times and frequencies of the bursts
should be correlated in the typical chirping fashion. One
may be able to use these correlations to search for full
eccentric signals without the need for a timing model.
Third, what can we learn from detecting these signals
with the models developed here? The most cited appli-
cation of detecting eccentricity within inspiraling bina-
ries is that it acts as a tracer for formation channels.
If the binary has a measurable amount of eccentricity,
it would have had to form relatively close to merger,
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FIG. 9. Match between a multi-burst EFB-T waveform to a
numerical ten burst sequence generated by numerically inte-
grating Eqs. (36)-(37) with p0 = 60M and e0 = 0.9, over the
time interval t = [−1.75, 30] seconds. We compute the match
as a function of the number of EFB-T waveforms used, up
to fifteen. The square sequence is the match with the timing
model given by Eqs. (58)-(60), while the circles have a 1% mis-
modeling error introduced in the timing model. The match
is plotted as a function of the number of EFB-T waveforms,
with the horizontal line corresponding to 0.97.
pointing to dynamical formation. Furthermore, eccen-
tric binaries also present themselves as unique systems
for placing constraints on the NS equation of state due
to the importance of tidal effects and f-mode oscillations.
With pericenter velocities potentially being large, these
systems may also be unique laboratories for performing
tests of GR. The models developed here are a first step
toward performing such studies.
Finally, the analyses carried out here have only fo-
cused on sources for ground-based detectors. However,
population synthesis studies have shown that there are
many more eccentric sources in the detection bands of
space-based detectors such as LISA and DECIGO, some
of which will be highly eccentric. Within our galaxy
alone, there are ∼ 150 globular clusters, which could
contain ∼ 20 sources emitting within the LISA detec-
tion band [71]. If these sources are highly eccentric, the
waveform models developed here should be excellent can-
didates for detecting and characterizing the parameters
of these systems.
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Appendix A: The Parabolic Limit
We here show that the re-summation procedure de-
scribed in Sec. III A reproduces a parabolic trajectory in
the limit e → 1. We begin by reviewing the Newtonian
two body problem for parabolic trajectories. The discus-
sion of Keplerian orbits in Sec. II A is completely general,
and valid for all values of e. Taking e = 1 in Eq. (5) gives
us
r =
p
1 + cosV
=
p
2
[
1 + tan2
(
V
2
)]
, (A1)
where the second equality follows from trigonometric
identities. From the conservation of the orbital angular
momentum h = r2φ˙, we obtain
V˙ = 4
(
M
p3
)1/2 [
1 + tan2
(
V
2
)]−2
. (A2)
In analogy to Kepler’s equation, this can be directly in-
tegrated to obtain Barker’s equation
2`B = 3U + U
3 , (A3)
where U = tan(V/2) and `B = 3(M/p
3)1/2(t− tp), with
tp the time of closest approach. Unlike Kepler’s equa-
tion, Barker’s equation can be solved in closed form by
making the replacement U = z − (1/z). This results in
the solution
tan
(
V
2
)
=
(
`B +
√
`2B + 1
)1/3
−
(
`B +
√
`2B + 1
)−1/3
.
(A4)
The question is now whether the re-summation pro-
cedure of Sec. III A reproduces this expression. The
analytic expressions for cosV and sinV are given in
Eqs. (33)-(34). Taking the limit  = 0, a simple eval-
uation reveals
tan
(
V
2
)
=
sinV
1 + cosV
,
∼
(
ψ +
√
ψ2 + 1
)1/3
−
(
ψ +
√
ψ2 + 1
)−1/3
+O() , (A5)
where we have expanded ch(ψ, n) and sh(ψ, n) (see foot-
note 2). When performing the expansion about   1
in Sec. III A, we held ψ fixed. To obtain the appropri-
ate limit, we must now consider the behavior of ψ when
e→ 1. Recall that
ψ =
3`
2ζ3/2
=
3n
2ζ3/2
(t− tp) (A6)
where n and ζ are given by Eqs. (40) and (26), respec-
tively. Expanding this expression about   1 reveals
ψ ∼ `B +O(), and we thus obtain the correct limit.
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Appendix B: Time Domain Waveform Functions
We here provide explicit forms for the C(k,n) and S(k,n) functions appearing in Eq. (45). The non-zero functions
are as follows, where (sθ, cθ) = (sin θ, cos θ), and ψ is given by Eq. (46).
C(0,0)+ =
8ψ
1 + ψ2
cβsβ
(
3 + c2ι − s2ι
)
(B1)
C(0,1)+ =
1
20
{
9c2β(3 + c
2
ι − s2ι )− 9
[
1 + c2ι (−1 + s2β) + s2ι − s2β(−3 + s2ι )
]
+
16cβsβ(3 + c
2
ι − s2ι )ψ
1 + ψ2
}
(B2)
C(0,2)+ =
1
2800
{
−9c2ι (3 + 265s2β) + 2385c2β(3 + c2ι − s2ι ) + 2385s2β(−3 + s2ι ) + 27(1 + s2ι ) +
3392cβsβ(3 + c
2
ι − s2ι )ψ
1 + ψ2
}
(B3)
C(1,0)+ =
1
(1 + ψ2)3/2
{
1− 15s2β + s2ι + 5s2βs2ι + ψ2 + 3s2βψ2 + s2ιψ2 − s2βs2ιψ2 − c2β(3 + c2ι − s2ι )(−5 + ψ2)
+c2ι
[−1− ψ2 + s2β(−5 + ψ2)]} (B4)
C(1,1)+ = −
3
10(1 + ψ2)3/2
{
1− 15s2β + s2ι + 5s2βs2ι + ψ2 − 21s2βψ2 + s2ιψ2 + 7s2βs2ιψ2 + c2β(3 + c2ι − s2ι )(5 + 7ψ2)
−c2ι
[
1 + ψ2 + s2β(5 + 7ψ
2)
]}
(B5)
C(1,2)+ =
1
1400(1 + ψ2)3/2
{−111 + 3585s2β − 111s2ι − 1195s2βs2ι − 111ψ2 + 6915s2βψ2 − 111s2ιψ2 − 2305s2βs2ιψ2
−5c2β(3 + c2ι − s2ι )(239 + 461ψ2) + c2ι
[
111(1 + ψ2) + 5s2β(239 + 461ψ
2)
]}
(B6)
C(2,0)+ = −
2
1 + ψ2
(
c2β − s2β
) (
3 + c2ι − s2ι
)
(B7)
C(2,1)+ = −
1
5(1 + ψ2)
(
c2β − s2β
) (
3 + c2ι − s2ι
)
(B8)
C(2,2)+ =
1
140(1 + ψ2)
{
1 + 96s2β + s
2
ι − 32s2βs2ι + ψ2 + 3s2βψ2 + s2ιψ2 − s2βs2ιψ2 − c2β(3 + c2ι − s2ι )(32 + ψ2)
+c2ι (−1− ψ2 + s2β(32 + ψ2))
}
(B9)
C(4,2)+ =
3
70(1 + ψ2)
(
c2β − s2β
) (
3 + c2ι − s2ι
)
(B10)
S(1,0)+ =
8
1 + ψ2
cβsβ
(
3 + c2ι − s2ι
)
(B11)
S(1,1)+ = −
8
5(1 + ψ2)
cβsβ
(
3 + c2ι − s2ι
)
(B12)
S(1,2)+ =
4
175(1 + ψ2)
cβsβ
(
3 + c2ι − s2ι
) (−179 + 26ψ2) (B13)
S(2,0)+ =
12
(1 + ψ2)3/2
cβsβ
(
3 + c2ι − s2ι
)
(B14)
S(2,1)+ = −
2
5(1 + ψ2)3/2
cβsβ
(
3 + c2ι − s2ι
) (
19 + 22ψ2
)
(B15)
S(2,2)+ = −
1
350(1 + ψ2)3/2
cβsβ
(
3 + c2ι − s2ι
) (
2251 + 2026ψ2
)
(B16)
S(4,2)+ =
78
35(1 + ψ2)3/2
cβsβ
(
3 + c2ι − s2ι
)
(B17)
S(5,1)+ =
12
5(1 + ψ2)
cβsβ
(
3 + c2ι − s2ι
)
(B18)
S(5,2)+ =
36
25(1 + ψ2)
cβsβ
(
3 + c2ι − s2ι
)
(B19)
S(6,0)+ = −
4
(1 + ψ2)3/2
cβsβ
(
3 + c2ι − s2ι
)
(B20)
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S(6,1)+ = −
2
5(1 + ψ2)3/2
cβsβ
(
3 + c2ι − s2ι
)
(B21)
S(6,2)+ = −
37
70(1 + ψ2)3/2
cβsβ
(
3 + c2ι − s2ι
)
(B22)
C(0,0)× =
16ψ
1 + ψ2
cι
(
c2β − s2β
)
(B23)
C(0,1)× = −
2
5(1 + ψ2)
cι
[−4c2βψ + 4s2βψ + 9cβsβ(1 + ψ2)] (B24)
C(0,2)× = −
53
350(1 + ψ2)
cι
[−16c2βψ + 16s2βψ + 45cβsβ(1 + ψ2)] (B25)
C(1,0)× =
1
35(1 + ψ2)3/2
cβsβcι
(−1400 + 280ψ2) (B26)
C(1,1)× =
1
35(1 + ψ2)3/2
cβsβcι
(
420 + 588ψ2
)
(B27)
C(1,2)× =
1
35(1 + ψ2)3/2
cβsβcι
(
239 + 461ψ2
)
(B28)
C(2,0)× =
16
1 + ψ2
cβsβcι (B29)
C(2,1)× =
8
5(1 + ψ2)
cβsβcι (B30)
C(2,2)× =
2
35(1 + ψ2)
cβsβcι
(
32 + ψ2
)
(B31)
C(4,2)× = −
12
35(1 + ψ2)
cβsβcι (B32)
S(1,0)× =
16
1 + ψ2
cι
(
c2β − s2β
)
(B33)
S(1,1)× = −
16
5(1 + ψ2)
cι
(
c2β − s2β
)
(B34)
S(1,2)× =
8
175(1 + ψ2)
cι
(
c2β − s2β
) (−179 + 26ψ2) (B35)
S(2,0)× =
24
(1 + ψ2)3/2
cι
(
c2β − s2β
)
(B36)
S(2,1)× = −
4
5(1 + ψ2)3/2
cι
(
c2β − s2β
) (
19 + 22ψ2
)
(B37)
S(2,2)× = −
1
175(1 + ψ2)3/2
cι
(
c2β − s2β
) (
2251 + 2026ψ2
)
(B38)
S(4,2)× =
156
35(1 + ψ2)3/2
cι
(
c2β − s2β
)
(B39)
S(5,1)× =
24
5(1 + ψ2)
cι
(
c2β − s2β
)
(B40)
S(5,2)× =
72
25(1 + ψ2)
cι
(
c2β − s2β
)
(B41)
S(6,0)× = −
8
(1 + ψ2)3/2
cι
(
c2β − s2β
)
(B42)
S(6,1)× = −
4
5(1 + ψ2)3/2
cι
(
c2β − s2β
)
(B43)
S(6,2)× = −
37
35(1 + ψ2)3/2
cι
(
c2β − s2β
)
(B44)
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Appendix C: Fourier Domain Waveform Functions
We here provide expressions for the functions Al1,l2,s appearing in Eq. (54). The non-zero functions are
A+10,8,1/2 = −
√
2
pi
(1 + i)3iχ/2(1 + cos2 ι)(1− e20)5/4 sin(2β)ζ
3
4 (−5+2iχ)
0 [9(3i+ χ)χ
2
orb + 2iζ
3
0 ]Γ(3− 3iχ2 )
(5i+ 3χ)(7i+ 3χ)χorbΓ(1− iχ2 )
, (C1)
A+10,8,−1/2 = −
(1 + i)3iχ/2(1 + cos2 ι)(1− e20)5/4 sin(2β)ζ
3
4 (−5+2iχ)
0 (9χ
2
orb + 4ζ
3
0 )Γ(3− 3iχ2 )√
2pi(−5 + 3iχ)(7i+ 3χ)χorbΓ(1− iχ2 )
(C2)
A+2,4,1/2 =
(1− i)3iχ/2
√
2
pi [cos(2β)(1 + cos
2 ι)(−2 + e20) + e20 sin2 ι]ζ−
3
4+
3iχ
2
0 Γ(3− 3iχ2 )
(1− e20)1/4(−8 + 18iχ+ 9χ2)Γ(1− iχ2 )
(C3)
A+4,8,1/2 =
( 12 +
i
2 )3
3
2−iχ(1 + cos2 ι)(1− e20)1/4ζ−
9
4+
3iχ
2
0 Γ(
2
3 − iχ2 )Γ( 43 − iχ2 )√
2pi3/2(i+ 3χ)(5i+ 3χ)χorb
{
cos(2β)(−1 + e20)(5i+ 18χ− 9iχ2)χorb
+ 2
√
1− e20 sin(2β)
[
9(2i+ χ)χ2orb + 2iζ
3
0
] }
(C4)
A+4,8,−1/2 =
( 12 +
i
2 )3
3
2−iχ(1 + cos2 ι)(1− e20)3/4 sin(2β)ζ−
9
4+
3iχ
2
0 (9χ
2
orb + 4ζ
3
0 )Γ(
2
3 − iχ2 )Γ( 43 − iχ2 )√
2pi3/2(−5 + 3iχ)(i+ 3χ)χorb
(C5)
A+1,5,1/2 =
( 12 +
i
2 )3
1
2−iχ(1 + cos2 ι)(1− e20)3/4 sin(2β)ζ−
3
4+
3iχ
2
0 Γ(
1
6 − iχ2 )Γ( 56 − iχ2 )√
2pi3/2
(C6)
A+5,7,1/2 =
( 14 +
i
4 )3
1
2−iχ(1− 3iχ)ζ− 94+
3iχ
2
0 Γ(
1
6 − iχ2 )Γ( 56 − iχ2 )√
2(1− e20)1/4pi3/2(2i+ 3χ)(4i+ 3χ)χorb
{
− (1 + cos2 ι)(1− e20)3/2 sin(2β)(−8 + 18iχ+ 9χ2)χorb
+ i[cos(2β)(1 + cos2 ι)(−2 + e20) + e20 sin2 ι][9(2i+ χ)χ2orb + 2iζ30 ]
}
, (C7)
A+5,7,−1/2 =
( 18 +
i
8 )3
1
2−iχ[cos(2β)(1 + cos2 ι)(−2 + e20) + e20 sin2 ι](1− 3iχ)ζ−
9
4+
3iχ
2
0 (9χ
2
orb + 4ζ
3
0 )Γ(
1
6 − iχ2 )Γ( 56 − iχ2 )√
2(1− e20)1/4pi3/2(2i+ 3χ)(4i+ 3χ)χorb
,
(C8)
A+7,11,1/2 =
( 14 − i4 )3
1
2−iχ cos(2β)(1 + cos2 ι)(1− e20)5/4(−5 + 18iχ+ 9χ2)ζ
3
4 (−5+2iχ)[9(3i+ χ)χ2orb + 2iζ
3
0 ]√
2pi3/2(4i+ 3χ)(8i+ 3χ)χorb
× Γ
(
1
6
− iχ
2
)
Γ
(
5
6
− iχ
2
)
(C9)
A+7,11,−1/2 = −
( 18 +
i
8 )3
1
2−iχ cos(2β)(1 + cos2 ι)(1− e20)5/4(−5 + 18iχ+ 9χ2)ζ
3
4 (−5+2iχ)
0 (9χ
2
orb + 4ζ
3
0 )Γ(
1
6 − iχ2 )Γ( 56 − iχ2 )√
2pi3/2(4i+ 3χ)(8i+ 3χ)χorb
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(2 + 2i)3iχ/2 cos(2β) cos ι(1− e20)5/4
√
2
pi ζ
3
4 (−5+2iχ)
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2
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3
0 ]Γ(3− 3iχ2 )
(5i+ 3χ)(7i+ 3χ)χorbΓ(1− iχ2 )
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√
2
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0 (9χ
2
orb + 4ζ
3
0 )Γ(3− 3iχ2 )
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√
2
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3
4+
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2
0 Γ(3− 3iχ2 )
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√
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