We examine business cycle synchronizations between the euro area and the recently acceded EU and currently negotiating countries. Strong evidence is uncovered of time-variation in the degree of comovement between the cyclical components of monthly industrial production indicators for each of these countries with a euro area aggregate, which is then modeled through a bivariate VAR-GARCH specification with a smoothly time-varying correlation that allows for structural change. Where required to account for the observed time-variation in correlations, a double smooth transition conditional correlation model is used to capture a second structural change event. After allowing for dynamics, we find that all new EU members and negotiating countries have at least doubled their business cycle synchronization with the euro area, or changed from negative to positive correlations, since the early 1990s. Furthermore, some have exhibited U-curved or hump-shaped business cycle correlation patterns.
Introduction
Joining the EMU mandates a stabilization cost for each country since they lose the control of their exchange rate and the independence of their monetary policy. As shown by the New
Keynesian monetary policy models of Rogoff (1985) and Clarida et al. (1999) , among others, the ECB will respond more successfully to aggregate shocks and implement its policy with greater ease, if euro area members have less volatile and more synchronized business cycles. In particular, theory predicts that the more synchronized the business cycles among the member states, the lower the probability of asymmetric shocks, and thus the less painful the loss of independent monetary policy. This implies that business cycle convergence represents a key characteristic for the success of the common monetary policy in Europe.
Intuitively, if the business cycle of a country is very highly correlated with the EMU-wide cyclical output, then monetary policy conducted by the ECB will be a very close substitute for the country's independent monetary policy. On the other hand, non-synchronization of cycles may yield a situation where ECB monetary policy amplifies the country's business cycle, thus aggravating the macroeconomic cost of EMU membership.
There is an extensive literature on business cycle synchronization in Europe that can be largely divided into two categories. The first category examines the co-movements of cycles of European countries with each other and/or with the US. For instance, Artis (2003) uses the HodrickPrescott (HP) filter to obtain the cyclical component of quarterly GDP series in 23 countries, of which 15 are European. He finds that during 1970-2001 whilst some European nations seem to exhibit high correlation with each other and with the US (Germany, Austria, Switzerland, and the Netherlands), another European group (France, Spain, Belgium, Italy, and Denmark) is highly correlated with Japan, and that there are other countries that show no tendency of synchronization (Ireland, Finland, Sweden, Portugal, the UK, and Norway). Angeloni and Debola (1999) limit their analysis to that between German and other European business cycles and recover fluctuations in industrial production indices, which show increasing correlations during 1993-1997. More recently, Koopman and Azevedo (2007) with the use of a technique that allows for time-varying association patterns in different cycles illustrate that French and German GDP fluctuations display a high degree of association with the euro area over 1970-2001, while the Spanish and Italian cycles became more synchronized only after 1980.
The second category of studies focuses on the degree of business cycle synchronization between the euro area and the new members of the EU and its candidate countries. In this context, Korhonen (2003) examines monthly indicators of industrial production in the euro area and nine central east-European countries (CEECs). He finds that some CEECs, especially Hungary, exhibit a high correlation with the euro-area business cycle. Correlation seems to be at least as high as in some smaller EMU members (e.g., Portugal and Greece). Fidrmuc (2004) also finds that the business cycle for Hungary, Slovenia, and (to a lesser extent) Poland correlates strongly with the German cycle.
In a similar way, Artis et al. (2004) compute business cycles as deviations from the HP band-pass cycles and find that Hungarian and Polish business cycles are the most similar to the euro area cycle. Furthermore, Darvas and Szapáry (2005) examine the synchronization of business cycles between new and old EU members with Hungary, Poland, and Slovenia and show strong improvement in cyclical correlations as moving from 1993-1997 to 1998-2002 . In general these results seem to support the findings of Kočenda (2001) and Kutan and Yigit (2004) , who report increasing convergence between the CEECs and the EU.
More recently, however, Furceri and Karras (2006) identify countries (such as Slovenia, Cyprus, and Hungary) whose business cycle is already well synchronized with the EMU, compared to countries (such as Latvia and Estonia) that exhibit low synchronization, and countries (such as Romania, Turkey and Croatia) with systematically negative correlations.
All these studies share the following feature: they consider a uniform correlation coefficient for the entire period under investigation, or, in the best case, they exogenously determine time period sub-samples for which the potential change in the correlation is assessed. For the latter, this means that the empirical tests for changes in correlations among business cycles involve some sort of two step approach, where in the first step correlations are calculated over either fixed or moving sub-samples, and in the second step the presence of level shifts or trends is assessed.
However, neither of the two methods is appropriate in establishing the magnitude of the business cycles synchronization when this may change over time. The estimation of a uniform (constant) correlation coefficient fails to consider potential regime switches, while the two step tests may suffer from statistical deficiencies. Boyer et al. (1999) show that changes in correlations over time or across regimes cannot be detected reliably by splitting a sample according to the realized values of the data, essentially because statistical inference based on ex-post sample splitting is not valid when conducted as if the date of change was known a priori. 2 As they argue, it is not possible to assess the presence of an upward trend in correlations by looking at the (trending)
behavior of sub-sample estimates of correlations. Therefore, tests of changes in correlations are often severely biased.
In our analysis, we take into account such considerations when examining the business cycles synchronization of the euro area with the new members of the EU and its negotiating countries, with the use of monthly industrial production data over the period January 1980 (or the earliest date available) to June 2006. Our setup employs a bivariate VAR-GARCH specification that models the conditional volatility of the business cycle and allows for a single smooth transition in the correlation specification (STCC-GARCH) adopted by Berben and Jansen (2005) and Silvennoinen and Teräsvirta (2005) and a double smooth transition specification (DSTCC-GARCH) recently proposed by Silvennoinen and Teräsvirta (2007) . In addition, we utilize two Lagrange Multiplier (LM) tests that discriminate, on the one hand, between a constant correlation GARCH model and the STCC-GARCH model, and, on the other hand, between the STCC-GARCH model and the DSTCC-GARCH model. In this way, we test whether none, one, or two structural changes have occurred in the time profile of business cycle synchronizations. With this methodology we are able to identify endogenously the time period of such changes, if any, and also characterize the transition path to the new regime in terms of its smoothness.
The main results suggest that conditional correlation patterns between the euro area and all the newly accessed member states and negotiating countries have substantially increased over the last two decades. Specifically, we find that correlations have more than tripled for the majority of the countries. These changes are generally abrupt and the dates of change vary widely across countries. Additionally, some of the new EU members exhibit business cycle correlations with the euro area that are comparable to the "core" EU states of France and Germany. A novel finding of our methodological approach is the generation of non-monotonic correlation patterns due to the existence of two structural changes in some of the countries. These are illustrated either by U-curved or hump-shaped co-movement patterns.
The rest of this paper is organized as follows. In the next section, we describe the data. Section 3 introduces the econometric methodology while section 4 presents the empirical results. Finally, section 5 offers some concluding remarks.
Data
We utilize monthly data on the seasonally adjusted industrial production index for each country and an aggregate euro area measure over the period January 1980 (or the earliest available) to June 2006. 3,4 We exclude Latvia, Malta, and Bulgaria from our sample of new EU members and candidate countries due to data limitations. 5 To obtain a measure of the cyclical component for each country, we detrend each data series using the Hodrick and Prescott filter. 6 We work throughout with the logarithms of the series because we are mainly interested in percentage deviations from the trend. This method is appropriate to assess the relative magnitude of fluctuations.
We concentrate our analysis on nine enlargement countries (Cyprus, Czech Republic, Estonia, Hungary, Lithuania, Poland, Romania, Slovakia, and Slovenia) and on the countries which are in various stages of candidacy for membership (Croatia, FYROM, and Turkey) . The data are extracted from the IMF international financial statistics (IFS) database with seasonally adjusted (SA) series obtained by applying the X-11 filter. The SA series for all countries are checked for outliers and outliers detected have been replaced using the median value of the ±3 observations.
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In the Appendix, Table A1 gives the exact time span of the country sample while Figure 1 depicts the time profile of the cyclical component of each country and of the EMU aggregate.
Although our primary goal is to examine the business cycle correlation of new members with the EMU and identify potential structural changes over the period under investigation, we also include for comparison in our sample some of the "core" members of the euro area (Austria, Belgium, France, and the Netherlands) and its "periphery" countries (Greece, Ireland, Portugal, and Spain). 
Econometric Methodology
In this section we introduce a bivariate VAR-GARCH model proposed by Berben and Jansen (2005) and Silvennoinen and Teräsvirta (2005) that enables us to test the time-varying behavior of business cycle correlations 9 .
Consider a bivariate time series of cyclical components {y t }, t = 1, …, n, y t = (y 1,t , y 2,t )′, the stochastic properties of which are assumed to be described by the following model
where
captures any possible own past effects and cross effects from one business cycle to the other. 10 The error term is assumed to follow the process 7 The X-11 filter and the outlier detection technique are applied with the GAUSS program made available by Mark Watson and outlined in Stock and Watson (2003) . This program uses a fraction of an interquartile range with our threshold multiple set to 5. The SA series is used for outlier detection to avoid conflating outliers and seasonality. 8 A set of diagnostic tests (available upon request) on the cyclical components, that includes a Ljung-Box test for up to twelve lags of serial correlation and its counterpart in the squared data, suggest strong presence of serial correlation and conditional heteroscedasticity. This implies that second moment nonlinear dependencies are significant, supporting the use of a GARCH specification that captures changes in volatility. 9 In practise neither Berben and Jansen (2005) nor Silvennoinen and Teräsvirta (2005) use any lags in their VAR specification. 10 To determine the appropriate order, p, of equation (1) we use the Schwartz Infrormation Criterion for the maximum of 12 lags.
where Ψ t−1 is the information set consisting of all relevant information up to and including time t − 1, and N denotes the bivariate normal distribution. The conditional covariance matrix of t ε , H t , is assumed to follow a time-varying structure given by
where we assume that the conditional variances h 11,t and h 22,t both follow a GARCH (1,1) specification. Our choice is motivated by the heavy autocorrelation of the second moments, as indicated by the diagnostic tests, and by the empirical literature that has found that this specification adequately captures the persistence in second moments of industrial production indices (e.g., Fornari and Mele, 1997; Grier and Perry, 2000; Grier et al., 2004) .
To capture temporal changes in the contemporaneous conditional correlation ρ t we follow Berben and Jansen (2005) and Silvennoinen and Teräsvirta (2005) by letting G(s t ; γ, c) be the logistic
where s t is the transition variable, and γ and c determine the smoothness and location, respectively, of the transition between the two correlation regimes 11 . The transition variable is described as a function of time: s t = t/n 12 .
The resulting Smooth Transition Conditional Correlation (STCC) GARCH model is able to capture a wide variety of patterns of change. Differing ρ 0 and ρ 1 imply that the correlations monotonically increase (ρ 0 < ρ 1 ) or decrease (ρ 0 > ρ 1 ), with the pace of change determined by the slope parameter γ. This change is abrupt for large γ, and becomes a step function as γ → ∞, with more gradual change represented by smaller values of this parameter. Finally, the location parameter c indicates the mid-point of any time change. The constant conditional correlation model (Bollerslev, 1990 ) is a special case of the STCC-GARCH model, obtained by setting either ρ 0 = ρ 1 or γ = 0; Berben and Jansen (2005) provide a test for the STCC-GARCH model against the null of constant conditional correlations; see also Teräsvirta (2005, 2007) .
Next, we examine whether another transition (in correlations) exists by performing a LM test developed by Silvennoinen and Teräsvirta (2007) 13 . If such evidence is found, then we extend the original STCC-GARCH model by allowing the conditional correlations to vary according to two transition variables. The time-varying correlation structure in the Double Smooth Transition
Conditional Correlation (DSTCC) GARCH model is imposed through the following equation:
where each transition function has the logistic form of equation (8). Since we are interested in modeling temporal change, the second transition variable is also a function of time (s t = t/n), and hence (9) allows the possibility of a non-monotonic change in correlation over the sample. The parameters γ i and c i (i=1,2) are interpreted in the same manner as for the STCC-GARCH model, but to ensure identification we require c 1 < c 2 and hence that the two correlation transitions occur at different points of time.
The likelihood function at time t (ignoring the constant term and assuming normality) is given by
where θ is the vector of all the parameters to be estimated. The log-likelihood for the whole sample from time 1 to n, L(θ), is given by
This log-likelihood is maximized with respect to all parameters simultaneously, employing numerical derivatives of the log-likelihood. To allow for non-normality of
"sandwich" standard errors (Bollerslev and Wooldridge, 1992) are used for the estimated coefficients.
To verify the specification of the mean equation (1), we also test for the presence of temporal change in the coefficients φ k . This is achieved by testing against a model that allows the own past and cross effects from the business cycle of one country to the other to change through a time transition function of the form of (7)- (8), so that the alternative model to (1) takes the form:
(1') This can be viewed as a robustness test for our findings relating to structural changes in the correlations, since misspecification of the mean equations by omitting structural changes that are present may lead to the apparent existence of structural change in the correlations (which are computed conditional on mean effects).
Empirical Results
In this section, we first look at the correlations of the full sample assuming that there is no regime switch within the covered time period. This also allows us to compare our results with those of the existing literature. Then, we apply a LM test to investigate whether a structural change has occurred in the correlations between the business cycles of new, candidate, "core", and "periphery" countries with the euro area members. This is accompanied by a heteroskedasticity consistent F-test that examines the presence of temporal change in the mean equation. Next, we estimate the STCC-GARCH model to determine the time and the pattern of the shifts. Finally, we apply a LM test to investigate whether another transition exists and, where appropriate, we extend the STCC-GARCH model and estimate the DSTCC-GARCH model with more than one transition regimes in correlations. in correlation regimes. Whether these changes occurred after 1995, after the end of the EU admission negotiations in 2002, or at any other point in time, however, needs to be tested rather than assumed in an ad-hoc manner. This is the way we proceed in the next sections where we endogenously determine the date and the speed of changes in regime shifts.
Full-sample single correlations

Evaluation of structural changes
To assess whether the proposed time-varying STCC-GARCH specification really improves the model's ability to track the time-series properties of the data over a fixed parameter version, we employ a Lagrange Multiplier (LM) test developed by Silvennoinen and Teräsvirta (2007) . 15 This test is designed to discriminate between the constant correlation GARCH model and the STCC-GARCH model and is applied to the VAR residuals with order specified using the Schwartz Information Criterion (see below).
Under the null hypothesis, the LM statistic is asymptotically χ 2 distributed with one degree of freedom. The LM test does not discriminate between an increase and a decrease in correlation. It simply tests the null hypothesis H 0 : γ = 0 against the alternative of H a : γ > 0, which implies a time-varying conditional correlation. To determine whether the correlation has gone up or down, the STCC-GARCH model has to be estimated. As stated earlier, we assume that business cycles have time-varying conditional variances that follow a GARCH(1,1) specification.
16 Table 2 , column 2 reports the LM statistics. The test reveals that the null hypothesis of no structural change in the business cycle co-movements of each country with the euro area is rejected at least at the 5% marginal level of significance. The only exception is Romania where the null is rejected at the 10% level. These results strongly support the notion of a regime switch in the synchronicity of cycles not only for the older members of the EU ("core" and "periphery"), but also for the most recent members and the negotiating nations.
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The presence of one structural change in the business cycle synchronization between each country and the euro area implies a monotonic relationship between calendar time and business cycle correlations. We next examine the existence of a second transition in time that allows for a 15 We refer to Silvennoinen and Teräsvirta (2007) for an excellent description of the development and the details of this test. 16 We establish the adequacy of the model specification by performing standardized residual diagnostic tests. The mean and variance of the standardized residuals are found to have values of zero and one respectively for all the economies. In addition, the Ljung-Box statistics in the standardized and squared standardized residuals show no evidence of linear dependence, suggesting that the model is well specified. These results are available upon request. 17 To check the robustness of our results, we also performed a similar test developed by Berben and Jansen (2005) . The results are qualitatively the same.
non-monotonic relationship which can capture more complicated patterns in time-varying correlations using the LM test developed by Silvennoinen and Teräsvirta (2007) . The results in Table 2 , column 3 identify seven countries for which a second transition exists: Cyprus, Estonia, FYROM, Turkey, Belgium, Ireland, and the Netherlands. Among them, FYROM is the only country that the null is rejected at the 10% level of significance but not 5%.
We also use a heteroscedasticity consistent F-test to examine the presence of temporal change in the mean, as in equation (1'). The test results, which are available upon request, indicate that only the equations for Hungary and Slovenia exhibit such change at a marginal level of significance less than 5%. In all cases, the test applied to the euro area aggregate equation does not exhibit evidence of temporal change. Consequently, we conclude that (at least for the vast majority of countries examined), the evidence found of single and double structural change in the conditional correlations cannot be attributed to the inappropriate use of a constant parameter specification for the VAR mean equations.
These findings clearly emphasize that it is not reasonable to assume that contemporaneous business cycle correlations remain constant over the years, and that in some instances are characterized by more than two dominant trends. To examine the direction and the pattern of change(s), we turn next to the estimation of the STCC-GARCH and the DSTCC-GARCH models.
Time-varying shifts in business cycle synchronization
Based on the evidence provided by the LM tests, Tables 3 and 4 report the estimated parameters of the (D)STCC-GARCH models described in equations (1)- (9) for all the countries. Table 3 presents the VAR and GARCH parameters, while Table 4 describes the estimated parameter values of the transition function(s) and the conditional correlations that characterize the old, the interim (where appropriate), and the new regimes in (7)-(9). In a similar way, the euro area business cycle substantially affects the business cycle of most other countries, as illustrated by the positive sign and significance of the parameters 12 k φ . This could be due to the higher trade, financial, and economic integration that the EU offers to its members, thus influencing the profile of their domestic business cycles. This has also been supported by Firdmuc (2004) , who finds that since the mid-1990s the business cycle of the EU has greatly determined the developments in the CEECs' economies. However, this effect is more marked for the recently acceded than the negotiating countries, with the euro area cycle playing no significant role for the latter -except for FYROM. Finally, note that the past cyclical effects of the recently acceded and negotiating countries do not typically affect the cyclical behavior of the euro area industrial production index as indicated by the parameters 21 k φ . This is not surprising since it reflects the relatively small role of these new member countries in determining the overall euro area business cycle. Indeed, of the "core" countries, only Austria and Germany have positive and significant lagged effects on the euro area cycle.
Starting with
As far as the coefficients of the conditional covariance matrix of t ε are concerned, the significance of the estimates of i α and i β suggest that the GARCH(1,1) specification we have utilized captures the changing conditional volatility of the business cycle in these countries. More specifically, the volatilities of business cycles of most countries are characterized by both short and long term persistency as indicated by the joint significance of 1 α and 1 β . However, the behavior of the volatility of the business cycle of the euro area is mainly influenced by either short ( 2 α ) or long term ( 2 β ) persistency in most of the combinations.
Turning our attention to the examination of the transition functions, Table 4 The main finding that emerges from Table 4 is that all the countries -new EU members, negotiating, core, and periphery states -experienced an increase in their business cycle synchronization with the euro area. The increase in correlation from the old to the new regime has been quite substantial in all cases, in particular for the recently acceded nations. For Romania the correlation changed from negative and small to positive, while the correlations more than tripled for all others except Estonia, Slovakia, and Slovenia, and for these three it more than doubled. 20 Indeed, with the single exception of Romania, the conditional correlations for the recently acceded countries with the euro area are around 0.5 or more in the new regime. The correlations also increased over the period for the negotiating countries, but those for FYROM and Turkey remain relatively low, indicating their business cycles are much further from synchronization with the euro area than are the acceding countries.
A distinctive feature of our results is the generation of some non-monotonic correlation patterns due to the existence of two structural changes and, therefore, three distinct correlation regimes. Table 4 shows that Cyprus, Estonia, and FYROM have experienced a U-curved pattern with an initial decline and a subsequent increase in correlations, while Turkey, Belgium, and the Netherlands depicted a hump-shaped pattern with initial increases followed by declines. Finally, Ireland has demonstrated a twice increasing correlation pattern generating a stepwise process.
It is interesting that for some countries (Cyprus, the Czech Republic, Hungary, Lithuania, Poland, and Croatia) the regime switch has been so large that they attained correlation patterns similar not only to periphery EMU members, but also to some core states (Austria, France, and Germany). 21 A similar picture is obtained for the periphery euro area states that have been catching-up with the core members for a number of years. Their synchronization with the euro area cycle more than doubled (in Ireland's case it changed from negative and small to around 0.5) and reached levels equivalent to some core countries, for which co-movements have also increased overall.
20 Nevertheless, the estimated values of the correlations should be treated with some caution when there are relatively few sample observations beyond the estimated date of change. In this context, the high correlations of 0.890 and 0.987 for Lithuania and Croatia, respectively, with the euro area in the new regime may partially reflect the relatively small post-structural break samples on which these are based. 21 Lithuania deserves special reference since the majority of the studies have found that it exhibits very low or even negative correlation. That appears to also be the case in our analysis, but it restricts itself only in the first regime.
As regards the dates of change (c i ) and the lengths of the transition periods implied by i γ , the results point to a great variety across countries. However, it seems that for the majority of countries the transition has been quite swift. Apart from a few countries (the Czech Republic, Poland, Croatia, Portugal, and Spain) the large values of i γ suggest the abrupt changes in correlation regimes. In addition, the dates of the structural changes for most of the new EU members (Cyprus, the Czech Republic, Estonia, Lithuania, Poland, Romania, and Slovakia) occurred around or after the completion of their admission negotiations at the end of 2002. The remaining states (Hungary and Slovenia) showed a change in correlations at the second half of the 1990s. From a methodological point of view, the finding of large differences in dates and pace of structural changes illustrates the advantages of having a testing procedure that endogenously determines change points.
These findings can be justified on the grounds of higher trade and financial integration between the EU and its associated states (e.g., Firdmuc, 2004; Furceri and Karras, 2006) . They suggest, however, that the tendency toward greater business cycle co-movement is not solely governed by EU-related developments but that country-specific factors also played a significant role. They are also in line with the related literature, which shows a higher level of business cycle compatibility between the EU, on the one hand, and Hungary and Slovenia, on the other. These countries appear to have been ready to join the EU sooner than their counterparts which eventually entered the EU in 2004, as evident by the increase in their correlations as early as the mid-and late-1990s
respectively. These results can be also viewed in Figure 2 , which presents graphical illustrations of the shape and smoothness of the transition function.
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As noted in subsection 4.2 above, the VAR equations for Hungary and Slovenia exhibit evidence of structural change. Although (for comparability with other countries) the results in Tables 3 and   4 do not allow for these structural changes, their inclusion in the mean equations do not substantially affect the results shown for Hungary and Slovenia. Consequently, this does not alter the main outcomes of our regime-switching approach and provides support to our findings that the contemporaneous conditional correlation, ρ t , represents the primary (statistical) driver of increased integration.
Conclusions
This paper examines business cycle synchronizations between the euro area and the new and candidate countries of the EU. The issue itself is by no means novel, nor the examination of the countries under consideration. The benefits and costs of a currency union have been extensively analyzed in the literature in the pioneering works of Mundell (1961 ), McKinnon (1963 , and Kenen (1969) , and more recently by Bayoumi and Eichengreen (1996) , Frankel and Rose (1998), and Rose (2000) . Moreover, a number of recent papers examined the above issue for newly accepted EU states, among them, Berger et al. (2002) , Artis et al. (2004 ), Firdmuc (2004 ), Darvas and Szapáry (2005 , Furceri and Karras (2006) , and Firdmuc and Korhonen (2006) .
The main innovation of our paper lies in the methodological technique we utilize that allows for structural changes in the degree of co-movement between the cyclical components of industrial production. This novel technique allows us to identify the time periods at which the changes occur and at the same time describes the lengths of the transition phases. The advantage of this procedure is that we endogenously determine the dates of the regime switches instead of setting them in an ad-hoc manner. In this way, we avoid the statistical deficiencies associated with the exogenous setting of date of change that biases other approaches in the literature.
The formulation of our model is based on a bivariate VAR-GARCH specification with a single and double smoothly time-varying correlation (STCC-and DSTCC-GARCH). The VAR specification filters out dynamic effects and enables us to focus on changes in the synchronous business cycle correlations. To examine the presence of structural change, we first use a Lagrange Multiplier (LM) statistic that tests the constant correlation hypothesis in the business cycles of the euro area and nine recent EU members and three of its negotiating countries. We then examine the existence of a second transition in time that allows for a non-monotonic relationship. Once we establish the occurrence of such temporal change, we then use our models to investigate in more detail the characteristics of the regime shifts.
We find that all the countries -new EU members, negotiating, core, and periphery statesexperienced a sizeable increase in their business cycle synchronization with the euro area. For some countries the regime switch has been so large that they attained correlation patterns similar not only to periphery euro area members, but also to some core states. A distinctive feature of our results is the generation of non-monotonic correlation patterns due to the existence of two structural changes and, therefore, three distinct correlation regimes for seven of the countries. with the notion that the structural shifts toward a greater degree of synchronization between the EU and its associate states is not solely driven by EU-related factors, but that country-specific factors also have a substantial impact. Relevant country-specific factors may include differences in trade transaction costs and information costs as a result of differences in exchange rate regimes and the domestic use of the euro prior to EU accession.
Our findings, on the one hand, provide a critical view in past works that do not consider a flexible approach to modeling structural changes. On the other hand, however, provide support to the general conclusions in the literature. Therefore, we consider our modeling strategy as a step forward in the examination of business cycle co-movements. Silvennoinen and Teräsvirta (2007) . Under the null hypothesis the statistics are asymptotically distributed as χ 2 with 1 degree of freedom; *, **, *** denote significance at 10%, 5% and 1%, respectively. Notes: statistically significant coefficients (at a marginal significance level of 10% or less) appear in bold type. 
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