Abstract-In most field environments, unexploded ordnance (UXO) items are found among extensive surface and subsurface clutter and shrapnel from ordnance. Traditional algorithms for UXO remediation experience severe difficulty distinguishing buried targets from anthropic clutter. Furthermore, naturally occurring magnetic geologic noise often adds to the complexity of the discrimination task. These problems render site remediation a very slow, labor-intensive, and inefficient process. While sensors have improved significantly over the past several years in their ability to detect conducting and/or permeable targets, reduction of the false alarm rate has proven to be a significantly more challenging problem. Our work has focused on the development of signal processing algorithms that incorporate the underlying physics characteristic of the sensor and of the anticipated UXO target, in order to address the false alarm issue. In this paper, we describe several algorithms for discriminating targets from clutter that have been applied to data obtained with the multisensor towed array detection system (MTADS). This sensor suite has been developed by the U.S. Naval Research Laboratory (NRL), and includes both electromagnetic induction (EMI) and magnetometer sensors. We describe four signal processing techniques that incorporate features derived from simple physics-based sensor models: a generalized likelihood ratio technique, a maximum likelihood estimation-based clustering algorithm, a probabilistic neural network, and a subtractive fuzzy clustering technique. These algorithms have been applied to the data measured by MTADS in a magnetically clean test pit and at a field demonstration. We show that overall the subtractive fuzzy technique performs better than the alternative techniques when the training and testing data sets are separate. The results also allow us to quantify the utility of fusing the magnetometer and the EMI data, and we show that performance is improved when both EMI and magnetometer features are utilized. The results indicate that the application of advanced signal processing algorithms could provide up to a factor of two reduction in false alarm probability for the UXO detection problem.
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I. INTRODUCTION
T HERE are many areas in the United States and many more outside the continental United States that are contaminated or potentially contaminated with unexploded ordnance (UXO). Several million acres of Department of Defense (DOD) ranges have been returned to civilian control without adequate UXO clearance, and several hundred thousand additional acres on ranges are returned to civilian control each year. In the United States alone there are 1900 formerly used defense sites (FUDS) and 130 base realignment and closure (BRAC) installations that need to be cleared of UXO. Using current technologies, the cost of identifying and disposing of UXO in the United States is estimated to range up to 500 billion. Site specific clearance costs vary from 400/acre for surface UXO to 1.4 million/acre for subsurface UXO. Thus, there is a clear need to effectively and cost-efficiently remediate UXO contaminated lands, rendering them safe for their current or intended uses. Development of new UXO detection technologies with improved data analysis has been identified as a high priority requirement for over a decade.
Several sensor modalities are currently being explored for the detection and identification of surface and buried UXO. These include electromagnetic induction (EMI), magnetometers, radar, and seismic sensors. These sensors generally experience little difficulty detecting the UXO, thus detection does not create the bottleneck that results in the high cost of remediating sites. The primary contributor to the costs and time associated with remediating a UXO-contaminated site is the high false-alarm rate associated with each of the sensors when operated individually. This high cost results since the false alarms require digging numerous nonordnance targets for each intact ordnance item recovered. Recently, the joint use of towed arrays of magnetometer and time-domain electromagnetic sensors in conjunction with GPS navigation has generated high quality, digital georeferenced mapped data. With the availability of such high quality data, advanced physics-based computer data analysis tools have been developed and have demonstrated the ability to detect essentially all DOD ordnance up to its maximum self-burial depths on a wide variety of military ranges [1] - [5] . The false-alarm rate has, however, continued to be an impediment to efficient range clearance. Other research efforts have indicated that the application of statistical, fuzzy, and neural approaches to the detection of landmines and other ordnance-like objects has shown considerable promise [6] - [35] . Performance improvements have been shown in both 1063-6706/01$10.00 © 2001 IEEE a theoretical context as well as on field-collected data. The goal of this effort is to apply an optimized set of algorithms to data collected in the field with a modern multisensor system in order to investigate to what extent the false-alarm rate could be mitigated.
The Jefferson Proving Ground (JPG) site was a 55 000 acre live fire testing range used from World War II until 1994 [1] , [36] . Various estimates exist as to the amount of unexploded ordnance on the site, but a minimum of more than 1 million rounds is thought to still exist. Given the cleanup needs of this and other sites, the development and demonstration of emerging technologies for the detection, identification, and cleanup of sites contaminated by UXO has been pursued over the last several years. Several test sites have been prepared at JPG to evaluate sensor performance. These sites have been seeded with ordnance placed at particular positions, depths, and orientations. There have been four demonstrations of technology at JPGs controlled test sites to establish a baseline for performance.
Based on the success of the detection technologies demonstrated in the first three JPG tests, the goal of the fourth JPG demonstration (JPG IV) was not to detect ordnance, but to determine individual contractor's ability to discriminate ordnance items from nonordnance items [36] . In this test, demonstrators knew the location of each test item, but not its identity, depth, or orientation. After the completion of the demonstration, ground truth for the test site along with raw data for some of the demonstrators was released to the public, allowing the research community to develop and test discrimination algorithms. In this paper, we consider the application of a variety of statistical and fuzzy signal processing techniques to data collected during the JPG IV demonstration with a fielded system, the multisensor towed array detection system (MTADS) [1] - [5] , [30] - [35] . Specifically, we have investigated the performance of four algorithms whose performance has been optimized for the task of discriminating UXO objects from the clutter objects emplaced during the JPG IV test. These algorithms include a generalized likelihood ratio approach, a maximum likelihood estimation-based clustering algorithm, a probabilistic neural network, and a subtractive fuzzy clustering technique. The MTADS sensor suite has been developed by the Naval Research Laboratory (NRL), and includes both EMI and magnetometer sensors. The implementation of the UXO detection algorithms is described as well as their robustness and performance. We also consider the impact of fusing the EMI and magnetometer data on performance. Furthermore, the impact of the specific training set used on overall performance is investigated.
II. THE MTADS SYSTEM AND THE JPG IV DATA SET
The MTADS technology has been described in detail previously [1] - [5] , however the most salient features are summarized here. The system hardware includes a low-magnetic-signature vehicle that is used to tow linear arrays of magnetic and EMI sensors to conduct surveys of large areas. The MTADS tow vehicle is a custom-built off-road vehicle specifically modified to have an extremely low magnetic self-signature. Most ferrous components have been removed from the body, drive train, and engine, and have been replaced by nonferrous alloys.
The MTADS magnetic sensors are Cs vapor full-field magnetometers (a variant of the Geometrics 822 sensor, designated as the Model 822ROV). An array of eight sensors is deployed as a magnetometer array. The time-dependence of Earth's background field is measured by a ninth sensor, deployed at a static site during survey operations. The EMI sensors are deployed as an array of three pulsed induction sensors and are a variant of the Geonics EM-61 instrument. These sensors, configured as an overlapping horizontal array, transmit a tailored electromagnetic pulse into the earth. The received EMI signal is time-sampled by six detection coils that are colocated with and above the three transmission coils. The Geonics EM-61 sensors have been extensively modified. These modifications include changing the time position and time width of the sampling window monitoring the return signal. The power of the transmitted pulse has been increased, as has the pulse repetition rate. The amplifier gain of the detectors has been increased and the time constant applied to the signal has been significantly reduced. The overall detection signal strength has been increased by a factor of 3-6 depending upon the composition, size, and depth of the target [37] .
The sensor positions on the surface of Earth (latitude, longitude, and height) are determined using GPS navigation. This technology provides a real-time position update (at 5 Hz) with an accuracy of about 5 cm. GPS satellite clock-derived time is used to time-stamp both position and sensor data information for subsequent correlation. All navigation and sensor data are provided through electronic interfaces to a data acquisition computer in the tow vehicle.
In the JPG IV demonstration, a group of inert ordnance items and a second group of nonordnance items were buried in known positions at unknown depths and orientations. Demonstrators were provided with the positions of the flagged targets and asked to determine the identity of each object by scoring it in terms of its probability of being ordnance. Demonstrators were given the identities, though not the locations, of the ten types of inert ordnance (20, 57, 76, 90, 105, 152 , and 155 mm projectiles, and 60-, 81-, and 108-mm mortars) and some were provided with examples of the nonordnance items included. The nonordnance objects (scrap simulants) consisted of steel items welded primarily from half-inch sheet, rods, I-beams, pipes, channels, and assorted scrap items. These items included about two dozen different plates, cubes, rods, cylinders, and esoteric welded objects. The dimensions, shapes, sizes, and weights of many of the nonordnance items closely approximated the ordnance items emplaced for the test. No information was provided regarding the relative proportions of the ordnance and nonordnance items, or the number of items of each type that were emplaced.
NRL conducted the MTADS surveys during the JPG IV demonstration using the magnetometer array in a single continuous mapping survey and using the EMI array to conduct two mapping surveys in orthogonal directions. NRL was not provided access to the UXO and non-UXO items in advance. Their classification performance on the demonstration was based on prior experience with ordnance signatures as opposed to training in situ. After the demonstration was completed, ground truth for the site was released. The number of targets and clutter items listed in the JPG IV Ground Truth is 50 and 110, respectively. Five of each of the ten types of ordnance items were emplaced. 
III. PHENOMENOLOGICAL MODEL AND FEATURE EXTRACTION
As the name implies, the MTADS was designed as a detection system. In the early testing of the system [1] , it was discovered that several features of the MTADS survey data allowed the development of some classification ability. Because of the low noise and precise sensor positioning associated with MTADS magnetometer data, the depths and sizes obtained from fits of magnetic anomalies to a dipole model are precise enough to allow these parameters to be used as features for discrimination. A survey was conducted at the Badlands Bombing Range [2] , a site where the targets consist of practice bombs, rockets, and fins and clutter associated with the bombs and rockets. The results of this survey indicated that an impressive degree of classification was possible based on these parameters from the magnetometer model and the judgement of a skilled analyst concerning the anomaly shape and model goodness of fit.
In the same data set, it was also observed that there was significant target shape-dependence of the observed EMI anomalies [33] . Methods have been developed to take advantage of this shape-dependence of the EMI response, and these methods have recently been applied at a live test site [34] . Although these methods showed some promise, there was still progress needed to reach an acceptable classification performance. These features, among others, have been investigated in the context of this paper.
An example of the magnetometer data measured by the MTADS system at the JPG IV demonstration for an ordnance and a nonordnance item is shown in Fig. 1 in panels A and B. Sensor output ( axis) is plotted as a function of distance in the North ( axis) and East ( axis) directions. The data in panel A was measured from a 152-mm projectile buried at a depth of 0.57 m and the data in panel B was measured from a 4.1-kg nonordnance item buried at a depth of 0.48 m. Fig. 2 plots the output of the EMI sensor for these same two objects. Again, the data in panel A was measured from the 152-mm projectile and the data in panel B was measured from the nonordnance item.
Features are extracted from magnetometer data by fitting the data to a dipole magnetic model [33] . This approach to modelbased feature extraction is consistent across all of the algorithms considered. The features that can be extracted from a magnetic dipole model include 1) Object position.
2) Object depth.
3) Object size. 4) Magnetic moment. 5) Dipole azimuth. 6) Dipole inclination. 7) Fit quality. Each algorithm described in the next section employed a particular subset of these parameters. Each feature set was chosen using statistical performance criteria that are different for each algorithm. In this analysis, a particular feature set was not imposed on all of the algorithms as our goal was to optimize the performance capability for each algorithm and compare their relative performance. Panels C and D of Fig. 1 plot the magnetometer model fits obtained for the 152-mm projectile and the 4.1-kg nonordnance item, respectively.
A baseline EMI model has been developed previously for use with the MTADS system [33] . This modeler utilizes a dipole model for the transmitter coil and a point approximation for the receive coil. The target is represented as a magnetic polarizability dyadic [38] , [39] , and the secondary field is approximated as target dipole moment. Based on these assumptions the modeler reports the following features: 1) Object position.
3) Object size. 4) Object orientations. The approximations associated with a dipole model for the excitation coil, the point model for the receive coil, and the colocated dipole model for the target may be tenuous, particularly for shallow objects. Two modifications were made to this model in order to improve feature estimation. First, the excitation field has been calculated accurately for the known transmit coil shape via the Biot-Savart law [40] . Second, the model has been modified so that different effective centers for the transverse and axial target dipoles are included, and the center locations are determined during the fitting procedure. A modification to the model to incorporate the shape of the receive coil was considered, but the slight changes in the parameter estimates were not reflected by a change in algorithm performance. This modified model was used for parameter estimation for all of the algorithms discussed below with the exception of the probabilistic neural network. Utilization of the features obtained with the modified EMI model did not substantially affect performance, so the trends in the results discussed in Section V are valid regardless of the model that was utilized. The modified EMI model did provide substantially better estimates of the depth of the object, especially for the shallow-buried objects. However, as object depth is not a useful discriminator of targets and clutter for this particular data set, performance was not affected by utilization of the features from the modified model.
The EMI model fitting is implemented by the LevenbergMarquardt method [41] . The model parameters are fit to the data multiple times with randomly selected initial conditions, and the fit quality is monitored. In general, multiple local minima are obtained. Only the fitted model estimates with are retained, as, in general, UXO objects have an aspect ratio that is greater than unity. Often, the fitted depths of the multiple local minima are different. To select between the various local minima, the depth information determined from the magnetometer data is utilized. When multiple local minima with are obtained in the training phase, a minimumwithin-class-distance criteria is used, i.e., the fit that minimizes the distance of the fitted parameters between different targets within the same class is selected. In the testing phase, each local minimum is processed and the final output is the maximum of the processed values. The features generated by this modified EMI model are the same as those listed for the baseline model, with the addition of the location of the two dipole centers. These additional features were not considered in this effort, however, but will be considered in future work.
IV. SIGNAL PROCESSING ALGORITHMS
Several signal processing algorithms are considered in this analysis. First, we consider a statistical signal processing approach based on the generalized likelihood ratio test [42] . Traditionally, such statistical processors are less robust when limited training data are available, or when the statistics of the parameters that affect the signal cannot be adequately characterized, as was hypothesized to be the case for the JPG IV demonstration. Therefore, suboptimal but potentially more robust approaches were considered. These include a maximum likelihood estimation-based clustering algorithm [41] , [42] whose clusters are initially determined using the ISODATA algorithm [43] , [44] , a probabilistic neural network [47] , and a subtractive fuzzy clustering technique [48] . The various approaches are described below along with the method by which each of the algorithms was trained.
As aforementioned, the feature set that provided the optimum performance on a training data set was chosen independently for each algorithm. Each algorithm initially used the same feature set, but performed a down-select to obtain the subset that provided the best performance. Thus, the final feature set was not necessarily consistent across algorithms. This approach was taken since the eventual goal of this effort is to develop algorithms that provide the best performance in a field environment, and because this approach mimics the mechanisms by which a variety of algorithms would be developed and tested for this system.
A. Generalized Likelihood Ratio Test Algorithm
The two hypotheses to be tested are : UXO, or target; and : clutter, or nonordnance. The observation is an -dimensional feature vector and contains a subset of the features described above. Assuming each UXO item is equally likely, the likelihood ratio (LR) or Bayesian processor is the ratio between the probability density functions (pdfs) describing the data under the two hypotheses [42] . In the JPG IV data set there were ten targets which fell into two classes: mortars and projectiles. An analysis of the data indicated that the pdfs for the features for the objects within a class were fairly similar, however the pdfs across classes differed, thus we assumed that uncertainty regarding target class would affect the underlying pdf. With this assumption, the LR is given by (1) , shown at the bottom of the page, where denotes a probability density function. Since the pdfs are not known a priori, each of the pdfs must be estimated from the training data. The use of an estimate of the parameters in the likelihood ratio formulation results in a generalized likelihood ratio (GLR). To execute the generalized likelihood ratio test (GLRT), the GLR is compared to a threshold, and if the GLR is greater than a threshold, an ordnance object is declared, otherwise a nonordnance object is declared. This approach is not guaranteed to provide the optimal decision performance, but does provide a statistical means of treating the data. In some cases the performance of a GLR can approach that of the LR, particularly when the signal to noise ratio is high enough to provide accurate estimates of the parameters of interest [42] . The GLRT can then be performed for each feature vector in the test set, and then the GLRT can be compared to a sequence of thresholds to evaluate the True Positive and False Positive rates.
Based on an analysis of the feature data, it was assumed that and follow multivariate Gaussian distributions. This assumption was not necessarily valid in all cases, but allowed the correlation between features to be incorporated into the processing. When more accurate pdfs of the features were utilized, and independence was assumed in order to allow the formulation of the joint pdf as the product of the individual feature pdfs, performance was degraded. Thus, in the remainder of this paper it is assumed that and , where are the mean vectors and covariance matrices of under and and represents an -dimensional normal, or Gaussian, pdf. There were ten types of UXO buried in the JPG IV test, and we assumed each type was equally likely. Three of the UXO items belong to the mortar class and the remaining items belong to the projectile class so mortar and projectile were defined appropriately. The estimates, , are obtained from the training data. Without considering the different target classes (mortar and projectile), the GLRT becomes:
Taking the natural logarithm and incorporating the constant term into the threshold, (2) becomes (3) It is a simple extension of the GLRT to incorporate the different target classes, although the succinct form of the previous equation is not obtained in this case.
B. Maximum Likelihood Estimation-Based Clustering Algorithm
A clustering algorithm was investigated since it is well documented that this type of algorithm performs well for cases involving limited training data in which the goal is to decide to which class a particular object belongs. The difference between the standard approach and the approach we have pursued lies in both how the clusters are determined and how the iteration that is used to assign objects to clusters is performed. The clusters for the maximum likelihood estimation-based clustering algorithm are initialized using the ISODATA algorithm [43] , [44] . This algorithm is a modified -means approach that was utilized to initially divide the training data into clusters associated with UXO and nonordnance. A traditional -means algorithm assumes that the data can be modeled as clusters. The modification considered here assumes that is unknown, and is then estimated from the data. The training data is a set of training feature vectors as described above. In the algorithm, cluster centroids are initialized, and then each training featarget class target class mortar mortar projectile projectile (1) ture vector is associated with the closest of the centroids. The centroids are then reestimated, and clusters are merged if their centroids are within a predefined distance measure, or split if enough members are present and the cluster has a high average distance between its mean and its members. The process of re-associating the feature vectors with the various centroids and re-estimating the centroids is continued until all feature vectors do not change their association from iteration to iteration. A detailed discussion of this algorithm can be found in [43] - [46] .
The ISODATA algorithm assumes that the clusters associated with the data do not overlap. Furthermore, it assumes that the variance of the data within each of the clusters is the same. These two assumptions are violated for the problem of discriminating UXO from nonordnance. To mitigate this problem, a maximum likelihood classification rule is implemented. The conditional pdfs , which is the probability that the feature vector belongs to cluster , and new estimates of the cluster centers , are determined iteratively using the training data. Briefly, we define as above, to be the a priori probability of selecting the th cluster, as the covariance of the th cluster, to be the center of the th cluster, to be the number of training vectors, and to be the number of clusters. Prior to estimating the conditional densities, the parameters are initialized as (4) where is an exponential distance metric. The updated versions of the conditional pdfs, are calculated using the iterative procedure outlined below:
Step 1)
Step 2)
Step 3)
Step 4) go to step 1 if false, else terminate.
The exponential distance metric may render this algorithm unstable when the initial conditions are not properly chosen, thus the need to implement the ISODATA algorithm as the initial cluster estimation procedure.
To classify a particular test vector , the probability that belongs to the th cluster is calculated as (9) and the decision rule utilized is (10) where the threshold determines the relationship between the detection and false-alarm probabilities.
C. Probabilistic Neural Network (PNN)
The probabilistic neural network (PNN) is based upon Bayes' classification method [47] , [49] - [51] . The basis of the classification method is given in the following equation, where and are the prior probabilities for class and and are the costs of misclassification, and and are the true probability density functions:
The difficulty with this relationship is that the prior probabilities (the probability that a sample will come from a given population distribution) are generally unknown and must be estimated from training data. This is done using Parzen's method of pdf estimation [52] . Bayes' classification will be more likely to group a new sample into class if the prior probability or the cost of misclassification is high. This is especially important for classifications where the cost of misclassification is not equal among the classes. In our application, UXO detection, the potential cost of mis-classifying UXO is much more serious than the cost for nonordnance. In the PNN method, different costs can be set for each class, thus producing a better classification for those classes that demand higher performance. In the analysis performed here, however, these costs were not adjusted. Finally, if the probability density of a given class is large in the region of the new sample then that class is favored. This allows for multimodal distributions to be dealt with appropriately when a nearest neighbor-based classifier might fail. It is has proven convenient and practical to implement the Parzen pdf estimator in a neural network format [52] .
The PNN is a nonlinear, nonparametric pattern recognition algorithm that operates by defining a pdf for each data class based on the training set data and the optimized kernel width parameter. For ordnance discrimination, the inputs are the physicsbased modeler outputs or pattern vectors. The outputs of the PNN are the Bayesian a posteriori probabilities (i.e., measures of confidence in the classification) that the input pattern vector is a member of one of the possible output classes, for example, UXO or non-UXO.
The hidden layer of the PNN is the core of the algorithm. During the training phase, the pattern vectors in the training set are simply copied to the hidden layer of the PNN. Thus, there are the same number of feature sets at the hidden level as there are training vectors. Unlike other types of artificial neural networks, the basic PNN only has a single adjustable parameter. This parameter, termed sigma , or kernel width, along with the members of the training set, define the pdf for each data class. In a PNN, each pdf is composed of Gaussian-shaped kernels of width located at each pattern vector. The pdf essentially determines the boundaries for classification. The kernel width is critical because it determines the amount of interpolation that occurs between adjacent pattern vectors. As the kernel width approaches zero, the PNN essentially reduces to a nearest neighbor classifier. A large kernel width has the advantage of producing a smooth pdf, which exhibits good interpolation properties for predicting new pattern vectors. Small kernel widths reduce the amount of overlap between adjacent data classes. The optimized kernel width is a compromise between an overly small or large .
Prediction of new targets using a PNN is more complicated than the training step. Each member of the training set of pattern vectors (i.e., the patterns stored in the hidden layer of the PNN and their respective classifications), and the optimized kernel width are used during each prediction. As new pattern vectors are presented to the PNN for classification, they are serially propagated through the hidden layer by computing the Euclidean distance between the new pattern and each pattern stored in the hidden layer. The Euclidean distance scores are then processed through a nonlinear transfer function (the Gaussian kernel) given in the following equation:
Because each pattern in the hidden layer is used during each prediction, the execution speed of the PNN is considerably slower than some other algorithms. The mass data storage requirements can also be quite large since every pattern in the hidden layer is needed for prediction. Several researchers have developed modified PNN algorithms to overcome this limitation, but they were not deemed necessary for this application [53] , [54] . The summation layer consists of one neuron for each output class and simply collects the outputs from all hidden neurons of each respective class. The products of the summation layer are forwarded to the output layer, where we compute the estimated probability of the new pattern being a member of each class. In the PNN, the sum of the output probabilities equals 100%. The pattern being predicted is then assigned to the class with the highest output probability. One of the main advantages associated with using a PNN is the ability to output a probability for each of its classifications. For critical applications, such as ordnance detection and remediation, such an indicator of confidence is extremely useful in assisting the decision making process and reducing the likelihood that individual ordnance items are missed by reducing the detection probability.
As discussed earlier, the calculation of the optimum kernel width is imperative for high classification rates to be achieved. For the work described herein, an iterative algorithm for optimization was employed [55] . The approach by which the training data was used to determine this parameter is described in Section IV-E.
D. Subtractive Fuzzy Clustering Algorithm
In contrast to the maximum likelihood classification algorithm described above, the subtractive fuzzy clustering algorithm allows a feature vector of interest to be associated with multiple clusters, i.e., it is not restricted to have membership in only one cluster. In addition, once a feature vector's level of membership in each of the possible clusters is determined, a set of fuzzy logic rules can be imposed to determine whether a feature vector should be associated with an ordnance or nonordnance class.
In the UXO discrimination problem, the input is the -dimensional feature vector and the system output is related to the likelihood that the data is a target, although it is not a probability in the mathematical sense. In the training data, the output is set to 1 for an ordnance item or 0 for a nonordnance item. The training of the clusters is implemented via a modification of the mountain clustering method described by Yager and Filev [56] . One shortcoming of this procedure is that the computation time grows exponentially with the dimensionality of the feature space. The subtractive clustering method used here [48] is a modification to the mountain clustering method that is computationally more efficient. As implemented in this application, the features are normalized in each dimension so that their coordinate ranges in each dimension are equal, and a standard subtractive clustering algorithm is applied. The clusters are determined by applying this approach to the training data.
The cluster validation problem, or the criteria for accepting and rejecting cluster centers is important for any clustering method, and the problem is essentially unsolved [57] . In the subtractive clustering algorithm, the rule that was adopted is to set an upper threshold and a lower threshold . If , the cluster is accepted definitely, if , the cluster is rejected definitely, where is the mountain function value of the cluster candidate. Otherwise, if the mountain function value falls between the two thresholds, the shortest distance to the existing cluster centers is calculated. This value is used to determine whether the candidate cluster center provides a good tradeoff between having a large mountain function value and being far away from existing cluster centers. Although the number of clusters is determined by the algorithm automatically, the user-specified parameters strongly affect the number of clusters. In our implementation, the default values from the original algorithm were used.
Instead of determining the absolute membership of a test vector in one of the clusters, a fuzzy approach is implemented where each cluster center defines a rule. Thus, the subtractive clustering training algorithm establishes the number of fuzzy rules (number of clusters) as well as the rule premises (cluster centers). Given a test data point in the -dimensional feature space ( is a vector), the degree to which the th rule is fired, i.e., its firing strength, is defined as (13) where is the th cluster center and is the application-specific constant that determines the height and smoothness of the mountain function. The output is computed via (14) where is the consequence of the th rule and is the number of rules.
The rule structure adopted was a first-order Sugeno rule [58] , since it has been established that this model can accurately represent complex behavior with only a few rules [59] . The rules thus have the form (15) where a vector and is a constant. Given that we have a set of rules with fixed premises, optimizing the parameters in the consequent equations with training data reduces to a least squares problem [58] . Letting 
where denotes evaluated at . Again, an output is set to 1 or 0 depending on whether the corresponding input feature vector is associated with an ordnance or nonordnance item. Given the set of training vectors, the first matrix on the right-hand side (RHS) of the above equation is constant while the second one consists of the parameter vectors to be estimated. Thus, it takes the form of a standard linear problem with the format of that can be solved by least squares. To solve for the parameters of interest, the recursive least squares (RLS) estimation algorithm is used in order to avoid both the computational complexity associated with calculating the inverse of , as well as the numerical stability issues. RLS has been fully described [60] , and determines the parameters via the following iterative formula (19) where parameter estimate at the th iteration; covariance matrix; th row vector of ; th row vector of ; final least squares estimate. The initial condition of the iteration can be set to and , where is an identity matrix and is a large positive number.
Next, the (first-order) Sugeno type fuzzy inference system is constructed. There are fuzzy IF-THEN rules; each rule follows the format If is and is and is then (20) where th element of the vector under test, ; system output; defined above. is an exponential, or Gaussian, membership function given by (21) where is the th element of (i.e., the th rule premise), and is defined in the firing strength expression [ (13)]. The membership functions are completely defined by the cluster centers. In effect, aggregation is performed by adding the outputs after multiplication by the firing strength and defuzzification is implemented by weighting the average of the outputs. A Gaussian membership function was chosen since it is completely specified by two parameters, it is invariant under multiplication and Fourier transformation, it is smooth, and the notation is concise. Multiplication is used as the AND operator. The fuzzy inference system weights the output of each rule by the rule's firing strength, and computes the output value as a weighted average of the output of each rule.
E. Training of the Algorithms
There was no separate training area available to NRL prior to or during the JPG IV demonstration, so a round-robin training method, also known as a leave-one-out method, was one of the approaches used to determine the parameters required by the various algorithms. This approach attempted to provide a baseline as to the best possible performance attainable by these algorithms for the particular data set. The method uses the data set circularly, so that the object being tested is not used to develop the statistics that are used to test it. For example, when attempting to determine whether the object associated with measurement is a target or clutter item for the GLRT processor, we Fig. 3 . Performance for the four algorithms and a baseline measure (threshold on the EMI data) for cross-validation testing on the JPG IV data. MTADS system performance at the JPG IV demonstration is also shown.
train the model pdfs, and , with the entire data set with the exception of . In this way the training and detection data are separate, and the largest possible training set is used. This approach results, for example, in 109 feature vectors at the hidden level of the PNN.
After the ground truth was released, NRL acquired the nonordnance items used at JPG IV. Measurements at several depths and orientations of 20 of these items, as well as 9 inert ordnance items were made in the test pit located at the NRL test facility in Blossom Point, MD, USA using the magnetometer array and the EMI arrays to conduct orthogonal surveys. The test pit data thus formed a comprehensive, but separate, "training data set." This test pit data was used to train a subset of the algorithms described earlier, and then the JPG IV data was used as a test set. In this scenario, no training was performed on the JPG IV data. Such an approach is often preferred to evaluate the robustness of the candidate algorithms. Other data collected with the MTADS system was not utilized for training as the nonordnance items emplaced for the JPG IV test were substantially different than nonordnance items commonly encountered in field exercises.
In the leave-one-out training approach, 110 different training sets were used each composed of 109 training vectors, and thus the discrimination algorithm for each of the four discrimination approaches change slightly as the training sets change. For example, the cluster centers for the subtractive fuzzy clustering algorithm change slightly across each of the 110 training sets; however, the changes are not dramatic. Although this is not an approach that would be used in practice, it is a standard mechanism by which to evaluate performance when the amount of data available is limited. When the test pit data was used for training, each algorithm was trained once and the resulting algorithm was applied to the JPG IV data. For the fuzzy-clustering algorithm, the number of cluster centers, which is the same as the number of fuzzy rules, was four in the leave-one-out training approach. This relatively small number of cluster centers attests to the particular advantage of using the Sugeno type fuzzy rules in that complex behavior can be represented with only a few rules. Three clusters were generated when the test pit data was used for training the algorithm.
V. RESULTS
The ROC curves for the four algorithms described in the previous section are shown in Fig. 3 for the case where leave-oneout training was applied in conjunction with the JPG IV data. ROC performance is plotted as the "Probability of stating UXO is present when UXO is present," or True Positives, as a function of the "Probability of stating UXO is present when UXO is not present," or False Positives. All processors utilize both magnetometer and EMI data, thus the results are essentially "sensor fusion" results. For the GLRT, or Bayesian, processor, the feature set that provides the best performance consists of magnetometer-moment azimuth, transverse-EMI-polarizability, and the ratio between the two EMI polarizability moments. The remaining processors utilized all of the features-performance was not dramatically affected by exclusion of the features not included in the GLRT processor. Fig. 3 plots the ROC performance of each of the four processors considered, as well as a ROC obtained for a simple threshold processor operating on the EM data alone. The EM threshold is indicative of the performance obtained by a cueing processor that might be used as a preprocessor. In addition, the performance of the MTADS system using "man in the loop" processing as scored for the JPG IV demonstration is shown.
Clearly, a simple threshold on the EMI data is not an effective discriminator of UXO from non-UXO items. The maximum- likelihood clustering algorithm improves performance somewhat, and its performance is near that achieved by the NRL "man-in-the-loop" approach. The PNN, subtractive fuzzy clustering technique, and the Bayesian approach provide substantial performance improvements over that obtained by the maximum likelihood clustering technique. This may be a result of the additional information incorporated by the fuzzy rule base and the PNN, or the correlation structure incorporated into the Bayesian processor. Although the limited amount of data does not allow strict statistical comparisons across algorithms, it appears that the PNN performance is better than the other algorithms at the lower true positive rates and that the GLRT performance is better than the other algorithms at the higher true positive rates. The subtractive fuzzy technique tends to perform at the average of the PNN and GLRT algorithms. No attempt has been made to date to fuse the processor outputs using a technique such as algorithm ensembles [61] (i.e., joint decisions made using many diverse classification algorithms), although this and other techniques will be considered in future work.
ROC curves for the GLRT processor and the subtractive fuzzy processor, where the EMI and magnetometer features have been considered separately are shown in Fig. 4 . These processors were considered so that the relative performance associated with each sensor could be gauged. Again, the performance of a simple EMI thresholding algorithm and the NRL "man in the loop" processing results are shown for comparison. The GLRT (top panel) operating on the magnetometer features alone provides results comparable to NRLs man-in-the loop processing. The features used for the GLRT/magnetometer-only processor consisted of dipole-azimuth and dipole-orientation. Utilization of these features has been suggested and validated in previous studies that suggested that discriminating UXO based on induced versus remnant magnetization was possible [62] . The GLRT operating on the EMI features alone, which consisted of the depth estimate, transverse-EMI-polarizability, and the ratio between the two EMI polarizability moments, results in better performance than that obtained with the magnetometer alone. Fusion of the data features between the EMI and the magnetometer provides an additional performance improvement over that obtained with the EMI features alone, especially at the higher true positive probabilities. The fuzzy technique (bottom panel) operating on the EMI features alone provide results comparable to NRLs man-in-the loop processing, and the fuzzy technique applied to the magnetometer features results in slightly better performance. As observed with the GLRT, fusion of the data features across sensors provides an additional performance improvement over either sensor alone. This performance improvement is observed for all true-positive levels. Fig. 5 shows ROC curves with the sensor features fused for the Bayesian, fuzzy clustering, and PNN for the case where the algorithms were trained on the test pit data collected at the Blossom Point site and tested on the data collected during the JPG IV exercise. In this case, the training data set and the test data set were completely separate. As in the previous figures, the performance of an algorithm which simply thresholds the EMI data as well as the NRL "man in the loop" performance is shown for comparison. As expected, the performance for each of the algorithms degrades over that obtained with the leave-one-out training on the JPG IV data set. The PNN performance is degraded the most, although its performance continues to exceed that of the simple EMI threshold. The subtractive fuzzy technique provides the best performance overall, although the GLRT performance is similar at the higher true positive rates. In the UXO classification problem, the 90%-95% true positive region or higher on the ROC curve is considered the ultimate discrimination goal, given the risks associated with lower UXO clearance rates. Comparing the results at a 90% true positive rate shows that the PNN and GLRT results are equivalent (approximately 76% false positives) while the fuzzy clustering algorithm has higher performance (approximately 64% false positives).
One possible reason that the performance is degraded so substantially for the cross-site training results is that the EMI data at JPG IV were collected using an older version of the data acquisition system than was used to obtain the training data at the Blossom Point site. In the JPG IV collection with the older data acquisition system, there was a variable and drifting offset between the three EMI sensors. As a result, what should have been symmetric signals from vertical objects often were not as symmetric as theory would predict, and this lack of symmetry affected the estimation of the features. Thus, the statistical properties of the physics-based features associated with the Blossom Point training set could be different from those encountered at JPG IV. The magnitude of this effect will be considered in future work using data from other sites. An additional source of error may arise from the presence of naturally occurring magnetic noise at JPG IV which was not present in the Blossom Point training data.
VI. CONCLUSION
The performance of a variety of signal processing techniques has been evaluated on a set of data collected by the MTADS sensor suite with the goal of decreasing the false-alarm rate associated with discriminating UXO from clutter. Prior to this analysis, data was collected with the MTADS sensor during the JPG IV technology demonstration exercise. This exercise was designed to test the ability to discriminate between ordnance and nonordnance. The techniques that were applied to this data included a maximum likelihood clustering technique, a probabilistic neural network, a generalized likelihood ratio test, and a subtractive fuzzy clustering technique. These approaches were selected based on their hypothesized robustness to uncertainty or their robustness when faced with a limited training set. A set of physics-based features obtained from the simple magnetometer and EMI models was available to each algorithm. The algorithms were compared based on their ability to discriminate nonordnance, or clutter, items from ordnance items. Performance of the various algorithms was evaluated under two training scenarios: a leave-one-out approach where the JPG IV data was used for both testing and training, and a cross-site approach where data from a collection separate from the JPG IV exercise was utilized. This approach allowed both an assessment of performance bounds and an estimate of the robustness of the various algorithms.
All of the signal processing algorithms considered, with the exception of the maximum likelihood clustering technique, appear to hold promise for processing EMI and magnetometer data for UXO discrimination when limited training data is available. The MTADS false-alarm probability was 42% during the demonstration, and the detection probability was 66%. The PNN, GLRT, and subtractive fuzzy technique achieved false-alarm probabilities (respectively) of 27%, 22%, and 24% in the leave one out training approach and 47%, 30%, and 27% in the cross-site training approach at a detection probability of 66%. Thus, the false alarm rate can be reduced by as much as a factor of 2 using these approaches on this data set. Alternatively, at a fixed false-alarm probability, the improvement in the detection rate can also be considered. The PNN, GLRT, and subtractive fuzzy technique achieved detection probabilities (respectively) of 75%, 87%, and 81% in the leave one out training approach and 50%, 76%, and 71% in the cross-site training approach at a false alarm probability of 42%. Again, the algorithms considered here provided substantial improvements in performance.
The success of the GLRT and the PNN may be at least partially due to the fact that these approaches model the decision process statistically, and thus deal effectively with problem uncertainty. The success of the subtractive fuzzy technique is probably also due, at least partially, to the ability of such techniques to robustly handle uncertainty in the data. Such approaches must be tested on more extensive data sets prior to implementing them for a system such as MTADS.
The analysis of the JPG IV data is predicated on the assumption that a model can be used to extract features from data that has been collected in an area where either a target or clutter item is located. The features obtained from this region of interest (ROI) are then processed by one of the algorithms to determine whether the object is ordnance or nonordnance. During field operations, ground truth is not available, and an algorithm or operator must cue the algorithms to process specific data segments. Clearly, it is important that the cueing algorithm maintain a very high detection rate. During the third JPG demonstration, the MTADS was reported to achieve 95% detection at a false-alarm rate of approximately 42 per hectare [63] . Currently, the MTADS uses three cueing approaches: an operator (man-in-the-loop), an EM-based cue-er, and a magnetometer-based cue-er. The performance of such cueing algorithms without the subsequent signal processing algorithms was simulated in this work by analyzing the performance of a simple EM threshold algorithm. The cross-site training and testing results indicate that the false-alarm rate was reduced by about 30% by the best performing algorithm for most detection rates over this simple cuing algorithm.
The performance of all of the algorithms considered exceeded that obtained by a trained human operator processing the JPG IV data "in the loop," although this operator was not allowed access to training data from this particular site. When the data was re-evaluated by a separate operator, the "man in the loop" performance improved [31] . However, the performance of the automated algorithms presented here continues to out-perform the man in the loop approach. The performance also exceeded that of a simple EMI threshold. It is important to acknowledge that in addition to the classification performance improvement, all of the algorithms remove the human expert from the detection and remediation crew while at the same time significantly reducing the time required for analysis, thus reducing the associated clean-up costs. Future work will consider the utilization of features from more sophisticated EMI and magnetometer models.
