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1 Introduction
It is well-known that the Schro¨dinger-Virasoro algebra is an important infinite dimensional
Lie algebra, whose theory plays a crucial role in many areas of mathematics and physics. The
original Schro¨dinger-Virasoro Lie algebra was introduced in [10], in the context of nonequi-
librium statistical physics, containing as subalgebras both the Lie algebra of invariance of
the free Schro¨dinger equation and the Virasoro algebra, whose Lie bialgebra structures and
representations were investigated (see, e.g., [7, 9, 24]). Let F be a field of characteristic 0,
Γ a proper additive subgroup of F, and let s ∈ F be such that s /∈ Γ and 2s ∈ Γ. We
denote Γ1 = s + Γ and T = Γ ∪ Γ1. It is obvious that T is an additive subgroup of F. The
generalized Schro¨dinger-Virasoro algebra gsv[Γ, s] is an infinite dimensional Lie algebra with
F-basis {Lα,Mα, Yα+s | α ∈ Γ} subject to the following relations:
[Lα, Lβ] = (β − α)Lα+β, [Lα,Mβ] = βMα+β, [Lα, Yβ+s] = (β + s−
α
2
)Yα+β+s,
[Mα,Mβ] = 0, [Mα, Yβ+s] = 0, [Yα+s, Yβ+s] = (β − α)Mα+β+2s.
Derivations, central extensions, automorphisms and Verma modules were studied in [19,21],
The generalized loop Schro¨dinger-Virasoro algebra W (Γ, s) is the tensor product
gsv[Γ, s]⊗ F[t, t−1] of the generalized Schro¨dinger-Virasoro algebra gsv[Γ, s] with the Laurent
polynomial algebra F[t, t−1], subject to relations:
[Lα,i, Lβ,j] = (β − α)Lα+β,i+j, [Lα,i,Mβ,j] = βMα+β,i+j , (1.1)
[Lα,i, Yβ+s,j] = (β + s−
α
2
)Yα+β+s,i+j, (1.2)
[Mα,i,Mβ,j] = 0, [Mα,i, Yβ+s,j] = 0, (1.3)
[Yα+s,i, Yβ+s,j] = (β − α)Mα+β+2s,i+j for any α, β ∈ Γ and i, j ∈ Z, (1.4)
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where in general, Xγ,i = Xγ⊗t
i (and denoted byXγt
i for short) for anyX ∈ {L,M, Y }, γ ∈ T
and i ∈ Z. Here and below, we use the convention that if an undefined notation appears
in an expression, we treat it as zero; for instance, Lα+s = 0, Mβ+s = 0 and Yα = 0 for any
α ∈ Γ. Note that ⊕i∈ZFM0,i is exactly the center of W (Γ, s).
The structure theory of infinite dimensional Lie algebras have been extensively studied
due to its important role in Lie algebra (see, e.g., [1, 3–5, 11–18, 22]). Loop algebras are
certain types of Lie algebra, of particular interest in theoretical physics, which contribute
a large ingredient to the structure theory of Lie algebras such as affine Lie algebras in [8].
Recently, generalized loop super-Virasoro algebra, loop Witt algebra and generalized loop
Virasoro algebra were studied in [2, 6, 20, 23].
In this paper, we study derivations, automorphisms and second cohomology groups of
generalized loop Schro¨dinger-Virasoro algebras. As a result, we also determine the universal
central extension of W (Γ, s) (cf. (4.21)). To determine the derivation algebra DerW (Γ, s) of
W (Γ, s), the most effective way is to decompose it into a sum of the inner derivation alge-
bra adW (Γ, s) and the derivation subalgebra
(
DerW (Γ, s)
)
0
consisting of all homogenous
derivations of degree zero (see [4] and Lemma 2.3). Then the remaining task is to deter-
mine
(
DerW (Γ, s)
)
0
, which is the main goal of Section 2. While determining the second
cohomology group of W (Γ, s) depends heavily on computation, the determination of the
automorphism group AutW (Γ, s) of W (Γ, s) is the most difficult part among these three
kinds of structures. For the problem of determining AutW (Γ, s), it is easy but important
to observe that the problem can be reduced to the case gsv[Γ, s] when setting t = 1. By
this and by constructing some kinds of concrete automorphisms we give an explicit charac-
terization of the automorphism group of W (Γ, s). The main results of the present paper are
summarized in Theorems 2.6, 3.2 and 4.4.
2 Derivation algebra of W (Γ, s)
A linear map D : W (Γ, s)→ W (Γ, s) is called a derivation of W (Γ, s) if
D
(
[x, y]
)
= [D(x), y] + [x,D(y)], ∀ x, y ∈ W (Γ, s);
if in addition, D = adz for some z ∈ W (Γ, s), then D is called an inner derivation, where
adz(x) = [z, x] for any x ∈ W (Γ, s). Denote by DerW (Γ, s) and adW (Γ, s) the vector space
of all derivations and inner derivations, respectively. Then
H1(W (Γ, s),W (Γ, s)) ∼= DerW (Γ, s)/adW (Γ, s)
is the first cohomology group of W (Γ, s).
Note from the relations (1.1) and (1.2) that L0,0 is semisimple, which gives a T -grading
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on W (Γ, s): W (Γ, s) = ⊕µ∈TW (Γ, s)µ, with
W (Γ, s)µ = {x ∈ W (Γ, s) | [L0,0, x] = µx} = {Lµ,j , Mµ,j , Yµ,j | j ∈ Z}. (2.1)
We say that a derivation D ∈ DerW (Γ, s) is of degree γ ∈ T if D
(
W (Γ, s)α
)
⊂ W (Γ, s)α+γ
for all α ∈ T . Let
(
DerW (Γ, s)
)
γ
be the space of all derivations of degree γ.
The following result first appeared in [15].
Lemma 2.1. For any derivation D ∈ W (Γ, s), one has
D =
∑
γ∈T
Dγ, where Dγ ∈
(
DerW (Γ, s)
)
γ
, (2.2)
which holds in the sense that for every x ∈ W (Γ, s), only finitely many Dγ(x) 6= 0, and
D(x) =
∑
γ∈TDγ(x) (such a sum in (2.2) is called summable).
Proof. For any xα ∈ W (Γ, s)α and D ∈ DerW (Γ, s), assume that D(xα) =
∑
β∈Tyβ. We
define Dγ(xα) = yα+γ. Then Dγ is a derivation by a direct computation. 
Lemma 2.2. If γ 6= 0, then every D ∈
(
DerW (Γ, s)
)
γ
is an inner derivation.
Proof. It follows from (2.1) and applying D to [L0,0, x] = µx for any x ∈ W (Γ, s)µ with
µ ∈ T that
µD(x) = [D(L0,0), x] + [L0,0, D(x)].
From this, using D(x) ∈ W (Γ, s)µ+γ and (2.1), one has D(x) = ad−γ−1D(L0,0)(x). Hence,
D = ad−γ−1D(L0,0), an inner derivation.
As a consequence of Lemmas 2.1 and 2.2, we immediately have the following result.
Lemma 2.3. DerW (Γ, s) =
(
DerW (Γ, s)
)
0
+ adW (Γ, s).
Proof. For γ 6= 0, assume Dγ = aduγ for some uγ ∈ W (Γ, s)γ. If {γ 6= 0 | uγ 6= 0} is an
infinite set, then by (2.1), D(L0,0) = D0(L0,0)−
∑
γ 6=0 γuγ is an infinite sum which is not an
element of W (Γ, s), a contradiction.
Next we are going to characterize (DerW (Γ, s))0. To do this, let us first introduce some
notations. For any map f from a set A to another set B, we write the image of a ∈ A
under f as fa rather than f(a) in what follows. Denote HomZ(T, F[t, t
−1]) the set of group
homomorphisms φ : T → F[t, t−1], which carries the structure of a vector space by defining
(cφ)(γ) = cφ(γ) for any given φ ∈ HomZ(T, F[t, t
−1]) and any c ∈ F, γ ∈ T . Denote by
F[t, t−1] d
dt
the derivation algebra of F[t, t−1] and
g(Γ) =
{
g : Γ→ F[t, t−1] | (β − α)gα+β = βgβ − αgα, ∀ α, β ∈ Γ
}
.
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For any φ ∈ HomZ(T, F[t, t
−1]), g ∈ g(Γ), b ∈ F[t, t−1] and ρ ∈ F[t, t−1] d
dt
, define
respectively four linear maps Dφ, Dg, Db and D
ρ of W (Γ, s) as follows:
Dφ(Xµ,i) = φ(µ)Xµ,i, (2.3)
Dg(Lα,i) = gαMα,i, Dg(Mα,i) = Dg(Yα+s,i) = 0, (2.4)
Db(Lα,i) = 0, Db(Mα,i) = bMα,i, Db(Yα+s,i) =
1
2
bYα+s,i, (2.5)
Dρ(Xµ,i) = Xµρ(t
i), ∀ X ∈ {L,M, Y }, µ ∈ T, α ∈ Γ, i ∈ Z. (2.6)
It is easy to see that these four operators defined above are all homogeneous derivations of
degree zero. We use the same notations
DHomZ(T, F[t,t−1]) := {Dφ | φ ∈ HomZ(T, F[t, t
−1])},
Dg(Γ) := span{Dg | g ∈ g(Γ)},
DF[t,t−1] := {Db | b ∈ F[t, t
−1]} and DF[t,t−1] d
dt
:= {Dρ | ρ ∈ F[t, t−1]
d
dt
}
to denote respectively the corresponding subspaces of DerW (Γ, s).
Take any D ∈ (DerW (Γ, s))0. For any α ∈ Γ and i ∈ Z, assume that
D(Lα,i) = fα,iLα,i + gα,iMα,i, where fα,i, gα,i ∈ F[t, t
−1]. (2.7)
Applying D to the first relation in (1.1) and using (2.7) give
(β − α)fα,iLα+β,i+j − αgα,iMα+β,i+j + (β − α)fβ,jLα+β,i+j + βgβ,jMα+β,i+j
= (β − α)fα+β,i+jLα+β,i+j + (β − α)gα+β,i+jMα+β,i+j .
Comparing the coefficients of Lα+β,i+j and Mα+β,i+j , one has
fα+β,i+j = fα,i + fβ,j for α 6= β, (2.8)
(β − α)gα+β,i+j = βgβ,j − αgα,i, ∀ α, β ∈ Γ, i, j ∈ Z. (2.9)
It is obvious that f0,0 = 0. Furthermore, from (2.8) one can, in fact, see that
fα+β,i+j = fα,i + fβ,j , ∀ α, β ∈ Γ. (2.10)
Setting α = 0 and j = 0 in (2.9), one has gβ,i = gβ,0 whenever β 6= 0. From this and by
setting α = −β 6= 0 in (2.9), we have g0,i+j = g0,0. Thus, gβ,i = gβ,0 for any β ∈ Γ and i ∈ Z,
which is denoted by gβ for convenience. Whence (2.9) turns out to be (β−α)gα+β = βgβ−αgα,
that is, g ∈ g(Γ).
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Put ρ = tf0,1
d
dt
. Replacing D by D − Dρ entails us to assume that f0,1 = 0, which in
turn, by [23, Lemma 2.4], gives rise to fβ,i = fβ,0 for all β ∈ Γ and i ∈ Z. So in what follows
we can simply write fβ,i as fβ. In this case, (2.10) becomes
fα+β = fα + fβ, ∀ α, β ∈ Γ. (2.11)
In particular, f ∈ HomZ(Γ,F[t, t
−1]). Whence we arrive at the following lemma.
Lemma 2.4. Let D be as above. Then there exist f ∈ HomZ(Γ, F[t, t
−1]) and g ∈ g(Γ) such
that
D(Lα,i) = fαLα,i + gαMα,i for α ∈ Γ and i ∈ Z.
While for the expressions of D(Mα,i) and D(Yα+s,i), we have the following result.
Lemma 2.5. Let D and f as in Lemma 2.4. Then there exists b ∈ F[t, t−1] such that
D(Mα,i) = (fα + b)Mα,i, D(Yα+s,i) =
1
2
(f2(α+s) + b)Yα+s,i for α ∈ Γ and i ∈ Z.
Proof. For any α ∈ Γ and i ∈ Z, assume
D(Mα,i) = ψα,iLα,i + ϕα,iMα,i, where ψα,i, ϕα,i ∈ F[t, t
−1]. (2.12)
Applying D to [L−α,−i,Mα,i] = αM0,0 and using (2.12), we obtain
α(f−α + ϕα,i − ϕ0,0)M0,0 + α(2ψα,i − ψ0,0)L0,0 = 0.
Hence,
f−α + ϕα,i = ϕ0,0 and ψα,i =
1
2
ψ0,0, ∀ 0 6= α ∈ Γ. (2.13)
Since M0,0 lies in the center of W (Γ, s), so does D(M0,0). This forces ψ0,0 = 0 and thereby
ψα,i = 0 for any α ∈ Γ and i ∈ Z. It follows from this fact, (2.11) and (2.13) that (2.12) can
be simplified as D(Mα,i) = (fα + b)Mα,i, where b = ϕ0,0. This is the first desired relation.
For arbitrary α ∈ Γ and i ∈ Z, we assume that
D(Yα+s,i) = hα+s,iYα+s,i for some hα+s,i ∈ F[t, t
−1]. (2.14)
Applying D to (1.4) and by (2.14), one has
(β − α)(hα+s,i + hβ+s,j)Mα+β+2s,i+j = (β − α)(fα+β+2s + b)Mα+β+2s,i+j .
Hence, hα+s,i + hβ+s,j = fα+β+2s + b for any α 6= β ∈ Γ. In fact, the condition α 6= β can be
removed, namely,
hα+s,i + hβ+s,j = fα+β+2s + b, ∀ α, β ∈ Γ. (2.15)
From this we see that hα+s,j is independent of the second subindex j, which is written as
hα+s for short. Moreover, setting β = α in (2.15) we have hα+s =
1
2
(f2(α+s) + b), this is the
second desired relation. The proof is complete.
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For any f ∈ HomZ(Γ,F[t, t
−1]) (the set of group homomorphisms from Γ to F[t, t−1]), we
extend it to a map from T to F[t, t−1] by setting fγ =
1
2
f2γ if γ ∈ Γ1. Then it is easy to verify
the resulting new map f is a group homomorphism, i.e., f ∈ HomZ(T, F[t, t
−1]).
Theorem 2.6. Set
D′HomZ(T, F[t,t−1]) = {Dφ | ∃f(t) ∈ F[t, t
−1] such that φ(γ) = γf(t), ∀γ ∈ T}.
Then the derivation space of W (Γ, s) has the following decomposition
DerW (Γ, s) = adW (Γ, s) +
(
DHomZ(T, F[t,t−1]) ⊕Dg(Γ) ⊕DF[t,t−1] ⊕DF[t,t−1] d
dt
)
and the first cohomology group H1(W (Γ, s),W (Γ, s)) is linearly isomorphic to
(
DHomZ(T, F[t,t−1])/D
′
HomZ(T, F[t,t−1])
)
⊕Dg(Γ) ⊕DF[t,t−1] ⊕DF[t,t−1] d
dt
.
Proof. Let us first characterize the derivation algebra
(
DerW (Γ, s)
)
0
.
Claim 1.
(
DerW (Γ, s)
)
0
= DHomZ(T, F[t,t−1]) +Dg(Γ) +DF[t,t−1] +DF[t,t−1] d
dt
.
To prove this, take any D ∈
(
DerW (Γ, s)
)
0
. It follows from Lemmas 2.4, 2.5 and
the remarks before Lemma 2.4 and this theorem that there exist some ρ ∈ F[t, t−1] d
dt
,
f ∈ HomZ(T, F[t, t
−1]), g ∈ g(Γ) and b ∈ F[t, t−1] such that the following relations hold:
(D −Dρ)(Lα,i) = fαLα,i + gαMα,i, (D −D
ρ)(Mα,i) = (fα + b)Mα,i,
(D −Dρ)(Yα+s,i) =
1
2
(f2(α+s) + b)Yα+s,i, ∀ α ∈ Γ, i ∈ Z.
On the other hand, it follows from the definition of Df , Dg and Db that
(Df +Dg +Db)(Lα,i) = fαLα,i + gαMα,i, (Df +Dg +Db)(Mα,i) = (fα + b)Mα,i,
(Df +Dg +Db)(Yα+s,i) =
1
2
(f2(α+s) + b)Yα+s,i, ∀ α ∈ Γ, i ∈ Z.
Thus, D = Dρ +Df +Dg +Db.
Claim 2. The sum DHomZ(T, F[t,t−1]) +Dg(Γ) +DF[t,t−1] +DF[t,t−1] d
dt
is direct.
To prove the claim, let D = Dφ +
∑
j∈JcjDgj +Db + D
ρ, where J is a finite index set,
φ ∈ HomZ(T, F[t, t
−1]), gj ∈ g(Γ), b ∈ F[t, t
−1], ρ ∈ F[t, t−1] d
dt
and cj ∈ F. Then the claim is
equivalent to showing that D = 0 implies
Dφ =
∑
j∈J
cjDgj = Db = D
ρ = 0.
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But the latter follows immediately by applying D to the basis elements Lα,i,Mα,i and Yα+s,i
of W (Γ, s) for arbitrary α ∈ Γ and i ∈ Z. So Claim 2 holds.
Now the first statement follows the Claims 1, 2 and Lemma 2.3; while for the second
statement it suffices to show the following claim.
Claim 3. The intersection adW (Γ, s) ∩
(
DHomZ(T, F[t,t−1]) ⊕Dg(Γ) ⊕DF[t,t−1] ⊕DF[t,t−1] d
dt
)
is
equal to adW (Γ, s) ∩ DHomZ(T, F[t,t−1]) = D
′
HomZ(T, F[t,t−1])
.
To prove the claim, let D ∈ DHomZ(T, F[t,t−1]) ⊕ Dg(Γ) ⊕ DF[t,t−1] ⊕ DF[t,t−1] d
dt
have the
form Dφ +
∑
j∈JcjDgj + Db + D
ρ as in Claim 2. If D ∈ adW (Γ, s), then we may assume
D =
∑
j∈Zaj adL0,j for which only finitely many of ai are nonzero, since D is of degree zero
and ⊕i∈ZFM0,i lies in the center of W (Γ, s). Thus
Dφ +
∑
j∈J
cjDgj +Db +D
ρ =
∑
j∈Z
aj adL0,j . (2.16)
Applying both sides of (2.16) to Lα,i, we have
φ(α)Lαt
i +
∑
j∈J
cjgj(α)Mαt
i + Lαρ(t
i) =
∑
j∈Z
αajLαt
i+j,
which forces
∑
j∈JcjDgj = 0 and φ(α) + t
−iρ(ti) =
∑
j∈Zαajt
j . The latter implies ρ = 0 and
thereby φ(α) =
∑
j∈Zαajt
j for α ∈ Γ. It follows from applying both sides of (2.16) to Mα,i
and Yα+s,i that we respectively obtain
φ(α) + b =
∑
j∈Z
αajt
j , φ(α+ s) +
1
2
b =
∑
j∈Z
(α + s)ajt
j, ∀ α ∈ Γ, i ∈ Z.
Combining these three relations gives b = 0 and φ(γ) = γf(t) for any γ ∈ T , where f(t) =∑
j∈Zajt
j ∈ F[t, t−1]. To sum up, we have obtained D = Dφ =
∑
j∈ZajadL0,j with φ(γ) =
γf(t) for any γ ∈ T. This is the Claim 3.
3 Automorphism group of W (Γ, s)
In this section, we will determine the automorphism group of W (Γ, s), which is denoted by
AutW (Γ, s). Denote
L(Γ) = ⊕
α∈Γ
Lα ⊗ F[t, t
−1], M(Γ) = ⊕
α∈Γ
Mα ⊗ F[t, t
−1], Y(Γ, s) = ⊕
α∈Γ
Yα+s ⊗ F[t, t
−1].
Obviously, L(Γ) is the centerless generalized loop Virasoro algebra, and M(Γ) is an ideal
of L(Γ). It is also worthwhile to point out that I(Γ, s) := M(Γ) ⊕ Y(Γ, s) is the unique
maximal ideal of W (Γ, s) whose center is exactly M(Γ).
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Denote F∗ = F \ {0}. Set A = {a ∈ F∗ | aΓ = Γ, aT = T}. Then A is a multiplicative
subgroup of F∗.
Theorem 3.1. Let Γ′ be another proper additive subgroup of F and s′ /∈ Γ′ with 2s′ ∈ Γ′.
Set T ′ = Γ′ ∪ (Γ′ + s′). Then W (Γ, s) ∼= W (Γ′, s′) if and only if there exists a ∈ F∗ such that
aΓ′ = Γ and aΓ′1 = Γ1.
Proof. Let σ : W (Γ, s) → W (T ′) be an isomorphism of Lie algebras. Then σ
(
I(Γ, s)
)
=
I(Γ′, s′), and σ induces an isomorphism σ¯ of the generalized loop Witt algebras:
σ : L(Γ) = W (Γ, s)/I(Γ, s)→ W (T ′)/I(Γ′, s′) = L(Γ′).
It follows from the arguments in [23, Section 3] that there exists a ∈ F∗ such that aΓ′ = Γ,
and σ(Lα,i) = Lα
a
fα,i(t) for some fα,i(t) ∈ F[t, t
−1] such that f0,0(t) = a.
Claim 1. aΓ′ = Γ.
To prove this, for any α ∈ Γ and i ∈ Z, we can assume that
σ(Lα,i) = Lα
a
fα,i(t) +mα,i + yα,i for some mα,i ∈M(Γ
′), yα,i ∈ Y(Γ
′, s′).
Note that σ maps the center of I(Γ, s) onto the center of I(Γ′, s′), namely, σ
(
M(Γ)
)
=
M(Γ′). It follows from this fact and by applying σ to [L0,0,Mα,i] = αMα,i, we have
[L0,0, σ(Mα,i)] =
α
a
σ(Mα,i) for any α ∈ Γ and i ∈ Z,
which implies σ(Mα,i) ∈ W (T
′)α
a
. In particular, α
a
∈ Γ′ and therefore Γ ⊆ aΓ′. Similarly,
one has aΓ′ ⊆ Γ. Hence, aΓ′ = Γ, proving Claim 1.
Claim 2. aΓ′1 = Γ1.
To prove this, for any α ∈ Γ, i ∈ Z, since σ(Y(Γ, s)) =M(Γ′)⊕ Y(Γ′, s′), we may write
σ(Yα+s,i) = σ(Yα+s,i)M + σ(Yα+s,i)Y , (3.1)
for some σ(Yα+s,i)M ∈ M(Γ
′), σ(Yα+s,i)Y ∈ Y(Γ
′, s′). Applying σ to [L0,0, Yα+s,i] =
(α + s)Yα+s,i, one has
[
aL0,0 +m0,0 + y0,0, σ(Yα+s,i)
]
= (α+ s)σ(Yα+s,i), ∀ α ∈ Γ, i ∈ Z.
Then it follows from relations (1.2)–(1.4) and invoking (3.1) that
[
L0,0, σ(Yα+s,i
)
Y
]
=
α+s
a
σ
(
Yα+s,i
)
Y
, which forces α+s
a
∈ Γ′1 and therefore Γ1 ⊂ aΓ
′
1. Then aΓ
′
1 = Γ1, since
the other inclusion aΓ′1 ⊂ Γ1 can be obtained similarly. This proves Claim 2.
The “only if ” part follows directly from Claims 1 and 2, while the “if ” part is clear.
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For any σ ∈ AutW (Γ, s), let us first take a careful look at what the images of the basis
elements of W (Γ, s) under the σ. It follows from the proof of Theorem 3.1 for any α ∈ Γ
and i ∈ Z, we may assume that
σ(Lα,i) = Lα
a
fα,i +m
L
α,i + y
L
α,i, σ(Mα,i) =Mαa gα,i, σ(Yα+s,i) = Yα+sa
gα+s,i +m
Y
α,i, (3.2)
where mLα,i, m
Y
α,i ∈ M(Γ), y
L
α,i ∈ Y(Γ, s) and fα,i, gα,i, gα+s,i ∈ F[t, t
−1] with f0,0 = a ∈ F
∗.
By (3.2) and applying σ to the first relation in (1.1), (1.2) and (1.4) respectively, we have
a(β − α)fα+β,i+j = (β − α)fα,ifβ,j,
a(β + s−
α
2
)gα+β+s,i+j = (β + s−
α
2
)fα,igβ+s,j,
a(β − α)gα+β+2s,i+j = (β − α)gα+s,igβ+s,j, ∀ α, β ∈ Γ, i, j ∈ Z.
Furthermore, by using the same arguments as in the proof of [23, Lemma 2.4], we have
afα+β,i+j = fα,ifβ,j, agα+β+s,i+j = fα,igβ+s,j, agα+β+2s,i+j = gα+s,igβ+s,j (3.3)
for any α, β ∈ Γ and i, j ∈ Z. Denote by F[t, t−1]∗ = {ati | 0 6= a ∈ F, i ∈ Z} the set of
multiplicative invertible elements of F[t, t−1], which is a multiplicative group. It follows from
the first and third relations of (3.3) and by noticing both f0,0 and g0,0 are nonzero elements
of F that both
fα,i
a
and
gα+s,i
a
lie in F[t, t−1]∗. Hence, by the third formula in (3.3) again,
gα,i ∈ F[t, t
−1]∗, for any α ∈ Γ and i ∈ Z. These entail us to write
fα,i = aµ1(α, i)t
ε1(α,i) and gγ,i = aµ
′(γ, i)tε
′(γ,i), ∀ α ∈ Γ, γ ∈ T, i ∈ Z,
where µ1(α, i), µ
′(γ, i) ∈ F∗, ε1(α, i), ε
′(γ, i) ∈ Z. Applying σ to the second relation in (1.1),
we have aβgα+β,i+j = βfα,igβ,j. From this and the second and third relations in (3.3), one
can deduce agα+β,i+j = fα,igβ,j for α, β ∈ Γ, i, j ∈ Z, which implies
µ′(α, i) = cµ1(α, i) (c = a
−1g0,0) and ε
′(α, i) = ε1(α, i), ∀ α ∈ Γ, i ∈ Z
by taking β = j = 0. Set
µ(x, i) =
{
µ1(x, i), if x ∈ Γ,
c−
1
2µ′(x, i), if x ∈ Γ1,
and ε(x, i) =
{
ε1(x, i), if x ∈ Γ,
ε′(x, i), if x ∈ Γ1.
(3.4)
Then for any γ1, γ2 ∈ T and i, j ∈ Z,
µ(γ1, i)µ(γ2, j) = µ(γ1 + γ2, i+ j) and ε(γ1, i) + ε(γ2, j) = ε(γ1 + γ2, i+ j). (3.5)
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Whence the formulas in (3.2) can be respectively rewritten as
σ(Lα,i) = aµ(α, i)Lα
a
tε(α,i) +mLα,i + y
L
α,i, σ(Mα,i) = acµ(α, i)Mαa t
ε(α,i), (3.6)
σ(Yα+s,i) = ac
1
2µ(α+ s, i)Yα+s
a
tε(α+s,i) +mYα,i. (3.7)
Motivated by the formulas (3.6) and (3.7) we are next going to define six kinds of auto-
morphisms of W (Γ, s). For any a ∈ A, define an automorphism of W (Γ, s) as follows:
σa(Lα,i) = aLα
a
,i, σa(Mα,i) = aMα
a
,i, σa(Yα+s,i) = aYα+s
a
,i, ∀ α ∈ Γ, i ∈ Z.
Given any ϕ ∈ HomZ(T,Z), the set of group homomorphisms from T to Z, we can define
an automorphism of W (Γ, s) as follows:
ϕ(Lα,i) = Lα,i+ϕ(α), ϕ(Mα,i) =Mα,i+ϕ(α), ϕ(Yα+s,i) = Yα+s,i+ϕ(α+s), ∀ α ∈ Γ, i ∈ Z.
For any χ ∈ χ(T ), the set of all group homomorphisms from T to F∗, and c ∈ F∗, define
an automorphism σχc of W (Γ, s) as follows:
σχc (Lα,i) = χ(α)Lα,i, σ
χ
c (Mα,i) = cχ(α)Mα,i, σ
χ
c (Yα+s,i) = c
1
2χ(α+ s)Yα+s,i, ∀ α ∈ Γ, i ∈ Z.
Then under the multiplication given by σχ1c1 σ
χ2
c2
= σχ1χ2c1c2 for all c1, c2 ∈ F
∗ and χ1, χ2 ∈ χ(T ),
the set {σχc | χ ∈ χ(T ), c ∈ F
∗} forms a subgroup of AutW (Γ, s), which is isomorphic to the
product group χ(T )× F∗ of groups χ(T ) and F∗.
For any φ ∈ AutZ = {1,−1}, it is easy to see the following linear map given by
φ(Lα,i) = Lα,φ(i), φ(Mα,i) =Mα,φ(i), φ(Yα+s,i) = Yα+s,φ(i), ∀ α ∈ Γ, i ∈ Z
is an automorphism of W (Γ, s).
Given an element b ∈ F∗, define a linear map τb ∈ F
× as follows:
τb(Lα,i) = b
iLα,i, τb(Mα,i) = b
iMα,i, τb(Yα+s,i) = b
iYα+s,i, ∀ α ∈ Γ, i ∈ Z.
Then τb is an automorphism of W (Γ, s).
Note from [23] that the set A×HomZ(T,Z)× χ(T )× F
∗ ×AutZ× F× becomes a group
with (1, 0, 0, 1, 1, 1) as its identity element, whose multiplication is given as follows:
(a1, ϕ1, χ1, c1, φ1, b1) · (a2, ϕ2, χ2, c2, φ2, b2)
= (a1a2, ϕ1ιa−1
2
+ φ1ϕ2, b
ϕ2
1 + χ2 + χ1ιa−1
2
, c1c2, φ1φ2, b
φ2
1 b2),
where ιa (for a ∈ A) is an automorphism of T such that ιa(γ) = aγ for γ ∈ T, and for any
b ∈ F∗ and ϕ ∈ HomZ(T,Z), (b
ϕ)(γ) = bϕ(γ) for γ ∈ T. So in what follows we can identify
A×HomZ(T,Z)× χ(T )× F
∗ × AutZ× F× as a subgroup of Aut W (Γ, s).
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Denote
E :=
{
e = (ek)k∈Z
∣∣∣∣ all but finitely many e
k are zero,where ek : Γ× Z→ F such
that (β − α)ekα+β,i+j = βe
k−i
β,j − αe
k−j
α,i , ∀α, β ∈ Γ, i, j ∈ Z
}
.
Then one can verify that the linear map ψe : W (Γ, s)→ W (Γ, s) defined by
Lα,i → Lα,i +
∑
j∈Z
ejα,iMα,j, Mα,i →Mα,i, Yα+s,i → Yα+s,i (3.8)
is an automorphism of W (Γ, s). Note that E carries the semigroup structure under the
natural additive operation e + c = (ek + ck)k∈Z for any e = (e
k)k∈Z, c = (c
k)k∈Z ∈ E . Thus,
Ψ = {ψe | e ∈ E} forms a subgroup of AutW (Γ, s), since ψeψc = ψe+c for any e, c ∈ E .
Let InnW (Γ, s) be the subgroup of AutW (Γ, s) generated by all inner automorphisms
exp (adx) for all x ∈ W (Γ, s) such that each adx is locally nilpotent. It is not hard to see
that all automorphisms defined above are not inner. Now we are ready to characterize the
automorphism group AutW (Γ, s).
Theorem 3.2. We have the following isomorphism
AutW (Γ, s) ≃ ((A× HomZ(T,Z)× χ(T )× F
∗ × AutZ× F×)⋉Ψ)⋉ InnW (Γ, s).
Proof. Let σ ∈ AutW (Γ, s). Then it follows from (3.5) that the µ and ε occur in (3.6) and
(3.7) can be written as
µ(γ, i) = biχ(γ) and ε(γ, i) = φ(i) + ϕ(γ)
for some b ∈ F∗, χ ∈ χ(T ), φ ∈ AutZ and ϕ ∈ HomZ(T,Z). This entails us to rewrite (3.6)
and (3.7) respectively as follows:
σ(Lα,i) = aχ(α)b
iLα
a
,φ(i)+ϕ(α) +m
L
α,i + y
L
α,i, (3.9)
σ(Mα,i) = acχ(α)b
iMα
a
,φ(i)+ϕ(α), (3.10)
σ(Yα+s,i) = ac
1
2χ(α + s)biYα+s
a
,φ(i)+ϕ(α+s) +m
Y
α,i, (3.11)
where a ∈ A, c ∈ F∗, mLα,i, m
Y
α,i ∈M(Γ) and y
L
α,i ∈ Y(Γ, s). Set
τ = (τb)
−1φ−1(σχc )
−1ϕ−1(σa)
−1σ. (3.12)
Then it follows from (3.9)−(3.11) and the definitions of τb, φ, σ
χ
c , ϕ and σa that
τ(Lα,i) = Lα,i +m
L
α,i + y
L
α,i, τ(Mα,i) =Mα,i, τ(Yα+s,i) = Yα+s,i +m
Y
α,i, (3.13)
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where mLα,i,m
Y
α,i ∈M(Γ) and y
L
α,i ∈ Y(Γ, s).
Assume
τ(L0,0) = L0,0 +
∑
α∈Γ,j∈Z
(aα,jMα,j + bα,jYα+s,j), (3.14)
τ(Ys,i) = Ys,i +
∑
β∈Γ,k∈Z
ciβ,kMβ,k, (3.15)
for which only finitely many of aα,j , bα,j and c
i
β,k for all α, β ∈ Γ, i, j, k ∈ Z are nonzero.
Applying τ to [L0,0, Ys,i] = sYs,i, we get
[
L0,0 +
∑
α∈Γ,j∈Z
(aα,jMα,j + bα,jYα+s,j), Ys,i +
∑
β∈Γ,k∈Z
ciβ,kMβ,k
]
= sYs,i +
∑
β∈Γ,k∈Z
βciβ,kMβ,k −
∑
α∈Γ,j∈Z
αbα,jMα+2s,j+i
= sYs,i + s
∑
β∈Γ,k∈Z
ciβ,kMβ,k.
Thus we conclude
∑
β∈Γ,k∈Z(β−s)c
i
β,kMβ,k =
∑
α∈Γ,j∈Zαbα,jMα+2s,j+i, which is equivalent to
saying
ciα+2s,j+i =
α
α+ s
bα,j , ∀ α ∈ Γ, i, j ∈ Z.
Then (3.15) can be written as
τ(Ys,i) = Ys,i +
∑
α∈Γ,j∈Z
α
α+ s
bα,jMα+2s,j+i. (3.16)
Let
τ ′ = exp ad
( ∑
α6=β∈Γ,α+β+2s 6=0,i,j∈Z
−bα,ibβ,j(β − α)
2(α+ s)(α + β + 2s)
Mα+β+2s,i+j
)
× exp ad
( ∑
06=α∈Γ,j∈Z
−aα,j
α
Mα,j
)
exp ad
(
−
∑
α∈Γ,j∈Z
bα,j
α+ s
Yα+s,j
)
∈ Inn W (Γ, s).
Claim 3. We have τ ′(Lα,i) = τ(Lα,i) +
∑
j∈Ze
j
α,iMα,j, τ
′(Yα+s,i) = τ(Yα+s,i) and τ
′(Mα,i) =
Mα,i = τ(Mα,i) for any α ∈ Γ and i ∈ Z, where e
j
α,i ∈ F for which only finitely many are
nonzero for each fixed α.
To prove the claim, it follows immediately from the construction of τ ′ one can easily
verify that
τ ′(L0,0) = τ(L0,0)−
∑
j∈Z
a′0,jM0,j , τ
′(Ys,i) = τ(Ys,i), τ
′(Mα,i) =Mα,i, ∀ α ∈ Γ, i ∈ Z, (3.17)
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where a′0,j = a0,j −
∑
α∈Γ,k∈Zbα,kb−α−2s,j−k. Applying τ
′ to [L0,0, Lα,i] = αLα,i for arbitrary
α ∈ Γ and i ∈ Z, we obtain
ατ ′(Lα,i) =
[
τ ′(L0,0), τ
′(Lα,i)
]
=
[
τ(L0,0), τ
′(Lα,i)
]
=
[
τ(L0,0), τ(Lα,i) + τ
′(Lα,i)− τ(Lα,i)
]
= ατ(Lα,i) +
[
τ(L0,0), τ
′(Lα,i)− τ(Lα,i)
]
,
where in the second equality we use the fact that M0,j for all j ∈ Z lie in the center of
W (Γ, s). Thus [
τ(L0,0), τ
′(Lα,i)− τ(Lα,i)
]
= α
(
τ ′(Lα,i)− τ(Lα,i)
)
. (3.18)
Note that [τ ′(Lα,i),Mβ,j] = βMα+β,i+j, which is due to the fact τ
′ preserves each basis
element Mβ,j. Thus, τ
′(Lα,i)− Lα,i ∈ M(Γ)⊕ Y(Γ, s). This and (3.13) allow us to assume
that
τ ′(Lα,i)− τ(Lα,i) =
∑
β∈Γ,j∈Z
(eβ,jα,iMβ,j + d
β,j
α,iYβ+s,j) (3.19)
for some eβ,jα,i , d
β,j
α,i ∈ F with e
0,j
0,0 = −a
′
0,j and d
β,j
0,0 = 0. Inserting (3.14) and (3.19) into (3.18)
we have
α(
∑
β∈Γ,j∈Z
eβ,jα,iMβ,j +
∑
β∈Γ,j∈Z
dβ,jα,iYβ+s,j)
=
[
L0,0 +
∑
β∈Γ,j∈Z
(aβ,jMβ,j + bβ,jYβ+s,j),
∑
γ∈Γ,j∈Z
(eγ,jα,iMγ,j + d
γ,j
α,iYγ+s,j)
]
=
∑
γ∈Γ,j∈Z
(
γeγ,jα,iMγ,j + (γ + s)d
γ,j
α,iYγ+s,j
)
+
∑
β 6=γ∈Γ,j,k∈Z
(γ − β)bβ,kd
γ,j
α,iMβ+γ+2s,j+k.
Comparing coefficients of Yβ+s,j gives (β + s)d
β,j
α,i = αd
β,j
α,i . Hence, d
β,j
α,i = 0 for α, β ∈ Γ and
i, j ∈ Z since β + s− α 6= 0. While comparing coefficients of Mβ,j , we have e
β,j
α,i = 0 for α 6=
β ∈ Γ, i, j ∈ Z. Consequently, (3.19) can be simply written as
τ ′(Lα,i) = τ(Lα,i) +
∑
j∈Z
ejα,iMα,j with e
j
α,i = e
α,j
α,i . (3.20)
This is the first relation as promised in Claim 3.
It follows from (3.16), (3.17) and (3.20) that
τ ′(Yα+s,i) = (s−
α
2
)−1τ ′[Lα,0, Ys,i]
= (s−
α
2
)−1
[
τ(Lα,0) +
∑
j∈Z
ejα,0Mα,j , τ(Ys,i)
]
= τ(Yα+s,i), ∀ 2s 6= α ∈ Γ.
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Using this result and (3.20), we have
τ ′(Y3s,i) = (−3s)
−1τ ′[L4s,0, Y−s,i]
= (−3s)−1
[
τ(L4s,0) +
∑
j∈Z
ej4s,0M4s,j, τ(Y−s,i)
]
= τ(Y3s,i).
So in either case we have proved the fact that τ ′(Yα+s,i) = τ(Yα+s,i) for α ∈ Γ, i ∈ Z.Whence
we have established Claim 3.
In fact, Claim 3 implies τ = τ ′ψ−1e ∈ InnW (Γ, s) ·Ψ, where ψe ∈ AutW (Γ, s) as defined
in (3.8). This together with (3.12) gives rise to
σ = σaϕσ
χ
c φτbτ
′ψ−1e ∈ (A× HomZ(T,Z)× (χ(T )× F
∗)× AutZ× F×) · InnW (Γ, s) ·Ψ.
Since InnW (Γ, s) is a normal subgroup of AutW (Γ, s), thus InnW (Γ, s)·Ψ = Ψ·InnW (Γ, s).
In order to finish the whole proof, it remains to show the following is a simiproduct:
(A×HomZ(T,Z)× χ(T )× F
∗ × AutZ× F×)⋉Ψ,
which is equivalent to proving the following claim.
Claim 4. For any σa ∈ A,ϕ ∈ HomZ(T,Z), σ
χ
c ∈ χ(T )× F
∗, φ ∈ AutZ, τb ∈ F
×, and ψe as
defined in (3.8), we have
(σaϕσ
χ
c φτb)
−1ψe(σaϕσ
χ
c φτb) ∈ Ψ.
In fact, we are going to show
(σaϕσ
χ
c φτb)
−1ψe(σaϕσ
χ
c φτb) = ψd,
where d = (dk)k∈Z ∈ E with d
k defined by dkα,i = c
−1bi−ke
φ(k)+ϕ(α)
α
a
,φ(i)+ϕ(α) for any α ∈ Γ and i ∈ Z.
It follows from the definitions of σa, ϕ, σ
χ
c , φ, τb and ψe that we obtain
(σaϕσ
χ
c φτb)
−1ψe(σaϕσ
χ
c φτb)(Lα,i) = (σaϕσ
χ
c φτb)
−1ψe(σaϕσ
χ
c φ)(b
iLα,i)
= (σaϕσ
χ
c φτb)
−1ψe(σaϕσ
χ
c )(b
iLα,φ(i)) = (σaϕσ
χ
c φτb)
−1ψe(σaϕ)(b
iχ(α)Lα,φ(i))
= (σaϕσ
χ
c φτb)
−1ψe(σa)(b
iχ(α)Lα,φ(i)+ϕ(α)) = (σaϕσ
χ
c φτb)
−1ψe(b
iχ(α)aLα
a
,φ(i)+ϕ(α))
= τ−1b φ
−1(σχc )
−1ϕ−1(σa)
−1(biχ(α)aLα
a
,φ(i)+ϕ(α) + b
iχ(α)a
∑
j∈Z
e
φ(j)+ϕ(α)
α
a
,φ(i)+ϕ(α)Mαa ,φ(j)+ϕ(α))
= τ−1b φ
−1(σχc )
−1ϕ−1(biχ(α)Lα,φ(i)+ϕ(α) + b
iχ(α)
∑
j∈Z
e
φ(j)+ϕ(α)
α
a
,φ(i)+ϕ(α)Mα,φ(j)+ϕ(α))
= τ−1b φ
−1(σχc )
−1(biχ(α)Lα,φ(i) + b
iχ(α)
∑
j∈Z
e
φ(j)+ϕ(α)
α
a
,φ(i)+ϕ(α)Mα,φ(j))
= τ−1b φ
−1(biLα,φ(i) +
∑
j∈Z
c−1bie
φ(j)+ϕ(α)
α
a
,φ(i)+ϕ(α)Mα,φ(j)) = τ
−1
b (b
iLα,i +
∑
j∈Z
c−1bie
φ(j)+ϕ(α)
α
a
,φ(i)+ϕ(α)Mα,j)
= Lα,i +
∑
j∈Z
c−1bi−je
φ(j)+ϕ(α)
α
a
,φ(i)+ϕ(α)Mα,j = ψd(Lα,i).
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While for Mα,i and Yα+s,i, we have
(σaϕσ
χ
c φτb)
−1ψe(σaϕσ
χ
c φτb)(Mα,i) =Mα,i = ψd(Mα,i),
(σaϕσ
χ
c φτb)
−1ψe(σaϕσ
χ
c φτb)(Yα+s,i) = Yα+s,i = ψd(Yα+s,i).
Thus, (σaϕσ
χ
c φτb)
−1ψe(σaϕσ
χ
c φτb) = ψd, as desired.
4 Second cohomology group of W (Γ, s)
We start with some relevant notions. A bilinear form W (Γ, s) × W (Γ, s) → F is called a
2-cocycle on W (Γ, s) if the following conditions are satisfied:
ψ(x, y) = −ψ(y, x),
ψ(x, [y, z]) + ψ(y, [z, x]) + ψ(z, [x, y]) = 0, ∀ x, y, z ∈ W (Γ, s).
Denote by C2(W (Γ, s), F) the vector space of 2-cocycles on W (Γ, s). For any linear function
f : W (Γ, s)→ F, one can define a 2-cocycle ψf as follows:
ψf(x, y) = f([x, y]), ∀ x, y ∈ W (Γ, s). (4.1)
Such a 2-cocycle is called a 2-coboundary on W (Γ, s). Denote by B2(W (Γ, s), F) the vector
space of 2-coboundaries on W (Γ, s). The quotient space
H2(W (Γ, s), F) = C2(W (Γ, s), F)/B2(W (Γ, s), F)
is called the second cohomology group of W (Γ, s). The 2-cocyles are closely related to central
extensions of Lie algebras. To be more precise, there exists a one-to-one correspondence
between the set of equivalence classes of one-dimensional central extensions of W (Γ, s) by F
and the second cohomology group of W (Γ, s).
Now let φ be a 2-cocycle of W (Γ, s). Define an F-linear map f : W (Γ, s)→ F as follows:
f(Lα,i) =
{
1
α
φ(L0,0, Lα,i) if α 6= 0,
− 1
4s
φ(L2s,0, L−2s,i) if α = 0,
(4.2)
f(Mα,i) =
{
1
α
φ(L0,0,Mα,i) if α 6= 0,
− 1
2s
φ(L2s,0,M−2s,i) if α = 0,
(4.3)
f(Yα+s,i) =
1
α + s
φ(L0,0, Yα+s,i), ∀ α ∈ Γ. (4.4)
Set ϕ = φ − ψf , where ψf is defined in (4.1). Using the Jacobi identity on the triples
(Lα,i, Lβ,j,Mγ,k) and (Lα,i, Yβ+s,j, Yγ+s,k), we respectively get
γϕ(Lα,i,Mβ+γ,j+k) = ϕ(Lα,i, [Lβ,j,Mγ,k])
= ϕ
(
[Lα,i, Lβ,j],Mγ,k
)
+ ϕ
(
Lβ,j, [Lα,i,Mγ,k]
)
= (β − α)ϕ(Lα+β,i+j,Mγ,k) + γϕ(Lβ,j ,Mα+γ,i+k) (4.5)
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and
(γ − β)ϕ(Lα,i,Mβ+γ+2s,j+k) = ϕ
(
Lα,i, [Yβ+s,j, Yγ+s,k]
)
= ϕ
(
[Lα,i, Yβ+s,j], Yγ+s,k
)
+ ϕ
(
Yβ+s,j, [Lα,i, Yγ+s,k]
)
= (β + s−
α
2
)ϕ(Yα+β+s,i+j, Yγ+s,k) + (γ + s−
α
2
)ϕ(Yβ+s,j, Yα+γ+s,i+k) (4.6)
for all α, β, γ ∈ Γ and i, j, k ∈ Z. Setting α = i = 0 and γ = −β 6= 0 in (4.5), one has
ϕ(L0,0,M0,j) = 0 for any j ∈ Z. This together with (4.3) and (4.4) gives
ϕ(L0,0,Mα,i) = ϕ(L2s,0,M−2s,i) = ϕ(L0,0, Yα+s,i) = 0 for all α ∈ Γ and i ∈ Z. (4.7)
For simplicity, denote
Aα,β,i,j = ϕ(Lα,i,Mβ,j), Aα,i,j = ϕ(Lα,i,M−α,j),
Bα+s,β+s,i,j = ϕ(Yα+s,i, Yβ+s,j), Bα+s,i,j = ϕ(Yα+s,i, Y−α−s,j)
for all α, β ∈ Γ and i, j ∈ Z.
We are next devoted to deriving that Aα,β,i,j = Bα,β,i,j = 0 for any α, β ∈ Γ and i, j ∈ Z.
To do this, it first follows by setting γ = −2α, β = α in (4.5) that αAα,i,j+k = αAα,j,i+k.
Hence,
Aα,i,j+k = Aα,j,i+k, ∀ α 6= 0, i, j, k ∈ Z. (4.8)
Let α = −γ 6= 0, β = 0 in (4.5) and using (4.8), one has
A0,j,i+k = 0, ∀ i, j, k ∈ Z. (4.9)
Combining (4.8) and (4.9), we have
Aα,i,j+k = Aα,j,i+k, ∀ α ∈ Γ, i, j, k ∈ Z. (4.10)
This shows for any given α ∈ Γ, the value Aα,i,j only depends on the sum i+j. So we shortly
write Aα,i,j as Aα,i+j in what follows.
Lemma 4.1. Aα,β,i,j =
α2−2αs
8s2
δα+β,0A4s,i+j for all α, β ∈ Γ and i, j ∈ Z.
Proof. It follows from (4.7) and by setting α = i = 0 in (4.5) that (β + γ)ϕ(Lβ,j,Mγ,k) = 0,
which gives Aβ,γ,j,k = ϕ(Lβ,j,Mγ,k) = 0 whenever β + γ 6= 0. So next we only need to
consider the case α + β + γ = 0 in (4.5).
Putting β = 2ps, γ = −(α + 2ps) in (4.5) and using (4.10) gives
(α + 2ps)Aα,i = (α− 2ps)Aα+2ps,i + (α + 2ps)A2ps,i, ∀ α ∈ Γ, i, p ∈ Z. (4.11)
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Note that A2s,i = A2s,0,i = 0 for all i ∈ Z by (4.7). So in the case p = 1 and α = 2qs (q ∈ Z),
(4.11) simply becomes (q + 1)A2qs,i = (q − 1)A2(q+1)s,i, in particular from which we derive
A0,i = −A2s,i = 0 for all i ∈ Z. Thus, setting p = 1 in (4.11) gives
(α+ 2s)Aα,i = (α− 2s)Aα+2s,i, ∀ α ∈ Γ, i ∈ Z. (4.12)
Replacing α by α + 2s in above equation we get
(α + 4s)Aα+2s,i = αAα+4s,i, ∀ α ∈ Γ, i ∈ Z. (4.13)
While setting p = 2 in (4.11) we get another relation
(α + 4s)Aα,i = (α− 4s)Aα+4s,i + (α + 4s)A4s,i, ∀ α ∈ Γ, i ∈ Z. (4.14)
Now it follows from (4.12)−(4.14) and taking (4.10) into account that Aα,i =
α2−2αs
8s2
A4s,i for
α ∈ Γ, i ∈ Z. This completes the proof.
Lemma 4.2. Aα,β,i,j = Bα+s,β+s,i,j = 0, ∀ α, β ∈ Γ, i, j ∈ Z.
Proof. It follows from Lemma 4.1 and by setting α = k = 0 in (4.6) that
(β + γ + 2s)Bβ+s,γ+s,i,j = 0.
Thus Bβ+s,γ+s,i,j = 0 if β + γ + 2s 6= 0. While setting γ = −2s and α = −β in (4.6), we
obtain
(2s+ β)A−β,i+j+k = −(s+
3β
2
)Bs,i+j,k + (s−
β
2
)Bβ+s,j,i+k, ∀ β ∈ Γ, i, j, k ∈ Z. (4.15)
In particular, setting β = 2s in above equation gives
Bs,i,j = −A−2s,i+j = −A4s,i+j, (4.16)
where the latter equality follows from Lemma 4.1. Now it follows from Lemma 4.1, (4.15)
and (4.16) that
Bβ+s,j,i+k = −
4s2 + 6βs+ β2
4s2
A4s,i+j+k for β 6= 2s. (4.17)
For the case β = 2s, setting α = 4s, β = −2s and γ = −4s in (4.6) and by (4.17), one has
B3s, i+j, k = −A4s,i+j+k, ∀ i, j, k ∈ Z. (4.18)
In particular, setting β = 4s and β = −6s in (4.17), we respectively get
B5s,j,i+k = −11A4s,i+j+k and B−5s,j,i+k = −A4s,i+j+k, ∀ i, j, k ∈ Z. (4.19)
Note that ϕ(Y5s,i, Y−5s,j) = −ϕ(Y−5s,j, Y5s,i). Hence, B5s, i, j = −B−5s, j, i for any i, j ∈ Z,
which together with (4.19) gives rise to A4s,l = 0 for all l ∈ Z. This in turn forces for any
α, β ∈ Γ and i, j ∈ Z, Aα,β,i,j = 0 by Lemma 4.1 and Bβ+s,i,j = 0 by (4.17) and (4.18),
completing the proof.
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Lemma 4.3. ϕ(Mα,i,Mβ,j) = ϕ(Lα,i, Yβ+s,j) = ϕ(Mα,i, Yβ+s,j) = 0, ∀ α, β ∈ Γ, i, j ∈ Z.
Proof. It follows from applying the Jacobi identity to the triple (L0,0,Mα,i,Mβ,j) and using
(1.3) that ϕ([L0,0,Mα,i],Mβ,j) + ϕ(Mα,i, [L0,0,Mβ,j]) = 0, which gives
ϕ(Mα,i,Mβ,j) = 0 if α + β 6= 0. (4.20)
On the other hand, from the Jacobi identity on the triple (L−α−2s,0,Mα,i,M2s,j) we get
ϕ
(
[L−α−2s,0,Mα,i],M2s,j
)
+ ϕ
(
Mα,i, [L−α−2s,0,M2s,j]
)
= 0, i.e.,
2sϕ(Mα,i,M−α,j) = −αϕ(M−2s,i,M2s,j), ∀ α ∈ Γ, i, j ∈ Z.
While it follows from the Jacobi identity on the triple (Y−3s,0, Ys,i,M2s,j) that
4sϕ(M−2s,i,M2s,j) = 0, ∀ i, j ∈ Z.
Hence, ϕ(Mα,i,M−α,j) = 0 for α ∈ Γ, i, j ∈ Z. Combining this with (4.20) gives
ϕ(Mα,i,Mβ,j) = 0, ∀ α, β ∈ Γ, i, j ∈ Z,
as desired.
Applying the Jacobi identity on the triple (L0,0, Lα,i, Yβ+s,j), we get
(β + s−
α
2
)ϕ(L0,0, Yα+β+s,i+j) = ϕ
(
L0,0, [Lα,i, Yβ+s,j]
)
= ϕ
(
Lα,i, [L0,0, Yβ+s,j]
)
+ ϕ
(
[L0,0, Lα,i], Yβ+s,j
)
= (β + s)ϕ(Lα,i, Yβ+s,j) + αϕ(Lα,i, Yβ+s,j)
= (α + β + s)ϕ(Lα,i, Yβ+s,j).
This together with ϕ(L0,0, Yα+s,i) = 0 for all α ∈ Γ and i ∈ Z (cf. (4.7)) forces
ϕ(Lα,i, Yβ+s,j) = 0, ∀ α, β ∈ Γ, i, j ∈ Z,
since 0 6= α + β + s for all α, β ∈ Γ. Similarly, from the Jacobi identity on the triple
(L0,0,Mα,i, Yβ+s,j), we have (α + β + s)ϕ(Mα,i, Yβ+s,j) = 0 and therefore ϕ(Mα,i, Yβ+s,j) = 0
for all α, β ∈ Γ and i, j ∈ Z. The proof of this lemma is complete.
It follows from [23, Theorem 4.3] and Lemmas 4.1–4.3 that we get another main result
of the present paper.
Theorem 4.4. The second cohomology group
H2(W (Γ, s), F) =
∏
k∈Z
Fφ¯k
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is the direct product of all Fφ¯k, k ∈ Z, where φ¯k is the cohomology class of φk defined by
φk(Lα,i, Lβ,j) = δα+β,0δi+j,k
α3 − α
12
, ∀ α, β ∈ Γ, i, j ∈ Z
(all other components vanish).
Consider the central extension W˜ (Γ, s) = W (Γ, s) ⊕
(
C ⊗ F[t, t−1]
)
, whose Lie brackets
are given as in Section 1 except the first relation in (1.1) is replaced by
[Lα,i, Lβ,j] = (β − α)Lα+β,i+j + δα+β,0
α3 − α
12
Ci+j,
and in addition,
[W˜ (Γ, s), Ck] = 0 for all α, β ∈ Γ and i, j, k ∈ Z, (4.21)
where Ck = C ⊗ t
k. Theorem 4.4 implies that W˜ (Γ, s) is the universal central extension of
W (Γ, s).
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