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ABSTRACT OF THE DISSERTATION
THE DEVELOPMENT OF REWARD PROCESSING AND RISKY BEHAVIOR IN
THE BRAIN
by
Michelle Lee Ramos
Florida International University, 2021
Miami, Florida
Professor Erica Musser, Major Professor
Adolescence is a period of heightened risk taking which can lead to many
negative consequences. This increased risk taking may be related to developmental
changes in the reward processing system in the brain. The current study proposes to
investigate individual differences in the development of the reward processing system as
well as cognitive-based regulatory processes in the developing brain, and how
heterogeneity in neural and autonomic activity related to these processes may predict
risk-taking behavior. Despite crucial developmental changes in the reward system leading
to hypersensitivity to reward, there is great variability in risk-taking and sensation
seeking behaviors seen in adolescents. This dissertation reviewed current literature on
adolescent risk-taking and factors that contribute across multiple levels of analysis
including neural, autonomic, behavioral, and reported measures to determine whether the
dual systems model put forth by Casey (2008) and Steinberg (2008) remains useful and
relevant given recent developments in the literature. This dissertation also aimed to
examine this variability to determine whether there are different neural signatures that
may predict those adolescents who take the greatest risks and therefore who may be the
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most likely to suffer negative consequences from this risk-taking activity. To address this,
neural activation was examined during tasks designed to examine reward processing and
inhibitory control and relate this activation to risk-taking behaviors between children (7-9
years), adolescents (13-15 years) and adults. EEG measures tracking the feedback-related
negativity (FRN) and N2 components allowed for the detection of the salience of actual
and expected outcomes (i.e., reward sensitivity) and to examine inhibitory control ability,
respectively. Additionally, this dissertation examined self-regulation in relation to risktaking propensity by measuring Respiratory Sinus Arrhythmia (RSA) activity as it has
been suggested that individual differences in self-regulation may contribute to differences
in risk-taking proclivity. The results of the study will advance our knowledge about brain
development during adolescence and may offer insight into the perseveration of risky
behaviors despite potentially harmful and/or life-threatening consequences. The addition
of investigating self-regulatory processes may help identify those who are most
susceptible to the rewarding effects associated with risk-taking, and the serious/lifethreatening consequences that may follow.
KEY WORDS: Risk-taking, EEG, FRN, N2, Reward processing, Cognitive control, Selfregulation, RSA, Dual systems theory, Adolescence
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I.-Contributing Factors to Adolescent Risk-taking: A Review of at multiple
levels of analysis
Abstract
It is widely accepted that engagement in risk-taking behaviors increases and peaks during
adolescence. One prominent perspective that attempts to explain this increased
engagement in risky behavior is the dual systems model of adolescent development. This
model put forth by Steinberg (2008) and Casey (2008) proposes that risk-taking
behaviors peak during adolescence due to the developmental mismatch between two
conflicting systems- the socioemotional and the cognitive control systems. These changes
simultaneously leave the adolescent with a heightened sensitivity to reward along with
immature impulse control. The purpose of the current paper is to review recent literature
(i.e., since 2010) on adolescent risk-taking behaviors to determine whether this model
remains useful and relevant given recent developments in the literature. This paper
reviews structural and functional neural, as well as the autonomic-based regulatory
processes changes, associated with adolescent risk-taking. This review aims to bring
together biological evidence across levels of analysis to examine the roles of
socioemotional and cognitive control systems in influencing risk-taking behavior among
typically developing adolescents. In general, the current review provides support for the
utility of the dual systems model in understanding adolescent risk-taking behavior.
KEY WORDS: Adolescents, Dual Systems Model, Risk-taking, EEG, Autonomic
nervous system
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1. Introduction
Adolescence is the developmental period between childhood and adulthood
accompanied by physical, psychological, and social development (Ernst, Pine, & Hardin,
2006), including the onset of puberty (Laviola, Macri, Morley-Fletcher, & Adriani,
2003). Adolescence has been characterized as a period associated with intense and
dynamic emotional reactivity (Casey, Jones, & Hare, 2008). Furthermore, an interesting
environmental change is also observed during this period, such that much more time is
spent in the company of peers rather than adults (Casey et al., 2008). This new
independence can influence both decision-making and social behavior (Steinberg, 2005).
Adolescents are prone to engage in and seek out risky, sensation-seeking
behaviors (Steinberg, 2007a). Across the literature, definitions of risky behavior
emphasize an opportunity for gaining reward at the cost of some potential, unwanted
consequence (Boyer, 2006; Burnett, Bault, Coricelli, & Blakemore, 2010; Fryt, Smolen,
Czernecka, Torre, & Szczygieł, 2017). Some authors describe the observed increase in
reward-seeking during adolescence as an adaptive process that encourages youth to
explore new environments, social situations, and engage in new experiences (Geier,
2013). However, these behaviors can also result in very serious negative consequences,
such as substance use and/or abuse, accidents, HIV/AIDS, incarceration, and even
tragically, death. For example, in 2017, the CDC reported that 15-45% of adolescents
enrolled in high school in the U.S. reported using illegal drugs or consuming alcohol,
drinking while driving, being driven by someone who had been drinking, and/or being
sexually active without using a condom. Furthermore, the CDC reported that the leading
cause of adolescent deaths in 2017 were accidents and unintentional injuries, accounting
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for approximately 40% of adolescent deaths. Specifically, motor vehicle accidents were
the leading cause of unintentional injury, and poisonings including drug overdoses,
primarily due to opioids, were the second (Curtin, Heron, Miniño, & Warner, 2018).
While most youth progress through adolescence and into adulthood experiencing little
difficulty, the consequences of risk-taking for many adolescents are severe. Such
consequences may impede the successful growth into a productive and healthy adult.
1.2. Dual Systems Model of Adolescent Risk-taking
The dual systems model attributes adolescent risk-taking to the developmental
mismatch between two neurobiological systems: the socioemotional system and the
cognitive control system (Casey et al., 2008; Steinberg, 2008; Steinberg et al., 2008). The
socioemotional system is particularly sensitive to rewarding social and emotional stimuli,
and its early development is suggested to drive the increase in sensation-seeking
behaviors exhibited by adolescents (Steinberg, 2007a, 2010). The cognitive control
system, on the other hand, is responsible for top-down, executive control functions such
as planning, thinking ahead, and self-regulation, and shows protracted development
throughout adolescence and early adulthood (Steinberg, 2007a, 2010). Furthermore, it is
known that the ability to successfully inhibit a response is associated with significant
coactivation of regions involved in both reward and inhibitory control (Somerville, Hare,
& Casey, 2011). Thus, the more prolonged development of the cognitive control system
in comparison to the socioemotional system is hypothesized to hinder the reliable
inhibition of potentially hazardous impulses during adolescence.
While there is research to support the roles of contextual and environmental
factors, such as familial stress (Crandall, Magnusson, Novilla, Novilla, & Dyer, 2017)
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and peers (Chein, Albert, O’Brien, Uckert, & Steinberg, 2011; Telzer, Fuligni,
Lieberman, Miernicki, & Galván, 2015) in the development of these systems and
behaviors, the purpose of the current paper is to review recent (i.e., since 2010) literature
on adolescent risk-taking and the contributing biological factors in an effort to explore
risk-taking across multiple levels of analysis. As such, this review covers the
neurobiology and psychophysiology of both the top-down and bottom-up processes
implicated in risk-taking behavior among typically developing adolescents. The paper
starts with a brief primer on rewards, an overview of adolescent risk-taking and reward
processing. Then, reward-related and cognitive control processes during adolescence are
examined across multiple levels of analysis, including work spanning the domains of
functional and structural neuroimaging, electroencephalography (EEG), and autonomiclinked indexes.
2. Methods
Articles reviewed were obtained via Google Scholar and PsycInfo using combinations
of the following search terms: “adolescence/adolescent,” “development,” “dual systems
model,” “risk-taking,” “reward processing system,” “FRN,” “inhibitory control,”
“cognitive control,” “N2,” “self-regulation,” “P3,” “RSA variability,” “PEP,” and
“autonomic function.” All articles included were peer-reviewed and were filtered by date
between 2010 and 2020. Additional articles were included after searching the references
of identified articles. Articles were reviewed if they examined risk-taking during
adolescence in typically developing samples (13 to 19 years of age), though some articles
also focused on children and adults and/or included samples characterized by atypical
development for comparative purposes, these results are not included herein.
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3. Rewards
A “reward” is an objective way to describe the positive outcomes that are
reinforced by an object, follow a behavioral act, or accompany an internal physical state
(McClure, York, & Montague, 2004). There are two types of rewards described
throughout the literature: primary and secondary rewards. Primary rewards, also referred
to as natural rewards, are considered to have an “innate value” and include those things
that are necessary for the survival of a species. These include food, sexual contact, and
social interactions. Secondary rewards include those things that have come to be
associated with primary rewards such as money and drugs of use/abuse. However, these
secondary rewards are not deemed “necessary for survival”. Just as with primary rewards,
these secondary rewards exploit dopamine neurons within the brain to produce their
reinforcing effects and promote learning (i.e., Lamy, 2007; Sescousse, Caldú, Segura, &
Dreher, 2013). For example, reaction times have been seen to be faster during trials
where monetary reward was at stake, compared to control trials (Plichta et al., 2013).
4. Adolescent Risk-Taking Behavior
4.1. Laboratory Assessment or Behavioral Risk-Taking in Adolescence
Compared to adults, adolescents have been observed to take more risks both in the
real-world and laboratory settings (Defoe, Semon Dubas, & Romer, 2019). In laboratory
settings, adolescent risk-taking is most commonly measured via self-report measures and
via behavioral reward paradigm tasks, including decision-making tasks. Research
utilizing a combination of both methods has shown that task-based behavioral impulsivity
and reward-seeking are correlated with self-reported risk-taking (Galvan, Hare, Voss,
Glover, & Casey, 2007; Lejuez et al., 2002; Marvin Zuckerman & Kuhlman, 2000). This
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has been shown using self-report measures such as the Sensation Seeking Scale (SSS;
Zuckerman, 1994) and Brief Sensation Seeking Scale (BSSS; Hoyle, Stephenson,
Palmgreen, Pugzles, & Donohew, 2002) (Hansen & Breivik, 2001; MacPherson,
Magidson, Reynolds, Kahler, & Lejuez, 2010; Primi, Narducci, Benedetti, Donati, &
Chiesi, 2011). Scores on the SSS and BSSS have shown a linear decline with age from
adolescence into adulthood with higher scores indicative of greater sensation-seeking
(Collado, Felton, Macpherson, & Lejuez, 2014; Steinberg et al., 2008).
Decision-making tasks are commonly used to assess behavioral risk-taking. These
tasks generally rely on several cognitive factors including inhibitory control and
representation of value (Blakemore & Robbins, 2012). For example, the Iowa Gambling
Task (IGT) is one of the most commonly used and ecologically valid measures of
decision-making (Brevers, Bechara, Cleeremans, & Noël, 2013). This task features 4
decks of playing cards with varying degrees of reward or loss, with the goal being to win
as much money as possible. During the task, participants must learn which two decks are
advantageous (consistent smaller rewards and losses), and which two are
disadvantageous (consistent large rewards and losses). Each card drawn informs the
participant whether they have gained or lost money. Via the IGT, adolescents have been
shown to engage in sub-optimal decision-making (Cauffman et al., 2010). Specifically,
compared to adults, adolescents demonstrated an affinity for the disadvantageous card
decks. These decks are generally associated with big wins initially making the deck
appealing; however, continuously drawing from these card decks ultimately results in the
net loss of monetary rewards (Cauffman et al., 2010). In contrast, avoidance of the
disadvantageous card deck and choosing from the advantageous deck ultimately results in
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a net gain of monetary rewards, and utilization of this strategy increases with age
(Hooper, Luciana, Conklin, & Yarger, 2004; Smith, Xiao, & Bechara, 2012). Poor
performance on this task has been associated with adolescent substance use (VerdejoGarcia, Bechara, Recknor, & Perez-Garcia, 2006) while making more advantageous
decisions has been seen to been linked to low trait impulsivity and risk aversion during a
real-world risk-taking task (Upton, Bishara, Ahn, & Stout, 2011).
Furthermore, findings from work administering both self-report and computeradministered performance tasks indicate that reward sensitivity follows a quadratic,
inverted U-shaped pattern, with mid-adolescence as its peak (Steinberg, 2008; Steinberg
et al., 2009). This has been observed using a variety of risk-taking tasks including the
IGT (Cauffman et al., 2010), Balloon Analogue Risk Task (BART), as well as
probabilistic gambling tasks. During the BART, participants are instructed to earn as
much reward as possible by inflating a balloon and told that the balloon could pop at any
time. Throughout the game, participants must choose whether to continue inflating the
balloon increasing their reward value or “bank” their earnings before the balloon pops
thus losing their accumulated reward for that trial (Lejuez et al., 2002). Using the BART,
researchers have shown a quadratic pattern of risk-taking, with the period of adolescence
being associated with the most number of pops (Braams, van Duijvenvoorde, Peper, &
Crone, 2015). Additionally, results from a meta-analysis revealed that risk-taking
assessed via the BART was associated with sensation-seeking and impulsivity measures
during middle to late adolescence further demonstrating the proposed inverted U-shape
pattern of adolescent risk behavior (Lauriola, Panno, Levin, & Lejuez, 2014). This
inverted U-shaped pattern has also been seen during a probabilistic gambling task where
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participants were presented with two ‘wheels of fortune’, each one indicating varying
degrees of wins and losses, and instructed to pick one to play. The wheel associated with
the largest win can result in the largest loss. Their results revealed that adolescents more
often exhibited a preference for risky gambles (high win, high loss) compared to children
and adults (Burnett, Bault, Coricelli, & Blakemore, 2010).
Self-report measures have also demonstrated this inverted U-shaped, quadric
pattern of risk behavior. When using the Behavioral Inhibition System/Behavioral
Approach System (BIS/BAS) rating scale to assess behavioral inhibition and
responsiveness to reward, respectively, older adolescents demonstrated higher reward
responsiveness on the BAS compared to younger adolescents and young adults, again
supporting the inverted U-shaped pattern of reward sensitivity (Urošević, Collins,
Muetzel, Lim, & Luciana, 2012). Somewhat in contrast, Almy and colleagues (2018) did
not observe a “clear adolescent peak”; however, adults had lower overall average scores
on the BAS compared to younger participants. Interestingly, the development of
secondary sex characteristics has been shown to be associated with reward-related
approach behaviors during the IGT, such that those farther along in puberty displayed an
affinity towards advantageous decks (Icenogle et al., 2017). In sum, laboratory
assessments of risk-taking during adolescence have provided evidence that adolescents
may be less inclined to consider future consequences (Prencipe et al., 2011) and
demonstrate greater engagement in risky behavior during risk-taking tasks compared to
adults (Lauriola et al., 2014). Exhibiting an adolescent peak in response to reward, this
work has shown support in favor of the dual systems model.
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4.2. Sex Differences
Sex differences may be attributable to prolonged periods of susceptibility to
risk/sensation-seeking in males relative to females. For example, adolescent females have
been shown to reach peak levels of sensation-seeking behavior earlier than males, with
increased impulse control emerging sooner. Overall, however, adolescent males exhibit
higher levels of sensation-seeking behavior compared to females (Shulman, Harden,
Chein, & Steinberg, 2015). Pubertal status seems to impact sensation-seeking behavior in
males more so than females (Steinberg et al., 2008). Males farther along in puberty have
been seen to engage in more reward-related approach behavior despite higher loss
potential during an IGT. This suggests that the effects of puberty in males (i.e., increased
testosterone) may play a role in disinhibition (Icenogle et al., 2017). Thus, sex hormones
may serve as a possible mechanism that contributes to different developmental
trajectories of reward-seeking and impulse control in males and females as the onset of
puberty aligns with the observed increase in this behavior (Dahl, 2004).
When looking at real-world risk-taking behavior such as cannabis use, younger
adolescents (13 – 14 years) do not appear to differ by sex, however, differences emerge
as adolescents get older with males using more drugs than females and drug use in
females declining with age (Schepis, Desai, Cavallo, Smith, McFetridge, Liss, ... &
Krishnan-Sarin, 2011).
A recent meta-analysis observed that the correlation between risk-taking during
the BART and the personality trait of sensation-seeking was the same across genders in
adolescents (Lauriola et al., 2014). That is, both males and females who scored highly in
sensation-seeking demonstrated more risk-taking than their same-sex counterparts who
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scored low on this trait. However, adolescent females were seen to exhibit greater reward
responsiveness on the BAS relative to males (Urošević et al., 2012).
In a sample of college-aged adults, males reported higher scores on the Life
Experiences Questionnaire (LEQ), a self-report measure that assesses various aspects of
risk-taking behaviors, including drug use, risky driving, and gambling compared to
females. Within this sample, males also scored higher than females on the Impulsive
Sensation Seeking Scale (ImpSS), a valid and reliable instrument to assess impulsive
sensation seeking in adolescents, with gender mediating the relation between impulsivity
and risk-taking (Marvin Zuckerman & Kuhlman, 2000). This is consistent with later
work showing that males engage in more real-world risk-taking behaviors compared to
females across a variety of domains of risky behavior including drug and alcohol use,
driving, and gambling (Pharo, Sim, Graham, Gross, & Hayne, 2011).
Using the Decision-Gamble Task (Rogers et al., 1999a), during which participants
were told to gamble points on where they thought a token was hidden amongst an array
of boxes, Deakin et al. (2004) observed no significant sex differences in risk-taking in a
sample of adults. However, they note a non-significant trend with women being more
risk-averse compared to men.
Other work suggests that adolescent boys and girls may engage in different
patterns of risk-taking in the context of stress. Boys demonstrated more number of pumps
during the BART after being exposed to a stressor compared to girls who showed a
decrease in risk-taking post-stressor (Daughters, Gorka, Matusiewicz, & Anderson,
2013).
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While sex difference results remain somewhat mixed, generally the literature
reveals that males display greater risk-taking behavior than females and observed
inconsistencies may be related to pubertal status. Females are often seen to be farther
along in puberty than their male counterparts, with a decrease in sensation-seeking in
females coinciding with the onset of cognitive control (Heitzeg, Hardee, & Beltz, 2018).
Furthermore, environmental factors may serve to protect females from greater
engagement in risky behavior including greater familial involvement (Bowman, Prelow,
& Weaver, 2007; Jacobson & Crockett, 2000). However, a recent review observed that
engagement in real-world risk-taking appears to be equalizing across the sexes in more
recent samples of adolescents compared to older generations (Kuhn, 2015).
4.3. Cultural Differences
Until recently, the emergence of risky behaviors during adolescence had primarily
been examined in Western populations, disregarding the role of culture. In 2016,
however, Steinberg and colleagues addressed this by exploring adolescent risk-taking
behavior across 11 countries in Africa, Asia, Europe, and the Americas. Results indicate
that the increase in risk-taking behavior observed in Western cultures was consistent
across countries. As proposed by the dual systems model, sensation-seeking was seen to
follow an inverted U-shaped pattern, peaking during mid-to-late adolescence, with selfregulation developing gradually and linearly throughout adolescence. Thus, it appears
that around the world adolescence is a critical period for the pursuit of novel and exciting
experiences (Shulman et al., 2016; Steinberg, 2010; Willoughby, Good, Adachi, Hamza,
& Tavernier, 2013).
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5. Reward in the Adolescent Brain
5.1. The Reward Processing System
The reward processing system is a set of neural structures that are critically
involved in mediating the effects of reward and reinforcement (Schultz, 2015).
Implicated in this system is the dopaminergic mesolimbic pathway (Dom, Sabbe,
Hulstijn, & van den Brink, 2005; Galvan et al., 2007). This pathway is said to play a key
role in reward processing such that it may be of importance for reward learning and is
critically involved in substance use and abuse (Goldstein & Volkow, 2002). Some of the
major structures involved include the striatum, the ventral striatum (VS), the nucleus
accumbens (NAcc), the dorsal striatum (including the caudate and putamen), the ventral
tegmental area (VTA), the orbitofrontal cortex, the anterior cingulate cortex (ACC), the
dorsal lateral prefrontal cortex (dlPFC), the amygdala, the hippocampus, and the insula
(Grall-Bronnec & Sauvaget, 2014). During the processing of reward, the VTA is said to
play a role in determining both motivational relevance and affective valence of
anticipated outcomes (Carter, Macinnes, Huettel, & Adcock, 2009). Within this complex
system, the amygdala appears to be important for establishing associations between
environmental cues and whether it was rewarding or aversive, which may then initiate the
creation of a learned stimulus-reward association within the VS. Such an association
allows the reward to become better predicted in the future (McClure et al., 2004).
5.2. Neuroimaging of Reward Sensitivity
Neuroimaging studies have demonstrated a “mismatch” in the developmental time
course of the socioemotional and cognitive control systems, as proposed in the dual
systems model (Casey et al., 2008; Magar, Phillips, & Hosie, 2008; Shulman et al.,
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2016). Changes in risk-taking behaviors during adolescence coincide with maturational
changes in key regions involved in reward processing (Galvan, 2010). Specifically,
increased reward-seeking behaviors associated with risk-taking are related to an
imbalance of activation from reward-sensitive regions (i.e., the VS) and the
underdeveloped prefrontal cortex (PFC; Casey et al., 2008; Steinberg, 2007). fMRI
research has provided evidence for the quadratic development of reward processing
regions with a contrasting gradual, linear development of cognitive control regions in line
the with dual systems model of adolescent development (Almy, Kuskowski, Malone,
Myers, & Luciana, 2018; Braams et al., 2015; Shulman et al., 2016; Somerville et al.,
2011). In a longitudinal study done by Mills and colleagues (2014), participants
underwent region of interest (ROI) structural neuroimaging analysis at three-time points;
late childhood (7-11 years), adolescence (12-17 years), and early adulthood (18-29
years). Their results show amygdalar and NAcc maturation throughout adolescence with
prefrontal regions still undergoing structural changes well into the early twenties.
The VS has been shown to account for reward-related error predictions (expected
vs. actual rewards) and is implicated in the desire for and receipt of reward, as well as
actions that lead to reward (Doremus-fitzwater, Varlinskaya, & Spear, 2010; Galvan et
al., 2006; McClure et al., 2004; Anna C.K. van Duijvenvoorde, Peters, Braams, & Crone,
2016). Adolescents have been seen to engage the VS significantly more to reward salient
cues compared to children and adults (Somerville et al., 2011). The VS, thus, seems to
serve as an important mechanism for learning in effort to repeat behaviors that will likely
result in reward (Oldham et al., 2018). Individual differences in VS activation during
reward receipt are predictive of adolescent real-world risk-taking behavior, such that
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increased recruitment of this region is associated with greater risk-taking (Galvan, 2010).
In a longitudinal study examining striatal activation to reward across adolescence, Lamm
and colleagues (2014) saw greater sensitivity to reward during mid-adolescence
compared to late adolescence and early adulthood. Several studies have also supported
the idea that during adolescence, such that, the striatum is hyper-responsive to reward,
leaving the adolescent brain sensitive to rewarding and novel stimuli (Blakemore &
Robbins, 2012; Galvan, 2010; Nachimuthu, Upadhyay, & Jeswani, 2018).
Results from studies examining risk-taking across the period of adolescence and
into adulthood have suggested that the onset of puberty may be a driving force for
sensitivity to reward. Underlying these pubertal changes are changes in the brain
associated with greater NAcc activity in response to reward, a region involved in the
feeling of and desire for reward (Braams et al., 2015; Mills et al., 2014; Spielberg, Olino,
Forbes, & Dahl, 2014; Van Leijenhorst, Zanolie, et al., 2010). NAcc activity has been
associated with adolescent risk-taking. Specifically, increased activity in this region has
been associated with the valuation of a risk-related consequence (i.e., positive or
negative), as well as an increased likelihood of engaging in risky behavior (Galvan et al.,
2007). NAcc volume has also been implicated as a predictor of real-world adolescent
risk-taking. Increased NAcc volume has been associated with increased frequency of
adolescent drinking (R. E. Thayer, Crotwell, Callahan, Hutchison, & Bryan, 2012).
During a choice/no-choice modification of the BART, which included an active
choice where participants chose whether or not to continue inflating the balloon, and
passive choice mode during which the computer determined the end of each trial,
researchers showed that when adolescents voluntarily make a risky choice, robust
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activation of areas associated with the reward processing system. In contrast, when forced
to make a risky choice, these robust activations were not seen (Rao, Korczykowski, Pluta,
Hoang, & Detre, 2008). These results highlight the agency of the risk-taker, as risk-taking
alone was not enough to engage the reward-processing system. Similarly, greater
activation in reward regions including the mPFC, putamen, amygdala, and insula was
seen when adolescents engaged in risky decision-making during a computerized version
of the Cups Task (Galván & Peris, 2014; Levin, Hart, Weller, & Harshman, 2007), which
involves a series of overturned cups associated with certain gain/loss and uncertain
gain/loss. Participants must choose to overturn a “certain” cup, always yielding a granted
reward value, or an “uncertain” cup which could result in a higher, or 0 reward value
during the gain condition. During the loss condition, participants must choose between a
loss of a granted value, or an uncertain loss of greater or 0 value. Recruitment from these
regions was stronger when adolescents engaged in decision-making that was associated
with uncertain reward (i.e., riskier; potential for increased reward value was higher, but
could also be $0) than during trials were the reward value was certain (reward value was
always the same). Van Leijenhorst and colleagues (2010) saw an adolescent specific peak
in activations in the VS to receipt of reward during a gambling task during which
participants were instructed to choose between a low-risk (high probability of small
reward) and a high-risk gamble (small probability of large reward). Their findings are
consistent with previous research suggesting adolescents are hypersensitive to rewarding
stimuli even if reward is small.
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Together, findings from neuroimaging work support adolescence as is a critical
period for the reward processing system, during which changes in developing brain
regions result in a hyper-responsiveness to reward (Galvan, 2010), and consequentially,
increased risk-taking and sensation-seeking.
5.3. The Feedback-related Negativity
The use of electroencephalography (EEG) has allowed for the examination of the
neural processes involved in reward processing with greater temporal precision than other
imaging techniques (e.g., fMRI). This has allowed for a greater understanding of when
these processes occur in the brain. This work has thus been useful for identifying
correlates of reward sensitivity. One such neural component is the feedback-related
negativity (FRN). The FRN is event-related brain potential (ERP) as a negative deflection
at mediofrontal sites peaking approximately 250 ms post-feedback, with the largest
amplitudes seen for response to negative feedback (Balconi & Crivelli, 2010; Gehring &
Willoughby, 2002; Hajcak, Moser, Holroyd, & Simons, 2007; Holroyd & Coles, 2002;
Sambrook & Goslin, 2015; Walentowska, Severo, Moors, & Pourtois, 2019). The FRN
component is suggested to be associated with underlying reward-related neural structures,
particularly the VS (Cools, Clark, Owen, & Robbins, 2002) and the anterior cingulate
cortex (ACC; Moser & Simons, 2009). The FRN has been identified as a reliable
indicator of the value of an outcome (Gehring & Willoughby, 2002; Sambrook & Goslin,
2015), and thus, critical for understanding reward processing.
The FRN is sensitive to expected reward outcomes, allowing for the detection of
the salience of actual versus expected outcomes during the receipt of performance
feedback (i.e., reward processing; Cools et al., 2002; Moser & Simons, 2009). Because of
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this, Holroyd and Coles (2002) suggested that the FRN component is a reward prediction
signal, as it is representative of the degree to which reward outcomes are worse than
predicted, also known as reward prediction error (RPE). Prior research has shown
enhanced FRN negative amplitudes associated with unexpected loss versus gains among
typically developing adolescents (Crowley et al., 2009). Studies examining this response
have also shown that not only is the FRN response larger for negative versus positive
rewards, but it may also be modulated by expectancy. Specifically, the FRN response has
been observed to be largest when participants expected to win a positive reward, but then
lost or the reward was less than expected (Bellebaum, Polezzi, & Daum, 2010; Moser &
Simons, 2009).
Developmental research has shown age-related changes in the FRN, such that
larger FRN responses are seen among childhood, while adult-like responses are seen to
emerge during adolescence (Crowley et al., 2013). Specifically, across childhood and
adolescence, younger youth (~10-14 year of age) displayed a more negative FRN
response than the oldest youth in the sample (~15 to 17 years of age), while responses
were comparable among youth 10-12 and 13-14 years of age. This may suggest a critical
period for feedback evaluation. Research examining age-related differences in the FRN
using a gambling task has revealed that adolescents exhibit significantly larger FRN
responses and longer latencies to losses compared to adults (Martínez-Velázquez,
Ramos-Loyo, González-Garrido, & Sequeira, 2015; Zottoli & Grose-Fifer, 2012). This
aligns with the dual systems perspective implicating increased sensitivity to rewards
during adolescence. Overall, findings from this research suggest that those individuals
who exhibited larger, more negative FRN responses may be more susceptible to the
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rewarding effects of risk-taking behavior, and thus, more likely to engage in risky
behaviors as they transition into adulthood.
5.4. PEP
Cardiac pre-ejection (PEP) is the systolic time interval between the depolarizing
of the left ventricle of the heart and the ejection of blood into the aorta (Brenner &
Beauchaine, 2011). Shorter intervals (lower PEP) reflect greater sympathetic nervous
system activity (SNS; Sherwood, Allen, Obrist, &Langer, 1986; Sherwood et al., 1990),
which has been associated with negative emotions during trials meant to induce anger
(Kahle & Hastings, 2015) as well as externalizing disorders (Beauchaine, 2012). PEP has
been identified as a peripheral marker of central dopamine reactivity to incentives, as
PEP shortening has been associated with increased SNS activity during reward trials and
approach behaviors (Beauchaine, Katkin, Strassberg, & Snarr, 2001; Brenner,
Beauchaine, & Sylvers, 2005; Brinkmann, Schüpbach, Joye, & Gendolla, 2009). PEP
reactivity has also been demonstrated to increase as reward value increases, such that
PEP shortening is observed when incentive values are high, while reactivity remained
low when incentive value was low (Richter, 2010). During a task that the authors
described as a “pure reward” task, where reward and extinction were separated into
distinct trials, participants were presented with a series of numbers on a screen and told to
press the matching number on a keypad. Correct responses were accompanied by a signal
tone and incentive during the reward trials, while these were omitted during extinction
trials. PEP shortening was seen to be associated specifically with reward trials while no
changes were observed during extinction trials (Brenner et al., 2005). In a recent study
examining ANS reactivity to reward, Tenenbaum and colleagues (2017) saw that
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attenuated PEP intervals were associated with increased reward sensitivity specifically in
youth with attention-deficit/hyperactivity disorder (ADHD), a group characterized by
increased risk-taking behavior (Humphreys & Lee, 2011) and risk for substance use and
abuse disorders (De Alwis, Lynskey, Reiersen, & Agrawal, 2014). Furthermore, previous
research has shown that blunted reward-related PEP reactivity in youth was associated
with increases in subsequent alcohol use (Brenner & Beauchaine, 2011), suggesting that
low SNS activity may be associated with disinhibition. Together, evidence from this
work suggests that disruption in PEP response may contribute to an increased propensity
for reward-seeking behavior.
6. Cognitive Control
Cognitive control is the ability to flexibly adjust behavior in the context of
changing task demands (Nigg, 2017). Cognitive control is a top-down process that
includes inhibitory control, performance monitoring, and working memory, and is seen to
gradually increase throughout development (Hallquist, Geier, & Luna, 2018). Individuals
scoring lower on measures assessing executive, or self-regulatory, cognitive control skills
have been seen to engage in higher levels of risky behavior (Pharo et al., 2011),
suggesting differences in these functions may account for risk-taking. Relative to adults,
adolescents appear to be limited in their ability to consistently employ cognitive control,
particularly in the presence of reward. The cognitive control system is responsible for
executive control functions such as planning, thinking ahead, and self-regulation (Casey
et al., 2008; Steinberg, 2008; Steinberg et al., 2008).
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6.1. Self-regulation
Previous studies have suggested that individual differences in self-regulation
abilities may explain participation in activities with unfavorable outcomes (Magar et al.,
2008), such as substance use (Poon, Turpyn, Hansen, Jacangelo, & Chaplin, 2016) and
risky sexual behavior (Moilanen, 2015). Self-regulation is the ability to control, modify,
and adapt one’s emotions, impulses, or desires (Murtagh & Todd, 2004), and can be
conceptualized as the “exertion of control over the self by the self” (Muraven &
Baumeister, 2000). As such, risk-taking can be conceptualized as a breakdown in selfregulation. Previous work has shown that individuals with poorer self-regulation skills
are more likely to participate in increased risk-taking behaviors such as cigarette
smoking, become involved in alcohol-induced problem behaviors, and are more likely to
over-emphasize the benefits of engaging in risky behaviors (Murtagh & Todd, 2004).
Early self-regulation may be an important indicator of later involvement in risky behavior
(Crandall, Magnusson, & Novilla, 2018). Adolescents who expressed low levels of selfregulation at ~13 years of age were more likely to report involvement in risky sexual
behaviors at age 18 compared to those adolescents with early high self-regulation.
However, growth in self-regulatory processes through the adolescent period may also
serve to protect those with early low self-regulation from such outcomes.
6.2. Inhibitory Control
A critical aspect of self-regulation that is of interest regarding risk-taking is
inhibitory control. Inhibitory control refers to the ability to regulate a prepotent, or
impulsive thought, response, or action (Johnstone, Pleffer, Barry, Clarke, & Smith, 2005;
Riggs, Anthenien, & Leventhal, 2016). Performance on inhibitory control tasks such as
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the Go/No-go task, the Stroop, stop-signal, and antisaccade tasks have been seen to
improve between childhood and late adolescence (Blakemore & Robbins, 2012), not
reaching optimal development until adulthood (Casey, Galván, & Somerville, 2016). The
dual systems model attributes the linear development of inhibitory processes that aid in
relegating reward-seeking behaviors to the prolonged maturation of the cognitive control
system (Casey et al., 2008; Steinberg, 2010). This gradual, linear development of
inhibitory processes has also been seen using self-report measures such as the BIS (Almy
et al., 2018). Examining inhibitory control across development using a cross-sectional
design (~7 years of age to 47 years), Johnstone and colleagues (2005), saw age-related
increases in response inhibition.
During an emotional Go/No-go task, adolescents were seen to commit more errors
to salient cues (a happy face), falsely pressing more during no-go trials compared to
children and adults. This suggests the adolescents demonstrate an inability to override or
inhibit approach behavior in the presence of appetitive cues that is not exhibited by
children or adults (Somerville et al., 2011). Previous developmental research has
implicated inhibitory control as a contributing factor to substance misuse (Riggs et al.,
2016), such that poor inhibitory control in early adolescence is associated with drug use
in later adolescence (Tarter et al., 2003). Additionally, adolescent smokers have been
seen to make more No-go errors (falsely pressing during a No-go trial) compared to
nonsmokers (Yin, Yuan, Feng, Cheng, & Li, 2016). Together, this evidence suggests an
inability to reliably inhibit response during the adolescent period, in line with the duals
systems perspective proposing protracted development of the cognitive control system.
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6.3. Neural Systems underlying Adolescent Cognitive Control
Synaptogenesis occurring just before the adolescent years is said to contribute to
the maturation of the brain’s cognitive control system (the PFC) (Romer, 2010). The PFC
plays a role in calculating future consequences and is therefore responsible for the slow
increase in inhibitory control that emerges throughout adolescence (Best, Miller, & Jones,
2009). As this system develops throughout early adulthood, a decrease in risk-taking
behaviors is observed (Arain et al., 2013; Deakin, Aitken, Robbins, & Sahakian, 2004;
Overman et al., 2004). Being under-regulated by prefrontal regions involved in cognitive
control (i.e., the dlPFC and the dorsal anterior cingulate cortex (dAcc), adolescents are
more prone to experience a hypersensitivity towards reward (Mills et al., 2014), resulting
in engagement in activities that are high in desirability and excitement but associated
with increased exposure to unfavorable outcomes. Compared to adolescents, young adults
have been seen to more significantly activate regions associated with the execution of
cognitive control (i.e., the supplementary motor area; pre-SMA) when making a
dangerous vs. safe choice (Rodrigo, Padrón, de Vega, & Ferstl, 2014). Such a finding
suggests that when making a dangerous choice, adults may consider more aspects of the
risk before deciding to engage.
Recent cross-sectional neuroimaging studies have shown support for the dual
systems model of adolescent development, noting a gradual and linear development of
cognitive control (Hallquist et al., 2018; van Duijvenvoorde, Achterberg, Braams, Peters,
& Crone, 2016). Task-related improvements in inhibitory control were seen to gradually
increase as recruitment from control-related regions increased from childhood to
adulthood, while areas involved in reward (VS and vmPFC) exhibited an “adolescent-
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specific peak” (Hallquist et al., 2018). Additionally, age-related increases in coherence
between dlPFC and reward-related subcortical regions (i.e., the thalamus and caudate) are
associated with higher rates of adaptive behavior, a function of cognitive control (van
Duijvenvoorde et al., 2016). When considering the valence of a cue, recruitment of the
ventrolateral prefrontal cortex (vlPFC) was shown to increase with age in response to
cues previously yielded high gains during No-go trials of a Go No-go task compared to
cues the yielded low gains. Thus, participants were better able to withhold response
during No-go trials when the cue was previously associated with high reward, suggesting
the late emergence of value-integration (Insel, Charifson, & Somerville, 2019).
6.4. The N2
There is a considerable amount of EEG research linking behavioral responses of
inhibitory control to the N2 and P3 components, sometimes referred to as the N200 and
P300 respectively (Huster, Enriquez-geppert, Lavallee, Falkenstein, & Herrmann, 2013;
Kaiser et al., 2006). The N2 is a frontocentral negative deflection that peaks after
stimulus onset between 200 and 500 ms and is associated with cognitive, or inhibitory
control (Abdul Rahman, Carroll, Espy, & Wiebe, 2017; Folstein & Van Petten, 2008).
This component has been seen to be related to activity in the PFC and ACC (Cools et al.,
2002; Zhang & Lu, 2012). The N2 is commonly elicited using tasks such as the stopsignal task, and the go/no-go task, a task designed to assess response inhibition. Research
has shown greater, more negative amplitudes, and longer latencies on no-go compared to
go trials (Abdul Rahman et al., 2017; Baumeister et al., 2014; Johnstone et al., 2005;
Zhang & Lu, 2012), indicative of greater response inhibition. Findings from studies
employing such tasks have shown that compared to adults, children and adolescents
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perform considerably worse, resulting in higher, or more negative N2 amplitudes on trials
where response inhibition is required (Johnstone et al., 2005; Jonkman, 2006). This may
suggest reduced specialization in the associated regions early in development hence
requiring greater engagement to inhibit response behavior. Thus, in alignment with the
dual systems model, it seems that the N2 component follows a developmental trajectory,
decreasing with age as inhibitory control becomes more refined (Geier, Terwilliger,
Teslovich, Velanova, & Luna, 2010; Liu, Woltering, & Lewis, 2014; Williams, Ponesse,
Schachar, Logan, & Tannock, 1999).
While few studies have examined this component in typically developing youth,
findings from research investigating the N2 in “risky populations” have generally
reported reduced N2 response compared to normal controls, however, findings are mixed.
For example, a recent systematic review on substance use and inhibitory control in adults
suggests lower, more positive N2 amplitudes during no-go trials compared to healthy
controls (Luijten et al., 2014). In another studying examining juvenile male offenders,
Vilà-Balló and colleagues (2014) saw a reduced (more positive) N2 amplitude in the
offender group relative to the control group on trials where they were supposed to inhibit
their response during a modified flanker task. However, O’Halloran and colleagues
(2020) found larger, more negative N2 amplitude associated with both successful stop
and unsuccessful stop trials to be predictive of higher alcohol in adults. Additionally,
researchers have also found no significant differences were seen in N2 amplitudes
between a group of adolescent smokers and nonsmokers (Yin et al., 2016).
While findings are mixed, overall research points to a more negative N2 response
as indicative of successful response inhibition. While this response is seen to become
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more reduced with age as the cognitive control system develops, those who experience
difficulty suppressing response may exhibit reduced N2 response suggestive of deficits in
cognitive control processes.
6.5. The P3
Immediately following the N2 component, the P3 can be observed. Because of its
association with inhibitory control, the P3 is often also examined in conjunction with the
N2 component, often referred to as the N2/P3-response (Huster et al., 2013) or N2/P3
complex (Bruder et al., 2002). The P3 is a fronto-central component that peaks
approximately 300–500 ms after the target to be inhibited and has been associated with
inhibitory processing (Sutton, Braren, Zubin, & John, 1965; Vilà-Balló et al., 2014).
Research has implicated the P3 in automatic emotion regulation. The ability to
successfully suppress response during no-go trials (accuracy) was positively correlated
with P3 amplitude, therefore becoming more positive as accuracy increased. Compared to
neutral faces, both positive and negative faces elicited greater, more enhanced P3
amplitudes and shorter latency times (Zhang & Lu, 2012), suggesting sensitivity to
valence. There is also evidence to suggest that the P3 component reflects the ability to
adapt to changing task demands (Huster et al., 2013).
Similar to the N2, P3 amplitudes have been seen to be significantly larger during
no-go compared to Go trials (Baumeister et al., 2014; Bokura, Yamaguchi, & Kobayashi,
2001; Zhang & Lu, 2012), or “target” versus “standard” trials (Hajcak, Macnamara, &
Olvet, 2010). This is consistent with evidence indicating enhanced P3 amplitude in
circumstances that call for response suppression (Huster et al., 2013). P3 latency
(Johnstone et al., 2005), and mean amplitude (Lewis, Lamm, Segalowitz, Stieben, &
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Zelazo, 2006) have been seen to reduce with age, reflective of the protracted
development and specialization in frontal regions indicated in cognitive control.
Consistent with the idea that under-regulated cognitive control may contribute to
unfavorable outcomes associated with engagement in risky behaviors, reduced P3
amplitudes have been observed in juvenile offenders compared to control adolescents on
incongruent trials of a flanker task (Vilà-Balló et al., 2014). Similar results were seen
during the No-go trials of a Go/No-go task in a group of adolescent smokers when
compared to nonsmokers (Yin et al., 2016). While enhanced P3 response appears to be
associated with successful response inhibition, it seems that a reduced response when
inhibition is required may suggest disruption in this ability.
6.6. Respiratory Sinus Arrhythmia
Respiratory sinus arrhythmia (RSA) is the variation in heart rate that occurs
naturally during the breathing cycle. RSA is controlled by the vagus nerve and is thus
believed to be an index of parasympathetic nervous system activity (PNS; Kahle &
Hastings, 2015). RSA has been said to be reflective of self-regulation, acting as a “brake”
that is withdrawn when faced with a challenge, allowing HR to increase in an effort to let
the individual meet the demands of the environment (Gentzler, Santucci, Kovacs, & Fox,
2009). This “brake” functions to regulate cardiac activity by suppressing reactivity during
stressful situations, and appropriate application of this brake (regulation) is associated
with better outcomes later in life (Calkins, 1997). In a sample of young adults, RSA was
positively correlated with self-reported engagement with coping strategies during distress
(Geisler, Kubiak, Siewert, & Weber, 2013). Likewise, in youth, individual differences in
RSA have been linked with regulatory behavior during situations where coping or
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emotional and behavioral regulation is required. For example, positive affect and better
emotion regulation are related to higher baseline levels of RSA (Calkins & Keane, 2004).
Using a time course approach to examine adolescent RSA during an emotion event, Cui
and colleagues (Cui et al., 2015) saw the initial greater suppression of RSA and
subsequent rebound were associated with better regulation and prosocial behavior. This
initial suppression may be allowing the adolescent time to regulate their emotions while
remaining calm before responding.
Children demonstrating greater psychophysiological self-regulatory skills,
including baseline RSA, early in life are 2 times more likely to exhibit a low and stable
pattern of externalizing behaviors during adolescence (Perry, Calkins, Dollar, Keane, &
Shanahan, 2018). Recent research examining change in psychophysiological responsivity
to challenge overtime during two developmental periods, middle childhood and middle
adolescence, suggests that childhood may serve as a critical developmental period for
RSA as reactivity during this time was seen to be more variable than during middle
adolescence (Hinnant, Philbrook, & Erath, 2017). Additionally, research shows an
increase in RSA throughout childhood (i.e., parasympathetic activation), with younger
children exhibiting more parasympathetic withdrawal, than older children (Zeytinoglu,
Calkins, & Leerkes, 2019). These maturational changes bring about a more
parasympathetically dominated resting state associated with higher RSA activity at
baseline (Kahle & Hastings, 2015). This suggests that RSA may not become stable until
late in adolescence.
Evidence from research examining heart rate variability (HRV) also suggests
dramatic developmental changes during adolescence, with HRV being significantly larger
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in older youth (15 – 18 years of age) compared to younger children, peaking in
adolescence and then declining with age (Lenard, Studinger, Mersich, Kocsis, & Kollai,
2004). A recent meta-analysis looking at HRV in adolescents and adults revealed that
compared with adults, adolescents and young adults exhibited decreased HRV during
social interactions while no change was overserved in adults (those 30 years of age and
older) (Shahrestani, Stewart, Quintana, Hickie, & Guastella, 2015).
Evidence from psychophysiological research suggests that those with poorer
autonomic self-regulatory ability may not be as capable of suppressing emotion during
high states of arousal and thus find themselves engaging in riskier behavior than those
able to better regulate their emotions. Additionally, these individuals appear to be at
greater risk for developing psychopathology. For example, deregulated parasympatheticbased regulation has been associated with adolescent self-injury and depressive
symptomology (Wielgus, Aldrich, Mezulis, & Crowell, 2016), as well as increased
reward sensitivity in youth with ADHD (Tenenbaum et al., 2017).
7. Conclusion
The current paper sought to review recent literature (i.e., since 2010) regarding
adolescent risk-taking with the goal of bringing together behavioral and biological
literatures. Taken together, evidence from the articles reviewed support the dual pathway
model and suggest that the dopamine-rich reward center of the brain plays an essential
role in adolescent risk-taking, while underregulated prefrontal regions are not yet mature
enough to evade involvement in potentially hazardous activities. The reward-sensitive VS
appears to develop more rapidly compared to the inhibitory PFC, with the greatest
developmental difference occurring during adolescence. Though behavioral inhibition is
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not traditionally classified as an aspect of risk-taking, the current review includes work
done using both risk-taking and inhibitory measures to emphasize the role of the
prefrontal cortex in the adolescent brain as it relates to risk-taking and the processing of
rewarding stimuli.
Throughout continued support for the dual systems model of adolescent
development emerged, despite recent research which attempts to challenge this
perspective (see Fryt et al., 2017). Recent work has repeatedly demonstrated an inverted
U-shaped pattern of the development of reward sensitivity, which is believed to result in
the observed increase in risk-taking behaviors during adolescence. This has been
observed behaviorally via laboratory assessments with adolescents engaging in more risktaking behaviors compared to children and adults. Results also suggest inadequate
decision-making, particularly in situations of high arousal. Neuroimaging research has
also demonstrated an adolescent-specific peak activation in key regions involved in the
reward processing system particularly the NAcc and VS, subcortical regions identified by
the dual systems model. Increased activity in these regions is indicative of greater
subcortical signaling during this time, leaving adolescents prone to experience a
hypersensitivity towards reward. Likewise, age-related differences in the FRN
component suggest greater sensitivity to reward during adolescence, with negative
amplitudes being associated with unexpected loss, versus gains in typically developing
adolescents. Research focusing on autonomic function suggests greater ANS stability
throughout childhood, with increases in variability being seen in adolescence, a critical
time for the engagement in sensation-seeking behavior. This work also empathizes that
disruption in PEP response may contribute to an increased propensity for reward-seeking
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behavior. Overall, at each level of analysis, research suggests a quadratic relation
between risk-taking/reward sensitivity and age.
Furthermore, the current review found support for the notion that adolescent risktaking decreases as cognitive control abilities increase. Developmental neuroimaging
research has revealed a gradual increase in the recruitment of cognitive control-related
regions (i.e., the PFC) from childhood to adulthood. Greater specialization between
subcortical reward-related and frontal control-regions across development is associated
with decreased reward-sensitivity and impulsivity, as evidenced by the inverted U-shaped
pattern of risk/sensation-seeking behavior. Immature decision-making and impaired
appraisal ability associated with a lack of impulse control, or response inhibition can be
attributed to the mismatch in developmental timing between these regions. ERP work
focusing on the N2 and P3 components suggest decreased activity with age. Children and
adolescents exhibit enhanced (more negative) amplitudes during trials that require
response inhibition compared to adults, reflective of the protracted development and
specialization of frontal regions indicated in cognitive control. The development of
autonomic processes reflect the dual systems model, with regulatory systems following a
linear pattern and becoming more consistent over time. Such activity can provide unique
insight into one’s adaptive capacities particularly in the face of social contexts which may
result in negative outcomes.
Examining risk-taking during such a dynamic time as adolescence is critical to
understanding how to identify youth who are most susceptible to the perseveration of
risky behaviors into adulthood. As evidenced by this review, risk-taking doesn’t emerge
solely as a result of increased sensitivity to reward, but also as a function of poorly
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developed cognitive control skills. Essential to this understanding is exploring adolescent
risk-taking from multiple levels of analysis. Neuroimaging research has highlighted key
regions critically involved in risk-taking (the VS) and inhibitory control (the PFC) and
has demonstrated that the early onset of maturational changes occurring in reward-related
regions allow for greater subcortical signaling (i.e., hyper-response to reward) during this
time. As these maturational changes precede the development of regions involved in the
cognitive control system, the adolescent is left ill-prepared to reliably inhibit potentially
hazardous impulses, particularly in states of high arousal. Examining neural correlates of
reward sensitivity and inhibitory control has allowed for an understanding of the
associated cognitive processes with greater temporal precision than other imaging
techniques. This has provided insight into the stage at which neural processes are
impacted by reward. Additionally, autonomic indices have been implicated as an
important link between biology and behavior. As such, understanding
psychophysiological response to reward and inhibition can reveal information about the
role of self-regulation and adaptive functioning.
Together, information from this research can be wielded to build upon and
improve previous interventions that were able to reduce the impact of negative outcomes
associated with risky behavior (for an overview, see Romer, 2010). Thus far, research has
highlighted several potential neural indicators that can be used to identify those youth
who may be more susceptible to the rewarding effects associated with risky behavior. For
example, the use of ERP measures can help us to identify those youth who exhibit
reduced neural responses during inhibition. This not only allows us to distinguish those
who may have a hard time inhibiting impulsive responses but can also tell us something
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about the context in which inhibition may be the most difficult for them. Additionally,
examination of ANS activity can illuminate those youth who may have a hard time
regulating their emotions, particularly during high states of arousal. This can allow for
timely intervention focused on identifying and developing strategies for navigating
situations where the risky activity is likely to occur. For example, work around the use of
coping strategies has shown an association with better autonomic self-regulation (Geisler
et al., 2013). Therefore, intervention focused on developing and enhancing coping
strategies centered on active attempts to manage high arousal situations in youth
displaying low self-regulatory processes may better equip them with the skills to avoid
the potentially serious/harmful consequences associated with risk-taking. Further, using
noninvasive psychophysiological measures such as RSA/PEP and EEG can help to
identify those more sensitive to rewards and/or lower control processes even if not
expressed behaviorally. While it may be impractical to prevent teens from taking risks at
all, early identification, and intervention measures such as these may help to mitigate the
impact and severity of the consequences associated with risky behavior.
7.1. Limitations and Future Considerations
The current paper sought to review recent literature on adolescent risk-taking and
behavioral and biological factors that contribute to increased risk-taking. It is important
to note that this paper is not a systematic review, but rather a qualitative summary of
evidence on risk-taking during adolescence spanning multiple levels of analysis.
Importantly, while some inclusion/exclusion criteria were set, the search of the literature
may not have been as exhaustive as a systematic review. The goal of the current review
was to provide a foundation of knowledge on risk-taking as well as factors that may
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influence the engagement in risky activities spanning multiple levels of analysis. While
systematic reviews provide a more controlled method for synthesizing relevant research
findings, the goal here was not centered on the assessment of any particular intervention
to eradicate risk-taking behaviors among adolescents, but rather to bring together bodies
of literatures which may not commonly cross paths.
To date, few physiological studies have focused on the development of
cardiovascular respond to reward and self-regulation. From early to middle childhood,
research shows younger children exhibiting lower PEP reactivity (i.e., greater
sympathetic activation) than older children (Zeytinoglu et al., 2019), steadily increase
throughout childhood, with no significant variability (Hinnant, Elmore-Staton, & ElSheikh, 2011). As autonomic indices such as PEP and RSA relate to responding to
reward and self-regulatory processes, respectively, future research should focus on
gaining a better understanding of how these indices emerge across time, with particular
focus on typically developing adolescents and how they compare to young children as
well as adults. A better understanding of how these processes change over time can help
illuminate a potential factor that may contribute to the increased risk-taking during and
beyond adolescence.
Similarly, future neuroimaging research should focus on examining the systems
involved in reward and control processes before the onset of the dramatic changes
observed in adolescence to fully understand their developmental trajectories. Evidence
from temperament research suggests that exuberance, a temperamental profile associated
with positive reactivity to novelty, sociability, and approach behavior (Putnam & Stifter,
2005), has been seen to be related to risk-taking during childhood (Lahat et al., 2012). In
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line with the dual systems perspective on adolescent risk-taking, their results suggest the
reduced control-related strategies and temperamental exuberance is associated with
increased risk-taking during the BART. However, the neurobiology associated with this
temperament profile is still unclear. Identifying these youth early on and understanding
how differences in the underlying neural mechanisms related to exuberance may further
help identify those youth who may be most susceptible to the rewarding effects
associated with risk-taking.
Examining together both EEG/ERP and blood oxygen level-dependent (BOLD)
responses associated with reward and inhibitory control may serve as an ideal solution to
leverage the respective pros and cons of each neuroimaging technique. Using such
simultaneous recordings, researchers can ensure that electrical and hemodynamic
responses were captured during the same cognitive states, allowing for better quality
conclusions to be made. Work examining the relations between BOLD and EEG
responses to reward anticipation have revealed significant correlations between EEG
response and the VS, further confirming the association between fMRI and EEG signals
sensitive to reward anticipation (Plichta et al., 2013). Their results also demonstrate that
EEG response to reward anticipation is best predicted by a combination of activity from
reward-related regions, further highlighting the likely underlying neural mechanisms
associated with reward. However, this work was done in a sample of adults, and future
research can benefit from a similar exploration during the adolescent period when the
development of these regions is undergoing dynamic changes. Together, these
neuroimaging techniques have the potential to allow for a greater understanding of when
(ERP) and where (fMRI) change in brain activity is most associated with reward
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processing throughout development, therefore helping to determine the best time to
implement intervention.
Future research should be sure to include measures that get at both aspects of the
dual systems model, the socioemotional and cognitive control system, to fully assess
adolescent behavior within this perspective. As the dual systems approach empathizes the
temporal gap between the earlier onset of dopaminergic activity within the reward
processing system and the later maturation of cognitive control skills, understanding
these skills at the individual level seems perinate to ameliorating the unfavorable
outcomes associated with risk-taking. Individual differences in such control abilities may
thus highlight those youth who are at greatest risk of continued risk-taking behavior
beyond the adolescent period. As underlying expression of some phenomena can
supersede behavioral expression, the utilization of noninvasive psychophysiological
measures can help to identify those who may exhibit enhanced sensitivity to rewards
and/or deficits in control-related processes. For example, while the development of
cognitive control is seen to be protracted, assembling throughout childhood and into
adulthood, examining associated neural correlates such as the N2 and P3 during
inhibitory control tasks early on can help illuminate those youth who are likely to
struggle with inhibiting hazardous impulses later on. Such early detection can allow for
intervention focused on promoting coping strategies for self-regulation and increasing
inhibitory control in efforts to mitigate the potential problems associated with prolonged
risk-taking which may result in serious consequences and perhaps even death. Thus,
future work should focus on the examination of individual differences in cognitive
control at multiple levels and how they may relate to individual differences in risk-taking.
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Future work done to better understand adolescent risk-taking should keep in mind
the role of the individual and/or the context in which risk-taking is occurring. While
understanding how the imbalance of developing systems can shed light on why
adolescents may be more inclined to engage in risky behavior, understanding when
adolescents choose to participate may better inform prevention. For example, when
provided with more information regarding their decisions, such as the amount of gain,
loss, and frequency of loss per choice, adolescent decision-making was seen to improve
significantly during an IGT, making more advantageous decisions compared to trials
where no information was offered (van Duijvenvoorde, Jansen, Bredman, & Huizenga,
2012). Thus, ambiguity may be a factor that contributes to increased risk-taking during
this critical period (Li, 2017). Additionally, the subjective value assigned to gains vs.
losses during the IGT has been seen to be predictive of later adolescent risk-taking, such
that more attention to gains than losses was associated with later cigarette smoking (Xiao,
Koritzky, Johnson, & Bechara, 2013). This suggests that individual differences in the
motivational processes associated with risk-taking, or this allocation of attention to
reward or punishment (gain or loss), may impact involvement in risky behavior as those
who attend more to reward may not be able to shift their attention to the associated risk.
Using EEG/ERP measures examining sensitivity to reward can help to identify those who
may express such increased salience for reward, therefore allowing for intervention
focused on reducing such attention to reward. Previous research employing a dot probe
task in clinical populations with anxiety disorders have shown success in reducing
anxiety symptomology by training a shift in attention away from threatening stimuli
(Hakamata et al., 2010). Using these same principles, a “training” task such as this may
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help to reduce heightened reward sensitivity as a means to reduce the motivation for
gaining reward. This may also be particularly useful for high-risk populations
characterized by unnecessary risk-taking and risky decision making such as those with
externalizing disorders (i.e., attention deficit disorders; Drechsler, Rizzo, & Steinhausen,
2008).
Using a multi-method approach to further explore risky behavior as it emerges in
adolescence may help to better describe, explain, and optimize the unfavorable outcomes
associated with risky behavior by examining multiple factors of the individual at multiple
levels (i.e., behavioral, biologically, psychophysiological) which may contribute to the
individual differences seen in the participation of risk-taking behavior (Lerner, Agans,
DeSouza, & Gasca, 2013). Obtaining an understanding of how these systems interact
may be useful in the development of prevention programs aimed at decreasing rates of
HIV infection, STDs, unintentional pregnancies, drug abuse, and the consequences that
follow. Attaining an understanding of individual differences in reward processing can
allow for the development of such programs that target those populations which are
clustered into a high-risk lifestyle (i.e., those with externalizing psychopathology, early
life stress/maltreatment). Additionally, exploring the role of self-regulation and inhibitory
control may highlight individual differences in factors that may contribute to risk-taking
propensity beyond adolescence. With work from multiple domains yielding evidence
consistent with the dual systems approach, this model continues to serve as an adequate
perspective to further understand and explain adolescent risk-taking behavior.
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II. Methods Section for studies III and IV
1. Methods
1.1 Subjects
Participants included: 57 adults (mean age = 22.46 years, SD = 4.47, 84.21%
female), 9 adolescents (mean age = 13.56 years, SD = .882, 55.55% female), and 24
children (mean age = 7.79, SD = .779, 62.5% female). All participants identified as
typically developing. Specifically, all participants were screened to ensure they did not
meet current or lifetime criteria for neuropsychological, emotional, or behavioral
disorders. Adult participants were recruited using the Florida International University
(FIU) SONA System and received extra course credit for participating, while youth
(adolescents and children) were recruited via the FIU Center for Children and Families
(CCF) and the community and received a $50 Target gift card for their time.
1.2. Measures
1.2.1. The Child and Adult Behavioral Checklist
Participants were administered age-appropriate behavioral checklists to identify
problematic internalizing and externalizing symptomology. Parents or caregivers of youth
participants under the age of 18 years completed the Child Behavior Checklist (CBCL;
Achenbach, 1991), while adult participants over the age of 18 years completed the Adult
Self-Report (ASR; Achenback & Rescorla, 2003). These checklists are commonly used
to examine behavioral and emotional problems (Achenbach, 1991; Achenback &
Rescorla, 2003).Responses across items for each scale were reported on a 3-point scale: 0
= Not True, 1 = Somewhat or Sometimes True, 2 = Very True or Often True. These
measures generate t-scores for behavioral problems, internalizing problems, and
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externalizing problems, and syndrome subscales assessing anxious/depressed,
withdrawn/depressed, somatic complaints, social problems, thought problems, attention
problems, aggressive behavior, and rule-breaking behaviors. Internalizing and
externalizing behavior t-scores were used for the current study. The Internalizing
Problems score is a sum score including withdrawal, somatic complaints, and
anxiety/depression items. The Externalizing Problems score is a sum score of items
concerning social problems, rule-breaking behavior, and aggressive behavior. For
clinical purposes, scores ranging from 60 – 63 are considered subclinical, and scores ≥ 64
are considered to be in the clinical range. Both internalizing and externalizing t-scores
were used as covariates to ensure results were not due to the presence of these symptoms.
1.2.2 Measures of Risk-taking, Sensation-seeking, Reward Sensitivity
1.2.2.1 The Balloon Analogue Risk Task
To assess risk-taking behavior, participants completed the Balloon Analogue Risk
Task (BART; Lejuez et al., 2002). The BART is an established behavioral measure
designed to approximate real-world risk-taking propensity with task performance
significantly correlating with a variety of risky behavior including drug use (i.e.,
cigarettes, alcohol, and illicit drugs), gambling, sexual risk-taking, and risky driving
behaviors (Lejuez et al., 2002). Additionally, BART task performance has also been
shown to be correlated with self-report measures of sensation-seeking and impulsiveness
(Lauriola et al., 2014). During the task, participants were presented with a balloon in the
center of the screen that could be pumped via button press (Figure 1). Each button-press
to inflate the balloon resulted in a gain of 10 points. Participants were instructed to inflate
the balloon as big as they could to try and to collect as many points as possible before the
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balloon popped. They were informed that the balloon could pop at any time, and if it did,
they would lose the points earned for that balloon. They were able to “bank” their points
at any time by clicking the “Collect” button, thus moving their points from the temporary
bank to the permanent bank. The task consisted of 30 trials. The current study used the
total number of pumps across all trials, the adjusted number of pumps which exclude
trials during which the balloon popped (i.e., the number of pumps on each balloon when
points were collected; Lejuez, Simmons, Aklin, Daughters, & Dvir, 2004), as well as
total number of pops across trials as dependent measures of risk-taking. Here, higher
number of pumps/pops is indicative of higher risk-taking propensity.

Figure 1. Schematic of the BART. Participants presented with a balloon and instructed to
press 1 to inflate and 2 bank their points for that round. Each press to inflate yields 10
points and the object of the game to is gain as many points as possible before the balloon
pops. If the balloon pops, all points earned during that round will be lost.
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1.2.2.2. The Probabilistic Reversal Learning Task
Probabilistic reversal learning involves adapting behavior to suppress rewardrelated responding in response to changing reward contingencies (Cools, Lewis, Clark,
Barker, & Robbins, 2007; Hauser, Iannaccone, Walitza, Brandeis, & Brem, 2015). The
Probabilistic Reversal Learning Task measures participants’ ability to adapt to changing
reward contingencies by initially rewarding participants for responding to one stimulus
for some time and then switching to rewarding participants for responding to a previously
unrewarded stimulus (Clark, Cools, & Robbins, 2004). This task was used to elicit the
FRN response. During the task, participants were presented with two Hiragana characters
on either side of a central fixation and told that one pattern was the correct pattern and
one was the incorrect pattern (Figure 2). They were instructed to determine which one
was the rewarded character based on the feedback received. A green smiley face
appeared when they chose the correct character, and a red sad face followed the selection
of the incorrect character. After reaching an accuracy criterion, the opposite character
was rewarded. A reversal error was deemed any trial during which participants chose the
previously rewarded character (Clark et al., 2004). Response to negative feedback
(FRNn), including negative feedback following a reversal error (FRNre) trials were
extracted and used as predictor variables representing reward-sensitivity as the FRN
response it thought to reflect a decrease in the midbrain dopaminergic response when
outcomes are worse than expected (Hämmerer, Li, Müller, & Lindenberger, 2011).
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Figure 2. Schematic of the Probabilistic Reversal Learning task. On each trial,
participants are presented with two Hiragana characters. Using trial-and-error feedback,
participants must learn which of the two characters is correct. Feedback (a green smiley
face or red sad face) is presented as soon as the subject has chosen one of the patterns by
a left or right button press.

1.2.2.3. The Zuckerman Sensation-seeking Scale
The Zuckerman Sensation Seeking scale (SSS; Zuckerman, Eysenck, & Eysenck,
1978) is one of the most common self-report instruments for measuring sensationseeking. This 40-item measure uses a force-choice format, presenting participants with
two scenarios from which they must choose the one which most closely describes them.
Example scenarios include “a) I like “wild” uninhibited parties” (indicating greater
sensation-seeking) or “b) I prefer quiet parties with good conversation” (indicating
lower sensation-seeking) and “a) A sensible person avoids activities that are dangerous”
(indicating lower sensation-seeking) or “b) I sometimes like to do things that are a little
frightening” (indicating greater sensation-seeking). Participants 13 years of age and older
completed the SSS while children aged 7 through 12 years completed the 28-item child
version (SSS-C) which excluded items pertaining to sexual activity (Russo et al., 1993).
Example scenarios answered by children include “a) I like to watch the same movie over

42

and over again” (indicating lower sensation-seeking) or “b) I can’t stand watching a
movie I’ve seen before” (indicating greater sensation-seeking) and “a) I’d never do
anything dangerous” (indicating lower sensation-seeking) or “b) I sometimes like to do
things that are a little scary” (indicating greater sensation-seeking). Options indicating
greater sensation-seeking are scored as 1 point, those indicating lower sensation-seeking
are 0. Points are summed with higher scores indicative of increased sensation-seeking.
Percent scores were calculated to examine group differences. Scores were used as a
dependent measure of sensation-seeking.
1.2.3. Measures of Inhibitory Control
1.2.3.1. The Go/No-go Task
As a means of measuring both performance-based inhibitory control, a Go/No-go
task was administered to all participants (Figure 3). Participants were told that all the
animals from the jungle and forest areas had escaped from their cages and their job
during the game was to help the zookeeper and her orangutan friends get the animals
back into their cages. Animals remained on the screen for approximately 500 ms and
participants were instructed to respond as quickly as possible when a jungle or forest
animal appears on the screen (Go trials), while not responding when they saw an orange
orangutan (No-go trials). The task consisted of 280 trials, 210 Go and 70 No-go. No-go
trials during which participants falsely pressed were extracted and used as a performancebased index of inhibitory control. Specifically, reaction times (RTs), and the number of
errors committed during No-go trials were extracted and used as an index of inhibitory
control.
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Figure 3. Schematic of the Go No-go Task. Participants were presented with a series of
jungle and forest animals and instructed to respond by pressing a single button on a
button box whenever one appeared on the screen (Go trials) and to withhold from
responding whenever an orange orangutan appeared on the screen (No-go trials).
1.2.3.2. Rothbart Temperament Questionnaire
Age-appropriate Rothbart Temperament measures were administered to assess
trait inhibitory control.
Parents of youth between the ages of 7 and 9 years of age completed The
Temperament in Middle Childhood Questionnaire (TMCQ; Simonds & Rothbart, 2004),
a 157-item assessment of temperament in middle childhood. Here, parents are asked to
rate their child’s reactions to several situations using a 5-point Likert scale with 1 being
Almost always untrue of your child and 5 being Almost always true of your child. To get
at inhibitory control index, 8 items were utilized including “Can stop him/herself when
s/he is told to stop” and “Likes to plan carefully before doing something”.
Participants between the ages of 13 and 15 completed The Early Adolescent
Temperament Questionnaire-Revised (EATQ-R; Ellis & Rothbart, 2001). This 103-item
self-report measure assesses aspects of temperament that are associated with selfregulation on a 5-point Lickert scale with 1 being Almost always untrue of your child and
5 being Almost always true of your child. Here, inhibitory control was assessed using 11
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questions including items such as “When someone tells me to stop doing something, it is
easy for me to stop” and “I am good at self-discipline”.
Participants 18 years of age and older completed the 77-item Adult Temperament
Questionnaire short form (ATQ; Derryberry & Rothbart, 1988; Evans & Rothbart, 2007).
The ATQ measures the constructs of effortful control, negative affect,
extraversion/surgency, and orienting sensitivity. This assessment asks adult participants
to rate how well each statement describes him/her on a 7-point Lickert scale with 1 being
Extremely untrue of you and 7 being Extremely true of you. The inhibitory control
subscale consists of 7 questions including items such as “It is easy for me to inhibit fun
behavior that would be inappropriate” and “I can easily resist talking out of turn, even
when I’m excited and want to express an idea”.
1.2.4. Psychophysiological Data Acquisition
1.2.4.1. Respiratory Sinus Arrhythmia (RSA)
Parasympathetic nervous system activity was indexed via respiratory sinus
arrhythmia (RSA) during a resting period. Disposable silver/silver chloride electrodes
were placed on participants in an electrocardiogram (ECG) configuration. Electrodes
were placed at the right collar bone and the tenth-left rib, with a ground electrode placed
at the tenth-right rib. Heart rate and respiration were collected during a 5-minute rest
period prior to the start of the BART. RSA was derived in 60- second epochs via spectral
analysis of the R-R time series derived from the ECG. Time series was submitted to a
Fourier transformation and a high-frequency band was applied to the respiratory
frequency band (0.24 to 1.040 Hz). Artifacts in the R-R waves were removed using
MindWare Heart Rate Variability V.3.1 software. Mean resting RSA was estimated based
on the first two 60-second epochs collected during the 5-minute rest period.
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1.2.4.2. EEG Data Acquisition
Participants were fitted with a 64-channel high-density array HydroCel Geodesic
Sensor net (EGI Inc., Eugene, OR). Electrode sensors were positioned in a regular pattern
across the whole head. The netted cap was positioned on the head ensuring that Cz was as
centrally located as possible by measuring the cross-section between the two preauricular
points, and the nasion and inion. All impedances were kept below 50 KΩ before
recording was started. Continuous EEG was recorded using Net Station Acquisition
NA400 during the probabilistic reversal learning task and the go/no-go task. Raw data
were sampled at 1000 Hz using a high-pass filter of .1-Hz and a low-pass filter of 100-Hz
and referenced to the vertex. Offline data were filtered with a low-pass filter of 30-Hz.
EEG data were then segmented into epochs (see sections 2.4.2.1. and 2.4.2.2. for details)
and those containing voltage threshold artifact of ±75µV or observed to be noisy (i.e.,
blinks, movement, or eye movement artifacts) via visual inspection were rejected and
excluded from further analysis. Segmented EEG data was then re-referenced to the
average of all electrodes.
1.2.4.2.1. The FRN
Continuous EEG collected during the probabilistic reversal learning task was
segmented into feedback-locked epochs -200-ms to 500 ms using Net Station Tools 5.4.2.
Trials for each type of feedback – negative, and negative feedback following a reversal
error – were averaged for each participant, and the average EEG data was then baseline
corrected using the -200 to 0 ms time window before feedback. Mean and peak amplitude
response to negative (FRNn), as well as negative feedback after a reversal error trial
(FRNre) were extracted from the midline sites Fz, FCz, and Cz, where the FRN has
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typically been seen to be maximal (Walsh & Anderson, 2012). The FRN was quantified
as the most negative peak 200 to 350 ms post- feedback and means, peaks, as well as
peak latencies, were extracted for analysis and used as predictor variables representing
reward sensitivity.
1.2.4.2.2. The N2
Continuous EEG collected during the Go/No-go task was segmented into
stimulus-locked epochs -200-ms to 500 ms using Net Station Tools 5.4.2. Go and No-go
trials were averaged for each participant and the -100 to 0 ms time window prior to
stimulus presentation was used for baseline correction. Mean and peak amplitude
response during both Go and No-go trials were extracted from midline sites Fz, FCz, and
Cz, and Fz was identified as the most maximal site across age groups, and thus serves as
the site for all N2 analysis. The N2 component was quantified as the most negative peak
200 to 400 ms post- stimulus and means, peaks, as well as peak latencies, were extracted
for analysis and used as predictor and moderator variables reflecting inhibitory control.
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Table 1. Variables representing reward sensitivity, inhibitory control, and risk-taking.
Reward Sensitivity
Inhibitory Control
Risk-taking
IVs
IVs, moderators
DVs
Behavioral
Go No-go Task:
BART:
Number of No-go errors
Number of pop trials
No-go reaction times
Total number of pumps
Adjusted pumps
Rating scale
ATC IC
SSS
EAT-R IC
TMCQ IC
Biological
FRN (Fz, FCz, Cz):
baseline RSA
FRNn
N2 (Fz) during No-go trials:
FRNre
mean amplitude (µV)
mean amplitude (µV)
peak amplitude (µV)
peak amplitude (µV)
peak latency (ms)
peak latency (ms)
IVs = Independent variables; DVs = Dependent variables; FRN = Feedback-related
Negativity; FRNn = feedback-related negativity to negative feedback; FRNre feedbackrelated negativity to reversal errors; µv = microvolts; ms = milliseconds; RSA =
Respiratory Sinus Arrhythmia (m2); ATQ IC = Adult Temperament Questionnaire
inhibitory control sub-construct; EAT-R IC = Early Adolescent Temperament
Questionnaire Revised inhibitory control sub-construct; TMCQ IC = Temperament in
Middle Childhood Questionnaire inhibitory control sub-construct; SSS = SensationSeeking Scale; BART = The Balloon Analogue Risk Task; Adjusted pumps = Number of
pumps excluding pop trials.
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III. Age-related Differences in Risk-taking, Self-regulation and Inhibitory Control
Abstract
Adolescence is marked by increased risk-taking, however, there is great variability in the
frequency and types of behaviors observed. This study investigated age-related
differences in reward- and control-related processing, as well as cognitive-based
regulatory processes in the developing brain and how heterogeneity in neural and
autonomic activity related to these processes may predict risk-taking behavior across
three time periods 7 – 9 years (n = 24), 13 – 15 years (n = 9), and adulthood (n = 57).
EEG was collected during a reversal learning task to examine neural response to
feedback (FRN; reward sensitivity), and a go/no-go task to examine inhibitory control
(the N2). Respiratory sinus arrhythmia (RSA) activity was collected as a measure of selfregulation. Participants were administered the Balloon Analogue Risk Task to assess
performance-based risk-taking, as well as completed the Sensation Seeking Scale,
Rothbart temperament questionnaires and a behavioral checklist. Neural results revealed
a quadratic response to feedback (reward sensitivity) across age, and a linear pattern of
inhibitory control. Results from the BART suggest a linear increase in risk-taking, while
a U-shaped pattern was seen for self-reported sensation-seeking with adolescents
reporting the lowest levels (trend level). The same pattern was seen for behavioral and
reported measures of inhibitory control, while a linear decrease was seen for autonomic
self-regulation. Additionally, results suggest that reward sensitivity may serve to reduce
engagement in risk-taking behavior among individuals with low inhibitory control,
particularly among adolescents and adults.
KEY WORDS: FRN, N2, Risk-taking, Reward processing, Inhibitory control, RSA
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1. Introduction
1.1. Risk-taking
It is widely accepted that risk-taking behaviors begin to increase across
childhood, with a peak observed during adolescence, and then a decrease into adulthood
(Boyer, 2006; Gullo & Dawe, 2008; Michael & Ben-Zur, 2007; Steinberg, 2010; Tymula
et al., 2012). Across a variety of risk-taking assessments, adolescents engage in greater
risk-taking behavior than either children and adults (See Chapter 1, section 4 for a
detailed review) (Burnett et al., 2010; Defoe et al., 2019). It has been widely reported that
risk-taking behaviors display an inverted U-shaped pattern across development from
childhood to adolescence to adulthood (Steinberg, 2008; Steinberg et al., 2009), and this
pattern has been proposed to be the result of the dramatic developmental changes
occurring in both the reward processing and executive function systems across
adolescence (Galvan, 2010).
The dual systems model of adolescent development suggests that the mismatch in
developmental timing between the prefrontal regions (the prefrontal cortex; PFC)
involved in executive functions, like cognitive control, and the subcortical dopaminergic
regions (the ventral striatum and nucleus accumbens; VS/ NAcc), implicated in reward
processing, underlie the increase in risk-taking during adolescence. Evidence for this
hypothesis stems from both behavioral and neuroimaging methods (Casey et al., 2008;
Magar et al., 2008; Shulman et al., 2016). This theory postulates that earlier onset of
maturational changes occurring in the VS and NAcc areas allow for greater subcortical
signaling during this time, while the protracted development of the PFC leaves
adolescents ill-prepared to reliably inhibit hazardous impulses. These developmental
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changes in reward processing, along with lagging development in cognitive control
systems, are believed to drive the increase in sensation-seeking behaviors exhibited by
adolescents (Steinberg, 2007a, 2010). As the consequences associated with increased
risk-taking behavior can be dire, understanding how different factors contribute to this
behavior is critical. Given that the intersection between behavior, biology, and
development is critical to the understanding of adolescent risk-taking behavior, the
current paper aims to explore individual differences in these factors across multiple levels
of analysis at three developmental time points- childhood (i.e., 7-9 years), adolescence
(i.e., 13-15 years), and adulthood (i.e., 18 years of age and older).
1.1.1. Sensation-seeking
Personality traits, such as sensation-seeking, have been implicated as predictors of
real-world risk-taking behavior (Lauriola et al., 2014). Sensation-seeking is defined as an
attraction to novel and exciting experiences (Marvin Zuckerman & Kuhlman, 2000) and
has been associated with increased involvement in risk-taking behaviors, such as higher
rates of driving under the influence/driving while intoxicated (DWUI/DWI; Curran,
Fuertes, Alfonso, & Hennessy, 2010) and substance use (Holmes, Hollinshead, Roffman,
Smoller, & Buckner, 2016). Sensation-seeking appears to follow a quadratic
developmental pattern, increasing throughout mid-adolescence, with an observed peak at
about 16 years of age, and then steadily decreasing throughout early adulthood (Harden
& Tucker-Drob, 2011).
1.1.2. Reward-Sensitivity
As noted, adolescence is a critical period of development for the reward
processing system, which results in a time-limited, hyper-responsiveness to reward
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during adolescence, and consequentially, increased risk-taking and sensation-seeking
behavior during this developmental period (Galvan, 2010). One event-related potential
(ERP) known to reflect reward salience, or sensitivity to expected reward outcomes
during the receipt of performance feedback (i.e., reward processing), is the feedbackrelated negativity (FRN) (Cools et al., 2002; Moser & Simons, 2009).
In brief, the FRN is a medial frontal deflection observed at approximately 200300 ms after performance feedback (Moser & Simons, 2009) (For a detailed overview,
see Chapter 1, section 5). Evidence suggests that FRN activity is generated by regions
associated with reward processing (e.g., the VS, and putamen; McClure, Berns, &
Montague, 2003). Prior work also suggests that the FRN is modulated by expectancy
(Bellebaum et al., 2010) with greater FRN response in the absence of an expected reward
compared to trials where reward was not expected (McClure et al., 2003). Developmental
research has shown age-related changes in the FRN. Specifically, larger FRN responses
to negative feedback have been observed among children (i.e., ages 10-12 years), while
smaller responses have been reported among young adults (i.e., ages 19 to 24 years)
(Eppinger, Mock, & Kray, 2009). Furthermore, children and early adolescents (i.e., ages
10-14 years) have been shown to exhibit a more negative FRN response relative to midlate adolescents (i.e., ages 15 – 17 years) (Crowley et al., 2013). Additionally, compared
to adults, adolescents have been shown to exhibit a significantly larger FRN response, as
well as increased peak latency (i.e., delayed peak latency) to losses during gambling tasks
(Martínez-Velázquez et al., 2015). This may be reflective of the heightened sensitivity to
reward observed during adolescence (Zottoli & Grose-Fifer, 2012).

52

1.2. Self-regulation and Inhibitory Control
1.2.1. Self-regulation
Self-regulation is the ability to control, modify, and adapt one’s emotions,
impulses, or desires (Murtagh & Todd, 2004), with the goal of adjusting one’s mental and
physiological state appropriately according to the context (Nigg, 2017). This is the
regulation of the self by the self (Eisenberg & Zhou, 2016), and thus, risk-taking can be
conceptualized as a break-down in self-regulatory processes. While self-regulation is
thought to develop over the life course, advancements in cognitive and social
development throughout adolescence allow for the development of more adult-like selfregulation to emerge late in adolescence (Mcclelland et al., 2018). Adolescents appear to
be limited in their ability to consistently employ such control, particularly in the presence
of reward, relative to adults (C. F. Geier et al., 2010). Previous studies have suggested
that individual differences in self-regulation abilities may help to explain participation in
activities with unfavorable outcomes (Magar et al., 2008), such as cigarette smoking,
becoming involved in alcohol-induced problem behaviors, and over-emphasizing the
benefits of engaging in risky behaviors (Murtagh & Todd, 2004).
1.2.1.1. Autonomic Regulation
One method for examining self-regulation is via deriving indexes of autonomic
nervous system (ANS) functioning. The ANS works to ready the body to respond to
stress and emotion and is divided into the sympathetic nervous system (SNS) and
parasympathetic nervous system (PNS). While the SNS control’s the body’s response to
threat, the PNS works to keep the body calm by regulating functions such as heart rate,
breathing, and perspiration. Respiratory sinus arrhythmia (RSA) is one such autonomic

53

index linked to PNS regulation of the heart via the vagus nerve. RSA is the interval
between heart beats which varies with respiration, and individual differences in RSA
have been linked to individual differences in the experience and expression of
social/emotional behavior (Hering, 1910; Porges, 2007). The vagus nerve acts as a
bidirectional pathway between the brainstem and heart (Porges, Doussard-Roosevelt,
Portales, & Greenspan, 1996), allowing regions associated with the ability to flexibly
adapt behavior (prefrontal regions) to exert influence on physiological processes (J. F.
Thayer, Hansen, Saus-Rose, & Johnsen, 2009). Vagus nerve activity is often described as
a “brake” that when applied, functions to keep heart rate low, inhibiting influences from
the SNS (i.e., higher RSA) (Porges et al., 1996). When in the face of challenge, this brake
is withdrawn allowing heart rate to increase in an effort to let the individual meet the
demands of the environment (i.e., RSA is reduced) (Calkins, 1997; Porges et al., 1996).
As such, RSA has been said to be reflective of self-regulation, functioning in such a way
that more optimal PNS regulation allows for the adaptive response to stressful situations
(Gentzler et al., 2009; Porges, 2001). For example, individual differences in RSA have
been seen to be positively associated with cognitive flexibility during the Stroop task
(Johnsen et al., 2003).
Previous research has linked reduced RSA to various forms of psychopathology
including attention deficit hyperactivity disorder (ADHD; Tenenbaum et al., 2017), and
anxiety (Greaves-Lord et al., 2010), as well as substance use disorders (Brody, Krause,
Veit, & Rau, 1998; Ingjaldsson, Laberg, & Thayer, 2003), while increased RSA has been
seen to be associated with better social outcomes (Calkins & Keane, 2004; Geisler et al.,
2013). Additionally, in a longitudinal study examining RSA as a possible predictor for
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cigarette use, low resting adolescent RSA was associated with higher cigarette use in the
past month at a five year follow-up (Crane et al., 2016). This finding suggests that low
RSA may be an early indicator of the potential to engage in risky behavior later in life.
Taken together with previous research relating lower self-regulatory processes with
greater involvement in risky behavior (as discussed above. RSA may thus provide a noninvasive way to identify those who may not be able to regulate appropriately, rending
them particularly vulnerable in situations where the opportunity to gain reward is
associated with serious consequences.
1.2.2. Inhibitory Control
A critical aspect of self-regulation regarding risk-taking is inhibitory control.
Inhibitory control refers to the ability to regulate a prepotent, or impulsive thought,
response, or action (Johnstone, Pleffer, Barry, Clarke, & Smith, 2005; Riggs, Anthenien,
& Leventhal, 2016). Performance on inhibitory control tasks such as the go/no-go task,
the Stroop, stop-signal, and anti-saccade tasks have been seen to improve between
childhood and late adolescence (Blakemore & Robbins, 2012; Johnstone, et al., 2005),
reaching optimal development in adulthood (Casey et al., 2016). Previous developmental
research has implicated inhibitory control as a contributing factor to substance misuse,
such that poor inhibitory control in early adolescence is associated with drug use in later
adolescence (Riggs et al., 2016).
1.2.2.1. The N2
In brief, the N2 is a frontocentral negative deflection (Abdul Rahman et al., 2017;
Folstein & Van Petten, 2008), associated with cognitive or inhibitory control and
reflective of PFC and/or anterior cingulate cortex (ACC) activity (Cools et al., 2002;
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Zhang & Lu, 2012) (For a detailed overview, see chapter 1, section 6). The N2 can be
reliably elicited using a Go/No-go task. The Go/No-go task is a computerized measure
consisting of a series of “Go” and No-go” trials in which participants must either respond
or withhold response to a stimulus, respectively (Verbruggen & Logan, 2008). Research
has shown greater, more negative amplitudes, and longer latencies on No-go compared to
go trials (Abdul Rahman et al., 2017; Baumeister et al., 2014; Johnstone et al., 2005;
Zhang & Lu, 2012). Findings from studies employing such tasks have found more
negative N2 amplitudes on trials were response inhibition is required (i.e., No-go trials)
in children and adolescents relative to adults, indicative of the prolonged development of
cognitive control (Blakemore & Robbins, 2012; Johnstone et al., 2005a; Jonkman, 2006).
Thus, in line with the dual systems model, the N2 component follows a developmental
trajectory, decreasing with age as inhibitory control becomes more refined from
childhood into adolescence and adulthood (Geier, Terwilliger, Teslovich, Velanova, &
Luna, 2010; Williams, Ponesse, Schachar, Logan, & Tannock, 1999).
1.3. The Current Study
While adolescent risk-taking has been studied widely, the goal of the current
study was to examine age-related differences in risk-taking, reward sensitivity, and
inhibitory control across three developmental periods- childhood (i.e., 7-9 years),
adolescence(i.e., 13-15 years), and adulthood (i.e., 18 years of age and older) via multiple
levels of analysis, including rating scales, behavioral task performance, and indexes of
central and autonomic nervous system activity. In particular, the present study employs
electroencephalography (EEG) to assess reward sensitivity and inhibitory control, as well
as RSA, an autonomic-linked psychophysiological index of self-regulation. We also
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examine task-based behavioral performance and self-report to measure risk-taking and
inhibitory control.
Aims
Aim 1: Examine reward- and control related neural activity. 1a: Examine the relation
between neural activity and age. Hypothesis: Compared to adults and children,
adolescents will exhibit enhanced FRN amplitudes during negative feedback trials
reflecting an increase in reward sensitivity. The N2 response is expected to decrease
overtime reflecting the linear increase in inhibitory control processed postulated by the
dual systems model, such that youth, relative to adults, will exhibit more negative N2
amplitudes during No-go trials. Children will exhibit the most negative amplitudes. 1b:
Examine neural activity in relation to risk-taking. Hypothesis: Increased FRN and N2
amplitudes will be associated with increased risk-taking. N2 amplitude will moderate the
relation between the FRN and risk-taking such that those with ERP indexes of increased
reward sensitivity and inhibitory control will display the greatest amount of risk-taking
behavior.
Aim 2: Examine self-regulation in relation to risk-taking propensity. 2a: Assess selfregulation indexed via RSA. Hypothesis: Self-regulation indexed via RSA will follow a
developmental trajectory, increasing with age. 2b: Examine the relation between
electrophysiological responses to reward sensitivity and self-regulation and risk-taking.
Hypothesis: It is expected that self-regulation measured via baseline RSA will moderate
the relation between reward sensitivity and risk-taking such that those individuals who
exhibit enhanced FRN response during negative feedback trials of the reversal learning
task and poorer self-regulation will exhibit more risk-taking behavior.
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Aim 3: Examine individual differences in inhibitory control. 3a: Examine age-related
differences in inhibitory control including performance-based as well as self- and parentreported measures. Hypothesis: It is expected that, compared to adults, youth will make
the largest number of No-go errors as well as exhibit the shortest reaction times (RTs)
during No-go trials. It is also expected that youth will have the lowest reported inhibitory
control scores relative to adults. Here, we expect to see a developmental improvement in
inhibitory control ability. 3b: Examine inhibitory control in relation to reward sensitivity
and risk-taking. Hypothesis: It is expected that inhibitory control will moderate the
relation between reward sensitivity and risk-taking, such that those who exhibit enhanced
FRN responses and poorer inhibitory control (i.e., more No-go errors, shorter No-go RTs,
low trait scores) will engage in the most risk-taking. 3c: Examine inhibitory control
during a Go/No-go task in relation to baseline RSA activity. Hypothesis: Those who
exhibit poor self-regulation via lower RSA will have lower levels of inhibitory control,
displaying more negative N2 amplitudes during No-go trials compared to those who
exhibit higher levels of self-regulation. Additionally, lower RSA values will be
associated with poorer performance-based inhibitory control during the Go/No-go task.
2. Methods
All methods are described here in brief. Refer to the Methods chapter for a full
description.
2.1. Subjects
Participants used for this study included 57 adults, 9 adolescents, and 24 children,
all identifying as typically developing. See Methods chapter for full description.
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2.2. Measures
2.2.1. The Child and Adult Behavioral Checklist
In brief, participants or their parents were administered age-appropriate
behavioral checklists to identify internalizing and externalizing symptomology
(Achenbach, 1991; Achenback & Rescorla, 2003). Internalizing and externalizing Tscores for this sample ranged from 42 to 47, which is below subclinical (60 – 63) and
clinical ranges (≥64; see Table 1 for details). Both internalizing and externalizing Tscores were used as covariates in all analyses to ensure results were not due to the
presence of these symptoms.
2.2.2 Measures of Risk-taking, Sensation-seeking, Reward Sensitivity
2.2.2.1 The Balloon Analogue Risk Task
In brief, participants completed the Balloon Analogue Risk Task (BART; Lejuez
et al., 2002) to assess risk-taking. This task consisted of a series of balloons that could be
inflated via button press to earn points. Participants were told the object of the game was
to inflate the balloon as big as possible to earn as many points as possible before the
balloon popped. If the balloon popped before banking their earned points for that balloon,
they would lose those points. Dependent measures indexing behavioral risk-taking
include the total number of pumps across all trials, the number of pumps excluding trials
where the balloon popped (adjusted number of pumps), and the number of pops.
2.2.2.2. The Probabilistic Reversal Learning Task
In brief, a probabilistic reversal learning task was used to elicit the FRN response.
Participants are presented with two Hiragana characters and told to learn which character
was the correct character and which one was the incorrect character. Responses were

59

followed by performance feedback (Clark et al., 2004). Response to negative feedback as
well as negative feedback after reversal error trials were extracted and used as predictor
variables representing reward-sensitivity (i.e., the FRN).
2.2.2.3. The Zuckerman Sensation-seeking Scale
In brief, the Zuckerman Sensation-seeking Scale (SSS; Zuckerman, Eysenck, &
Eysenck, 1978) was used to measure sensation-seeking. Participants 13 years of age and
older completed the 40-item SSS while children aged 7 through 12 years completed the
28-item child version (SSS-C) which excluded items pertaining to sexual activity (Russo
et al., 1993). “Riskier” options chosen were summed and used as a dependent measure of
sensation-seeking. Higher scores were indicative of increased sensation-seeking.
2.2.3. Measures of Inhibitory Control
2.2.3.1. The Go/No-go Task
Briefly, a Go No-go task was administered to assess inhibitory control. Both
performance-based behavioral, and event-related neural activity via the N2 response were
assessed during the task. No-go trials were extracted and used as an index of inhibitory
control. Specifically, reaction times (RT), and the number of errors committed during
No-go trials were extracted and used as a predictor and moderating variables representing
inhibitory control.
2.2.3.2 Rothbart Temperament Questionnaire
In brief, trait inhibitory control was assess using age appropriate Rothbart report
measures. Parents of youth between the ages of 7 and 9 years of age completed the
Temperament in Middle Childhood Questionnaire (TMCQ). Here, 8 items relevant to the
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sub-construct ‘inhibitory control’ were scored and used for analysis (henceforth referred
to as TMCQ IC). Cronbach’s alpha: .44.
Participants between the ages of 13 and 15 completed The Early Adolescent
Temperament Questionnaire-Revised (EATQ-R). Here, 11 items were identified by the
questionnaire as relevant to the sub-construct of inhibitory control (EATQ-R IC).
Cronbach’s alpha: .57.
Participants 18 years of age and older completed the 77-item Adult Temperament
Questionnaire short form (ATQ). Here, 7 questions were scored and used to represent
adult trait inhibitory control (ATQ IC). Cronbach’s alpha: .22.
2.4. Psychophysiological Data Acquisition
2.4.1. Respiratory Sinus Arrhythmia (RSA)
PNS-based self-regulation was indexed via RSA activity during a 2-minute
resting period prior to the start of the BART. RSA was derived in 60-second epochs
derived from the ECG from the spectral analysis of the R-R time series. Mean resting
RSA was estimated based on the first two 60-second epochs collected during the 5minute rest period. See Methods Chapter for details.
2.4.2. EEG Data Acquisition
To collect EEG, participants were fitted with a 64-channel high-density array
HydroCel Geodesic Sensor Net electrode net (EGI Inc., Eugene, OR). Electrode sensors
were positioned in a regular pattern across the whole head. All impedances were kept
below 50 KΩ before recording was started. See Methods Chapter for details.
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2.4.2.1. The FRN
Continuous EEG collected during the probabilistic reversal learning task was
segmented into feedback-locked epochs -200-ms to 500 ms. As research has shown that
the FRN is larger in response to negative feedback, negative feedback trials, including
negative feedback following reversal error trials were averaged for each participant.
Mean and peak amplitude response to negative (FRNn), as well as negative feedback
after a reversal error trial (FRNre) were extracted from the midline sites Fz, FCz, and Cz.
For analysis, FRN was quantified as the most negative peak 200 to 350 ms postfeedback. Amplitude mean and peak response, as well as peak latencies, were extracted
for analysis. See Methods Chapter for details.
2.4.2.2. The N2
Continuous EEG collected during the Go/Nogo task was segmented into stimuluslocked epochs -200-ms to 500 ms. Go and No-go trials were averaged for each
participant. Mean and peak amplitude, as well as peak latency for Go and No-go trials,
were extracted from site Fz. The N2 component was quantified as the most negative peak
200 to 400 ms post- stimulus. See Methods Chapter for details.
2.5. Statistical Analysis Plan
One-way analysis of variance analysis (ANOVA) was conducted to explore agerelated differences in reward sensitivity measured by the FRN response, risk-taking
measures including scores on the SSS, and performance on the BART, as well as
inhibitory control measures including the N2 response, RSA, Rothbart trait measures, and
performance on the Go No-go task with group entered as the factor variable. Post-hoc
analyses of significant main effects were conducted using the Bonferroni method. Post-
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hoc power analysis indicated that the power to detect a medium effect (.25) at the .05
level was .54 for the overall one-way ANOVA to detect age-related differences with
three groups (G*Power 3.1.9.2; Faul, Erdfelder, Buchner, & Lang, 2009).
Hierarchical linear regression was used to examine the impact of inhibitory
control in the relation between reward sensitivity and risk-taking. Internalizing and
externalizing T-scores from the CBCL and ASR were entered as covariates for all
regression analyses to ensure significant findings were independent of differences in
these symptomologies. The categorical variable ‘Group’ was dummy-coded with
adolescents being the reference group, allowing for the direct comparison of adults and
children to adolescents. On step 1, internalizing and externalizing T-scores from the
CBCL and ASR were entered as covariates. Main effects were examined on step 2. The
corresponding 2 two-way interaction terms were entered on step 3. On step 4, the
resulting three-way interaction was entered. Continuous variables were mean-centered
before interaction analysis. A percent score was calculated for the SSS to be able to
compare scores across groups.
To handle missing data, multiple imputation methods were used. Missing data
ranged from 18 to 24% at 5% missingness or more across all variables in the study. All
analyses were conducted using IBM SPSS Statistics version 23.0 and the macro-program
PROCESS 3.5 model 3 (Hayes, 2017). Post-hoc power analysis indicated that the power
to detect a medium effect (.15) at the .05 level was .76 for the overall regression model in
the prediction of risk-taking (G*Power 3.1.9.2; Faul, Erdfelder, Buchner, & Lang, 2009).
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Table 1. Descriptives for behavioral, questionnaire, and psychophysiological data.
Adults
Adolescents
Children
F
Bonferroni
M (SD)

M (SD)

M (SD)

47.50(11.42)

49.63(8.88)

43.04(8.07)

1.94

45.45(9.77)

47.63(10.88)

42.04(7.96)

1.52

5.84(1)

6.42(.53)

7.20(1.16)

15.12*

43.11(15.28)

36.5(9.90)

45.24(15.29)

.96

CBCL/
ASR
Intern
Extern
RSA
SSS
The
BART
Total
number of
pumps
Adj
number of
pumps
Total
pop trials
Reversal
Errors
Rothbart
IC
Go/No-go
Task
Go RT
(ms)

843.51(315.20) 722.22(374.65)

694.80(316.99)

625.82(195.90) 562.22(231.55) 478.58(159.96)

a<c, a<b

.14

5.08*

a>c

8.52(3.66)

7.11(4.86)

7.26(4.39)

1.12

46.79(33.59)

50.33(36.01)

66.80(45.626)

2.44

4.46(.88)

3.24(.47)

3.55(.49)

18.08*

a>c, a<b

394.03(38.71)

388.32(61.73)

511.88(122.55) 23.46*

a<c, b<c

329.17(34.15)

325.70(42.54)

418.53(90.91)

a>b, a<c,

No-go
RT (ms)

22.91*

b<c

No-go
14.60(5.72)
20.56(7.16)
26.31(10.29) 21.97*
a<c
errors
M = mean; SD = standard deviation; CBCL = Child Behavioral Checklist; ASR = Adult;
intern = CBCL/ASR internalizing syndrome score; extern = CBCL/ASR externalizing
syndrome score; Self-report; SSS = Sensation-Seeking Scale; RSA = Respiratory Sinus
Arrhythmia (m2); BART = Balloon Analog Risk Task; Adj = adjusted; IC = Inhibitory
control; RT = reaction time; ms = milliseconds; * = indicates p < .05 noting significant
group differences; a = adults; b = adolescents; c = children.
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3. Results
3.1. Reward- and control-related Neural Activity
3.1.1. Aim 1a: Age-related differences in reward- and control-related neural activity.
3.1.1.1. The FRN
Age-related group differences were seen in neurocognitive response to feedback
(FRN). Group differences were seen for mean amplitude FRN response across
frontocentral sites (see figure 1 and table 2). Specifically, age-related differences were
seen for neural activity associated with negative feedback following a reversal error at Cz
(FRNre), F(2,87) = 4.354, p = .016. Bonferroni post-hoc analysis revealed significant
group differences between adolescents and adults, t(64) = -2.90, p = .014, as well as
adolescents and children, t(30) = -2.63, p = .031, for FRNre. No group differences were
seen for children and adults, t(78) = -0.06, p = 1.00. Adolescents (M = -2.74, SD = 4.84)
displayed a more enhanced FRNre compared to adults (M = .926, SD = 3) and children
(M = .876, SD = 4.12). One-way ANOVA revealed no group differences for FRNn mean
amplitude across midline sites- Fz: F(2,87) = .01, p = .992, FCz: F(2,87) = .28, p = .758,
Cz: F(2,87) = 1.87, p = .161. While no age-related group differences were seen for neural
response to negative feedback, results for response to negative feedback following a
reversal error seems to be more pronounced in adolescents suggesting a stronger
sensitivity to lack of reward when reward was expected during this dynamic period of
development. This finding is in line with the hypothesis that compared to adults and
children, adolescents will exhibit enhanced FRN amplitudes following receipt of negative
feedback.
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Age-related differences were seen for FRN peak amplitude response, specifically
for neural activity associated with negative feedback following a reversal error at Cz
(FRNre), F(2,87) = 5.63, p = .005. Post-hoc analysis indicated significant group
differences between adults and adolescents, t(64) = -2.98, p = .011. Adolescents (M = 6.20, SD = 5.89) exhibited a larger, more negative FRNre response relative to adults (M
= -1.89, SD = 3.21). Here, group differences were not seen between children and
adolescents, t = -1.43, p = .467, or between children and adults, t = -2.10, p = .117.
Furthermore, one-way ANOVA revealed no significant age-related group differences for
neural activity associated with negative feedback (FRNn): Fz: F(2,87) = .15, p = .863;
FCz: F(2,87) = .86, p = .427; Cz: F(2,87) = 2.35, p = .101. Overall, these findings
indicating a more enhanced neural response to negative feedback following a reversal
error within the adolescent group is in line with the hypothesis that adolescents will
exhibit enhanced FRN amplitudes during negative feedback relative to adults and
children.
No group differences were seen for FRN peak latency, all F < 2.00, all ps > .05:
FRNn- Fz: F(2,87) = .95, p = .392; FCz: F(2,87) = .57, p = .569; Cz: F(2,87) = 1.93, p =
.151. FRNre- Fz: F(2,87) = .82, p = .442; FCz: F(2,87) = .74, p = .482; Cz: F(2,87) =
.76, p = .471.
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Figure 1. Grand average feedback-locked waveforms across frontocentral midlines sites
Fz, FCz, and Cz for each age group- Children, Adolescents, and Adults, with the window
of interest highlighted.
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Table 2. Descriptive statistics for the FRN response across frontocentral sites.
Mean Amplitude (µV)
M(SD)
F
Bonferroni
Adults
Adolescents
Children
Fz
FRNn
0.63 (1.96)
0.71 (1.69)
0.66 (2.36)
.01
FRNre
1.40 (2.83)
1.92 (6.50)
2.25 (8.25)
.24
FCz
FRNn
0.55 (1.20)
0.68 (1.10)
0.31 (2.22)
.28
FRNre
1.19 (1.93)
0.87 (4.39)
2.78 (6.48)
1.57
Cz
FRNn
0.37 (1.27)
1.34 (2.46)
0.12 (2)
1.87
FRNre
0.93 (3)
-2.74 (4.84)
0.88 (4.12)
4.35* a > b, b < c
Peak Amplitude (µV)
Fz
FRNn
-1.08 (2.04)
-1.32 (1.58)
-1.37 (3.08)
.14
FRNre
-2.59 (3.33)
-2.55 (6.52)
-4.06 (8.38)
.64
FCz
FRNn
-0.92 (1.32)
-1.14 (2.21)
-1.45 (2.17)
.86
FRNre
-2.33 (2.80)
-3.34 (3.88)
-2.21 (6.03)
.280
Cz
FRNn
-1.02 (1.38)
-0.13 (2.83)
-1.59 (2.08)
2.35
FRNre
a>b
-1.89 (3.21)
-6.20 (5.89)
-3.95 (4.92)
5.62*
Latency (ms)
Fz
FRNn 251.02 (36.70) 255.95 (52.64) 240.61 (21.45)
.95
FRNre 276.11 (43.05) 255.84 (52.66) 275.23 (44.73)
.82
FCz
FRNn 251.23 (30.85) 237.95 (45.26) 250.01 (39.54)
.57
FRNre 262.25 (40.07)
261.17 (56)
274.79 (48.03)
.74
Cz
FRNn 267.34 (33.80) 293.61 (67.41) 281.03 (51.41) 1.94
FRNre 268.58 (32.99) 284.50 (54.35) 273.89 (40.70)
.76
M = mean; SD = standard deviation; FRNn = feedback-related negativity to negative
feedback; FRNre feedback-related negativity to reversal errors; µV = microvolts; ms =
milliseconds; * = indicates p < .05 noting significant group differences; a = adults; b =
adolescents; c = children.
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3.1.1.2. The N2
One-way ANOVA revealed significant group differences for the N2 component
(see figure 2 and table 3). Mean, F(2,87) = 3.528, p = .034, and peak amplitude, F(2,87)
= 12.976, p < .001, differences were revealed across age. Specifically, Bonferroni posthoc analysis showed significant peak amplitude group differences between adults and
children, with children (M = -13.30, SD = 7.10) exhibiting a more enhanced response
than adults (M = -7.97, SD = 2.76), t(78) = -2.90, p < .001. Bonferroni post-hoc analysis
revealed no significant group differences for mean amplitude response: adolescents and
children t = -0.60, p = 1.00; adolescents and adults t = 2.05, p = .129; children and adults
t = -2.06, p = .126. One-way ANOVA revealed no group differences for N2 peak latency,
F = 2.17, p = .120. While age-related differences were only observed for peak amplitude
response, the finding indicating a more enhanced N2 response with in the child group
compared to the adolescent and adult groups is in line with the hypothesis predicting a
developmental decrease in N2 response reflective of a linear increase in inhibitory control
ability.

Figure 2. Grand averaged stimulus-locked waveforms at Fz depicting the N2 response
during Go and No-go trials for each age group with the time window of interest
highlighted.

69

Table 3. Descriptive statistics for the N2 response at Fz.
MEAN AMPLITUDE (µV)
M (SD)
F
Bonferroni
Adults
Adolescents
Children
NO-GO -5.33 (2.60)
-8.83 (5.64)
-7.72 (7.61)
3.53*
GO
-4.75 (2.48)
-7.97 (4.80)
-8.68 (4.94)
11.77*
a > b, a > c
Peak Amplitude (µV)
NO-GO -7.97 (2.76)
-12.82 (6.27)
-13.30 (7.10) 12.98*
a > b, a > c
GO
-6.96 (2.68) -11.556 (5.16) -12.67 (5.14) 12.98*
a < b, a < c
Latency (ms)
NO-GO 284.35 (41.17) 276.07 (41.84) 305.52 (57.81) 2.17
GO
288.32 (35.12) 272.55 (40.71) 324.23 (45.74) 9.15* a > b, a < c, b
<c
M = mean; SD = standard deviation; µV = microvolts; * = indicates p < .05 noting
significant group differences; a = adults; b = adolescents; c = children.

3.1.2. Aim1b: Examine neural activity in relation to risk-taking
3.1.2.1. Risk-taking
3.1.2.1.1 Self-reported Sensation Seeking
Significant group differences were not observed for the Sensation-Seeking Scale,
F = .96, p = .385 (table 1).
3.1.2.1.2 Performance-based Risk-taking
Group differences were observed for performance on the BART, specifically
when examining the adjusted number of pumps excluding pop trials, F(2,87) = 5.08, p =
.008. Post-hoc Bonferroni analysis revealed that children and adults perform significantly
different from each other, t(78) = 3.17, p = .006, with adults (M = 625.82, SD = 195.90)
pumping to inflate the balloon significantly more than children (M = 478.58, SD =
159.96). Adolescents did not differ from either children, t(30) = 1.12, p = .795, or adults,
t(64) = -0.93, p = 1.00. Furthermore, ANOVA revealed no group differences for total
number of pumps, F(2,87) = 2.04 , p = .136, or pops committed, F(2,87) = .33, p = 1.12
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(see table 1 for details). This is in contrast with previous research indicating an
adolescent peak in performance on the BART (Braams et al., 2015).
3.1.2.2. Relation between reward- and control-related neural activity and risk-taking
While no main effects were observed for FRN or the N2 on risk-taking, ps > .05,
the interaction between FRN response and N2 responses significantly predicted SSS
scores within the adult group, p < .05 (table 4). Here, enhanced, more negative N2
response and a reduced FRN mean amplitude predicted a decrease in SSS scores, p < .05.
However, those adults who express both an enhanced N2 and FRN response appear to
report the highest amount of sensation-seeking behavior. This finding partially supported
the hypothesis that enhanced N2 amplitudes would moderate the relation between
reward-related neural activity and risk-taking behavior. Here it was predicted that those
who display both an enhanced FRN and N2 response would express the most risk-taking
behavior. Instead, the current findings suggest that reduced sensitivity to reward (more
positive FRN) may aid in reducing risky behavior when inhibitory control is low (i.e.,
enhanced N2).
Table 4. Regression effects of FRN and N2 on sensation seeking by group.
R
R2
F
df1
df2
p
Model Summary
0.45
0.20
1.45 13.00 76.00
0.16
b
se
t
p
LLCI ULCI
Model
FRNre mean amp
-1.45
1.65
-0.88
0.38
-4.73
1.83
FCz
N2 mean amp
-0.31
1.78
-0.17
0.86
-3.86
3.24
FRNre X N2
-0.17
0.27
-0.64
0.52
-0.72
0.37
Children v
9.65
6.44
1.50
0.14
-3.17
22.48
Adolescents (Z1)
Adults v
6.16
5.90
1.05
0.30
-5.58
17.91
Adolescents (Z2)
FRNre X Z1
1.98
1.72
1.15
0.25
-1.45
5.42
FRNre X Z2
1.26
1.96
0.65
0.52
-2.64
5.16
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DV
SSS

N2 X Z1
N2 X Z2
FRNre X N2 X Z1
FRNre X N2 X Z2
Internalizing
Externalizing

Conditional
interaction
Significant
Conditional
Effects of
Moderator

0.45
1.01
0.11
1.03
0.22
0.32
ΔR2
0.06

1.86
2.01
0.28
0.47
0.19
0.22
F
2.98

0.24
0.50
0.40
2.22
1.15
1.48
d1
2.00

0.81
0.62
0.69
0.03
0.26
0.14
d2
76.00

-3.25
-3.00
-0.45
0.11
-0.16
-0.11
p
0.06

4.15
5.02
0.68
1.96
0.60
0.76

Group

b

F

df1

df2

p

Adults

0.86

5.14

1.00

76.00

0.03

N2

Group

b

t

p

LLCI

ULCI

-4.88 Adults -4.39 -2.18
0.03
-8.40
-0.37
FRNn = feedback-related negativity to negative feedback; FRNre = feedback following a
reversal error; amp = amplitude (µV); RT = reaction time; SSS = Sensation-seeking
Scale.

3.2. Self-regulation and Risk-taking
3.2.1. Aim 2a: Assess self-regulation indexed via RSA.
Group differences were observed for baseline RSA, F (2,87) = 15.1290, p < .001
(table 1). Bonferroni post-hoc analysis revealed significant differences between children
and adults, t(78) = 5.48, p < .001, with children (M = 7.2, SD = 1.16) exhibiting higher
levels of self-regulation than adults. No group differences were seen between adolescents
and children, t(30) = -1.96, p = .159, or between adolescents and adults, t(64) = 1.58, p =
.355. Adults exhibit lowest levels of RSA (M = 5.84, SD = 5.84) relative to both children
and adolescents (M teen = 6.41, SD = 0.53). This pattern suggests that
psychophysiological indices of self-regulation decrease with age, which does not support
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the hypothesis that RSA values would increase overtime, reflecting the developmental
trajectory of self-regulatory processes.
3.2.2. Aim 2b: Examine the relation between electrophysiological responses to reward
sensitivity and self-regulation and risk-taking.
Across groups, self-regulation assessed via RSA did not moderate the relation
between FRN and risk-taking, ps > .05. This finding did not support the hypothesis that
RSA will moderate the relation between reward sensitivity and risk-taking such that those
individuals who exhibit enhanced FRN response following negative feedback trials of the
reversal learning task and poorer self-regulation will exhibit more risk-taking behavior.
3.3. Inhibitory Control
3.3.1. Aim 3a: Examine age-related differences in inhibitory control during a Go/No-go
task, including performance-based and reported measures.
3.3.1.1. Performance-based Behavioral Inhibitory Control
Group differences were seen in performance on the Go/No-go task, specifically
No-go RT, F(2,87) = 22.911, p < .001, one number of No-go errors committed, F(87,2) =
21.974, p < .001 (table 1). Bonferroni correction revealed that children and adolescents
differ on RT during No-go trials, t(30) = -4.26, p < .001, with adolescents (M = 325.70
ms, SD = 42.54) responding significantly faster than children (M = 418.53 ms, SD =
90.91). Additionally, children significantly differed from adults on No-go RT, t(78) =
6.59, p < .001, with children having longer RTs than adults. Adolescents were not seen to
differ from adults, t(64) = -0.17, p = 1.00. Means suggest that adolescents also exhibited
faster than adults (M = 329.17, SD = 34.15), p = 1.00. While inhibitory control processes
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are thought to develop linearly over, increasing with age, results suggest an adolescentwould increase with age, reflective of a linear increase in inhibitory control.
Children and adults differ significantly on number of No-go errors committed,
t(78) = 6.55, p < .001, with children (M = 26.31, SD = 10.29) committing more errors
than adults (M = 14.60, SD = 5.72). Adolescents did not differ on their performance from
adults, t(64) = 2.26, p =.078, or children, t(30) = 2.01, p = .144. When considering the
average number of No-go errors committed by adolescents (M = 20.56, SD = 7.16), the
average number of errors suggests a linearly increase in inhibitory control across groups.
Taken together, these age-related differences support the hypothesis predicting a decrease
in No-go errors with age.
3.3.1.2. Self- and parent-reported Inhibitory Control
Group differences were seen on the Rothbart Inhibitory Control sub-scale, F (2,87)
= 18.083, p < .001 (table 1). Post-hoc analysis revealed significant differences between
adults and children, t (78) 4.87, p < .001, with adults (M = 4.46, SD = 0.88) scoring
significantly higher trait inhibitory control than children, p < .001 (M = 3.55, SD = 0.49),
and between adults and adolescents, with adolescents (M = 3.24, SD = 0.47) reporting
significantly lower trait inhibitory control than adults, t(66) = 4.44, p < .001. No significant
group differences were revealed between adolescents and children, t(30) = 1.04, p = .905. This U-shaped pattern in inhibitory control controls across age does not
support the hypothesis predicting a linear increase in scores.
3.3.2. Aim 3b: Examine inhibitory control in relation to reward sensitivity and risktaking.
3.3.2.1. Reward sensitivity, behavioral inhibitory control, and self-reported risk-taking
Within the child group, longer FRN peak latencies and shorter RTs during No-go
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trials significantly predicted an increase in SSS scores, ps < .05 (see table 5). Conversely,
it appears that those children exhibiting shorter FRN peak latencies and longer No-go
RTs scored highest on the SSS.
Table 5. Regression effects of FRN and inhibitory control on risk-taking by group.
R
R2
F
df1
df2
p
DV
Model Summary
0.56
0.31
2.65
13.00 76.00
0.00
SSS
b
se
t
p
LLCI ULCI
Model
FRNn latency FCz
0.28
0.29
0.97
0.33
-0.29
0.85
No-go RT
0.27
0.22
1.23
0.22
-0.17
0.72
FRNn X No-go RT
0.01
0.01
0.95
0.34
-0.01
0.02
Children v
10.10
9.56
1.06
0.29
-8.94
29.14
Adolescents (Z1)
Adults v
-5.52
9.12
-0.61
0.55 -23.68 12.65
Adolescents (Z2)
FRNn X Z1
-0.19
0.30
-0.64
0.53
-0.79
0.41
FRNn X Z2
-0.33
0.29
-1.12
0.26
-0.92
0.26
No-go RT X Z1
-0.39
0.23
-1.74
0.09
-0.84
0.06
No-go RT X Z2
-0.43
0.23
-1.84
0.07
-0.89
0.04
FRNn X No-go RT
-0.01
0.01
-1.45
0.15
-0.03
0.00
X Z1
FRNn X No-go RT
-0.01
0.01
-0.81
0.42
-0.02
0.01
X Z2
Internalizing
0.20
0.18
1.14
0.26
-0.15
0.55
Externalizing
0.48
0.20
2.37
0.02
0.08
0.88

Significant
Conditional
Interaction
Significant
Conditional
Effects of
Moderator
Model Summary
Model

ΔR2
0.07

F
3.76

d1
2.00

d2
76.00

p
0.03

Group

b

F

df1

df2

p

Children

0.00

0.34

1.00

76.00

0.00

No-go
RT

Group

b

t

p

LLCI

ULCI

-68.04

Children

0.34

2.27

0.03

0.04

0.64

R
0.60
b

R2

F
3.28
t

df1
13.00
p

df2
76.00
LLCI

p
0.00
ULCI

DV
SSS

0.36
se
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FRNre latency Fz
No-go RT
FRNre X No-go
RT
Children v
Adolescents (Z1)
Adults v
Adolescents (Z2)
FRNre X Z1
FRNre X Z2
No-go RT X Z1
No-go RT X Z2
FRNre X No-go
RT X Z1
FRNre X No-go
RT X Z2
Internalizing
Externalizing

Significant
Conditional
Interaction
Significant
Conditional
Effects of
Moderator

0.26
0.08

0.16
0.13

1.61
0.68

0.11
0.50

-0.06
-0.16

0.57
0.33

0.00

0.00

0.64

0.53

0.00

0.01

11.14

6.45

1.73

0.09

-1.70

23.99

-1.27

5.91

-0.21

0.83

-13.04

10.50

-0.14
-0.21
-0.17
-0.24

0.18
0.17
0.13
0.14

-0.78
-1.27
-1.32
-1.75

0.44
0.21
0.19
0.08

-0.49
-0.54
-0.43
-0.52

0.21
0.12
0.09
0.03

-0.01

0.00

-1.45

0.15

-0.01

0.00

0.00

0.00

-0.37

0.71

-0.01

0.01

0.32
0.47
ΔR2
0.08

0.17
0.19
F
4.55

1.83
2.44
d1
2.00

0.07
0.02
d2
76.00

-0.03
0.09
p
0.01

0.66
0.85

Group

b

F

df1

df2

p

Children

0.00

15.32

1.00

76.00

0.00

No-go
RT

Group

b

t

p

LLCI

ULCI

-68.04 Children
0.31
2.80
0.01
0.09
0.53
FRNn = feedback-related negativity to negative feedback; FRNre = feedback following a
reversal error; amp = amplitude (µV); RT = reaction time; SSS = Sensation-seeking
Scale.

3.3.2.2. Reward sensitivity, behavioral inhibitory control, and behavioral risk-taking
Within the adolescent group, FRN amplitudes and RTs during No-go trials
significantly predicted the number of pumps during the BART task (total and adjusted
number of pumps), p < .05 (see table 6). Specifically, reduced FRN amplitudes and
shorter RTs interacted to predict a decrease in risk-taking during the BART. Conversely,

76

those who expressed both an enhanced FRN and quicker No-go RTs appeared to engage
in the most risk-taking.
Similarly, within the adult group, FRN amplitudes and No-go RTs interacted to
predict the number of pumps during the BART (total and adjusted number of pumps), p <
.05 (table 6). Here, reduced FRN amplitude response and shorter RTs predicted a
decrease in pumps to inflate the balloon during the BART. Conversely, those who
expressed both an enhanced FRN and longer No-go RTs appeared to engage in increased
risk-taking.
Together, these findings partially support the hypothesis predicting the
moderating role of inhibitory control ability in the relation between reward sensitivity and
risk-taking. While inhibitory control did moderate this relation, the current findings
suggest that reduced sensitivity to reward (more positive FRN) may aid in reducing risky
behavior when inhibitory control is low (i.e., shorter No-go RTs).
Table 6. Regression effects of FRN and inhibitory control on risk-taking by group.
Model
Summary
R
R2
F
df1
df2
p
DV
0.51
0.26
2.09
13.00
76.00
0.02
Pumps
Model
b
se
t
p
LLCI
ULCI
FRNn peak
amp FCz
-24.80
50.79
-0.49
0.63
-125.96
76.36
No-go RT
-2.75
2.65
-1.04
0.30
-8.03
2.53
FRNn X Nogo RT
4.89
1.69
2.89
0.01
1.52
8.26
Children v
Adolescents
(Z1)
-104.77
155.31
-0.67
0.50
-414.10
204.55
Adults v
Adolescents
(Z2)
124.84
136.68
0.91
0.36
-147.38
397.05
FRNn X Z1
50.10
65.42
0.77
0.45
-80.19
180.39
FRNn X Z2
-17.69
62.66
-0.28
0.78
-142.49
107.11
No-go RT X
4.58
2.77
1.65
0.10
-0.93
10.10
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Z1
No-go RT X
Z2
FRNn X Nogo RT X Z1
FRNn X Nogo RT X Z2
Internalizing
Externalizing

Significant
Conditional
interaction
Significant
Conditional
Effects of
Moderator

Model
Summary
Model
FRNn mean
amp FCz
No-go RT
FRNn X Nogo RT
Children v
Adolescents
(Z1)
Adults v
Adolescents
(Z2)
FRNn X Z1
FRNn X Z2
No-go RT X
Z1
No-go RT X
Z2
FRNn X Nogo RT X Z1
FRNn X No-

2.06

3.03

0.68

0.50

-3.98

8.09

-5.52

1.73

-3.19

0.00

-8.97

-2.07

-4.01
-2.52
-2.57
ΔR2
0.11

2.04
3.83
4.43
F
5.82

-1.96
-0.66
-0.58
d1
2.00

0.05
0.51
0.56
d2
76.00

-8.08
-10.15
-11.40
p
0.00

0.06
5.11
6.27

Group
Adol

b
4.89

F
8.34

df1
1.00

df2
76.00

p
0.01

No-go
RT
-68.04
68.04

Group
Adol
Adol

b
-357.19

307.60

t
-3.06
2.29

p
0.00
0.02

LLCI
-589.63
40.03

ULCI
-124.76
575.17

R
0.51
b

R2
0.26
se

F
2.10
t

df1
13.00
p

df2
76.00
LLCI

p
0.02
ULCI

DV
Pumps

48.36
-3.78

155.63
2.65

0.31
-1.43

0.76
0.16

-261.61

-9.06

358.33
1.49

9.43

4.39

2.15

0.03

0.68

18.17

-130.41

153.85

-0.85

0.40

-436.82

176.00

112.95
-24.33
-76.11

137.29
160.48
161.20

0.82
-0.15
-0.47

0.41
0.88
0.64

-160.48
-343.96
-397.16

386.38
295.29
244.94

5.64

2.78

2.03

0.05

0.11

11.18

3.40

2.97

1.14

0.26

-2.52

9.32

-9.91
-7.81

4.40
4.54

-2.25
-1.72

0.03
0.09

-18.67
-16.86

-1.14
1.24
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go RT X Z2
Internalizing
Externalizing

Conditional
interaction
Significant
Conditional
Effects of
Moderator

Model
Summary

Model
FRNn peak
amp FCz
No-go RT
FRNn X Nogo RT
Children v
Adolescents
(Z1)
Adults v
Adolescents
(Z2)
FRNn X Z1
FRNn X Z2
No-go RT X
Z1
No-go RT X
Z2
FRNn X Nogo RT X Z1
FRNn X Nogo RT X Z2
Internalizing
Externalizing

Significant

-1.82
-3.40
ΔR2
0.08

3.79
4.41
F
4.14

-0.48
-0.77
d1
2.00

0.63
0.44
d2
76.00

-9.37
-12.19
p
0.02

5.74
5.38

Group
Adol

b
9.43

F
4.61

df1
1.00

df2
76.00

p
0.03

No-go
RT
-68.04
-68.04

Group
Adol
Adults

b
-593.03

p
0.01
0.03

-1004.28

-137.59

t
-2.87
-2.22

R

R2

F

df1

df2

p

5346.00
b

0.29
se

2.34
t

13.00
p

76.00
LLCI

0.01
ULCI

-12.27
-1.56

30.63
1.60

-0.40
-0.98

0.69
0.33

-73.28
-4.74

48.75
1.62

2.96

1.02

2.90

0.00

0.92

4.99

-56.48

93.68

-0.60

0.55

-243.05

130.09

63.38
50.08
0.48

82.44
39.46
37.79

0.77
1.27
0.01

0.44
0.21
0.99

-100.81

-28.50
-74.79

227.57
128.67
75.75

1.34

1.67

0.80

0.43

-1.99

4.67

1.10

1.83

0.60

0.55

-2.53

4.74

-3.10

1.04

-2.97

0.00

-5.18

-1.02

-1.85
-0.62
-3.02
ΔR2
0.11
Group

1.23
2.31
2.67
F
5.89
b

-1.50
-0.27
-1.13
d1
2.00
F

0.14
0.79
0.26
d2
76.00
df1

-4.30
-5.22
-8.35
p
0.00
df2

0.61
3.98
2.31
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LLCI
-260.77

p

ULCI
-181.77
-14.42
DV
Adj
Pumps

Conditional
Interaction
Significant
Conditional
Effects of
Moderator

Model
Summary

Model
FRNn mean
amp FCz
No-go RT
FRNn X Nogo RT
Children v
Adolescents
(Z1)
Adults v
Adolescents
(Z2)
FRNn X Z1
FRNn X Z2
No-go RT X
Z1
No-go RT X
Z2
FRNn X Nogo RT X Z1
FRNn X Nogo RT X Z2
Internalizing
Externalizing

Significant
Conditional
Interaction

Adol

2.96

8.39

1.00

76.00

0.00

No-go
RT
-68.04
-68.04
68.04

Group
Adol
Adults
Adol

b
-213.35
-87.19
188.81

t
-3.03
-2.33
2.33

p
0.00
0.02
0.02

LLCI
-353.54
-161.79
27.42

ULCI
-73.15
-12.59
350.20

R

R2

F

df1

df2

p

0.55
b

0.30
se

2.54
t

13.00
p

76.00
LLCI

0.01
ULCI

DV
Adj
Pumps

33.23
-2.19

92.87
1.58

0.36
-1.39

0.72
0.17

-151.73

-5.34

218.19
0.95

5.77

2.62

2.20

0.03

0.55

10.99

-77.64

91.80

-0.85

0.40

-260.48

105.19

61.98
1.75
-25.23

81.92
95.76
96.19

0.76
0.02
-0.26

0.45
0.99
0.79

-101.18
-188.97
-216.80

225.13
192.47
166.34

2.05

1.66

1.24

0.22

-1.25

5.35

2.16

1.77

1.22

0.23

-1.37

5.69

-5.91

2.63

-2.25

0.03

-11.14

-0.68

-4.06
-0.52
-3.38
ΔR2
0.11

2.71
2.26
2.63
F
6.08

-1.50
-0.23
-1.29
d1
2.00

0.14
0.82
0.20
d2
76.00

-9.46
-5.02
-8.63
p
0.00

1.34
3.99
1.86

Group
Adol
Adults

b
5.77
1.71

F
4.85
6.43

df1
1.00
1.00

df2
76.00
76.00

p
0.03
0.01
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Significant
Conditional
Effects of
Moderator

No-go
RT
Group
b
t
p
LLCI
ULCI
-68.04
Adol
-359.30 -2.92
0.00
-604.69 -113.90
-68.04
Adults -108.26 -2.93
0.00
-181.76 -34.77
FRNn = feedback-related negativity to negative feedback; FRNre = feedback following a
reversal error; amp = amplitude (µV); RT = reaction time; Adj = adjusted number of
pumps during the BART; adol = adolescents.
3.3.2.3. Reward Sensitivity, reported inhibitory control and risk-taking
Scores on the inhibitory subscale of the Rothbart Temperament Questionnaires
did not moderate the relation between FRN response and risk-taking across groups, ps >
.05. This finding did not support the hypothesis that scores in the Rothbart Temperament
Questionnaire inhibitory control subscale would moderate the relation between reward
sensitivity and risk-taking in such a way that those who express reduced FRN responses
and lower trait inhibitory control scores would display the most risk-taking behavior.
3.3.3. Aim 3c: Examine inhibitory control in relation to baseline RSA activity.
Partial correlation controlling for internalizing and externalizing scores revealed
no significant associations between inhibitory control, including performance-based and
neural measures, and baseline RSA across groups, ps < .05 (see table 7). These findings
did not support the hypothesis predicting that lower RSA values would be associated with
poorer inhibitory control ability.
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Table 7. Partial correlations between inhibitory control measures and RSA.
Adolescents Children Adults
RSA
No-go r
-.217
.079
.242
RT
p
.640
.728
.075
df
5
20
53
No-go r
.347
.051
-.041
errors p
.446
.823
.767
df
5
20
53
N2
r
-.356
.384
-.187
mean
p
.433
.078
.172
amp
df
5
20
53
N2
r
-.267
.404
-.157
peak
p
.563
.062
.252
amp
df
5
20
53
N2
r
-.233
-.139
.165
latency p
.615
.538
.227
(ms)
df
5
20
53
Amp = Amplitude (µV); RT = reaction time; ms = milliseconds; RSA = Respiratory
Sinus Arrhythmia (m2).
Regression analysis was used to understand the relation between inhibitory
control during a Go/No-go task and baseline RSA activity across age groups. The overall
model RSA X Group significantly predicted N2 amplitudes (see table 8). Specifically,
within the child group, RSA values significantly predicted an increase in N2 amplitude
response such that those children who expressed higher RSA values exhibited a reduced,
more positive N2 response. This finding partially supports the hypothesis predicting that
lower RSA will be associated with lower inhibitory control (i.e., enhanced N2), such that
here, those with higher RSA indicative of better self-regulatory processes exhibited a
reduced N2 response indicative of better inhibitory control processes.
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Table 8. Regression effects of RSA on N2 amplitudes by group.
Model Summary

R2

R
0.55

Model
RSA
Children v Adolescents
(W1)
Adults v Adolescents
(W2)

b

df1
5.17

t

7.00
p

df2
82.00

p

DV
N2 peak
0.00 amp

LLCI ULCI

-1.72

3.02

-0.57

0.57

-7.73

4.29

-2.84

2.01

-1.41

0.16

-6.85

1.16

4.36

1.73

2.52

0.01

0.92

7.80

3.81

3.13

1.22

0.23

-2.42

10.05

1.28

3.08

0.42

0.68

-4.84

7.41

-0.08

0.06

-1.43

0.16

-0.19

0.03

0.07

0.06

1.17

0.25

-0.05

0.20

RSA X W2

Externalizing
ΔR2

F
0.05

Significant
Conditional Effects of
Moderator

0.31
se

RSA X W1

Internalizing

F

Group

d1

3.21

b

d2

2.00 82.00

t

p

p
0.05

LLCI ULCI

Children 2.09
2.49 0.01
0.42
Amp = amplitude (µV); RSA = Respiratory Sinus Arrhythmia (m 2).

3.76

4. Discussion
The current paper sought to a) examine age-related differences in reward
sensitivity, risk-taking, and inhibitory control and b) examine the impact of individual
differences in inhibitory control and self-regulation on the relation between reward
sensitivity and risk-taking across age. In addition to behavioral and questionnaire
measures, autonomic indices of self-regulation, as well as reward- and control-related
ERP measures were recorded to assess biological factors that contribute to increased risk-
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taking. The current paper saw evidence for age-related differences across a variety of
domains when examining risk-taking and inhibitory control, as well as evidence for the
moderating role of inhibitory control in the relation between reward sensitivity and risktaking.
4.1. Reward- and control related neural activity
Age-related differences were observed in the neurocognitive measure of reward
sensitivity, specifically in response to negative feedback during reversal error trials (i.e.,
punishment). Response to negative feedback during reversal error trials seems to exhibit
a quadratic pattern across age, with adolescents expressing the most enhanced response
(peak and mean) compared to adults and children during these trials. During these trials,
the previously rewarded pattern is no longer rewarded thus resulting in a reward
prediction error (RPE). This seems to be in line with prior research showing enhanced
FRN amplitudes in response to unexpected loss versus gains among typically developing
adolescents (Crowley et al., 2009). Additionally, as this was only seen among the
adolescent sample, this may suggest an amplified response to reward-loss compared to
children and adults, which may help to explain the increased engagement in risky
behavior as teens try to satiate their appetite for reward. Furthermore, it has been
suggested that a dip in dopamine activity is seen when an expected reward is not received
(Holroyd & Coles, 2002; McClure et al., 2003). This increase in FRN response on
reversal error trials could be reflective of such activity and exaggerated in adolescents.
Neurocognitive measures revealed the expected linear pattern of inhibitory
control. With age, N2 response was seen to decrease, indicative of a maturing cognitive
control system (Casey et al., 2008; Steinberg, 2007b). Previous developmental research
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has shown that youth perform significantly worse during inhibitory control tasks than
adults, particularly on trials where response inhibition is required, resulting in increased
N2 response (Johnstone et al., 2005; Jonkman, 2006).
4.1.1. Reward- and control related neural activity and risk-taking
No evidence was observed for an adolescent-specific peak in sensationseeking. Conversely, the current study saw a U-shaped pattern of sensation-seeking, with
adolescents reporting the lowest levels of sensation-seeking behaviors. The average age
of the adolescent sample was fairly young (~13 years) and may better be considered
“early adolescents”, as such we might not capturing the peak of risk-taking. As noted
earlier, previous work has suggested that sensation-seeking is relatively low in earlyadolescence, and Steinberg (2010) suggests that the period middle adolescence (~14 to 15
years) is better characterized as reward-seeking.
In contrast to the dual systems perspective, the current study saw a linear increase
in behavioral risk-taking. A meta-analysis of the BART suggests increased risk-taking
during late-adolescence to early adulthood relative to early-adolescence which is better
associated with increased impulsivity and lower sensation-seeking (Lauriola et al., 2014).
The adolescents in the sample were approximately 13 years of age, and therefore we may
have more appropriately captured the period “early adolescence” in the study.
Additionally, the sample of adults in the current paper is of college-age, approximately
21 years old, a population that may better be considered “emerging adults”. Research
examining real-world risk-taking has shown that compared to adolescents (early and midto-late adolescents), emerging adults engage in more substance use (Loeber, Farrington,
& Petechuk, 2013). As the BART has been seen to be representative of real-world risk-
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taking (Lejuez et al., 2002), the sample of adults may find themselves in a position to be
more exposed to the opportunity to engage in risky situations given their context
compared to the adolescents.
The N2 response elicited during the Go No-go task interacted with FRN to predict
risky behavior within the adult group. Here, a reduced neural response to negative
feedback after the commission of a reversal error along with an enhanced N2 resulted in a
decrease in self-reported sensation-seeking. Thus, while inhibitory control was low,
having a reduced response to feedback seemed to aid in keeping levels of sensationseeking low.
4.2. Self-regulation
Psychophysiological measures of self-regulation did show a linear trend, opposite
the direction that was predicted. However, while significantly different across age,
previous research has indicated that youth reach adult-like levels of baseline RSA at
approximately 5 years of age, with adults exhibiting mean levels of 5.81 (Bornstein &
Suess, 2000). As baseline RSA is reflective of the PNS’ capacity to react, the differences
expressed in the current study may indicate differences in the necessary levels needed to
self-regulate. Youth may require may effortful self-regulation compared to adults.
4.2.1. Reward-related neural activity and self-regulation on risk-taking
Individual differences in the psychophysiological index of self-regulation did not
appear to moderate the relation between reward sensitivity and risk-taking. As noted
earlier, while age-related differences were observed, mean levels of RSA in the current
sample yielded adult-like values (adults: 5.85; adolescents: 6.42; children: 7.20). Low
variability within each age group (variance adults: 6.23; adolescents: .27; children: 1.34 )
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suggests that the majority of the sample expressed adult-like values, and it, therefore,
may have been difficult to capture individual differences.
4.3. Inhibitory control
Overall, the current study saw evidence for a linear pattern across development,
with inhibitory control improving between childhood and adulthood. This was seen
across reported, and behavioral, performance-based inhibitory control. This in line with
the dual systems perspective which postulates the linear increase in inhibitory control
ability. However, while differences were not significant, means suggested a U-shaped
pattern specifically for No-go RTs and reported inhibitory control. This pattern may
suggest that youth may still be determining whether inhibition is required even when it is
not, while the dynamic changes occurring in the reward processing system during
adolescence may make it challenging for adolescents to reliably inhibit response.
4.3.1. Reward-related neural activity and performance-based inhibitory control on risktaking
While inhibitory control was assessed both behaviorally and via self- and
parental-report measures, the current paper found that only behavioral interacted with
reward sensitivity to predict risk-taking. The internal consistency for the reported trait
inhibitory control measures was low, with alphas ranging between .22 and .57, suggesting
that these items may be poorly measuring inhibitory control.
Performance on the Go/No-go task, particularly reaction time during No-go trials
where response was unsuccessfully inhibited, interacted significantly with the FRN (i.e.,
reward-sensitivity) to predict risk-taking across all the groups in the sample. Within
adolescents and adults, those who exhibited quicker reaction times during No-go trials
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and a reduced response to negative feedback engaged less risk-taking behavior during the
BART. Such findings suggest that among those individuals with poor inhibitory control,
differences in reward sensitivity, specifically low reward sensitivity, may contribute to
the rate of engagement in risky activities, as interest in the associated rewards may be
low.
Among children, however, reduced reward sensitivity did not seem to buffer the
effects of poor inhibitory control in regards to risk-taking. Those children expressing
shorter reaction times on No-go trials and longer FRN peak latencies during negative
feedback (including reversal errors) self-reported higher SSS scores. With developmental
changes in reward processing not occurring until adolescence, and cognitive control still
developing, this may suggest an overall reduced attentional salience to reward in
children. As such, reduced sensitivity to reward may not be as beneficial for reducing
risk-taking behavior during childhood as it is for adolescents and adults.
4.3.2. Control-reward neural activity and autonomic self-regulation
The current study saw an association between autonomic self-regulation
and neurocognitive control-related processes. Specifically, within the child group, those
children who expressed higher RSA values exhibited a reduced, more positive N2
response (i.e., better inhibitory control processes). However, there is previous research to
suggest the association between reduced N2 response and risky behaviors such as alcohol
use (Pandey et al., 2012) and cigarette smoking (Buzzell, Fedota, Roberts, & McDonald,
2014). This work suggests that a reduced, more positive N2 response may be associated
with poorer inhibitory control ability. Building off of such work, the current finding thus
suggests the association between better self-regulatory (RSA) processes and poorer
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inhibitory processes (reduced N2) in children. Furthermore, there is evidence to suggest
that RSA becomes adult-like around ~5 years of age, while inhibitory control processes
have been seen to improve between childhood and adulthood. With the current sample of
children ranging from 7 to 9 years of age, it may be fair to assume that self-regulation
indexed via RSA may be at adult-like levels, while the cognitive control processes that
govern inhibition may still be developing.
5. Limitations, Conclusions, and Future Directions
The current paper sought to examine age-related differences in reward sensitivity,
risk-taking, and inhibitory control (see Methods chapter table 1 for the full list of
measures). While we did see evidence for age-related differences, utilizing a crosssectional design, these findings should be interpreted with caution, as we cannot
guarantee that these differences are purely developmental, but rather could be due to
cohort or related effects. Future work seeking to better understand the developmental
trajectory and interplay of these constructs at multiple levels of analysis should consider
longitudinal research.
Results from the current paper saw evidence in line with and in contrast to the
dual systems model. Neurocognitive measures of reward sensitivity appeared to follow
the predicted inverted U-shaped pattern across age, displaying an adolescent-specific
peak. Behavioral measures of risk-taking increased linearly over time, while a U-shaped
pattern was seen for self-reported sensation-seeking with adolescents reporting the lowest
levels. Behavioral and reported measures of inhibitory control appeared to display an
adolescent-specific dip, while neurocognitive measures seemed to follow a
developmental trajectory. As noted earlier, the adolescent sample may be considered
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“young” and we, therefore, may not be most appropriately capturing the most “risky”
period during adolescence. Future research should consider focusing on the midadolescent (~14-15 years) period to better capture the peak of risk-taking and sensationseeking behavior.
While the current paper saw evidence for the moderating role of inhibitory control
in the relation between reward sensitivity and risk-taking, the results suggest the
importance of considering individual differences in sensitivity to reward in addition to
inhibitory control when examining risk-taking behavior. Reward sensitivity may serve to
reduce engagement in risk-taking behavior among individuals with low inhibitory
control, particularly among adolescents and adults. However it is important to note that
the adolescent sample size was low (n = 9), and it is unclear whether current findings
would hold given a larger sample size, though given previous research, we would
anticipate stronger relations between reward-sensitivity and inhibitory control. Future
work should include a more robust sample size to assess age-related differences.
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IV. Individual Differences in Risk-taking, Self-Regulation, and Inhibitory Control
in Adults
Abstract
Definitions of risky behavior emphasize an opportunity for gaining reward at the cost of
some potential, unwanted consequence. However, there is great variability in the
engagement of risky behavior. The current study examined reward- and control-related
processing spanning multiple domains including self-report, behavioral, neural, and
autonomic indices to better understand how individual differences may relate to risktaking behavior. To do this, 57 adults completed a reversal learning task and a go/no-go
task while EEG was collected to assess neural measures of reward sensitivity (FRN) and
inhibitory control (N2), respectively. Self-regulation was assessed via respiratory sinus
arrhythmia (RSA). Participants were administered the Balloon Analogue Risk Task to
assess performance-based risk-taking, and completed the Sensation Seeking Scale, the
Adult Temperament Questionnaire, and the Adult Behavioral Checklist. Results from
neurocognitive measures of reward sensitivity (FRN) and inhibitory control (N2) suggest
that increased risk-taking is associated with enhanced FRN response but reduced N2
response. Those with lower RSA reported higher levels of sensation-seeking behavior.
Poor behavioral inhibitory control was related to increased attentional salience to reward
(shorter FRN peak latencies). Furthermore, the interaction between FRN and inhibitory
control measures predicted a decrease in risk-taking. Here, individual differences in
reward sensitivity appeared to serve as a protective factor against increased levels of
behavioral-based risk-taking and sensation-seeking when inhibitory control is low.
KEY WORDS: Risk-taking, Reward sensitivity, Inhibitory control, RSA, FRN, N2
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1. Introduction
1.1 Risk-taking
Risk-taking is described as the engagement in behaviors with subjectively high
desirability, however, associated with some probability of undesirable, negative outcomes
(Boyer, 2006; Burnett et al., 2010). The preference for low probability actions resulting
in big gains over high probability actions resulting in low gains (Fryt et al., 2017), is also
emphasized. These negative consequences can include substance use and/or abuse,
accidents, HIV/AIDS, incarceration, and even death. However, the concept that some
individuals are more inclined to participate in such risky behaviors is not new. In
particular, studies have examined how factors such as personality traits like extraversion
(Smillie, Cooper, & Pickering, 2011), sensation-seeking (Curran et al., 2010; Xu et al.,
2019) and impulsivity (Romer, 2010), as well as cognitive control (Youssef et al., 2016)
and self-regulatory processes (Magar et al., 2008) relate to risk-taking. Overall, evidence
from the literature suggests a positive relation with personality traits such that increased
sensation-seeking and/or impulsivity is linked to increased risk-taking (Lauriola et al.,
2014), and a negative relation with cognitive control such that better control-related
abilities are associated with less risk-taking (Pharo et al., 2011).
The use of self-report measures examining such personality traits like the
Sensation Seeking Scale (SSS; Zuckerman, 1994; Brief Sensation Seeking Scale; BSSS;
Hoyle, Stephenson, Palmgreen, Pugzles, & Donohew, 2002) have associated higher
scores with greater sensation-seeking (Collado, Felton, MacPherson, & Lejuez, 2014;
Steinberg, Albert, et al., 2009), with these scores indicating real-world behavioral risktaking (for examples see: Hansen & Breivik, 2001; MacPherson, Magidson, Reynolds,
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Kahler, & Lejuez, 2010; Primi, Narducci, Benedetti, Donati, & Chiesi, 2011).
Specifically, such traits have been seen to be associated with performance on the Balloon
Analogue Risk Task (BART; Lauriola et al., 2014; Lejuez et al., 2002). The BART has
been identified as a valid measure of behavioral risk-taking and has been seen to be
correlated with real-world risk-taking (Schonberg, Fox, & Poldrack, 2011). The number
of pumps to inflate the balloon to increase reward value has been seen to be related to
substance use including smoking and drinking, risky sexual behavior, and stealing
(Lejuez et al., 2007, 2004),
1.1.2. Reward Sensitivity
Rewards play an important role in shaping behavior (McClure et al., 2004) and
sensitivity to such rewards may impact engagement in risk behavior. Recently, reward
sensitivity has been measured by examining feedback-related negativity (FRN), an eventrelated brain potential (ERP) elicited by reward gain versus loss (Gehring & Willoughby,
2002). In brief, the FRN is a medial frontal deflection observed at approximately 200-300
ms following feedback (Moser & Simons, 2009) (For a detailed overview of the FRN, see
Chapter 1, section 5). The evaluation of feedback or feedback processing is influenced by
midbrain dopamine activity in response to events with some rewarding value (Zottoli &
Grose-Fifer, 2012). The FRN is thought to be associated with activity underlying rewardrelated neural structures, particularly the ventral striatum (VS), and reflective of a
decrease in the dopaminergic response when outcomes are worse than expected
(Hämmerer et al., 2011; Holroyd & Coles, 2002). As such, the FRN has been seen to be
larger in response to negative feedback (Xu et al., 2018), non-reward (Bellebaum et al.,
2010), as well as to unexpected loss versus gains (Crowley et al., 2009). Because of its
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sensitivity to expected reward outcomes, examining the FRN allows for the detection of
the salience of actual and expected outcomes during the receipt of performance feedback
(i.e., reward processing; Cools, Clark, Owen, & Robbins, 2002; Moser & Simons, 2009).
Furthermore, the FRN has been seen to be correlated with both behavioral and self-report
measures of reward sensitivity, such that enhanced FRN was associated with increased
reward sensitivity (Bress & Hajcak, 2013).
1.2. Inhibitory Control
Inhibitory control has commonly been measured using speeded response tasks
such as the Go/No-go task as it challenges an individual’s ability to inhibit response.
Response inhibition is the ability to withhold a response by stopping a response before or
after its initiation (Wright, Lipszyc, Dupuis, Thayapararajah, & Schachar, 2014). Poor
inhibitory control is thought to contribute to involvement in risky behavior, such as
substance use (Riggs et al., 2016). For example, in a group of adolescents, smokers were
seen to commit more No-go errors than nonsmokers (Yin et al., 2016).
1.2.1. The N2 Component
Inhibitory control has also been widely examined by measuring neural activity to
response inhibition (Abdul Rahman et al., 2017; Bokura et al., 2001; Pires, Leitão,
Guerrini, & Simões, 2014; Sehlmeyer et al., 2010). This ERP is a frontocentral negative
deflection peaking between 200 and 500 ms after stimulus onset (Abdul Rahman et al.,
2017; Folstein & Van Petten, 2008) has been seen to be related to activity in the
prefrontal cortex (PFC) and the anterior cingulate cortex (ACC; Cools et al., 2002; Zhang
& Lu, 2012). Research has shown greater, more negative amplitudes, and longer latencies
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on no-go compared to go trials (Abdul Rahman et al., 2017; Baumeister et al., 2014;
Johnstone et al., 2005; Zhang & Lu, 2012), indicative of greater response inhibition.
Previous research has demonstrated a link between the N2 response to inhibition
and risky behavior. A recent systematic review on substance use and inhibitory control in
adults suggests lower, more positive N2 amplitudes during no-go trials compared to
healthy controls (Luijten et al., 2014). Additionally, using a stop-signal task, O’Halloran
and colleagues (2020) found larger, more negative N2 amplitude associated with both
successful stop and unsuccessful stop trials to be predictive of higher alcohol in adults.
1.2.2. Self-regulation
Self-regulation is the ability to control, modify, and adapt one’s emotions,
impulses, or desires (Murtagh & Todd, 2004), and can be conceptualized as “exertion of
control over the self by the self” (Muraven & Baumeister, 2000). Previous studies have
suggested that individual differences in self-regulation abilities may help to explain
participation in activities with unfavorable outcomes (Magar et al., 2008), such as risky
sexual behaviors including the number of sexual partners and condom/contraceptive use
(Moilanen, 2015) and substance use (Poon et al., 2016). Individuals with poorer selfregulation skills are more likely to participate in increased risk-taking behaviors such as
cigarette smoking, become involved in alcohol-induced problem behaviors, and are more
likely to over-emphasize the benefits of engaging in risky behaviors (Murtagh & Todd,
2004). Additionally, poor self-regulation has also been associated with lower income and
educational attainment in adulthood (Mcclelland et al., 2018).
Self-regulation has been linked to a physiological measure of parasympathetic
activity (respiratory sinus arrhythmia; RSA; Porges, 2007). RSA is the variation in heart
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rate that occurs naturally during the breathing cycle and such breathing is indicative of
vagal control of the heart (Hering, 1910; Porges, 2007). RSA functions to regulate
cardiac activity by increasing or decreasing arousal in the face of stressful situations
(Porges, 2007). Here, higher RSA functions to help individuals approach situations
calmly, while lowered RSA aids in increasing attention to events that pose a threat.
Suppressing reactivity (higher RSA) during stressful situations is associated with better
outcomes later in life (Calkins, 1997). Individual differences in RSA have been linked
with regulatory behavior during situations where coping or emotional and behavioral
regulation is required (Calkins & Keane, 2004; Cui et al., 2015), as well as cognitive
flexibility (Johnsen et al., 2003). Reduced RSA has been linked to various forms of
psychopathology such as attention deficit hyperactivity disorder (ADHD; Tenenbaum et
al., 2017), and anxiety (Greaves-Lord et al., 2010), as well as substance use disorders
(Brody, Krause, Veit, & Rau, 1998; Ingjaldsson, Laberg, & Thayer, 2003).
1.3. The Current Study
The current paper sought to examine the influence of reward sensitivity and
inhibitory processes on risk-taking. Using self-reported, behavioral, psychophysiological,
and neural measures of risk-taking and inhibitory control, the goal of the current paper is
to better understand the role of individual differences in each of these factors contributes
to risk-taking propensity. Overall, we expect that those individuals with better inhibitory
control will exhibit the least amount of risk-taking (Methods chapter, table 1 for the full
list of measures). Additionally, we anticipate that inhibitory control ability will moderate
the relation between reward sensitivity and risk-taking behavior. Throughout the current
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paper, risk-taking is defined broadly and encompasses self-reported and performancebased measures.
Aims
Aim 1: Examine reward- and control related neural activity. Examine neural activity in
relation to risk-taking. Hypothesis: Increased FRN and N2 amplitudes will be associated
with increased risk-taking. N2 amplitude will moderate the relation between the FRN and
risk-taking such that those with ERP indexes of increased reward sensitivity and
inhibitory control will display the greatest amount of risk-taking behavior.
Aim 2: Examine self-regulation in relation to risk-taking propensity. Examine the
relation between electrophysiological responses to reward sensitivity and self-regulation
and risk-taking. Hypothesis: It is expected that self-regulation measured via baseline RSA
will moderate the relation between reward sensitivity and risk-taking such that those
individuals who exhibit enhanced FRN response during negative feedback trials of the
reversal learning task and poorer self-regulation will exhibit more risk-taking behavior.
Aim 3: Examine individual differences in inhibitory control. 3a: Examine inhibitory
control in relation to reward sensitivity and risk-taking. Hypothesis: It is predicted that
lower inhibitory control ability will be related to increased reward sensitivity as well as
increased risk-taking. It is also expected that inhibitory control will moderate the relation
between reward sensitivity and risk-taking, such that those who exhibit enhanced FRN
responses and poorer inhibitory control (i.e., more No-go errors, shorter No-go RTs, low
trait scores) will engage in the most risk-taking. 3b: Examine inhibitory control during a
Go/No-go task in relation to baseline RSA activity. Hypothesis: Those who exhibit poor
self-regulation via lower RSA will have lower levels of inhibitory control, displaying

97

more negative N2 amplitudes during No-go trials compared to those who exhibit higher
levels of self-regulation. Additionally, lower RSA values will be associated with poorer
performance-based inhibitory control during the Go/No-go task.
2. Methods
All methods are relevant to this study are described here in brief. See the Methods
chapter for a more detailed overview.
2.1. Participants
A total of 57 adults (48 = female) 18 years of age and older provided data for the
current study. All participants identified as typically developing, with no history of
neuropsychological, emotional, or behavioral disorders.
2.2. Measures
2.2.1. The Adult Behavioral Checklist
To identify problematic internalizing and externalizing symptomology,
participants completed the Adult Behavioral Checklist (ABCL) self-report form Adult
Self-Report (ASR; Achenback & Rescorla, 2003). This measure generates t-scores for
behavioral problems, internalizing problems, and externalizing problems, and syndrome
subscales assessing anxious/depressed, withdrawn/depressed, somatic complaints, social
problems, thought problems, attention problems, aggressive behavior, and rule-breaking
behaviors. The current study used internalizing and externalizing t-scores. For the current
sample, the average score for both internalizing and externalizing symptoms was seen to
be below the subclinical level, 47.50 (SD = 11.42) and 45.45 (SD = 9.77), respectively.
T-scores from these scales will be used as control variables to ensure significant findings
were independent of differences in these symptomologies.
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2.2.2. Measures of Risk-taking, Sensation-seeking, Reward Sensitivity
2.2.2.1 The Balloon Analogue Risk Task
The Balloon Analogue Risk Task (BART) was administered to assess real-world
risk-taking (Lejuez et al., 2002). During the task, participants were presented with a
balloon in the center of the screen that could be pumped up via a button press.
Participants were told that the object of the game was to inflate the balloon as big as they
could to earn as many points as they could before the balloon pops and told that the
balloon could pop at any time. Participants could “bank” their points at any time to keep
their points however would lose their points for that trial if the balloon popped. Measures
of risk-taking serving as a dependent variable include the total number of pumps, total
number of pop trials as well as the adjusted number of pumps which exclude pop trials
(i.e., the number of pumps on each balloon when points were collected; Lejuez,
Simmons, Aklin, Daughters, & Dvir, 2004). Here, higher number of pumps/pops is
indicative of higher risk-taking propensity.
2.2.2.2. The Probabilistic Reversal Learning Task
Probabilistic reversal learning involves adapting behavior to suppress rewardrelated responding in accordance with changing reward contingencies (Cools et al., 2007;
Hauser et al., 2015). During the task, participants were presented with two Hiragana
characters on either side of a central fixation and told that one pattern was the correct
pattern and one was the incorrect pattern. A green smiley face appeared when they chose
the correct pattern, and a red sad face followed the selection of the incorrect pattern.
After reaching an accuracy criterion, the rule changes, and the opposite pattern was
rewarded. Response to negative, and reversal error trials were extracted and used as
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predictor variables representing reward-sensitivity. The number of reversal errors
committed was quantified as the ability to adapt to changing reward contingencies.
2.2.2.3. The Zuckerman Sensation-seeking Scale
To measure sensation-seeking, The Zuckerman Sensation Seeking scale (SSS;
Zuckerman, Eysenck, & Eysenck, 1978) was administered. This 40-item measure uses a
forced-choice format, presenting participants with two scenarios of which they must
choose the one that most closely describes their likes or the way they feel. Higher scores
are indicative of increased sensation-seeking.
2.2.3. Measures of Inhibitory Control
The Go/No-go task was administered to measure inhibitory control. Participants
were presented with a series of forest and jungle animals and instructed to respond by
pressing a single button on a button box whenever an animal appeared on the screen (Go
trials), however, were to withhold from responding whenever an orange orangutan
appeared on the screen instead (No-go trials). Specifically, reaction times (RT), and the
number of errors committed during No-go trials (responses that were not successfully
withheld) was extracted and used as an index of inhibitory control.
2.2.3.2 The Adult Temperament Questionnaire
Inhibitory control was assessed using the Rothbart Adult Temperament
Questionnaire short form (ATQ; Derryberry & Rothbart, 1988; Evans & Rothbart, 2007).
The inhibitory sub-construct, consisting of 7 items, was utilized for analysis (ATQ IC).
Cronbach’s alpha: .22.
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2.3. Psychophysiological Data Acquisition
2.3.1. Respiratory Sinus Arrhythmia
Implicated as a measure of parasympathetic-linked cardiac activity associated
with self-regulation (Beauchaine et al., 2001), respiratory sinus arrhythmia (RSA) was
acquired during a 2-minute rest period prior to the start of the BART. Disposable
silver/silver chloride electrodes were placed on participants in an electrocardiogram
(ECG) configuration. Mean resting RSA was estimated based on the first two 60-second
epochs collected during the 5-minute rest period. Lower RSA scores indicate
parasympathetic withdrawal (i.e., more arousal).
2.3.2. EEG Data Acquisition
Continuous EEG was recorded during the Probabilistic Reversal Learning task
and the Go No-go task. To do so, participants were fitted with a 64-channel high-density
array HydroCel Geodesic Sensor net (EGI Inc., Eugene, OR). Electrode sensors were
positioned in a regular pattern across the whole head. All impedances were kept below 50
KΩ before recording was started.
2.3.2.1. The FRN
Continuous EEG which was collected during the probabilistic reversal learning
task was segmented into -200 ms to 500 ms feedback-locked epochs. Trials for each type
of feedback – positive, negative, and negative feedback following a reversal error – were
averaged for each participant. Mean and peak amplitude response to negative (FRNn), as
well as negative feedback after reversal error trials (FRNre) were extracted from the
midline sites Fz, FCz, and Cz, where the FRN has typically been seen to be maximal
(Walsh & Anderson, 2012). The FRN was quantified as the most negative peak 200 to
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350 ms post-feedback, and means, peaks, as well as peak latencies were extracted for
analysis.
2.3.2.2. The N2
Continuous EEG was collected during the Go No-go task and then segmented into
stimulus-locked epochs -200 ms to 500 ms. Go and No-go trials were averaged for each
participant. Mean and peak amplitude response during both Go and No-go trials were
extracted from Fz. The N2 component was quantified as the most negative peak 200 to
400 ms post-stimulus, and means, peaks, as well as peak latencies were extracted for
analysis.
2.4. Statistical Analysis Plan
Internalizing and externalizing T-scores from the ABCL ASR were entered as
control variables for all analyses to ensure significant findings were independent of
differences in these symptomologies. Partial correlation analysis was used to examine the
relation between risk-taking, reward sensitivity, and inhibitory control measures (see
Methods section Table 1 for the full list of variables used). To further understand the
relation between reward sensitivity (FRN response) and inhibitory control on risk-taking
behavior, hierarchical linear regressions were conducted using measures of inhibitory
control as possible moderators. On step 1, internalizing and externalizing T-scores from
the ASR were entered as covariates. Main effects were examined on step 2, with the
corresponding two-way interaction terms of reward sensitivity by inhibitory control were
entered on step 3 with risk-taking as the dependent variable. Continuous variables were
mean-centered prior to interaction analysis. Along with variables representing inhibitory
control, the number of reversal errors made during the probabilistic reversal learning task
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was also entered as a possible moderator. Post-hoc power analysis indicated that the
power to detect a medium effect (.15) at the .05 level was .54 for the overall regression
model in the prediction of risk-taking (G*Power 3.1.9.2; Faul, Erdfelder, Buchner, &
Lang, 2009). To overcome missing data, multiple imputation methods were used.
Missing data ranged from 10 to 29% at 5% missingness or more across all variables in
the study. All analyses were conducted using IBM SPSS Statistics version 23.0 and the
macro-program PROCESS 3.5 model 1 (Hayes, 2017).
Table 1. Means and standard deviations of behavioral and psychophysiological data.
M (SD)
RSA

5.84(1.01)

Sensation-Seeking Scale

43.11(15.28)

The BART
Total number of pumps

843.51(315.20)

Adjusted pumps

625.82(195.90)

Total pop trials

8.52(3.66)

Number of Reversal Errors

46.79(33.59)

Rothbart Inhibitory Control

4.46(.88)

Go No-go Task Performance
Go RT (ms)

394.03(38.71)

No-go RT (ms)

329.167(34.15)

Number of No-go errors

14.60(5.72)

M = mean; SD = standard deviation; RSA = Respiratory Sinus Arrhythmia (m 2); RT =
reaction time; ms = milliseconds.

103

Table 2. Descriptive Statistics for FRN response.
M
SD
M
SD
Mean Amplitude Fz
Mean Amplitude FCz
(µV)

FRNn 0.63
1.96
FRNre 1.40
2.83
Peak Amplitude Fz

M
SD
Mean Amplitude Cz

(µV)

0.55
1.20
1.19
1.93
Peak Amplitude FCz

(µV)

(µV)

0.37
1.27
0.93
3.00
Peak Amplitude Cz

(µV)

(µV)

FRNn -1.08
2.04
-0.92
1.32
-1.02
1.38
FRNre -2.59
3.33
-2.33
2.80
-1.89
3.21
Latency Fz (ms)
Latency FCz (ms)
Latency Cz (ms)
FRNn 251.02
36.70
251.23
30.85
267.34
33.80
FRNre 276.11
43.05
262.25
40.07
268.58
32.99
M = mean; SD = standard deviation; FRNn = feedback-related negativity to negative
feedback; FRNre feedback-related negativity to reversal errors; µv = microvolts; ms =
milliseconds.
Table 3. Descriptive Statistics for N2 response at Fz.
M
SD
M
SD
Mean Amplitude (µV) Peak Amplitude (µV)

M
SD
Latency (ms)

No-go
-5.33
2.60
-7.97
2.76
284.35
Go
-4.75
2.48
-6.96
2.68
288.32
M = mean; SD = standard deviation; µv = microvolts; ms = milliseconds.

41.17
35.12

Figure 1. Grand averaged feedback-locked waveforms across midline sites Fz, FCz, and
Cz with the time window of interest highlighted.
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Figure 2. Grand averaged stimulus-locked waveforms at Fz depicting the N2 response
during Go and No-go trials with the time window of interest highlighted.

See Table 1 for descriptive statistics for questionnaire, behavioral, and
psychophysiological data. Tables 2 and 3 depicted means and standard deviations for the
FRN and N2, respectively. Figures 1 and 2 display the grand averaged waveforms for the
FRN and N2, respectively.
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3. Results
3.1. Reward- and control related neural activity
3.1.1. Aim 1: Reward- and control-related neural activity and risk-taking
3.1.1.1. FRN and risk-taking
3.1.1.2. Self-reported sensation seeking
Several marginally significant correlations between FRN response and SSS scores
emerged: FRNn (Fz mean amplitude), r = -.242, p = .07, FRNn (Fz peak amplitude), r = .230, p = .09, table 4. These results suggest that as sensation-seeking scores increase,
FRN response becomes more negative. While only seen at the trending level, this
supports the hypothesis predicting the association between enhanced FRN response and
increased risk-taking.
3.1.1.3. Performance-based risk-taking
The number of popped balloons during the BART was seen to be negatively
correlated with FRNn (Cz) mean amplitude, r = -.303, p < .05, such that enhanced FRN
was associated with more popped balloons, table 4. Several marginally significant
correlations were observed: total pumps and FRNn (FCz) mean amplitude, r = -.248, p <
.1. FRNn (Cz) peak amplitude and pop trials, r = -.261, p < .1, and pump trials not
including pops and FRNn (FCz) peak amplitude, r = -.252, p < .1. This supports the
hypothesis predicting the association between enhanced FRN response and increased
risk-taking.
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Table 4. Partial correlations between FRN and risk-taking measures.
Control
BART
Variables
SSS
pops
ASR
internalizing &
externalizing

FRNn Cz

FRNn FCz
Mean
amplitud
e (µV)

FRNn Fz
FRNre Cz
FRNre FCz
FRNre Fz
FRNn Cz
FRNn FCz

Peak
amplitud
e (µV)

FRNn Fz
FRNre Cz
FRNre FCz
FRNre Fz
FRNn Cz
FRNn FCz

Latency
(ms)

FRNn Fz
FRNre Cz
FRNre Fz
FRNre FCz
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BART
adj
pumps

BART
total
pumps

r

0.10

-0.30

-0.15

-0.22

p
r
p
r
p
r
p
r
p
r
p
r
p
r
p
r
p
r
p
r
p
r
p
r
p
r
p
r
p
r
p
r
p
r

0.49
-0.07
0.62
-0.24
0.07†
0.02
0.86
-0.09
0.51
-0.14
0.31
0.14
0.32
-0.06
0.67
-0.23
0.09†
-0.04
0.78
-0.21
0.12
-0.21
0.13
-0.05
0.72
-0.19
0.17
-0.07
0.59
-0.05
0.74
0.05
0.73
0.07

0.03*
-0.22
0.11
-0.09
0.53
0.04
0.79
-0.03
0.81
-0.09
0.51
-0.26
0.06†
-0.20
0.15
-0.07
0.61
0.01
0.96
-0.03
0.81
-0.11
0.43
0.11
0.42
0.11
0.42
-0.11
0.41
0.14
0.32
0.01
0.94
-0.10

0.28
-0.19
0.17
0.09
0.52
-0.06
0.69
-0.13
0.34
0.05
0.73
-0.11
0.43
-0.23
0.09†
0.03
0.82
-0.14
0.30
-0.21
0.13
-0.13
0.33
0.17
0.22
0.13
0.34
-0.10
0.46
-0.03
0.82
-0.12
0.39
-0.15

0.11
-0.24
0.08†
-0.01
0.93
0.01
0.96
-0.11
0.43
-0.02
0.89
-0.19
0.17
-0.24
0.07†
-0.02
0.89
-0.07
0.63
-0.16
0.25
-0.14
0.30
0.19
0.15
0.14
0.29
-0.10
0.47
0.04
0.76
-0.05
0.70
-0.11

p
0.59
0.49
0.28
0.44
SSS = Sensation Seeking Scale; BART = Balloon Analogue Risk Task; adj = adjusted;
ASR = Adult Self-report; µV = microvolts; ms = milliseconds; * = significance of p <
.05; † = indicating p value < .1.
3.1.1.4. N2 and risk-taking
3.1.1.5. Self-reported sensation seeking
No significant associations were seen between N2 response and SSS scores, ps >
.05, see table 5. This finding does not support the hypothesis predicting the association
between enhanced N2 response and increased risk-taking.
3.1.1.6. Performance-based risk-taking
Partial correlation revealed a significant relation between N2 peak amplitudes and
the total number of pumps during the BART, r = .26, p = .05. This suggests that a more
enhanced N2 response is associated with fewer pumps during the BART, therefore not
supporting the hypothesis that a more negative N2 would be associated with increased
risk-taking. No other significant associations were seen between N2 response and
performance on the BART including the number of pops and adjusted number of pumps,
ps > .05, see table 5. This finding does not support the hypothesis predicting the
association between enhanced N2 response and increased risk-taking.
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Table 5. Partial correlations between N2 and risk-taking measures.
Control Variables
N2 mean N2 peak
N2
amplitude amplitude latency
ASR internalizing &
externalizing

SSS

r

-0.06

0.02

0.15

p
0.65
0.89
0.29
BART r
0.16
0.22
-0.13
pops p
0.25
0.11
0.34
BART r
0.11
0.14
-0.06
adj
p
0.40
0.31
0.67
pumps
BART r
0.20
0.26
-0.03
total p
0.13
0.05*
0.85
pumps
SSS = Sensation Seeking Scale; BART = Balloon Analogue Risk Task; adj = adjusted;
ASR = Adult Self-report; amplitude = microvolts (µV); latency = milliseconds (ms).

3.1.1.7. FRN, N2, and risk-taking
The interaction between FRN and N2 response (both mean and peak amplitude)
was seen to significantly predict risk-taking, including SSS scores and performance on
the BART, (see Table 6 for mean amplitude and 7 for peak amplitude).
Enhanced (i.e., more negative) N2 and FRN predicted a decrease in SSS scores,
ps < .05. Specifically, enhanced N2 and reduced FRN mean (Table 6) and peak (Table 7)
amplitude responses predicted a decrease in SSS scores, while those exhibiting both an
enhanced N2 and FRN response appeared to score the highest on the SSS.
Enhanced N2 and FRN response was seen to predict a decrease in the number of
pumps (total and adjusted) on the BART, ps < .05. Specifically, those exhibiting an
enhanced N2 and reduced FRN response engaged in less risk-taking behavior during the
BART. However, those exhibiting both an enhanced N2 and FRN response appear to
engage in the most risk-taking during the BART.
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Together these findings partially support the hypothesis predicting the moderating
role of the N2 component in the relation between reward-related neural activity and risktaking. It was predicted that enhanced N2 activity would interact with enhanced FRN
activity to predict increased risk-taking, however, while this was observed, significant
results suggest that enhanced N2 and reduced FRN response work to predict reduced
risk-taking.
Table 6. Regression effects of FRN and N2 mean amplitude on risk-taking.
Model Summary
R
R-sq
F
df1
df2
p
DV
0.56
0.31
4.63
5
51
0.00 SSS
Model
b
se
t
p
LLCI
ULCI
FRNn Fz mean
-0.52
0.39 -1.32 0.19
-1.31
0.27
amplitude
N2 mean amplitude
0
0.31 -0.01 1.00
-0.63
0.62
FRNn X N2
0.22
0.12
1.88 0.07
-0.02
0.46
ASR internalizing
0.13
0.08
1.65 0.11
-0.03
0.28
ASR externalizing
0.23
0.09
2.55 0.01
0.05
0.42
Significant
Conditional Effects of
Moderator
-1.1
0.43 -2.56 0.01
-1.96
-0.24
Model Summary
R
R-sq
F
df1
df2
p
DV
Total
0.43
0.18
2.27 5.00
51.00
0.06 Pumps
Model
b
se
t
p
LLCI
ULCI
FRNre Cz mean
amplitude
81.33
31.68
2.57 0.01
17.72 144.94
N2 mean amplitude
13.41
16.44
0.82 0.42 -19.59 46.41
FRNre X N2
22.73
8.01
2.84 0.01
6.66 38.80
ASR internalizing
-0.78
4.32 -0.18 0.86
-9.44
7.89
ASR externalizing
-5.16
5.36 -0.96 0.34 -15.93
5.61
Significant
Conditional Effects of
Moderator
-98.92
38.17 -2.59 0.01 -175.54 -22.30
-39.84
20.50 -1.94 0.06 -80.99
1.31
Model Summary
R
R-sq
F
df1
df2
p
DV
Adj
0.41
0.17
2.08 5.00
51.00
0.08 Pumps
Model
b
se
t
p
LLCI
ULCI
FRNre Cz mean
-27.79
12.84 -2.17 0.04 -53.56
-2.02
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amplitude
N2 mean amplitude
FRNre X N2
ASR internalizing
ASR externalizing
Significant
Conditional Effects of
Moderator

13.84
13.31
0.03
-4.75

10.13
5.01
2.70
3.36

1.37
2.66
0.01
-1.41

0.18
0.01
0.99
0.16

-6.49
3.25
-5.40
-11.49

34.18
23.38
5.46
2.00

-62.40
23.90 -2.61 0.01 -110.38 -14.41
-27.79
12.84 -2.17 0.04 -53.56
-2.02
FRNn = feedback-related negativity to negative feedback; FRNre = feedback following a
reversal error; ASR = Adult Self-report form; SSS= Sensation-seeking Scale; Adj =
adjusted.
Table 7. Regression effects of FRN and N2 peak amplitude on risk-taking.
R
Model Summary
R-sq
F
df1
df2
p
0.58
0.34
5.30 5.00
51.00
0.00
Model
b
se
t
p
LLCI
ULCI
FRNn Fz peak amplitude
-0.45
0.36 -1.25 0.22
-1.18
0.27
N2 peak amplitude
0.26
0.28
0.92 0.36
-0.31
0.83
FRNn X N2
0.28
0.11
2.60 0.01
0.07
0.50
ASR internalizing
0.12
0.08
1.60 0.11
-0.03
0.27
ASR externalizing
0.21
0.09
2.37 0.02
0.03
0.39
Significant Conditional
Effects of Moderator
-1.24
0.42 -2.92 0.01
-2.08 -0.39
Model Summary
R
R-sq
F
df1
df2
p
0.55
0.31
4.49 5.00
51.00
0.00
Model
b
se
t
p
LLCI
ULCI
FRNre FCz peak
amplitude
-0.21
0.29 -0.74 0.46
-0.80
0.37
N2 peak amplitude
0.14
0.28
0.51 0.61
-0.42
0.71
FRNre X N2
0.20
0.10
2.06 0.04
0.01
0.40
ASR internalizing
0.13
0.08
1.62 0.11
-0.03
0.28
ASR externalizing
0.24
0.09
2.55 0.01
0.05
0.43
Significant Conditional
Effects of Moderator
-0.78
0.32 -2.44 0.02
-1.42 -0.14
Model Summary
R
R-sq
F
df1
df2
p
0.54
0.29
4.24 5.00
51.00
0.00
Model
b
se
t
p
LLCI
ULCI
FRNre Fz peak
amplitude
-0.40
0.23 -1.74 0.09
-0.85
0.06
N2 peak amplitude
0.05
0.28
0.19 0.85
-0.51
0.61
FRNre X N2
0.14
0.08
1.84 0.07
-0.01
0.29
ASR internalizing
0.11
0.08
1.42 0.16
-0.05
0.27
ASR externalizing
0.25
0.09
2.62 0.01
0.06
0.43
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DV
SSS

DV
SSS

DV
SSS

Significant Conditional
Effects of Moderator
Model Summary

Model
FRNre Cz peak
amplitude
N2 peak amplitude
FRNre X N2
ASR internalizing
ASR externalizing
Significant Conditional
Effects of Moderator
Model Summary

-0.78

0.32 -2.40 0.02
-1.43 -0.13
R
R-sq
F
df1
df2
p
DV
Adj
0.36
0.13
1.52 5.00
51.00
0.20 Pumps
b
se
t
p
LLCI
ULCI
-18.35
12.19
4.99
0.08
-4.25

10.10
9.57
2.86
2.86
3.43

-1.82
1.27
1.74
0.03
-1.24

0.08
0.21
0.09
0.98
0.22

-38.62
-7.02
-0.75
-5.67
-11.14

1.92
31.39
10.73
5.83
2.63

-32.12

15.63 -2.05 0.05 -63.51 -0.74
R
R-sq
F
df1
df2
p
DV
Total
0.39
0.15
1.87 5.00
51.00
0.12 Pumps
b
se
t
p
LLCI
ULCI

Model
FRNre Cz peak
amplitude
-24.33
16.01 -1.52 0.13 -56.48
7.82
N2 peak amplitude
34.59
15.17
2.28 0.03
4.13 65.04
FRNre X N2
9.34
4.53
2.06 0.04
0.23 18.44
ASR internalizing
-0.05
4.54 -0.01 0.99
-9.17
9.07
ASR externalizing
-4.80
5.44 -0.88 0.38 -15.72
6.12
Significant Conditional
Effects of Moderator
-50.12
24.79 -2.02 0.05 -99.89 -0.35
FRNn = feedback-related negativity to negative feedback; FRNre = feedback following a
reversal error; ASR = Adult Self-report form; SSS= Sensation-seeking Scale; Adj =
adjusted.
3.2. Self-regulation
3.2.1. Aim 2: Self-regulation and risk-taking
SSS scores were seen to be significantly and negatively correlated with baseline
RSA values, r = -.403 p < .05. Additionally, linear regression analysis showed that RSA
significantly and negatively predicted SSS scores, β = -.388, b = 1.731, p < .05, 95% CI
[-3.313, -.343], R2 = .435. These results suggest that lower RSA was associated with

higher self-reported sensation seeking. Self-regulation measured via RSA was not seen to
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be correlated with performance on the BART; pops: r = -.19, p = .17, adjusted number of
pumps: r = -.094, p = .95, total number of pumps: r = -.16, p = .24. These results align
with the predictions that lower RSA would be associated with higher sensation-seeking.
3.2.2. Self-regulation and reward sensitivity
Partial correlation analysis revealed a significant and negative association
between RSA and FRN response, r = -.32, p = .02 (table 8). This suggests that as RSA
increases, FRN amplitude becomes more negative (i.e., enhanced). This does not support
the hypothesis predicting a positive relation between RSA and FRN such that lower RSA
would be associated with enhanced FRN response.
Table 8. Partial correlations between RSA and FRN response.
Control
Variables

RSA
RSA
Mean amplutide (µV) Peak amplitude (µV)
ASR
FRNn r
-0.32 FRNn r
-0.22
internalizing
Cz
Cz
p
p
0.02*
0.10
&
FRNn r
0.01 FRNn r
0.00
externalizing FCz
FCz
p
p
0.92
0.98
FRNn r
0.18 FRNn r
0.18
Fz
Fz
p
p
0.19
0.18
FRNre r
-0.11 FRNre r
-0.08
Cz
Cz
p
p
0.41
0.58
FRNre r
0.04 FRNre r
0.09
FCz
FCz
p
p
0.75
0.49
FRNre r
-0.06 FRNre r
0.06
Fz
Fz
p
p
0.69
0.64

RSA
Latency (ms)
FRNn r
0.11
Cz
p
0.41
FRNn r
0.19
FCz
p
0.17
FRNn r
0.02
Fz
p
0.91
FRNre r
-0.04
Cz
p
0.77
FRNre r
-0.11
FCz
p
0.44
FRNre r
-0.13
Fz
p
0.35

ASR = Adult Self-report Form; FRNn = feedback-related negativity to negative
feedback; FRNre = feedback following a reversal error; µV = microvolts; ms =
milliseconds; RSA = Respiratory Sinus Arrhythmia (m2); * = significance of p < .05.
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3.2.3. FRN, RSA, and risk-taking
When examining RSA as a potential moderator in the relation between reward
sensitivity and risk-taking, main effects for RSA were observed, ps < .05 (see Table 9).
The interaction between FRN peak latency and RSA was also seen to significantly
predict the number of pop trials, as well as total pumps during the BART, ps < .05. At
low levels of RSA, FRN peak latency significantly predicted a decrease in risk-taking
behavior during the BART (i.e., fewer pumps, fewer pops). More specifically, those
adults exhibiting longer FRN peak latencies (lower reward sensitivity) and low RSA were
seen to engage in less risk-taking, ps < .05. Additionally, high levels of RSA and FRN
predict an increase in number of popped balloons during BART, b = .05, t = 2.79, p =
.007, 95% CI [.01, .08]. Here, higher RSA and longer FRN peak latencies were
associated with an increase in pop trials during the BART. While more exploratory, these
findings partially support the hypothesis predicting the moderating role of RSA in the
relation between reward-related neural activity and risk-taking. It was predicted that
lower RSA would interact with FRN activity reflective of increased reward sensitivity to
predict increased risk-taking, however, while this was observed, significant results
suggest that higher levels of RSA and reduced FRN response (longer peak latencies)
work to predict reduced risk-taking.

Table 9. Regression effects of FRN and RSA on risk-taking.
R
Model Summary
R-sq
F
df1
df2
p
DV
0.50
0.25
3.36
5.00
51.00
0.01 Pops
Model
b
se
t
p
LLCI
ULCI
FRNre FCz latency
0.00
0.01
-0.27
0.78
-0.03
0.02
RSA
-0.91
0.45
-2.02
0.05
-1.81
0.00
FRNre X RSA
0.05
0.01
3.60
0.00
0.02
0.08
ASR internalizing
-0.08
0.05
-1.80
0.08
-0.18
0.01
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ASR externalizing
Significant
Conditional Effects
of Moderator
Model Summary

0.08

-0.06
0.05
R
0.36

Model
FRNn Fz latency
RSA
FRNn X RSA
ASR internalizing
ASR externalizing
Significant
Conditional Effects
of Moderator
Model Summary

b

Model
FRNre Fz latency
RSA
FRNre X RSA
ASR internalizing
ASR externalizing
Significant
Conditional Effects
of Moderator
Model Summary

b

-0.01
-0.70
0.04
-0.06
0.04

-0.05
R
0.40
-0.01
-0.83
0.03
-0.08
0.07

-0.04
R
0.34

0.06

1.53

0.13

-0.03

0.20

0.02
-2.96
0.00
-0.10 -0.02
0.02
2.79
0.01
0.01
0.09
R-sq
F
df1
df2
p
DV
0.13
1.48
5.00
51.00
0.21 Pops
se
t
p
LLCI
ULCI
0.01
-0.84
0.41
-0.04
0.02
0.48
-1.46
0.15
-1.66
0.26
0.02
1.84
0.07
0.00
0.08
0.05
-1.25
0.22
-0.16
0.04
0.06
0.65
0.52
-0.08
0.16

0.03
-2.00
0.05
-0.10
0.00
R-sq
F
df1
df2
p
DV
0.16
1.97
5.00
51.00
0.10 Pops
se
t
p
LLCI
ULCI
0.01
-1.14
0.26
-0.04
0.01
0.47
-1.75
0.09
-1.78
0.12
0.01
2.35
0.02
0.00
0.06
0.05
-1.54
0.13
-0.18
0.02
0.06
1.15
0.26
-0.05
0.18

0.02
-2.40
0.02
-0.08 -0.01
R-sq
F
df1
df2
p
DV
Total
0.11
1.29
5.00
51.00
0.28 pumps
se
t
p
LLCI
ULCI
1.05
-0.64
0.53
-2.79
1.44
42.07
-1.53
0.13 -148.68 20.24
1.39
2.03
0.05
0.03
5.62
4.38
-0.76
0.45 -12.09
5.48
5.16
0.12
0.90
-9.71 10.99

Model
b
FRNre FCz latency
-0.67
RSA
-64.22
FRNre X RSA
2.83
ASR internalizing
-3.31
ASR externalizing
0.64
Significant
Conditional Effects
of Moderator
-3.52
1.80
-1.95
0.06
-7.13
0.10
FRNn = feedback-related negativity to negative feedback; FRNre = feedback following a
reversal error; RSA = Respiratory Sinus Arrhythmia (m2); ASR = Adult Self-report form.
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3.3. Inhibitory control
3.3.1. Aim 3: Inhibitory control and risk-taking
Partial correlation revealed a significant and negative association between SSS
scores and No-go reaction times, r = -.38, p = .004. This suggests that higher sensation
seeking was associated with quicker reaction times during trials where response
inhibition was required, but unsuccessfully. This finding supports the hypothesis
predicting an association between decreased inhibitory control and increased risk-taking.
No other significant associations were observed between inhibitory control measures,
including ATC IC scores, and behavioral inhibitory control collected during the Go/Nogo task, and risk-taking measures, including self-reported sensation-seeking and
performance on the BART, ps < .05, see table 10.
Table 10. Partial correlations between risk-taking and inhibitory control measures.
Control
BART BART
BART
Variables
SSS
adjusted
total
pops
pumps pumps
ATQ
r
0.16
-0.07
-0.08
-0.09
IC
p
0.25
0.61
0.57
0.54
No-go r
-0.38
-0.05
0.03
-0.02
RT
p
.004*
0.72
0.81
0.87
No-go r
-0.11
-0.04
-0.08
-0.11
errors p
0.44
0.77
0.58
0.43
ASR = Adult Self-report; ATQ IC = Adult Temperament Questionnaire Inhibitory
control sub-scale; RT = reaction time; SSS = Sensation Seeking Scale; BART = Balloon
Analogue Risk Task; * = indicates a p value < .05.

3.3.2. Performance-based inhibitory control and RSA
No significant associations were observed between baseline RSA and reported or
performance-based inhibitory control, ps > .05 (table 11). Baseline RSA was observed to
be only marginally correlated with No-go RT, r = .24, p = .08, such that higher RSA
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values were associated with longer RTs. These findings support the hypothesis predicting
a relation between psychophysiological indices of self-regulation and performance-based
inhibitory control.

Table 11. Partial correlations between RSA and inhibitory control measures.
Control
No-go No-go
Variables
ATQ_IC
RT
errors
ASR
RSA r
-0.24
0.24
-0.04
internalizing
p
&
0.08
0.07
0.77
externalizing
ASR = Adult Self-report; ATQ IC = Adult Temperament Questionnaire Inhibitory
control sub-scale; RT = reaction time.
3.3.3. Control-related neural activity and RSA
No significant associations were observed between the N2 component and RSA
values (table 12). This is not in line with the hypothesis predicting that those exhibiting
poor self-regulation via lower RSA will have lower levels of inhibitory control,
displaying more negative N2 amplitudes during No-go trials.
Table 12. Partial correlations between N2 responses and RSA.
Control
N2 mean
N2 peak
N2
Variables
amplitude amplitude latency
(µV)
(µV)
(ms)
ASR
RSA r
-0.19
-0.16
0.17
internalizing
p
&
0.17
0.25
0.23
externalizing
ASR = Adult Self-report form; µV = microvolts; ms = milliseconds; RSA = Respiratory
Sinus Arrhythmia (m2).
3.3.4. Inhibitory control and FRN
Partial correlations revealed marginally significant associations between
performance-based inhibitory control and reward-related neural activity. The number of
No-go errors was negatively associated with FRNn (Fz) latency, r = -.24, p = .08, and
FRNre (Fz) latency, r = -.25, p = .06, such that increased number of No-go errors was

117

associated with shorter FRN peak latencies. This finding supports the hypothesis
predicting the relation between lower inhibitory control ability and ERP indices reflective
of increased reward sensitivity. No other significant associations were observed, ps > .05
(table 11).
Partial correlations also revealed a significant association between self-reported
trait inhibitory control and reward-related neural activity (table 13). FRNre (Fz) mean (r
= -.26, p = .06) and peak (r = -.26, p = .05) amplitudes were seen to be significantly and
negatively correlated with ATQ IC scores, such that higher ATQ IC scores were
associated with enhanced FRN response. FRNn (FCz) peak latency was also seen to be
negatively correlated with ATQ IC scores, r = -.29, p = .03 (table 13). Here, higher scores
on the ATQ IC were associated with shorter FRN peak latencies, suggesting that those
with higher trait inhibitory control exhibited ERP indices reflective of increased reward
sensitivity. This finding does not support the hypothesis predicting that enhanced reward
sensitivity would be associated with lower trait inhibitory control scores.
Table 13. Partial correlations between FRN and inhibitory control measures.
Control
NoNoATQ
Variables
go
go
IC
RT
errors
ASR
Mean amplitude (µV)
internalizing
0.12 -0.11
0.1
FRNn r
&
Cz
p
0.4
0.43
0.46
externalizing
-0.1 -0.08
0.14
FRNn r
FCz
p
0.46
0.58
0.3
-0.1
0.1 -0.03
FRNn r
Fz
p
0.45
0.46
0.84
0.07
FRNre r -0.21 -0.14
Cz
p
0.12
0.31
0.62
0.03
FRNre r -0.13 -0.21
FCz
p
0.35
0.12
0.81
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FRNre r
Fz
p

-0.26
0.06†

0
0.98

0.03
0.8

Peak amplitude (µV)
0.14 -0.11
0.09
FRNn r
Cz
p
0.32
0.43
0.51
0.18
FRNn r -0.14 -0.06
FCz
p
0.32
0.69
0.19
0.14 -0.04
FRNn r -0.17
Fz
p
0.22
0.32
0.79
0.05
FRNre r -0.18 -0.09
Cz
p
0.19
0.52
0.73
-0.1 -0.05
FRNre r -0.13
FCz
p
0.35
0.47
0.69
FRNre r -0.26 -0.06 -0.02
Fz
p 0.05*
0.66
0.91
Latency (ms)
0.06
FRNn r -0.06 -0.01
Cz
p
0.64
0.96
0.67
0.19 -0.04
FRNn r -0.29
FCz
p 0.03*
0.16
0.78
0.02
0.14 -0.24
FRNn r
Fz
p
0.89
0.32 0.08†
0.06
0.02
FRNre r -0.06
Cz
p
0.65
0.64
0.89
0.03 -0.12
FRNre r -0.01
FCz
p
0.96
0.83
0.39
0.02
0.06 -0.25
FRNre r
Fz
p
0.91
0.65 0.06†
ASR = Adult Self-report; ATQ IC = Adult Temperament Questionnaire Inhibitory
control sub-scale; RT = reaction time; µV = microvolts; ms = milliseconds; * = indicates
p value < .05; † = indicates p < .1.
3.3.5. FRN, inhibitory control, and risk-taking
The FRN component was seen to significantly interact with performance on the
Go/No-go task, specifically, the number of no-go errors and no-go RT to predict risktaking, including SSS scores and performance on the BART, ps < .05 (Table 14).
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FRN mean amplitude and shorter No-go RTs significantly predict adjusted
number of pumps during BART, b = -90.52, t = -2.78, p = .007, 95% CI[-155.72, -25.33].
Specifically, shorter RTs and reduced FRNn mean amplitude response significantly
predict a decrease in the adjusted number of pumps on the BART. Conversely, it appears
that those exhibiting shorter RTs during No-go trials and an enhanced FRNn appeared to
engage in the most risk-taking during the BART. This finding partially supports the
hypothesis predicting the moderating role of performance-based inhibitory control in the
relation between reward-related neural activity and risk-taking. It was predicted that
lower inhibitory control ability (i.e., shorter RTs) would interact with FRN activity
reflective of increased reward sensitivity to predict increased risk-taking, however, while
this was observed, significant results suggest that low levels of inhibitory control and
reduced FRN response (longer peak latencies) work to predict reduced risk-taking.
The interaction between FRN peak amplitudes and the number of No-go errors
significantly predicted the adjusted number of pumps during the BART, b = 4.23, t =
2.22, p = .03, 95% CI [.40, 8.06]. Here, FRN interacted with low number of No-go errors
to predict a decrease in adjusted number of pumps during the BART, b = -41.27, t = 2.44, p = .018, 95% CI[-75.20, -7.34]. Specifically, a low number of No-go errors and
reduced FRNre peak amplitude significantly predicted decreased number of pumps
(adjusted) during the BART. While it was specifically hypothesized that the interaction
between enhanced FRN and a high number of No-go errors would predict increased risktaking, this finding still aligns to provide support for the notion that inhibitory control
ability plays a moderating role in the relation between FRN and reward-related neural
activity.
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Table 14. Regression effects of FRN and inhibitory control indices on risk-taking.
R
Model Summary
R-sq F
df1
df2
p
DV
Adj
0.41
0.17 2.09 5.00 51.00
0.08 Pumps
Model
b
se
t
p
LLCI ULCI
FRNn FCz mean
amplitude
-32.27 20.94 1.54 0.13 -74.31
9.77
No-go RT
0.08
0.76 0.11 0.92
-1.44
1.60
FRNn X No-go RT
1.71
0.70 2.44 0.02
0.30
3.11
ASR internalizing
-0.60
2.59 0.23 0.82
-5.80
4.60
ASR externalizing
-3.63
3.10 1.17 0.25
-9.85
2.59
Significant Conditional
Effects of Moderator
-90.53 32.47 -2.79 0.01 155.72 -25.33
R
Model Summary
R-sq F
df1
df2
p
DV
Adj
0.38
0.15 1.73 5.00 51.00
0.14 Pumps
Model
b
se
t
p
LLCI ULCI
FRNre Cz peak amplitude
-17.07
9.38 -1.82 0.07 -35.90
1.77
No-go errors
0.59
4.66 0.13 0.90
-8.76
9.93
FRNre X No-go errors
4.23
1.91 2.22 0.03
0.40
8.06
ASR internalizing
-0.93
2.80 -0.33 0.74
-6.54
4.68
ASR externalizing
-3.09
3.31 -0.93 0.35
-9.74
3.55
Significant Conditional
Effects of Moderator
-41.27 16.90 -2.44 0.02 -75.20
-7.34
FRNn = feedback-related negativity to negative feedback; FRNre = feedback following a
reversal error; ASR = Adult Self-report form; RT = reaction time; Adj = adjusted.
4. Discussion
The current paper is among the first to examine whether inhibitory moderates the
relation between neural response to reward sensitivity and risk-taking across multiple
levels of analysis spanning the domains of self-report, behavioral, electro-, and
psychophysiological methods. Inhibitory control interacted with FRN response to predict
risk-taking in adults, such that those individuals who displayed greater FRN response,
including shorter peak latency, and lower levels of inhibitory control exhibited greater
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risk-taking compared to those with better inhibitory control ability. Additionally, we saw
evidence for the importance of individual differences in reward sensitivity as those who
appeared to express reduced FRN response engaged in the least risk-taking behavior
despite decreased inhibitory control ability.
4.1. Reward- and control-related neural activity
4.1.1. FRN and risk-taking
The current paper saw evidence for the relation between FRN and performancebased risk-taking. Response to negative feedback was related to real-world risk-taking.
Increased engagement in risky behavior (i.e., more pumps, more pops) during the BART
was associated with enhanced, more negative FRN responses after receipt of negative
feedback. This suggests that this enhanced response to lack of reward is associated with a
proclivity for risk-taking behavior. Going back to the idea that this FRN response is
reflective of a decrease in the dopaminergic response (Holroyd & Coles, 2002), failure to
receive reward may serve to drive the appetite to gain reward in those individuals where
response is most enhanced, thus increasing risk-taking behavior.
4.1.2. N2 and risk-taking
In contrast to the hypothesis, enhanced N2 response was related to reduced,
instead of increased, risk-taking in adults. Previous research on the N2’s association with
risk-taking has been mixed and generally examined in “risky populations” rather than
with laboratory measures of risk-taking. Recent research has shown increased alcohol use
to be associated with enhanced, more negative N2 response (Halloran et al., 2020).
However, in line with the current results, research has provided evidence for the
association between reduced N2 and risky behaviors such as alcohol use (Pandey et al.,
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2012) and cigarette smoking (Buzzell, Fedota, Roberts, & McDonald, 2014). Here, the
N2 response was seen to smaller (more positive) in alcoholics and smokers, respectively,
compared to normal controls. While the current study was conducted on normatively
typical adults, taken together, results may be indicative of reduced anterior cingulate
cortex (ACC) activity among those who engage in higher levels of risky behavior.
4.1.3. FRN, N2, and risk-taking
Reduced FRN and enhanced N2 response predicted a decrease in both selfreported sensation-seeking and behavioral risk-taking. Among low levels of inhibitory
control, reduced sensitivity to reward seemed to aid in keeping risky behavior low. Based
on previous research associated enhanced N2 response with better cognitive control
processes (discussed above; Buzzell et al., 2014; Pandey et al., 2012), these results may
also be interpreted as reduced reward sensitivity and better inhibitory control predicted a
decrease in risk-taking behavior. In this case, individual differences in reward sensitivity
still seem to work to keep risk-taking low. Further, those individuals exhibiting both an
enhanced N2 and FRN response reported the highest sensation-seeking.
4.2. Self-regulation
Examining self-regulatory processes, the current paper saw a negative relation
between baseline RSA and sensation-seeking. This suggests that those individuals
exhibiting higher RSA (i.e., greater parasympathetic influence) may have a greater
capacity for self-regulation and thus may be better able to remain calm in situations of
high arousal (Geisler et al., 2013). As such, those exhibiting lower RSA may not be as
equipped to regulate their emotional state, leading to lower levels of sensation-seeking
behavior.
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Additionally, the interaction between FRN and RSA predicted a decrease in risktaking. Those individuals with longer FRN peak latencies and lower RSA were seen to
engage in less behavioral risk-taking during the BART. Here, while self-regulatory
processes were low, reduced attentional salience to reward functioned to keep
engagement in risky behavior low.
4.3. Inhibitory control
4.3.1. Inhibitory control and risk-taking
The current paper saw evidence for a relation between risk-taking and inhibitory
control. As inhibitory control ability increased, risk-taking decreased. Conversely, as
inhibitory control decreased, more risk-taking was seen. This is consistent with previous
research which suggests that individuals who score lower on measures of executive, or
self-regulatory, cognitive control skills have been seen to engage in higher levels of risky
behavior (Magar et al., 2008; Pharo et al., 2011; Poon et al., 2016).
Inhibitory control was seen to be related to sensation-seeking as well as reward
sensitivity. Specifically, performance-based inhibitory control was related to self-reported
sensation-seeking such that lower levels of inhibitory control were related to increased
report of sensation-seeking behaviors. Recent fMRI evidence highlights a link between
sensation seeking and cortical thickness in cognitive control regions, particularly the
anterior cingulate cortex (ACC) and middle frontal gyrus, in healthy adults (Holmes et
al., 2016). They saw that increased sensation seeking was associated with decreased
cortical thickness in these areas. While not a biological measure, the current finding
associating reduced behavioral inhibitory control ability with heightened sensation
seeking may be explained by such.

124

4.3.2. Inhibitory control and reward-related neural activity
Behavioral indices acquired during the Go/No-go task including No-go RTs and
errors were associated with FRN peak latency. Overall poorer performance (faster RTs, a
greater number of errors) was related to increased attentional salience to reward. These
findings may suggest that those who have a harder time inhibiting response may also be
are hypervigilant to reward. Taken together, these findings align with the idea associating
reduced cognitive control and increased engagement in risky behavior as postulated by
the dual systems theory (Steinberg, 2010).
Contrary to the hypothesis predicting the association between enhanced FRN and
low trait inhibitory control, the current paper saw that as inhibitory control scores
increased, FRN response become more negative. This suggests that increased reward
sensitivity is associated with higher levels of inhibitory control. However, it should be
noted that the internal consistency (α = .22) for the reported trait inhibitory control
measures was low suggesting that these items may be poorly measuring inhibitory
control.
4.3.3. Inhibitory control and RSA
While previous research has found associations between RSA and response
inhibition (Xing, Lü, & Wang, 2020), the outright stopping of a planned motor response
(Chiu, 2019), the current study saw no association between such autonomic selfregulation measures and neural activity related to inhibitory control in adults. This may
perhaps be due to the intrinsic difference in what is being measured. Though inhibitory
control is a facet of self-regulation, the N2 response is said to capture the non-motor
process of inhibition (Falkenstein, Hoormann, & Hohnsbein, 1999), while RSA reflects a
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physiological response to stress and emotion (Gentzler et al., 2009; Porges, 2001).
4.3.4. Inhibitory control, FRN, and risk-taking
Decreased inhibitory control during the Go/No-go task and reduced sensitivity to
reward was predictive of reduced behavioral risk-taking. This suggests that when
inhibitory control was low, reduced sensitivity to reward seemed to buffer against
increased behavioral risk-taking.
The current study found evidence to suggest the role of individual differences in
inhibitory control and reward-sensitivity on risk-taking behavior. While the current paper
sought out evidence for the moderating role of inhibitory control, results suggest that
individual differences in reward sensitivity may function to reduce risk-taking behavior
when inhibitory control is low.
4.4. Conclusions, limitations, and future directions
The current paper sought to explore the relations between reward sensitivity, risktaking, and inhibitory control in adults (see Methods chapter table 1 for the full list of
measures) and to further understand the role of individual differences in cognitive control
(i.e., self-regulatory and inhibitory control processes) in the relation between reward
sensitivity and risk-taking. In addition to behavioral and questionnaire measures,
autonomic indices of self-regulation, as well as reward- and control-related ERP
measures were recorded to assess biological factors that contribute to increased risktaking.
The current paper saw evidence for associations between reward- and controlrelated activity, performance-based risking-taking, and inhibitory control, and autonomic
self-regulatory processes. Overall, enhanced FRN response was associated with increased
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risk-taking and reduced inhibitory control. However, few inconsistencies should be
noted. While a significant association was seen between FRN and RSA, this association
was not in the direction predicted. Here, lower RSA values (i.e., poorer self-regualtion)
were associated with reduced reward sensitivity. This is also inconsistent and conflicts
with results suggesting the notion that lower RSA is assocaited with higher sensationseeking. While the mean level of RSA values is considered adult-like (5.85; Bornstein &
Suess, 2000), values ranged from 2.88 to 9.11 and may have been impacted by outlier
effects. Furthermore, mixed results were observed for the N2 component. Regarding
performance-based risk-taking, enhanced N2 response was related to reduced levels of
engagement in risky behavior. While this is in line with results for previous research, this
finding did not support the initial hypothesis.
While the current paper saw evidence for the moderating role of inhibitory control
in the relation between reward sensitivity and risk-taking, the results suggest the
importance of considering individual differences in sensitivity to reward in addition to
inhibitory control when examining risk-taking behavior. Overall, the interaction between
FRN and inhibitory control measures predicted a decrease in risk-taking. In particular, we
saw support for the moderating role of neurocognitive and performance-based inhibitory
control. These results should be taken with caution as post-hoc power analysis
determined that the power to detect a medium effect (.15) at the .05 level was .54 for the
overall regression model in the prediction of risk-taking (G*Power 3.1.9.2; Faul,
Erdfelder, Buchner, & Lang, 2009).
Interestingly and contrary to the hypothesis, individual differences in reward
sensitivity, measured via the FRN response, appeared to serve as a protective factor
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against increased levels of behavioral-based risk-taking and sensation-seeking when
inhibitory control is low. Reward sensitivity may therefore serve to reduce engagement in
risk-taking behavior among individuals with low inhibitory control. This is among the
first papers to explore the relation between a neurocognitive measure of reward
sensitivity and control processes on risk-taking across multiple levels of analysis
spanning the domains of self-report, behavioral, neural, and autonomic indices. Future
work is needed to better understand the interplay between these processes as it may not
only have implications for healthy adolescent development, but also for more serious
consequences such as addiction.
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