We consider the following tiling problem: Given a ddimensional array A of size n in each dimension, containing non-negative numbers and a positive integer p, partition the array A into at most p disjoint rectangular subarrays called rectangles so as to minimise the maximum weight of any rectangle. The weight of a subarray is the sum of its elements.
Introduction
In some applications including databases, load balancing and video compression we would like to partition data into sets of roughly the same weight. We consider the following tiling problem: Given a d-dimensional array A of size n in each dimension, containing non-negative numbers and a positive integer p, partition the array A into at most p disjoint rectangular subarrays called rectangles so as to minimise the maximum weight of any rectangle. The weight of a subarray is the sum of its elements.
The problem, restricted to two dimensions, was introduced by Khanna et al in [4] , where it is shown that a 5/4-approximation for this problem is NPhard. Successive approximation algorithms were constructed for this problem, beginning with the one having factor 5/2 by Khanna et al([4] , through factors 7/3 ([6],[11]), 9/4 ([7]), 11/5 ([1]) and ending with the one having factor 17/8([10]).
The multidimensional version was first considered by Smith and Suri in [12], where they give an algorithm with approximation ratio d+3 2 , that runs in time O(n d + p log n d ) and the constant is of the order of d!. Next, Sharp in [11] gave a (d 2 + 2d − 1)/(2d − 1)-approximation algorithm that runs in time O(n d + 2 d p log n d ).
In this paper we give a d+2 2 -approximation algorithm that runs in time O(n d + 2 d p log n d ). Additionally, this algorithm is tight with regard to the only known and used lower bound so far.
The general approach has a similar spirit as that in [10] . We also classify the arrays and subarrays into types. In the multidimensional case, however, there are many kinds of subarrays with a short type (having length 2) that are difficult to partition (whereas in a twodimensional case there is only one kind of such subarrays). As previously, we also have to consider arbitrarily large subarrays i.e. having arbitrarily long type. Fortunately subarrays that are difficult to partition display a regular structure that can be handled by appropriate linear programs. Curiously, linear programs describing large difficult subarrays disintegrate into small linear programs that can be treated independently and in this respect they are much easier to analyze than linear programs describing large difficult subarrays in a twodimensional version, where they cannot be decomposed into small linear programs.
Organization of the paper. In Section 2 we give some basic notions and notation. In Section 3 we introduce the notion of a simple subarray and show the way in which we use linear programs. In Section 4 we define the classification into types of arrays and subarrays and show which subarrays having short type are difficult to partition. In Section 5 we give the algorithm and prove its correctness. Also in that section Lemma 7 explains why large linear programs disintegrate into smaller ones.
Preliminaries
Let M denote the value of the element(s) of maximal weight in A and w(S) the weight of a subarray S.
In any partition of A, clearly, at least one rectangle must have weight greater or equal W = max{ w(A) p , M}. Thus W is a simple lower bound for the maximum rectangle weight in an optimal solution.
For convenience sake we can rescale the array A by dividing all its elements by W and thus assume that we deal only with arrays of elements from the interval [0, 1] and that the lower bound on the optimal solution is equal to 1.
To represent subarrays we will use the notation [a
. Individual elements will be represented by (a 1 , a 2 , . . . , a d ).
Definition 1. We say that the array or subarray is α-partitioned if it is partitioned into rectangles having weight not greater than α. If we additionally require that the number of tiles used does not exceed w (A) ( w(A) , resp.) then we say that the array is well α-partitioned (nearly well α-partitioned, resp.).
From [7] we have
Fact 1. If we partition the input array A into a number of disjoint subarrays A 1 , . . . , A l , A l+1 and well α-partition each A i (1 ≤ i ≤ l) and nearly well αpartition A l+1 , then we will get the solution within α of the optimal one. Definition 2. A slice in dimension f of an array or a subarray is its subarray consisting of the elements having the same index in dimension f .
From now on, we will assume that α = d+2
