We consider higher order frequentist inference for the parametric component of a semiparametric model based on sampling from the posterior profile distribution. The first order validity of this procedure established by Lee, Kosorok and Fine (2005) is extended to second order validity in the setting where the infinite dimensional nuisance parameter achieves the parametric rate. Specifically, we obtain higher order estimates of the maximum profile likelihood estimator and of the efficient Fisher information. Moreover, we prove that an exact frequentist confidence interval for the parametric component at level alpha can be estimated by the alpha level credible set from the profile sampler with an error of order OP (n −1 ). As far as we are aware, these results are the first higher order frequentist results obtained for semiparametric estimation. A fully Bayesian interpretation is established under a certain data dependent prior. The theory is verified for three specific examples.
1. Introduction. The focus of this paper is on higher order frequentist inference for the parametric component θ of a semiparametric model. In addition to the d-dimensional Euclidean parameter θ, semiparametric models also have an infinite-dimensional parameter η which is sometimes called the "nuisance" parameter. A classic example is the Cox proportional hazards model for right-censored survival data [7] , where interest focuses on the log hazard ratios θ for the regression covariate vector z. The integrated baseline hazard function η is the infinite-dimensional nuisance parameter. The involvement of an infinite-dimensional nuisance parameter in semiparametric models generally complicates maximum likelihood inference for θ. In particular, estimating the limiting variance of √ n(θ n − θ 0 ), where θ 0 is the true value of θ, usually requires estimating an infinite-dimensional operator. Of course, this is not a problem with the Cox model since the profile likelihood for θ does not involve the nuisance parameter, but for most semiparametric models this simplification of the profile likelihood does not occur and likelihood based inference for θ is usually quite challenging. In parametric models it is well known that the error of the chisquare approximation of the likelihood ratio statistic is O P (n −1 ) rather than o P (1) by direct higher order expansion of the log-likelihood. The Bartlett correction [3] of the likelihood ratio statistic can reduce this error from O P (n −1 ) to O P (n −2 ) [2] . A systematic account of the asymptotic parametric inference from a likelihood-based perspective can be found in [1] . Research about Bayesian credible sets with good frequentist behavior in parametric models focuses on the choice of priors. One such tool is the probability matching prior [39] , where
where P is frequentist probability measure under the true value of θ and θ (1−α) (ρ, x) is the (1 − α)-th posterior quantile of θ given the data X = x. A prior satisfying (1) for r = 1 or 2 is called a first-or second-order, respectively, probability matching prior. In the absence of nuisance parameters, [39] characterizes Jeffrey's prior as a first order probability matching prior and explores model conditions under which it is also a second order probability matching prior. This work is extended by [27] , [33] and [35] to cover parametric models with finite dimensional nuisance parameters.
It is well known that for a parameter of interest θ in a parametric model, the Bayesian method eliminates the finite-dimensional nuisance parameter η by integrating with respect to a conditional prior for η given θ. [27] shows that a first order probability matching prior satisfies a partial differential equation which in general yields an infinite number of solutions. However, under parametric orthogonality, [35] shows that a prior given by the product of the square root of the information element for θ, which in this case is assumed to be one dimensional, and an arbitrary function of the finite dimensional nuisance parameters, ensures frequentist validity, up to O P (n −1 ), of the posterior quantiles of θ. The second order probability matching prior given by [21] under parametric orthogonality requires some additional structural conditions. [28] and [14] are comprehensive reviews of the above objective priors for parametric models.
It turns out that extending either the Bartlett correction or the objective prior approach to the semiparametric setting seems to require a higher-thansecond order expansion of the profile likelihood and appears to be quite difficult. A similar hurdle appears to be required for extending the higher order bootstrap results for parametric models [10] to the semiparametric setting. Interestingly, general first order bootstrap results for semiparametric M-estimators have only recently been developed (see [40] and [20] ). Higher order extensions for any of these approaches would be very useful, and we are currently working on this. However, we will pursue in this paper an apparently simpler approach to obtaining higher order likelihood inference for semiparametric models based on the profile sampler proposed in [19] .
The profile sampler gives a first order correct approximation to the maximum likelihood estimatorθ n and consistent estimation of the efficient Fisher information for θ based on sampling from the posterior of the profile likelihood, even when the nuisance parameter is not estimable at the √ n rate.
The profile likelihood for the parameter θ is pl n (θ) = sup η lik n (θ, η), where lik n (θ, η) is the full likelihood given n observations. We also defineη θ = argmax η lik n (θ, η). The maximum likelihood estimator for the full likelihood is thus (θ n ,η n ), whereη n =ηθ n . In practice, the profile likelihood can often be easily computed using procedures such as the stationary point algorithm (as used in [16] , for example) or the iterative convex minorant algorithm introduced in [9] to findη θ . Another advantage of the profile sampler is that a prior on the infinite dimensional parameter is not required to obtain valid frequentist inference about θ. Assigning a prior on η can be quite challenging since for some models there is no direct extension of the concept of a Lebesgue dominating measure for the infinite-dimensional parameter set involved [17] . Moreover, such priors can induce a severe amount of information on the joint behavior of both θ and η which might interfere with the scientific interpretation of the posterior distribution. Nevertheless, there do exist effective ways of selecting such priors in certain situations (see [32] and [34] for two very good reviews on this issue), but the challenges can be substantial. The fully Bayesian approach can obviously be the basis for inference on θ alone via the marginal posterior. The first order valid results in [31] indicate that the marginal semiparametric posterior is asymptotically normal and centered at the corresponding maximum likelihood estimator or posterior mean, with covariance matrix equal to the inverse of the efficient Fisher information. Unfortunately, this marginal approach does not circumvent the need to specify a prior on η, with all of the difficulties that entails.
The validity of the profile sampler relies on special properties of the profile likelihood in semiparametric models, some of which are extensively studied in [23] , [24] and [25] . Consideration of the profile likelihood in frequentist inference about θ can be traced back to the ordinary parametric model. In the parametric model, the profile likelihood can to a considerable extent be thought of and used as if it were a genuine likelihood since the profile log-likelihood ratio statistic equals the log-likelihood ratio statistic for the hypothesis θ = θ 0 . Hence a profile likelihood region is generally an approx-imate confidence region for θ. Moreover, the inverse of the observed profile information matrix equals the θ-aspect of the full observed inverse information matrix evaluated at (θ,η θ ), where the observed profile information matrix is the negative second order derivative matrix of the log-profile likelihood. It appears that we can make use of the profile likelihood in a similar fashion in semiparametric models. An intuitive interpretation for the validity of the profile likelihood in semiparametric models is that it can be viewed as an estimator of the least favorable submodel for the estimation of θ [30] , and the least favorable submodel, which will be briefly introduced in the next section, is the closest parametric model to the semiparametric model in the sense of information.
The main contribution of our paper is the development of higher order frequentist inference for the parametric component of a semiparametric model through a substantial extension of [19] . To accomplish this, we require stricter-but still reasonable-regularity conditions than those imposed by [25] on the least favorable submodel. The initial technical step in our paper is to establish higher order versions of expansions (4)-(6) in [25] . We then establish the relationship between the convergence rate of the discretized version of the observed profile information to the efficient Fisher information [24] and the step size of the numerical differentiation. Under certain step size conditions, the discretized form of the observed profile information is essentially a √ n consistent estimator of the efficient Fisher information.
Next, we find that the mean (median) value and the inverse of the variance of the MCMC chain from the profile sampler are actually higher order estimates of the maximum likelihood estimator and the efficient Fisher information, respectively. Furthermore, the mean (median) of the profile sampler can be shown to be a semiparametric efficient estimator of θ 0 . Finally, we prove that an exact frequentist confidence interval for θ 0 can be estimated by the credible set from the profile sampler with an error only of the order O P (n −1 ). As far as we are aware, our results are the first higher order frequentist inference results for estimation under a semiparametric model. These results can also be viewed as an attempt to explain why the numerical method outperforms the profile sampler method in the simulation results of [19] when the sample size is moderately small. An important tool we use in this paper is the empirical process, which tool allows control of the error terms. The sandwiches techniques in [25] are another important tool with which we establish upper and lower bounds for the error in the profile log-likelihood expansion. For ease of exposition, we assume throughout the paper that θ ∈ R 1 . However, the results can be readily extended to higher dimensions. The confidence "interval" and credible set for d-dimensional θ are respectively a rectangle, cuboid or hyper-cuboid, when
In section 2 we briefly review the concept of the least favorable submodel, introduce some notations, and present the assumptions that will be required for the remainder of the paper. In section 3, we formulate and prove second order asymptotic expansions of the log-profile likelihood. In section 4, we present the main results of the paper that the confidence interval can be approximated by the credible set based on the the profile sampler with an error of order O P (n −1 ) in regular semiparametric models. In other words, the boundary of a one sided confidence interval for θ with level α can be estimated by the α-th quantile of the profile sampler with an error of order O P (n −1 ). The term "regular semiparametric model" means that the likelihood of the least favorable submodel is smooth enough so that the nuisance parameter is estimable at the √ n rate. The requirement that the nuisance parameter have a parametric rate permits treating the likelihood as essentially parametric in certain aspects. This enables the second order frequentist inference results for parametric models to be naturally extended to the semiparametric setting, although we note that considerable technical difficulties are present despite this simplification.
In section 5, we discuss three examples. The first example is the classical Cox model for right censored data [7] , which is simple in form but illustrates some important aspects of our results. The second model is the proportional odds model for right censored data [22] , which adds some complexity since the infinite dimensional parameter is still present in the profile likelihood. We use the uniform norm on the nuisance parameter in the first two examples. The last example is a model for case-control studies with a missing covariate considered in [26, 29] . Our theory is still valid for this model where the nuisance parameter is composed of both an infinite dimensional parameter and multidimensional Euclidean parameters. Moreover, the weak topology rather than the uniform topology is applied to the infinite dimensional parameter. Section 5 is followed by a discussion in section 6 of future research interests. We postpone most of the technical details to the proofs given in section 7.
Preliminaries.
We assume the data X 1 , . . . , X n are i.i.d. throughout the paper. The sample space X will depend on the semiparametric model which is defined by a density {p θ,η (x) : θ ∈ Θ, η ∈ H}, where H is an arbitrary subset that will typically be infinite dimensional. We first review the concept of a least favorable submodel and then present some notations and assumptions that will be used throughout the paper.
2.1.
The least favorable submodel. The score function for θ,l θ,η , is defined as the partial derivative w.r.t. θ of the log-likelihood given η is fixed. A score function for η 0 is of the form
where h is a "direction" by which η t ∈ H approaches η 0 , running through some index set H. A θ,η : H → L 0 2 (P θ,η ) is the score operator for η. The efficient score function for θ is defined asl θ,η =l θ,η −Π θ,ηlθ,η , where Π θ,ηlθ,η minimizes the squared distance P θ,η (l θ,η − k) 2 over all functions k in the closed linear space of the score functions for η (the "nuisance scores"). The inverse of the variance ofl θ,η is the Crámer Rao bound for estimating θ in the presence of the infinite dimensional nuisance parameter η.
A submodel t → p t,ηt is defined to be least favorable at (θ, η) ifl θ,η = ∂/∂t log p t,ηt , given t = θ. Since the projection Π θ,ηlθ,η on the closed linear span of the nuisance scores is not necessarily a nuisance score itself, the least favorable submodel may not always exist. However, we assume that in our setting a least favorable submodel always exists or can be approximated sufficiently closely by an approximately least favorable submodel. The existence of a least favorable submodel is typically a problem when the maximum likelihood estimator (θ n ,η n ) is likely to be on the boundary of the parameter set. An insightful review about least favorable submodels and efficient score functions can be found in Chapter 3 of [15] . A systematic coverage of semiparametric efficiency theory can be found in [4] and [5] .
The least favorable submodel in this paper will be constructed in the following manner. We consider a general map from the neighborhood of θ into the parameter set for η, denoted by t → η t (θ, η). Then the map t → ℓ(t, θ, η)(x) can be defined as follows
where t and θ are assumed one dimensional in this paper. The details of this map will depend on the situation.
Notations and assumptions.
The dependence on x ∈ X of the likelihood and score quantities will be largely suppressed for clarity in this section and hereafter. The derivative of the log-likelihood of the least favorable submodel is with respect to the first argument, t. Thel(t, θ, η),l(t, θ, η) and ℓ (3) (t, θ, η) are separately the first, second and third derivative of ℓ(t, θ, η) w.r.t. t. For brevity, we denote ℓ
, where θ 0 , η 0 are the true values of θ and η. For the derivatives relative to the other two arguments θ and η, we use the shortened notation as follows: ℓ θ (t, θ, η) indicates the first derivative of ℓ(t, θ, η) w.r.t. θ. Similarly, ℓ t,θ (t, θ, η) denotes the derivative oḟ ℓ(t, θ, η) w.r.t. θ. Also, ℓ t,t (θ) and ℓ t,θ (η) indicate the maps θ →l(t, θ, η) and η → ℓ t,θ (t, θ, η), respectively. Let ̺ n denote (θ −θ n )Ĩ 1/2 0 and φ(·) (Φ(·)) represents the density (cumulative distribution) of a standard normal random variable (N (0, 1) ). The notations > ∼ and < ∼ mean greater than, or smaller than, up to a universal constant. Define x ∨ y (x ∧ y) to be the maximum (minimum) value of x and y.
The notations P n and G n are used for the empirical distribution and the empirical process of the observations, respectively. Furthermore, we use the operator notation for evaluating expectation. Thus, for every measurable function f and true probability P ,
We now make the following assumptions:
have integrable envelope functions in L 1 (P ) in some neighborhood of (θ 0 , θ 0 , η 0 ), for (l, m) = (0, 0), (1, 0), (2, 0), (3, 0), (1, 1), (1, 2), (2, 1). Moreover ℓ (3) (t, θ, η) is continuous at (θ 0 , θ 0 , η 0 ) for P -almost every x. 5 : There exists some neighborhood V of (θ 0 , θ 0 , η 0 ) in Θ × Θ × H such that the classes of functions {ℓ (2) (t, θ, η)(x) : (t, θ, η) ∈ V } and {ℓ t,θ (t, θ, η)(x) : (t, θ, η) ∈ V } are P -Donsker and {ℓ (3) (t, θ, η)(x) : (t, θ, η) ∈ V } is P -Glivenko-Cantelli. 6 : Assume:
for all η in some neighborhood of η 0 .
7 :Ĩ 0 is strictly positive. Assumption 2 ensures that the least favorable submodel passes through (θ, η), i.e. ℓ(θ, θ, η)(x) = log lik(θ, η)(x). Assumption 3 implicitly assumes that we have a metric or topology defined on the set of possible values of the nuisance parameter η. In this paper uniform and weak topology norms are applied to the nuisance parameter in different examples. The definition of the uniform and weak topology norms will be given in section 5. Furthermore, the parametric convergence rate of the nuisance parameter is needed to obtain our second order results. Assumption 4 can be viewed as regular smoothness conditions on the Euclidean parameters of the least favorable submodel. Assumption 4 implies that ℓ(t, θ, η) is smooth enough in its Euclidean parameter arguments so that −Pl 2 0 = Pl 0 . Assumption 4 also implies that (∂/∂θ)Pl(θ 0 , θ, η 0 ) = 0 at θ = θ 0 . Fixing η and differentiating P θ,ηl (θ, θ, η) relative to θ gives P θ,ηlθ,ηl (θ, θ, η)+P θ,ηl (θ, θ, η)+(∂/(∂t))| t=θ P θ,ηl (θ, t, η) = 0, since P θ,ηl (θ, θ, η) = 0 for every (θ, η) and we can choose (θ, η) = (θ 0 , η 0 ).
The assumptions also impose some regular smoothness conditions on ℓ(t, θ, η) relative to η in the function space. Condition (3) is satisfied if we can show thatl(θ 0 , θ 0 , η) −l 0 divided by η − η 0 belongs to a P -Donsker class. The verification methods for (4)-(6) vary for the different norms imposed on the nuisance parameter. Assuming a uniform norm is applied, (4) and (5) are usually satisfied if ℓ t,θ (η)and ℓ t,t (η) have bounded Fréchet derivatives. Recall that an operator T : V → W between two Banach spaces is bounded if it satisfies the inequality T v W ≤ C v V for any v ∈ V , where C is independent of the choice of v ∈ V . Thus the bounded Fréchet derivative requirement on ℓ t,θ (η) implies that the difference between ℓ t,θ (θ 0 , θ 0 , η) and ℓ t,θ (θ 0 , θ 0 , η) is bounded by the product of some integrable function and η − η 0 .
To verify (6), we need to briefly introduce Taylor series in Banach spaces [41] . Let ζ be a map from D ζ ⊂ D → E, where D and E are both Banach spaces. Assuming ζ(·) is second order Fréchet differentiable, then the Taylor expansion of ζ(ϑ+h) around ζ(ϑ) can be written as
) is a bounded, bilinear continuous operator satisfying
as s → 0, for any (h, g) in bounded subsets of D 2 ζ . We can write Pl(θ 0 , θ 0 , η) =
, where A 0 = A θ 0 ,η 0 and A θ,η is the score operator for η at (θ, η), e.g., the Fréchet derivative of log p θ,η relative to η. The above equation holds since Pl 0 A 0 h = 0 for every h by the orthogonality property of the efficient score function. Note that the boundedness property of
Thus, under the given regularity conditions, Fréchet differentiability of η →l(θ 0 , θ 0 , η) plus second order Fréchet differentiability of η → lik(θ 0 , η) implies (6) based on the above discussions if the uniform norm is being applied to η.
In principle, these smoothness conditions on the least favorable submodel make the profile likelihood pl n (θ) behave essentially like a parametric likelihood asymptotically. The imposed assumptions are stronger than assumptions (3.1)-(3.4) in [25] , enabling us to achieve higher order asymptotic expansions for the log-profile likelihood.
3. Second Order Asymptotic Inference. In this section we present second order asymptotic expansions of the log-profile likelihood which prepare us for deriving the main results of section 4 on the higher order structure of the posterior profile distribution. Some of the results of this section are useful in there own right for inference about θ. The assumptions of section 2 are assumed throughout. We need the following two lemmas on the behavior of a random sequenceθ n converging toθ n :
Remark 1. Conditions (8) and (9) can essentially be viewed as nobias conditions for the least favorable submodel (see, for example, chapter 25 of [37] ). Conditions (10) and (11) are just their empirical versions. We can easily verify (8) and (9) if every argument ofl(t, θ, η) andl(t, θ, η) is smooth enough and its nuisance parameter is √ n consistent. Note that (10) and (11) are trivially satisfied if the empirical process assumptions are satisfied.
The following theorems and corollary give key higher order expansions of the log-profile likelihood around both θ 0 andθ n and on the error term in the asymptotical linearity expansion ofθ n :
Remark 2. Expansions (12), (13) and (14) are essentially second order versions of (4), (5) and (6) , respectively, in [25] , which have the respective error terms o P (
The parametric counterparts to (12) and (13) can be found in [18] .
Remark 3. Expansion (14) can be used to construct an estimator of the standard error ofθ n , which is named the "discretized" version of the observed profile information,Î n , in [24] . Specifically, the discretized version of the observed profile information is expressed as a discretized second derivative of the profile likelihood inθ n as follows:
Expansion (14) implies that
Obviously,Î n is a consistent estimator ofĨ 0 if we choose s n = o P (1) and An advantage of the method given in remark 3 is that we can estimatẽ I 0 even without an explicit form for the efficient Fisher information matrix or efficient score function. We only need the form of the profile likelihood, which is the minimal requirement, to do this numerical differentiation. Expansion (16) provides us insight into the relationship between the step size of numerical differentiation and the convergence rate ofÎ n . In other words, we can set a specific step size in advance to achieve the desired convergence rate. This is an improvement over corollary 3 given in [24] which is essentially a first order version of (16).
Main Results.
We now present the main results on the posterior profile distribution. LetP θ|X be the posterior profile distribution of θ w.r.t.
the prior ρ(θ) given dataX = (X 1 , . . . , X n ). Define ∆ n (θ) = n −1 {log pl n (θ)− log pl n (θ n )}. A preliminary result, theorem 3 with corollary 2 and 3 below, shows that the normal approximation to the posterior is second order accurate for the cumulative distribution, the density, and for moment expectations. The main result, theorem 4, shows that the posterior profile distribution can be used to achieve second order accurate frequentist inference.
Theorem 3. Assume the above assumptions and
If ρ(θ 0 ) > 0 and ρ(·) has continuous and finite first order derivative in some neighborhood of θ 0 , then we have, for −∞ < ξ < ∞,
We note that general theory about asymptotic expansions of posterior distributions in parametric models can be found in [12] . Note also that theorem 1 in [19] implies the following:
Clearly, (19) is a first order version of (18) .
A perhaps more practical version of (18) is
whereÎ n can be estimated using (16) with an appropriate step size, e.g. s n = O P (n −1/2 ) and s −1 n = O P (n 1/2 ). Then the one sided credible set (21) and two sided credible set (22) for θ can be constructed based on (18) or (20) with probability coverage α having an error of the order O P (n −1/2 ). Denoting z α to be the standard normal α-th quantile, we havẽ
for α ∈ (0, 1), where I =Ĩ 0 orÎ n . Corollary 2. Assuming the assumptions in theorem 3, let f n (·) be the posterior profile density of √ n̺ n relative to the prior ρ(θ), then we have
Remark 4. The parametric analog of (23) is (2.2) in [8] , which is a higher order expansion of the multivariate posterior density of the vector √ n(θ −θ n ) in a parametric model. Note that the parametric version involves the full likelihood rather than the profile likelihood, and thus a prior is assigned to each element of the multivariate θ. However, the posterior distributions relative to the full likelihood and the profile likelihood coincide for certain special priors which will be discussed in remark 7 below.
Corollary 3. Under the assumptions of theorem 3 and recalling that
whereẼ θ|X ̺ r n is the r-th posterior moment of ̺ n and U ∼ N (0, 1).
Remark 5. Note that the r-th posterior moment of ̺ n in the above is based on the posterior profile distribution. By corollary 3, we thus havê
The third equality holds when choosing r=2 in (24) . From (25) (25) and (26) can be derived from theorem 1 of [19] .
Combining (13) and (25), we obtain
In other words, the mean value of the profile sampler can be shown to be a semiparametric efficient estimator of θ. This conclusion also holds for the median value of the profile sampler. In this paper we have provided an alternative efficient estimator to the maximum likelihood estimatorθ n . We now present the main theorem of this paper. The α-th quantile of the posterior profile distribution, τ nα , is defined as τ nα = inf {ξ :P θ|X (θ ≤ ξ) ≥ α}. Without loss of generality,P θ|X (θ ≤ τ nα ) = α. We can also de-
The following theorem ensures that there exists aκ nα (orτ nα ) based on the data such that P ( √ n(θ n − θ 0 ) ≤κ nα ) = α (or P (θ 0 ≤τ nα ) = α) and |κ nα −
Under the assumptions of theorem 3 and assuming that ℓ 0 (X) has finite third moment with a nondegenerate distribution, then there exists aκ nα based on the data such that P ( √ n(θ n − θ 0 ) ≤κ nα ) = α and
Remark 6. Note thatκ nα − κ nα = o P (1) implicitly follows from the main conclusions of [25] and [19] . Using the assumptions in theorem 4 about ℓ 0 (X), we are able to apply the Edgeworth expansion of two terms to obtain 
, 
One trivial data-dependent prior satisfying (27) is π(η|θ) = I {η=η θ } . Interestingly, maybe multiple priors satisfy (27) . For example, in the Cox model with right censored data, a gamma process prior on η [13] with jumps at observed event times but not involving θ also meets the condition [19] .
Examples.
We now illustrate verification of the assumptions of section 3 with three examples.
The Cox model with right censored data. The Cox model is
where λ is an unspecified baseline hazard function and θ is a vector including the regression parameters [7] . For the cox model applied to right-censored failure time data, we observe X = (Y, δ, Z), where Y = T ∧C, δ = I{T ≤ C}, Z ∈ Z ⊂ R 1 is a regression covariate. We assume that Z is a bounded subset.
T is a failure time with integrated hazard e θz Λ(t) given the covariate Z, where Λ(y) = y 0 λ(t)dt is a cadlag, monotone increasing cumulative hazard function, with Λ(0) = 0. C is a censoring time independent of T given Z. We also assume that C is noninformative of θ or Λ and θ ∈ Θ ⊂ R 1 , where Θ is some compact set. The true regression coefficient, θ 0 , belongs to the interior of Θ. Therefore we restrict the parameter space for Λ to H, a set of nondecreasing, cadlag functions on the interval [0, τ ], with Λ(τ ) ≤ M for a given constant M . Note that η is Λ in this example. We assume P (T ≤ C|Z) > 0 almost surely, so that for any possible covariate pattern the chance of observing a true event is positive. We also assume the variance of Z is positive. Note that the maximum likelihood estimator of Λ,Λ, is a nondecreasing step function with support points at the observed event times. Consistency ofΛ is relative to the supremum norm Λ ∞ = sup y∈[0,τ ] |Λ(y)|.
For this model, the density of X = (Y, δ, Z) is given by
where F C|Z (·|·) and f C|Z (·|·) are separately the conditional distribution and density of the censoring time conditional on Z, and f Z (·) is the marginal density of Z. We define a likelihood for the parameter (θ, Λ) by dropping the factors involving the distribution of (C, Z) and replacing λ(y) by the point mass Λ{y}:
We now discuss the form of the profile likelihood. Suppose there are l observed failures at times T (1) < . . . < T (l) , where (i) is the label for the ith ordered failure, and t i is the observed value of T (i) . The log-profile likelihood, equivalently the log-partial likelihood, for θ is given by
where R i = {j : Y j ≥ t i } is the risk set. In this case, the profiled nuisance parameter is not present in pl n (θ). Nevertheless, it is not hard to verify that
Clearly, log pl n (θ) is a function of θ given the observed data, andΛ θ is a nondecreasing step function with steps at the observed failure times.
The score function for θ can be easily derived as
Given a fixed Λ and a bounded function h : R 1 → R 1 , we can define a path Λ t by dΛ t (y) = (1+th(y))dΛ(y). Equivalently, Λ t (y) = [0,y] (1+th(s))dΛ(s). Λ t (y) is indeed a cumulative hazard function if t is close enough to 0. Inserting the above path into the density, taking the logarithm and differentiating at t = 0 we find the score function for Λ in the direction h via an operator
where Π θ 0 ,Λ 0 ℓ θ 0 ,Λ 0 minimizes the squared distance P θ 0 ,Λ 0 (ℓ θ 0 ,Λ 0 −k) 2 over all functions k in the closed linear span in L 2 (P θ 0 ,Λ 0 ) of the score functions for Λ. The efficient informationĨ 0 is the variance ofl θ 0 ,Λ 0 (X i ). In this model, the variance is strictly positive given the assumption that the probability that Z = g(Y ) is positive for any function g.
The (31) is called the least favorable direction. To find h θ 0 ,Λ 0 , we need to define the adjoint operator A * A θ 0 ,Λ 0 is continuously invertible for h ∈ H, if H is taken to be the space of functions of bounded variation on [0, τ ]. The explicit form for the inverse operator and adjoint operator is derived in [4] . However, we do not need these forms here. The least favorable direction at (θ, Λ), h θ,Λ , can be shown to be
We should put one assumption here to ensure that the (E θ,Λ e θz 1{Y ≥ y}) −1 is well defined. The assumption requires that there exists a finite time τ such that P (C ≥ τ ) = P (C = τ ) > 0 while P (T > τ ) > 0, i.e. a positive fraction of individuals is censored at some point. In other word Y is bounded above by τ almost surly. Therefore Λ(y) has bounded total variation. Substituting θ = t and Λ = Λ t (θ, Λ), where dΛ t (θ, Λ) = (1 + (θ − t)h 0 )dΛ, in the above Cox likelihood and differentiating with respect to t gives, where
We know the maps (t, θ, Λ) → ℓ (k) (t, θ, Λ) , for k = 1, 2, 3, are continuous and uniformly bounded around (θ 0 , θ 0 , Λ 0 ) relative to the uniform topology on Λ by the inequality
It is now trivial to verify that ℓ t (θ) is second order differentiable and ℓ t,t (θ) is differentiable with bounded derivatives in
Next we check the empirical process assumptions. The class BV M of all functions f : [0, τ ] → R that are uniformly bounded by a constant M and are of variation bounded by M is P -Donsker. In addition, we need to use some P -Donsker preservation properties, especially the Lipschitz continuity preservation property. Also, every P -Donsker class F with integrable envelope function is P -Glivenko-Cantelli. The details of these theorems can be found in [38] and [15] . We now need to show x →l(t, θ, Λ)(x) and x → ℓ t,θ (t, θ, Λ)(x), with t and θ varying in some compact set in R 1 and Λ varying in the set of bounded cumulative hazard functions, is P -Donsker, and {ℓ (3) (t, θ, Λ) : (t, θ, Λ) ∈ V } is P -Glivenko-Cantelli. We only need to show the three classes of functions are P -Donsker, since they are all uniformly bounded classes. Clearly, y → h 0 (y), y → Λ t (y) and z → exp(zt) are P -Donsker given (t, θ, Λ) ∈ V by the above results. Then by repeatedly using the above P -Donsker preservation results, we obtain that the three desired classes of functions are all P -Donsker. The following lemmas verify the remaining conditions, and thus the results of sections 3 and 4 obtain: 
The proportional odds model with right censored data.
The survival function in this example is parameterized such that the ratios of the odds of survival for subjects with different covariates are constant with time: the conditional survival function S Z (u) of the event time, T, given the covariate Z satisfies −logit(S Z (u)) = logη(u) + Zθ, where logit(y) = log(y/ (1 − y) ). The regularity assumptions on the parameters θ and η are the same as those of θ and Λ in the first example. However, we use the notation η rather than Λ in the second example.
The density of X is p θ,η (x) =
where dη is the density of η with respect to some dominating measure. This density is not suitable for use as a likelihood. Instead, we use the empirical likelihood. Since we are interested in inference about (θ, η) only, we drop the terms involving F C|Z , f C|Z and f Z , and define the likelihood to be
where η{y} is the jump size in η at y, as in the previous example with Λ. Note that the form ofη θ (y) is the same as that ofΛ θ (y) in the first example.
The score function for θ is ℓ θ,η (x) = −z 1 − e −zθ η(y) + e −zθ − δe −zθ η(y−) + e −zθ .
The score function for
where dη t = (1+th)dη. Let A * θ,η denote the adjoint of A θ,η . Then A * θ,η A θ,η h(u) is the information operator for the nuisance parameter η when θ is known. It is shown to be continuously invertible on the space of functions of bounded variation on [0, τ ] in lemma 4.3 in [22] . The form of the information operator and A * θ,η can be found in [22] . Thus we can define the least favorable submodel and its direction. Substituting θ = t and η = η t (θ, η) in the proportional odds likelihood, where dη t (θ, η) = (1 + (θ − t)h 0 )dη and
ℓ θ 0 ,η 0 as with the previous example, we can obtain ℓ(t, θ, η) = loglik(t, η t (θ, η)). By differentiating ℓ(t, θ, η) w.r.t. t, we can obtain the maps (t, θ, η) → ℓ (k) (t, θ, η) for k = 1, 2, 3 given below. When setting (t, θ, η) = (θ 0 , θ 0 , η 0 ) inl(t, θ, η)(x), we find thatl(θ 0 , θ 0 , η 0 )(x) coincides with the efficient score functionl 0 (x), i.e.l 0 = ℓ θ 0 ,η 0 − A θ 0 ,η 0 h 0 (x):
z 2 e −zt (e −zt + η t (y))(2ze −zt + 3 y 0 h 0 dη − zη t (y)) (η t (y) + e −zt ) 3 .
Under the regular conditions, the above maps are continuous and uniformly bounded around (θ 0 , θ 0 , η 0 ) by the same reasoning used in the first example. Clearly, ℓ t (θ) is second order differentiable and ℓ t,t (θ) is differentiable with bounded derivatives in L 1 (P ). We also know that ηθ n −η 0 ∞ = O P (n −1/2 + |θ n − θ 0 |) by theorem 3.1 in [24] . By similar techniques to those used in the first example, we can easily verify assumption 5. The following lemmas verify the remaining conditions:
Lemma 5. Under the above set up for the proportional odds model, assumption 6 is satisfied.
Lemma 6. Under the above set up for the proportional odds model, condition (17) is satisfied.
Case-control studies with a missing covariate (prospective model).
The third example is a logistic regression model for case-control studies with a missing covariate considered by [29] . [29] and [26] consider both a prospective and retrospective (or case-control) model. In the prospective model we observe two independent random samples of size n C and n R from the distributions of (D, W, Z) and (D, W ), respectively. The indexes C and R are for the "complete" and "reduced". In the retrospective model we observe four independent random samples of sizes n C 0 , n C 1 , n R 0 and n R 1 from the conditional distributions of (D, W, Z) given E = 0 and E = 1 and the conditional distributions of (D, W ) given E = 0 and E = 1, respectively. The extra indexes 1 and 0 are for "cases" and "controls", respectively. We only consider the prospective model in this example.
The distribution of the random vector (D, W, Z) can be described in the following way. D is a logistic regression on exp(Z) with intercept and slope γ and β, respectively. W is a linear regression on Z with intercept and slope α 0 and α 1 , respectively, and N (0, σ 2 )-error. The variables D and W are independent given Z. Z has a completely unspecified distribution η. The unknown parameters are θ = (β, α 0 , α 1 , γ, σ) ranging over a compact Θ ⊂ R 4 × (0, ∞) and the distribution η of the regression variable which is restricted to the set of nondegenerate probability distributions with support within a known compact interval Z ⊂ R 1 . The likelihood for the vector (D, W, Z) takes the form p θ (d, w|z)dη(z), where
Ξ γ,β (z) = (1 + exp(−γ − βe z )) −1 , and dη denotes the density of η with respect to some dominating measure.
For simplicity, we will consider the situation where the number of complete and reduced observations are of a comparable magnitude, specifically, we assume n C = n R . The observations can then be paired and the observations in the prospective model can be summarized as n i.i.d. copies of X = (Y C , Z C , Y R ) from the density
Here we denote the complete sample components by Y C = (D C , W C ) and Z C and the reduced sample components by Y R = (D R , W R ). In the complete sample part of the likelihood we use an empirical likelihood with η{z} denoting the measure of the point {z}:
We will concentrate on the regression coefficient β, considering θ 2 = (α 0 , α 1 , γ, σ) and η as nuisance parameters. Thus θ in the general results should be replaced by β thereafter. Assuming η 0 is nondegenerate, [26] showed that the maximum likelihood estimator (θ n ,η n ) is asymptotically normal. Consistency ofη n is relative to the weak topology. Let BL 1 be the set of all functions h : Z → [−1, 1] that are Lipschitz of norm bounded above by 1, i.e., |h(z 1 ) − h(z 2 )| ≤ z 1 − z 2 Z . This is essentially the unit ball C 1 1 (Z) of the space of Lipschitz functions on Z, denoted by C 1 (Z). Thus we can define the weak topology on η by
We start by introducing the least favorable submodel. The score function of θ,l θ,η , is the summation of the score functions for the conditional density p θ (y C |z C ) and that for the mixture density p θ (y R |η) given as follows:
Furthermore, by defining dη t = (1 + th)dη, where h is an arbitrary bounded function satisfying ηh = 0, we can obtain the score function for η in the direction h:
is the score operator for the mixture part of the model. A version of the Hilbert space adjoint B * θ,η of this operator is given by
In section 8 of [26] , it is shown that A * θ 0 ,η 0 A θ 0 ,η 0 is continuously invertible on the space of Lipschitz continuous functions. The assumptions above imply that A * θ 0 ,η 0l θ 0 ,η 0 is Lipschitz continuous. Thus we can define the least favorable direction h θ,η = (A * θ,η A θ,η ) −1 A * θ,ηl θ,η . Since A * θ 0 ,η 0l θ 0 ,η 0 is Lipschitz continuous, h θ 0 ,η 0 is also bounded and Lipschitz continuous.
The efficient score function for β can be achieved by taking a further projection of the efficient score functionl θ 0 ,η 0 (x),
More precisely, it is the first coordinate ofl θ 0 ,η 0 (x) minus its projection onto the remaining coordinates ofl θ 0 ,η 0 (x). The inverse of the efficient information for β is obtained by inverting the efficient information matrix for θ and taking its (1,1) element. Thus we define the least favorable submodel as follows:
. The efficient information matrixĨ 0 can be decomposed into four submatrices correspondingly to parameters β and (α 0 , α 1 , γ, σ).Ĩ 0,12 andĨ 0,22 separately correspond to the (1, 2)-th and (2, 2)-th block ofĨ 0 . The function a T 0lθ0,η0 is exactly the efficient score function for β in the presence of (θ 2 , η) evaluated at (θ 0 , η 0 ). It is not hard to check thatl(β 0 , β 0 , (θ 0 ) 2 , η 0 ) = a T 0l θ 0 ,η 0 in the above computations. Let (θ 2,β ,η β ) be the profile likelihood estimator for (θ 2 , η) when β is given so thatθ β = (β,θ 2,β ). [24] showed that (35) for anyβ n consistent for β 0 . The norm applied to the vector θ is just the Euclidean norm. (35) 
Lemma 8. Under the above set up for the case-control model, condition (17) is satisfied.
6. Discussion. Our theory ensures second order frequentist correctness of the profile Bayes analysis for the finite dimensional parameter. The necessary and sufficient conditions required for third or higher order frequentist inference need to be constructed in order to complete general higher order semiparametric frequentist inference theory in the future. A formal study of the higher order comparison between the profile sampler and bootstrap sampling is another topic for future research. Our future work can also include extending our methods to semiparametric models with slower convergence rates for the nuisance parameter, for example, ηθ n − η 0 = O P (n −1/3 + θ n − θ 0 ) as happens with the Cox model for current status data. The discretized form of the observed profile information can be proved to be an asymptotically normal estimator of the efficient Fisher information if we can show the conjecture in remark 6. Hence to show this conjecture may be a future research goal, although it appears to be very challenging. How to design the best step size to estimateĨ 0 by numerical differentiation and how to find the minimal area of the confidence "interval" when θ is multidimensional are also important future topics.
Proofs. Proof of lemma 1. (8) can be written as
2 ) by (6) . By the ordinary two term Taylor expansion, the first square bracket equals
where θ * is an intermediate value betweenθ n and θ 0 . The second term of this expansion is of order |θ n − θ 0 | 2 by assumption 4. We now consider the
This completes the proof of (8) .
Note that Pl(θ 0 ,θ n ,ηθ
0 ]. The first square bracket is bounded by O P (|θ n − θ 0 |) by the smoothness conditions onl(t, θ, η). The second square bracket is bounded by O P ( ηθ n − η 0 ) by (4) . Assumption 3 now yields (9) . Proof of lemma 2. It suffices to show (10) 
, where θ * n is an intermediate value between θ 0 andθ n . Combining with assumption 5, we have proved (10) . By assumption 5, we also know P nl (θ 0 ,θ n ,ηθ
The second equation follows from lemma 1. This completes the whole proof.
Proof of theorem 1. n −1 log pl n (θ n ) − log pl n (θ 0 ) = P n ℓ(θ n ,θ n ,ηθ n ) − P n ℓ(θ 0 , θ 0 ,η θ 0 ). The right hand side of the above equation is bounded below and above by P n (ℓ(θ n ,ψ n ) − ℓ(θ 0 ,ψ n )), where the lower and upper bound separately correspond toψ n = (θ 0 ,η θ 0 ) and (θ n ,ηθ n ). Then we apply a three term Taylor Expansion to both upper and lower bounds.
The upper bound equals
, where θ * n is an intermediate value between θ 0 andθ n . The first term is (θ n −θ 0 )P nl0 (X i )+O P (n −1/2 + |θ n −θ n |) 3 by (10). The second term is ((θ n − θ 0 ) 2 /2) × P ℓ
Cantelli and bounded in L 1 (P ), the last term is just O P (|θ n − θ 0 |) 3 , which is also O P (n −3/2 + |θ n −θ n | 3 ). Similar analysis applies to the lower bound by replacingθ n with θ 0 . The upper and lower bound matches by the simple
. This completes the proof.
Proof of corollary 1. We know that P nl (θ n ,θ n ,η n ) = 0 and P nl (θ n ,θ n ,η n ) = P nl (θ 0 ,θ n ,η n ) + (θ n − θ 0 )P nl (θ 0 ,θ n ,η n ) + ((θ n − θ 0 ) 2 /2)P n ℓ (3) (θ * n ,θ n ,η n ), where θ * n is intermediate value of θ 0 andθ n . By using analysis similar to that used in the proof of theorem 1, we have the following equation about
. This completes the proof of (13) .
Proof of theorem 2. By replacingθ n withθ n in (12), we have
The difference between (12) and (36) is log pl n (θ n ) =
where (13) . And it is trivial to check that O P (|θ n −θ n |) = O P (n|θ n −θ n | 3 +n −1/2 ). This completes the proof of (14) .
Proof of theorem 3. Suppose that F n (·) is the posterior profile distribution of √ n̺ n w.r.t. the prior ρ(θ), where
0 . The whole proof of theorem 3 can be briefly summarized in the following expression:
For the denominator, we first prove that the posterior mass outside |̺ n | ≤ r n is of arbitrarily small order, where r n = o(n −1/3 ) and √ nr n → ∞. And the mass inside this integration region can be approximated by a stochastic polynomial in powers of n −1/2 with an error of the order O P (n −1 ). The numerator can be analyzed similarly. Finally, the asymptotic expansions of both numerator and denominator yield the quotient series, which is the desired result. We first state some lemmas before the formal proof of theorem 3.
, where M is an arbitrary positive number. Proof. The proof is straightforward.
and assume condition (17) . For every r > 0, and every positive decreasing sequence {δ n } ↓ 0, lim
Proof. This is a minor revision of lemma A.1 in the appendix of [19] . Lemma 3.3. Let r n = o(n −1/3 ) and √ nr n → ∞. Under the conditions of theorem 3, we have
Proof. Fix r > 0. We then have
Combining lemma 3.1 and lemma 3.2, we have I{∆ r n > −n −1/2 } = O P (n −1 ). This implies that there exists a positive decreasing sequence r n = o(n −1/3 ) with √ nr n → ∞ such that (37) holds. This establishes the convergence rate of the posterior mass outside r n . Lemma 3.4. Let r n = o(n −1/3 ) and √ nr n → ∞. Under the conditions of theorem 3, we have
Proof. The posterior mass over the region |̺ n | ≤ r n is bounded by
Using (14), we obtain
where the second equality follows by replacing √ n̺ n with u n , and the third equality follows from the fact that
, since |u n | ≤ √ nr n and r n = o(n −1/3 ), i.e., u n = o(n 1/6 ). By the following analysis of ( * * ), we can also show ( * * ) = O P (n −1 ) since exp(O P (n̺ 3 n + n −1/2 )) = O P (1) with |̺ n | ≤ r n :
where θ * n is an intermediate value betweenθ n andθ n + ̺ nĨ
0 . Next we start the formal proof of theorem 3. Note first that
By lemma 3.3, the first integral on the right is of the order O P (n −1 ). The second integral on the right can be decomposed into the following summands:
The first part is bounded by O P (n −1 ) via lemma 3.4. The second part equals
where u n = √ n̺ n . The above equality follows from the inequality that ∞ x e −y 2 /2 dy ≤ x −1 e −x 2 /2 for any x > 0.
Consolidating the above analysis, we have
and, by similar analysis, we obtain
The quotient of (39) and (40) generates the desired result, (18) . This completes the proof of theorem 3 in its entirety. Proof of corollary 2. From the proof of theorem 3, we havẽ
By differentiating both sides relative to ξ and combining with (39), we obtain
Based on (14) , the numerator in the above equals (ρ(θ n )+(ξĨ
, where θ * n is betweenθ n andθ n + (ξĨ
, the numerator equals ρ(θ n ) exp(−ξ 2 /2) + O P (n −1/2 ). This completes the proof. (24) is the quotient of two expansions of the form (39) and (40) . We can see this as follows. First,
Proof of corollary 3. The expansion in
The denominator is n −1/2 √ 2πρ(θ n ) + O P (n −1 ) by (39) . Similarly, by the proof of theorem 3 we know the numerator is
where U ∼ N (0, 1). Obviously, the quotient is n −r/2 EU r + O P (n −(r+1/2 ). If r is odd, the quotient is simply O P (n −(r+1/2 ).
Proof of theorem 4. We first need the following lemma: Lemma 4.1. Given the assumptions of theorem 3, for any ξ ∈ (0, 1 2 ) and ξ < α < 1 − ξ,
Proof. Implicit in (18) is an expansion of τ nα in terms of z α . First we set τ nα =θ n + z α / nĨ 0 + r n , and then we can show r n = O P (n −1 ). Plugging
, where τ * nα is between z α and z α + √ nĨ 1/2 0 r n . The first equality comes from the definition of τ nα . The second equality follows from Taylor expansion and (23). We can now deduce from these two equalities that (23) . Note that r n is well defined since f n (τ * nα ) is strictly positive when ξ < α < 1 − ξ. Thus we know that τ nα =θ n + z α / nĨ 0 + O P (n −1 ), or, equivalently, that κ nα = z αĨ
Next we can start the proof of theorem 4.
) by the classical Edgeworth expansion. Thus we have
≤ z α + a n ) = α. Combining lemma 4.1 and (13), we obtainκ nα = κ nα + O P (n −1/2 ).
Proof of lemma 3. We first compute the Fréchet derivatives of ℓ t (Λ), ℓ t,θ (Λ) and ℓ t,t (Λ) around (θ 0 , θ 0 , Λ 0 ) by means of Λ s (y) = Λ(y)+s Λ(y)+sW Λ (y), where h(·) is an arbitrary bounded function. The corresponding Fréchet derivatives are ℓ t,Λ (W Λ ), ℓ t,θ,Λ (W Λ ) and ℓ t,t,Λ (W Λ ), as follows:
The operator ℓ t,θ,Λ (W Λ ) is linear and continuous by the inequality
almost surely, since Λ is a cumulative hazard function with support [0, τ ]. It is also a bounded operator since we can replace V Λ with zero in (42). Note that ℓ t,θ,Λ (0) = 0 by its linearity. By similar reasoning, we can also know that ℓ t,t,Λ (W Λ ) and ℓ t,Λ (W Λ ) are both linear, continuous and bounded operators when (t, θ) is in some neighborhood of (θ 0 , θ 0 ) and Λ ∈ H. The boundedness of the above two operators ensure that
Λ is in some neighborhood of Λ 0 . To verify (6), we need to show that Λ → lik(θ 0 , Λ) is second order Fréchet differentiable around Λ 0 via (7). To this end, the first derivative iṡ
while the second derivative is
Clearly,l ik Λ (W Λ , V Λ ) is a bounded bilinear operator. Its continuity follows from the continuity of the maps
We next need to show that G n (l(θ 0 , θ 0 , Λ)−l 0 ) = O P ( Λ−Λ 0 ∞ ). We only need to prove that ℓ t,Λ * (W Λ )/ W Λ ∞ is P -Donsker, where Λ * is between Λ and Λ 0 and W Λ = (Λ − Λ 0 ).
It is trivial to show −ze zθ 0 and −e zθ 0 are uniformly bounded P -Donsker since z ranges over some compacta. Also,
∞ dW Λ are in BV M , since Λ has bounded total variation. This completes the proof.
Proof of lemma 4. The proof of lemma 4 is analogous to that of lemma 4 in [19] , which is for the more general odds-rate model.
Proof of lemma 5. The proof of lemma 5 is analogous to that of lemma 3. We first analyze the linearity, continuity and boundedness of: 2 , and
The continuity of U i t,θ,η (h, y, z) relies on the almost sure inequality |
shown in the first model. The above inequality, by setting V η = 0, also implies that ℓ t,θ,η (h) and ℓ t,t,η (h) are bounded operators when (t, θ) is in some neighborhood of (θ 0 , θ 0 ) and η ∈ H.
By analysis similar to that done in lemma 3, we can verify that η → lik(θ 0 , η) is second order Fréchet differentiable around η 0 by verifying the following first and second derivatives: 
where A(y) = e −zθ 0 + η(y) is independent of W η and V η . By analysis similar to the proof of lemma 3, we can verify ℓ t,η * (W η )/ W η ∞ is P -Donsker, where η * is between η and η 0 and W η = (η − η 0 ), since
∞ dW η and η(y) are in BV M . This completes the proof. Proof of lemma 6. The proof of lemma 6 is analogous to that of lemma 4 in [19] , which is for the more general odds-rate model.
Proof of lemma 7. Before we start the proof of lemma 7, we first present the following necessary computations after tedious algebra:
with the abbreviations θ t = θ t (θ, η) and η t = η t (θ, η), for (l, m) = (0, 0), (1, 0), (2, 0),
.l θt,ηt {ij} andȦ θt,ηt {ij} are separately the (i, j)-th element of square matrices (∂/∂t)l θt,ηt (y R )a T 0 (a 0 a T 0 ) −1 and (∂/∂t)A θt,ηt (·)a T 0 (a 0 a T 0 ) −1 . The above notations hold for i, j, k = 1, . . . , 5. We need the following two lemmas to verify the assumption 4:
Lemma 7.1. Given z in some compact set Z, θ and η in some neighborhood of θ 0 , η 0 , we have
where c θ (w) = M 0 exp M |w| 2σ 2 (|w| + 1) and 0 < M 0 , M < ∞. Proof. Note that | |w| − |α 0 + α 1 z| | ≤ |w − α 0 − α 1 z| ≤ |w| + |α 0 + α 1 z|, and z is in some compact set. Thus we have the following inequalities:
, and (46)
where M i is some positive finite number, i = 1, 2.
and is continuous w.r.t. θ for l = 0, 1, . . . , L. Then (48) below has an integrable envelope function in L K (P ) and is continuous at (θ, η 1 , η 2 ) when θ is in some neighborhood of θ 0 and η i is in some neighborhood of η 0 for i = 1, 2, and where K is any positive integer:
Proof. The following is the envelope function for f h θ,η 1 ,η 2 (y), F h (y):
In the above, the first inequality follows from (48). The second one follows from (46), and 0 < σ min ≤ σ ≤ σ max < ∞. Next we only need to show P |F h (y)| K < ∞ for any positive integer K. Accordingly, P |F h θ (y)| K and where h θ and p θ are separately the shortened notations for h θ (y|z) and p θ (y|z). The second inequality follows from
where G l (z; θ) = L k=l g k (z; σ, γ, β)(−α 0 −α 1 z) k−l (k!/(l!(k−l)!)). It is trivial to check that N i=1 w i f i (z)g i (z)/2 ∈ C 1 1 (Z) if f i (z) and g i (z) belong to C 1 1 (Z). Since the w i 's are nonnegative weights which sum to one, we can find a positive number R such that R −1 G l (z; θ) ∈ C 1 1 (Z) for 0 ≤ l ≤ L. The last inequality follows from lemma 7.1 and (46). Note that both K 1 (w) and K 2 (w) are bounded in L 1 (P ). This completes the proof.
Verification of Assumption 4. By repeatedly applying lemma 7.2, we can check the continuity and boundedness conditions in assumption 4 by resetting h θ (y|z) equal to a T 0lθ (y|z), a T 0lθ (y|z)a 0 and a T 0lθ (y|z)H 0 (z) T a 0 . Continuing with the proof of lemma 7, we need the following verification of assumption 5 (which requires lemma 7.3 below) and also 7.4:
Verification of Assumption 5. Lemma 7.3 is proved in [36] . The more general version of this lemma can be found in pages 158-159 in [38] . We know the random variable d is binary and thus not smooth. But if the classes of functions obtained by fixing d to either 0 or 1 are both P -Donsker when viewed as functions of the remaining arguments, then the entire classes are P -Donsker. A more formal statement of this result can be found in lemma 9.2 of [26] . Thus we consider the classes of functions in the following two lemmas for d = 0 and d = 1 separately: Lemma 7.3. Let X = ∪ ∞ j=1 I j be a partition of R 1 into bounded, convex sets whose Lebesgue measure is bounded uniformly away from zero and infinity. Let G be a class of functions g : X → R 1 such that the restrictions g| I j belong to C 1 N j for every j. Then G is P -Donsker or P -Glivenko-Cantelli for every probability measure P on X if and only if 
where H = (h θ1 (y|z), h θ2 (y|z), . . . , h θk (y|z)) T ,η 1 = (η 11 (z), . . . , η 1k (z)) T , η 2 = (η 21 (z), . . . , η 2k (z)) T , and h θ j (y|z) = L j l=0 g lj (z; σ, γ, β)(w − α 0 − α 1 z) l , and where g lj (z; σ, γ, β) ∈ C 1
Proof. Without loss of generality, we assume d = 1 in the following proof. Based on (46), we have, in each I j = {j − 1 ≤ |w| ≤ j} for j ≥ 1, for each j = 1, . . . , k.
From the above two inequalities we have that |(∂/∂w)L H (y; θ,η 1 ,η 2 )| is bounded by some constant times R l=0 (j+1) l (exp(jM 1 k/2σ 2 )+exp(jM 1 (k+ 1)/2σ 2 )), where R = 1 + k j=1 L j , in each I j , j ≥ 1. Then we can apply lemma 7.3 to the function w → L H (y; θ,η 1 ,η 2 ) with d = 1 in each I j defined above. Since the tails in w of P are sub-Gaussian, the series j ( R l=0 (j+1) l (exp(jM 1 k/2σ 2 )+exp(jM 1 (k+1)/2σ 2 )))P (j−1 ≤ |w| ≤ j) 1 2 is convergent. Thus we prove that (49) is P -Donsker, which is trivially PGlivenko-Cantelli, by lemma 7.3.
Continuing with the proof of lemma 7, we next apply lemma 7.3 and lemma 7.4 to show that x → ℓ (2) (t, θ, η)(x) is P -Donsker when (t, θ, η) is around (β 0 , θ 0 , η 0 ). The first term of ℓ (2) (t, θ, η), a T 0lθ (y|z)a 0 , is P -Donsker provided (52) and (53) below are both P -Donsker, where r, s and t in (53) are some positive numbers: f (z) : z → exp(γ + βe z )e z (1 + exp(γ + βe z )) 2 , (52) g r,s,t (w) : w → z r (w − α 0 − α 1 z) s σ t . (53) (52) is trivially P -Donsker since the function u → u exp(γ + βu)(1 + exp(γ + βu)) −2 is Lipschitz continuous, where u = e z is P -Donsker. For (53), we need to consider lemma 7.3. We have that |(∂/∂w)g r,s,t (w)| < ∼ (j + |α 0 | + |α 1 |) s−1 when j − 1 ≤ |w| ≤ j. Since the tails in w of P are sub-Gaussian, the series j j s−1 P (j − 1 ≤ |w| ≤ j) that the first term of x →l(t, θ, η)(x) is P -Donsker. By setting h θ (y|z) in
