Abstract-Nonconvex nonsmooth potential functions have superior restoration performance for the images with neat boundaries. However, several difficulties emerge from the numerical computation. Thus the graduated nonconvex (GNC) method is suggested to deal with these problems. To improve the performance of the GNC method further, a class of nonconvex nonsmooth approximate potential functions have been constructed in this paper, which can help our get a better initial value of the original problem. The numerical results show the restored quality and efficiency of the proposed methods.
INTRODUCTION
Digital image restoration has a wide application in various areas including Navigation, Biomedicine and so on [1] [2] . In general, the relationship between the original image 
where the spatial-invariant matrix q l H R × ∈ represents the degradation systems caused by problems such as motion blur and distortion radiation. l m n = × ( m and n represent the number of rows and columns respectively when image is expressed as a matrix). q b R ∈ is the additive noise. The aim of the image restoration is to obtain an estimate of the original image f according to some knowledge about H , g , and b . However it often tends to be very illconditioned when the reverse process of the model (1) is only used to get ideal solution f . Thus one of the effective ways to solve the problem is to combine some priori information of the original image and define the regularization solution, i.e., f is a minimum point of the following cost function (energy function) :
Hf g f
where :
q R R θ → is a measure of the difference between Hf and g . Φ embodies the priori information, and a regularization parameter 0 β > is used to control the tradeoff between the terms θ and Φ .
In general, we set the additive noise meets Gaussian distribution, then 
is the difference operator which can be viewed as a s l × matrix and used to create the difference vector between i th pixel and its s neighboring pixels. Generally, s is selected as 2.
In the image restoration, potential function φ plays a key role so that it is intensively studied [3] [4] [5] [6] [7] [8] [9] [10] [11] . For the images with neat boundaries, nonconvex nonsmooth potential functions have superior restoration performance from the theories and numerical experiments, but it also causes several difficulties in numerical computation [6] [7] [8] . For example, gradient-based methods are inappropriate, global minimum point can not be attained. Thus the graduated nonconvex (GNC) method [9] [10] [11] is widely employed. Even though the global convergence of this method could not be guaranteed, the experiment results show that the energy in (2) is lower than many famous methods such as simulated annealing and so on [12] [13] . However, most nonconvex smooth approximate potential functions can track the performance of the nonconvex smooth potential function perfectly, but they could not do very well when potential function is nonconvex nonsmooth. So a class of nonconvex nonsmooth approximate potential functions is introduced in [10] [11] and the good restored performance is obtained.
To improve the performance of the GNC method further when the potential function is nonconvex nonsmooth, in this paper, we construct a new class of nonconvex nonsmooth approximate potential functions In the following discussions, we let
For the convenience of later discussions, the lemma below is introduced to summarize the basic properties of φ and k ε φ . [11] 1 Let
Lemma
φ is continuous and symmetric on R and increasing
, where 
is continuous and symmetric
II. The New Nonconvex
Nonsmooth APPROXIMATE POTENTIAL FUNCTION
In this section, we will propose a new class of approximate potential functions with perfect performance, specially, for the given k ε . When φ is nonconvex nonsmooth, a series of approximate potential functions k ε φ are constructed to approach φ gradually so that a good initial value can be obtained in GNC method. It is worth noting the restoration performance will not be stable enough, when the difference between 
then the nonconvex nonsmooth approximate potential function
We can know from [11] that it has a good performance since the similarity between and more choices can be found in [10] [11] , new approximate potential functions for them can be defined similarly.
II. EXPERIMENTAL RESULTS
In this section, numerical experiment for two tested images will be provided to show the performance of × , and the standard deviation of noise is 0.1 ; (3) 2 σ = , the support is 11 11
× , and the standard deviation of noise is 0.2. To illustrate the stability of the parameter c , it is selected as 0.02 and 0.03 respectively. Figures 2-3(a) show the original images. Figures 2-3(b) show the observed images. Figures 2(c) shows the restored UTK image by the algorithm I in [11] with k old ε φ , Figures 2(d) shows the restored UTK image by the algorithm I in [11] × , and c =0.02. Figures 3 (c) shows the restored CR image by the algorithm II the method in [11] From Fig. 2-3 , we see that we can get the better restored images by algorithms I and II in [11] 
III. CONCLUDING REMARS
In this paper, we propose one kind of approximate potential function to improve the performance of the GNC method further in image restoration. Extended numerical experiments have been given to illustrate the restored qualities and efficiencies. It has been shown that the restored quality is litter better than the methods in. [11] , but the efficiency is significantly higher in any case.
