Multiplications with constants are common in applications involving linear systems, such as in communications, controls and signal processing. The constant multiplications can be efficiently implemented in hardware by converting them into a sequence of additions and hardwired shifts. Such an implementation can be optimized by finding common subexpressions in the set of additions and shift operations. This paper presents algebraic methods for eliminating common subexpressions for a set of linear arithmetic expressions. Algebraic techniques are established in multi-level logic synthesis for the minimization of the number of literals and hence gates to implement Boolean logic. In this work we use the concepts of two of these methods, namely rectangle covering and Fast Extract (FX) and adapt them to the problem of optimizing linear arithmetic expressions. The main advantage of using such methods is that we can optimize systems consisting of multiple variables, which is not possible using the conventional optimization techniques. Experimental results have shown that using these methods it is possible to obtain significant reductions in the number of additions and subtractions, and thereby area and power consumption, by using our methods.
INTRODUCTION
Most of the present generation embedded systems, such as cellular phones, video cameras and handhelds perform some kind of continuous numeric processing on input data. The frequent use of these computation intensive kernels and the large parallelism available in these computations make them amenable to hardware implementations. In most cases the performance and power consumption of the whole system is directly dependant on these computations. Since embedded systems are increasingly becoming complex, it is important to develop automated techniques that can optimize these computations. Reducing the number of operations by redundancy elimination techniques is a good way to improve performance and reduce power consumption. This article presents a novel technique for reducing the number of computations in a set of linear arithmetic expressions implemented in application specific integrated circuits (ASICs).
Linear arithmetic computations can be found in a number of applications, mainly in communications, control and signal processing. When the constant multiplications need to be implemented in hardware, the full flexibility of a multiplier is not necessary, and the multiplication can be implemented as a sequence of additions and hardwired shift operations. The relative cost of adder and multiplier depends on the adder and multiplier architectures in addition to the implementation technology. For example, a k x k array multiplier has twice the latency and k times the area of a k-bit ripple carry adder. For example consider the integer multiplication 7*X as shown in FIGURE 1. Using two's complement representation for the constants, it is possible to implement this multiplication using two additions and two shift operations. Using signed digit representations reduces the number of non-zero digits in the representation of the constant, which reduces the number of additions. FIGURE 1 shows that by using the Canonical Signed Digit (CSD) representation it is possible to implement 7*X using only one addition and one shift operation. The number of operations can be further reduced by finding common subexpressions among the set of constant multiplications. Conventional methods find common subexpressions among the set of constants multiplying a single variable, by looking at common digit patterns in the constants involved. For example, in the operations 7*X and 13*X shown in FIGURE 2, the common digit pattern "101" can be observed in the two constants "7" and "13". This common digit pattern corresponds to the common subexpression "X + X<<2". Eliminating this common subexpression reduces the number of additions by one, as shown in FIGURE 2.
Most of the earlier works for finding common subexpressions in systems involving constant multiplications were based on finding common digit patterns in the set of constants multiplying a single variable [1] [2] [3] [4] [5] [6] [7] [8] [9] . These methods are good enough for Just performing optimizations for a single variable at a time is not sufficient to do a good optimization for these systems. As an illustration consider the example linear system, consisting of the variables X 1 and X 2 , shown in FIGURE 3a. Looking at common digit patterns in the constants multiplying variable X 2 (7 = "0111" and 12 = "1100" ) the common digit pattern "11" is detected and the number of operations can be reduced by one, as shown in FIGURE 3c. But by eliminating common subexpressions to include multiple variables, it is possible to further reduce the number of additions by two as shown in FIGURE 3d. To the best of our knowledge such an optimization cannot be done by any of the known techniques. In this paper we present algebraic techniques that can perform the kind of optimizations shown in FIGURE 3d.
The rest of the paper is organized as follows. Section 2 presents and compares related work in optimizing linear computations. We present our polynomial transformation of linear systems in Section 3. Section 4 presents a technique for eliminating common subexpressions using a rectangle covering approach. Section 5 presents an improved technique for eliminating common subexpressions by iteratively eliminating two-term common subexpressions. We present experimental results on a set of commonly used DSP transforms in Section 6, where we compare the reduction in the number of operations and its effect on the performance, area and power consumption of the synthesized examples. Finally we conclude the paper in Section 7.
RELATED WORK
The problem of reducing the number of operations by decomposing constant multiplications into shifts and additions has been studied for a long time [10, 11] . This early work led to the invention of a novel number representation scheme called the Canonical Signed Digit (CSD) [12] . The CSD representation, on an average reduces the number of non-zero digits in a constant representation by 33% compared to the conventional two's complement representation. This leads to a direct reduction in the number of addition operations. CSD multipliers have been used for low complexity FIR filter design [9] . There have been a number of works on optimizing constant multiplications in FIR filter design by efficient encoding of coefficients and sharing of common computations [1] [5] [13] .
The first work that addressed the different issues and suggested solutions to the multiple constant multiplication (MCM) problem, was in [3] . This work used an iterative bipartite matching algorithm, where in each iteration the best two matching constants were selected and the matching parts eliminated. This bipartite matching algorithm was combined by a preprocessing scaling of the input constants for an increased solution space. Though scaling of the coefficients is an effective technique for reducing the number of operations, the exponential search space for finding the right scaling factor does not make it a practical approach for solving the problem. A drawback of the proposed algorithm is that the bipartite matching algorithm is not the best approach for eliminating common subexpressions, and a more global approach is required.
Furthermore, this algorithm cannot find common subexpressions among shifted forms of the constants. For example, it cannot detect the common subexpression "101" between the constants "0101" and "1010".
The works in [2, 14, 15] perform a greedy optimization procedure to minimize the area of linear digital systems using combination of techniques modifying the coefficient matrices and common subexpression elimination. The modification of the coefficients is based on the fact that the complexity of the multiplier is dependant on the value of the coefficient and transforms the linear system by splitting the constant matrices such that the overall area is reduced. The matrix decomposition technique splits a system matrix M into the product of (2z + 1) matrices M = M z M z-1 M z-2 ….M 0 ….M -z+1 M -z . The matrix splitting is obtained by row and column transformations. FIGURE 4 shows an example of matrix splitting used in a linear system, used in [2] . This matrix splitting was combined with shift-and-add decomposition of constant multiplications and an algorithm to eliminate common subexpressions in [2] . The algorithm was based on bipartite matching, similar to [3] , but was extended to find common subexpressions among shifted forms of the constants. For example, it could detect the common pattern "101" among the patterns "1010" and "0101". A major disadvantage of this method is that it cannot find common subexpressions involving multiple variables, which leads to inferior solutions, as we show in our experimental results. Our method does not consider the modifications of the coefficient matrices, since it is a method that only eliminates common subexpressions. It assumes that a coefficient matrix is already given.
There have been plenty of methods for eliminating common subexpressions based on the digit pattern matching techniques, particularly for the optimization of FIR digital filters. For the transposed form of FIR filters (shown in FIGURE 5), it is sufficient to optimize multiplications involving a single variable. The idea of replacing the multipliers with a computation sharing multiplier block was first introduced in [16] , where the sharing was obtained by finding common digit patterns among the set of coefficients.
Graph theoretic approaches have been used to synthesize the multiplier block by finding minimal differences among the coefficients [6, 7, 17] , where the nodes in the graph denote the coefficients and the edges denote the differences between the coefficients.
Exhaustive pattern generation and matching techniques have also been explored in [1] , where all possible patterns having two or more non-zero digits are generated and a matching is performed among them. Though these methods produce good results for FIR filters, they do not do a good optimization for multiple variable systems. Our methods can find all the common subexpressions detected by these methods in addition to finding common subexpressions involving multiple variables.
The final reduction in the number of operations produced by any optimization algorithm depends on the initial representation of the constants. Although using CSD representation of the constants produces the least number of operations before optimization, it does not imply the least number of operations after eliminating common subexpressions. The best results can be obtained by using a mixed representation of the coefficients involved, as observed in [5] . But the exponential number of combinations that need to be considered does not make it practical to use such an approach. In our work, we use only a single representation, namely CSD for the constants.
The main optimization in multi-level logic synthesis is the reduction of the number of literals in a set of Boolean functions by performing decomposition and factoring.
These functions typically contain hundreds of variables and thousands of literals and therefore various efficient techniques have been developed to handle the large complexity [18] . Performing Boolean decomposition and factoring for large instances is computationally infeasible [19] , and simplified procedures such as algebraic decomposition and factoring are generally preferred. Decomposition is the process of pulling out common subexpressions consisting of two or more cubes (terms) until there are no more common subexpressions to be found. FIGURE 20 shows the decomposition of the Boolean functions F, G and H, by extracting the common factors X = (a+b) and Y = cd. We have adapted the techniques for algebraic decomposition for Boolean expressions [20, 21] to the problem of finding and eliminating common subexpressions in linear arithmetic expressions. The key modifications include the novel polynomial transformation for constant multiplications to handle the shift operator and the algorithms for finding kernels for the method using rectangle covering (Section 4) and the algorithm for finding two-term divisors (Section 5). Furthermore, we need to consider the overlapping of terms for linear expressions, when eliminating common subexpressions (Section 4 and Section 5).
POLYNOMIAL TRANSFORMATION OF LINEAR SYSTEMS
In this section, we first introduce the polynomial representation of the constant multiplications. This polynomial transformation helps us to find common subexpressions involving any number of variables.
Using a given representation of the integer constant C, the multiplication with the variable X can be represented as
where L represents the left shift from the least significant digit and the i's represent the digit positions of the non-zero digits of the constant, 0 being the digit position of the least significant digit. Each term in the polynomial can be positive or negative depending on the sign of the non-zero digit. Thus this representation can handle signed digit representations such as the Canonical Signed Digit (CSD).
For example the constant multiplication (12) decimal *X = (1100) binary *X = XL 2 + XL represented in fixed point, the constant can be converted into an integer, and the final result can be corrected by shifting right. For example in the constant multiplication (0.101) binary * X = (101) binary *X*2 -3 = (X + XL 2 )*2 -3 in our polynomial representation.
The linear system in FIGURE 3a and 3b can be written using our polynomial formulation as shown in FIGURE 6. The subscripts in parenthesis represent the term numbers which will be used in our optimization algorithm.
OPTIMIZATION USING RECTANGLE COVERING
This section presents a technique to find common subexpressions by transforming the problem as a rectangle covering problem. First, a set of all algebraic divisors of the polynomial expressions is generated and arranged in a matrix form, from which all possible common subexpressions, involving any number of variables can be detected. A heuristic rectangle covering algorithm is then used to iteratively find common subexpressions.
4a. Generating kernels of polynomial expressions
A kernel of a polynomial expression is a subexpression that is derived from the we obtain the kernel X 1 + X 2 + X 2 L with co-kernel L 2 . The set of kernels and co-kernels for the expressions in FIGURE 6 are shown in FIGURE 8.
The importance of kernels is illustrated by the following theorem.
Theorem: There exists a k-term common subexpression if and only if there is a k-term non-overlapping intersection between at least 2 kernels.
This theorem basically states that each common subexpression in the set of expressions appears as a non-overlapping intersection among the set of kernels of the polynomial expressions. Here a non-overlapping intersection implies that the set of terms involved in the intersection are all distinct. As an example of overlapping terms, consider the binary constant "1001001" represented in FIGURE 9. Converting the multiplication of this constant with the variable X into our polynomial representation, we get the expression (1) X + (2) XL 3 + (3) XL 6 . There are two kernels generated: X + XL 3 + XL 6 covering terms 1,2 and 3 and X + XL 3 , covering terms 2 and 3. An intersection between these two kernels will detect two instances of the subexpression X + XL 3 , but they overlap as they both cover term 2. This overlap can be seen in the overlap between the two instances of the bit-pattern "1001" as seen in FIGURE 9. Implementing the polynomial X + XL 3 + XL 6 with two instances of X + XL 3 will result in the second term XL 3 being covered twice. Though we can still implement it this way, and subtract XL 3 at the end, it will not be beneficial in this case, as it would result in more additions than the original polynomial representation.
Proof:
If: If there is a k-term non-overlapping intersection among the set of kernels, then it means there is a multiple occurrence of the k-term subexpression in the set of polynomial expressions, and the terms involved in the intersection are all distinct. Therefore a k-term non-overlapping intersection in the set of kernels implies a k-term common subexpression.
Only If: Assume there are two instances of the k-term common subexpression. First assume the common subexpression satisfies the definition of a divisor, which means there is at least one term with a non-zero exponent of L. Now each instance of the subexpression will be a part of some kernel expression. This is because from the kernel generation algorithm (FIGURE 7), each kernel is generated recursively dividing through the lowest (non-zero) exponent of L. Each time a division by L is performed all terms that already had a zero exponent of L will be discarded and other terms will be retained.
The exponents of L in all the remaining terms will then be reduced by the lowest exponent of L. Each kernel expression contains all possible terms with zero exponent of L at that step, as well as all terms with higher exponents of L. Therefore if an instance of the common subexpression belongs to a polynomial, it will be a part of one of the kernel expressions of the polynomial. Both instances of the common subexpression will be a part of some kernel expressions and an intersection in the set of kernels will detect the common subexpression.
If the common subexpression does not satisfy the definition of a divisor, which means it does not have any term having a zero exponent of L, the subexpression obtained through division by the smallest exponent of L will also be a common subexpression, and will satisfy the definition of a divisor. Reasoning as above, this common subexpression will be detected by an intersection among the set of kernels.
4.b Matrix transformation to find kernel intersections
The set of kernels generated is transformed into a matrix form called the Kernel Intersection Matrix (KIM), to find kernel intersections. There is one row for each kernel generated and one column for each distinct term in the set of kernel expressions. Each term is distinguished by its sign (+/-), variable and the exponent of L. FIGURE 10 shows the KIM for our example linear system from its set of kernels and co-kernels shown in FIGURE 8. The rows are marked with the co-kernels of the kernels which they represent.
Each '1' element (i,j) in the matrix represents a term in the original set of expressions which can be obtained by multiplying the co-kernel in row i with the kernel term in column j. The number in parenthesis represents the term number that the element represents.
Each kernel intersection appears in the matrix as a rectangle. A rectangle is defined as a set of rows and columns such that all the elements are '1'. For example in the matrix in FIGURE 10, the row set {1,4} and the column set {1,3,4} together make a rectangle. A prime rectangle is defined as a rectangle that is not contained in any other rectangle.
The value of a rectangle is defined as the number of additions saved by selecting that rectangle (kernel intersection) as a common subexpression and is given by
Value (R,C) = (R-1)*(C-1) (II)
where R is the number of rows and C is the number of columns of the rectangle. The value of the rectangle is calculated after removing the appropriate rows and columns to remove overlapping terms and obtain a Maximal Irredundant Rectangle (MIR). We need to find the best set of common subexpressions (rectangles) such that the number of additions/subtractions is a minimum. A similar problem is encountered in multi-level logic synthesis [18, 20] , where the least number of literals in a set of Boolean expressions is obtained by a minimum weighted rectangular covering of the matrix, which is NP hard [22] . Our problem is different since we have to deal with overlapping rectangles in our matrix. We use a greedy algorithm, where in each iteration, we pick the best nonoverlapping prime rectangle. Picking only non-overlapping prime rectangles need not always give the best results, since sometimes it may be beneficial to select a rectangle with overlapping terms and then subtract the terms that are covered more than once. We would like to consider the effect of selecting overlapping rectangles and observe its effect on the quality of the result in the future. square matrix where all the elements in the matrix are 1 except the ones on one diagonal [22] , and the number of prime rectangles is exponential in the number of rows/columns of the square matrix. Therefore in our KIM transformation, the worst case number of prime rectangle and the subsequent time complexity to find the best prime rectangle is of
. Due to the exponential complexity of finding the best prime rectangle, we find a good prime rectangle, using a ping-pong algorithm, which is explained in the next subsection.
4.c Eliminating common subexpressions
Since an exhaustive enumeration of all kernel intersections is not practical for real life examples, we consider heuristic algorithms to find the best set of kernel intersections.
In this section we explain the heuristics and also an algorithm to handle the overlapping terms in a kernel intersection.
The algorithm for extracting kernel intersections is shown in FIGURE 11. It is a greedy iterative algorithm where the best prime rectangle is extracted in each iteration using a ping pong algorithm. In the outer loop, kernels and co-kernels are extracted from Since the extracted prime rectangle (kernel intersection) may contain overlapping terms, we need to remove rows and/or columns from this rectangle to remove the overlapping terms. The algorithm for the extraction of MIR (ExtractMIR) is shown in FIGURE 11 . The algorithm iteratively removes a row or a column from the rectangle that produces the maximum reduction in the number of overlapping terms. As an illustration consider the rectangle in the KIM in FIGURE 10 comprising of the rows {1,2,4} and the columns {3,4}. This rectangle has overlapping terms since the term 4 is repeated in the rectangle. It can be observed that removal of either row 1 or row 2 will remove the overlap in the rectangle.
Consider the KIM for our example linear system shown in FIGURE 10. The procedure for ping_pong_row returns the prime rectangle R 1 consisting of the rows {1,4} and the columns {1,3,4}, which has a value 2 (Equation II). The procedure for ping_pong_col produces the rectangle comprising the rows {1,3,4} and the columns {1,3}, which also has a value 2. Rectangle R 1 which corresponds to the subexpression D 1 = X 1 + X 2 + X 2 L is chosen arbitrarily. This rectangle covers the terms {1,3,4,6,7,8}. The KIM is updated by removing these terms covered by the selected rectangle. No more kernel intersections can be found in the KIM and the inner loop exits.
The expression for D 1 is added to the set of expressions and a new variable D 1 is added to the set of variables. The expressions are rewritten as shown in FIGURE 12. The KIM is constructed for these expressions, and is shown in FIGURE 13 . There is only one valuable rectangle in this matrix that corresponds to the rows {2,3} and the columns {4,5}, and has a value 1. This rectangle is selected. No more rectangles are selected in the further iterations and the algorithm terminates. The final set of expressions is shown in Figure 3d .
Finding the best prime rectangle by using ping pong algorithm
The procedure for finding the best prime rectangle is similar to the ping pong algorithm used in multi-level logic synthesis [20, 23] .The algorithm extracts two rectangles from the procedures ping_pong_row and ping_pong_col and selects the best one between them. The procedure ping_pong_row tries to build a rectangle, starting from a seed row, each time adding a row by intersecting the column set, till the number of columns becomes less than 2. The criterion for selecting the best row in each step is based on the value of the maximum irredundant rectangle (MIR) that can be extracted from the rectangle created by intersection with that row. The rectangle with the best value (the one that saves the most number of additions/subtractions) is recorded during this construction and is returned at the end of the procedure. The algorithm for ping_pong_col follows the same steps as ping_pong_row, except that the rectangle is built by intersecting with a column in each step, and the algorithm is quadratic in the number of columns in the KIM.
As an example, consider a run of ping_pong_row for the KIM in FIGURE 10. The seed row will be row 1 since it has the most number of elements (5) . The row set is {R} = {1} and the column set is {C} = {1,2,3,4,5}. In the next step row {4} is selected, since it produces the biggest non overlapping rectangle on intersection, and the row set now becomes {R} = {1,4} and the column set is {C} = {1,3,4}. Intersecting this rectangle with the row {3} gives the rectangle with rows {1,3,4} and columns {1,3}. Performing more intersections would reduce the number of rows below 2, and is thus not performed.
During the process, the best rectangle were {(R), (C)} = {(1,4), (1,3,4)} and {(1,3,4), (1,3)}. Both the rectangles save two additions. The complexity of the ping pong algorithm is quadratic in the number of rows (ping_pong_row) plus columns (ping_pong_col). This is because, each time a row (or column) has to be selected for intersection, all candidates have to be examined to select the best one.
ITERATIVELY ELIMINATING TWO-TERM COMMON SUBEXPRESSIONS
The rectangle covering methods described in the previous section are able to find multiple variable common subexpressions and produce better results than those produced by methods that can only find common subexpressions involving only a single variable at a time. But the algorithm suffers from two major drawbacks. The major drawback is that it is unable to detect common subexpressions that have their signs reversed. For example, it cannot detect that the expressions F 1 = X 1 -X 2 and F 2 = X 2 -X 1 are the same, but with the signs reversed. This is a major disadvantage, since when signed digit representations like CSD are used, a number of such opportunities are missed. Another disadvantage of this technique is that the problem of finding the best rectangle in the matrix (KIM) is exponential in the number of rows/columns of the matrix. Therefore heuristic algorithms such as the ping-pong algorithm have to be used to find the best common subexpression in each iteration.
Multi-level logic synthesis techniques use a faster algorithm called Fast Extract (FX)
for doing quick Boolean decomposition and factoring. This technique is much faster than the rectangular covering methods and produces results close to the most expensive routines using rectangle covering [21, 24] . We modified this FX algorithm for the optimization of linear arithmetic expressions, and found that we obtained better results than those obtained by rectangle covering, for all examples that we tested. We use the same polynomial formulation for the arithmetic expressions. The method is based on generating a set of all two-term divisors of the expressions and iteratively finding the divisor with the most number of non-overlapping instances. From now on, we will call this method the 2-term CSE method. The better results of the algorithm can be attributed to the fact that it can detect common subexpressions with reversed signs.
In this section, we first explain the concept and generation of two-term algebraic divisors, and then present a dynamic algorithm for eliminating common subexpressions.
We explain through the example of the H.264 transform, how this method produces better results than rectangle covering. The integer transform is shown in FIGURE 15 and its polynomial transform is shown in FIGURE 16.
Generating two-term divisors
A two-term divisor of a polynomial expression is the result obtained after diving any two terms of the expression by their least exponent of L. This is equivalent to factoring by the common shift between the two terms. Therefore, the divisor is guaranteed to have at least one term with a zero exponent of L. A co-divisor of a divisor is the exponent of L that is used to divide the terms to obtain the divisor. A co-divisor is useful in dividing the original expression if the divisor corresponding to it is selected as a common subexpression. FIGURE 14 shows the algorithm for generating the two-term divisors. As an illustration of the divisor generating procedure, consider the expression Y 1 in FIGURE 16. Consider the terms X 0 L and -X 3 L. The minimum exponent of L in both these terms is L. Therefore, after dividing by L, we obtain the divisor (X 0 -X 3 ) with co-divisor L. The other divisors generated for Y 1 are (X 0 L + X 1 ), (X 0 L -X 2 ), (X 1 -X 2 ), (X 1 -X 3 L) and (-X 2 -X 3 L). All these divisors have co-divisors 1.
The importance of these two-term divisors is illustrated by the following theorem. Now according to the divisor generating algorithm, there are two instances of the divisor (X + XL 2 ) involving the terms {1, 2} and {2, 3} respectively. Now these divisors are said to overlap since they contain the term 2 in common. Two divisors are said to intersect, if they are the same, with or without reversing the signs of the terms. For example the divisor (X 1 -X 2 L) intersects with both (X 1 -X 2 L) and (-X 1 + X 2 L).
Proof: (If)
If there is an M-way non-overlapping intersection among the set of divisors of the expressions, by definition it implies that there are M non-overlapping instances of a twoterm subexpression corresponding to the intersection.
(Only if)
Suppose there is a multiple term common subexpression C, appearing N times in the set of expressions, where C has the terms {t 1 , t 2 , …t m }. Take any e = {t i , t j } ∈ C.
Consider two cases. In the first case, if e satisfies the definition of a divisor, then there will be at least N instances of e in the set of divisors, since there are N instances of C and our divisor extraction procedure extracts all 2-term divisors. In the second case where e does not satisfy the definition of a divisor (there are no terms in e with zero exponent of L), there exists e 1 = {t i 1 , t j 1 } obtained (by dividing by the minimum exponent of L) which satisfies the definition of a divisor, for each instance of e. Since there are N instances of C, there are N instances of e, and hence there will be N instances of e 1 in the set of divisors. Therefore in both cases, an intersection among the set of divisors will detect the common subexpression. In the second step of the algorithm, the best two-term divisor is selected and eliminated in each iteration. The best divisor is the one that has the most number of nonoverlapping divisor intersections. The set of non-overlapping intersections is obtained from the set of all intersections by using an iterative algorithm in which the divisor instance that has the most number of overlaps with other instances in the set is removed in each iteration till there are no more overlaps. After finding the best divisor in {D}, the set of terms in all instances of the divisor intersections is obtained. From this set of terms, the set all divisors that are formed using these terms is obtained. These divisors are then 
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EXPERIMENTAL RESULTS
The goal of the experiments was to compare our techniques for reducing the number of operations in Linear Systems and observe the effect of the reduction on the area, performance and power consumption after synthesis. We performed our experiments mainly on the matrix form of linear systems to demonstrate the effectiveness of extending common subexpression elimination to multiple variables. We compared the results with two other known works [3] and [2] . We compared with [3] since it is the most widely referenced work in the topic of constant multiplication optimization. We also compared our work with that of [2] , since it is a recent related work on the matrix form of linear systems. In our experiments, we do not perform any scaling of the coefficients that is done in [2, 3, 15] . In [3] a post processing step is suggested for matrix forms of linear systems where each expression after the first stage of optimization is viewed as a bit pattern and the number of additions are further reduced by finding common bit patterns.
We also implemented this step to make a fair comparison with our technique. We assume The number of additions/subtractions produced by various methods is tabulated in Table1. From this table it can be seen that both our methods perform far better than the other two methods, and that the results produced by the two-term common subexpression elimination method (2-term CSE) is about 10% better than that produced by rectangle covering. The 2-term CSE method is also very fast. It takes an average of 0.08 s for each example, compared to 0.84 s for rectangle covering. consumption including switching, short circuit and leakage power. We simulated all the designs with the same set of randomly generated inputs.
We compared the synthesis results for three methods that produced the least number of operators, the 2-term CSE method, rectangle covering and RESANDS [2] . The results are shown in Table 2 and Table 3 . From Table 2 , it can be seen that the 2-term CSE method has produced significant reductions in area over [2] , with a maximum of 30% for (6) 1 (7) 1 (8) Y 
