We introduce a new method for constructing complex-valued r-harmonic functions on Riemannian manifolds. We then apply this method for the important semisimple Lie groups SO(n), SU(n), Sp(n), SLn(R), Sp(n, R), SU(p, q), SO(p, q), Sp(p, q), SO * (2n) and SU * (2n).
Introduction
Biharmonic functions are important in physics and arise in areas of continuum mechanics, including elasticity theory and the solution of Stokes flows. Here the literature is vast, but usually the domains are either surfaces or open subsets of flat Euclidean space, with only very few exceptions, see for example [2] .
The development of the very last years has changed this and can be traced e.g. in the following publications: [9] , [6] , [7] , [8] , [12] . There the authors develop methods for constructing explicit r-harmonic functions on classical Lie groups and even some symmetric spaces.
In this paper we develop a general scheme for constructing complex-valued r-harmonic functions φ : (M, g) → C on Riemannian manifolds. We then show that this can be employed in the important cases of the classical compact simple Lie groups SO(n), SU(n), Sp(n) and furthermore in the noncompact cases of SL n (R), Sp(n, R), SU(p, q), SO(p, q), Sp(p, q), SO * (2n) and SU * (2n).
Preliminaries
Let (M, g) be a smooth manifold equipped with a Riemannian metric g. We complexify the tangent bundle T M of M to T C M and extend the metric g to a complex-bilinear form on T C M . Then the gradient ∇φ of a complexvalued function φ : (M, g) → C is a section of T C M . In this situation, the well-known linear Laplace-Beltrami operator (alt. tension field) τ on (M, g) acts locally on φ as follows τ (φ) = div(∇φ) = 1 |g| ∂ ∂x j g ij |g| ∂φ ∂x i .
For two complex-valued functions φ, ψ : (M, g) → C we have the following well-known relation
where the conformality operator κ is given by κ(φ, ψ) = g(∇φ, ∇ψ).
For a positive integer r, the iterated Laplace-Beltrami operator τ r is defined by τ 0 (φ) = φ, τ r (φ) = τ (τ (r−1) (φ)). It should be noted that the harmonic functions are exactly the 1-harmonic and the biharmonic functions are the 2-harmonic ones. By a proper harmonic function we mean a non-constant harmonic function. In some texts, the r-harmonic functions are also called polyharmonic of order r. Definition 2.3. Let (M, g) be a Riemannian manifold. Then a complexvalued function φ : M → C is said to be an eigenfunction if it is eigen both with respect to the Laplace-Beltrami operator τ and the conformality operator κ i.e. there exist complex numbers λ, µ ∈ C such that
Remark 2.4. It is clear that any element φ ∈ E of an eigenfamily is an eigenfunction in the sense of Definition 2.3.
For interesting examples of eigenfunctions on the compact unitary group U(n) we have the following direct consequence of Lemma 5.1 of [10] . For the technical details needed, see the next section. Proposition 2.5. For 1 ≤ j, k ≤ n let z jk : U(n) → C be the complexvalued coordinate functions of the standard representation of the unitary group U(n). Then the following relations hold τ (z jk ) = −n · z jk and κ(z jk , z jk ) = − z 2 jk .
The Riemannian Lie group GL n (C)
Let GL n (C) be the complex general linear group equipped with its standard Riemannian metric. This is induced by the Euclidean scalar product on the Lie algebra gl n (C) given by g(Z, W ) = Re trace(ZW * ).
Let G be a Lie subgroup of GL n (C) with its induced Riemannian metric. If Z ∈ g is a element of the Lie algebra g of G i.e. a left-invariant vector field on G, and φ : U → C is a complex-valued function defined locally on G then the first and second order derivatives satisfy
For 1 ≤ j, k ≤ n, let z jk : G → C be the complex-valued coordinate functions on G given by z jk : z → e j · z · e t k , where {e 1 , . . . , e n } is the canonical basis for C n . Then it immediately follows that for Z ∈ g the first and second order derivatives satisfy Z(z jk ) : z → e j · z · Z · e t k and Z 2 (z jk ) : z → e j · z · Z 2 · e t k . Employing the Koszul formula for the Levi-Civita connection ∇ on GL n (C), we see that
Let [Z, Z * ] g be the orthogonal projection of the bracket [Z, Z * ] onto the subalgebra g of gl n (C). Then the above calculations shows that
This implies that the tension field τ and the conformality operator κ are given by
where B is any orthonormal basis for the Lie algebra g.
For the Lie subgroups G of GL n (C), that we are dealing with, we can always find an orthonormal basis B for the Lie algebra g such that each element Z ∈ B is either Hermitian or skew-Hermitian i.e. Z + Z * = 0 or Z − Z * = 0, respectively. This implies that [Z, Z * ] = 0, so for such a basis B we have the following simplified formulae
Later on we shall discuss results concerning the tension field τ and the conformality operator κ on several classical Lie subgroups of GL n (C). For this we have the following standard useful notation. Notation 3.1. For 1 ≤ j, k ≤ n, we shall denote by E jk the element of gl n (R) satisfying (E jk ) rs = δ jr δ ks and by D t the diagonal matrices
For 1 ≤ r < s ≤ n, let X rs and Y rs be the matrices satisfying
A new construction method
Let φ : (M, g) → C be a complex-valued function and f : U → C be a holomorphic function defined on an open subset U of C containing the image φ(M ) of φ. Then it is a direct consequence of the chain rule that the
In general this differential equation seems difficult, if not impossible, to solve. But as we will now show this problem can actually be solved in the case when φ : (M, g) → C is a eigenfunction in the sense of Definition 2.3.
In that case the equation (4.1) takes the following form
For this reason we are now interested in the ordinary differential equation
In the following we will make extensive use of the holomorphic principal logarithm log : C \ (−∞, 0] → C and the standard notation z α = exp(α log(z)).
From this we see that the composition log •φ is defined on the open subset
We wish the domain to be as large as possible, so it might be convenient to introduce branch cuts other than (−∞, 0], depending on the values of φ. For simplicity we continue working on C \ (−∞, 0]. To construct our proper r-harmonic functions we compute antiderivatives of holomorphic functions on C \ (−∞, 0]. This domain is simply connected so it follows that these are well-defined and unique up to a complex constant.
Theorem 4.1. Let λ ∈ C be non-zero and φ : (M, g) → C be a complexvalued function on a Riemannian manifold such that the tension field τ and the conformality operator κ satisfy
Then for any natural number r ≥ 1 and any non-zero c 1 ∈ C the function
Proof.
Step 1: In this case, the basic equation (4.2) is
Step 2: Here we want to solve the Poisson problem τ (
The solutions to this equation are clearly given by
for some complex constants c 1 , c 2 ∈ C. After renaming the coefficients we then obtain the biharmonic function Φ 2 (x) = c 1 log φ(x) + c 2 and finally ignoring the harmonic part, by choosing c 2 = 0, we yield
Step 3: We now investigate the first order inhomogeneous differential equation
The solutions to this equation are given by
After renaming the constants and ignoring the biharmonic part we then yield the triharmonic function
Step r: After studying the Poisson equation τ (Φ r ) = Φ r−1 on M , one inductively finds that this process produces a sequence {Φ r } ∞ r=1 of proper r-harmonic functions Φ r : W → C of the form
From now on, we will assume that the important eigenvalue µ of the conformality operator κ satisfies µ = 0.
Let λ ∈ C be non-zero and φ : (M, g) → C be a complexvalued function on a Riemannian manifold such that the tension field τ and the conformality operator κ satisfy
Then for any natural number r ≥ 1 and any non-vanishing (c 1 ,
Step 1: First we notice that here the composition
for some complex constants c 1 , c 2 ∈ C. This induces the harmonic function
Step 2: Here we want to solve the Poisson problem τ (Φ 2 ) = Φ 1 . For this we investigate
This implies that
and finally we yield
After renaming the constants we then obtain
Then ignoring the harmonic part by choosing c 3 = c 4 = 0 we finally obtain the proper biharmonic map Φ 2 with
defined on the open subset W of M .
Step r: After studying the differential equation τ (Φ r ) = Φ r−1 , one inductively finds that this process produces a sequence {Φ r } ∞ r=1 of proper r-harmonic maps Φ r : W → C of the form
For the proof of our next Theorem 4.4 we need the following result. This can for example be found as item 2.722 in the useful collection [5] . 
Proof. The result is obtained by iterated partial integration, where in each step lowering the exponent of the logarithm. Then for each natural number r ≥ 1 and any non-vanishing (c 1 , c 2 ) ∈ C 2 the function
Step 1:
This shows that
for some complex constants c 1 , c 2 ∈ C. After renaming the complex constants we have
Step 2: We now want to solve the Poisson problem τ (Φ 2 ) = Φ 1 . For this we investigate the following inhomogeneous second order differential equation i.e.
We now integrate this equation and yield
Integrating again, employing Lemma 4.3, renaming the complex constants and ignoring the harmonic part gives
This induces the following proper biharmonic function
Step r: By repeating this process, one inductively manufactures a sequence {Φ r } ∞ r=1 of proper r-harmonic maps Φ r : W → C of the form
Eigenfunctions on SL n (R) and Sp(n, R)
In the last section we have introduced a new method for constucting rharmonic functions on Riemannian manifolds in terms of eigenfunctions. This method is not worth much without the existence of such objects. In the rest of this work we show that these certainly do exist in many of the important cases of the classical semisimple Lie groups. As already pointed out in Remark 2.4 the elements φ ∈ E of a given eigenfamily are automatically eigenfunctions i.e. exactly the objects that we are seeking. We start with the real special linear group SL n (R) = {g ∈ GL n (R) | det g = 1}.
Proposition 5.1. Let V be a maximal isotropic subspace of C n and let A be a matrix whose rows are elements of V . Then the function φ : SL n (R) → C defined by
Proof. The special linear group SL n (R) is a Lie subgroup of GL n (R) and the function φ : SL n (R) → C extends naturally to GL n (R). Letτ andκ denote the tension field and the conformality operator of GL n (R), respectively. Then as a simple consequence of Lemma 4.1 in [11] , we get
where the latter follows from AA t = 0 by assumption. Let us now consider the element
It is easily seen that this is of unit length and generates the orthogonal complement of sl n (R) in gl n (R). Hence
We now turn our attention to the non-compact Lie group Sp(n, R). For this we introduce the following standard notation J n for the element J n = 0 I n −I n 0 in R 2n×2n . Here I n is the identity matrix in R n×n . Then Sp(n, R) is defined by Sp(n, R) = {g ∈ SL 2n (R) | g · J n · g t = J n }. and its Lie algebra satisfies
Every element g ∈ Sp(n, R) has a unique representation as g =
x y z w , for some matrices x, y, z, w ∈ R n×n . The following result is a direct consequence of Lemma 6.1 and Theorem 6.2 of [11] .
Proposition 5.2. Let a, b, v ∈ C n and define the function φ : Sp(n, R) → C by
Then φ is an eigenfunction on Sp(n, R) satisfying
6. Eigenfunctions on SO(n), SU(n) and Sp(n)
In this section we construct eigenfunctions on the important classical compact simple Lie groups SO(n), SU(n) and Sp(n).
For the case of the special orthogonal group SO(n) we have the following interesting consequence of Theorem 4.3 of [10] . Proposition 6.1. Let p ∈ C n be a non-zero isotropic element i.e. (p, p) = 0. Then the complex n-dimensional vector space
for each element φ ∈ E.
In the case of the unitary group U(n) we already provided eigenfunctions in Proposition 2.5. With this at hand and the machinery described in Section 3, it is simple to prove the following. Proposition 6.2. For 1 ≤ j, k ≤ n, let z jk : SU(n) → C be the complexvalued coordinate functions of the standard representation of the special unitary group SU(n). Then the following relations hold
Proof. The statement can easily be proven with exactly the same technique as employed in the above proof of Proposition 5.1
The quaternionic unitary group Sp(n) can be presented as the intersection of the unitary group U(2n) and the quaternionic general linear group GL n (H). Here we are using the standard complex representation of GL n (H) in C 2n×2n given by
For this we have the following immediate consequence of Lemma 6.1 of [9] . Proposition 6.3. For 1 ≤ j, k, α, β ≤ n, let z jα , w kβ : Sp(n) → C be the complex-valued matrix coefficients of the standard complex representation of Sp(n) given by z jα : q → e j · q · e t α and w kβ : q → e k · q · e t n+β ,
where {e 1 , . . . , e 2n } is the canonical basis for C 2n . Then the following relations hold
7. Eigenfunctions on SO(p, q), SU(p, q) and Sp(p, q)
The aim of this section is to provide complex-valued eigenfunctions from the non-compact Riemannian Lie groups SO(p, q), SU(p, q) and Sp(p, q).
Here we shall use the standard notation I p,q for the matrix
. Furthermore, we use C p 1 and C q 2 for
We recall that the classical O(p, q), U(p, q), Sp(p, q) are defined as the groups of linear transformations on R p+q , C p+q , H p+q , respectively, preserving the standard bilinear form induced by I p,q . More precisely,
The real non-compact semisimple Lie group SO(p, q) is given by
and its Lie algebra satisfies
Then the following result is an immediate consequence of Lemma 11.1 and Theorem 11.2 of [11] .
Proposition 7.1. Let u ∈ C p 1 and v ∈ C q 2 be two non-zero isotropic vectors, a, b ∈ C n and define the functions φ, ψ : SO(p, q) → C by φ(x) = trace(a t ux t ) and ψ(x) = trace(b t vx t ).
Then φ and ψ are eigenfunctions on SO(p, q) satisfying
Our next case is the non-compact semisimple Lie group SU(p, q) given by
with Lie algebra
For this we have the following result.
Proposition 7.2. Let u ∈ C p 1 and v ∈ C q 2 be two non-zero vectors, a, b ∈ C n and define the functions φ, ψ : SU(p, q) → C by φ(x) = trace(a t ux t ) and ψ(x) = trace(b t vx t ).
Then φ and ψ are eigenfunctions on SU(p, q) satisfying
Proof. Note that the function φ extends naturally to U(p, q). Letτ and κ denote the Laplace-Beltrami operator and the conformality operator of U(p, q), respectively. Then as an immediate consequence of Lemma 10.1 and Theorem 10.2 of [11] , we yield
The result now follows in the exactly same way as that of Proposition 5.1, since the matrix 1 √ p + q · I p+q has unit length and generates the orthogonal complement of su(p, q) in u(p, q).
We conclude this section by considering the non-compact Lie group Sp(p, q) with Lie algebra sp(p, q) = {X ∈ gl p+q (H) | X · I p,q + I p,q · X * = 0}.
The following result is an immediate consequence of Lemma 12.1 and Theorem 12.2 in [11] . 
Then φ and ψ are eigenfunctions on Sp(p, q) satisfying
8. Eigenfunctions on SO * (2n) and SU * (2n)
The non-compact semisimple Lie group SO * (2n) is defined as SO * (2n) = {z ∈ SU(n, n) | z · I n,n · J n · z t = I n,n · J n }.
Its Lie algebra satisfies so * (2n) = {Z ∈ su(p, q) | Z · I n,n · J n + I n,n · J n · Z t = 0}.
For the Lie group SO * (2n) we have the following interesting result, which is an immediate consequence of Lemma 8.1 in [11] .
Proposition 8.1. For elements a, b, u, v ∈ C n define the functions φ, ψ : SO * (2n) → C by φ(z + jw) = trace(a t uz t ) and ψ(z + jw) = trace(b t vw t ).
Then φ and ψ are eigenfunctions on SO * (2n) satisfying
As our last case, we now consider the non-compact Lie group SU * (2n) defined as the intersection SU * (2n) = U * (2n) ∩ SL 2n (C), where U * (2n) = z + jw = z w −w z | z, w ∈ GL n (C) .
Its Lie algebra su * (2n) satisfies su * (2n) = u * (2n) ∩ sl 2n (C) = Z W −W Z | Z, W ∈ gl n (C), Re trace Z = 0 .
For the non-compact Lie group SU * (2n) we have the following result. is an eigenfunction on SU * (2n) satisfying
Proof. Note that the function φ extends naturally to U * (2n). Letτ and κ denote the Laplace-Beltrami operator and the conformality operator of U * (2n), respectively. Then as a simple consequence of Lemma 5.1 of [11] , we getτ
where the latter follows since the matrix AB t is symmetric by assumption.
The rest now follows in exactly the same way as in the proof of Proposition 5.1, since the matrix 1 √ 2n · I 2n , of unit length, generates the orthogonal complement of su * (2n) in u * (2n).
