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Abstract
Tennis is one of the most volatile sports, as the favourite to win the match can
change within a couple of service games. The growth of technology over the past
decade has also resulted in an exponential increase of in-play wagering. Thus, the
aim of this thesis was to investigate the game of tennis whilst in-play in order to
increase the accuracy of predictions by updating the probability of winning a point
on serve using various approaches. Analysis was performed to determine whether
incorporating in-play serving and winning statistics, court-side dominance and point
importance provided an accurate representation of match progression. Analysis on
the efficiency of the in-play wagering markets was also performed and a method to
incorporate over-round into a Markov Chain model was establish.
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Chapter 1
INTRODUCTION
This introduction outlines why the game of tennis, and in particular in-play tennis,
was selected as a research area. The chapter reviews previous literature to highlight
current research limitations and gaps in tennis modelling and wagering. The chapter
concludes with research questions pertinent to tennis and this thesis.
1.1 Why Tennis?
Tennis is a game that is enjoyed by millions of people around the world. It can be
enjoyed as a recreational sport or as a spectator. The audience is sometimes attracted
by the unpredictability, volatility and the potential for a comeback within a few service
games. Given the high popularity of the sport, there is a large quantity of easily
accessible data available from professional bodies and web sites. Mathematically
speaking, tennis is an attractive sport to model as there are only two players to take
into consideration, which exhibits challenging underlying mathematical principles.
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Figure 1.1: Type of markets available for Bet365.
1.2 Wagering in Tennis
Weather, bad line calls and injury time-out are just some of the factors that can alter
players’ probability of winning a set or match (Hsi & Burych 1971). Thus, tennis
is known to be one of the most volatile, and potentially profitable, in-play sports
(Webb 2013). With the current advances in technology, sports wagering markets can
be easily accessed, which has resulted in an exponential increase in sports wagering.
In relation to tennis, a wide variety of markets are available to the individual.
Figure 1.1 displays an example of the available wagering markets from the wagering
provider, Bet365. Markets include wagering on game, set and match winner, whether
the game will reach deuce and predicting the set score. Whilst the match is in-play
the wagering odds are updated on a point-by-point basis to reflect how the match is
progressing. The next section reviews previous literature, in particular, mathemat-
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ical modelling, assumptions, serving strategies in tennis, ranking professional tennis
players, updating the probability of winning a point on serve (Pwos) and wagering
markets.
1.3 Literature Review
This section outlines in detail the previous work related to this thesis that has been
conducted in tennis. The literature review is organised into six sections, in particular,
mathematical modelling, hypotheses and assumptions, strategies in tennis, ranking
profession tennis players, updating the Pwos and wagering markets.
1.3.1 Mathematical Modelling
Mathematically speaking, the game of tennis is an attractive sport to model as there
are only two players to take into consideration, as opposed to teams of players .
Mathematical modelling in tennis has evolved over the last couple of decades. Kemeny
and Snell (1960) first modelled a single game of tennis using the Markov Chain model.
To extend this concept, Schutz (1970) developed a Markov Chain with a constant
Pwos. Hsi and Burych (1971) examined the probability of one player winning a single
set of classical tennis. Carter and Crew (1974) determined the expected number
of games and sets in a match. Morris (1977) provided a method to calculate how
important the point is at a game, set and match level. Since the introduction of
the tie-break game in 1970, Croucher (1981) examined the effect of the tie-break on
a player’s probability of winning and the expected length in a set. Pollard (1983)
applied an analytical approach to calculate the probability, expected probability and
variance for each player winning a game, set and match. Croucher (1986) looked at
the conditional probabilities for each player winning a single game from any position
in the match.
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Various studies have been performed to improve the predictions of forecasting
a tennis match. Boulier and Stekler (1999) utilised official rankings, Klaassen and
Magnus (2003) developed a tennis program to predict pre and in-play, and Barnett,
Brown and Clarke (2005) developed a revised Markov Chain model. Barnett and
Clarke (2005) applied serving statistics and Newton and Keller (2005) applied Monte
Carlo simulations. Scheibehenne and Brader (2007) applied name recognition and
official rankings and Somboonphokkaphan et al. (2009) applied a Multi-Layer Per-
ceptron with back-propagation learning algorithm. Tennis forecasting has also been
performed utilising technology. For example, Hunter et al. (2007) modelled tennis
rallies to create an audio-based stroke detector and Wei et al. (2013) developed a
program that predicts the location of a future shot based on shot speed, location,
angle and foot placement of each player.
In summary, the current literature on modelling tennis has been heavily focused
on forecasting the tennis match prior to commencement of the match. The majority
of research has been theoretical and limited studies have considered modeling tennis
matches whilst the match is in-play. It was therefore importance for research to
further analyse the game of tennis while it is in-play.
1.3.2 Hypotheses and Assumptions
Various hypotheses and assumptions associated with tennis have been investigated.
Magnus and Klaassen (1999a) investigated whether there is a greater serving domi-
nance in men’s singles compared to women and whether there exists a psychological
advantage to serve first in a set. Over 90,000 points at Wimbledon were analysed.
It was concluded that males have a greater serving dominance and that their first
serve is a better indicator of their overall performance than their second serve. The
results found that when serving first, 87.7% of males won the first game of the match
compared to 74.3% of females. They explained this advantage as being due to the
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“first game effect”, where fewer breaks of service occur in the first game of the match.
Koning (2011) investigated whether the home advantage exist in tennis. Home
advantage in tennis is when players competes at their home country. This has been
found to be present in team sports such as basketball and baseball. Applying match-
level data, it was found that home advantage exist for males tennis players but not
females.
To forecast a tennis match, typically a Markov Chain model is implemented. A
Markov Chain model is a random process than undergoes transitions from one state
to another which is memoryless. Applying the Markov Chain model requires the
assumption that all points are independent and identically distributed (i.i.d.). There
has been significant research into the validity of the i.i.d. assumption, where Croucher
(1981) studied the “back-to-the-wall effect”, which is the possible effect that a player
or a team performs better if behind on the scoreboard. Testing the independence as-
sumption, there was small evidence that players perform better when behind. Jackson
and Mosurski (1997) investigated whether losing the first set by a lot can affect the
next set. Thus, testing the independence assumption they concluded that dependence
occurred which may have been a result of the “back-to-the-wall” effect. Analysing
over 90,000 points, Klaassen and Magnus (2001) found that points are not i.i.d.,
where winning the previous point has a positive effect on winning the current point.
They also found that the server finds it more difficult to win important points that
can have an impact of the server winning the set and/or match. Even though the
results found that points are not i.i.d., for the purpose of practical applications such
as forecasting it was decided to keep the assumption as the divergence from i.i.d. is
very small (Klaassen & Magnus 2001).
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1.3.3 Strategies in Tennis
Various research has investigated the application of match statistics to determine
the optimal serving strategy. Gale (1971) applied a simple mathematical model to
represent a “real life” tennis situation. George (1973) applied a simple probabilistic
model and Hannan (1976) incorporated the returning abilities of opponents. King and
Baker (1979) found that the conventional strong-weak serving strategy (i,e., where
the first serve is a risky shot and the second serve is safe to get the ball into play) is
not always the optimal option. Norman (1985) used dynamic programming to decide
when to implement a fast serve and Barnett et al. (2008) applied actual match
statistics.
Barnett, Brown, and Clarke (2004) analysed strategies to utilise energy resources
in a match. The results found that by increasing effort on important points and
decreasing on the unimportant points can increase the probability of winning the
game.
1.3.4 Ranking Professional Tennis Players
The Association of Tennis Professionals (ATP) ranking system determines the top
players within the ATP circuit. The ranking system is determined by players’ per-
formance of the past 52 weeks, where a maximum of 19 tournaments are taken into
consideration. Tournaments that are more prestigious, such as Grand Slams, offer a
greater amount of ranking points. Various research has also been performed on the
effectiveness of this ranking system. A debate on the effectiveness of this approach
became a topic of interest when Caroline Wozniacki held the number one women’s
ranking for 67 weeks until January 2012, despite having never won a Grand Slam
tournament in that period (Dingle, Knottenblet & Spanias 2013).
To improve the ranking system, Clarke and Dyte (2000) developed an approach
based on logistic regression to use ATP rating points to predict the winner of a tour-
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nament. Del Corral and Prieto-Rodriguez (2010) applied a probit model to determine
whether the difference in rankings between players provide a good predictor in Grand
Slam match outcomes. Del Corral and Prieto-Rodriguez found that the past perfor-
mance variable which includes ranking information was the most relevant variable to
increase the accuracy of predictions in Grand Slam match outcomes.
Research was conducted to determine whether newly developed models were more
efficient than the current rating system. Clarke (1994) developed an alternative
ranking system where players receive a rating that is adjusted using the exponen-
tial smoothing based on the difference between expected and actual match outcome.
Radicchi (2011) developed an approach similar to Google Page Rank, to determine
the importance of a web page and to rank players based on the opponents they have
defeated over a period of time (Brin & Page 1998). Dingle, Knottenbelt and Spanias
(2013) analysed the relationship between the official ranking of professional tennis
players and rankings computed using the PageRank algorithm. From a sample of
390 days, they found that PageRank-based rankings were a better predictor of match
outcomes than official rankings. Blackburn (2013) found that altering rankings of
tennis players in relation to the importance of the tennis tournament, was a better
predictor than official rankings.
1.3.5 Updating the Probability of Winning a Point on Serve
Typically, the model to forecast the winner of the match assumes the Pwos is i.i.d.,
where the probability remains constant for the entire match (Barnett & Clarke 2002,
Carter & Crew 1974, Fischer 1980 and Schutz 1970). Much debate surrounds the
issue of assuming i.i.d. (Jackson & Mosurski 1997 and Klaassen & Magnus 2001).
Klaassen and Magnus (2001) found that winning the previous point increases the
likelihood of winning the current point and that those “important” points are more
difficult to win for the server than less important points. The importance of a point
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is the difference in the probability of winning the game (or set or match) if they win
or lose the current point (Morris, 1977). Morris outlined that increasing the Pwos
from 0.60 to 0.61 on the important points and decreasing from 0.60 to 0.59 on the
unimportant points resulted in increasing the probability of winning the service game
by 0.0075.
Focusing on ATP rankings and point-by-point data, Klaassen and Magnus (2003)
outlined a method to forecast a winner of a tennis match at both the beginning of
the match and during it. They assumed that points were (i.i.d.) and that the input
probabilities were not reorganised once a match was in progress. In conclusion they
stated:
“One could think of a Bayesian updating rule, where the prior estimates are pˆa
and pˆb, obtained before the match starts, and the likelihood comprises the match in-
formation up to the current point, pg 267.”
Various studies has been performed to update the Pwos. Pollard (2004) investi-
gated whether there is empirical evidence that a player can increase Pwos during a
game. Focusing on Andre Agassi, they concluded that he was able to increase his Pwos
on the most important points. Updating the Pwos after every point by considering
a weighting parameter applied to pre and current performance, Pollard and Noble
(2003, 2004) found that modifying the probabilities did not have a substantial effect
on the mean and standard deviation of the number of points in match. Barnett,
Brown and Clarke (2005) revised the Markov Chain model to allow players who are
ahead in the set to increase their probability of winning the next set. The results
found that this approach improved the accuracy of predictions and the number of
points remaining in the match when compared to the standard Markov Chain model.
Barnett (2006) applied the Bayesian updating rule to update the Pwos and found that
updating initial estimates improved predictions. Newton and Aslam (2006) updated
the Pwos by 20% on the most and least important point, after winning (hot-hand
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effect, being in front on the scoreboard) and losing (back-to-the-wall effect, being
behind on the scoreboard) a point on serve. They found that updating the Pwos did
not dramatically alter the probabilities in comparison to the Markov Chain model.
As a continuation of this literature, this thesis aimed to analyse the effects of
updating the Pwos after every point. The research sought to obtain an understanding
of updating the Pwos through arbitrary values, point importance and using in-play
serving and winning statistics.
1.3.6 Wagering Markets
To assess the efficiency of the tennis wagering markets, the most common approach
is to forecast a match. However, past research has rarely found this approach to
make a positive return (McHale & Morton 2011). Previous research has generally
concluded that the wagering tennis markets are efficient but can be inconsistent (For-
rest & McHale 2007, Hausch & Ziemba 1995, McHale & Morton 2011, Sauer 1998
and Stekler, Sendor & Verlander 2010).
Forrest and McHale (2007) applied an econometric approach and found that a
positive long-shot bias (positive return in wagering the underdog) is present in men’s
professional tennis. Schembri et al. (2011) evaluated the efficiency of five wagering
providers over an eight-year period. The results found that all five providers have a
statistically significant difference in the over-round where the over-round was between
5.5% and 7.5%. Over-round is the excess amount of probability that exceeds the value
of one to ensure the bookmarkers earn a profit. They concluded that the markets
were most efficient when a moderate to strong favourite was present and all markets
converge to an average efficiency of 0.70 in overall win/loss predictions. McHale and
Morton (2011) developed an approach to forecast a match by applying a player’s past
results and court surface. Compared against two logit models, McHale and Morton’s
method was more superior in forecasting predictive performance and in generating
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profit. Knottenbelt, Spanias and Madurska (2012) applied the Markov Chain model
and players’ match statistics when both players have played the same opponent to
2000 tennis matches. A profit of 3.8% was recorded.
There is limited research relating to the efficiency of in-play tennis markets. In-
play markets vary from pre-match markets by updating odds on a point-by-point
basis to reflect the state of the match. Easton and Uylangco (2010) analysed in-play
wagering markets on a point-by-point basis applying the Klaassen and Magnus (2003)
model. They found that a service break can be anticipated up to four points prior to
the outcome. It was concluded that a high level of efficiency occurred for both genders
and therefore that the wagering markets are effective in forecasting the outcome of
a tennis match. Huang, Knottenbelt & Bradley (2011) developed an approach that
incorporates the Markov Chain model to deduce tennis scores from analysing in-play
wagering odds with minimal error.
Based on the limited research in wagering in tennis, this thesis sought to analyse
in-play wagering markets and to develop an approach to incorporate over-round into
the Markov Chain model. Based on the previous literature on tennis that was outlined
in this section, research questions were developed in the following section.
1.4 Research Questions
The research questions of this thesis are outlined as follows in accordance to their
respective chapters.
Chapter 6: Over-round in tennis.
• Can over-round be incorporated into the Markov Chain model?
• If over-round can be incorporated into the Markov Chain model, how effective
is this approach in comparison to the market?
Chapter 7: Applying the “first-game-effect”.
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• Can the “first-game-effect” be applied in a tennis simulator?
• How effective is this approach in predicting the outcome of the first game of the
match?
Chapter 8: In-play modification of service probability.
• Can a model that does not assume (i.i.d.) increase the accuracy of forecasting
a tennis match, in comparison to assuming i.i.d?
• What is the optimal approach to altering the Pwos?
Chapter 9: Sensitivity of court-side in tennis
• Does court-side dominance exist in professional male players?
• Does altering the Pwos in relation to court-side increase the accuracy of predic-
tion?
Chapter 10: Forecasting using point importance.
• Can an optimal θ value be selected for Newton and Aslam’s model?
• Can point importance be utilised to update serving probabilities?
• If point importance can be utilised to update the serving probability, does it
provide an accurate indication of each player’s performance?
• How effective is this approach in case studies?
Chapter 11: Forecasting using in-play serving statistics.
• Can in-play serving statistics be applied to forecast a tennis match whilst the
match is in-play?
• Can a function be applied to incorporate the pre and in-play serving statistics?
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• What is the optimal number of points to execute the function?
• What is the optimal weighting parameter to execute the function?
• If in-play serving statistics can be applied to forecast a tennis match, how
effective is this approach in forecasting the outcome of the match?
Chapter 12: Evaluating in-play tennis models.
• What is the most effective in-play tennis model?
• What are the advantages and disadvantages of each in-play tennis model?
1.5 Publications
Publications arising during the dissertation are outlined as follows in accordance to
the respective chapter.
Chapter 6: Over-round in tennis.
Viney, M., Bedford, A. & Kondo, E. (2013). Incorporating over-round into in-
play Markov Chain models in tennis. 15th International Conference on Gambling &
Risk-Taking, Las Vegas, USA.
Chapter 7: Applying the “first-game-effect”.
Bedford, A & Viney, M. (2014). Applying the “first-game-effect” in a tennis sim-
ulator. In Proceedings of the 10th International Association of Computer Science in
Sport, Darwin, Australia.
Yap, J., Bedford, A. & Viney, M. (2014). The surface effect in ATP tennis. In
Proceedings of the 12th Australasian Conference on Mathematics and Computers in
Sport, Darwin, Australia, 84-90.
Chapter 8: In-play modification of service probability
Viney, M., Kondo, E. & Bedford, A. (2012). In-play modification of service prob-
ability in tennis. In Proceedings of the 11th Australasian Conference on Mathematics
1.6. THESIS OVERVIEW 13
and Computers in Sport, Melbourne, Australia, 148-154.
Chapter 9: Sensitivity of court-side in tennis
Viney, M., Bedford, A. & Kondo, E. (2013). Sensitivity of court-side in tennis?
In Proceedings of the 4th International Conference on Mathematics in Sport, Leuven,
Belgium, 376-382.
Chapter 10: Forecasting using point importance.
Viney, M. & Bedford, A. (2014). Altering the probability of winning a point on
serve for the most and least important point in tennis. In Proceedings of the 12th
Australasian Conference on Mathematics and Computers in Sport, Darwin, Australia,
95-101.
Chapter 11: Forecasting using in-play serving statistics.
Viney, M., Bedford, A. & Kondo, E. (2013). Integrating in-play serving statistics
into a tennis simulator. In Proceedings of the 9th International Symposium on Com-
puter Science in Sport, Istanbul, Turkey.
Viney, M., Bedford, A. & Kondo, E. (2013). Practicality of a tennis simulator for
player improvement. 18th Annual Congress of the European College of Sport Science,
Barcelona, Spain.
Viney, M. & Bedford, A. (2014). Utilising pre-play and in-play serving statistics
to forecast a tennis match outcome. Journal of Tennis Medicine and Science, 19(2),
78-83.
1.6 Thesis Overview
This thesis began by providing an outline of the limitations in the tennis research
area thus providing a rationale to this dissertation. Chapter 2 briefly outlines the
history of tennis and the changes that have occurred to the modern game played
today. An explanation of the scoring format is also outlined, an understanding of
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which is vital in later chapters. Chapter 3 outlines how mathematics are applied
to calculate the probability of winning a tennis match pre and in-play. Chapter 4
explains the collection of in-play scoring and wagering odds data that were required
for analysing the newly developed models. Chapter 5 explains the creation of a tennis
simulator that was used to evaluate the effectiveness of forecasting methods in Chapter
7-12. Chapter 6-12 presents the original research completed in this dissertation.
This includes an approach to incorporate over-round into the Markov Chain model,
an analysis of court-side dominance, the application of the “first-game-effect” in a
match, the use of in-play serving statistics to determine how effective this approach
is in predicting a change in player’s performance and the effectiveness of altering the
Pwos using point importance whilst the match is in-play.
Chapter 2
TENNIS
This chapter discusses how tennis has evolved into the sport recognised today. An
explanation of the rules and scoring system is outlined, which must be understood
for the following chapters.
2.1 History
The evolution of the game of tennis dates back to the 12th century (Levinson & Chris-
tensen 1996). Since the 12th century there have been many versions and improve-
ments of the sport that is called tennis today. Rules, equipment, court dimensions,
surface type and how the game is played have all changed.
2.1.1 Evolution of Tennis
The origin of tennis cannot be attributed to a single creator. The early “real” (royal)
tennis was first created by French monks in the 12th century, where they played
for entertainment purposes during religious ceremonies. The game was called “jeu de
paume” (palm game), where the ball was hit with the hand against walls or over a rope
across the church courtyard (Grasso 2011). This game became popular predominately
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in France by the royal family. In the 13th century the game became so popular that
several members of the Church, including the Pope, tried to ban the game.
By the 16th century tennis became popular in Europe where the sport was played
in an enclosed area. During the 18th and early 19th century real tennis became less
popular as racquets, squash racquets and lawn tennis were introduced.
Lawn tennis was invented in 1874 by Major C. Wingfield where he had patent
rights for the equipment and rules for a very similar version of the sport recognised
today. The game became popular in the British upper class in the late 19th century
and began to spread to the United States and other parts of the world. Wingfield
originally named the sport “sphairistike”, a Greek word meaning “ball game”, which
then was changed to lawn tennis (Parsons & Wancke 2006).
In 1877, the first world tennis championship was held in Wimbledon where 22
males competed in a singles event with 200 spectators. In 1884, Wimbledon intro-
duced women’s singles and a men’s doubles event, where the women’s doubles was
introduced in 1913. To ensure strong players didn’t knock out each other during
the early rounds of the tournament, seeding of players was introduced at Wimbledon
in 1924. The tie-break game was introduced by Jimmy Van Alen in 1970 to avoid
prolonged sets and to reduce spectator boredom (Grasso 2011).
Prior to 1968, world class tournaments were only contested by top-ranked ama-
teur players, thus professional players were not allowed entry into the sport’s most
prestigious event. The governing body of tennis eventually saw the error of this sys-
tem and in 1968 introduced tennis to the open era, which allowed professional and
amateurs to compete in the same tournament. The introduction of the open era im-
proved the quality of major tournaments, expanding popularity and increasing prize
money. Amateurs looking to compete at the highest level could play in qualifiers and
if successful compete at the professional level (Parsons & Wancke 2006).
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2.1.2 Origin of the Name “Tennis”
The origin of the name “tennis” is unknown. Some believe the name originated from
the French word “tenez”, where the French monks would begin the game by shouting
“Tenez”, which in French, means to “play ball”. Another hypothesis is that it was
connected to the Egyptian city, Tennis; where in the Middle Ages the linen to make
the tennis balls originated (Grasso 2011).
2.1.3 Scoring in Tennis
The official origin of the scoring system in tennis is unknown as many hypotheses
exist. One hypothesis is that the scoring system came into play with the French
denomination for silver coin pieces. When the French monks played “jeu de paume”,
they often played for money. The most common silver piece was worth 60 sous, which
they value 60 as “game” and to make out the points all worth 15, 30 and 45 sous.
Another idea is that in medieval times the number 60 represented something as being
“complete”, so they considered 60 to be “game”, with four steps to reach game; 15,
30, 45 and 60. Forty-five has now been modified to 40 as many believe it is more
user-friendly. The word “love” in tennis originated from the French word l’oeuf, which
means “the egg” or “zero” (Grasso 2011).
2.1.4 Balls in Tennis
The first tennis ball was wooden. In order to make the ball bounce more, leather
balls filled with rags, horsehair or similar material was later developed. With the
introduction of lawn tennis in the 1870’s, Indian rubber was used and overtime the
ball’s core became hollow and pressurised with gas. Prior to 1975, the balls were
either black or white. However with the introduction of color television, yellow balls
were introduced to make it more visible for viewers. (Parsons & Wancke 2006).
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2.1.5 Tennis Racquet
In the 12th century the French monks hit the ball with their hands. Shortly after,
leather gloves with webbing were introduced. In the 16th century, wooden frame
racquets were developed to increase the efficiency of hitting the ball. These racquets
had a long handle and a small shaped head. In 1874, Major C. Wingfield altered the
racquet to increase the circumference of the racquet head. Needing greater power,
technological innovations in the design and construction of the tennis racquet took
place. In 1967, racquets were made out of steel then aluminum, graphite, fibreglass
and composites were introduced. Composite materials resulted in stronger and lighter
racquets than the traditional wooden design (Grasso 2011).
In 1976, Prince Manufacture introduced a wider and longer face, to increase the
surface area and to generate more power. To this day, the tennis racquet continues
to improve, where different tension and string material are implemented to cater for
a player’s style of game and weather conditions.
2.1.6 Tennis Court
Similar to the modifications of the ball and racquet, the tennis court has evolved. In
the 12th century the court was a narrow indoor court, where shots were played off
walls and the net was five feet high on the ends and three feet high in the middle.
Wingfield’s patent version designed the court into the shape of an hourglass. Prior to
the commencement of the first Wimbledon tennis tournament, the court was modified
to be played on a rectangle court. Figure 2.1 displays the tennis court currently used
around the world.
The modern game contains a wide variety of court surfaces to be played on such
as grass, clay, carpet, indoor, acrylic and synthetic hard court. Each court surface
has its own characteristics which can have a positive or negative effect on a player’s
style of play. The most common court surface is hard court. Hard court is known
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to produce medium to fast courts where the ball tends to bounce more on contact.
Players with big serves and forehands tend to perform better on hard court. Clay
courts are considered to be slower courts where at contact with the surface the ball
tends to bounce up or sit rather than skidding and a greater number of bad bounces
occur. Grass courts suit a serve-and-volley style of play as they are the fastest court
to play on. When the ball contacts the grass surface the ball tends to stay low and
skid.
Figure 2.1: Modern tennis court.
2.2 The Modern Game
Since the first Wimbledon tournament, which attracted 200 spectators, the popularity
of tennis has dramatically increased. For example, in the 2011 French Open Women’s
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final, an estimated 65 million watched Li Na play Francesca Schiavone in China
(Knottenbelt, Spanias & Madurska 2012). Changes in player strategy have also taken
place. An effective strategy in the 20th century was serve and volleying, where the
server approaches the net after serving. Though in the 21st century, the serve and
volley strategy all but disappeared. The focus shifted to power and mental strength.
In the late 1990’s the William’s sisters transformed the women’s game. Their style
of game was more aggressive and powerful which moved women’s tennis towards the
power style of play.
2.2.1 The Professional Tour
The Association of Tennis Professionals (ATP) tour and Women’s Tennis Association
(WTA) consists of approximately 65 individual tournaments each year for men and
women playing at the highest level, respectively. Within the ATP and WTA tour,
there consists of four major Grand Slams, which are considered to be the most famous
and prestigious tournaments on the circuit. The four Grand Slams are the Australian
Open, French Open, US Open and Wimbledon.
2.3 Scoring in Tennis
In comparison to other sports, scoring in tennis is both complex and unique. It
consists of a series of points where winning enough points results in winning a game,
where winning enough games results in winning a set and winning enough sets results
in winning the match.
2.3.1 Game
A toss of a coin decides who commences serving and at what end of the court a player
begins. For every point in the match the server is allowed two chances to get the ball
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into the service box. This is called first and second serve. Generally the first serve
is at a higher risk as the server has one more chance to get the ball into play. If the
first serve fails to reach play, this is referred to as a “fault”. When two consecutive
faults occur it is referred to as a “double fault” and the server loses the point.
Scoring at a game level begins with both players at zero points which is referred
to as “love all”. As each point is won the points increase as follows: 0, 15, 30, 40
and “game”. If both players reach 40 this is referred to as “deuce”. If a player wins
the point at deuce the score changes to “their advantage”. To win the game from
deuce requires that two consecutive points are won from deuce. Failing to achieve
this results in the score returning to deuce.
2.3.2 Set
In tennis there are two types of sets that can be played: Advantage and Tie-break.
The advantage set is played on the last set of a best of three or five set advantage
match. Once the set reaches five games all, the game continues on until the game
score has a difference of two. For example, the set scores can be 8-6 or 12-10. For a
tie-break set, when the score reaches six games all, a tie-break game is played. The
winner of the tie-break wins the set and set score becomes 7-6.
2.3.3 Tie-break
Once a tie-break set reaches six games all, a tie-break game is played. During a
tie-break game the server alternates every two service points after the first point.
The scoring is different from a standard game in that once a point has been won,
the scoring increases by an increment of one and not 15, 30, 40 etc. The winner of
the tie-break game is the first player to reach seven points with a difference of two
or greater, for example 7-3 or 7-5. If the tie-break score reaches six points all, the
tie-break continues until a two point lead is achieved. For example the tie-break score
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could be 10-8 or 13-11.
2.3.4 Match
The specific tournament being played determines what match structure is imple-
mented. A best of five set match is played in all Grand Slam tournaments for males.
Though for all women tournaments and males ATP tournaments, a best of three set
match is played.
The four types of matches that can be played on the professional circuit are as
follows:
• Three Set Advantage Match
• Three Set Tie-break Match
• Five Set Advantage Match
• Five Set Tie-break Match
For more information on the rules of tennis refer to the International Tennis
Federation rule book (ITF 2012).
2.4 Conclusion
This chapter has described the history and evolution of tennis. An understanding
of the current scoring system was outlined which is essential for understanding the
following chapters. The next chapter introduces the mathematical methods for cal-
culating the probability of winning a game, set and match using the Markov Chain
model.
Chapter 3
MATHEMATICS IN TENNIS
This chapter outlines how the Markov Chain model is implemented in tennis to cal-
culate the probability of winning a game, set and match at any stage in the match.
Two analytical approaches are also outlined to calculate the Pwos, which is essential
for implementing the Markov Chain model.
3.1 Introduction
Tennis consists of a sequence of points where winning enough points wins a game,
winning enough games wins a set and winning enough sets wins the match. Tennis is
one of a few sports that can be modelled mathematically as it is an individual sport,
thus it is easier to manage and control the game in comparison to a team sport.
Tennis can be modelled using a stochastic process known as a Markov Chain model
(Schutz 1970). A Markov Chain is a sequence of random values whose probabilities
at the next stage depend only on the current state of the match and does not rely on
prior history (Schutz 1970). The Markov Chain model requires the assumption that
all points are (i.i.d.). (i.i.d.) means the Pwos remains constant for the entire match.
This assumption only takes into consideration the current state of the game and does
not take into consideration the cause and effect of the previous point.
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Prior to implementing the Markov Chain model, initial probabilities must be
outlined. Each player is denoted a Pwos, where 0 ≤ Pwos ≤ 1, and Qwos = 1 − Pwos.
The Pwos can vary in accordance with the court surface, opponent or injury, where a
probability greater than 0.50 is represented as a “good” player. Section 3.4 outlines
two approaches to generate the Pwos.
Figure 3.1 represents the finite Markov Chain model of a standard game. All
points in the game are referred as a state, where moving from one state to another
uses basic principles of probability theory (Liu 2001). If the server wins the point,
then they move to the next state along the Pwos direction, otherwise, the server loses
the point and moves to the next state in the 1 − Pwos direction. This process is
repeated until the game is finalised. If the game reaches deuce, an infinite number
of deuces can occur until a player wins two consecutive points from deuce. This is
referred to as a random walk with two absorption states occurring at the two end
states, where the server could win or lose the service game.
3.2 Modelling in Tennis
Forecasting the winner of a game, set and match can be calculated both prior to
or whilst the match is in-play. In-play calculations are described in this chapter,
as the primary focus of this thesis is analysing the game whilst the game is in-play
(see Barnett, Brown and Clarke 2005). For a detailed description on calculating the
probabilities prior to the commencement of the match refer to Kemeny and Snell
(1976).
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Figure 3.1: A Markov Chain of a standard tennis game.
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3.3 Notation
The notation used in this chapter is outlined as follows:
1− PAwos, 1− PBwos Probability of Player A and B losing a point on serve,
respectively
3A.Match Best of three set match, where the final set is an
advantage set
3T.Match Best of three set match, where the final set is a
tie-break set
A.Set Advantage set
Game Standard game
PAwos, P
B
wos Probability of Player A and B winning a point on serve,
respectively
P.3T.Match Point in a three set tie-break match
P.Game Point in a standard game
P.Match Point in a match
P.T.Set Point in a tie-break set
Tiebreak Tie-break game
T.Set Tie-break set
3.4 Estimating Initial Probabilities
Prior to calculating the probability of winning a game, set or match it is mandatory
that the Pwos are known for each player. Various research has been performed to find
the optimal approach in calculating the Pwos for each player. This section describes
two approaches that have been developed. These two approaches were selected as
they are practical and provide an accurate representation of player’s performance
levels.
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3.4.1 ATP Player Statistics
The Association of Tennis Professionals (ATP) publishes and updates match statis-
tics on a weekly basis (ATP WorldTour 2012). Barnett and Clarke (2005) developed
an approach to utilise the serving statistics to calculate the Pwos. The Pwos for Player
A is calculated as follows:
PAwos = aAbA + (1− aA)cA (3.1)
where:
aA = Probability of first serve in for Player A
bA = Probability of first serve won given first serve is in for Player A
cA = Probability of second serve won for Player A
3.4.2 Estimation of pa + pb Based on Point Data
Klaassen and Magnus (2000) developed an approach where the sum of the two players,
Pwos was equal to a particular value, γ, as shown as follows:
PAwos + P
B
wos = γ (3.2)
Klaassen and Magnus analysed 258 men’s single matches from the 1992 to 1995
Wimbledon Championships and found that the sum of the two players Pwos equal
to 1.29. This value is not fixed as the 2006 Australian Open statistics showed that
γ was 1.22 and Easton and Uylango (2010) applied a value of 1.25 in their research
(Australian Open 2006 Statistics).
This approach enables the Pwos to vary when being compared to wagering prices.
Adjusting these probabilities in conjunction with wagering prices is an advantage
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because wagering prices can reflect what is really occurring to each player, such as
injury, tiredness, head to head statistics and court surface. Klaassen and Magnus
(2003) demonstrated that to alter the Pwos, it is desirable to alter the difference value
of the two probabilities, as it is dependent on the probability of winning the match.
As demonstrated in this section, two approaches were outlined to calculate the
Pwos for each player. Dependent on the user’s preferences, the Pwos can be calculated
using ATP player statistics or using point data. Once the Pwos has been calculated, the
probability of winning a game, set and match at any game score can be obtained. The
next section outlines the mathematical formula required to calculate the probability
of winning a game, set and match.
3.5 Modelling at Game Level
There are two types of games in tennis: standard and a tie-break game. This section
outlines the process of calculating the probability of winning the two types of games
whilst the match is in-play.
3.5.1 Standard Game
Barnett, Brown and Clarke (2005) applied conditional probabilities to calculate the
probability of winning a standard game from any point during the game. Initially,
the Pwos is outlined: P
A
wos (0 ≤ PAwos ≤ 1) and PBwos (0 ≤ PBwos ≤ 1) for Player A and
B, respectively. For convenience, the traditional point scoring format of 0, 15, 30, 40
and game is represented as 0, 1, 2, 3, and 4, respectively. The current point score is
denoted as (a, b) where a ≥ 0 and b ≥ 0 for Player A and B, respectively. If Player
A won the point, PAwos, the score changes to (a+ 1, b), whereas if they lost the point,
1− PAwos, the score changes to (a, b+ 1). Thus the probability of Player A winning a
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game from point score (a, b) when they are currently serving is denoted by:
PAGame(a, b) = P
A
wosP
A
Game(a+ 1, b) + (1− PAwos)PAGame(a, b+ 1) (3.3)
with boundary conditions:
PAGame(a, b) = 1, if a = 4, b ≤ 2
PAGame(a, b) = 0, if a ≤ 2, b = 4
PAGame(3, 3) =
(PAwos)
2
(PAwos)
2 + (1− PAwos)2
The last boundary condition calculates Player A winning the game from deuce.
For a detailed explanation of deriving this boundary condition refer to Collings (2007).
Table 3.1: Probability of Player A winning a standard game when they are
currently serving. PAwos= 0.62 and P
B
wos= 0.58.
Player B
0 1 2 3 4
Player A
0 0.78 0.62 0.41 0.17 0.00
1 0.87 0.75 0.56 0.28 0.00
2 0.94 0.87 0.73 0.45 0.00
3 0.99 0.96 0.90 0.73 0.00
4 1.00 1.00 1.00 1.00
Table 3.1 displays the probability of Player A winning the game when they are
currently serving with a 62% likelihood to win a point on serve. Player A has a 78%
and 73% likelihood to win the game at point score 0-0 and 30-30 (2-2), respectively.
3.5.2 Tie-break
Calculating the probability of winning a tie-break game is similar to a standard game,
although a change of service must be incorporated. To identify who serves the next
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point from (a, b) a modulus function is implemented. Thus, if (a+ b) mod 2 = 0 then
a change of service occurs, but if (a+ b) mod 2 6= 0 then a change of service does not
occur.
Barnett, Brown and Clarke (2005) utilised conditional probability to determine
the probability of Player A winning a tie-break game at point score (a, b) when they
are currently serving is as follows:
PATiebreak(a, b) = P
A
wosP
B
Tiebreak(a+ 1, b) (3.4)
+ (1− PAwos)PBTiebreak(a, b+ 1), if (a+ b) mod 2 = 0
PATiebreak(a, b) = P
A
wosP
A
Tiebreak(a+ 1, b) (3.5)
+ (1− PAwos)PATiebreak(a, b+ 1), if (a+ b) mod 2 6= 0
with boundary conditions:
PATiebreak(a, b) = 1, if a = 7 and 0 ≤ b ≤ 5
PATiebreak(a, b) = 0, if 0 ≤ a ≤ 5 and b = 7
PATiebreak(6, 6) =
PAwos(1− PBwos)
PAwos(1− PBwos) + (1− PAwos)PBwos
Table 3.2 outlines the probabilities of Player A winning the tie-break when they
are currently serving. Player A has a 56% and 14% likelihood to win the tie-break at
0-0 and 4-6, respectively.
3.6 Modelling at Set Level
There are two types of sets that can be played in tennis: Advantage and Tie-break
set. This section outlines the mathematics needed to calculate the probability of
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Table 3.2: Probability of Player A winning a tie-break game when Player A is
currently serving. PAwos= 0.62 and P
B
wos= 0.58.
Player B
0 1 2 3 4 5 6 7
Player A
0 0.56 0.47 0.32 0.22 0.11 0.05 0.01 0.00
1 0.70 0.56 0.46 0.30 0.19 0.07 0.02 0.00
2 0.78 0.70 0.56 0.44 0.26 0.15 0.04 0.00
3 0.88 0.79 0.71 0.55 0.42 0.21 0.09 0.00
4 0.93 0.90 0.81 0.73 0.55 0.39 0.14 0.00
5 0.98 0.95 0.93 0.85 0.76 0.54 0.34 0.00
6 1.00 0.99 0.98 0.96 0.90 0.83 0.54
7 1.00 1.00 1.00 1.00 1.00 1.00
winning both types of sets whilst the set is in-play.
3.6.1 Advantage Set
The probability of Player A winning an advantage set from game score (c, d) when
they are currently serving is described as follows (Barnett, Brown & Clarke 2005):
PAA.Set(c, d) = P
A
GameP
B
A.Set(c+ 1, d) + (1− PAGame)PBA.Set(c, d+ 1) (3.6)
with boundary conditions:
PAA.Set(c, d) = 1, if c = 6, 0 ≤ d ≤ 4
PAA.Set(c, d) = 0, if 0 ≤ c ≤ 4, d = 6
PAA.Set(5, 5) =
PAGame(1− PBGame)
PAGame(1− PBGame) + (1− PAGame)PBGame
Table 3.3 displays the likelihood of Player A winning an advantage set at all pos-
sible set scores. Player A has a 64% and 8% likelihood to win the advantage set at
set score 0-0 and 0-4, respectively. If the advantage set reaches five games all, the set
continues until a two game lead has occurred. In this example, Player A has a 61%
likelihood to win the set from five games all.
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Table 3.3: Probability of Player A winning an advantage set if Player A is currently
serving. PAwos= 0.62 and P
B
wos= 0.58.
Player B
0 1 2 3 4 5 6
Player A
0 0.64 0.57 0.34 0.24 0.08 0.03 0.00
1 0.81 0.63 0.55 0.29 0.19 0.03 0.00
2 0.86 0.82 0.62 0.53 0.23 0.11 0.00
3 0.96 0.88 0.84 0.61 0.50 0.14 0.00
4 0.98 0.97 0.90 0.86 0.61 0.47 0.00
5 1.00 0.99 0.99 0.94 0.91 0.61
6 1.00 1.00 1.00 1.00 1.00
3.6.2 Tie-break Set
The probability of Player A winning a tie-break set at game score (c, d) when Player
A is currently serving is outlined as follows (Barnett, Brown & Clarke 2005):
PAT.Set(c, d) = P
A
GameP
B
T.Set(c+ 1, d) + (1− PAGame)PBT.Set(c, d+ 1) (3.7)
with boundary conditions:
PAT.Set(c, d) = 1, if c = 6, 0 ≤ d ≤ 4 or c = 7, d = 5
PAT.Set(c, d) = 0, if 0 ≤ c ≤ 4, d = 6 or c = 5, d = 7
PAT.Set(6, 6) = P
A
Tiebreak
Table 3.4 displays the likelihood of Player A winning a tie-break set at all possible
game scores when they are currently serving. Player A has a 63% and 93% likelihood
to win the tie-break set at 0-0 and 5-3, respectively. If the set reaches six games all,
a tie-break game is played. In this example Player A has a 56% chance of winning
the tie-break.
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Table 3.4: Probability of Player A winning a tie-break set when Player A is
currently serving. PAwos= 0.62 and P
B
wos= 0.58.
Player B
0 1 2 3 4 5 6 7
Player A
0 0.63 0.56 0.33 0.24 0.07 0.03 0.00
1 0.81 0.62 0.54 0.29 0.18 0.03 0.00
2 0.86 0.82 0.61 0.52 0.22 0.11 0.00
3 0.95 0.87 0.83 0.60 0.49 0.14 0.00
4 0.98 0.97 0.90 0.86 0.59 0.45 0.00
5 1.00 0.99 0.99 0.93 0.91 0.58 0.44 0.00
6 1.00 1.00 1.00 1.00 1.00 0.90 0.56
7 1.00
3.7 Modelling at Match Level
On the professional tennis circuit there are four types of matches that can be played.
This section outlines the calculations of modelling the two types of three set matches.
For a detailed description to model a five set match refer to Barnett, Brown and
Clarke (2005).
3.7.1 Three Set Advantage Match
Barnett, Brown and Clarke (2005) used conditional probability, to determine the
probability of Player A winning a three set advantage match at set score (e, f) as
follows:
PA3A.Match(e, f) = P
A
T.SetP
A
3A.Match(e+ 1, f) + (1− PAT.Set)PA3A.Match(e, f + 1) (3.8)
with boundary conditions:
PA3A.Match(e, f) = 1, if e = 2, f ≤ 1
PA3A.Match(e, f) = 0, if e ≤ 1, f = 2
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PA3A.Match(1, 1) = P
A
A.set
Table 3.5 displays the likelihood of Player A winning a three set advantage match
for all possible set scores. Player A has a 70% and 64% likelihood to win a three set
advantage match at match score 0-0 and 1-1, respectively.
Table 3.5: Probability of Player A winning a three set advantage match. PAwos= 0.62
and PBwos= 0.58.
Player B
0 1 2
Player A
0 0.70 0.41 0.00
1 0.87 0.64 0.00
2 1.00 1.00
3.7.2 Three Set Tie-break Match
The probability of Player A winning a three set tie-break match at set score (e, f) is
as follows (Barnett, Brown & Clarke 2005):
PA3T.Match(e, f) = P
A
T.SetP
A
3T.Match(e+ 1, f) + (1− PAT.Set)PA3T.Match(e, f + 1) (3.9)
with boundary conditions:
PA3T.Match(e, f) = 1, if e = 2, f ≤ 1
PA3T.Match(e, f) = 0, if e ≤ 1, f = 2
Table 3.6 displays the likelihood of Player A winning a three set tie-break match
for all possible set scores. Player A has a 70% and 63% likelihood to win a three set
tie-break match at match score 0-0 and 1-1, respectively.
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Table 3.6: Probability of Player A winning a three set tie-break match. PAwos= 0.62
and PBwos= 0.58.
Player B
0 1 2
Player A
0 0.70 0.40 0.00
1 0.87 0.63 0.00
2 1.00 1.00
3.8 Modelling from Point Score
This section describes the calculations to forecast the probability of winning a tie-
break set and three set tie-break match from a particular point score developed by
Barnett, O’Shaughnessy and Bedford (2011).
3.8.1 Tie-break Set
The probability of Player A winning a tie-break set when they are currently serving
at (a, b) points and (c, d) games is as follows:
PAP.T.Set(a, b|c, d) = PAGame(a, b)PBT.Set(c+ 1, d) (3.10)
+ [1− PAGame(a, b)]PBT.Set(c, d+ 1), if (c, d) 6= (6, 6)
PAP.T.Set(a, b|c, d) = PATiebreak(a, b), if (c, d) = (6, 6) (3.11)
For example, Player A has a 52% likelihood to win the set when they are currently
serving at 30-30, 1-2 in the first set of the match, with the PAwos= 0.62 and P
B
wos=
0.58.
3.8.2 Three Set Tie-break Match
The probability of Player A winning a three set tie-break match from (a, b) points,
(c, d) games and (e, f) sets when Player A is currently serving in the match is repre-
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sented as follows:
PAP.3T.Match(a, b|c, d|e, f) = PAP.T.Set(a, b|c, d)P3T.Match(e+ 1, f) (3.12)
+ [1− PAP.T.Set(a, b|c, d)]P3T.Match(e, f + 1)
Continuing on from the example used in Section 3.8.1. Again assuming PAwos =
0.62 and PBwos = 0.58, Player A has a 82% chance of winning a three set tie-break
match from 30-30, 1-2 in the first set. For a detailed explanation refer to Barnett,
O’Shaughnessy, and Bedford (2011).
3.9 Reaching a Particular Stage in a Match
Reaching a particular score-line in the match from the a given point is another scenario
to model whilst the match is in-play. This approach applies the process of forward
recurrence formulas that can be computed at a game, set and match level. Various
studies explains the process of reaching a particular stage in the match (Croucher,
1986, Barnett, 2006 and Barnett, Brown & Clarke, 2004; 2005). This section outlines
how reaching probabilities can be calculated at a game and tie-break level. For more
information on reaching at other stages in the match refer to Barnett (2006).
3.9.1 Reaching at Game Level
The probability of Player A reaching point score (a, b) in a game from point score
(g, h) when they are currently serving is outlined as follows (Barnett 2006):
RAGame(a, b|g, h) = PAwosRAGame(a− 1, b|g, h), for a = 4, 0 ≤ b ≤ 2 (3.13)
or 0 ≤ a ≤ 4, b = 0
RAGame(a, b|g, h) = (1− PAwos)RAGame(a, b− 1|g, h), for 0 ≤ a ≤ 2, b = 4 or (3.14)
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a = 0, 0 ≤ b ≤ 4
RAGame(a, b|g, h) = PAwosRAGame(a− 1, b|g, h) + (1− PAwos)RAGame(a− 1, b|g, h), (3.15)
for 1 ≤ a ≤ 3, 1 ≤ b ≤ 3
and if a = g and b = h then RGameA (a, b|g, h) = 1.
Each equation deals with Player A’s possible combinations to reach the point score
(a, b): Player A winning, losing or either winning or losing the point prior to (a, b).
To cater for the possibility of consecutive deuces, the following equations are
applied:
When a ≥ 3, b ≥ 3, 0 ≤ g ≤ 3, 0 ≤ h ≤ 3 and n ≥ 0
RAGame(3 + n, 3 + n|g, h) = RAGame(3, 3|g, h)[2PAwos(1− PAwos)]n (3.16)
RAGame(4 + n, 3 + n|g, h) = RAGame(3, 3|g, h)PAwos[2PAwos(1− PAwos)]n (3.17)
RAGame(5 + n, 3 + n|g, h) = RAGame(3, 3|g, h)(PAwos)2[2PAwos(1− PAwos)]n (3.18)
RAGame(3 + n, 4 + n|g, h) = RAGame(3, 3|g, h)(1− PAwos)[2PAwos(1− PAwos)]n (3.19)
RAGame(3 + n, 5 + n|g, h) = RAGame(3, 3|g, h)(1− PAwos)2[2PAwos(1− PAwos)]n (3.20)
Table 3.7 outlines the reaching probabilities for both players winning a standard
game when Player A is currently serving at 15-0. The first row has all probabilities
at a value of zero, because Player B has already lost one point. From the current
score line (15-0) to win the game from 30 (losing two points), Player A and B have a
21% and 5% chance to win the game, respectively.
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Table 3.7: The probability of reaching various score lines in a standard game when
Player A is currently serving at 15-0. PAwos= 0.62 and P
B
wos= 0.58.
Player B
0 1 2 3 4
Player A
0 - - - - -
1 1.00 0.38 0.14 0.05 0.02
2 0.62 0.47 0.27 0.14 0.05
3 0.38 0.44 0.33 0.21 0.03
4 0.24 0.27 0.21 0.08
3.9.2 Reaching in a Tie-break
Applying this procedure in a tie-break situation is similar, though a modulus func-
tion has to be applied to cater for the change of service. The probability of Player
A reaching point score (a, b) in a tie-break from point score (g, h) when Player A is
serving at (a, b) is outlined as follows (Barnett 2006):
When a = 7, 0 ≤ b ≤ 6 or 0 ≤ a ≤ 6, b = 0:
RATiegame(a, b|g, h) = PAwosRATiegame(a− 1, b|g, h), if (a+ b) mod 2 = 0 (3.21)
RATiegame(a, b|g, h) = (1− PBwos)RTiegameB (a− 1, b|g, h), if (a+ b) mod 2 6= 0. (3.22)
when 0 ≤ a ≤ 6, b = 7 or a = 0, 0 ≤ b ≤ 6:
RATiegame(a, b|g, h) = (1− PAwos)RTiegameA (a, b− 1|g, h), if (a+ b) mod 2 = 0 (3.23)
RATiegame(a, b|g, h) = PBwosRTiegameB (a, b− 1|g, h), if (a+ b) mod 2 6= 0. (3.24)
when 1 ≤ a ≤ 6, 1 ≤ b ≤ 6:
RTiegameA (a, b|g, h) = PAwosRTiegameA (a− 1, b|g, h) (3.25)
+ (1− PAwos)RTiegameA (a, b− 1|g, h), (3.26)
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if (a+ b) mod 2 = 0
RTiegameA (a, b|g, h) = (1− PBwos)RTiegameB (a− 1, b|g, h) (3.27)
+ PBwosR
Tiegame
B (a, b− 1|g, h),
if (a+ b) mod 2 6= 0.
If a = g and b = h, RTiegameA (a, b|g, h) = 1.
If the tie-break reaches six points all, the following equations are implemented:
When a ≥ 6, b ≥ 6, 0 ≤ g ≤ 6 and 0 ≤ h ≤ 6 where n ≥ 0:
if n mod 2 = 0
RATiegame(6 + n, 6 + n|g, h) = RATiegame(6, 6|g, h)[PAwosPBwos (3.28)
+ (1− PAwos)(1− PBwos)]n
RATiegame(7 + n, 6 + n|g, h) = RBTiegame(6, 6|g, h)(1− PBwos)[PAwosPBwos (3.29)
+ (1− PAwos)(1− PBwos)]n
RATiegame(8 + n, 6 + n|g, h) = RBTiegame(6, 6|g, h)PAwos(1− PBwos)[PAwosPBwos(3.30)
+ (1− PAwos)(1− PBwos)]n
RATiegame(6 + n, 7 + n|g, h) = RBTiegame(6, 6|g, h)PAwosPBwos[PAwosPBwos (3.31)
+ (1− PAwos)(1− PBwos)]n
RATiegame(6 + n, 8 + n|g, h) = RBTiegame(6, 6|g, h)(1− PAwos)PBwos[PAwosPBwos(3.32)
+ (1− PAwos)(1− PBwos)]n
if n mod 2 6= 0
RATiegame(6 + n, 6 + n|g, h) = RBTiegame(6, 6|g, h)[PAwosPBwos (3.33)
+ (1− PAwos)(1− PBwos)]n
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RATiegame(7 + n, 6 + n|g, h) = RATiegame(6, 6|g, h)(1− PBwos)[PAwosPBwos (3.34)
+ (1− PAwos)(1− PBwos)]n
RATiegame(8 + n, 6 + n|g, h) = RATiegame(6, 6|g, h)PAwos(1− PBwos)[PAwosPBwos(3.35)
+ (1− PAwos)(1− PBwos)]n
RATiegame(6 + n, 7 + n|g, h) = RATiegame(6, 6|g, h)PAwosPBwos[PAwosPBwos (3.36)
+ (1− PAwos)(1− PBwos)]n
RATiegame(6 + n, 8 + n|g, h) = RATiegame(6, 6|g, h)(1− PAwos)PBwos[PAwosPBwos(3.37)
+ (1− PAwos)(1− PBwos)]n
Table 3.8 displays the reaching probabilities in a tie-break when Player A is cur-
rently serving at 2-1. To win the tie-break 7-4, Player A and B has a 12% and 7%
likelihood, respectively. There exist a 26% chance for the tie-break to reach five points
all.
Table 3.8: The probability of reaching various score lines in a tie-break when Player
A is currently serving at 2-1. PAwos= 0.62 and P
B
wos= 0.58.
Player B
0 1 2 3 4 5 6 7
Player A
0 - - - - - - - -
1 - - - - - - - -
2 - 1.00 0.38 0.14 0.08 0.05 0.02 0.01
3 - 0.62 0.47 0.33 0.23 0.12 0.06 0.03
4 - 0.38 0.42 0.38 0.29 0.18 0.13 0.07
5 - 0.16 0.27 0.34 0.31 0.26 0.20 0.08
6 - 0.07 0.19 0.28 0.29 0.28 0.23 0.09
7 - 0.04 0.12 0.12 0.12 0.17 0.14
3.10. TENNIS DASHBOARD 41
3.10 Tennis Dashboard
After comprehending the mathematics in modelling the game of tennis using the
Markov Chain model, a tennis dashboard was developed. Constructing a tennis dash-
board was essential in order to automatically forecast the outcome of a game, set and
match. Figure 3.2 displays a Microsoft Excel tennis dashboard that was created with
assistance from Barnett and Clarke (2002). The dashboard displays reaching, game,
set and match winning probabilities for every score-line in the match. It enables the
individual to change the match structure, score and initial probabilities. For example
in Figure 3.2, Player B is currently serving at 0-15, 4-1 in games and 0-1 in sets. At
this stage in the match, Player A has a 0.42, 0.47, 0.12 and 0.68 probability to win
the current point, game, set and match, respectively.
Figure 3.2: Tennis Dashboard.
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3.11 Conclusion
This chapter introduced the Markov Chain model to calculate the probability of
winning a game, set and match whilst the match is in-play. Two approaches were
outlined to calculate the Pwos, which was essential in calculating the game, set and
match winning probabilities. The next chapter outlines the techniques that were
applied to collect in-play scoring and wagering data.
Chapter 4
COLLECTING IN-PLAY
SCORING AND WAGERING
DATA
This chapter explains the process of how in-play scoring and wagering data were
collected. It outlines the various methods that were implemented and the advantages
and disadvantages of each approach.
4.1 Introduction
Over the last decade the online wagering market has experienced significant growth
attributed to advances in technology, growth in the internet and growth of live broad-
casting. In-play wagering, which was relatively new to the market allows individuals
to wager on a sporting event whilst the event is in-play. Having the opportunity to
wager in-play provides a new experience to sport betters as there are more factors to
take into consideration whilst the event is in-play.
Wagering in tennis is popular due to high volatility, where a break of service
can have a significant impact on the outcome of a set and/or match. In-play tennis
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markets are very broad. To name a few, individuals can wager on game, set and
match winners, winning the set to a particular score and total games in a match.
Whilst wagering in-play, there are many factors to take into consideration such as
rain delay, injury time-out and player’s temperament, which all may impact on both
players’ momentum (O’Donoghue & Brown 2009).
Initially in this thesis, data collection of in-play scoring and wagering odds was
performed manually. This method was time-consuming and impractical (most of the
matches were played in the early mornings). While there exist companies such as
Fracsoft, which provide wagering data (including in-play), though this comes at a
price (Fracsoft 2006). Due to the fact that the tennis circuit runs over eleven months
of the year, obtaining match odds for $32 AUD in 2013, was unfeasible. The following
sections outline the variety of methods that where developed to obtain in-play scoring
and wagering odds.
4.2 OnCourt
Developed in 2001, OnCourt is a large database provided by KAN-soft (OnCourt
2001). The database and program provides tennis fans access more than half a million
tennis matches played since 1990. The database contains men’s and women’s singles,
doubles, mixed and professional junior matches.
Figure 4.1 displays OnCourt’s main window of one player, Feliciano Lopez. It
displays Lopez’s current ranking and a list of his latest competed matches. For
example, in his recent match Lopez lost to Ernests Gulbis in straight sets.
OnCourt has many desirable features which are outlined as follows:
• Statistical data on any player in relation to win and lose percentage on different
surfaces, tie-break sets, finals, semifinals, three and five set matches
• Compare head-to-head statistics
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Figure 4.1: OnCourt main window.
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• Detailed match statistics (aces, double faults, 1st serve in percentage and etc)
• OnCourt’s statistical predictions of upcoming matches
• Pre-play wagering odds movements for upcoming and past matches
• Point-by-point scoring of most matches
• Option to export data to Microsoft Excel
• Updated daily
Figure 4.2: OnCourt point-by-point.
Figure 4.2 displays an example of OnCourt’s point-by-point data for a match
between Bernard Tomic and Kevin Anderson at the APIA International in Sydney,
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2013. OnCourt provides the sequence of point and game scores where it outlines who
is currently serving with an asterisk. For example, Tomic is serving at 6-3, 1-2 and
wins his service game by losing one point at 15-0. Then Anderson recovers to win his
service game losing no points.
It is important to note that OnCourt does not include all match statistics for all
matches and some point-by-point data are missing, or contains errors. Although this
approach is not 100% accurate, the program was helpful to analyse the game pre and
in-play. Another limitation of this program was that it didn’t provide the movement
of set and/or match wagering odds with the associated match score as the match
was in-play. The following section outlines another method to collect wagering and
scoring data whilst the match is in-play.
4.3 Application Programming Interface (API)
Founded in 1999, Betfair is one of the world’s largest international online sports
wagering providers (Betfair Betting Exchange 1999). Betfair processes more than
five million transactions everyday with more than three million wagering customers.
Betfair has a unique feature where the information on their web site can be ac-
cessed using a Betfair Application Programming Interface (API). It enables individ-
uals to build and develop programs to integrate with the Betfair’s sporting exchange.
It allows individuals to obtain market information, place wagers and access their
account details. Betfair API has a free API service that allows sixty requests per
minute, which was sufficient for this thesis.
With assistance from the Betfair developer program, a Betfair API was developed
using the statistical package, R (Betfair Developer Program 2011) (See Appendix A).
R is a programming language and software environment for statistical computing,
graphics and data analysis (R Development Core Team 2013). It provides a wide
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variety of statistical (linear and nonlinear modelling, classical statistical tests, time-
series analysis, classification and many more functions) and graphical techniques.
The Betfair API has the ability to collect pre and in-play wagering odds for a
particular tennis match. The data that were collected were last price matched (the
odds at which the last money was traded), back and lay odds and the volume (how
much money has been traded) in the match for each player. Once the match is
complete the output is transferred to a plain text editor and then Microsoft Excel
to enable further processing of data to be performed. Figure 4.3 displays a pictorial
representation of the process that was involved in collecting the data from the Betfair
web site to the end product in Microsoft Excel.
Table 4.1 displays a sample of the API output between Novak Djokovic and Roger
Federer at Wimbledon, 2012. For example, the back wagering odds at the 300th time
were $1.81 and $2.00, for Djokovic and Federer, respectively. These wagering odds
suggested that Djokovic was the favourite to win the match, as Djokovic had lower
odds than Federer. Although Djokovic was the favourite at that moment in the match,
the match score was unknown, which raises a major disadvantage of this approach.
Having to estimate the score with the associated wagering odds would affect the
validity and accuracy of data collection, thus this method was abandoned by this
thesis. The next section describes the process of screen recording to provide accurate
data collection.
4.4 Screen Recording
Initially the idea of web-scraping data from a wagering provider was a good approach
to collect data. However, many wagering providers use Adobe Flash for their web site
which makes it very difficult to web scrape as the data are populated via javascript
or jquery. As web-scraping was not an option, the process of screen recording was
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Figure 4.3: The process involved in automating the collection of in-play wagering
data for tennis matches through the Betfair API.
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1.69
2.44
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2.42
1.70
2.48
10,999,776.85
1,613,969.05
292
1.69
2.44
1.69
2.42
1.70
2.44
11,018,170.11
1,613,969.05
293
1.70
2.44
1.70
2.42
1.71
2.48
11,037,457.77
1,615,448.26
294
1.69
2.46
1.69
2.42
1.71
2.54
11,052,528.91
1,615,823.74
295
1.68
2.40
1.68
2.38
1.69
2.40
11,066,527.73
1,620,042.28
296
1.69
2.40
1.68
2.38
1.69
2.40
11,069,213.23
1,620,751.52
297
1.68
2.40
1.68
2.38
1.69
2.40
11,069,593.67
1,621,839.70
298
1.69
2.40
1.68
2.34
1.69
2.40
11,069,799.64
1,621,924.95
299
1.69
2.40
1.64
2.38
1.69
2.40
11,073,284.89
1,621,961.89
300
1.81
2.24
1.81
2.20
1.82
2.38
11,092,611.67
1,623,359.47
301
1.85
2.16
1.82
2.04
1.85
2.14
11,115,933.07
1,625,609.86
302
1.81
2.16
1.81
2.04
1.83
2.20
11,125,340.18
1,625,609.86
303
1.84
2.20
1.82
2.14
1.83
2.20
11,152,835.54
1,627,398.83
304
1.82
2.20
1.82
2.18
1.83
2.20
11,160,853.85
1,630,686.27
305
1.81
2.18
1.81
2.20
1.82
2.22
11,176,225.20
1,632,316.56
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Figure 4.4: FlashScore schedule of play page.
implemented.
Before screen recording of a match can begin it is necessary to determine when
the tennis match is in-play. FlashScore is a web site that outlines the schedule of play
and the current score for all the sporting events daily (FlashScore 2006). In regards
to tennis, it outlines the schedule of play for all tournaments for both gender, singles,
doubles, ITF and Challengers events.
Figure 4.4 displays the approximate schedule of play at the ATP singles event in
Madrid in May, 2013 . It’s important to note that this is an approximate schedule of
play that could change depending on the length of previous matches.
Bet365 was the chosen web site to record in-play scoring and wagering odds
(Bet365 2001). The main advantage was Bet365’s display of in-play serving statistics
(ace, fault, etc.) which was required for the models described in Chapter 11. Figure
4.5 displays Bet365’s in-play tennis match dashboard for a match between Xavier
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Figure 4.5: Bet365 in-play wagering screen.
Malisse and Denis Istomin at the Madrid tournament in May, 2013. Malisse was
serving in the second set at match wagering odds $4.00 and $1.22 for Malisse and
Istomin, respectively.
To record the computer screen of Bet365’s live tennis matches, Camtasia Studio 8
and Blueberry (BB) Flashback were utilsed (Camtasia 1995 and Blueberry Flashback
2005). Both programs have the ability to customise the screen recording and to
edit and replay the recorded once completed. Once a particular match has finished
recording, it was saved and then re-watched to manually collect the required data.
An advantage of this approach was that it could be saved and re-watched many
times. A disadvantage was a minority of the time the web site randomly refreshed to
another tennis match, thus constant vigilance was required.
4.5 Conclusion
This chapter outlined the approaches that were employed to collect in-play scoring
and wagering data. Techniques included OnCourt, Betfair API and using Camtasia
4.5. CONCLUSION 53
Studio 8 and BB Flashback. These techniques were utilised in Chapter 6 to 12. The
next chapter investigates the process of building a tennis simulator using Microsoft
Excel.
Chapter 5
BUILDING A TENNIS
SIMULATOR
This chapter outlines how a tennis simulator was built using @Risk, an add-in for
Microsoft Excel. This chapter enables an individual to build a set and/or match sim-
ulator, which can be extended to incorporate various match conditions and outcomes.
Developing a tennis simulator was essential to the modeling presented in Chapter 7
to 12.
5.1 Why Build a Simulator?
Tennis can be modelled using a stochastic process known as a Markov Chain model
(see Chapter 3). The Markov Chain model requires the assumption that all points
are i.i.d.. The i.i.d. property prevents the Pwos altering for the entire duration of
the match. Various studies have investigated the validity of the assumption of i.i.d.
in tennis (Jackson & Mosurski 1997, Magnus & Klaassen 1998a; 1998b and Magnus
& Klaassen 1999a; 1999b; 1999c). Following the analysis of 90,000 tennis points,
Klaassen and Magnus (2001) found that points are not i.i.d. However, they concluded
that for forecasting purposes, the i.i.d. assumption can be applied, as the departure
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from i.i.d. was very small. Klaassen and Magnus (2003) concluded that future work
was required to update the Pwos as the match is in-play. Thus a tennis simulator was
developed to determine the effectiveness of updating Pwos whilst the match is in-play.
Refer to Chapter 7 to 12 for a full evaluation of the in-play models developed in this
thesis.
5.2 How to Build a Tennis Simulator
A Monte Carlo tennis simulator can be created using one of two applications: Mi-
crosoft Excel or, an add-in for Microsoft Excel known as @Risk. Both applications
implement the same procedure, but a difference lies in how the simulations ran. Prior
to simulating, it is necessary that the following input parameters be outlined:
• Current Server Current server in the match, denoting A and B for Player A
and Player B, respectively.
• Point Score Current point score in the match. To make the simulations more
efficient, the traditional scoring format, 0, 15, 30 and 40 were changed to 0, 1,
2 and 3, respectively.
• Game Score The current game score in the match.
• Pwos The probability to win a point on serve for each player.
• Number of simulations The number of simulations the individual selects.
Dependent of the capabilities of the processor, the number of simulations can
range from one to more than one million.
Table 5.1 displays the basic output structure required to build a set simulator. To
determine the outcome of each point in the match, a simulated value is generated.
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The simulated value is a uniform distributed random number ranging from zero to
one. To produce a random simulated value the following command is applied:
Random simulated value = RAND() (5.1)
To determine whether the server has held serve, the server’s probability is com-
pared to a uniformly random number. If Player A is serving and if the simulated
value lies in the range [0, pa], Player A wins the point, which is referred as “PA wins
Srv”. Although if the simulated value lies in the range (pa, 1], Player A loses the
point which is referred as “PB bks Srv”. In relation to Table 5.1, the first simulated
value is 0.737, which is greater than Player B’s serving probability of 0.60. Thus
Player A won the point. The third simulated value is 0.167 which is less than Player
B’s serving probability, which results in Player B winning a point on serve. After
the completion of each point, the point and game scores are updated to reflect the
outcome of the point.
Due to the large combinations of scoring outcomes in a tennis match, a formula
was created to calculate the game and set score. The state of the game at point (a,b)
is calculated as follows:
State of Game = a+
b
10
(5.2)
Calculating the state of the set takes into consideration the current server and
whether the game is a standard or tie-break game.
The state of the set for a standard game is as follows:
State of SetGame = Server× 100 + State of Game (5.3)
where Server = 1 and 2 for Player A and B, respectively.
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The state of the set for a tie-break game is as follows:
State of SetTie-break = Server× 1000 + State of Game (5.4)
where Server = 1 and 2 for Player A and B, respectively.
In reference to Table 5.1, when Player A is currently serving at point score 30-40,
the state of the game is 2.3 (2 + 3
10
) and the state of the set is 102.3 (1× 100 + 2.3).
To link the state of the game and set to the current match, a table that outlines
all the possible combinations of the state of the game and set with the respected
score was generated. Then the vlookup command is utilised to link the calculated
state of the game or set with the respected score. Table 5.2 outlines an example of
the combination of state of game with their respected game score. When the state of
the game of at 100.1, Player A is currently serving and the game score is 0-15. This
process is applied for the entire match to outline the current game score in the match.
Table 5.2: Example of the combination of state of game with their respective game
score.
Server State of game Game score
1 100 0-0
1 100.1 0-15
1 100.2 0-30
1 100.3 0-40
1 100.4 P2 bks to Love
2 200 0-0
2 200.1 0-15
2 200.2 0-30
2 200.3 0-40
2 200.4 P1 bks to Love
This section outlined the basic construction that is required to build a set simu-
lator. A match simulator was also developed in this thesis where the same process
was applied at the match level. After the completion of each set, the simulator resets
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itself and the set scores are updated.
Once the simulator had been constructed, the next step was to apply one of the
applications to perform the simulations. The next section outlines the process of
simulating using the two applications and the advantages and disadvantages for each
approach.
5.2.1 Microsoft Excel
One method to simulate using Microsoft Excel was through the data table feature.
The Data Table function is located in the What-if-Analysis function which enables
Microsoft Excel to simulate and display each simulated result in the spreadsheet.
When the simulator is running, the pop-up sign displaying Data Table is shown at
the bottom right hand corner in Microsoft Excel, (as shown in Figure 5.1).
Figure 5.1: A visualisation of what is displayed when Microsoft Excel is simulating.
Once the simulation is complete, countif and rank functions are applied. These
functions sum up and rank all the possible set outcomes to determine the most likely
set score in the simulation.
An advantage of this approach was that a splash page can be created where the
individual can enter the inputs, run the simulator and receive the output on the same
page, (as shown in Figure 5.2). The splash page made it more user-friendly where
a button could be created to switch the simulation on and off. Referring to Figure
5.2, the results found that Player A won the set 86% of the time and the highest
set outcome was Player A winning 6-4. A disadvantage to this approach was that
manual alternations were required to change the number of simulations and there no
ability to display detailed distribution graphs of the simulation results.
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Figure 5.2: Microsoft Excel splash page.
5.2.2 @Risk
@Risk was created by Palisade Corporation in 1987 (@Risk 1987). @Risk was the
world’s first Monte Carlo simulation add-in for Microsoft Excel spreadsheets, and,
that time, has became the leading risk analysis tool. The @Risk add-in to Microsoft
Excel ensures flexibility, ease of use and appeal to a wide range of research and
commercial fields. @Risk uses Monte Carlo simulations to perform risk analysis of
various outcomes under analysis. Dependent on the type of analysis required, the
simulator can calculate and produce probabilities, risk and distribution graphs. Pal-
isade Corporation provides helpful assistance with detailed tutorials and frequently
asked questions that can assist the user.
Figure 5.3 outlines the various functions that exists for @Risk. After choosing
the number of simulations required, the individual selects Start Simulation. Once the
simulations have finished, the individual can browse the results, fit distributions and
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Figure 5.3: @Risk functions.
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Figure 5.4: @Risk status window.
adjust the settings by using the functions as shown in Figure 5.3. Once a simulation
commences, a pop-up window is displayed to inform the user on how much time
is remaining and the percentage of the simulation completed, (as display in Figure
5.4). Figure 5.4 informs the individual that currently 33% of the simulations have
been performed and it will take approximately twenty-nine seconds to complete two
thousand simulations.
Table 5.3: @Risk Simulation Output.
Iteration Player A wins set to Player B wins set to Player A
Number 0 1 2 3 4 5 6 0 1 2 3 4 5 6 Wins set
1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
2 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1
3 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1
4 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
5 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1
6 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1
7 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
8 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1
9 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1
10 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1
Prior to simulating, all possible set score outcomes are inserted into a table near
the simulator. As each iteration completes, the outcome is matched to one of the
possible set scores and denoted a value of one. The Add Output function is applied
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to all possible set scores to enable @Risk to save previous iteration results. Once the
simulation is complete, the data are exported to a Microsoft Excel spreadsheet, as
shown in Table 5.3. For example, on the fifth iteration, Player A won the set 7-6 as
indicated by a value of one in the column of Player A winning to 6.
In comparison to Microsoft Excel, the @Risk application has many advantages.
These advantages include the ability to set the number of simulations to any value
from one to more than one million, dependent on computer processing speed. Another
advantage was that a wide range of analysis can be performed on the exported results.
5.3 Output
Once the simulator has completed, output is generated for further analysis and in-
terpretation. Prior to simulating, the individual can identify what type of data the
simulator can collect. Examples of the output that can be generated include the
following:
• Game, set and match winner
• Set and match score
• Winner on the next game
• Number of points won on serve
• Number of points broken on serve
• Break point conversion
• Number of faults and doubles faults
5.4 Application
Throughout the duration of this thesis various simulators were created based on the
principals outlined in this chapter. This section provides a detailed explanation of
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each simulator developed.
Court-side Figure 5.5 displays a screenshot of the court-side simulator. This sim-
ulator was developed to determine whether altering a player’s Pwos based on
the side of the court increases the accuracy of in-play predictions. This simu-
lator identifies what side of the court the server is currently serving from and,
dependent on the outcome of the point, alters the Pwos by a particular θ value
for the next time the server serves from that particular side of the court. This
simulator was utilised in Chapter 9.
Figure 5.5: Court-side simulator.
First-game-effect Figure 5.6 displays a screenshot of the “first-game-effect” simu-
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lator. This simulator was developed to practically apply the “first-game-effect”.
The “first-game-effect” is where the server has an advantage where fewer breaks
of serve occur in the very first game of the match. Thus for the first game of
the match the simulator increases the server’s Pwos by a particular value. Refer
to Chapter 7 for a detailed discussion from the findings of this simulator.
Figure 5.6: First-game-effect simulator.
Game Figure 5.7 displays a screenshot of a game simulator. This simulator was
developed to determine whether applying the “first-game-effect” simulator was
more effective than the game simulator. This simulator does not alter the
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server’s Pwos for the entire duration of the game and does not take into consid-
eration the “first-game-effect”. For a full explanation of this approach refer to
Chapter 7.
Figure 5.7: Game simulator.
Importance Figure 5.8 displays a screenshot of the importance simulator. This sim-
ulator was developed to determine whether altering the server’s Pwos by point
importance provides an accurate indication of a player’s current performance.
For every point in the game the simulator calculates the respective point im-
portance and, dependent of the outcome of the point, alters the server’s Pwos.
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For a full explanation of this approach and how effective this simulator was in
detecting player’s performance refer to Chapter 10.
Figure 5.8: Importance simulator.
In-game Figure 5.9 displays a screenshot of the in-game simulator. This simulator
was built to determine if altering the server’s Pwos by an arbitrary θ value after
every point was an effective approach in forecasting a tennis match whilst the
game is in-play. This simulator identifies the outcome of the point and alters
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the server’s Pwos in respect to the result. Refer to Chapter 8 for a discussion of
the results of this simulator.
Figure 5.9: In-game simulator.
In-play serving and winning statistics Figure 5.10 displays a screenshot of the
in-play serving and winning statistics simulator. To provide an accurate indi-
cation of a player’s performance whilst the match is in-play, pre and in-play
serving and winning probabilities where incorporated into a simulator. Prior
to simulating, the pre-play statistics are imputed and, as the match is live, the
user inputs the in-play statistics in the simulator. Thus after every point is
played, the simulator alters the server’s serving and winning statistics based on
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the outcome of the point. For a full explanation of this concept refer to Chapter
11.
Figure 5.10: In-play serving and winning statistics simulator.
Markov Figure 5.11 displays a screenshot of the Markov simulator. Typically the
Markov Chain model is applied to predict the outcome of a tennis match. The
Markov simulator does not alter the server’s Pwos for the entire duration of
the match. To determine the effectiveness of the newly developed models, the
Markov simulator was developed as a comparative simulator. Refer back to
Chapter t3 for a full explanation of the Markov Chain model. The model was
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also applied for Chapter 6 to 12.
Figure 5.11: Markov simulator.
Post-game Figure 5.12 displays a screenshot of the post-game simulator. This sim-
ulator was built to determine the effectiveness of altering the server’s Pwos by
an arbitrary θ value after the service game concluded. After each service game,
the simulator calculates the proportion of points the server has won and alters
the server’s Pwos for the next time the server serves. Refer to Chapter 8 for a
discussion of the results of this simulator.
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Figure 5.12: Post-game simulator.
5.5 Conclusion
This chapter detailed the process of building a tennis simulator using Microsoft Excel
and @Risk. It provided a brief description of the range of simulators that were
developed within this dissertation. The next chapter commences a discussion of the
original work, first by developing an approach to incorporate over-round into the
Markov Chain model.
Chapter 6
OVER-ROUND IN TENNIS
This chapter provides an introduction to wagering in tennis and a brief overview of
over-round. A method is outlined to incorporate over-round into the Markov Chain
model. To test the effectiveness of this new method in predicting player’s performance
in-play, it was compared to the wagering provider, Bet365.
6.1 Introduction
Advances in technology have resulted in an increased popularity of wagering in-play as
bookmakers are now able to offer odds in-play across multiple markets. An important
tool for the sports trader is the ability to be able to manipulate inputs into models
as the game is being played. However, knowledge around existing market models
is important first, as it provides the basis for such manipulations. This chapter
aims to incorporate over-round into the in-play Markov Chain model estimates for
winning the set and match. The aim is to provide a basis for future market edge
models by investigating the direction of variation in prices listed against estimates
provided by the Markov Chain model. Utilising Bet365 markets, the advantages
and disadvantages of incorporating normalisation and equal distribution over-round
methods into the probability estimates are highlighted.
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6.2 What is Over-Round?
Over-round is commonly referred to as “bookie’s edge”, “vigorish/vig” or the “juice”.
It’s the excess amount of the sum of all the probabilities in a market that exceeds one
(Wall, Sudulich & Cunningham 2012). Over-round exists to ensure bookmakers earn
a profit with reduced risk, by structuring the markets so that the odds are slightly
over-estimating the likelihood that an event will occur. A large over-round indicates
bookmakers are offering the odds at a greater margin for error and thus the individual
is taking a greater risk in predicting the outcome.
Smith and Williams (2010) analysed over-round in horse racing and reported that
in 45,335 horse races on average of 21.61% of over-round existed. Forrest and McHale
(2007) analysed 8,500 men’s singles tennis matches and recorded a mean over-round
of 7.5%. A standard deviation of 0.8% was recorded which indicates little variation
in over-round occurred across the 8,500 matches.
6.3 Method
A stochastic process known as a Markov Chain is typically implemented to model the
game of tennis. A Markov Chain is a sequence of random values whose probabilities
at the next stage depend only at the current state and does not rely on prior history
(Schutz 1970). To calculate the probability of winning a game, set or match requires
the oft debated restrictive assumption of i.i.d. under the input parameter of the Pwos.
For a detailed explanation on the Markov Chain model, refer back to Chapter 3.
6.3.1 Removing Over-Round from Wagering Markets
To analyse the wagering markets, the odds were collected in dollar/decimal form (d)
which was then converted into probability-odds (the reciprocal of the decimal odds
(1/d)). For example, Roger Federer was playing against Jo-Wilfried Tsonga with
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starting set winning odds at $1.22 and $4.33, respectively. By taking the reciprocal
of these decimal form, Federer’s probability of winning the set is 0.820 (1/1.22) and
Tsonga’s probability is 0.231 (1/4.33). The sum of the two probabilities is 1.051
(0.820 + 0.231), exceeding 1 as expected as bookmakers require a profit. For this
example a value of 0.051 is the excess probability, otherwise known as over-round.
To incorporate over-round into the Markov Chain model, a set of possible trans-
formations must be completed. First, the over-round from the Bet365 probability
has to be reallocated, as the Markov Chain model requires the sum of the probabil-
ities to equal one. Schembri et al. (2011) evaluated two approaches to remove the
over-round from the probabilities. The two approaches were normalisation and equal
distribution.
Normalisation is simply the weighted allocation of over-round based upon the
respective prices, and equal distribution is the removal of over-round evenly from
both players irrespective of their relative strength, where it is described as follows:
Normalisation =
PAT.Set
PAT.Set + P
B
T.Set
(6.1)
Equal Distribution = PAT.Set −
ov
2
(6.2)
where PAT.Set = Probability of Player A winning the tie-break set
and ov = PAT.Set + P
B
T.Set − 1.
Normalisation involves dividing each player’s set winning probability by the sum
of the two player’s probability. The equal distribution approach involves dividing
the over-round by 2 (e.g., 0.051/2) and subtracting from each player’s set winning
probability.
Table 6.1 compares the two approaches to distribute over-round. Schembri et
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Table 6.1: Comparing two approaches to remove over-round from the wagering odds.
Roger Federer Jo-Wilfried Tsonga
Match Odds $1.22 $4.33
Probability-Odds 0.82 0.23
Over-round 0.051 0.051
Normalisation 0.82/1.051 0.23/1.051
Normalised Probability of Winning 0.78 0.22
Equal Distribution 0.82− 0.051/2 0.23− 0.051/2
Equalised Probability of Winning 0.795 0.205
al. (2011) concluded that the normalisation approach is less effective when there is
a strong favourite, as too much over-round is given to the favourite. Therefore, the
equal distribution approach was used in this thesis. Applying equal distribution to the
Federer and Tsonga example, the set winning probabilities excluding the over-round
was 0.795 (0.820-0.051/2) for Federer and 0.206 (0.231-0.051/2) for Tsonga.
6.3.2 Incorporating Over-Round into the Markov Chain Model
Once equal distribution was calculated, the next phase involved estimating the Pwos.
The Markov Chain model requires this input parameter in order to calculate the
probability of winning a game, set and match. To estimate the initial Pwos, the
Klaassen and Magnus (2000) approach was implemented, as outlined in Section 3.4.2.
This approach takes the sum of the two Pwos equal to a particular value. Klaassen
and Magnus denoted a value of 1.29 for males and the 2006 Australian Open statistics
showed it was 1.22 (Easton & Uylangco 2010). For the purpose of this study, it is
assumed that the sum of the two player’s probabilities was 1.26. The value of 1.26
was selected as exploratory analysis found that implementing 1.29 was too large, as
it gave players a higher Pwos than required. Applying the sum of probabilities equal
to 1.22 was too small when there was a strong favourite. Thus in this study, a value
of 1.26 was selected.
Once an estimate of the two probabilities equal 1.26, the probabilities are altered
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until the Markov Chain model and the wagering probabilities, excluding over-round,
have the same probability to win a set. Klaassen and Magnus (2003) found that
when altering initial probabilities it was desirable to alter the difference value of the
two probabilities, because of dependency on the probability of winning the match.
Therefore, the underdog’s point probability decreases until the two set winning prob-
abilities are equal. In the Federer and Tsonga’s example it was estimated that Pwos
was 0.670 and 0.590 for Federer and Tsonga, respectively. Applying these point prob-
abilities, the probabilities to win the set were 0.749 and 0.251 for Federer and Tsonga
respectively. These probabilities do not match the market set probabilities of 0.795
and 0.205, so Tsonga’s point probability is decreased until it is matched to the wa-
gering set probabilities. Thus the Pwos was 0.670 and 0.573 for Federer and Tsonga,
respectively.
Once the Pwos was calculated the next process involved calculating the probability
of winning the set at each stage in the set. The difference between the Markov set
probabilities was calculated as follows:
∆Markov = PAT.Set − PBT.Set (6.3)
By analysing the Bet365 set odds, it became apparent that the wagering market
often uses the same combinations of odds. For example, when the odds are $19
then the opposing offered odds are $1.02. Hence a list of all the possible wagering
combinations that exists in a tennis set was compiled for Bet365. Figure 6.1 displays a
graphical representation of the combination of Bet365 prices, which depicted a strong
negative linear relationship. After building this list, the difference between the two
Bet365 player’s probabilities was calculated as follows:
∆Bet365 = PABet365.Set − PBBet365.Set (6.4)
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Figure 6.1: The combination of Bet365 prices.
Every point in the set was associated with a different Markov probability value, so
this difference probability value was matched to the closest Bet365 difference score.
The Bet365 difference score gave the respected probability odds for both players.
Therefore, these probabilities became the new Markov probabilities with over-round
included. The over-round allocated for Player A was given by:
Over-roundA = PAT.Set.Over-round − PAT.Set (6.5)
To incorporate over-round to the Markov Chain model, this process was applied
to every point in the set. The same process was applied to incorporate over-round at
a match level.
Continuing with Federer and Tsonga’s example, each point in the match was
investigated. At the score 30-15, 3-0 with Federer leading and currently serving,
Bet365 current decimal odds (probability-odds) were $1.004 (0.996) and $41 (0.024)
for Federer and Tsonga, respectively. The Markov Chain model estimates the set
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winning probability as 0.990 and 0.010 for Federer and Tsonga, respectively. The
difference with Markov was 0.980 (0.990 - 0.010). Referring back to the Bet365’s
combinations, the closest difference to the Markov difference value was 0.978. The
respective probability-odds to this difference value was 0.998 and 0.020. Therefore the
Markov Chain model probability with over-round was 0.998 and 0.020 for Federer and
Tsonga, respectively. At this point in the set, an over-round of 0.018 was included,
which 0.008 (0.998 - 0.990) and 0.010 (0.020 - 0.010) over-round was allocated to for
Federer and Tsonga, respectively.
6.4 Case Study
Twenty matches were analysed to determine how effective incorporating over-round
into the Markov Chain model was against the wagering provider, Bet365. A total
of 2193 and 2592 combinations of odds were compared at a set and match level,
respectively. From 4786 combinations of wagering decimal-odds recorded from Bet365
a total of 81 unique combinations of wagering odds were recorded identified. The
effectiveness of the model was evaluated at a set and match level.
6.4.1 Over-round at the Set Level
Table 6.2 summarises the outcome twenty matches that were analysed at a set level.
All case studies varied in levels of competitiveness and players’ abilities in order to
analyse the incorporation of over-round into the Markov Chain model under various
conditions. The initial over-round varied dependently on both players’ abilities. The
smallest offered over-round occurred for case study three when the two players were
starting at equal set odds. The maximum over-round occurred case study one and
two, were the odds were $1.57 and $2.25 for Player A and B, respectively.
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Table 6.2: Summary of the case studies outlining score, starting set wagering and
decimal odds with the associated over-round.
Case Player Match Set odds (Probability) Over-
Study A B Score PA PB Round
1 Gulbis Nieminen 6-4,6-2 1.57 (0.64) 2.25 (0.44) 0.081
2 Zemlja Millman 6-2,6-2 1.57 (0.64) 2.25 (0.44) 0.081
3 Troicki Bachinger 6-3,6-2 1.90 (0.53) 1.90 (0.53) 0.053
4 Llodra Gicquel 6-1,7-6 1.50 (0.67) 2.50 (0.40) 0.067
5 Wawrinka Tsonga 6-2,6-7,6-4 1.70 (0.59) 2.05 (0.49) 0.076
6 Monaco Chardy 6-0,7-6 1.25 (0.80) 3.75 (0.27) 0.067
7 Simon Volandri 6-3,2-6,6-4 1.44 (0.69) 2.62 (0.38) 0.076
8 Verdasco Zeballos 6-3,3-6,6-3 1.50 (0.67) 2.50 (0.40) 0.067
9 Benneteau Almagro 7-6,6-4 4.33 (0.23) 1.20 (0.83) 0.064
10 Janowicz Giraldo 7-5,6-2 1.80 (0.56) 1.95 (0.51) 0.068
11 Berdych Anderson 7-5,6-2 1.33 (0.75) 3.25 (0.31) 0.060
12 Djokovic Dolgopolov 6-1,6-4 1.11 (0.90) 6.50 (0.15) 0.055
13 Paire Del Potro 6-4,7-6 4.50 (0.22) 1.18 (0.85) 0.070
14 Garcia-Lopez Darcis 7-5,3-6,7-6 1.53 (0.65) 2.37 (0.42) 0.076
15 Gabashvili Riba 3-6,7-6,6-2 1.66 (0.60) 2.10 (0.48) 0.079
16 Paire Granollers 6-1,6-0 1.61 (0.62) 2.20 (0.45) 0.076
17 Berdych Djokovic 2-6,7-5,6-4 4.00 (0.25) 1.22 (0.82) 0.070
18 Nadal Ferrer 6-4,4-6,6-2 1.20 (0.83) 4.33 (0.23) 0.064
19 Dodig Kavcic 7-5,6-4 1.40 (0.71) 2.75 (0.36) 0.078
20 Brands Rosol 6-4,6-3 1.75 (0.57) 2.00 (0.50) 0.071
As the match progresses, the over-round changes to reflect the current state. Fig-
ure 6.2 displays how much over-round was allocated for case study one where Ernests
Gulbis defeated Jarkko Nieminen 6-4, 6-2. The highest over-round was 0.081 which
occurred two times both at the commencement of each set. As the winner was near
determined in each set, the over-round decreased and when the scores were level,
over-round remained high. When Gulbis broke Nieminen’s serve at 3-3 in the first set
and 1-1 in the second set, the over-round quantity dramatically decreased to highlight
the negative effect of not holding serve.
To determine whether incorporating over-round into the Markov Chain model was
effective, it was compared against the wagering provider Bet365. A paired sample
t-test was performed to determine if a statistically significant difference existed in a
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Figure 6.2: Allocated over-round given on a point basis for Bet365 for case study
one.
set. Table 6.3 displays the results from a paired sample t-test, percentage error, mean
and standard deviations for all case studies. The results found that case study six,
eight and seventeen were not statistically significant at a 5% significance level.
Analysing the percentage error, for the majority of the time, the match winner
recorded the lower percentage of error. This was due to the fact that the smallest
probability-odds for Bet365 was 0.010, which the decimal-odd was $101. Although
the smallest probability-odds for the Markov Chain model with over-round can be as
small as 0.0021, which equates to a decimal-odd of $476.19. The average percentage
of error of either player in all the case studies was 10.425. Therefore, the Markov
Chain model that incorporates over-round has on average 10.425% of error which is
clearly exacerbated by long-shots, (a wager with a low probability outcome).
The mean in Table 6.3 represents the average difference between the Markov Chain
model with over-round and the Bet365 probability. For example the average differ-
ence for Tomas Berdych and Kevin Anderson in case study eleven was -0.044 and
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0.045, respectively. This indicates that, on average, Bet365 offered a larger probabil-
ity for Anderson than the Markov Chain model with over-round, while the opposite
occurred for Berdych. Notably, the variation was quite small, and, whilst not precise,
these results provide some strong evidence that the over-round Markov model, was a
reasonable measure of market movement.
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Figure 6.3: The relationship between the Markov Chain model with over-round and
Bet365 to calculate the probability of winning a set for Player A (Janowicz)(case
study 10).
Figure 6.3 displays the relationship between Bet365 and the Markov Chain model
with over-round on the probability of Jerry Janowicz winning a set, where he defeated
Santiago Giraldo 7-5, 6-2. The normal Markov Chain model is not shown because it
is non-reversible to market odds as it does not include over-round. It’s evident from
Figure 6.3 that the Markov Chain model with over-round follows the same trend as
Bet365. The two models track consistently except between points 70 to 100, where
the Markov Chain model with over-round records a higher probability of winning the
set. In this case study, the commencement of the second set occurred at point 70,
where Bet365 recorded a lower probability of winning the set than the Markov Chain
model with over-round. At this stage in the match, Bet365 may have indicated a close
second set, as there was only one break of serve in the first. At this moment in the
match it may have been a good opportunity to place a wager as the Markov Chain
model with over-round recorded a higher probability to win the set than Bet365.
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Thus, the optimal time to place a wager is when the Markov Chain model with
over-round probabilities to win the set are greater than Bet365.
The amount of over-round allocated to each player is not the same at each point.
Figure 6.4 displays the amount of over-round allocated in the Markov Chain model
with over-round for both players in case study 16. Typically, throughout the match,
a similar quantity of over-round was allocated to each player. The largest difference
of over-round allocated was observed at a value of 0.018, which occurred at point 59,
61 and 63 when Marcel Granollers was a point away to holding serve in the second
set. This large difference was attributed to the possibility of Granollers’ holding serve
and thus leveling the set. As Granolllers’ failed to hold serve, the score became 3-0
and thus a large decrease in over-round allocation eventuated.
Figure 6.4: A representation of the amount of over-round allocated for Paire and
Granollers in case study sixteen at a set level.
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6.4.2 Over-round at the Match Level
Analysis at a match level was performed to determine whether incorporating over-
round to the Markov Chain model was an effective approach in predicting the wagering
markets. Table 6.4 displays the match summary costumes for the 20 cases, seven of
which went to three set. The maximum over-round occurred for case study 15 and
16 with an over-round value of 0.081.
Table 6.4: Summary of the case studies outlining score, starting match wagering
and decimal odds with the associated over-round.
Case Player Match Match odds (Probability) Over-
Study A B Score PA PB Round
1 Gulbis Nieminen 6-4,6-2 1.50 (0.67) 2.50 (0.40) 0.067
2 Zemlja Millman 6-2,6-2 1.50 (0.67) 2.50 (0.40) 0.067
3 Troicki Bachinger 6-3,6-2 1.95 (0.51) 1.80 (0.56) 0.068
4 Llodra Gicquel 6-1,7-6 1.40 (0.71) 2.75 (0.36) 0.078
5 Wawrinka Tsonga 6-2,6-7,6-4 1.61 (0.62) 2.20 (0.45) 0.076
6 Monaco Chardy 6-0,7-6 1.18 (0.85) 4.50 (0.22) 0.070
7 Simon Volandri 6-3,2-6,6-4 1.36 (0.74) 3.00 (0.33) 0.069
8 Verdasco Zeballos 6-3,3-6,6-3 1.40 (0.71) 2.75 (0.36) 0.078
9 Benneteau Almagro 7-6,6-4 5.50 (0.18) 1.14 (0.88) 0.059
10 Janowicz Giraldo 7-5,6-2 1.75 (0.57) 2.00 (0.50) 0.071
11 Berdych Anderson 7-5,6-2 1.25 (0.80) 3.75 (0.27) 0.067
12 Djokovic Dolgopolov 6-1,6-4 1.06 (0.94) 10.00 (0.10) 0.042
13 Paire Del Potro 6-4,7-6 6.00 (0.17) 1.12 (0.89) 0.060
14 Garcia-Lopez Darcis 7-5,3-6,7-6 1.44 (0.69) 2.62 (0.38) 0.076
15 Gabashvili Riba 3-6,7-6,6-2 1.57 (0.64) 2.25 (0.44) 0.081
16 Paire Granollers 6-1,6-0 1.57 (0.64) 2.25 (0.44) 0.081
17 Berdych Djokovic 2-6,7-5,6-4 5.00 (0.20) 1.1 6(0.86) 0.062
18 Nadal Ferrer 6-4,4-6,6-2 1.14 (0.88) 5.50 (0.18) 0.059
19 Dodig Kavcic 7-5,6-4 1.33 (0.75) 3.25 (0.31) 0.060
20 Brands Rosol 6-4,6-3 1.66 (0.60) 2.10 (0.48) 0.079
Figure 6.5 outlines how much over-round was allocated as the match was in-play
for case study five. The allocated over-round was very erratic for the duration of the
match, which reflects how the match was played. The lowest over-round was recorded
at the first set point, 6-2, 3-1 and at match point at a value of 0.038.
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Figure 6.5: Allocated over-round given on a point-by-point basis for Bet365 for case
study five at a match level.
To determine whether the Markov Chain model with over-round was effective, it
was compared against the wagering provider Bet365. Table 6.5 displays the results
from a paired sample t-test, percentage error, mean and standard deviation for all
case studies. A paired sample t-test was performed to determine if a statistically
significant difference between the Markov Chain model occurred in the match. The
results found that case study one and six were not statistically significant at a 5%
significance level. Similar to the set analysis, the winner of the match recorded a lower
percentage error. The Markov Chain model with over-round,on average 11.055% of
error, and similar to the set level, it was affected by long-shots, a wager with a
low probability outcome. The mean in Table 6.5 represents the average difference
between the Markov Chain model with over-round and the Bet365 probability-odds.
Combining the analysis at a set level, there was strong evidence that the Markov
Chain model with over-round represented an accurate model to predict the wagering
markets.
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Figure 6.6: Graphical representation of the two approaches predicting Wawrinka of
winning the match.
Figure 6.6 compares the Markov Chain model with over-round and Bet365’s prob-
ability of Stanislas Wawrinka winning the match for case study five. Wawrinka started
favourite at $1.61 compared to Jo-Wilfried Tsonga at $2.20. Wawrinka won the match
6-2, 6-7, 6-4. Similar to the set approach, the Markov Chain model with over-round
mimics Bet365 for the majority of the match. They differ only at the beginning and
end of the third set where the Markov Chain model with over-round offered Wawrinka
a higher probability to win the match than Bet365. This was an optimal time to place
a wager, as the Markov Chain model with over-round probabilities were greater than
Bet365.
Figure 6.7 outlines the allocated over-round for each player for case study six. In
this case study the favourite Juan Monaco won the match 6-0, 7-6 against Jeremy
Chardy. Throughout the duration of the match both player’s were allocated similar
quantities of over-round except at the end of the match. The maximum over-round
difference between the two players occurred in the tie-break in the second set at 11-11,
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Figure 6.7: A representation of the amount of over-round allocated for Monaco and
Chardy in case study six at match level.
with the maximum difference of 0.154.
6.5 Discussion
Analysing the nature of over-round allocation, the following trends were highlighted.
Firstly, that in lop-sided states of the game, over-round reached its lowest. Secondly,
over-round remains highest at points of uncertainty, that is, when the match outcome
may tip one way or the other. Both these points are logical given that a match
reaching a certain result should see the efficiency of the market meet the result (and
an inefficient market exists if a result is not certain). Thirdly, incorporating over-
round into the Markov Chain model yielded close results to market odds. Variability
certainly exists in the results, however as this approach mimicked the market closely,
these findings suggested opportunities to forward simulate potential markets and
thereby determine any overlays using predictive models (Viney, Kondo & Bedford
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2012).
When reverse engineering prices, there exist one case where two sets offer the
same price. The two sets prices are: $1.001 with the corresponding price of $67 and
$1.001 with the corresponding price of $101. In this scenario, there was no possible
way of identifying the precise offered market values without knowledge of market
volumes, which may contribute to errors in modelling prices. Table 6.3 and 6.5,
demonstrated that the error was typically significantly different from zero, which is
somewhat expected given no knowledge of the volume.
6.6 Application
A dashboard was developed within Microsoft Excel to incorporate over-round into the
Markov Chain model. Similar to the dashboard developed in Chapter 3, the Markov
Chain model with over-round can be applied at any score in the match. Figure 6.8
provides an example of the dashboard when Player A was currently serving at 15-0,
2-4 in the first set of the match. In this example, Player A’s Markov Chain model
and Markov Chain model with over-round probability to win the set was 0.202 and
0.231, respectively.
6.7 Conclusion
In this chapter a method was developed to incorporate over-round into the Markov
Chain model for use in forward prediction of market prices. It was shown that the
market mimic’s the Markov Chain model reasonably closely. Simulation processes
for tennis and Markov Chain models are used to provide estimates of set and match
outcomes. Forward knowledge of offered prices is most useful when one can estimate
forward probabilities of a set and match. The use of a varying estimate of winning
on serve, and second serve, can be factored into these models to provide an edge
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Figure 6.8: Over-round application.
over potential predicted markets. The next chapter moves on to investigate the
practicalities of incorporating the “first-game-effect” into a tennis simulator.
Chapter 7
APPLYING THE
“FIRST-GAME-EFFECT”
This chapter outlines how to apply the “first-game-effect” in a tennis simulator. The
“first-game-effect” is defined and an approach to incorporate the “first-game-effect”
into a tennis simulator is outlined. Detailed analysis through a series of case studies
was employed to test the effectiveness of the method.
7.1 Introduction
To commence a point in tennis, the server serve the ball into play. A serve is an
important, and often dominant, action as it can assist in winning the point, either
through an ace or setting up the point (Klaassen & Magnus 2000).
Magnus and Klaassen (1999a) analysed the validity of the common belief that
serving first in the set is an advantage. Analysing 481 matches, they found that the
advantage of serving first only exists in the first set, which is known as the “first-
game-effect”. The “first-game-effect” is where fewer breaks of serve occur in the very
first game of the match. In conclusion, they suggest for players to elect to serve
when they win the toss. The aim of this chapter is to apply this concept in a tennis
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simulator. In order to increase the accuracy of forecasting a tennis match in-play.
7.2 Method
To determine the effectiveness of incorporating the “first-game-effect”, a Monte Carlo
tennis simulator was built using @Risk, an add-in for Microsoft Excel (Viney, Kondo
& Bedford 2012). Refer to Chapter 5 for detailed description of the tennis simulators
used in thesis.
Table 7.1: A simulation iteration for the “first-game-effect”.
Point result Server 1SI 1SW 2SI 2SW Score
Initial A 0.570 0.650 0.670 0.496 0-0
Fault Pa A 0.570 0.650 0.670 0.496 0-0
2nd srv in Pa A 0.570 0.650 0.670 0.496 0-0
Pa wins 2nd srv A 0.570 0.650 0.670 0.496 15-0
1st srv in Pa A 0.570 0.650 0.670 0.496 15-0
Pa wins 1st srv A 0.570 0.650 0.670 0.496 30-0
1st srv in Pa A 0.570 0.650 0.670 0.496 30-0
Pb bks 1st srv A 0.570 0.650 0.670 0.496 30-15
Fault Pa A 0.570 0.650 0.670 0.496 30-15
2nd srv in Pa A 0.570 0.650 0.670 0.496 30-15
Pb bks 2nd srv A 0.570 0.650 0.670 0.496 30-30
1st srv in Pa A 0.570 0.650 0.670 0.496 30-30
Pa wins 1st srv A 0.570 0.650 0.670 0.496 40-30
1st srv in Pa A 0.570 0.650 0.670 0.496 40-30
As shown in Table 7.1 the simulator utilises serving statistics to determine the
outcome of the point. The simulator first compared the server’s first-serve-in prob-
ability to a uniformly distributed random number. If the server’s probability was
greater than the random value, the first serve was considered in-play and another
random number was generated to compare against the server’s first-serve-win prob-
ability. A fault occurred if the server’s first-serve-in probability was less than the
simulated value.
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Figure 7.1: Serving and returning statistics of two players from TennisInsight.
Prior to simulating, initial serving and returning statistics were collected from
TennisInsight, as shown in Figure 7.1 (TennisInsight 2005). To ensure the serving
statistics provide an accurate indication of a player’s current performance, collection
of serving statistics were limited to the last three months of play. Collection of data
was limited to an arbitrary value of three months, as the statistics were required
to reflect the current performance of a player, but not be affected by players who
have not competed in recent matches. The initial serving and returning probabilities
collected were first serve in (P1SI), first serve win (P1SW ), second serve in (P2SI),
second serve win (P2SW ), first return win (P1RW ) and second return win (P2RW ). The
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receiver’s returning statistics were also collected to obtain an accurate interpretation
of the receiver’s returning abilities. To incorporate the receiver’s returning ability, the
server’s winning probability was adjusted. The adjusted first serve win probability
for Player A was as follows:
PA1SW.Adjusted =
PA1SW + (1− PB1RW )
2
(7.1)
and the adjusted second serve win probability for Player A was as follows:
PA2SW.Adjusted =
PA2SW + (1− PB2RW )
2
(7.2)
TennisInsight did not provide information on player’s second serve in probabilities.
To accommodate this, the first serve in probability was adjusted by an arbitrary value
of 0.10. This value, of 0.10, was selected as generally the second serve is a lower risk
serve due to the risk of a double fault and losing the point. Thus the second serve in
probability for Player A was calculated as follows:
P2SI.Adjusted = P1SI + γ (7.3)
where γ = 0.10 for this thesis.
Table 7.2 provides an example of how the serving statistics were adjusted using the
receiver’s returning abilities. For example, the receiver’s first return win probability
was 0.557, which adjusted the server’s second serve win probability from 0.591 to
0.517.
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Table 7.2: An example of adjusting the serving statistics to incorporate the
receiver’s returning abilities.
Serving Player A Player B
Statistics P1SI P1SW P2SI P2SW P1RW P2RW
Initial 0.612 0.633 0.591 0.250 0.557
Adjusted 0.612 0.692 0.712 0.517
To incorporate the “first-game-effect”, a moderator was applied. The moderator
aimed to adjust the uniform randomly generated value to benefit the server in the
first game of the match. To adjust the simulated value, empirical data and the
average number of points played in the first service game in the match were utilised.
Analysing nearly 90,000 points in Wimbledon, Magnus and Klaassen (1999a) found
that on the ATP circuit the server’s probability to win their first game was 0.877
compared to a normal service game value of 0.808. Similar to the WTA, the server’s
probability to win their first game was 0.743 compared to a normal service game at
0.634. Viney and Bedford (2014) analysed empirical and simulated data and found
that, on average, six points are played in the first service game of a match. Thus,
combining these results, the adjusted uniform randomly generated value for males
was as follows:
Uˆ = U− 0.877− 0.808
6
(7.4)
and the adjusted uniform randomly generated value for females was as follows:
Uˆ = U− 0.743− 0.634
6
(7.5)
Figure 7.2 represents the splash page to utilise the “first-game-effect” in a tennis
simulator. This interactive application enables the individual to collect the serving
and returning statistics, simulate and copy the results to another destination by
pressing the respective buttons. The application provides valuable knowledge on the
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Figure 7.2: The splash page predicting the outcome of the first service game in the
match.
effects of adjusting for the first-game-effect and game outcome probabilities.
7.3 Results
To determine the effectiveness of incorporating the “first-game-effect” approach, em-
pirical and simulation analysis was performed. One hundred and thirteen matches
from February to July, 2014 were analysed which consisted of 65 men and 48 women
matches. Ten thousand simulations were performed to compare the performance of
incorporating the first-game-effect or not (Viney, Kondo & Bedford 2012).
Table 7.3 displays a comparison of the actual, raw and adjusted “first-game-effect”
approach probabilities in predicting the outcome of the first service game. The raw
“first-game-effect” approach does not implement the “first-game-effect” into its simu-
lation. Overall, players won 75.2% of their first games. Males won 84.6% and females
won 62.5%. Adjusting for the “first-game-effect” accurately predicted 74.7% of games
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as opposed to raw value of 67.3%. There was no difference recorded for males, but
a difference of 0.167 was recorded for females. The “first-game-effect” approach ac-
curately predicted the outcome of 64.6% of female first service games as opposed to
47.9%.
Table 7.3: A comparison of the actual, raw and adjusted probabilities for the
“first-game-effect” approach in predicting the outcome of the first service game.
Actual Raw Adjusted
Overall 0.752 0.673 0.747
Males 0.846 0.815 0.815
Females 0.625 0.479 0.646
Table 7.4 represents the simulated probability of winning the first service game
in comparison to adjusting for the “first-game-effect” for both males and females.
The simulated results found that incorporating the “first-game-effect” resulted in an
overall increase of 0.048 in the probability of winning the first game. An increase of
0.04 and 0.06 in the probability of winning the first game was recorded for men and
women, respectively. The women recorded a greater difference as the adjustment for
the WTA circuit recorded a greater effect in winning the first game in the match in
comparison to the ATP circuit.
Table 7.4: The raw and adjusted for the “first-game-effect” probability of winning
the first service game.
Males Females
Raw Adjusted Raw Adjusted
Average 0.685 0.724 0.509 0.569
Minimum 0.442 0.488 0.367 0.423
Maximum 0.950 0.957 0.657 0.715
On average, males recorded a larger probability of winning the first game at a value
of 0.685 and 0.724 for raw and adjusted, respectively. Conversely females exhibited an
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average probability of winning the first game of 0.509 and 0.569 for raw and adjusted,
respectively. These results support Magnus and Klaassen (1999a) who found that
males record fewer breaks in service games when compared to females. The largest
probability to win the first game for males was when Gilles Muller was serving against
Farrukh Dustov. Muller won his first service game losing two points. The raw and
adjusted approach predicted Muller to win at 0.950 and 0.957, respectively. Muller’s
high probability to win the service game was a result of Muller being a big server and
Dustov’s recorded low returning statistics. For females, the smallest probability to
win the first game was when Agnieszka Radwanska was serving first against Eugenie
Bouchard. The simulated raw and adjusted approach predicted Radwanska to win
0.367 and 0.423, respectively. Radwanska’s low probability to win the first service
game was a result of Bouchard’s high returning statistics in the last three months of
play. Thus, Bouchard’s high returning performance decreased Radwanska’s first and
second serve winning probabilities and consequently the probability of winning the
service game.
7.4 Discussion
To obtain a graphical representation of the “first-game-effect”, one male and female
case study was selected for analysis from the Rome Masters in May, 2014. Pablo
Carreno-Busta was $1.08 to win his service game against Ivo Karlovic. Carreno-
Busta won and lost zero points. Figure 7.2 displays both players’ probability to win
the game. The lowest probability game outcome was for Karlovic breaking serve to
love, and the highest probability game outcome was for Carreno-Busta to win his
serve losing two points. As displayed in Figure 7.3, the simulator predicted Carreno-
Busta to win the service game over Karlovic with an overall probability to win the
game at 0.682 and 0.727 for raw and adjusted approaches, respectively.
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Figure 7.3: Carreno-Busta (Player 1) and Karlovic’s (Player 2) probability to win
the first service game.
For case study 2, Shahar Peer was at $1.80 to win her first service game, although
lost it, without winning a point against Monica Niculescu. Figure 7.4 displays a
representation of the predicted game outcome for the raw and adjusted approaches.
It shows that the lowest likelihood to win the game was Peer to win the service game
without losing a point. The highest likelihood to win the game was for Niculescu to
break serve to 30 and 40 for the raw and adjusted approach, respectively. Overall, the
raw and adjusted approach predicted Peer to win her service game at a probability
of 0.426 and 0.485, respectively.
By considering the receiver’s returning abilities, this application may be useful to
coaches to help inform players on their optimal serving strategy. For example, if Peer
wanted to determine the effect of having a low risk first serve, Peer’s first serve in
probability could be increased by 10% which resulted in an increase in winning the
first game by 4%.
This method may be applied to other racquet sports such as squash and bad-
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Figure 7.4: Peer (Player 1) and Niculescu’s (Player 2) probability to win the first
service game.
minton. It’s important to note that allowance for simulation time is required to
obtain the results. Dependent on the speed of the processor, this may take as little
as thirty seconds or as long as three minutes. To obtain an accurate indication of a
player’s current performance, it’s important to collect the required serving and win-
ning statistics within the last three months, so estimates are reliable and not based
on a small number of matches.
Future work should analyse the effectiveness of the “first-game-effect” in relations
to the court surface and gender. For example, Yap, Bedford and Viney (2014) found
that clay recorded the lowest service success in eleven years of male data.
7.5 Conclusion
This chapter developed an effective approach to apply the “first-game-effect” to tennis
matches. The findings suggest that adjusting for the “first-game-effect” predicted a
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greater proportion of female outcomes. However, this approach did not work for
males. The next chapter extends on this concept by updating the Pwos after every
point using various exploratory approaches.
Chapter 8
IN-PLAY MODIFICATION OF
SERVICE PROBABILITY
In this chapter, various models were developed to determine whether updating the
Pwos is more effective in forecasting the outcome of the match than a Markov Chain
model that assumes all points are i.i.d..
8.1 Introduction
Tennis models typically assume the Pwos is i.i.d., and remains constant for the en-
tire match (Barnett & Clarke 2002, Carter & Crew 1974, Fischer 1980 and Schutz
1970). Much debate surrounds the assumption of i.i.d. (Jackson & Mosurski 1997
and Klaassen & Magnus 2001). Klaassen and Magnus (2001) found that winning the
previous point has a positive effect on winning the current point, and “important”
points are more difficult to win for the server than less important points (refer to
Section 1.3.5, for an explanation of importance).
Previous research suggests a need to update the Pwos whilst in-play (Klaassen &
Magnus 2003), this chapter aimed to address the following questions:
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(1) By what amount should the probabilities of winning a point on serve change
in-play?
(2) Should the winning serve probability remain fixed or vary based upon the stage
of the game or set?
(3) What happens when a player’s performance deteriorates or the opposition’s
starts to improve, i.e. should that player remain at the current probability or
should it be decreased?
To determine the optimal approach for altering the Pwos, a comparison analysis
was performed against a Markov Chain and semi-Markov Chain model. The aim of
this chapter was to obtain an understanding of how effective different approaches for
updated Pwos are in forecasting the outcome of the match.
8.2 Proposed Methods
To determine whether updating the Pwos is more or less effective compared to the
Markov Chain Model, three different methods were developed. These included Post-
game, In-game and Court-side. The Markov Chain model, involves assuming all
points are i.i.d., therefore the Pwos remains fixed for the match. Refer to Chapter 3
for a detailed explanation on the Markov Chain model.
The Post-game approach involves updating the Pwos after the game is complete.
This approach was developed to take into account a player’s performance in the pre-
vious game, based on the proportion of points. It involves multiplying the proportion
of points won by the server in the game by a weighting parameter and then adding or
subtracting (dependent on the outcome of the game) to the Pwos from the previous
service game. The updated probability is then implemented to Player A’s next service
game.
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The Post-game equation for Player A serving at game, g is:
PAwos,pg(g) = P
A
wos,pg(g − 1) + (1A wins.− 1A loses)×
x
θn
(8.1)
where
PAwos,pg(0) = P
A
wos
PBwos,pg(g) = P
B
wos,pg(g − 1)
θ →∞, PAwos,pg(g) = PAwos,pg(g − 1)
If x = 0, then PAwos,pg(g) = P
A
wos,pg(g − 1) + 1A wins.− 1A loses ×
1
θ
θ = Weighting parameter
g = Game number
n = Number of points in a game g
x = Number of points Player A has won in the game
The In-game approach involves updating the server’s Pwos after each point. This
method was developed with the intentions to have the ability to detect a change in
player’s performance immediately. For example, if the server lost the previous point,
then their service probability is decreased by a particular weighting parameter.
The In-game equation for Player A serving at point, p, is as follows:
PAwos,ig(p) = P
A
wos,ig(p− 1) + (1A wins.− 1A loses)
1
θ
(8.2)
where
PAwos,ig(0) = P
A
wos
PBwos,ig(p) = P
B
wos,ig(p− 1)
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θ = Weighting parameter
p = Point number
As shown in Figure 8.1 there are two sides of the court to serve from, the deuce
and advantage side. The Court-side approach takes into consideration the side of the
court the server has won or lost the point, and updates the Pwos for the next time
the server serves on that particular side of the court. This method was developed to
take into account when a server is more superior on a particular side of the court. For
example, if the server lost the point on the advantage court then the next time the
server serves on the advantage court, their probability is decreased by a particular
weighting parameter.
Figure 8.1: The two sides of the court in tennis, where the player serves diagonally
into the service box.
The Court-side equation for Player A serving at point p is as follows:
PAwos,cs(p) = P
A
wos,cs(p− 2) + (1A wins.− 1A loses)
1
θ
(8.3)
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where
PAwos,cs(0) = P
A
wos
PBwos,cs(p) = P
B
wos,cs(p− 2)
θ = Weighting parameter
In all three methods the updated probabilities are carried over to be implemented
when Player A serves next.
Table 8.1: Three approaches to update Player A’s Pwos, P
A
wos = 0.60 and θ = 200.
Game Post-game In-game Court-side Markov Score Side of court Wins
1
0.600 0.600 0.600 0.600 0− 0 Deuce Y
. . . 0.605 0.600 . . . 15− 0 Advantage N
. . . 0.600 0.605 . . . 15− 15 Deuce Y
. . . 0.605 0.595 . . . 30− 15 Advantage N
. . . 0.600 0.610 . . . 30− 30 Deuce Y
. . . 0.605 0.590 . . . 40− 30 Advantage Y
3
0.603 0.610 0.615 0.600 Deuce
. . . . . . 0.595 . . . Advantage
Table 8.1 represents three approaches in updating Player A’s Pwos using θ = 200,
when Player A won the game losing two points (i.e. won to 30). Within the three
approaches a large amount of variation in Player A’s Pwos occurred, where the Post-
game, In-game and Court-side deuce and advantage approach updated by 0.003,
0.010, 0.000 and -0.005 respectively.
8.3 Building a Simulator
To compare the four approaches, a set simulator was built using @Risk. This simula-
tor has the ability to modify the probabilities as the simulation is occurring and the
set can commence at any set score for any server. Once the simulation is complete
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the output displays the number of times each player has won to a particular set score.
Figure 8.2: Tennis simulator.
Before the simulation can occur, the following input parameters are entered into
the simulator: the Pwos for both players, the game score and the current server. To
determine the winner of the point, a uniform distributed random number is generated
in order to compare the server’s probabilities. This process of generating a uniformly
random number is repeated many times until the set is complete. Figure 8.2 displays
an example of the tennis simulator output, where Player 1 wins their service game
after only losing one point at 2-1 in the first set. For a detailed explanation on the
tennis simulator refer to Chapter 5.
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8.4 Results
The simulation was first performed for two scenarios with different probabilities of
winning a point on serve. The first scenario was a “Balanced situation” where both
players started at Pwos = 0.50. The second scenario reflected a more realistic match
where Player A’s starting Pwos = 0.60 and Player B’s starting Pwos= 0.62. In both
scenarios, Player A served first in the set. The simulator was repeated for the two
scenarios with five different weighting parameters, 10,000 times each. To compare
the three approaches to the Markov Chain model, a Pearson’s Chi square test was
performed to determine whether there was a statistically significant difference.
The three proposed approaches cannot have the same θ values, as the Post-game
approach only updates the probability of the server after the game is complete. The
In-game and Court-side approach have the same θ value for all simulations, and the
probabilities are updated after every point for both approaches.
Table 8.2: The weighting parameters (θ) that were implemented in the simulator.
Case Number Post-game Court-side In-game
1 60 200 200
2 80 250 250
3 100 300 300
4 120 400 400
5 200 500 500
Table 8.2 outlines the weighting parameters (θ) that were applied in the simulator.
For the purpose of this thesis, the weighting parameter (θ) remained fixed for the
entire match.
Further simulation analysis was performed to determine whether using ten thou-
sand simulations was sufficient to provided consistent results in forecasting the out-
come of the match. To determine the optimal simulation range, a Markov Chain
model simulator was applied to simulate a balanced match with Player A serving
first. To determine the optimal simulation range to simulate, four simulation quan-
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tities were compared against the theoretical Markov Chain model. The simulation
quantities compared were ten, twenty, fifty and one hundred thousand simulations.
Table 8.3 outlines the amount of times each player wins a particular set score by
simulation quantity. For example, Player A has approximately a 10% chance of win-
ning the set 6-3. All Markov Chain model simulator quantities are very close to the
theoretical Markov Chain model. The results shows that as the quantities increased
from ten to one hundred thousand simulations, the error rate decreases from 0.24%
to 0.14%. Thus for the purpose of this thesis, 10,000 simulations were applied. Thus,
in relations to this thesis, simulating ten thousand or greater simulations is ideal to
achieve consistent results.
Referring to Table 8.3, both players have the same set winning probabilities as
expected. Although the theoretical Markov Chain model does not take into account
performance changes in-game. For example, to win with a set score of 6-1, the server
who serves first in the match will serve four times, whilst the other player will only
serve three times. For the set scores 6-1 and 6-3, the server who serves first in the set
has an advantage as they serve more games than their opponent
For the set scores 6-1 and 6-3, it could be assumed that the server, who serves
first in the set, has an advantage if there is the presence of a cumulative advantage
and therefore should have a higher proportion of times of winning at those set scores
than their opponent.
8.4.1 Case Study
A case study was analysed to determine the effects of updating the Pwos for the
court-side, in-game and post-game methods in an actual tennis match. The case
study chosen was when Ryan Harrison was favourite ($1.75) and won the match 6-3,
6-4 against Jesse Levine ($2.00) at the Newport ATP tournament in July, 2012.
Using the Klaassen and Magnus (2000) approach, the starting Pwos were 0.6005
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and 0.6095 for Levine and Harrison, respectively. Twenty thousand simulations were
performed for all weighting parameters on all four approaches. A Pearson’s Chi-
square test was performed at a five percent significance level to determine whether
there was a statistical significant difference against the Markov Chain model. As
shown in Table 8.4, all combinations were statistically significant with the exception
of one case related to the Court-side method with a weighting parameter of 500.
Table 8.4: Pearson’s Chi square summary results.
Approaches
Case Pearson
p-value
Number Chi square
Court-side
1 51.268 <0.001
2 86.689 <0.001
3 74.108 <0.001
4 37.914 0.003
5 20.777 0.078
In-game
1 166.057 <0.001
2 372.850 <0.001
3 232.604 <0.001
4 100.395 <0.001
5 65.609 <0.001
Post-game
1 110.538 <0.001
2 216.107 <0.001
3 82.622 <0.001
4 370.346 <0.001
5 30.302 0.004
For further analysis, simulation three of the θ values was selected at random
(weighting parameter 100 for Post-game and 300 for Court-side and In-game). The
set simulator was then performed on all four methods with the desired weighting
parameters. Figure 8.3 displays the amount of times Levine or Harrison may win
to a particular set score over twenty thousand simulations. For example the least
likely set score for each player winning is 6-0. It shows that Harrison has a higher
number of wins at 6-0 because his starting probability is greater than Levine. Overall
the graph shows that all three models reflect the Markov Chain model quite closely.
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Figure 8.3: The probability of each player winnng to a particular set score for
20,000 simulations. PA=Levine and PB= Harrison.
In the actual match, the first set was won by Harrison 6-3. Looking at Figure 8.1,
6-3 had the highest probability. Numerically speaking, the theoretical Markov Chain
model estimated Harrison to win 18% at 6-3 whereas the other models were estimating
approximately 17%.
In terms of selecting the optimal approach in updating probabilities, no one ap-
proach was yet to be deemed superior. Future work was required to determine the
optimal θ value and approach in light of real data. Although the preferred approach
had not been determined, in context to the game of tennis, the Court-side approach
may best reflect the true match. This is due to some players being more dominate on
a certain side. For example, a left handed serve on the backhand side is considered
a strength. The Court-side approach could be taken one step further by looking into
the effects of ends of the court and how the sun or wind could impact the game.
Therefore this approach would involve updating a player’s Pwos only when they are
on a particular court-side and end.
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To evaluate how the three updating methods perform against a wagering market,
simulation analysis was performed. Using the previous case study, 20,000 simulations
were performed at the point in the match, when Harrison was in the lead and serving
at 3-1. To reflect the state of the match, the probabilities were updated in respect to
each approach. Table 8.5 displays the updated point probabilities at 3-1 in the first
set.
Table 8.5: Updated probabilities at the score 3-1 with Harrison to serve next.
Post-game In-game Court-side Markov
pˆA pˆB pˆA pˆB pˆA pˆB pˆA pˆB
0.6048 0.6222 0.5972 0.6229
0.5972 0.6029 (Deuce)
0.6005 0.6095
0.6005 0.6295 (Adv)
Table 8.6 displays the wagering odds, simulated results, theoretical Markov and
Bet365 odds at game score 3-1. When comparing the simulated results with the
wagering odds offered by Bet365, it was noted that in some instances Bet365 had
a higher probability (e.g. for Harrison to win at 6-1, 6-2 and 6-3). But it was
important to note that Bet365 has to take into account its margin, therefore in this
case, the over-round may have gone to those set scores. The actual result of the set
saw Harrison win, 6-3. All approaches had Harrison at the highest probability to win
at 6-3.
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Figure 8.4: The distribution of Player A (Levine) winning points on serve and
returning.
Another feature explored was to evaluate the number of serves and returns won
for both players. To analyse this, a Markov Chain Model with twenty thousand
simulations was performed. Figure 8.4 outlines the distribution of the number of
points Levine has won on serve and returning. Levine’s mean number of points won
on serve for the set was 21.58 compared to 15.04 for returns.
Figure 8.5 shows Harrison’s distribution of the amount of points won on serve and
return in the set. Harrison’s mean points won on serve for the set was 23.43, and for
returns, 14.33.
Harrison was the favourite to win the set because he had a higher mean score both
on serve and return when compared to Levine. When comparing the two graphs, it
was interesting to observe that Harrison’s two distributions are further away from
Levine’s. This could be an effect of having a higher probability on serve, and therefore
a higher likelihood of holding serve.
Overall, the three proposed methods performed well against the Markov Chain
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Figure 8.5: The distribution of Player B (Harrison) winning points on serve and
returning.
model. All the results are based on simulated data and one case study, therefore
all these findings must to be validated against empirical data, before drawing firmer
conclusions.
8.5 Conclusion
This chapter developed three approaches to update the Pwos whilst the game is in-play.
This chapter aimed to create methods to incorporate into in-play tennis to adjust for
a player’s Pwos that takes into account various factors such change in momentum,
tactics, weather and injuries. Three methods were devised and compared to the
Markov Chain model using simulated data and one tennis match case study. The
results found that all three approaches follow the trend of the Markov Chain model
and no optimal approach stood out. Although no superior approach was proposed,
the Court-side approach appeared to closely reflect the actual game and therefore
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future work was warranted to confirm this hypothesis. This chapter has provided the
author with valuable knowledge of updating Pwos. The next chapter extends on this
work by focusing on court-side dominance.
Chapter 9
SENSITIVITY OF COURT-SIDE
IN TENNIS
This chapter investigates whether players on the Association of Tennis Professional
(ATP) circuit perform better on a particular side of the court. It outlines two ap-
proaches that were implemented to test the hypothesis and the results that were
obtained. In continuation from the previous chapter, the Pwos are updated based
on court side to determine if this approach can accurately forecast the outcome of a
match.
9.1 Introduction
Serving in tennis takes place on two sides of the court, the deuce and the advantage
side. Every service game begins on the deuce side where the player serves diagonally
in the left direction. Several professional tennis players on the ATP circuit have a
more effective serve on a particular side of the court than the other (Pollard 2008).
Pollard (2008) found that a left hander generally has an advantage due to their wide
serve to a right hander’s backhand.
Approximately 10% of the human population are left handers, and this proportion has
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not altered for thousands of years (Hagemann 2009). Many pathological hypotheses
exist to suggest why some people are left handed. Hypotheses include oxygen defi-
ciency at birth, birth stresses such as prolonged labour, premature birth or high levels
of prenatal testosterone (or progesterone) that all may affect the neural development
of the brain (Grouios et al. 2000).
Previous studies have also found that, in comparison to the population, a high
proportion of left hander’s are present among the top athletes in interactive (two
player competition) sports (Grouios et al. 2000). In particular, John McEnroe, Rafael
Nadal and Martina Navratilova are just a sample of the very successful left handed
tennis players. A wide range of research has looked at the effect and the advantage
of being a left hander in tennis (Chappell 2003, Holtzen 2000 and Wood & Aggleton
1989). Chappell (2003) performed an extensive literature review and concluded that
matches between right and left handed players should be recorded using notational
analysis. For example, analysing the tactics and strategy of play that may help resolve
the question of why playing left handers can be difficult. Holtzen (2000) compared
the estimated population rate of left handedness for racket use by professional tennis
players over a 32 year period (1968-99). Holtzen concluded that in the period of
1968-99, left hander competitors were significantly over-represented among the top
ranking players, where 22.27% and 18.75% male and female left handers were grand
slam finalist, respectively. Whilst analysing 500 male and 252 female professional
tennis players, Wood and Aggleton (1989) compiled bibliographic information and
previous year’s world ranking and found that there was no inherent, neurological
advantage for left handed tennis players.
Various opinions exists regarding whether the advantage of being a left hander in
sport is due to a biological or tactical advantage. The biological advantage relates
to left hander’s generally having a greater developed right hemisphere in their brain.
This might suggest a well developed motor, attention and spatial functions that can
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enhance performance in interactive sports (Grouios et al. 2000). Grouios et al. found
that when performing a motor task using both hands, left handers benefit as they
have a weaker lateralisation of the two hemispheres. In relation to tennis, left handers
may have a superior backhand or double handed forehand in comparison to a right
hander.
The tactical advantage relates to the fact that left handers spend the majority
of time playing against a right hander. Therefore, they develop their game to face
the higher prevalence right hander whereas a right hander faces a left hander only
a minority of the time. Thus, playing a left hander triggers a surprise effect on
the motor response that increase defensive reactions, which are not as well trained
(Hagemann 2009).
Pollard (2008) mathematically investigated whether players who have a more ef-
fective serve on one side of the court have an advantage on the outcome of the service
game. Pollard concluded that if the server has a more effective serve on one side
on the court, they have a higher probability of winning the game on serve. Pollard
outlined that any player, regardless of their dominant hand and superior side (deuce
versus advantage) can be equally rewarded if they have a superior serve to a partic-
ular side of the court. A limitation to Pollard’s mathematical approach was the lack
of empirical evidence to validate the findings. Therefore, the aim of this chapter was
to empirically validate Pollard’s findings. Knowing which side of the court a player
serves better on can be used to enhance predictive models.
9.2 Method
To determine whether ATP players win more points on one particular side of the
court, player analysis was conducted. The Top 50 players and the left handers in the
Top 100 players on the ATP tour were analysed. Using a database provided by KAN-
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soft, OnCourt provides various match facts and statistics on most tennis matches
since 1990 (OnCourt 2001). For more information on OnCourt refer to Section 4.2.
Point-by-point data for each player was collected for the last twenty matches in
2012, regardless of the outcome of the match. Match statistics, such as who won the
point, side of the court and whether the player was serving, was recorded. The data
were imported into a template in Microsoft Excel. For each point in the match, a
spreadsheet identified the server, the side of the court being served from and whether
the player won the point on a particular side of the court, dependent upon if they
were serving or not. Table 9.1 displays the data that was collected for a match
between Novak Djokovic and Roger Federer in December, 2012. For example, Player
B (Federer) won the first point of the game on the deuce serve and whilst serving.
9.2.1 Results
When data collection commenced (January, 2013), there were fourteen left handers in
the ATP Top 100. Table 9.2 displays the Top 100 left hander’s average probability of
winning on the deuce and advantage side of the court. The results found that twelve
out of fourteen players won a greater proportion of points on the advantage side of
the court overall and whilst serving. Martin Klizan and Horacio Zeballos were the
two players that did not follow this trend.
The player’s average difference was calculated as follows:
Average Difference = average(Advantage)− average(Deuce) (9.1)
The average difference for all fourteen players whilst serving was 0.014. Therefore
1.4% more points were won on the advantage side of the court. Feliciano Lopez
recorded the highest average difference of 0.042 between the two sides of the court.
Thus, Lopez won 4.2% more points on the advantage side of the court compared to
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the deuce side.
Analysis of the Top 50 ATP players was also performed. The results found that
38.6% of right hander’s in the Top 50 won more points on serve on the advantage side
of the court. Table 9.3 outlines the Top 20 players who recorded the largest average
difference overall between the two sides of the tennis court. Feliciano Lopez received
the highest average difference and John Isner recorded the second highest average
difference. John Isner won on average 52.3% of his services points on the advantage
side of the court, 3.1% more than on the deuce side at an average of 49.2%.
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Table 9.4 outlines the Top 20 players who recorded the largest average difference
on serve between the two sides of the court. John Isner recorded the highest average
probability difference on serve with 0.046. Therefore Isner won 4.6% more points on
the advantage side of the court. Benoit Paire recorded the second highest average
difference of 0.045. Thus, on average, whilst serving, Paire won 61.8% and 57.3% of
points on the advantage and deuce side, respectively.
9.3 Simulation
In addition to the empirical data collected, a simulated analysis was also performed
in order to shed further insight into the possibility of court-side advantage. A set
simulator was developed using @Risk to modify the Pwos based on court side. The
simulator recorded the number of times each player won to a particular set score.
Prior to simulating, the following input parameters were entered into the simula-
tor: Pwos for both players, server, point, game and set score. To determine the winner
of the point, a uniform distributed random number was generated to compare against
a server’s probabilities.
To consider whether adjusting the server’s probability in relation to the side of
the court that was played on impacted the probability f winning a set, two models
were implemented. The two models were Court-side and Markov. Court-side involved
adjusting the Pwos, in relation to the serving side of the court, whilst the Markov model
does not adjust Pwos for the duration of the set. The Markov approach followed the
Markov Chain model, where the Pwos remained constant. This approach followed the
assumption of i.i.d. For a detailed explanation of the Markov Chain model refer to
Chapter 3.
The Court-side approach took into consideration the side of the court the server
had won or lost the point, and updated the probability for the next time the player
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served on the same side. For example, if the server lost the point on the advantage
court, then the next time the player served on the advantage side, their probability
was decreased by a weighting parameter, θ.
Therefore the updated Pwos for Player A serving at point, p for the Court-side
approach was as follows:
PAwos,cs(p) = P
A
wos,cs(p− 2) + (1A wins.− 1A loses)
1
θ
(9.2)
where PAwos,cs(0) = P
A
wos, P
B
wos,cs(p) = P
B
wos,cs(p− 2) and θ ∈ [200, 400].
Table 9.5: Comparing the Markov method and Court-side method of altering
Player’s A Pwos, when Player A is serving (θ = 200).
Court-side Markov Score Side of court Wins
Game 1 0.600 0.600 0− 0 Deuce Y
0.600 · · · 15− 0 Advantage N
0.605 · · · 15− 15 Deuce Y
0.595 · · · 30− 15 Advantage N
0.610 · · · 30− 30 Deuce Y
0.590 · · · 40− 30 Advantage Y
PA serves to 30
Game 3 0.615 0.600 0− 0 Deuce N
0.595 · · · 0− 15 Advantage N
0.610 · · · 0− 30 Deuce Y
0.590 · · · 15− 30 Advantage N
0.615 · · · 15− 40 Deuce N
PB breaks to 15
Game 5 0.610 0.600 Deuce
0.585 · · · Advantage
Table 9.5 displays the process of altering Player A’s Pwos whilst the set was in-
play. As Player A wins or loses, Player A’s probability alters in respect to the side
the court they were serving from. For example, at the start of the third game, Player
A’s Pwos was 0.615. As Player A lost the first point their probability was decreased
by 0.005 which resulted in an updated Pwos of 0.61.
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9.3.1 Results
To compare and contrast which method, Court-side or Markov, was more effective,
ten thousand simulations were performed for all θ values. Ten thousand simulations
were applied in order to decrease the Monte Carlo error rate and reach convergence
(Viney, Kondo & Bedford 2012). θ ranged from 200 to 400 in increments of ten.
To determine whether there was an effect for court-side, a “balance situation” was
applied. A “balance situation” was defined as both players initial Pwos of 0.50. Once
the set simulator had commenced, the probabilities altered in accordance to what
occurred in the set.
Figure 9.1: A graphical representation of the two approaches on the average
probability of Player A winning a set when Player A commenced serving first.
Figure 9.1 represents the probability of Player A winning the set when Player A
commenced serving at the start of the set. The largest probability of winning the
set occurred when θ = 310. The lowest probability was at θ = 270 for Court-side
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and 390 for the Markov approach. The largest average probability difference between
the two methods was at θ = 260, with an absolute difference of 0.0086. Overall, the
Court-side approach recorded a lower probability of winning the set than the Markov
approach for most θ values, when Player A served at the beginning of the set.
Figure 9.2 represents the probability of Player A winning the set when Player
B serves first. The highest probability of winning the set occurred at θ = 350 for
Court-side and 360 for the Markov approach. The lowest probability was at θ = 390
for Court-side and 320 for the Markov approach. The largest average probability
difference occurred at θ = 400, with an absolute difference of 0.0065.
Figure 9.2: A graphical representation of the two approaches on the probability of
Player A winning a set when Player B commenced serving first.
Figure 9.3 represents the average quantity of points Player A won on serve when
Player A served first in the set. For all θ values when Player A was serving first,
the Markov approach recorded a higher average for Player A winning a point whilst
serving. Figure 9.3 shows that when Player A commenced the serve, the Markov
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approach for all θ values, had a higher average of Player A winning a point when
compared to the Court-side approach.
Figure 9.3: A graphical representation of the two approaches on the average amount
of points Player A wins on serve.
Although no optimal θ value was determined in this chapter, the θ value of 250
was chosen to display a graphical representation of how the set was won. Figure 9.4
displays the probability that each set score will occur when Player A was serving first
in the set with θ = 250. The two approaches mimic each other’s pattern, where the
most likely final set score was 6-4, which occurred 12% of the time.
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Figure 9.4: A graphical representation of the outcome of the set with θ = 250 and
Player A serving first in the set.
9.4 Discussion
The following trends were established when looking into whether sensitivity of court-
side exists in tennis. Based on empirical data, this chapter found that most left
handers and some right hander’s performed better on the advantage side of the court.
This knowledge may be used to increase the Pwos to that particular side of the court
when a particular player has a court-side difference. This addition to tennis models
may increase accuracy and predictive validity. Although these results are promis-
ing, it’s important to note that the database, OnCourt, sometimes contain errors or
missing data. Thus, a precise representation of the match may be unknown.
A set simulator was also applied to determine whether altering the Pwos accurately
forecast the outcome of the set. The results found that when a player was serving first
in the set, their likelihood of winning the set was lower for the Court-side approach
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Figure 9.5: A splash page for implementing court-side simulation.
than the Markov approach. Analysing the average number of points won and lost
on serve, there was a large difference between the two methods. Future work was
required to determine the optimal θ value to update the Pwos based on court-side.
9.5 Application
Knowledge of a player’s court-side dominance can be an effective tool for an individual
when wagering in tennis. Figure 9.5 displays the splash page for implementing the
court-side simulator. This application enables the individual to adjust the score,
server and player’s Pwos on each side of the court. Once simulated, the output displays
the probability and respected odds on the likelihood of winning the set to a particular
score. For example, two thousand simulations were performed at 15-30 (2-0) with
Player A currently serving. The results indicate that Player A would win 76.6%
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of the time and the most likely set score was Player A winning the set 6-3, which
occurred 27.40% of the time.
9.6 Conclusion
This chapter empirically investigated whether players on the ATP circuit win a greater
quantity of points on a particular side of the court. The results found that most left
handers, and a handful of right handers, win a greater amount of points on the
advantage side of the court. This knowledge can be applied to a set and match
simulator in order to alter the Pwos in relation to court-side. This approach may help
to improve the accuracy of the models in forecasting the outcome of a tennis match.
The next chapter extends on the work performed in Chapter 8 and 9, by developing
an approach for updating the Pwos using point importance.
Chapter 10
FORECASTING USING POINT
IMPORTANCE
This chapter outlines an approach to altering the Pwos whilst the match is in-play.
This approach builds upon Newton and Aslam’s (2006) research by altering the Pwos
after every point based on point importance.
10.1 Introduction
The oft debated Markov Chain model is commonly implemented in tennis to forecast
the outcome of a game, set and match (Barnett & Clarke 2002, Carter & Crew 1974,
Fischer 1980 and Schutz 1970). The Markov Chain model requires the assumption of
(i.i.d.), where the Pwos does not change for the entire match. Magnus and Klaassen
(1999a) analysed nearly 90,000 points and found that winning the previous point
had a positive effect on both winning the following point and for important points.
Important points are those that will have an effect of the outcome of the game are
more difficult to win than less important points. Less important points have a minimal
effect of the outcome of the game. In conclusion, Magnus and Klaassen found that
points are not i.i.d. and recommended future models to update the Pwos whilst a
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match was in-play (Klaassen & Magnus 2003).
Attempts to update the Pwos include Barnett 2006, Newton & Aslam 2006, Pollard
& Noble 2004 and Viney, Kondo & Bedford 2012. Pollard and Noble applied previous
and current performance. Barnett applied a Bayesian updating rule. Newton and
Aslam altered the probabilities on the most and least important point in the match
by an arbitrary value of 20%. Whilst, Viney, Kondo and Bedford investigated the
effect of updating the Pwos by arbitrary values after every point based on the side of
the court played on.
Building upon previous work, the aim of this chapter was to develop an approach
to update the Pwos by taking into consideration the relative ease of win within the
service game. Ease of win avoids penalising the server for losing a point when multiple
opportunities are presented to win the service game (Newton & Aslam 2006 and
Viney, Kondo & Bedford 2012). To execute this approach, the probabilities are
updated using point importance, which was first formulated by Morris (1977). Point
importance provides an accurate indication on how much a particular point is worth
in the game. This concept will be thoroughly explained in the next section.
10.2 Point Importance
Whilst a tennis match is in-play, there is a common belief that great players have the
ability to adjust their effort accordingly to which points, games, and sets they feel
are most crucial to win the match (Newton & Aslam 2006). How much a particular
point is worth in relation to the game, set and/or match is referred to as importance
levels. Importance levels can be calculated at a game, set and match level, though
for the purpose of this chapter, point importance was the focus. Point importance
was selected to alter the Pwos to provide an accurate indication of how a player is
performing. Point importance can reward the server for winning a point on a very
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important point, but can avoid disadvantaging them when trying a new strategy in
situations where multiple opportunities are present to win the game. As outlined in
Section 10.1, Morris (1977) defined the importance of a point as the probability of
winning the game given that the current point (a, b) is won minus the probability
of winning the game, given that the current point is lost. In this definition, “a”
represents the points currently earned by Player A and “b” represents the points
currently earned by Player B. For convenience, the traditional scoring of 0, 15, 30, 40
and game can be replaced by 0, 1, 2, 3, and 4, respectively.
IP (a, b) = PGame(a+ 1, b)− PGame(a, b+ 1) (10.1)
Table 10.1 represents the point importance for a standard service game when
Player A is serving with Pwos = 0.60. In this example, the most important point is
at 30-40 with a value of 0.69 and the least important point was at 40-0 with a value
of 0.05.
Table 10.1: Point importance when Player A is currently serving and Pwos = 0.60.
Player B
0 1 2 3
Player A
0 0.27 0.35 0.37 0.25
1 0.21 0.33 0.44 0.42
2 0.13 0.26 0.46 0.69
3 0.05 0.12 0.31 0.46
Figure 10.1 represents the relationship between the level of point importance and
Player A’s Pwos. As Player A’s Pwos alters, the value of point importance changes. For
example, at 40-0 the point importance was high when the Pwos was low, indicating
winning the current point was vital to win the game. However, as Player A’s Pwos
increased, the point importance decreased, indicated that losing the current point
would not impact the probability of winning the game because they have two more
opportunities to win the game.
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Figure 10.1: Point importance for all point scores in the game.
Figure 10.2: Point importance for the duration of a match between Lukas Rosol and
Gilles Simon.
Figure 10.2 displays the point importance for the duration of a match between
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Lukas Rosol and Gilles Simon. A total of 125 points were played. Rosol started as
underdog, yet won the match 6-2, 6-3. The number of points won or lost in the service
game affected the level of point importance. The largest point importance recorded
was at a value of 0.760, when Simon was serving at 30-40 and 40-Ad. During this
stage of the match, Simon had a break point. If he didn’t win the point he would
lose his service game. The smallest importance was recorded at 0.031 when Simon
was serving at 40-0. At this stage, Simon was the favourite to win the match and
had three opportunities to win the service game.
10.3 Analysis of Newton and Aslam’s Research
Newton and Aslam (2006) applied a Monte Carlo simulator to determine whether
increasing or decreasing the Pwos on the most and least important point by 20%
outperformed the i.i.d. Markov Chain model. Newton and Aslam found that this
approach increased winning probabilities above the pure i.i.d. model (Markov Chain)
because the most important point occurs more frequently than the least important
point. For example, a break point down occurs more frequently due to consecutive
deuces than the least important point of 40-0, which only occurs once in the game.
However, the overall conclusion drawn from this research was that varying probabil-
ities did not dramatically alter the probabilities predicted from a pure i.i.d. model.
While the i.i.d. assumption is not perfect, in practise, it appears to perform quite
well and the inclusion of non-i.i.d. models may introduce unanticipated problems
(Newton & Aslam 2006).
A limitation of Newton and Aslam’s research was the selection of an arbitrary
value of 20% without verification. Thus, the aim of this research was to empirically
validate Newton and Aslam’s findings and to perform an extensive analysis on the
effect of altering the Pwos by various values.
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10.3.1 Methods
Newton and Aslam (2006) developed a Monte Carlo tennis simulator, where a ran-
domly generated value was produced to determine the winner of each point in the
match. They altered the Pwos using the concept of point importance.
To alter the probabilities, they adjusted Player A’s Pwos by an arbitrary value
of 20% on the most important point during the game, 30-40, and decreased Pwos by
the same value on the least important point, 40-0. Once the point had concluded,
the Pwos returned to the initial value for the following point. It was important to
note that the least important point only occurs once in the game. Although the
most important point can occur an infinite number of times as, for example 30-40 is
equivalent to 40-Ad.
To replicate Newton and Aslam’s work, a Monte Carlo simulator was developed
using @Risk (Viney, Kondo & Bedford 2012). To determine whether adjusting the
probabilities by 20% was the most effective approach, various arbitrary values were
compared. Probabilities were adjusted by quantities of 0.05, 0.10, 0.15, 0.20, 0.25
and 0.30. The Markov model was used to compare against the effectiveness of all
approaches. Barnett, Brown and Clarke (2006) applied the properties of the Markov
Chain model to derive a recursive formula to calculate the probability of winning
from any state within a game, set and match. For a detailed explanation, refer to
Chapter 3.
10.3.2 Results
To determine whether adjusting the probabilities by 20% on the most and least im-
portant point was the most effective approach, various values were compared. Proba-
bilities were adjusted by quantities of 0.05, 0.10, 0.15, 0.20, 0.25 and 0.30. An example
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of adjusting Player A’s Pwos at 30-40 was as follows:
̂PAwos(2, 3) = PAwos(2, 3) + θ (10.2)
where θ = 0.05, 0.10, 0.15, 0.20, 0.25 and 0.30.
An example of adjusting Player A’s Pwos at (40-0) was as follows:
̂PAwos(3, 0) = PAwos(3, 0)− θ (10.3)
The traditional point scoring format of 0, 15, 30, 40 and game was represented as 0,
1, 2, 3, and 4, respectively.
For example, when Player A has reached the score-line 40-0 and θ = 0.30, the
player’s probability will decreased by 30%. While at the score-line 30-40 and 40-Ad,
Player A will increase in performance by 30%. θ did not exceed 30% because the
player should already be playing at a high level to have a chance of winning the
match. Increasing performance more than 30% would be deemed an unreachable
target.
Table 10.2 displays a comparison of all approaches for altering the Pwos in a game
situation. The θ value selected determines the amount of change in probability. The
higher the θ value the larger the difference of change.
Analysis was performed to outline the effect of altering the Pwos by a particular
value. The approach followed the work of Morris (1977) who analysed the gains
achieved by increasing effort on different points in a game. The effect of Player A
increasing effort on the most important point in the game at 30-40 in respect to
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Table 10.2: A comparison between all approaches of the adjusting the Pwos in a
game.
Score Markov
θ Value
0.05 0.10 0.15 0.20 0.25 0.30
0-0 0.60 0.60 0.60 0.60 0.60 0.60 0.60
15-0 0.60 0.60 0.60 0.60 0.60 0.60 0.60
30-0 0.60 0.60 0.60 0.60 0.60 0.60 0.60
40-0 0.60 0.55 0.50 0.45 0.40 0.35 0.30
40-15 0.60 0.60 0.60 0.60 0.60 0.60 0.60
40-30 0.60 0.60 0.60 0.60 0.60 0.60 0.60
40-40 0.60 0.60 0.60 0.60 0.60 0.60 0.60
40-Ad 0.60 0.65 0.70 0.75 0.80 0.85 0.90
winning a service game, when Player A’s Pwos was 0.60, was as follows:
̂PAGame(0, 0) = P
A
Game(0, 0) + (×N(2,3) × Ip(2, 3)) (10.4)
where  is the effort contributed,  ∈ [0, 0.30] at every 0.01 interval, N(2,3) is the
expected number of times (2, 3) is played in one game, N(2,3) = 0.443, and Ip(2, 3) is
the importance of the point in the game at (2, 3), Ip(2, 3) = 0.692.
The effect of decreasing effort on the least important point in the game at 40-0 in
respect to winning a service game, when Player A’s Pwos = 0.60, was as follows:
̂PAGame(0, 0) = P
A
Game(0, 0) + (×N(3,0) × Ip(3, 0)) (10.5)
where  is the effort contributed,  ∈ [0, 0.30] at every 0.01 interval, N(3,0) is the
expected number of times (3, 0) is played in one game, N(3,0) = 0.216, and Ip(3, 0) is
the importance of the point in the game at (3, 0), Ip(3, 0) = 0.049.
N(a,b) is the expected number of times that the point (a,b) is played per game.
Thus the first point of the match, N(0,0) = 1 as no-one has accumulated any points.
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Table 10.3 displays how Morris (1977) calculated N(a,b) at each phase in a service
game.
Table 10.3: Formulas to calculate N(a,b) for all stages in a service game when Player
A is serving. 0 ≤ p ≤ 1, q = 1− p, t = pq and D = t
1−2t .
Player B
0 1 2 3
Player A
0 1 q q2 q3
1 p 2pq 3pq2 4pq3
2 p2 3p2q 6p2q2 10qtD
3 p3 4p3q 10ptD 20t2D
To determine the effect of altering the Pwos, the initial probability was set at
0.60 and , the effort contributed, ranged from zero to 0.30, at every 0.01 interval.
Figure 10.3 displays the effect on Player A’s winning probability for a standard service
game when either increasing and/or decreasing their probability at the most and least
important point. The combined line in Figure 10.3 represents the effect of adjusting
both the probability on the most and least important point. Player A’s starting
probability was 0.60 which resulted in the probability of winning a service game of
0.736. As shown in Figure 10.3, as effort increased on the most important point,
the probability of winning a game also increased when compared to a decreased
effort on the least important point. For example, if a player decided to increase
their performance by 20% on the most important point at 30-40, their probability
of winning the game would increase from 0.736 to 0.797. Decreasing performance
by the same amount changed the probability of winning the game from 0.736 to
0.734. Overall, with every 0.01 incremental change in probability to the most/least
important point there is an increased probability of winning a standard service game
by 0.003, assuming Pwos = 0.60.
Simulation analysis was performed to determine the effect of adjusting the Pwos on
the probabilities for winning the first game and set. Ten thousand simulations were
performed at the commencement of the set with Player A serving first. Ten thousand
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Figure 10.3: The effect of adjusting the Pwos at the most, least and combining both
most and least important point in a standard service game (Pwos = 0.60).
simulations was chosen as Viney, Kondo and Bedford (2012) found that simulating
ten thousand points or greater, decreased the error rate and reached convergence.
Both players’ starting probability to win a point on serve (Pwos) was 0.60. Player A’s
probability was altered on the most and least important point in the game by 0.05,
0.10, 0.15, 0.20, 0.25 and 0.30. To compare the effects of altering Player’s A prob-
ability by 0.05, 0.10, 0.15, 0.20, 0.25 and 0.30, all simulations were linked together,
so the same simulated value was applied to all approaches. Table 10.4 displays the
difference in adjusting the Pwos in respect to the most and least important point,
assuming Player A would win the first service game and set. Table 10.4 demonstrates
that increasing θ values are associated with increases to the probability of Player A
winning their service game and set. For example, when adjusting the probabilities by
20%, Player A’s probability to win their service game and set was 0.804 and 0.602,
respectively. Whilst increasing the probability by 5% resulted in Player A’s proba-
bility to win their service game and set being 0.749 and 0.518, respectively.
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Table 10.4: Comparing the probabilities of Player A winning their first service game
and set after adjusting the probability to win a point on serve.
Markov 0.05 0.10 0.15 0.20 0.25 0.30
Wins 1st service game 0.733 0.749 0.768 0.783 0.804 0.825 0.852
Wins set 0.499 0.518 0.541 0.570 0.602 0.638 0.678
To determine how each approach performed when a player enhances or deteriorates
in performance, streaking analysis was carried out. Streaking analysis alters a player’s
performance to analyse the sensitivity of a particular model. Streaking analysis was
applied in the simulator to alter Player A’s performance by a particular value between
zero and 1−PAwos. Player A’s performance was altered to both increase and decrease
at a level of two, four, six, eight and ten percent. This streaking effect can be applied
to any phase of the match, although for the purpose of this study, streaking was
applied for the entire match. Player A’s increasing streaking effect was represented
as follows:
PAwos = P
A
wos + β (10.6)
and Player A’s decreasing streaking effect was as follows:
PAwos = P
A
wos − β (10.7)
where β = 0.02, 0.04, 0.06, 0.08 and 0.10.
For the purpose of this research, β was restricted to the maximum value of 0.10.
The maximum β value that can be applied is 1− PAwos.
To analyse the effect of streaking, both players’ initial Pwos was 0.60 and only
Player A’s probability was adjusted. This approach also implements the process of
altering the probabilities on the most and least important point by various θ values.
Table 10.5 displays the streaking effect for Player A, when the initial Pwos was 0.60
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with a streaking effect of 4% and θ = 0.05. For example, at the least important point
in the game, 40-0, regardless which direction performance was altered, the probability
was decreased by 5% due to the point being the least important in the match. Thus,
the updated Pwos was 0.59 and 0.51 after increasing and decreasing performance at
4%, respectively.
Table 10.5: An example of streaking analysis where β = 0.04) θ = 0.05 and Pwos =
0.60.
Score Normal Increase Decrease
0-0 0.60 0.64 0.56
15-0 0.60 0.64 0.56
30-0 0.60 0.64 0.56
40-0 0.60 0.59 0.51
40-15 0.60 0.64 0.56
Table 10.6 displays the streaking effect for all approaches with different streaking
intensities. It represents an increasing relationship, where an increase in the streak-
ing value relates to a larger difference in Pwos. For example, when altering Pwos by
20% with a decrease of performance of 10%, resulted in a decreased performance of
0.344. Overall, the results suggest that the streaking effect difference is greater when
decreasing Player A’s performance.
Table 10.6: The impact of streaking for increased and decreased performance.
Method
Streaking effect
-0.10 -0.08 -0.06 -0.04 -0.02 0.02 0.04 0.06 0.08 0.10
Markov -0.320 -0.257 -0.201 -0.150 -0.071 0.071 0.132 0.191 0.242 0.290
5 -0.318 -0.257 -0.203 -0.147 -0.069 0.070 0.129 0.190 0.239 0.273
10 -0.327 -0.262 -0.202 -0.144 -0.071 0.070 0.131 0.183 0.237 0.262
15 -0.333 -0.264 -0.204 -0.147 -0.070 0.074 0.133 0.180 0.224 0.256
20 -0.344 -0.275 -0.207 -0.149 -0.067 0.071 0.123 0.171 0.215 0.245
25 -0.354 -0.275 -0.210 -0.138 -0.062 0.066 0.121 0.164 0.199 0.236
30 -0.359 -0.278 -0.211 -0.139 -0.058 0.059 0.112 0.149 0.180 0.213
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Figure 10.4: Kukushkin’s probability to win the match at all game scores in the
match.
10.3.3 Discussion
To obtain a full understanding of how all approaches forecast the outcome of a match,
a case study was applied. Ten thousand simulations were performed at the comple-
tion of each service game in the match. The case study chosen was when Mikhail
Kukushkin was the underdog and defeated Andreas Seppi 6-1, 1-6, 6-4, in the semi-
finals at the Kremlin Cup in Moscow in 2013. Figure 10.4 compares all approaches for
Kukushkin to win the match at all game scores in the match. Overall, all approaches
followed the same trend as the Markov Chain model for the entire duration of the
match. For a deeper analysis of the relationship amongst all approaches in this case
study, further analysis was performed at a set by set level.
At the commencement of the first set, Kukushkin started as the underdog and
won the first set 6-1. Kukushkin lost only three points on serve, whereas Seppi
lost eleven. As displayed in Figure 10.5, all θ values followed the same trend as
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Figure 10.5: Kukushkin’s probability to win the match focusing on the first set.
the Markov Chain model. The absolute average difference from the Markov Chain
model for the entire set ranged from 0.004 to 0.014 for θ = 0.05 to 0.30, respectively.
Kukushkin won both of his first two service games of the match without losing a
point. After the completion of Kukushkin’s second service game, the Markov Chain
model recorded the largest difference of the probability of winning the match, at a
value of 0.05. Thus, no method accurately reflected Kukushkin’s current performance
based on pre match predictions. At 2-1, Kukushkin broke Seppi’s serve and θ = 0.20,
0.25 and 0.30 recorded the maximum difference from the Markov Chain model at a
value of 0.021, 0.030 and 0.031, respectively. Upon completion of the set, all methods
increased Kukushkin’s probability of winning the match by an average of 0.281, with
an average difference from the Markov Chain model of 0.009.
During the second set, Seppi’s form improved. Seppi lost only three service points
on serve, whilst Kukushkin lost thirteen points. As represented in Figure 10.6, Seppi
won the set 6-1 and broke Kukushkin’s serve twice, at 0-1 and 0-3. At the first break
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Figure 10.6: Kukushkin’s probability to win the match focusing on the second set.
of serve, the larger θ values produced larger changes in Kukushkin’s probability of
winning the match. The change in probability ranged from 0.008 to 0.041 for θ = 0.05
to 0.30. Although, at the second break of serve, all approaches decreased Kukushkin’s
probability of winning the match by an average of 0.05.
In the third and final set there were a total of seven breaks of serves, Seppi lost
four and Kukushkin lost three. As shown in Figure 10.7, for all breaks of service,
the larger θ values produced larger changes of Kukushkin’s probability of winning the
match. For example, Kukushkin lost his first service game at the commencement of
the third set. At this stage, the Markov and θ = 0.05 altered the probability by 0.207
and 0.213, respectively. When, θ = 0.25 and 0.30, the probability changed by 0.254
and 0.275, respectively.
In this case study, all θ approaches altered Kukushkin’s probability of winning the
match following breaks of service games, although no approach took into consideration
how the service games were won. For example, a server winning their service game
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Figure 10.7: Kukushkin’s probability to win the match focusing on the third set.
losing zero points is performing at a greater level than a server winning their service
game from deuce. In respect to this case study, Kukushkin won two consecutive
service games at the eighth and fourth deuce. This indicates that he was struggling
to hold serve and consequently lost his next service game to love.
In conclusion, this case study demonstrated that when a break of service occurs,
the larger the θ value, the larger the change in the probability of winning the match.
However, no approach displayed an accurate indication of a player’s ease of win in
the match. For example, if a player was winning their service game by losing zero or
five points.
This analysis has provided valuable insight into the effect of changing the Pwos.
Although no optimal value can be selected from this work, it displays a thorough
understanding of the effect of altering the Pwos for a range of values. Future work
should determine the effect of updating the Pwos after every service point. This
approach would aim to increase the accuracy of forecasting player performance during
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the match.
10.4 Updating the Pwos Using Point Importance
Building on Newton and Aslam’s research, this chapter investigated the effects of
updating the Pwos using point importance after every point. Updating Player A’s
Pwos using point importance at point (a, b) was outlined as follows:
PAwos(n) = P
A
wos(n− 1)± Ip(a, b)θ (10.8)
where n = number of points played on serve, θ = was a weighting parameter and
θ ∈ (0, 0.01]. If Player A wins a point, Pwos increases, whilst, if they lose the point,
Pwos decreases.
10.4.1 Games Concluded Pre-deuce
Initial analysis found that applying the equation formula 10.8 did not provide an
accurate indication of how difficult it was to win a service game. Table 10.7 sum-
marises this conclusion, with Player A’s Pwos updated at each point after winning a
service game losing zero, one and two points, with initial Pwos = 0.60 and θ = 0.005.
Player A’s Pwos at the end of the service game after losing zero, one and two points
was 0.603, 0.604 and 0.605, respectively. This approach was undesirable because it
rewards the server who loses more points in a service game. This was due to the
associated importance levels for scores 30-0, 40-15 and 40-0 being 0.133, 0.123 and
0.049, respectively. Thus, a small incentive was given when winning a point at these
scores and subsequently reduced the reward.
Based on the analysis of Table 10.7, formula 10.8 did not seem to correctly reward
the player who wins a service game. Certain points could be rewarded differently in
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Table 10.7: Altering Player’s A Pwos when θ = 0.005 (* is the current server).
Losing
Pwos
Winning
Pwoszero points zero points
*0-0 0.600 *0-0 0.600
*15-0 0.601 *0-15 0.599
*30-0 0.602 *0-30 0.597
*40-0 0.603 *0-40 0.595
Game 0.603 Game 0.594
Losing
Pwos
Winning
Pwosone point one point
*0-0 0.600 *0-0 0.600
*15-0 0.601 *0-15 0.599
*30-0 0.602 *0-30 0.597
*30-15 0.602 *15-30 0.599
*40-15 0.603 *15-40 0.597
Game 0.604 Game 0.594
Losing
Pwos
Winning
Pwostwo points two points
*0-0 0.600 *0-0 0.600
*0-15 0.599 *15-0 0.601
*15-15 0.600 *15-15 0.600
*15-30 0.599 *30-15 0.602
*30-30 0.601 *30-30 0.601
*40-30 0.603 *30-40 0.598
Game 0.605 Game 0.595
an effort to correct the deficiency of using formula 10.8. Selecting a higher θ value
was not optimal because when a server wins the least important point (40-0) they
will not be rewarded as much as the server winning a point at the second lowest
important point (40-15). In what follows, formula 10.9 will be used to adjust certain
points while formula 10.8 will be used to adjust all other points. Thus, the following
approach was implemented to reward a server who wins at certain points (a,b):
PAwos(n) = P
A
wos(n− 1) +
(
1− Ip(a, b)
)× θ (10.9)
where n = number of points played on serve, θ ∈ (0, 0.01] .
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Descriptive analysis was performed to determine which points of low importance
should be implemented into formula 10.9. On the professional circuit, Croucher (1986)
and Pollard (1980) found that the Pwos was between 0.60 to 0.75. This range was
reasonable for the duration of the research, as the average Pwos for the last seven
years (2007-2014) was 0.632 for males (TennisInsight 2005). Within this range, the
least important points in ascending order are 40-0, 40-15, 30-0 and so on. To deter-
mine which points to implement into formula 10.9, three sets of reward points were
compared: 40-0; 40-0 and 40-15; 40-0, 40-15 and 30-0.
Table 10.8 displays the results of applying each approach to three different game
winning combinations, assuming θ = 0.005 and Pwos = 0.60. The optimal approach
is when the server records the largest Pwos when losing the least amount of points in
a game. Implementing formula 10.9 at only 40-0 is not effective as Player A’s Pwos
at the end of the service game after losing one and two points are 0.604 and 0.605,
respectively. This method rewards too much to Player A higher for losing two points.
Implementing formula 10.9 at 40-0 and 40-15 is not effective as the difference of the
Pwos at the end of the service game for losing zero and one point is < 0.001. This
difference did not distinguish from losing zero and one point. Implementing formula
10.9 when the server wins at points 40-0, 40-15 and 30-0 was optimal as it rewarded
the server who lost the least amount of points in their service game. Table 10.9 and
10.10 outlined all the possible combinations to win and lose the service game when θ
= 0.005. When evaluating all combinations of winning and losing a standard game,
it was found that using formula 10.9 to reward the server who wins the point at 40-0,
40-15 and 30-0 was optimal as it provided the most accurate indication of how a game
concluded.
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Table 10.8: Comparing the effect of rewarding
Player A at the three lowest point importance, θ
= 0.005 with starting Pwos = 0.60.
Losing zero point1
Score 40-0 40-0, 40-15 40-0, 40-15, 30-0
*0-0 0.600 0.600 0.600
*15-0 0.601 0.601 0.601
*30-0 0.602 0.602 0.602
*40-0 0.603 0.603 0.607
Game 0.608 0.608 0.612
Losing one point
Score 40-0 40-0, 40-15 40-0, 40-15, 30-0
*0-0 0.600 0.600 0.600
*0-15 0.599 0.599 0.599
*15-15 0.600 0.600 0.600
*30-15 0.602 0.602 0.602
*40-15 0.603 0.603 0.603
Game 0.604 0.608 0.608
Losing two points
Score 40-0 40-0, 40-15 40-0, 40-15, 30-0
*0-0 0.600 0.600 0.600
*0-15 0.599 0.599 0.599
*0-30 0.597 0.597 0.597
*15-30 0.599 0.599 0.599
*30-30 0.601 0.601 0.601
*40-30 0.603 0.603 0.603
Game 0.605 0.605 0.605
1 Note that not all the three lowest point im-
portance’s scores are implemented in each ex-
ample.
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10.4.2 Consecutive Deuces
To win a service game from deuce requires winning two consecutive points. Failing to
achieve this results in the point score returning to deuce. As shown in Table 10.11,
updating the Pwos using point importance in the case of a consecutive deuce can affect
the probabilities because the server who wins the point from a break point down is
rewarded more than winning the point at deuce. Therefore, when consecutive deuces
occur, the Pwos can increase invalidly.
Table 10.11: Two scenarios on the effect of Pwos when multiple deuces occur,
θ = 0.005.
Scenario One Scenario Two
Score Pwos
Point
Score Pwos
Point
Importance Importance
*40-40 0.600 0.462 *40-40 0.600 0.462
*40-A 0.598 0.688 *A-40 0.602 0.304
*40-40 0.601 0.461 *40-40 0.601 0.461
*A-40 0.603 0.302 *40-A 0.599 0.690
*40-40 0.602 0.460 *40-40 0.602 0.460
*40-A 0.600 0.692 *A-40 0.604 0.300
*40-40 0.603 0.459 *40-40 0.603 0.460
*A-40 0.605 0.298 *40-A 0.600 0.693
*40-40 0.604 0.459 *40-40 0.604 0.459
*40-A 0.602 0.695 *A-40 0.606 0.297
*40-40 0.605 0.458 *40-40 0.605 0.458
*40-A 0.603 0.697 *A-40 0.607 0.295
Game 0.599 Game 0.609
To avoid the Pwos displaying an inaccurate representation of the game, the Pwos
was reset when a consecutive deuce occurred. Table 10.12 displays an example of
resetting the Pwos when consecutive deuces occurs for θ = 0.005. In Scenario Three,
Player A loses the game from deuce. The change from the initial Pwos was 0.006
which was slightly higher than a change of 0.004 for Scenario Four, where Player A
won the game from deuce.
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Table 10.12: Two scenarios of resetting the Pwos when multiple deuces occur,
θ = 0.005.
Scenario Three Scenario Four
Score Pwos
Point
Score Pwos
Point
Importance Importance
*40-40 0.600 0.462 *40-40 0.600 0.462
*40-A 0.598 0.688 *A-40 0.602 0.304
*40-40 0.600 0.462 *40-40 0.600 0.462
*A-40 0.602 0.304 *40-A 0.598 0.688
*40-40 0.600 0.462 *40-40 0.600 0.462
*40-A 0.598 0.688 *A-40 0.602 0.304
*40-40 0.600 0.462 *40-40 0.600 0.462
*A-40 0.602 0.304 *40-A 0.598 0.688
*40-40 0.600 0.462 *40-40 0.600 0.462
*40-A 0.598 0.688 *A-40 0.602 0.304
*40-40 0.600 0.462 *40-40 0.600 0.462
*40-A 0.598 0.688 *A-40 0.602 0.304
Game 0.594 Game 0.604
10.4.3 Tie-break
Once a tie-break set reaches six games all, a tie-break game is played. During a
tie-break game, the server alternates every two service points after the first point.
Table 10.13 displays the point importance for every point score when Player A was
serving and both players have Pwos = 0.60. Similar to a standard game, the closer
the score-line, the larger the point importance. In this example, the smallest point
importance was 0.017 at *6-0. Whilst, the largest importance value was 0.500 at
tie-break score *5-5, *6-5, *5-6 and *6-6.
Further analysis determined whether implementing formula 10.8 provided an ac-
curate representation of the outcome of a tie-break. Table 10.14 displays an example
of Player A serving first and winning the tie-break losing zero, one, two, three, four
and five points. When Player A won the tie-break, losing zero and three points,
Player A’s Pwos at the completion of the tie-break was 0.603 and 0.602, with a win-
ning serve percentage of 100 and 60, respectively. After evaluating every combination
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Table 10.13: Point importance for all point score combinations in a tie-break when
Player A is serving with both players Pwos = 0.60.
Player B
0 1 2 3 4 5 6
Player A
0 0.230 0.230 0.199 0.164 0.096 0.052 0.012
1 0.230 0.251 0.251 0.209 0.163 0.079 0.029
2 0.216 0.251 0.278 0.278 0.219 0.154 0.048
3 0.164 0.232 0.278 0.318 0.318 0.224 0.120
4 0.119 0.163 0.252 0.318 0.380 0.380 0.200
5 0.052 0.104 0.154 0.276 0.380 0.500 0.500
6 0.017 0.029 0.072 0.120 0.300 0.500 0.500
to win a tie-break when each player serves first, the average difference of Pwos at the
completion of the tie-break was found to be 0.005. This indicated that the variation
in Pwos was a result of the quantity of points won on serve for both players. Overall,
applying formula 10.8 provided an accurate representation of a player’s performance
during a tie-break.
Refer to Appendix B for an in depth analysis on updating the Pwos in a tie-break.
Appendix B displays a sample of four combinations for Player A to win a tie-break
losing zero, one, two, three, four and five points. Both players’ initial Pwos = 0.60
and θ = 0.005. The appendix considers both player A and B commencing serving in
the tie-break.
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Table 10.14: An example of six tie-break combinations. Player A served first in the
tie-break, θ = 0.005, and the starting Pwos = 0.60 for both players (* represents the
current server).
Score pA pB Score pA pB Score pA pB
*0-0 0.600 0.600 *0-0 0.600 0.600 *0-0 0.600 0.600
1-0* 0.601 0.600 1-0* 0.601 0.600 1-0* 0.601 0.600
2-0* 0.601 0.599 1-1* 0.601 0.601 1-1* 0.601 0.601
*3-0 0.601 0.598 *2-1 0.601 0.600 *2-1 0.601 0.600
*4-0 0.602 0.598 *3-1 0.603 0.600 *3-1 0.602 0.600
5-0* 0.603 0.598 4-1* 0.604 0.600 3-2* 0.601 0.600
6-0* 0.603 0.598 5-1* 0.604 0.599 4-2* 0.601 0.599
*7-0 0.603 0.598 *6-1 0.604 0.599 *5-2 0.601 0.597
*7-1 0.604 0.599 *6-2 0.602 0.597
7-2* 0.602 0.597
Points won
3/3 0/4 4/4 1/4 4/5 1/4
on serve
Score pA pB Score pA pB Score pA pB
*0-0 0.600 0.600 *0-0 0.600 0.600 *0-0 0.600 0.600
0-1* 0.599 0.600 1-0* 0.601 0.600 1-0* 0.601 0.600
0-2* 0.599 0.601 2-0* 0.601 0.599 1-1* 0.601 0.601
*1-2 0.599 0.600 *2-1 0.601 0.600 *1-2 0.601 0.602
*2-2 0.600 0.600 *2-2 0.600 0.600 *1-3 0.600 0.602
2-3* 0.599 0.600 2-3* 0.599 0.600 2-3* 0.601 0.602
3-3* 0.599 0.599 2-4* 0.599 0.601 2-4* 0.601 0.604
*4-3 0.599 0.597 *3-4 0.599 0.600 *2-5 0.601 0.605
*5-3 0.600 0.597 *4-4 0.600 0.600 *3-5 0.602 0.605
6-3* 0.602 0.597 5-4* 0.602 0.600 4-5* 0.603 0.605
7-3* 0.602 0.597 6-4* 0.602 0.598 5-5* 0.603 0.603
*7-4 0.602 0.597 *6-5 0.603 0.601
*7-5 0.605 0.601
Points won
3/5 1/5 3/5 2/6 5/6 4/6
on serve
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Figure 10.8: Comparing the effect of adjusting Player A’s Pwos in respect to winning
the set and match.
10.4.4 Optimal θ
To update the Pwos after every point using point importance requires an optimal
θ value that is large enough to result in a significant effect, but not too large to
overinflate the Pwos. For the purpose of this chapter, the θ value remained fixed for
the entire match. The θ range was limited to θ ∈ (0, 0.01], as Morris (1977) and Viney
and Bedford (2014) outlined that only a small change in Pwos was required to witness a
large result. To determine the optimal θ value, point-by-point and simulation analysis
was performed at a point, game, set and match level.
At a point level, analysis into the effect of changing the Pwos to the probability of
winning a set and match was performed. Focusing on the professional level, the Pwos
was restricted between 0.60 to 0.75 (Croucher 1986 and Pollard 1980). Ten thousand
simulations were performed with Player A serving first and by altering their Pwos
from 0.60 to 0.75 at intervals of 0.05. Player B’s Pwos remained fixed at 0.60. Figure
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10.8 displays the results of the simulation of adjusting Player A’s Pwos. It shows that
a small change in Pwos can alter the probability of winning the set and match. With
each increase of 0.05 in Pwos, an average increase of 0.013 and 0.016 occurred in Player
A’s probability to win the set and match, respectively. For example, altering Player
A’s Pwos from 0.615 to 0.620 resulted in altering the probability of winning the set
from 0.554 to 0.569 and to win the match from 0.581 to 0.597.
Table 10.15 displays the variation in the Pwos for all θ values at every point in a
standard service game, where Pwos = 0.60. The last column represents the expected
number of times each point occurs in a standard game, first formulated by Morris
(1977). At the commencement of the match, the expected number of times this point
(0-0) was played in a game was one. Thus, at this point score (0-0) when θ = 0.01,
the Pwos will change by 0.0027 and when θ = 0.004 the change will be 0.001. At 30-
40, when θ = 0.01 there was a movement of 0.007 in Pwos versus 0.002 when θ = 0.003.
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10.4.5 Analysing the Effect at a Point Level
Table 10.16 displays the variation in Pwos for all θ values for losing zero, one and two
points in a standard service game. According to Table 10.16, the larger the θ value,
the greater the change in Pwos. For example, when the server wins their service game
losing only one point, the Pwos was altered to 0.606 and 0.615 where θ = 0.004 and
0.010, respectively.
Table 10.17 displays the variation in Pwos for all θ values winning zero, one and
two points in a standard service game. Similar to Table 10.16, the larger the θ value,
the greater the change in Pwos recorded. For example, when a player loses their ser-
vice game by only winning two points, the Pwos was altered to 0.592 and 0.599 where
θ = 0.008 and 0.001, respectively.
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10.4.6 Analysis at a Game, Set and Match Level
To determine the effects of altering the Pwos at a game, set and match level, simu-
lation analysis was performed. Player A’s Pwos was manually updated using point
importance for every combination to win and lose the first service game in the match.
The initial Pwos = 0.60 and θ ∈ (0, 0.01]. Following the first service game, Player
A’s Pwos did not alter and Player B’s Pwos was fixed at 0.60. The simulated Markov
Chain model was used to compare against the effect of updating Pwos (Barnett &
Clarke 2002).
Table 10.18 displays a representation of the variation in the probability of winning
the next service game, set and match for all θ values. Table 10.18 displays one
combination of winning and losing zero, one and two points whilst serving in the first
game of the match and its effect on a game, set and match prediction for all θ values.
The combinations evaluated included the following:
• Losing zero points
• Losing one point at 30-0
• Losing two points at 30-0 and 40-15
• Winning zero points
• Winning one point at 0-0
• Winning two points at 0-30 and 15-30.
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Figure 10.9: Mean and standard error of Player A’s probability to win a game, set
and match losing zero points in the service game.
For example, winning the first service game in the match by losing zero points,
Player A’s probability to win the next service game for θ = 0.01, 0.005 and the Markov
Chain model were 0.776, 0.755 and 0.732, respectively. For the same example, the
probability for Player A to win the set for θ = 0.01, 0.005 and the Markov Chain
model were 0.635, 0.603 and 0.570, respectively. Refer to Figure 10.9 for a graphically
representation of this example.
A one-way ANOVA and a standard error bar analysis was performed to determine
what range of θ recorded a significant difference at a 5% level against the Markov
Chain model at a game, set and match level. For all combinations to win and lose
the first service game, the results found that θ ∈ [0.006, 0.01] recorded a statistically
significant difference against the Markov Chain model at a game, set and match level.
Refer to the Appendix C for a full comprehensive analysis on the mean, standard
deviation, 95% confidence intervals and one-way ANOVA results on the effect of
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Figure 10.10: Tommy Haas’ probability of winning the match at all game scores.
altering the Pwos after the completion of the first service game.
10.4.7 Case Studies
To examine the effect of applying different θ values to update Pwos, three diverse case
studies were analysed. Ten thousand simulations were performed after the completion
of every game. The Pwos were updated after every point using θ = 0.010, 0.008 and
0.006 and compared against the Markov Chain model. The θ values were selected as
they are within the optimal range identified in Section 10.4.6.
The first case study was when Tommy Haas was favourite and won the match
6-2, 6-4 against Alejandro Falla at the Munich BMW Open, April 2014. Figure 10.10
represents Haas’ probability to win the match at all game scores in the match. As the
match progress, all θ values increased Haas’ match winning probability to reflect his
performance. The average rate of change (difference from the current and previous
game score for the entire match) and standard deviation were 0.01 (0.05), 0.01 (0.05),
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Figure 10.11: Lukasz Kubot probability of winning the match at all game scores.
0.01 (0.05), 0.01 (0.04) for θ = 0.010, 0.008, 0.006 and Markov, respectively. The
absolute average difference from the Markov were 0.05, 0.04 and 0.03 for θ at 0.010,
0.008 and 0.006, respectively. In the first set at game score 0-0 and 3-1, Haas won
both service games, losing only one point. On both occasions the θ approaches altered
Haas’ match winning probability to reflect his performance. At 4-2 in the second set,
Haas won one point and consequently lost his service game. At this point in the
match all θ approaches decreased Haas’ match winning probability on average by 5%
to reflect his change in performance. Notably, the Markov Chain model had Haas’
probability of winning the match mostly lower than the other models.
Figure 10.11 displays Lukasz Kubot’s probability to win the match against Teimu-
raz Gabashvile, where Kubot started underdog and won the match 6-3, 7-5, at the
Portugal Open, April 2014. Generally, the larger the θ value, the greater the change
in probability. The average rate of change and standard deviation were 0.04 (0.14),
0.04 (0.13), 0.03 (0.12) and 0.03 (0.10) for θ = 0.010, 0.008, 0.006 and Markov, respec-
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Figure 10.12: Martin Klizan’s probability of winning the match at all game scores.
tively. The absolute average difference from the Markov model were 0.05, 0.04 and
0.03 for θ values 0.010, 0.008 and 0.006, respectively. In the first set, Kubot held all
his service games, although not convincingly, losing eighteen points on serve. Based
on the quantity of points lost on serve, Kubot’s match winning probability did not
increase by much, despite winning the first set. At 2-4 in the second set, Gabashvile
was leading, yet lost his next three consecutive service games, only winning one point
in each game. This abrupt change in Gabashvile’s performance resulted in decreasing
his Pwos and consequently his match winning probability.
Figure 10.12 displays Martin Klizan’s probability to win the match against Fabio
Fognini. Klizan started as the underdog, yet won the match 2-6, 6-1, 6-2 at the
Munich BMW Open, April 2014. The average rate of change and standard deviation
were 0.03 (0.10), 0.03 (0.09), 0.03 (0.09) and 0.03 (0.08) for θ = 0.010, 0.008, 0.006
and Markov, respectively. The overall absolute average difference from the Markov
Chain model was 0.05, 0.04 and 0.03 for θ = 0.010, 0.008 and 0.006, respectively.
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A total of ten breaks of serve occurred in the match, which outlined a high level
of volatility in Klizan’s probability to win the match. In the first set, Klizan lost
his first three service games, only winning four points in total. As shown in Figure
10.12, all θ values decreased Klizan’s match winning probabilities to reflect his current
performance. Although in the second set, Klizan’s performance increased and won
all four service games, losing six points in total. At the first game in the third
set, Fognini won only two points and consequently lost his service game. Thus all
approaches altered Klizan’s match winning probabilities by 0.342, 0.319, 0.300 and
0.234 for θ = 0.010, 0.008, 0.006 and the Markov Chain model, respectively.
10.5 Discussion
Looking at the nature of incorporating point importance to update the Pwos, the
following trends were noted. Firstly, incorporating point importance was a more
effective method to accurately display a player’s performance at all stages in the
match when compared to the Markov Chain model that assumed i.i.d. This method
accurately reported the performance of each player and altered Pwos to adjust for a
change in player performance. Secondly, updating Pwos using point importance does
not penalize the server who loses a point when multiple opportunities are present to
win the service game. Thirdly, under some circumstances, the Markov Chain model
does not accurately forecast the outcome of the match, as it is unable to update the
initial Pwos to reflect the state of the game.
In terms of selecting the optimal θ value, little variation was present. Generally,
the larger the θ value, the greater the difference in the probability of winning the
match. The case studies also found that the larger the θ value the greater the average
rate of change and standard deviation. The larger the θ value the more adaptive in
detecting a change in performance.
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After comparing the updating of the Pwos using point importance and the Markov
Chain model, the following advantages and disadvantages were found. In theory,
updating the Pwos using point importance was more accurate than the Markov Chain
model in critiquing player’s performance and consequently forecasting the outcome
of the match. Although updating the Pwos requires collection of previous point scores
and simulation time to calculate probabilities. The Markov Chain model’s advantages
was that it can provide instant predictions, which are semi-accurate in forecasting the
outcome of the match.
Updating the Pwos using point importance could be of interest to coaches and
players. A player can learn which points are the most crucial to winning a match.
Whilst a coach can work with the player to focus on those important points and a
sport psychologist can help the player maintain performance when the critical points
appear. In regards to wagering in-play, it could provide insight into the relationship
between critical points and wagering prices.
For future work, it might focus on extending these methods by implementing the
receiver’s returning abilities, analysing the effect of applying a variable θ value and
further empirical validation.
10.6 Conclusion
This chapter proposed an approach to update the Pwos using point importance. The
method ensured the server was rewarded for losing the least amount of points on serve
to reflect the outcome of how each player was performing on the day. Analysing three
case studies, the Markov Chain model was found to provide a satisfactory indication
of the outcome of a match, which can be improved in certain scenarios by updating
the Pwos using point importance. The next chapter focuses on utilising in-play serving
and winning statistics to forecast the tennis match whilst the match is in-play.
Chapter 11
FORECASTING USING
IN-PLAY SERVING STATISTICS
The last three chapters have explored the effectiveness of updating the Pwos by an
arbitrary value in-game, post-game, court-side or based upon point importance. This
has been to improve the accuracy to detect players’ performance and forecast the
outcome of a match. This chapter extended upon this work by incorporating in-play
serving and winning statistics into a simulator to forecast the outcome of a match.
This chapter outlined how in-play serving and winning statistics can be implemented
to forecast the outcome of a set and/or match, whilst the match was in-play. To
evaluate the effectiveness of this approach, various case studies were evaluated.
11.1 Introduction
With advances in technology, tennis match statistics are now delivered in real time. At
the completion of the match, coaches and players also utilise these statistics to critique
performance. Reid, McMurtrie & Crespo (2010) analysed the relationship between
match statistics and the Top 100 rankings for professional male tennis players. Their
results found that points won on second serve and return were the most relevant
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statistics in predicting the Top one hundred rankings.
Various studies have been conducted applying match statistics to either determine
an optimal serving strategy, or to forecast a tennis match. Barnett and Clarke (2005)
utilised serving statistics to forecast the winner of a tennis match using the Markov
Chain model prior to the commencement of the match. Spanias & Knottenbelt (2012)
applied player’s statistics in a low-level model to simulate the probability of winning
a game, set and match prior to the commencement of the match. Simulating 1839
ATP matches, Spanias’ and Knottenbelt’s low-level model forward predicted 67% of
the outcomes.
Although various studies have been performed on implementing serving statistics
to forecast the outcome of the match, no research to date had considered incorporating
in-play serving and winning statistics to forecast the winner of a match. The aim of
this chapter was to incorporate in-play serving and winning statistics into a tennis
simulator to forecast the winner of the set and match. This model aimed to increase
the accuracy of predictions by taking into consideration how the player was performing
on the day.
11.2 Serving Statistics
The four serving and winning probabilities that were utilised in this chapter are first-
serve-in (P1SI); first-serve-win (P1SW ); second-serve-in (P2SI) and second-serve-win
probabilities (P2SW ). First, initial serving and winning probabilities were obtained
from TennisInsight (TennisInsight 2005). In-play serving and winning percentages
were collected manually through the wagering provider, Bet365.
The four serving and winning probabilities are calculated as follows:
P1SI =
Number of 1st serves in
Total number of 1st serves played
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P1SW =
Number of 1st serve won
Number of 1st serves in
P2SI =
Number of 2nd serves in
Total number of 2nd serves played
P2SW =
Number of 2nd serve won
Number of 2nd serves in
11.3 Smoothing Application
In-play serving and winning probabilities cannot be implemented at the early stages of
a match because they will give an inaccurate indication of the outcome of the match
as the number of points played is too small. To circumvent this issue, a weighted
smoothing function was developed to combine both the initial and actual serving and
winning probabilities at the beginning of the match.
The weighted smoothing function for calculating first-serve-in probability was as
follows:
1SIsmoothing = P1SI ×Wi + (1−Wi)× P̂1SI (11.1)
where:
P1SI = First-serve-in probability obtained prior to commencement of the match
Wi = Weighting parameter
i = Point number
P̂1SI = First-serve-in probability for the current match.
This equation incorporated both the initial and in-play first-serve-in probability
for each respective serving and winning statistic. Empirical and simulated analysis
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was required to determine the optimal weighting parameter and how many points were
required in order to apply an effective smoothing function that accurately forecasted
the match in-play.
11.3.1 Optimal Point Number
To determine the optimal smoothing function, first the optimal number of points to
execute the smoothing function had to be established. Ideally, an effective smoothing
function would cease when a player was completely warmed-up, so that the in-play
serving statistics would provide an accurate indication of the player’s performance.
Although dependent on individual and extraneous variables, no fixed number of points
could be established for all matches. Therefore, it was assumed a player could be
considered “warmed-up” following two service games, as they have experienced the
conditions on both sides of the court. To estimate how many points are typically
played in the first two service games, historical and simulation analysis was performed.
Randomly selecting five hundred men’s ATP three set singles’ matches at the end of
the 2012 calendar year, the average number of points in the first four games was:
6.12, 6.07, 6.36 and 6.31. In order words, the average game went to Game-30.
A Markov Chain simulator was utilised to determine the average number of points
in the first four service games. Initially, analysis was performed on all Pwos from zero
to one. Figure 11.1 displays the average number of points in a game for the first
four service games for the entire Pwos range. Figure 11.1 represents a symmetric bell-
shaped curve, where an average of 5.44 points occurred in each game for the first four
service games.
Since the focus was at a professional level, the starting probability was specified
within a refined range, rather than the entire probability range. Croucher (1986)
stated that the probability to win a point on serve, Pwos, was greater than 0.60.
Pollard (1980) found that the winner’s average Pwos was 0.71, whereas the loser’s
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Figure 11.1: Average number of points in the first four services for all possible
probabilities.
average was 0.62. Thus, ten thousand simulations were performed assuming a Pwos
between 0.60 and 0.75, at every 0.01 interval.
Figure 11.2 displays the simulated results for the average number of points in the
first four service games when Pwos was between 0.60 and 0.75. The results found that
the average number of points in a game was 6.00 and 5.99 for the first and second
service game for each player, respectively, with an average standard deviation of 0.02.
Therefore, the historical and simulated results converged to an average twelve
points for the first two service games in the match. As such, the smoothing function
was applied to the first twelve service actions.
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Figure 11.2: Average number of points in the first four services for probabilities
reflecting the professional circuit
11.3.2 Optimal Weighting Parameter
To determine the optimal weighting parameter to execute the smoothing function,
four fixed alpha values were investigated as follows:
Wi = W(i−1) − α (11.2)
where α = 0.00, 0.01, 0.05 and 0.09, i = Point number and W0 = 1.
The α value was fixed for the entire smoothing procedure. Alpha could not be
greater than 0.09 because the allocated weighting value would become negative when
applied to twelve points.
Table 11.1 displays an example of the calculation of the weighting allocation and
the associated first-serve-in probabilities. The optimal weighting parameter should
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Table 11.1: An example of the weighting allocation and calculation of Player A’s
first-serve-in probability.
Point Weighting parameter Out- 1st serve in probability
Number 0.00 0.01 0.05 0.09 come Initial In-play 0.00 0.01 0.05 0.09
1 1.00 1.00 1.00 1.00 In 0.60 1.00 0.60 0.60 0.60 0.60
2 1.00 0.99 0.95 0.91 Fault 0.60 0.50 0.60 0.60 0.60 0.59
3 1.00 0.98 0.90 0.82 Fault 0.60 0.33 0.60 0.59 0.57 0.55
4 1.00 0.97 0.85 0.73 In 0.60 0.50 0.60 0.60 0.59 0.57
5 1.00 0.96 0.80 0.64 Fault 0.60 0.40 0.60 0.59 0.56 0.53
6 1.00 0.95 0.75 0.55 Fault 0.60 0.33 0.60 0.59 0.53 0.48
7 1.00 0.94 0.70 0.46 In 0.60 0.43 0.60 0.59 0.55 0.51
8 1.00 0.93 0.65 0.37 Fault 0.60 0.38 0.60 0.58 0.52 0.46
9 1.00 0.92 0.60 0.28 In 0.60 0.44 0.60 0.59 0.54 0.49
10 1.00 0.91 0.55 0.19 In 0.60 0.50 0.60 0.59 0.56 0.52
11 1.00 0.90 0.50 0.10 Fault 0.60 0.45 0.60 0.59 0.53 0.47
12 1.00 0.89 0.45 0.01 Fault 0.60 0.42 0.60 0.58 0.50 0.42
13 - - - - Fault 0.60 0.38 0.38 0.38 0.38 0.38
14 - - - - In 0.60 0.43 0.43 0.43 0.43 0.43
minimise the difference between the smoothed and in-play probability at the twelfth
point to ensure a smooth transition occurs at the thirteenth point. In this example,
0.09 was the most effective approach because it recorded the smallest difference to
the in-play probability at the twelfth point.
To determine the optimal weighting parameter average, streaking and case study
analysis was performed at a point, game and set level. At a point level, the difference
between the smoothed prediction and the simulated in-play first-serve-in probability
was calculated for the first twelve service points. Ten thousand simulations of first-
serve-in probabilities between 0.50 and 0.70, at 0.01 intervals, were performed.
Figure 11.3 displays the average difference between the smoothed and in-play first-
serve-in probabilities when the initial probability was 0.54. All weights exhibited a
negative relationship, where as the number of points increased, the average difference
decreased. At the twelfth point, 0.00 and 0.01 recorded the largest difference of 0.117
and 0.109, respectively. The weighting alpha parameters of 0.09 and 0.05 recorded
the smallest difference of 0.002 and 0.067, respectively. There was an 11% average
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Figure 11.3: The average difference between smoothed and in-play first-serve-in
probabilities when the initial first-serve-in probability was 0.54.
difference between the smoothed and in-play probabilities for 0.00 and 0.01 and a
0.20% difference for 0.09 and 0.05.
Streaking analysis was performed to determine how effective each approach was
in detecting either a hot or cold streak at a game level. A streaking simulator was
developed which altered all serving statistics (first and second serve in and won) at
fixed levels of 2, 4, 6, 8 and 10%. These values were chosen to analyse the effect on
match winning probability at different streaking intensities. Ten thousand simulations
were performed for all intensity levels for all serving statistics between 0.50 and 0.70,
at 0.05 intervals.
Table 11.2 displays the effects of streaking and the probability of Player A winning
the first service game when the initial serving probabilities are between 0.50 and 0.70,
at 0.05 intervals. There was a very small difference in the effects of streaking on the
first service game between the four methods. The largest range of the streaking and
Markov game winning probabilities, occurred at a cold streak (decrease the servers
184 CHAPTER 11. FORECASTING USING IN-PLAY SERVING STATISTICS
Pwos) of 8% when service probabilities were 0.65.
Table 11.2: The effect of streaking on the probability of Player A winning the first
service game.
α
Streaking Value
-0.10 -0.08 -0.06 -0.04 -0.02 0.02 0.04 0.06 0.08 0.10
All serving statistics are 0.50
0.00 -0.092 -0.074 -0.061 -0.039 -0.026 0.024 0.055 0.080 0.117 0.158
0.01 -0.092 -0.076 -0.061 -0.040 -0.025 0.024 0.055 0.082 0.119 0.159
0.05 -0.096 -0.079 -0.063 -0.044 -0.026 0.028 0.060 0.092 0.124 0.164
0.09 -0.100 -0.085 -0.070 -0.048 -0.026 0.025 0.060 0.094 0.130 0.170
All serving statistics are 0.55
0.00 -0.134 -0.115 -0.086 -0.062 -0.034 0.038 0.079 0.113 0.151 0.203
0.01 -0.136 -0.115 -0.087 -0.062 -0.034 0.038 0.077 0.113 0.153 0.201
0.05 -0.141 -0.115 -0.088 -0.066 -0.036 0.040 0.077 0.109 0.154 0.203
0.09 -0.145 -0.119 -0.089 -0.066 -0.034 0.040 0.080 0.115 0.156 0.202
All serving statistics are 0.60
0.00 -0.174 -0.144 -0.116 -0.077 -0.035 0.043 0.085 0.125 0.175 0.201
0.01 -0.175 -0.145 -0.115 -0.077 -0.036 0.042 0.082 0.126 0.174 0.202
0.05 -0.170 -0.142 -0.112 -0.078 -0.036 0.041 0.081 0.121 0.176 0.202
0.09 -0.169 -0.145 -0.108 -0.076 -0.038 0.040 0.080 0.123 0.175 0.202
All serving statistics are 0.65
0.00 -0.192 -0.148 -0.120 -0.078 -0.042 0.039 0.075 0.121 0.153 0.182
0.01 -0.192 -0.148 -0.120 -0.080 -0.041 0.038 0.074 0.119 0.154 0.182
0.05 -0.188 -0.155 -0.118 -0.080 -0.039 0.042 0.075 0.115 0.151 0.185
0.09 -0.189 -0.154 -0.114 -0.076 -0.037 0.038 0.075 0.113 0.152 0.181
All serving statistics are 0.70
0.00 -0.177 -0.141 -0.105 -0.066 -0.033 0.039 0.075 0.121 0.153 0.182
0.01 -0.176 -0.142 -0.106 -0.067 -0.033 0.038 0.074 0.119 0.154 0.182
0.05 -0.184 -0.143 -0.108 -0.068 -0.038 0.042 0.075 0.115 0.151 0.185
0.09 -0.187 -0.146 -0.106 -0.069 -0.033 0.038 0.075 0.113 0.152 0.181
Table 11.3 displays the effects of streaking and the probability of Player A winning
the second service game when initial serving probabilities are between 0.50 and 0.70,
for every 0.05 interval. In the second service game, a difference between the four
alpha values were evident. In relation to a starting probability of 0.65, the average
range between the four methods was 1.93%. The largest range occurred on the 10%
hot streak, with a difference of 3.11%. This trend was consistent across the simulated
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range in most situations 0.00 and 0.01 recorded the smallest difference. This finding
indicated that these values had an inability to detect a streak in-play. Notably 0.09
recorded the largest difference, which provided evidence that this value may be the
most effective in detecting a performance streak.
Table 11.3: The effect of streaking on the probability of Player A winning the
second service game.
Alpha
Streaking Value
-0.10 -0.08 -0.06 -0.04 -0.02 0.02 0.04 0.06 0.08 0.10
All serving statistics are 0.50
0.00 -0.100 -0.085 -0.065 -0.048 -0.028 0.026 0.055 0.091 0.127 0.166
0.01 -0.103 -0.086 -0.069 -0.048 -0.029 0.027 0.058 0.095 0.131 0.176
0.05 -0.114 -0.095 -0.080 -0.053 -0.030 0.030 0.070 0.106 0.153 0.201
0.09 -0.131 -0.110 -0.094 -0.066 -0.036 0.033 0.077 0.123 0.173 0.227
All serving statistics are 0.55
0.00 -0.143 -0.114 -0.092 -0.061 -0.032 0.029 0.073 0.116 0.161 0.204
0.01 -0.146 -0.117 -0.096 -0.067 -0.031 0.030 0.077 0.125 0.167 0.211
0.05 -0.163 -0.135 -0.100 -0.070 -0.035 0.043 0.083 0.130 0.181 0.236
0.09 -0.179 -0.144 -0.107 -0.079 -0.037 0.046 0.091 0.142 0.194 0.250
All serving statistics are 0.60
0.00 -0.168 -0.145 -0.123 -0.077 -0.040 0.041 0.085 0.127 0.180 0.217
0.01 -0.171 -0.151 -0.124 -0.082 -0.046 0.044 0.086 0.132 0.187 0.222
0.05 -0.184 -0.160 -0.125 -0.086 -0.047 0.044 0.097 0.137 0.195 0.240
0.09 -0.191 -0.164 -0.134 -0.084 -0.049 0.047 0.095 0.152 0.208 0.246
All serving statistics are 0.65
0.00 -0.194 -0.154 -0.124 -0.087 -0.043 0.040 0.084 0.122 0.152 0.193
0.01 -0.201 -0.161 -0.122 -0.092 -0.048 0.041 0.086 0.127 0.156 0.198
0.05 -0.219 -0.171 -0.133 -0.089 -0.045 0.044 0.092 0.139 0.170 0.211
0.09 -0.221 -0.185 -0.143 -0.094 -0.042 0.046 0.093 0.143 0.180 0.224
All serving statistics are 0.70
0.00 -0.191 -0.152 -0.110 -0.077 -0.039 0.040 0.084 0.122 0.152 0.193
0.01 -0.197 -0.156 -0.112 -0.081 -0.035 0.041 0.086 0.127 0.156 0.198
0.05 -0.216 -0.174 -0.120 -0.085 -0.040 0.044 0.092 0.139 0.170 0.211
0.09 -0.232 -0.184 -0.136 -0.088 -0.044 0.046 0.093 0.143 0.180 0.224
To gain further insight into which approach was more effective in the first set, three
diverse case studies were investigated. Due to the fast pace of tennis and the delay
in simulation time, the optimal time to run the simulator was at the completion of a
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Figure 11.4: A comparison of the four weights in forecasting Brands’ (Player A)
probability of winning the set.
service game. This break of play allows enough time for the necessary ten thousand
simulations.
The first case study was Daniel Brands and Tobias Kamke, where Brands was the
favourite to the win the set, yet lost 7-5 at the Munich tournament in April, 2013.
Figure 11.4 displays the four weights in calculating Brands’ probability to win the set.
At the commencement of the set, Kamke lost only one service point, which explained
the largest decrease for α = 0.09. Whilst the set was on serve at 1-2, Brands won his
service game to love, which increased the probability to win the set by 20%. At 5-5,
Kamke won his service game on the third deuce. α = 0.09 was the most effective in
detecting this change in Kamke’s performance.
The second case study was where Lukas Rosol (Player A) was the favourite and
won the set 6-2 against Gilles Simon at the Bucharest tournament in July, 2014.
Figure 11.5 displays Rosol’s probability to win the set for all game scores. The first
two service games were won on serve, although Rosol’s probability of winning the set
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Figure 11.5: A comparison of the four weights in forecasting Rosol’s (Player A)
probability of winning the set.
decreased at 1-1, due to Rosol serving more faults than Simon. At 2-1, Simon lost
his service game at the sixth deuce after hitting twelve faults. α = 0.09, once again,
was the most effective at detecting Simon’s poor performance.
The last case study was where Dmitry Tursunov was the favourite to win the set,
and won 6-4 against Thomaz Bellucci at the Barcelona tournament in April, 2013.
Figure 11.6 displays the probability of Bellucci to win the set, where all weights
followed the same trend. At the commencement of the match, Tursunov won his first
two service games without losing a point. α = 0.09 recorded the lowest probability
for Bellucci to win the set. At 1-3, Tursunov lost his service game to love, and all
weights increased Bellucci’s probability of winning the set.
Overall, the simulation results found α = 0.09 to be the most optimal approach for
the point, game and set level. At a point level, α = 0.09 ensured a minimal difference
occurred between the smoothing and in-play probabilities at the twelfth point. At
the game level, α = 0.09 was the most effective weight to detect a streak in-play. At
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Figure 11.6: A comparison of the four weights in forecasting Bellucci’s (Player A)
probability of winning the set.
a set level, α = 0.09 had the ability to accurately reflect what was occurring in the
set to the other weights.
Thus, an optimal smoothing function was established in order to apply in-play
serving statistics for simulation forecasting purposes. The optimal smoothing function
was active for twelve points with a weighting parameter of 0.09. The smoothing
approach was considered more effective than fixed estimates of server probability
because it was sensitive to a player’s performance during the match.
In conclusion, the weighted smoothing function for calculating first-serve-in prob-
ability was as follows:
1SIsmoothing = P1SI ×Wi + (1−Wi)× P̂1SI (11.3)
where P1SI = First-serve-in probability obtained prior to commencement of the
match, Wi was the weighting parameter where Wi = Wi−1 − 0.09, i = Point number,
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i ≤ 12 and P̂1SI = First-serve-in probability for the current match.
Table 11.4 demonstrates the smoothing approach in-action for calculating Player
A’s first-serve-in probability. The smoothing probability changes according to whether
a player gets their first serve in or faults. For example, when the first serve was in for
the second time, Player A loses the point and the smoothing approach decreases the
probability to reflect the outcome of the point. After twelve first serves have been
completed, the actual in-play first-serve-in probability was implemented.
Table 11.4: An example of the smoothing approach to calculate Player A’s
first-serve-in probability. Player A’s initial first-serve-in probability was 0.60.
Number of
Serve
Number
P̂1SI 1SIsmoothing1st serves Outcome
of 1st
played serve in
1 In 1 1.00 0.60
2 Fault 1 0.50 0.59
3 Fault 1 0.33 0.55
4 In 2 0.50 0.57
5 Fault 2 0.40 0.53
6 Fault 2 0.33 0.48
7 In 3 0.43 0.51
8 Fault 3 0.38 0.46
9 In 4 0.44 0.49
10 In 5 0.50 0.52
11 Fault 5 0.45 0.47
12 Fault 5 0.42 0.42
13 Fault 5 0.38 0.38
14 In 6 0.43 0.43
Figure 11.7 displays a graphical representation of the data displayed in Table 11.4.
The figure shows how the smoothing approach gradually incorporates the first-serve-
in probability over the first twelve service points. Therefore, applying a weighted
smoothing function of 0.09 for twelve service actions was an effective approach to
incorporate in-play serving statistics.
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Figure 11.7: A comparison of the smoothed and actual first serve in probability for
the first fourteen first serves played in the match.
11.4 Simulator
An in-play simulator was developed using @Risk, which utilised in-play serving statis-
tics to forecast the outcome of a point. The simulator was built to have the capability
to commence simulation at any point, game or set score. It implemented the smooth-
ing technique and calculated the actual simulated serving statistics for the duration
of the match.
Prior to simulating, the following input parameters were specified:
• Current server
• Current point score
• Current game score
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• Initial serving and winning probabilities
• In-play serving and winning probabilities
The simulator compared the server’s first-serve-in probability to a uniformly dis-
tributed random number. If the server’s probability was greater than the random
value, the first serve was considered in-play and another random number was gen-
erated to compare against the server’s first-serve-win probability. A fault occurred
if the server’s first-serve-in probability was less than the simulated value. The same
process was followed for the second serve. A serve that hits the net and lands in the
service box, which is known as a net cord, was not incorporated in the simulator as it
rarely occurs, (although it could be modeled in future work). Once the set or match
was complete, the output displayed the probability of winning the set or match, the
probability of winning to a particular match score and detailed serving statistics.
Table 11.5 displays the simulation model in action for a set simulator. In this
example, Player A’s first serve in probability was less than the simulated value 0.860,
therefore, Player A served a fault. Another simulated value was computed and com-
pared with Player A’s second serve in probability. In this example, Player A’s second
serve won the point and changed the score to 15-0. After each point, the serving
probabilities were updated to reflect the current state of the game. This process
continued until the set had been won.
To determine the effectiveness of the model incorporating in-play serving statistics,
the results were compared to the Markov Chain model. A brief explanation of the
Markov Chain model is outlined in the next section.
11.5 Markov Chain Model
As mention in Chapter 3, the Markov Chain model has generally been used in the
tennis literature to calculate the probability of winning a game, set and match before
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and during a match. Prior to forecasting the winner of a game, set or match, the
Markov Chain model requires the Pwos to be specified. Barnett and Clarke (2005)
developed an approach that utilised serving statistics to calculate the Pwos.
The Pwos for Player A was as follows:
fA = aAbA + (1− aA)cA (11.4)
where:
aA = Percentage of first serves in play for Player A
bA = Percentage of points won of first serve given first serve is in for Player A
cA = Percentage of points won on second serve for Player A
This approach takes into account the two possible ways Player A can win a point
on serve. Player A can win a point after getting their first or second serve in.
Figure 11.8 displays the Markov Chain model dashboard utilising the serving
statistics to calculate the Pwos. The dashboard enable the individual to input the
player’s serving statistics and output the probability of winning a game, set and
match. This dashboard was utilised in this thesis to determine the associated fore-
casting probabilities related to the serving statistics. For example, Player B has a
0.443 likelihood to win the current set when their Pwos was 0.645. For a detailed
explanation on the Markov Chain model refer to Chapter 3.
11.6 Case Studies
To determine the validity and effectiveness of incorporating in-play serving statistics,
ten men’s three set matches were analysed and compared against the Markov Chain
model. Within each case study, all possible combinations to win a best of three set
match were undertaken to evaluate the effectiveness of the simulation model.
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Figure 11.8: The Markov Chain model incorporating serving statistics.
Due to the fast pace nature of tennis and the required simulation time, the best
point to run the simulation following completion of a service game. This break of
play allows the simulation to complete a sufficient number of samples and enough
time for the data analyst to interpret the results. Viney, Kondo and Bedford (2012)
found that simulating more than ten thousand simulations was required to decrease
the error rate and reach convergence, thus ten thousand simulation were performed
to calculate the likelihood of winning the set and match.
Table 11.6 displays the descriptive statistics for Player A winning a set for all game
scores in the match. The overall average difference (simulation - Markov) for all the
case studies was 0.023. Therefore 2.3% of the time the simulation model recorded a
higher probability of Player A winning the set when compared to the Markov Chain
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Table 11.6: Descriptive statistics for Player A to win the set for all games in the
match (* = favourite to win the match).
Case Player
Score
Difference (Sim-Markov)
Study A B Mean Max Min
1 D Brands* T Ito 6-3, 6-4 0.032 0.138 -0.124
2 T Bellucci* D Tursunov 4-6, 6-1, 6-3 -0.098 0.043 -0.341
3 F Verdasco* H Zeballos 6-3, 3-6, 6-3 -0.039 0.164 -0.473
4 L Rosol G Simon* 6-2, 6-3 0.161 0.527 -0.040
5 D Istomin J Isner* 5-7, 7-6, 6-3 -0.167 0.054 -0.357
6 B Paire J Monaco* 7-6, 1-6, 6-4 0.036 0.313 -0.093
7 I Dodig N Davydenko* 6-4, 6-4 0.168 0.453 -0.013
8 E Gulbis* J Nieminen 6-4, 6-2 0.017 0.243 -0.301
9 G Zemlja* J Millman 6-2, 6-2 0.064 0.279 -0.141
10 V Troicki M Bachinger* 6-3, 6-2 0.060 0.232 -0.130
model. The maximum average difference occurred in case study seven (0.168) where
Dodig started as underdog and won the match in straight sets. Generally, when the
underdog won the match in straight sets a large average difference was present. This
occurred for case studies four and seven, which resulted in an average difference of
0.161 and 0.168, respectively. In this scenario, the simulation model predicted the
underdog to win the set on average 16% higher than the Markov Chain model. This
is because the simulation model altered the serving probabilities to accurately reflect
what was occurring in the match.
The maximum difference was when the Markov’s probability to win a set/match
was less than the simulation set/match probability. The largest maximum difference
of 0.527 occurred in case study four at the commencement of the second set. In
this case study, Player A, Rosol, started underdog and won the first set, 6-2. The
simulation model had altered his serving statistics to match his performance. His
probability to win the second set was 0.949, whereas, the Markov Chain model,
which lacks the ability to alter initial probabilities, had Rosol’s probability to win the
second set at 0.423.
The minimum difference was when the Markov’s probability to win a set/match
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was greater than the simulation set/match probability. The smallest minimum dif-
ference occurred in case study three at 3-2 in the first set at a value of -0.473. At this
stage of the match, Verdasco’s probability to win the set according to the simulation
and Markov model were 0.187 and 0.660, respectively. In Verdasco’s last service game,
50% of his first serves faulted, and Zeballos had yet to serve a fault in the match.
Thus, the simulation model altered both players’ serving probability to reflect what
was occurring in the match.This explained Verdasco’s low probability to win the set.
Table 11.7: Descriptive statistics for Player A to win the match for all games in the
match (* = favourite to win the match).
Case Player
Score
Difference (Sim-Markov)
Study A B Mean Max Min
1 D Brands* T Ito 6-3, 6-4 0.000 0.087 -0.158
2 T Bellucci* D Tursunov 4-6, 6-1, 6-3 -0.141 0.050 -0.391
3 F Verdasco* H Zeballos 6-3, 3-6, 6-3 -0.073 0.070 -0.467
4 L Rosol G Simon* 6-2, 6-3 0.135 0.306 -0.034
5 D Istomin J Isner* 5-7, 7-6, 6-3 -0.162 0.041 -0.414
6 B Paire J Monaco* 7-6, 1-6, 6-4 0.045 0.289 -0.098
7 I Dodig N Davydenko* 6-4, 6-4 0.176 0.290 0.005
8 E Gulbis* J Nieminen 6-4, 6-2 -0.037 0.112 -0.363
9 G Zemlja* J Millman 6-2, 6-2 0.019 0.119 -0.190
10 V Troicki M Bachinger* 6-3, 6-2 0.019 0.143 -0.153
Table 11.7 displays the descriptive statistics for Player A to win the match for
all game scores in the match. The overall average difference for all case studies was
-0.002. The maximum average difference occurred in case study seven at a value of
0.176 and the minimum average difference occurred in case study five at a value of
-0.162. The largest maximum difference occurred in case study four, specifically at
5-2 in the first set, with a value of 0.306. At this point of the match, Rosol broke
serve at 3-2 and won his service game without losing a point. Thus, the simulation
model had altered both players’ serving statistics to reflect their serving performance.
The smallest minimum difference occurred in case study three at 3-2 in the first set
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at a value of -0.467. At this stage in the match, Zeballos’ had only lost one point in
comparison to Verdasco, who lost seven points. Thus, the simulation model increased
Zeballos’ serving probability and consequently the probability to win the match.
To obtain a greater understanding of the simulation model at a match level, the
next section analysed six diverse case studies. Using the case studies in Table 11.6,
the case studies considered are all the possibilities to win a match. The type of case
studies considered were as follows:
• Favourite wins in straight sets
• Favourite wins in three sets losing the first set
• Favourite wins in three sets losing the second set
• Underdog wins in straight sets
• Underdog wins in three sets losing the first set
• Underdog wins in three sets losing the second set
11.6.1 Favourite Wins in Straight Sets
Case study one was an example of the favourite winning a match in straight sets
in Bucharest, April, 2013. Daniel Brands was the favourite to win the match with
starting match odds at $1.14 versus Tatsuma Ito at $5.50. Daniel Brands won the
match 6-3, 6-4.
Figure 11.9 displays the probability of Brands winning the set at all game scores
in the match. It’s important to note that the Bet365 probabilities are always higher
than the Markov Chain model and simulation model due to over-round. Although in
the second set, the Bet365 and Simulation model follow each other’s trend. At the
commencement of the first set, the Simulation model decreased Brands’ probability
of winning the set with the largest difference from the Markov Chain model for 1-1
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Figure 11.9: The probability for Brands to win each set in the match.
at a value 0.124. Even though Brands won his first two service games, he struggled
to get a first serve in. In Brands’ first service game, he made five faults from eight
serves. In his second service game, he won the game without losing a point, but still
hit three faults. Due to Brands’ poor first serve, his probability decreased, and as
a result, received a lower probability to win the set. As Brands started to perform
better in the set, his probability to win the set started to converge to the Markov
Chain model.
Figure 11.10 displays the probability of Brands winning the match at all game
scores in the match. The largest difference occurred at 1-1 at a value of 0.158,
as Brands failed to get his first serve in. As Brands’ increased his performance,
the simulation probability increased in value. At 6-3, 4-4, the simulation model
dramatically decreased by 0.105. This was a result of the previous game where Brands
hit five faults out of eight service points and subsequently lost the game. Therefore,
the simulation model adjusted his probability to win the match to reflect Brands’
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Figure 11.10: The probability for Brands to win match.
change in performance.
11.6.2 Favourite Wins in Three Sets Losing the First Set
Case study two was an example of a favourite who won the match though lost the
first set at the Barcelona tournament in April, 2013. In this case study, Thomaz
Bellucci was the favourite to win the match at $1.66 versus Dmitry Tursunov at
$2.10. Thomaz Bellucci won the match 4-6, 6-1, 6-3.
Figure 11.11 displays the probability of Bellucci winning the set at all game scores
in the match. Throughout the match, the Markov, simulation and Bet365 models fol-
low a similar pattern. The Bet365 probability odds are always higher than the Markov
and Simulation model due to over-round. The largest difference (simulation - Markov)
was recorded at 1-0 in the second set at a value of -0.341. Upon completion of the
first set, Bellucci’s had a 0.434 and 0.779 probability to win the second set according
to the simulation and Markov Chain model, respectively. The Markov Chain model
200 CHAPTER 11. FORECASTING USING IN-PLAY SERVING STATISTICS
Figure 11.11: The probability for Bellucci to win each set in the match.
was unable to alter the probabilities to match Bellucci’s in-game performance.
Figure 11.12 displays Bellucci’s probability to win the match for the Markov Chain
model, simulation model and Bet365 wagering odds. As the match progressed, the
Markov Chain model and simulation model follow a similar trend, except at 4-6,
4-1 in the match. At this stage, Bellucci had won his service game to love, which
made the match score 4-6, 5-1. The simulation model recognised Bellucci’s increased
performance and raised his match winning probability by 0.091, while the Markov
Chain model increased in probability by only 0.024.
11.6.3 Favourite Wins in Three Sets Losing the Second Set
Case study three was an example of the favourite who won the match after losing
the second set at the Indian Wells Masters tournament in March, April. In this
example, Fernando Verdasco was the favourite to win the match at $1.40 versus
Horacio Zeballos at $2.75. Fernando Verdasco won the match 6-3, 3-6, 6-3.
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Figure 11.12: The probability for Bellucci to win the match.
Figure 11.13: The probability for Verdasco to win each set in the match.
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Figure 11.14: The probability for Verdasco to win the match.
Figure 11.13 displays Verdasco’s probability of winning a set for all game scores in
the match. At the completion of each set, the Markov Chain model resets Verdasco’s
probability to win the set at 0.60 regardless of the previous set’s outcome, while the
simulation and Bet365 model takes the previous set into account. At the commence-
ment of each set, Verdasco’s simulated probability to win the first, second and third
set was 0.610, 0.755 and 0.434, respectively. This change in probability demonstrates
the simulation model has the ability to reflect the current state of the match.
Figure 11.14 represents Verdasco’s probability of winning the match at all game
scores. The simulated and Markov Chain model follow each other for the entire match,
except at the beginning of the match. At the commencement of the match, Zeballos
lost only one point in his first two service games. Thus, Zeballos’ was performing
well and resulted in the simulation model increasing his serving probabilities and,
consequently, his match winning probability. However at 3-2, Verdasco broke Zeballos’
serve and the simulation model increased Verdasco’s match winning probability by
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Figure 11.15: The probability for Rosol to win each set in the match.
0.442 to reflect the high importance of a break in play.
11.6.4 Underdog Wins in Straight Sets
Case study four was an example of the underdog winning the match in straight sets
in Bucharest, April, 2013. In this example Lukas Rosol started underdog at match
odds of $3.00 versus Gilles Simon at $1.36, yet won the match 6-2, 6-3.
Figure 11.15 displays Rosol’s probability to win each set in the match. As Rosol
started as an underdog, a low probability to win the set was recorded. His probability
dramatically increased when he broke Simon’s serve at 3-2. In comparison to the
two approaches, the largest difference (simulation - Markov) was recorded at the
commencement of the second set at a value of 0.53. As the Markov Chain model was
unable to update probabilities, the simulation approach predicted Rosol to win the
second set 53% more than the Markov Chain model. This large difference was due to
Rosol winning the first set 6-2.
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Figure 11.16: The probability for Rosol to win the match.
Figure 11.16 displays Rosol’s probability to win the match at all game scores in the
match. It shows that the Markov Chain model and Bet365 generally follow the same
trend, whilst the simulation model recorded a higher probability of winning the match.
In the first set, Rosol lost four points on serve whilst Simon lost sixteen points. Thus,
Rosol was performing at a high level and the Simulation model accurately reflected
his performance.
11.6.5 Underdog Wins in Three Sets Losing the First Set
Case study five was an example of the underdog winning the match after losing the
first set at the Rome Masters in May, 2013. In this case study, Denis Istomin was the
underdog, playing John Isner, with starting match odds at $2.75 versus John Isner
$1.40, yet won the match 5-7, 7-6, 6-3.
Figure 11.17 displays Istomin’s probability of winning each set in the match. For
the majority of the match, the simulation model recorded Istomin to win each set
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Figure 11.17: The probability for Istomin to win each set in the match.
at a lower value when compared to the Markov Chain model. In the first two sets
of the match, there was one break of serve, although Isner lost one point in his first
five service games. Based on Isner’s high performance, the simulation increased his
serving and winning probability and consequently his probability of winning the set.
The largest difference (simulation - Markov) occurred at the start of the second set
at a value of -0.357. This difference was associated with a large difference in serving
and winning statistics. Istomin’s first serve in probability was 0.52 (Isner: 0.75) and
second serve win probability was 0.38 (Isner: 0.71).
Istomin’s probability to win the match at all game scores in the match is rep-
resented in Figure 11.18. Similar to the set scenario, the Markov Chain model and
simulation model follow each other closely, however, the simulation model records a
lower probability to win the first two sets. When Isner lost his service game at 1-0
in the third set, the Markov Chain model and simulation models increased Istomin’s
match winning probability by 0.236 and 0.516, respectively.
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Figure 11.18: The probability for Istomin to win the match.
11.6.6 Underdog Wins in Three Sets Losing the Second Set
Case study six was an example of the underdog winning the match after losing the
second set at the Rome Masters in May, 2013. In this example, Benoit Paire was the
underdog with starting match odds of $4.00 versus Juan Monaco at $1.22, yet won
the match 7-6, 1-6, 6-4.
The probability for Paire to win each set in the match is represented in Figure
11.19. At the commencement of the third set, the Markov Chain model predicted
Paire to win the set at a higher value than the simulation model. In the second set,
Paire lost two services games and lost the set 6-1. Paire’s decreased performance was
detected by the simulation model.
The probability for Paire winning the match at all game scores is represented in
Figure 11.20. All approaches appear erratic and reflect how the match was played.
The match involved nine breaks of serve. The largest difference (simulation - Markov)
was recorded at 5-5 in the first set at a value of 0.289. At 3-5, Paire won the next
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Figure 11.19: The probability for Paire to win each set in the match.
Figure 11.20: The probability for Paire to win the match.
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two games to level the set. The Simulation model recognised this change in Paire’s
performance and increased his probability to win the match.
After analysing the case studies, it was found that when compared to the Markov
Chain model, the simulation model was more effective in detecting a change in player’s
performance. The next section explores the capacity of the simulation model to
determine the optimal serving strategy whilst the game is in-play.
11.7 Optimal Serving Strategy
Various studies has been performed to determine the optimal serving strategy in tennis
(Barnett, Meyer & Pollard 2008, Gale 1971, George 1973 and Norman 1985). For all
approaches, simulation analysis was performed prior to the commencement of the
match. The Simulation model has the capability to determine the optimal serving
strategy pre-game and whilst the game is in-play. For a player and/or coaching
perspective it could be helpful to determine the serving and winning probabilities
required to win the match.
Figure 11.21 displays the effect on Player A’s match statistics by adjusting Player
A’s first serve in probability from 0.60 to 0.80. To compare the effect of increasing
Player A’s probability of first serve in by 0.20, the serving statistics for both players
were fixed at 0.60. Increasing Player A’s probability of first serve in by 20% resulted
in a 0.061 increased probability to win a set. Having a low risk serve (1st serve in:
0.80) resulted in a decreased number of faults and second serves in.
A case study was applied to determine how the simulation model might deter-
mine the optimal serving strategy pre-game and in-play. The case study applied to
investigate the optimal serving strategy was a game between Ivan Dodig, who started
underdog, against Nikolay Davydenko at the BMW Open at Munich in April, 2013.
Ivan Dodig won the match 6-4, 6-4.
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Figure 11.21: The effect on Player A’s match statistics after altering their first serve
in probability.
Table 11.8: Serving and winning statistics for Dodig and Davydenko at different
phases in the match.
1st Serve 2nd Serve
In Win In Win
Initial
I Dodig 0.62 0.72 0.86 0.50
N Davydenko 0.68 0.72 0.88 0.52
Start of 2nd set
I Dodig 0.57 0.77 0.97 0.74
N Davydenko 0.67 0.67 0.89 0.35
Table 11.8 displays the initial and in-play serving and winning probabilities for
both players. Utilising the initial serving and winning statistics, ten thousand simu-
lations were performed to determine pre-match predictions. The results found Dodig
recorded a 0.46 probability to win the set. Table 11.8 displays the in-play serving
and winning statistics for both players at the completion of the first set. Dodig won
the first set 6-4 and, as shown in Table 11.8 Dodig was dominating the match. The
largest difference between serving statistics for the two players occurred for the second
serve win probability at a value of 0.39. By applying the in-play serving and winning
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statistics into the simulator, Dodig was found to have a 92% likelihood to win the
second set. If Davydenko needed to determine the serving probabilities required to
increase his probability of winning the next set, simulation analysis could be perform
to alter his serving and winning percentages. For example, increasing Davydenko’s
second serve win probability from 0.35 to 0.67, increased his probability of winning
the second set by 17%.
11.8 Discussion
Investigating the nature of incorporating in-play serving statistics, the following
trends were highlighted. Firstly, as shown by the case study analysis, incorporating
in-play serving statistics was an effective approach for predicting the winner of a set
and match. It accurately reported how each player was performing and altered pre-
dictions immediately when a player began to increase or decrease their performance.
Secondly, on several occasions, the Markov Chain model did not accurately forecast
the outcome of the set or match, as it was unable to update the initial probabilities
to reflect the state of the game.
Due to nature of applying in-play serving statistics, a rare scenario may exist
where the completion of the set or match does not occur. This scenario can occur
when both players have very high serving statistics and both hold serve indefinitely.
Comparing the simulation and Markov Chain model, the following advantages
and disadvantages were highlighted. Based on the results of case study analysis, the
simulation model appeared more accurate in forecasting the outcome of the match
when compared to the Markov Chain model. However, the Simulation model required
the collection of in-play data and a need for simulation time to calculate predictions.
However, the Markov Chain model was still a useful model because it provided im-
mediate predictions that were semi-accurate in forecasting the outcome of a set or
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match.
For future work, it was suggested to build upon the simulation model by adjusting
probabilities in relation to court-side (see Chapter 9) (Viney, Bedford & Kondo 2013).
Due to the availability of many different match statistics, this method can be extended
to incorporate return of serve and volleying percentage, which may further increase
the accuracy of predictions.
11.9 Application
Figure 11.22 displays a graphical representation of how the simulation model would
be represented on a splash page. Prior to simulating the current score, initial and
in-play serving and winning statistics must be specified. In this example, Player A is
currently serving at 15-0, 2-3.Player A has a 71% likelihood to win the set and the
most common winning set score was for Player A to win in a tie-break.
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Figure 11.22: Splash page to utilise the Simulation model.
11.10 Conclusion
In this chapter, a method was developed to incorporate in-play serving statistics to
forecast the winner of a set and match. The model demonstrated that incorporating
in-play serving and winning statistics was a promising method to predict the likeli-
hood of each player winning a set and match. This model adaptively reported how
the player was performing for the duration of the match, which in some occasions the
Markov Chain model was unable to reflect. The next chapter performs a compara-
tive analysis on the effectiveness of the newly developed in-play tennis models from
Chapter 10 and 11.
Chapter 12
EVALUATING IN-PLAY TENNIS
MODELS
This chapter compared the performance of two models (incorporating in-play serving
and winning statistics and updating the Pwos using point importance) that were
developed in Chapter 10 and 11. Analysis of case studies were performed to compare
the effectiveness of the two models.
12.1 Introduction
The rationale to undertake this dissertation was to develop in-play tennis models to
detect a change in player’s performance and thus increase the accuracy of predic-
tions whilst a tennis match was in-play. Throughout the dissertation, various in-play
models were developed. These included altering the Pwos using arbitrary values after
every point and based on court-side, altering the Pwos using point importance and
incorporating in-play serving and winning statistics.
As shown in Chapter 8 and 9, no conclusive model was developed when updating
the Pwos using arbitrary values after every point and based on court-side, because
no optimal θ value was identified. Therefore, this chapter compares the method that
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Figure 12.1: Daniel Brands’ probability of winning the match at all game scores in
the match.
updates the Pwos using point importance (Importance), incorporating in-play serving
and winning statistics (In-play) and the Markov Chain model (Markov). To evaluate
the advantages and disadvantages of each approach, six diverse case studies were
analysed. For a full explanation on each of the three models refer back to Chapter 3
(Markov), 10 (In-play) and 11 (Importance).
12.1.1 Favourite Wins in Straight Sets
Case study one was an example of the favourite winning a match in straight sets.
Daniel Brands was the favourite to win the match at starting match odds of $1.14
versus Tatsuma Ito at $5.50. Brands’ won the match 6-3, 6-4 in Bucharest, April,
2013.
Figure 12.1 displays Brands’ probability of winning the match at all game scores in
the match. It showed the In-play model to be more erratic when compared to the other
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models. Analysing the difference from the Markov Chain model, Importance and In-
play recorded a 0.025 and 0.047 average difference, respectively. The Importance
model recorded its largest difference against the Markov Chain model at 5-2 in the
first set with a value of 0.055, whereas the In-play model recorded its largest difference
of 0.150 at 1-1 in the first set. At 1-1 in the first set, Brands’ hit five faults out of eight
serves, and therefore, lack of first serve in impacted his match winning probabilities.
In the first set, Brands’ won two of his services game to love. This indicated a high
level of performance which consequently increased his Pwos.
At 4-3 in the second set, Brands’ lost his service game from deuce. As a result, the
Importance, In-play and Markov Chain models decreased his match winning prob-
abilities by 0.08, 0.09 and 0.10, respectively. Even though Brand’s lost his service
game, he did not lose easily, thus the In-play and Importance model did not decrease
his probability as much as the Markov Chain model.
The average rate of change for Importance, In-play and Markov were 0.015, 0.015
and 0.014, respectively. In relations to the difference between the Importance and In-
play model, the absolute average difference (In-play - Importance) was 0.037. Thus,
the In-play predicted 3.7% higher on average than the Importance model.
12.1.2 Favourite Wins in Three Sets After losing the First
Case study two was an example of a favourite who won the match after losing the
first set. In this case study, Thomaz Bellucci was the favourite to win the match at
$1.66 versus Dmitry Tursunov at $2.10. Bellucci won the match 4-6, 6-1, 6-3 at the
Barcelona tournament, April, 2013.
Figure 12.2 displays Bellucci’s probability of winning the match at all games scores.
The average difference from the Markov Chain model were 0.05 and 0.12 for the
Importance and In-play, respectively. The Importance model recorded its largest
difference of 0.106 from the Markov Chain model at 0-3 in the first set. The In-play
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Figure 12.2: Thomaz Bellucci’s probability of winning the match at all game scores
in the match.
model recorded its largest difference of 0.328 at 1-3 in the first set. This was the
result of Tursunov winning his first two service games without losing a point, whilst
Bellucci lost his first service games to 30 and won his second service game after the
second deuce. In this case study, the In-play model was more volatile in reflecting a
change in a player’s performance.
The average rate of change for Importance, In-play and Markov were 0.016, 0.015
and 0.014, respectively. In relation to the difference between the Importance and
In-play model, the absolute average difference (In-play - Importance) was 0.090.
12.1.3 Favourite Wins in Three Sets After Losing the Second
Case study three was an example of a favourite who won the match after losing the
second set. In this example, Fernando Verdasco was the favourite to win the match
at $1.40 versus Horacio Zeballos at $2.75. Verdasco won the match 6-3, 3-6, 6-3 at
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Figure 12.3: Fernando Verdasco’s probability of winning the match at all game
scores in the match.
the Rome Masters in April, 2013.
Figure 12.3 displays Verdasco’s probability to win the match at all game scores
for the three models. Similar to previous case studies, the In-play model was more
volatile. The difference in Verdasco’s match winning probability from the start of the
match to 2-2 in the first set for Importance, In-play and Markov were -0.024, -0.405
and -0.009, respectively. In the first two service games for each player, Zeballos lost
one point and hit one fault, whilst Verdasco lost five points and hit four faults. Thus,
the In-play model accurately detected the change in both players’ performance from
pre-match predictions.
The average rate of change recorded for Importance, In-play and Markov were
0.012, 0.013 and 0.011, respectively. In relation to the difference between the Im-
portance and In-play model, the absolute average difference (In-play - Importance)
was 0.108. Therefore, the In-play model predicted a player’s probability of winning
a match 10.8% greater than the Importance model.
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Figure 12.4: Lukas Rosol’s probability of winning the match at all game scores in
the match.
12.1.4 Underdog Wins in Straight Sets
Case study four was an example of an underdog winning the match in straight sets.
In this example Lukas Rosol started underdog at match odds of $3.00 versus Gilles
Simon at $1.36, yet won the match 6-2, 6-3 in Bucharest, April, 2013 .
Figure 12.4 displays all three models predicting Rosol to win the match at all
game scores. All models increased Rosol’s match winning probability, although at
different intensities. The average rate of change recorded for Importance, In-play and
Markov were 0.039, 0.040 and 0.037, respectively. The In-play model recorded its
largest average rate of 0.210 at 2-2 in the first set. This difference was due to the
previous service game, where Simon won his serve at the sixth deuce after hitting
twelve faults. The Importance model recorded its largest rate of change at 4-2 in the
first set at a value of 0.197. This difference was a result of the previous game, where
Simon lost his service game on the first deuce.
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Figure 12.5: Denis Istomin’s probability of winning the match at all game scores in
the match.
Comparing the Importance and In-play models, the absolute average difference
(In-play - Importance) was 0.138, where the maximum difference occurred at 3-2 in
the first set.
12.1.5 Underdog Wins in Three Sets After Losing the First
Case study five was an example of an underdog winning the match after losing the
first set. In this case study Denis Istomin was the underdog at starting match odds
at $2.75 versus John Isner at $1.40. Istomin won the match 5-7, 7-6, 6-3 at the Rome
Masters in May, 2013.
Figure 12.5 displays the Importance, In-play and Markov Chain model predicting
Istomin’s probability to win the match at all game scores. For the majority of the
match, all three models follow a similar trend. For the first two sets of the match, the
In-play model gave Istomin a low probability to win the match. After commencement
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of the match, Isner was playing well and only lost one point in his first five service
games. Due to Isner’s high performance, the In-play model increased his serving and
winning probability and, consequently, his probability to win the match.
The average difference from the Markov Chain model was 0.073 and 0.161 for the
Importance and In-play model, respectively. In relation to the difference between the
Importance and In-play models, the absolute average difference (In-play - Importance)
was 0.279. The average rate of change recorded for Importance, In-play and Markov
were 0.016, 0.015 and 0.014, respectively.
12.1.6 Underdog Wins in Three Sets After Losing the Second
Case study six was an example of the underdog winning the match after losing the
second set. In this example Benoit Paire was the underdog at starting match odds of
$4.00 versus Juan Monaco at $1.22. Paire won the match 7-6, 1-6, 6-4 at the Rome
Masters in May, 2013.
Figure 12.6 displays the Importance, In-play and Markov Chain models predicting
Paire’s probability to win the match at all game scores. Similar to the other case
studies, all models follow similar trends, although at some points in the game the
difference was apparent. The average difference from the Markov Chain model was
0.030 and 0.101 for the Importance and In-play model, respectively. The absolute
average difference (In-play - Importance) was 0.093. The largest difference occurred
at 6-6 in the tie-break of the first set. The average rate of change recorded for
Importance, In-play and Markov were 0.004, 0.007 and 0.007, respectively.
12.2 Discussion
After analysing six case studies, the following observations on the effectiveness of
the In-play and Importance models were noted. Taking into account the overall
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Figure 12.6: Benoit Paire’s probability of winning the match at all game scores in
the match.
average difference from the Markov Chain model, the In-play model recorded a larger
difference than the Importance model. In respect to the average rate of change for all
models, on most occasions, both models, In-play and Importance, recorded a larger
average rate of change than the Markov Chain model. A larger average rate of change
indicates that the models are more adaptive in reflecting a change in performance.
The overall absolute average difference (In-play - Importance) for the six case studies
were 0.124. Thus, the In-play model predicted the winning probabilities to be 12.4%
higher than the Importance model. Based on these results observed across the six
diverse case studies, it appeared that the In-play model was more volatile in altering
the match winning probabilities at a game level when compared to the Importance
model.
Both models, In-play and Importance, appeared to be effective in detecting a
change in player’s performance. This may increase the accuracy of predictions whilst
the match is in-play. The main disadvantage for both models was that constant
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vigilance was required for application. In particular, the In-play model requires the
collection of each player’s serving and winning statistics, and the Importance model
requires the collection of who won each point in every service game. This disadvantage
can be resolved by web-scraping the required data. However, the majority of websites
that have access to the required data are populated via javascript or jquery, which
makes it difficult to web scrape.
12.3 Conclusion
This chapter performed a comparative case study analysis by applying two models,
In-play and Importance, that were developed in the thesis. Through the analysis
of the six diverse case studies, it appeared that both models may accurately detect
a change in player’s performance whilst the match is in-play, although the In-play
model may be too sensitive. Despite these promising results that both models appear
to accurately detected a change in a player’s performance, further case study analysis
must be considered to obtain a comprehensive understanding of the performance of
both models. The next chapter summarises all the work that has been completeed in
this thesis and the author’s recommendations for future work.
Chapter 13
SUMMARY AND FUTURE
RESEARCH
The main rationale behind this thesis was to develop effective models that have the
ability to detect a change in player’s performance whilst a tennis match was in-play.
This section outlines a summary and conclusion of the work presented within this
dissertation. Suggestions for future work in forecasting tennis whilst a match is in-
play are also outlined.
13.1 Summary
This thesis began by introducing the reader to tennis. It outlined a summary of the
literature around tennis modelling and, in particular, the mathematical models devel-
oped to forecast the outcome of a tennis match. Various hypotheses and assumptions
associated with tennis were raised, strategies used to increase the likelihood of winning
a point, game, set and/or match were raised. Various methods to rank professional
players, models to update the Pwos and the analysis of tennis wagering markets were
also discussed. The introduction concluded with the research questions that were
developed to guide the work completed for the dissertation.
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Chapter 2 briefly explained the evolution of tennis from its invention, to the origins
of its name “tennis”, its scoring system, balls, racquet and court. Chapter 2 then
briefly outlined the modern game and scoring system.
The Markov Chain model was introduced for forecasting the game of tennis in
Chapter 3. Chapter 3 also introduced the mathematical models and formulas to
forecast the game of tennis at a game, set and match level whilst the match was in-
play. Prior to utilising the Markov Chain model, the Pwos must be established. Two
approaches; including ATP players statistics and point data, were outlined. Once the
Markov Chain model was described, a tennis dashboard was developed using Microsoft
Excel to automatically calculate the probability of a player winning a game, set and
match at any phase in the match.
To evaluate the effectiveness of the newly developed models, collection of in-play
scoring and wagering data were obtained. Chapter 4 outlined the various approaches
that were used to collect the required data and the advantages and disadvantages
for each approach. The approaches included OnCourt, Betfair Application Program-
ming Interface (API), screen recording using Camtasia Studio 8 and Blueberry (BB)
Flashback.
To determine the effectiveness of updating the Pwos whilst the tennis match was
in-play, a tennis simulator was developed. Chapter 5 outlined the process to build a
tennis simulator using Microsoft Excel and, a simulation add-in, @Risk. A range of
simulators were developed to update the Pwos. This chapter provided a summary of
each simulator developed.
Chapter 6 was the beginning of the original work, where a method to incorporate
over-round into the Markov Chain model was established. This chapter began by
outlining over-round, the different methods to remove over-round from the wagering
markets and a method to incorporate over-round into the Markov Chain model. To
evaluate the effectiveness of this newly developed approach, case study analysis was
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performed at a set and match level and compared against the wagering provider,
Bet365. This newly developed approach was found to mimic the wagering markets
closely in the case studies analysed.
Chapter 7 evaluated the effectiveness of the “first-game-effect” in a tennis simula-
tor. The “first-game-effect” was where fewer breaks of serves occur, in the first game
of the match. This chapter applied this concept to a simulator by outlining a process
to update the Pwos for the “first-game-effect”. Analysing 113 matches, the approach
was found to be effective for women’s tennis by predicting more first game wins.
Chapter 8 was exploratory work on analysing the effects of altering the Pwos
using three proposed models: Court-side, In-game and Post-game. The Court-side
approach altered the Pwos in relation to the side of the court served from. In-game
altered the Pwos after every point and Post-game altered the Pwos at the completion
of the service game. To compare the effectiveness of these approaches, simulations
and case study analysis was performed. Although no strong conclusion was reached,
valuable knowledge was obtained for altering the Pwos in-play.
Continuing on from Chapter 8, Chapter 9 evaluated the effect of court-side advan-
tage whilst serving. This chapter investigated the advantages of being left handed.
Empirical analysis was performed to determine whether professional players win a
greater proportion of points on a particular side of the court. Simulation analysis was
also performed to alter the Pwos based on the side of the court by arbitrary θ values,
though no optimal θ value was established.
Chapter 10 moved away from altering the Pwos using an arbitrary value to utilising
point importance. This chapter outlined the concept of importance in tennis and then
extensive analysis on Newton and Aslam (2006) research was performed. A method
was develop to update the Pwos using point importance after every point. To ensure
this approach provided an accurate indication of a player’s performance, analysis was
performed at pre-deuce, deuce and tie-break. An optimal θ range to alter the Pwos
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was established through analysis at a game, set and match level. Case study analysis
at a match level was performed to determine the effectiveness of detecting a player’s
performance whilst the match was in-play. This approach provided a better indication
of the current match when compared to the Markov Chain model for the case studies
analysed.
With the increased use of technology over the last decade, in-play serving and
winning statistics have become freely available to the viewer. Using this data, Chapter
11 developed an approach to forecast the outcome of the tennis match using in-play
serving and winning statistics. In-play statistics could not be applied at the start of
the match, thus, a smoothing function was established to slowly incorporate the in-
play predictions. This chapter outlined the process that was undertaking to identify
an effective smoothing method. The smoothing approach lasted for a duration of
twelve service actions with a weighting parameter of 0.09. Case study analysis was
performed at a set and match level to explore the effectiveness of the newly developed
approach. In conclusion, the case study analysis suggested that this approach was
effective in detecting player’s performance whilst the game was in-play.
Chapter 12 compared two models (In-play and Importance) that were developed
in this thesis. Case study analysis at a match level was performed to evaluate the
effectiveness of each model and their advantages and disadvantages were discussed.
Based on the case studies considered, both models accurately detected a change in
player’s performance, whilst the match was in-play. However, the In-play model
required a greater need for manual assistance to execute the simulator.
In summary, due to the nature of analysing in-play tennis, most of the findings are
based on the results of case studies. These include, incorporating over-round into the
Markov Chain model, the “first-game-effect”, utilising serving and winning statistics
and updating the Pwos using point importance. To obtain further validation of these
findings, a large amount of case studies must be considered.
13.2. FUTURE RESEARCH 227
13.2 Future Research
Within this thesis various models were developed to update the Pwos in order to in-
crease the accuracy of predictions and to detect a change in player’s performance. One
effective model was to incorporate in-play serving and winning statistics to forecast
the outcome of the match. With the increased availability of in-play statistics across
most sports, this concept can be extended to other sports. In relation to tennis, this
concept can also be extended to simulate rallies as first developed by Hunter, Shihab
& Zienowicz (2007). Incorporating full rallies into a tennis simulator may provide
a more interactive approach and may also help increase the accuracy of predictions.
Implementing more statistics, such as returning and volleying percentages, into the
simulator is also another suggestion that may help enhance the accuracy of models.
In Chapter 6, an approach was developed to incorporate over-round into the
Markov Chain model. To test the effectiveness of this approach, further analysis
was performed against the wagering provider, Bet365. To determine the overall
effectiveness of this approach, analysis against other wagering providers would be
recommended to obtain validation of this approach.
Chapter 7 utilise the concept of the “first-game-effect” into a simulator. The
results found that incorporating the “first-game-effect” into a tennis simulator was
effective for women’s tennis matches. Future work should analyse the effectiveness
in relations to the court surface, as Yap, Bedford & Viney (2014) found that clay
recorded the lowest service success in eleven years of data.
In Chapter 10, an optimal range of θ values were evaluated to update the Pwos
using point importance. This work focused on updating the Pwos by a fixed θ value.
Future work could investigate the effect of updating the Pwos by altering the θ value
dependent upon the score-line in the game. Having a variable θ value may improve
the accuracy of predictions and detecting a change in player’s performance.
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Appendix A
Appendix A outlines the code that was applied in the statistical package, R, to collect
Betfair’s pre and in-play wagering odds for professional tennis matches through an
Application Programming Interface (API).
# Load Betfair package
library(betfair)
ls("package:betfair")
# Logging into a Betfair account
username = "********"
password = "********"
options( RCurlOptions = list(cainfo ="C:/betwise/cacert.pem"))
login(username,password,productId=82)
# Filtering the data to display today’s tennis matches and
market odds in Swedon
tennis = getAllMarkets(eventTypeIds=list(int=2))
datefilter = format(Sys.Date(),"%Y%m%d")== format(tennis$"Event Date",
"%Y%m%d")
countryfilter = tennis$"ISO3 Country Code" == "SWE"
marketodds = tennis$"Market Name" == "Match Odds"
tennis_today = tennis[datefilter & countryfilter & marketodds, ]
tennis_today
# Constructing a data structure to collect Betfair
market prices, save the collected data and repeat
240 Appendix
the process after a specific time interval
for(i in 1:600) {
}
format(Sys.time(),"%H%M%S")
current_time = as.numeric(format(Sys.time(),"%H%M%S"))
first_race = tennis_today$"Event Date"[1]
time_of_first_race = as.numeric(format(first_race,"%H%M%S"))
while (time_of_first_race > current_time) {
current_time = as.numeric(format(Sys.time(),"%H%M%S"))
}
getPrices = function(P)
{
f = as.numeric(P[,1])
back = c(P[,2])
lay = c(P[,3])
idx = back == 0 & lay == 0
f = f[!idx]
back = back[!idx]
bidx = which(back>0,arr.ind=TRUE)
if(length(bidx)<1) return(list(back=NA,lay=NA))
lay = lay[!idx]
lidx = which(lay>0,arr.ind=TRUE)
if(length(lidx)<1) return(list(back=NA,lay=NA))
layPriceIndex = which(lay>0,arr.ind=T)[[1]]
backPriceIndex = layPriceIndex - which(back[layPriceIndex:1]<1)[[1]]
return(list(back=f[backPriceIndex], lay=f[layPriceIndex]))
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}
update = function(data, prices, runners)
{
t = getLastTimestamp(TRUE)
v = foreach(r = runners$selectionId) %do%
{
z = prices[[r]]
if(!is.null(z)) {
v=unlist(c(z$LastPriceMatched,getPrices(z$prices),z$TotalAmountMatched))
}
else {
v = rep(NA,4)
}
names(v) = paste( rep(runners[runners$selectionId==r,"name"],4),
c("LastPriceMatched", "BP1", "LP1", "Volume"))
v
}
v = xts(rbind(unlist(v)),order.by=t)
if(is.null(data)) return(v)
else return(rbind(data, v))
}
# Collecting pre and in-play match odds for a specific match
x = getActiveEventTypes()
nm = 106095760
gm = getMarket(nm)
cat("Next market menu path", gm$menuPath," ID=",gm$marketId, "\n")
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while(j < 100000000){
data = update(data, p, runners)
cat("Number of data points: ",nrow(data)," market time: ",
getLastTimestamp(),"\n")
j = j + 1
Sys.sleep(10)
p = getCompleteMarketPricesCompressed(nm)
}
# Saving the collected data
save(data,file="C:/Users/maviney/Desktop/R/savedata/
tennis_match_data1.RData")
# Load previous saved data
load(file="C:/Users/maviney/Desktop/R/savedata/
tennis_match_data1.RData")
# Exporting data to Notepad
write.table(data,"C:/Users/maviney/Desktop/R/
savedata/tennis_match_data1.txt",sep="\t")
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Appendix B
Appendix B displays examples of updating the Pwos based on point importance in
a tie-break. It outlines four examples of Player A winning the tie-break losing zero,
one, two, three, four and five points, when both players commence serving in the
tie-break. Player A and B’s initial Pwos = 0.60 and θ = 0.005.
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Appendix C
Appendix C outlines the mean, standard deviation, standard error bar range and a
one-way ANOVA results on the effect of altering the Pwos after the completion of the
first service game. Ten thousand simulations were performed on all combinations to
win and lose a service game. This section displays one combination of winning and
losing zero, one and two points whilst serving in the first game and the effect on the
predictions at a game, set and match level for all θ values.
The six combinations that were investigated are as follows:
• Losing zero points
• Losing one point at 30-0
• Losing two points at 30-0 and 40-15
• Winning zero points
• Winning one point at 0-0
• Winning two points at 0-30 and 15-30.
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Glossary
This section outlines a list of key words and descriptions that are used throughout
this thesis.
Actual serving statistics Live serving statistics that is calculated after each point
is played, for example first serve in.
Advantage court Left side of the tennis court.
Advantage set A type of tennis set that once it reaches five games all, the winner
of the set requires a two game lead.
Association of Tennis Professionals (ATP) The main organising body of males
professional tennis.
Deuce court Right side of the tennis court.
Deuce When the score is 40-40 in a standard tennis game. To win the game from
deuce requires winning two consecutive point.
Double fault Two faults in one point, resulting in the server losing the point.
Fault A serve that fails to land in the designated area.
First-game-effect Fewer breaks of serve occur in the very first game of the match
First serve First of two attempts to serve, to allow the point to begin.
First serve in percentage The percentage of first serves in play in a tennis match.
First serve win percentage The percentage of first serves won in a tennis match.
Five set match A best of five sets. The first player to win three sets, wins the
match.
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Grand Slam A prestigious tournament for professional tennis players. There are
four grand slams in the calendar year: Australian, French and US Open and
Wimbledon.
Independent and identically distributed (i.i.d.) The probability of winning a
point on serve remains constant for the entire duration of the match.
Initial serving statistics Pre-match serving statistics obtained from tennis sources.
Let When the ball hits the top of the net when serving.
Markov Chain model A baseline model to forecast the probability of either player
winning a point, game, set and match. It requires the assumption that all points
are independent and identically distributed (i.i.d.).
Over-round The excess amount of the sum of all the probabilities that exceeds one.
Importance levels How important the current point is in relations to either the
point, game, set and/or match.
Point A period of play which commences when the serve goes into play and ceases
when the ball fails to fall in the designated area.
Racquet A handle with a large racquet head, where the player holds to hit the tennis
ball.
Second serve Second and final attempt to serve to allow the point to begin.
Second serve in percentage The percentage of second serves in play in a tennis
match.
Second serve win percentage The percentage of second serves won in a tennis
match.
Serve The starting stroke to begin the point.
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Standard game A series of points that is served by one player.
Streaking analysis Performed in a simulator to sabotage a player’s performance by
increasing and/or decreasing their performance.
Tennis ball A yellow hollow ball that is pressurised with gas, that is used to play
tennis with.
Tennis court The designated area to play tennis.
Three set match A best of three sets. The first player to win two sets, wins the
match.
Tie-break set Once the set has reached six games all, a tie-break game is played.
Tie-break game A tie-break game is played once the scores has reached six games
all in a tie-break set. The winner is the first to reach seven with a difference of
two.
