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ABSTRACT
An investigation has been made into the strong-field Stark effect on 
the hydrogen beam-foil source with the aim of using it to probe the 
excitation process involved when a fast ion beam is excited by passage 
through a thin carbon foil.
Relevant properties of the beam-foil source and of the Stark effect 
of hydrogenic atoms are reviewed and a model of the behaviour of the ion 
beam after excitation is postulated using the density matrix formalism.
The properties of a fast ion beam-spectrometer system are examined 
to overcome the Doppler line-broadening effects associated with the high 
velocity of the moving emitters. The properties of two methods of 
achieving this are tested experimentally. Both methods are limited in 
linewidth reduction by random effects. One of the two methods, 
monochromator refocusing, is very suitable for examination of the strong- 
field Stark effect.
The experimental apparatus is described including details of the 
computerised data-handling techniques. Emphasis is given to two 
different methods of monitoring the conditions of the ion beam and the 
advantages of using a total light monitor rather than a beam current 
monitor to obtain consistent, quantitative spectra. It is also pointed 
out how these two monitors may be used, in conjunction, to detect changes 
in the exciter foil.
Experimental observations of the strong-field Stark effect on the H_p
line are presented and compared with the predictions of the model for 
various initial conditions. It is found that the model is critically 
dependent on the approximations made in assuming the electric field to be 
applied as a series of step functions and that, by suitably varying these, 
the asymmetries which appear in the data may be reproduced.
It is concluded that a rather broad range of initial state 
populations based around a triangularly weighted statistical distribution 
is able to reproduce the observed spectra. Evidence is presented 
implying alignment of magnetic substates in the beam-foil source.
XA brief review of other, related work is presented. Comparison of 
the conclusions with those of other authors yields agreement with only 
one other group.
A spectrum showing the stark effect on the Hy line is presented but 
only partially analysed.
CHAPTER 1
INTRODUCTION
§1.1 BEAM-FOIL SPECTROSCOPY
The beam-foil light source was first developed by Kay [Ka 63] and 
Bashkin [Ba 64]. Since that time it has been widely used? general 
surveys of the field are available in the reports of the first two 
international conferences devoted to beam-foil spectroscopy [BFS 68,
BFS 70].
Magnetic analysis of the incident beam makes it possible to obtain a 
very pure beam of one isotope so that the radiating atoms may be 
conveniently determined almost uniquely. This is not generally possible 
in spectroscopic sources.
Since the beam particles are travelling at high velocity (speeds in 
the range 0.01-0.1 of the speed of light are typical), the excitation 
occurs within a very short time (10 3 ^  -10-^  s for a 50 A thick foil) . 
This admits the possibility that the beam ions will be coherently excited 
[Fr 61] which will have significant effects upon the emitted radiation.
Alignment effects are also possible in the beam-foil source because 
there is a preferred direction in space, viz. the beam axis [K1 69]. 
Radiation emitted may, therefore, be polarized and have an anisotropic 
angular distribution. Alignment which implies polarization of emitted 
light, and vice-versa, means the existence of an unequal population of 
angular momentum substates of the relevant excited level. Its occurrence 
in the beam-foil source has been verified [An 70] ,
The density of residual gas molecules in the chamber is so low that 
the mean free path for collisions between them and beam particles is 
~ 104 cm at room temperature. Hence, excitation of beam particles by 
residual gas molecules is highly improbable. The beam particle density 
is very low (~ 105 cm“3, the same as for a gas at normal temperature and 
at a pressure of ~ 10~12 torr) so that interactions between them are very 
much less probable. This means that, once excited, virtually the only 
means of de-excitation is via radiative decay. In conventional 
spectroscopic sources, by contrast, collisional de-excitation effects are
2major (either with other gas molecules or with the walls of the source 
container) . The low beam density also means that imprisonment of 
radiation, which distorts lifetime measurements, does not occur. Further, 
the fields due to stray electrons and ions are not present so that Stark 
broadening is not a problem. The low density can, however, cause 
problems associated with detection of weak light signals which may be 
swamped by dark current background of the photomultiplier.
Because the beam velocity is reasonably constant and unidirectional, 
the major part of the Doppler effects, which usually lead to large line- 
widths because of the high beam velocity, may be cancelled. The major 
cause of line broadening remaining in the beam-foil source is scattering 
of beam particles in the foil which degrades the unidirectionality of the 
beam and, hence, the Doppler effect cancellation.
The constancy of the beam velocity gives rise to the important 
property of this source that distance along the beam from the foil is 
proportional to time after excitation so that measuring intensity as a 
function of distance from the foil is equivalent to measuring intensity 
as a function of time after excitation. This makes it possible to 
observe interference effects due to the coherence mentioned above [Se 70, 
An 70] . (For example, a 500 keV beam of H permits a resolution of 
10_10 s.mm”1.)
Besides being under vacuum, which practically excludes impurities 
from the beam-foil source, the chamber is at room temperature and at 
ground potential. These last two factors make it relatively easy to 
apply perturbing fields to the emitting ions, The high beam velocity 
makes it possible that such perturbations will be applied suddenly 
without the attendant difficulties normally associated with producing 
sudden perturbations.
§1.2 EXCITATION CONDITIONS WITHIN THE LIGHT SOURCE
In all spectroscopic sources it is of interest to understand the 
process"by which atoms become excited and their subsequent history. In 
the beam-foil source, the latter is fairly straightforward but the former 
is quite obscure.
Conventional light sources such as gas discharges or arcs tend to be 
high temperature systems in order to achieve excitation. The concept of 
"temperature" implying, as it does, a Maxwell-Boltzmann energy
3distribution is not applicable to a beam-foil source, According to the 
tables of Marion and Young [Ma 68] the energy loss of a proton entering a 
5 yg.cm 2 carbon foil with an energy of 200 keV is ~ 3 keV; the bulk of 
this energy must be lost to the foil during the many collisions that the 
proton experiences in the foil.
The attempt by Garcia [Ga 70] to analyse the beam-foil interaction 
was necessarily crude and came to only a few general conclusions. These 
were mainly that, in the case of hydrogen, the excited state was due to 
the capture of an electron from the foil into the excited state within 
the last few atomic layers of the foil and that the intensity of emitted 
light was roughly inversely proportional to the cube of the beam energy. 
The former point implies that it is most likely that contaminants on the 
exit surface of the foil are responsible for the excitation achieved in 
the beam-foil source. The expectation that the excitation observed 
depends upon the final surface of the foil has been confirmed 
experimentally [Be 70].
Garcia's analysis says nothing about angular momentum distributions 
among the excited states and, indeed, there was at that time very little 
experimental data available. The situation remains that further data is 
still required.
Some general remarks may be made here regarding the excitation 
process. It is normally assumed that the foil interaction process is 
purely a coulombic one that therefore does not involve spin coordinates 
(cf. [Pe 58]); it is thus assumed that the spins are randomly aligned.
It is also assumed that the foil is completely amorphous. Because of 
cylindrical symmetry with respect to the beam axis, the cross-section for 
excitation to m^ states is taken to be independent of sign [Pe 58] .
§1.3 THE STARK EFFECT IN HYDROGEN
The effects of an external electric field on atomic spectra have 
been known for sixty years since their discovery by Stark. The 
interpretation [Ep 16, Sc 16] by means of the then new Bohr theory gave 
that theory a strong boost. Later, use of the perturbation theory in 
Schrödinger's wave mechanics [Co 51; Chap. 17] removed the need for some 
ad hoc restrictions placed on the quantum numbers in the early theory.
The most exact measurements since that time have confirmed the adequacy 
of modern quantum theory in explaining the Stark effect.
4If one considers an arbitrary atom in a uniform electric field F in 
the z direction, the perturbation to the atomic Hamiltonian is -eFz (e 
being the absolute value of the electronic charge, 1.6 x 1 0 ' 15 C ) . The 
first-order correction to an energy level depends on the diagonal matrix 
elements of -eFz; since the zeroth-order eigenstates have definite 
parity, the corrections will be zero and there will be no first-order 
Stark effect unless the unperturbed state is degenerate as occurs in the 
case of hydrogen. In the case of other atoms, a first-order Stark effect 
appears when the splitting due to the second-order Stark effect 
(proportional to the square of the field strength) is comparable with the 
energy difference between states of the same n but different Z quantum 
numbers.
A general review of recent applications and studies of the Stark 
effect has been given by Bonch-Bruevich and Khodovoi [Bo 67],
§1.3.1 Simple First-Order Stark Effect
At the field strengths available to us (~ 100 kV.cm-1) only the 
first-order or linear Stark effect is important in hydrogen. If one 
neglects the fine structure, the theory can be handled by non-degenerate 
first-order perturbation theory by using parabolic coordinates since in 
that system the perturbation matrix elements form a diagonal matrix when 
the perturbation is applied [Fo 62], This results in the energy levels 
of a hydrogenic atom in an electric field being expressed by:
Ennin2m£
M Z 2e4 
“ 2ft2 n2
3Fft2
2ZMe n (n2 - n j ) / (1 .1)
where M is the atomic mass, Z the atomic number, and n the principal 
quantum number. The Stark effect theory introduces two other quantum 
numbers: the parabolic, or electric, quantum numbers, n^ and n2 , which
are integers and are convenient to use in perturbation problems involving 
cylindrical symmetry. These quantum numbers are related to each other 
and m , the quantum number associated with the z-component of orbital 
angular momentum by:
n = n 1 + n 2 + | m ^ | + l .  (1.2)
It is notable that equation (1.1) contains no terms in m^; i.e. the 
electric field, to first-order, does not remove m 0 degeneracy. This is a 
consequence of the cylindrical symmetry associated with the electric 
field and contrasts with the Zeeman effect which does remove m^
5degeneracy. it is for this reason that the Stark effect has been 
generally neglected in spectroscopy in favour of the Zeeman effect.
The wavelength for a transition between two states (n,^ ,n2 ,m£) and
(n',n{,n£,m£), where primed quantities refer to the upper level, differs 
from the zero-field wavelength by
AA = c . F ,nn nn1 (1.3)
c n n ' = 5.3169 * 10~4 ■ ,n- n , Xnn (n 2 - n2) 2 nn ' (1.4)
Xnn' = n ’ (nf - n2 ) - n ( n 1 - n 2 ) (1.5)
m  which AA^, is in Ä and F in kV.cnf1,
The only rigorous selection rules for electronic transitions are 
that Arn£ = 0 for light polarized parallel to the field ( tt-components) and 
AmJl = ±l for light polarized perpendicular to the field (a-components). 
Observed transverse to the field the tt-  and a-components will appear 
linearly polarized; viewed parallel to the field, the t-components will 
not be seen and the a-components will appear unpolarized because lines 
due to the transitions -*"**^ ±1 coincide with lines due to the 
transitions - m ^ - m ^ + 1 . This results in an incoherent superposition of 
light circularly polarized in opposite senses which therefore appears 
unpoianzed. There is also a quasi-selection rule which predicts that 
transitions involving a change of sign of nj - n2 are mostly weak and that 
the outermost expected components of a line pattern will generally have 
unobservably" small intensities [Be 57; pp.231, 276],
The theoretical calculation of oscillator strengths is required to 
evaluate intensity data; oscillator strengths and/or transition 
prooabilities have been calculated for the hydrogen atom and have been 
tabulated [Un 59, Mo 64]. Tabulations are also available giving the 
variation of the dipole matrix elements of the hydrogen atom in a 
homogeneous electric field as a function of field strength [Ho 65] .
§1.3,2 The Stark Effect and Fine—Structure
Many of the interesting effects observed in the beam-foil source 
involve fine-structure details. The early considerations of these 
details in the Stark effect were carried out by Schlapp [Sc 28] and 
Rojansky [Ro 29] who used the Dirac equation and the Pauli equation 
respectively. They examined the Stark effect of the fine-structure and
6the fine-structure of the Stark effect, i.e, the regions in which the 
Stark effect is smaller than the fine-structure and vice-versa 
respectively. These regions are referred to as the weak-field region and 
the strong-field region respectively. A more recent work by Lüders 
[Lu 51] uses the perturbation method assuming for the unperturbed 
Hamiltonian that which includes the simple Coulomb attraction between 
nucleus and electron as well as the fine-structure terms. The 
perturbation term is then -eFz as above. The matrix to be diagonalized 
consists of the matrix elements of the Hamiltonian including the 
perturbation with respect to the Pauli wave-functions. In another 
publication [Lu 50] Lüders has allowed for the effects of the Lamb shift. 
A recent, more exact, calculation using the solutions of the Dirac- 
Coulomb Hamiltonian as basis vectors [Ku 73] has substantially confirmed 
the accuracy of Lüders' results. The Lüders method has been adopted in 
this work.
§1.4 THE STARK EFFECT ON THE BEAM-FOIL SOURCE
The investigations described in this work are concerned with the 
effects of a strong electric field on the beam-foil source. They were 
prompted by some preliminary experiments carried out in this laboratory 
by Bashkin and Carriveau [Ba 70b] in which the lines 4686 Ä  in He II and 
4861 Ä  in H (HD) were investigated. The inference was taken in thesep
experiments that sub-levels of high j were underpopulated. It was, 
however, implied that the transition of the excited atoms into the 
electric field is an adiabatic one although this seems not to be 
justified. The asymmetries observed appeared to warrant further 
investigation.
The bulk of the work done elsewhere has been concerned with weak 
field effects [Se 70; and references contained therein], The weak 
electric fields involved have normally been motional (v x b ) electric 
fields obtained by performing the experiments in a magnetic field; 
fields of the order of 100 V.crn-1 are commonly obtained,
A recent paper [He 72] describes the effects of a weak electric 
field on the mixing of the 2s^ and 2p^ levels of hydrogen in a beam-foil 
source taking into account the hyperfine structure; the calculations 
carried out show good agreement with the experimental results of Andrä 
[An 70a].
7It was pointed out by Andrä [An 70] that a proper interpretation of 
even such a simple system as the n = 2 level of hydrogen is very 
difficult. For the n = 4 level the situation is even more complex. By
splitting the spectral line (e.g. H ) the possibility of increasing thep
information obtainable is improved by resolution of the various Stark 
components. Hence if a strong enough electric field is applied and a 
detector of high enough resolution is employed, an extremely complex 
situation may be reduced to a very complex one.
The field strength may not be arbitrarily increased since then 
additional complications will be introduced due to field ionization, 
Lanczos [La 31] calculates the limiting electric field strengths for the 
outermost red-shifted components of H^, H^, H^ _, and to be respectively
694, 360, 203, and 123 kV.cm
that H and H a
1.14 MV.cm-1.
- 1 Gebauer [Ge 65] points out, however,
are not affected by field ionization at fields up to
ot p
8CHAPTER 2
COHERENCE EFFECTS AND THE STARK EFFECT 
ON THE HYDROGEN BEAM-FOIL SOURCE
In order to investigate the processes occurring in our experiments 
it was necessary to have a model with which to compare the results 
obtained. Because of the mixing effects associated with sudden 
perturbations, it was not possible to work backwards from the measured 
intensities to the unique initial populations desired. Instead it was 
necessary to postulate initial conditions and to calculate, by means of 
the model to be described in this chapter, intensities arising therefrom 
which were compared with the measured intensities. The implementation 
of the model will be described in §6.1.
Briefly, the model postulated is as follows: A beam of H2 molecular
ions enters a thin foil at high velocity and is almost wholly dissociated 
into an atomic ion beam. A small fraction (about 5% at 400 keV [Ma 68, 
p.36]) of the emerging beam will consist of neutral hydrogen atoms in 
some stage of excitation. The sudden emergence from the foil gives rise 
to coherence effects. The beam then proceeds in field-free space until a 
second sudden perturbation occurs when it enters an electric field giving 
rise to further coherence effects. At some point in space (and hence in 
time) after this, the spectrum of emitted light is examined. Allowance 
will be made for extra sudden changes of electric field to occur after 
the first one and before observation, as well as possible rotations of 
the coordinate system used.
The notation adopted to describe this model will be the density 
matrix formulation [Fa 57, Ha 61] because it is able to accommodate 
coherence effects in an elegant manner. It is a convenient method of 
dealing with systems which are incompletely specified. The use of matrix 
algebra facilitated the writing of a computer programme embodying this 
model,
An axis of quantization (the z axis) will be chosen to coincide with 
the direction of the electric field in the observation region.
9It has already been observed (§1.1) that the density of particles in 
the beam is very low. The occurrence of space-charge effects may then be 
neglected. Also negligible is the magnetic field induced by the beam 
particles.
In all of the considerations, cascade effects will be taken to be 
negligible. In their lifetime measurements, Schürmann et at, [Sc 71] 
tried to fit the sum of four exponential functions to the decay curve 
using fixed theoretical lifetimes for the levels 3s, 3p, 3d, and 4f (the 
most likely source of cascades). Within the limits of accuracy for their 
data, they found the contribution of the 4f level to be zero and the 
decay curve to be explainable by decay from just the n = 3  levels. 
Hyperfine structure will also be omitted (§2.6).
§2.1 FOIL EXCITATION
As outlined in §1.2 it is assumed that excitation occurs within the 
last few atomic layers of the foil. The postulated spin-independence of 
the process [Pe 58] suggests that the basis vectors chosen to represent 
the excitation be those specified by the quantum numbers n, Z, s, m ^ , and
m .s
Because of the amorphous nature of the foil, it is postulated that 
there will be no correlations between states, i.e. the off-diagonal 
elements of the density matrix will average to zero. The density matrix, 
p^, describing the state of the beam in the {nJlsm^} basis set 
immediately before emergence from the foil is therefore diagonal. This 
postulate may be verified only by reference to experiment,
Spin-independence and cylindrical symmetry imply that the cross- 
section for excitation to one of the basis states, Q (n&sm^ii^) , satisfies
[Pe 58] : 
and
Q (nisrn^) = (2s+1) 1 Q(n£s|m^|) (2 .1)
Q(n£s) = £ Q(n&s|m |) . (2.2)
(The orientation of angular momenta is here specified with respect to the 
beam axis. If the electric field direction is not parallel to the beam 
axis an appropriate rotational transformation is required —  see 
Appendix B .)
10
The whole of this process occurs in a very short time interval; it 
takes about 10-15 s for a beam of 200 keV protons to pass through a foil 
of 3 pg.cm 2 thickness. The corresponding energy spread is about lO1* cm 1 
which is adequate to embrace a number of atomic eigenstates
psimultaneously. Hence the atoms cannot be excited into eigenstates of j 
and j since the precession time of SL and s about j is much greater than 
the excitation time.
§2.2 FIELD-FREE SPACE
After emerging from the foil, the beam travels for a time T1 in 
field-free space. It is thus required to determine the time dependence 
of the density matrix under such conditions. Because radiative decay is 
the only process considered to occur here, it is convenient to employ a 
new set of basis vectors which accommodate £s coupling —  those described 
by the quantum numbers {n,£,s,j,m}. This also permits direct application 
of Lüders' theory of the Stark effect.
§2.2.1 Initial Conditions
To find the initial condition of the beam in this region we note 
that the sudden transition to the new basis corresponds to a unitary 
transformation of the basis set. Thus, the initial density matrix for 
the field-free region is given by:
pS (0) = Cp1 C'1 , (2.3)
where the zero of time is taken to be the instant of emergence from the 
foil and where C is a unitary matrix whose elements are appropriate 
Clebsch-Gordan coefficients [Co 51; p.76] so that the { m ^ }  basis set 
is transformed into the {jm} basis set by:
{jm} = cfm^m } .
Such a transition as this will introduce coherence terms into the 
new density matrix, i.e. off-diagonal matrix elements. The nature of the 
Clebsch-Gordan coefficients is such that coherence will occur only 
between states for which A£ = 0, Aj =±1, and Am = 0. No coherence occurs 
between states of different n.
§2.2.2 Radiative Decay
Although cascades from upper levels will not be considered, it is 
still necessary to allow for radiative decay from the group of states
11
under consideration (i.e. those of same n). The time evolution equation 
for a density matrix p in a system whose Hamiltonian is H is [Wi 60] :
p (t) = - (i/ft) [H,p (t) ] - h [ T , p (t) ]+ . (2.4)
In this representation, H is diagonal; T, the radiative damping matrix, 
is also diagonal and its elements are given by:
r jk r
where y is the decay constant of the particular energy level. The 
subscript "+" on the second bracket means that this is an anticommutator. 
With this in mind, the solution of equation (2.4) for our case is:
in which:
and;
Pjk(0) exp{-(iw_.k + Y k/2) t} (2.5)
jk Yj + Y k
jk E . ~ E,1 k
the E's being the eigenvalues of H. We note also that for fixed values
of £ the values of y^ are equal and independent of j and m [Co 51; p.98].
§2.3 ELECTRIC FIELD REGION
It is next assumed that, after the time Ti in field-free space, the 
beam enters suddenly (see §2.4) into a region containing an electric 
field whose orientation defines the z direction. The appropriate set of 
basis vectors for this region is now different. This set is determined 
by the method given by Lüders [Lu 51].
§2.3.1 Entry into the Electric Field
Analogously to the previous transformation, if the basis set in the 
electric field is represented by {nin2) so that a unitary transformation 
matrix F exists where:
(n1n2) = F{jm} ,
then the density matrix p^(T1) is given by:
Pf (T2) = F pS (T1)F_1 , (2.6)
As in the case of emergence from the foil, sudden entry into an 
electric field (see §2,3.4) will induce coherences into the density 
matrix. Coherences between states of different n will be negligible
12
because their energy separation is such that the field switch-on will be 
adiabatic. It is also assumed that, once in an electric field region, 
further field changes within that region may be neglected insofar as they 
affect the density matrix elements, i.e. such changes are considered to 
be adiabatic.
§2.3,2 Evolution in the Electric Field
The same equation (2.4) as before describes the time evolution in 
the electric field. In applying equation (2,5) one must now take the 
perturbed energy values to calculate u) and use the lifetimes of the 
perturbed states.
§2.3.3 Alteration of the Electric Field
If there are distinctly different field regions then the procedure 
described in §2.3 may be iterated for every field change (assumed sudden). 
The effectiveness of this model will depend mainly on how valid is the 
use of the sudden approximation; for example, in the case of the field 
reversal, there must be some finite time in which weak-field conditions 
obtain.
§2.4 JUSTIFICATION FOR USE OF SUDDEN APPROXIMATION
The criterion of validity for the use of the sudden approximation is 
that the time during which the change occurs be small in comparison with 
the periods associated with the initial motion [Sc 55; p.218]; 
conversely, for an adiabatic approximation, it is required that the 
change of the Hamiltonian be small during the relevant Bohr period.
For an atomic hydrogen beam at an energy of 200 keV, the reciprocal 
velocity is 1.6 xlO-1  ^ s.mm Table 2.1 shows the energy level values
of the n = 4 fine-structure levels for zero field (E^), the periods 
associated with the energy level differences (h/(E^-E^)), and the 
distance travelled by a beam particle in that period for beam energies of 
100 keV, 200 keV, and 300 keV.
The distances shown in the last three columns are those within which 
the beam must enter the strong-field region if the sudden approximation 
is to be valid. Lüders [Lu 51] shows that a field of strength greater 
than ~ 100 V.cnf1 may be regarded as a strong field for the n = 4 levels 
of H.
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Energy Energy Energy Gap Distance (mm) Travelled by EmitterLevel Period in One Period at Beam Energy o f :
(cm- 1) cn
cn1o 1—1 100 keV 200 keV 300 keV
f 7/2 0.068351
4.449 19.1 27,1 33.4
d 5/2'f5/2 0.060756
2.224 9,6 13,6 16.7
P 3/2,d3/2 0.045567
0.742 3,2 4,5 5.6
Sl/2'P l/2 0.000000
Table 2.1: Energy Gaps and Distances of Beam Travel for n = 4 Level of
Hydrogen.
For the worst case shown in the table, the emitting particle must 
undergo entry into the electric field within a distance of 3 mm. The 
geometry of the experimental apparatus described in §4.2 implies that, in 
this worst case, the experimental conditions are close to sudden. It is 
clearly inappropriate to consider the process to be adiabatic. At the 
point where the field reverses, the rate of the field change is obviously 
even faster than already discussed so the validity of the sudden 
approximation is more assured.
§2.5 OBSERVATION OF EMITTED LIGHT
It is now assumed that at some time x (> T^ which corresponds to the 
time of entry into the nth electric field region) the beam is observed. 
According to Series [Se 69], the intensity of light emitted will be:
I (t ) « 2 P P r P f (t ) ,, gm m ' g m m r mm'
(2.7)
where P is the matrix element of a vector component of the electric gm
dipole operator; g represents the common lower state of all the 
transitions. Since the off-diagonal components of the density matrix may 
be non-vanishing, factors of the form:
exp{-i (m - m ') cot} ,
may occur and hence give rise to quantum beats.
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Values for the P may be obtained from tabulations of the relevantgm
transition probabilities (Appendix C) which are proportional to the
square of the P . The constant of proportionality is the cube of the gm
frequency of the transition [Be 57; p,250] which was taken to be constant 
for all the transitions of the Stark-affected line, (The frequency of 
the H0 transition is 6.17 x 1014 Hz and a spread of ±15 Ä about thisp
corresponds to 1,9 x 10"2 Hz, This is only 0,3%.)
In determining which states should be included in the summation of 
equation (2.7) one had to bear in mind the conditions under which beats 
could arise. That is, it must be impossible, in principle, to specify by 
which particular channel a transition has occurred [Po 64], This 
accounts for the common final state g in equation (2,7). It also means 
that m and m' must be such that the transitions m + g  and m ' g are not 
resolved by the monochromator; transitions having different 
polarizations are also excluded from the same summation.
§2.6 OMISSION OF HYPERFINE STRUCTURE
The nucleus of the hydrogen atom consists of a single proton and 
thus has a nuclear angular momentum of magnitude ^h . Coupling of this 
angular momentum with the electronic angular momentum gives rise to 
hyperfine structure.
For the n = 4 level of hydrogen, the splittings produced lie in the 
range 5 x 10~6 cm"1 to 8 x 10"4 cm"1 (1.5 x 105 MHz to 2.2 x 107 MHz) [Ku 69? 
p.340]. For a typical beam energy of 200 keV which corresponds to a 
reciprocal velocity of 1.6 x 10 10 s.mm 1, this frequency range is 
equivalent to a linear frequency of 2,4 x 10 2 mm 1 to 3.5 x 10 1 mm 1. In 
a region extending over only a few centimetres, such oscillations will 
not cause any observable effects.
Moreover, the smallness of the splitting precludes resolution of 
hyperfine structure by the grating monochromator used for these 
experiments.
In his calculations of hyperfine splitting effects on the Stark
effect of the n = 2 levels of hydrogen in weak electric fields, Heckmann
[He 72] was able to neglect the 2p level. Even with thisJ/ z
simplification, he needed to consider eight hyperfine structure states 
instead of four fine-structure states. In the case of the levels n = 4,
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the multiplication of states to be considered would have made the 
handling of the calculation very difficult. Since the Stark effect 
problem had been solved by Lüders [Lu 51] with allowance for fine- 
structure and no comparable treatment exists for the case of hyperfine 
structure, it was decided to omit consideration of hyperfine structure 
from the calculations.
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CHAPTER 3
LINEWIDTH CONSIDERATIONS IN 
BEAM-FOIL SPECTROSCOPY
"... few will have given thought to the best way of operating 
these instruments, or to the practical limit of performance of 
which these simple assemblies of simple components are 
capable. It is nevertheless true that a treatment of these 
problems based on fundamental and mutually independent optical 
parameters leads to a knowledge of spectroscopic properties 
and possibilities that not only is of great practical value 
but sometimes even contradicts accepted practice based on 
ill-founded premises."
P. Jacquinot 
in preface to
"Spectroscopy and Its Instrumentation" 
by P. Bousquet
Before the model outlined in Chapter 2 could be tested by experiment, 
some instrumental difficulties had to be overcome. Foremost among these 
was the large linewidth conventionally obtained in the beam-foil source 
[Ba 68]. A beam of hydrogen with an energy of 200 keV produced, for
example, an H0 line with a linewidth of about 15 Ä; the Stark effectp
splitting between components of H0 was expected to be about 2 Ä.p
In this chapter, the consequences of the Doppler effect will be 
examined with respect to a combined ion beam-monochromator system.
Methods of minimizing linewidth by cancelling the Doppler broadening will 
be deduced and experimental results relating to two of these methods will 
be presented.
§3.1 DOPPLER EFFECTS
When light from an emitting source moving with a velocity v (= f3c) 
is observed at an angle a with respect to the direction of motion its 
shifted wavelength A^ is expressed by the relativistic relation:
A^ = Aq y(l - 3 cos a) , (3.1)
where Aq is the rest-frame wavelength.
Because of the finite acceptance angle of the transfer optics 
usually employed (26), the range of wavelengths actually observed will be
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>, r to A t as shown in figure 3.1. For small 6, the wavelengthu-<5 a+6
differences will also be small. By differentiating equation (3.1) 
logarithmically and replacing da by 6, we obtain for the Doppler spread:
a
It is seen that the Doppler shift is greatest at a = 0,7T and least at 
a = 7r/2. It also follows that for a fixed value of 6 the Doppler 
broadening is least at a = 0,it and greatest at a = 7T/2.
3 sin a
1-3 cos a (3.2)
ION
BEAM
LIGHT
COLLECTION
LENS
Fig. 3,1: LIGHT COLLECTION OPTICS.
These considerations have been used to reduce Doppler broadening by 
use of the "end-on" configuration in which the beam is viewed such that 
a=0 [Ba 70]. While successful, this method suffers from a loss of 
intensity due to the interposition of the Faraday cup. It is also unable 
to view a short, defined length of beam so that one observes light 
integrated over some indeterminate and non-negligible length of beam. As 
well, there is a very large Doppler shift of wavelength.
An alternative approach to the problem of Doppler broadening is to 
consider means of reducing 6 without reducing the light intensity 
proportionally. The axicon system [St 70] features a conical reflector 
of 90° vertex and paraxial with the beam. It is used to collect light 
emitted into a very small range of angles around a = tt/2 thus achieving 
minimum Doppler shift. 6 is determined by the subsequent apertures 
through which the light must pass. To maintain intensity, the axicon 
requires an appreciable length of beam.
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Reduction of 6 has also been achieved by use of an anamorphotic 
transfer lens system [Ka 70] which has the advantage of viewing a short 
length of beam. 6 is reduced in the plane of the beam but still remains 
at a finite value so some Doppler broadening remains which worsens as 3 
increases, although this effect is less than broadening due to multiple 
scattering in the foil, especially at low beam energies.
Another method of reducing 6 is the "parallel light" method [Ca 72] 
in which the transfer lens is moved to a position where it is at its 
focal length distant from the monochromator entrance slit. This method 
will be described in more detail in §3.3 below.
It must be borne in mind that the least linewidth achievable by any 
method is determined by the degree of collimation actually present in the 
ion beam and the slit-width of the spectrometer. Considerations of 
multiple scattering in the foil enter here.
Finally, it should be pointed out that the Doppler broadening in the 
beam-foil source due to the finite acceptance angle of the transfer 
optics is qualitatively different from the Doppler broadening encountered 
in, say, a gas discharge. In the latter case it is due to the random 
directions of motion of the emitting ions. In the beam-foil source it is 
due to a combination of the high-velocity ion beam and the finite 
apertures of the transfer optics and slit-widths and is cancellable; the 
similar effects which arise from poor collimation of the ion beam or its 
degradation by multiple scattering in the foil are random and, like those 
in the gas discharge, are not cancellable by any method.
§3.2 ANALYSIS OF THE ION BEAM-MONOCHROMATOR SYSTEM
The major consideration in this analysis is that the whole of the 
ion beam-monochromator system be considered as a single system. It will 
be shown that the one-to-one relationship between the shifted wavelength 
and the angle of emission with respect to the beam (equation (3.1)) is 
preserved through the various components of the system and results in a 
longitudinal displacement of the entrance slit image away from the exit 
slit. In a first-order approximation, the relation is equivalent to 
superposition of a weak lens on the dispersive element of the 
monochromator. Doppler broadening with a beam-foil source may thus be 
cancelled by re-focusing the system in various ways.
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The system under consideration is depicted in figure 3.2. So as to 
apply to any ion beam-monochromator system, the optic axis of the 
monochromator has been straightened out about the central ray for a given 
wavelength and only the plane of dispersion is shown. Also, the optic 
elements of the monochromator are shown as two collimating lenses and a 
plane transmission grating, a simplification which adequately represents 
the general characteristics of any monochromator. (In fact, our 
McPherson 218 monochromator uses reflecting optics.) The analysis 
follows the form of Hay [Ha 70] , though the principle had been earlier 
recognised and described in an abstract manner by Einstein [Ei 26] .
Let us now follow the progress of light from the ion beam through 
the monochromator to the photomultiplier. The ray along the optic axis 
of the transfer lens, emitted at angle a from the beam, is shown as 
having wavelength A, corresponding to A^ of equation (3,1). Rays emitted 
at angles differing from this by 6 are shown as having wavelengths A ±AA, 
where AA is obtainable from equation (3.2). The rays pass through the 
image at the entrance slit, making angles ip with the axis, and continue 
to the collimating element which they meet at distances h from the centre. 
If M is the angular magnification of the transfer lens, then:
= M<5 (3.3)
h = -9-•H4-1
= f±M6 , (3.4)
f_^  being the focal length of the collimator. Because the collimator 
produces a parallel beam, then the ray considered will also fall on the 
dispersive element at a distance h from the central ray position. Now 
the fundamental equation for the dispersive element is:
A0 = D AA , (3.5)
where D is an appropriate dispersion constant.
We have, now, from equations (3.5), (3.2), and (3.4) respectively:
A0 « AA , AA 6 , and 6 « h .
Therefore:
A0 a h , (3.6)
i.e. the deviation of a ray is proportional to its distance from the 
axis. This is the basic property of a lens whose focal length is h/A0.
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Thus, the parallel beam striking the dispersive element will be focused 
by it so that it is no longer parallel after dispersion; the final image 
will not be formed at the exit slit but displaced from it as is shown in 
figure 3.2.
In more explicit form, equation (3.6) may be written:
A6 D X 3 sin a f^ M (1 - 3 cos a)
Thus, the effective focal length of the "grating-lens" is:
f . M (1 - 3 cos a )f = u-------.g D X 3 sin a (3.7)
Since the grating-lens is illuminated by parallel light it will form 
an image at a distance f from the grating. The exit collimating element 
will use this as an object whose object distance relative to it is:
u = L + fg
The image in the exit collimating element will fall at a distance v from
it. From the lens equation we find:
(L + f )f g ev = ---------- .L + f - f g e
Hence, the image will be shifted from the exit slit by a distance S where:
v - f
L + f - f * g e
For a constant-deviation, plane-grating spectrometer (see Appendix A) 
this displacement will be:
S =
f^ 3 sin a tan <f>
3 (L - f ) sin a tan (f> + f. M ( l - 3  cos a) ' e l
(3.8)
where <j> measures the amount of grating rotation.
We have now, instead of a monochromator, a device that produces a 
polychromatic image of what is, in its rest frame, a narrow section of a 
monochromatic source. The normal result is a wide, Doppler-broadened 
lineshape. But, if the exit slit be displaced by S, the narrow lineshape 
that would have been obtained from a stationary source is regained.
Since the monochromator is symmetrical about the dispersive element 
there are a number of equivalent ways of achieving this reduction of 
broadening. Any method which changes the optical separation of the exit
22
and entrance slits by S, such as altering the grating-collimator 
distances, or moving the slits with respect to the collimating elements, 
or some combination of these will do; equivalently, one might insert 
additional optical elements to attain the same end.
Looking again at equation (3.8) it is seen that the amount of 
re-focusing depends upon the velocity of the beam and also upon the 
wavelength (through (j)) so that re-focusing may be needed every time these 
are altered. It is also seen that if the angular magnification of the 
transfer lens were to become infinite, then S would reduce to zero. This 
can be achieved by moving the transfer lens to a position where it is at 
its focal distance from the entrance slit so that only rays emitted from 
the beam parallel to the axis of the lens are passed into the 
monochromator. This arrangement, the parallel light method, is discussed 
further in §3.3 below. The axicon is also equivalent to this.
Reference to figure 3.2 reveals that if the beam direction were 
reversed then the sign of f would be altered, i.e. whether the grating- 
lens is convergent or divergent depends, inter alia, upon which side of 
the beam the monochromator is placed.
Re-focusing by altering the actual distance between elements of the 
monochromator has been carried out by others [St 71]. The construction 
of our instrument made that type of adjustment impracticable so an 
alternative method of optical adjustment of path length was used. This 
is described in §3.4.
§3.3 THE PARALLEL LIGHT METHOD
The simplest of the above methods to put into practice is to set the 
transfer lens at its focal distance from the entrance slit. We have 
investigated this method [Ca 72]; it was previously suggested elsewhere 
[Ba 70a] .
Geometrically, this method may be understood if it is considered 
that 6 in equation (3.2) will be reduced to zero and the principal source 
of spectral line broadening (i.e. finite collection angle) will have been 
removed. All rays entering the monochromator will thus have been emitted 
from the ion beam at the same angle. There will be no variation of 
wavelength across the grating as described in §3.2 above and the 
monochromator will act normally. Strictly speaking, in this 
configuration there will be a small range of emission angles; in terms
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of figure 3.2, 26 = (slit width/focal length of transfer lens) so that a 
very small broadening will remain.
In this situation the total light intensity will depend upon the 
total length of beam viewed and the solid angle of acceptance determined 
by the slit dimensions. Within the constraints of this configuration one 
can increase the light intensity observed by moving the monochromator and 
transfer lens together as close as possible to the ion beam and 
increasing the long dimension of the slits.
The first test of this method was made using a beam of singly 
ionized neon at 950 keV. The angle of viewing (a) was 90° and the long 
dimension of the slits of the monochromator was perpendicular to the beam 
direction. The results are shown in figure 3.3. In this figure,
"focused light" refers to the conventional method of setting the transfer 
lens with unity magnification [Sa 51].
Figure 3.3(a) shows a lineshape consisting of at least three 
components. The linewidth (FWHM = 3.2 Ä) was much greater than the 1.8 Ä 
contribution expected from 150 ym slits. On moving the transfer lens 
into the parallel-light configuration and leaving the slits at 150 ym, a 
width of 2.2 Ä  was obtained which was close to the broadening due to the 
slits. Reduction of the slit-width to 100 ym brought the linewidth to 
1.7 Ä and revealed that more than four components were present.
A more extensive investigation was made into the line of the 
Balmer series in hydrogen (4861 Ä) to ascertain the least width 
attainable and the resulting intensity. A beam of 480 keV H2 was passed 
through a carbon foil of nominal surface density 7-10 yg.cm 2. The low 
energy was selected to increase intensity [Ga 70] ; this was at the 
expense of increased linewidth due to multiple scattering [Ja 62] . The 
long dimension of the monochromator slits was normally equal to the beam 
diameter (2 mm) for the focused case; they were opened to their full 
length (20 mm) to avoid excessive reduction of intensity in the parallel 
light case, although all of the light may not have been within the 10 mm 
diameter photocathode of the photomultiplier.
As is seen in figure 3.4(a), the variation of linewidth is 
qualitatively the same for focused and parallel configurations. As slit- 
width is reduced, the linewidths reduce progressively to limits of about 
12 Ä at 400 ym for the focused case and 2.5 Ä  at 100 ym for the parallel 
case. Calculations of the Doppler broadening in the focused case using
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FWHM
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SLITS 130/A WIDE
PARALLEL LIGHT
SLITS IOO/a WIDE
79*0
OBSERVED WAVELENGTH (A)
Fig. 3.3: RESULTS OF DOPPLER BROADENING REDUCTION FOR A PARTIAL SPECTRUM
FROM 950 keV Ne+ .
The vertical scales are arbitrarily related. FWHM for the line at 
1981.2 Ä  are:
(a) 3.2 Ä
(b) 2.2 Ä
(c) 1.7 Ä  .
equation (3.2) implied an expected FWHM of about 13 Ä for light focused 
through a circular lens of relative aperture f/2.
The minimum FWHM in the case of parallel light is in fairly close 
agreement with the value obtained using the rms value of the scattering 
angle due to multiple scattering together with equation (3.2). This 
angle may be calculated by the method outlined in Jackson [Ja 62] but it 
should be noted that for a low mean number of collisions in the foil, as 
in this case, the assumption of a Gaussian distribution of scattering 
angles is not a good one.
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(a) Linewidth, (b) Peak height, (c) Integrated line intensity. The 
data were obtained by observation of the H (4861 Ä) spectral linePfrom a beam of 240 keV hydrogen atoms.
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A comparison of the peak heights of the H lineshapes is shown inp
figure 3.4(b) and the integrated peak intensities are depicted in figure 
3.4(c). It should be noted that, although the intensity is always less 
in this particular parallel light arrangement, for small slit-widths the 
peak height becomes greater for parallel light. This is because the 
greater intensity for focused light is spread over a greater wavelength 
range by the Doppler broadening. Hence the parallel light method has the 
advantage of not only producing small linewidths for low slit-widths, but 
of simultaneously increasing the signal-to-noise ratio. On average, the 
ratio of intensity in the parallel case to that in the focused case is 
0.78 ±0.02. The value expected was 0.88 although a number of simplifying 
assumptions (e.g. no vignetting) had been made to obtain the estimate.
When the monochromator and the transfer lens in the parallel light 
configuration were moved closer to the beam, the ratio of intensity in 
the close-up position to that in the focused configuration was found to 
increase by 35%. The increase expected was 40%. The small photocathode 
of the 6256S photomultiplier may account for this minor discrepancy.
To demonstrate that a short length of beam could be examined without 
too great a loss of intensity, the aperture was reduced by adding a mask 
to decrease the length of beam viewed. A short length of beam was 
"tagged" by using an electric field to produce a Stark effect within that 
length. The transfer lens was masked by placing a 4 mm wide slit in 
front of it in line with the tagged beam section. The electric field was 
applied parallel to the beam direction by placing two planar electrodes 
perpendicular to the beam. The electrodes were slotted to allow the beam 
to pass through; the inter-electrode distance was 5 mm. Without the 
mask the maximum beam length viewable had been 19 mm of which 6 mm were 
partially obscured by the electrodes; when the 4 mm mask was applied, 
the intensity was, therefore, expected to be reduced by a factor of 
between 19/4 and 13/4, i.e. about 4.
The effects of applying an electric field of 60 kV.cm 1 are shown in 
figure 3.5. The spectral lines (a) and (b) show the effects on the 
intensity of the H„ line of using the mask when no field is applied (i.e.p
same width but reduced height) ; (c) and (d) show the corresponding
effects when an electric field is applied. It is obvious that the 
lineshape in (c) is due to observing the Stark splitting of the H linep
in the region between electrodes together with an unaffected H„ line inp
the region outside the electrodes. When the region outside the
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WAVELENGTH (Ä)
Fig. 3.5: EFFECTS OF A RECTANGULAR MASK WITH THE PARALLEL CONFIGURATION.
The Stark effect of Hg (4861 Ä) is used to demonstrate the advantage 
of observing a short length of beam (~ 4 mm) . The monochromator slit- 
widths used were both 400 ym. (a) and (c) were obtained without a 
mask; (b) and (d) were obtained with a mask 4 mm wide interposed.
For (a) and (b) no electric field was applied; for (c) and (d) the 
field was 60 kV.cm-  ^parallel to the ion beam direction. The total 
relative counts within the peaks are (a) 370, (b) 85, (c) 400, and
(d) 100. The ordinates for (b) and (d) are offset by one unit. The 
inset represents the field of view at the monochromator slit.
electrodes was masked out, the central part of the lineshape disappeared 
(d) . It is, therefore, practicable to observe a section of beam less 
than 4 mm long, but with reduced intensity.
Further investigation of the parallel light configuration using 
thinner carbon foils (3-5 yg.cm-2) resulted in the FWHM being reduced 
accordingly (1.310.4 Ä) indicating that multiple scattering in the foil 
sets a lower limit to the linewidth as it does for the axicon [St 70] . 
Although masking reduces the resolving power of the monochromator by not 
illuminating the full width of the grating, it is not sufficient (by 2 or 
3 orders of magnitude) to displace scattering in the foil as the limit to 
resolution.
§3.4 THE CORRECTION-LENS METHOD
It is frequently necessary to restrict the field of view to a small 
section of the beam, e.g. for lifetime measurements and quantum beat
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observations. This requirement obviates the use of the parallel light 
method because of the unacceptable loss of intensity. The method of 
optically changing the path length by insertion of a lens inside the 
monochromator — the correction-lens method — was adopted.
A quick check on the validity of the conclusions of §3,2 was devised. 
Evaluation of equation (3,8) for our system suggested that the final 
focus was ~  10 mm inside the exit slit; a parallel-sided scrap of 
perspex (refractive index ^1.5) 32 mm thick was inserted before the exit 
slit to increase the optical length of the monochromator by about 11 mm. 
The 4686 Ä  line of He II from a beam of energy 800 keV was observed 
without and with the slab. The immediate effect was an increase in peak 
height (figure 3.6) coupled with a dramatic decrease in FWHM from 12.8 Ä 
to 4.1 Ä. There was a decrease of total integrated intensity due to the 
crudity of the perspex optical element causing scattering from rough 
surfaces, etc. The width was not reduced to the minimum possible because 
the perspex was not exactly the right thickness. The higher background 
with the perspex inserted is believed to be due to scattering effects.
To use the method generally, a movable lens was inserted just inside 
the exit slit. By placing it close to the slit it was possible to use a 
1 cm diameter lens of focal length about -35 mm. It was supported inside 
a hollow screw so that micrometer-type adjustment of its position was 
possible. This provided an arbitrary scale to permit resettability of 
the lens. Evaluation of equation (3.8) yielded a range of values of S of 
1 mm to 6 mm for a McPherson 218 monochromator in the wavelength range 
2000 Ä to 5000 Ä  and 6 in the range 0.010 to 0.025.
Adjustment of the lens was carried out for each wavelength and beam 
energy combination as required. Thus the spectral line of interest was 
scanned by the monochromator for various correction lens positions and 
the FWHM at each position measured. Finding the position for minimum 
width usually took ^ to 1 hour. A typical series of observations is 
shown in figure 3.7.
The dependence of the image displacement on beam energy and 
wavelength has already been noted. Observations in which these factors 
were changed are shown in figures 3.8 and 3.9 for the case of a beam of 
helium.
Figure 3.7 shows that the FWHM increases by 8% for a change in the 
position of the correction-lens of ±1 mm. It is seen from figure 3.8
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that, for the same ß as in figure 3.7, the beam energy change to produce 
the same 8% change in FWHM is about ±30 keV for hydrogen. With the 
apparatus used for producing an electric field in configuration (a) of 
§4.4.1 the greatest change caused in the beam energy at the point of 
observation was about 10 keV which was, therefore, equivalent to changing 
the lens position by about 0.3 mm and increasing the linewidth by about 
1%. For this reason, the effects of the electric field were ignored when 
setting the correction-lens position.
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CORRECTION -  LENS POSITION (mm)
Fig. 3.7: TYPICAL CURVE FOR OBSERVED LINEWIDTH AS A FUNCTION OF
CORRECTION-LENS POSITION.
ß = 0.02 , X = 4861 Ä  .
On the other hand, figure 3.9 indicates that the change of 
correction-lens position necessary to maintain minimum linewidth for Hp
(4861 Ä) may be not insignificant. For this reason allowance was made 
for a variation of linewidth over the 50 Ä range scanned for measurements 
of the Hg Stark effect when fitting the data (see §5.5.1).
Since the lens position is also sensitive to the magnification, M, 
of the transfer lens, this parameter was kept constant for the series of 
measurements shown in figures 3.8 and 3.9.
In all of the Stark effect investigations discussed in this thesis, 
a correction lens was used. By preserving the ability to focus on a 
section of the light source equal in dimensions to the monochromator 
entrance slit, this method achieves better resolution in an electric 
field than the parallel light method (compare figures 3,5 and 5.4). Also, 
because of the size of the vacuum chamber containing the ion beam, it was 
not possible to approach the beam very closely with the monochromator- 
transfer lens combination (in the parallel light configuration) to 
increase the light intensity at the photomultiplier as described in §3.3
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above. On the other hand the correction-lens method uses the transfer 
lens in the conventional focused configuration for maximum light transfer 
and so was superior in this regard simce scattering at the surfaces of 
the extra lens causes trivial loss of light.
§3.5 SUMMARY
An analysis has been carried out from which it is possible to 
compare the linewidth and intensity relationship for many of the methods 
used to observe the beam-foil source. The heart of the analysis lies in 
the recognition that the source and observation system must be treated as 
a single unit. This leads to a chain of one-to-one correspondences 
throughout the system so that it becomes possible to cancel the Doppler 
broadening effects characteristic of the beam-foil source.
For reasons associated with usable signal-to-noise ratio, wavelength 
resolution, and spatial resolution, the correction-lens method of §3.4 
was adopted for use in the work described in this thesis.
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CHAPTER 4
EXPERIMENTAL APPARATUS
§4.1 GENERAL
The general experimental arrangement is shown diagrammatically in 
figure 4,1. The beam source was a 2 MeV model AK Van de Graaff 
accelerator manufactured by High Voltage Engineering Corporation; the 
ion source was a radio-frequency gas discharge in its terminal. The 
accelerated positive ion beam passed through a 22.5° analysing magnet 
(mass-energy product = 36), a quadrupole lens, and a stabilising slit 
into the target chamber. After being excited in a thin carbon foil the 
beam passed through a diaphragm into the observation region of the 
chamber where a strong electric field could be applied. Provided the 
beam was not deflected by the electric field, it was then collected by a 
Faraday cup.
A low-resolution monochromator (Heath EUE-700) was used to monitor 
light intensity emitted from the beam after excitation and just before 
the observation region. Light from the observation region was analysed 
by a McPherson 218 scanning monochromator. Light from the monochromators 
was detected by photomultipliers operating in the photon-counting mode. 
All of the data was stored digitally by an IBM 1800 computer.
§4.2 TARGET CHAMBER
A diagram of the chamber is shown in figure 4.2. It was made of 
cadmium-plated, mild steel and was cylindrical in shape with its axis 
vertical; its inner diameter was 150 mm and its height was 200 mm. The 
beam path was along a diameter 75 mm below the top. Fused quartz viewing 
ports at the same height as the beam were at each end of the chamber 
diameter transverse to the beam; they had a diameter of 41 mm.
The lower end of the chamber was separated by a flat valve from a 
liquid-nitrogen trap, water-cooled baffle, and an oil diffusion pump. 
Pressure in the chamber, measured by an ionization gauge beyond the 
Faraday cup, was normally less than 10~5 torr and often less than 
5 x 10 5 torr. Two high-voltage lead-throughs were set into the circular
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chamber lid and symmetrically disposed about the beam axis 73 mm apart 
and each 52 mm from the centre of the lid.
Suspended rigidly from the lid was a diaphragm consisting of two 
aluminium sheets each 2.5 mm thick separated by 4 mm. Each sheet was 
perforated by a hole (2.5 mm diameter) to allow passage of the beam.
This double guard-plate served to isolate the high electric field from 
the foils which were otherwise torn and also to collimate beam particles 
scattered by the foil. It was of two sheets to allow the photoelectric 
monitoring of the beam to be done in the field-free region between the 
sheets; the upstream sheet was necessary to prevent the monitor from 
seeing any light emitted by the foil itself and collimator edges grazed 
by the beam. In some of the earlier data collection only a single guard- 
plate consisting of the upstream section of the above was used.
Collimation of the beam before it passed through the foil was 
achieved by the use of two tantalum collimating discs. The first had a 
hole, 3 mm diameter, 10 cm before the target chamber; the second was 
1.5 mm diameter at the entrance to the chamber, 4.5 cm before the foil. 
Thus the maximum beam divergence was 0.0225 radians from the beam axis
which would correspond to a Doppler width of ~ 2 Ä  for H0 emitted from ap
200 keV beam. Apart from some multiply-scattered beam particles, the 
guard-plate provided no further collimation. The observation region 
extended downstream between 1 and 5 cm from the foil.
The magnetic field was measured in the observation region by means 
of a Hall probe and found to be <0.1 gauss. This was sufficiently small 
that no noticeable Zeeman effect or motional electric field Stark effect 
was caused by it.
§4.3 FOIL TARGETS
Carbon was chosen as a target material because this was the material 
of lowest atomic number that could be conveniently handled. Low atomic 
number was desirable to reduce the effects of multiple scattering (see 
Chapter 3) which was expected to result in a linewidth of about 1.5 Ä  for
H„ emitted from a beam of energy 200 keV.p
Self-supporting carbon foils were produced within this department by 
evaporating carbon onto glass slides prepared with RBS 25 detergent and 
floating it off in distilled water. Carbon foils between 3 and 7 yg.cm-2 
thickness were produced in this way, and lifted on separate frames to dry.
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The breakage rate was, at best, about 50% of all foils lifted; at worst 
it was about 90%.
Individual foil-frames were made of brass or tantalum 0.4 mm thick 
and had a hole 4 or 5 mm in diameter. These were glued onto an aluminium 
wheel set on an axle below the beam so that it would be rotated to bring 
a new foil into the path of the beam. 22 holes inside its circumference 
allowed there to be up to 21 foils mounted at any one time plus a clear 
hole. Rotation from outside the chamber was done via a manually- 
operated worm drive which provided a sufficiently sensitive adjustment.
§4.3.1 Foil Life
Foil lifetimes varied widely depending mainly upon the beam current; 
there was an inverse relationship between beam current and foil lifetime. 
The light-producing efficiency of a foil decreased with time. A plot of
total H line intensity as monitored by the Heath monochromator againstp
time is shown in figure 4.3; the data has been normalized to the beam 
current. Figures 4.4 show data in which partial breakage of the foil 
occurred. In figure 4.4(a) is the signal as received from the light 
intensity monitor; figure 4.4(b) shows the behaviour of the beam current
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at the Faraday cup while figure 4.4(c) shows the former normalized to the 
latter. This removes the effects of beam fluctuations prior to the foil 
and shows partial breakage in two stages. A complete destruction of the 
foil would have reduced the light monitor curve to nearly zero. The 
typical deterioration of the foil prior to breakage is also evident.
• ' *' *
0 5 10 15
T I M E  (min)
Fig. 4.4: FOIL AGING FOR H* BEAM.
(a) Total light intensity monitor. (b) Beam current monitor, 
(c) (a) normalized to (b).
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In the earlier experiments only a single diaphragm was used between 
the foil wheel and the observation region and broken pieces of foil 
probably caused breakdown of the electric field, although the converse 
may have been the case. The addition of a second diaphragm mostly 
prevented simultaneous foil damage and electric field breakdown showing 
that the two regions had been effectively isolated from each other.
§4.4 ELECTRIC FIELD 
§4.4.1 Field Production
Electric fields were applied to the observation region through the 
high-voltage lead-throughs mentioned above. The main component of each 
of these was the ceramic section of an automotive spark plug. The metal 
outer casing was removed and the centre electrode extended by screwing to 
a brass rod which was inserted into and glued with Araldite to a 
polythene sheath. The whole arrangement was clamped by a brass collar 
into the lid of the target chamber with a rubber O-ring to provide a 
vacuum seal. The normal outside of the spark plug protruded into the 
chamber. Small O-rings were placed between the ribs of the ceramic 
insulator because this was found to increase the voltage that could be 
applied before breakdown occurred, presumably because they helped even 
out the potential distribution along it. Brass caps were attached to the 
screw at the end of the insulator. The last brass cap was adapted to 
accept brass rods which supported the field plates. A set of brass rods 
was made to enable variable positioning and orienting of the field plates 
All metal edges were rounded, with the largest possible radius, and 
polished to reduce corona and sparking.
With this arrangement it was found to be possible to apply up to 
+45 kV and -45 kV respectively to the electrodes although not at the same 
time. The highest potential difference it was possible to maintain 
between the electrodes was about 55 kV.
Electric fields were produced between two polished mild-steel plates 
The plates were 32 mm wide, 3 mm thick, and each had a slot 3 mm wide 
running along its longitudinal axis. The slot was open at one end and 
reached to within 4 mm of the other end. The purpose of the slot was to 
allow passage of the beam through the electric field or observation of 
the field region, depending on the configuration. The plates were 
aligned and placed with a set square and ruler. Because of the effect of 
the slots, the lower limit to plate separation was about 4 mm.
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The plates were produced in pairs to allow production of three basic 
field configurations between parallel plates:
(a) Field parallel to the beam, observation transverse to the
field: In this configuration the plates were set with their plane
perpendicular to the beam which passed through the slots. No beam 
deflection occurred in this configuration. Both t t-  and a-polarized 
components appeared linearly polarized parallel and perpendicular to 
the field respectively.
(b) Field transverse to beam direction, observation parallel
to field: Here, the beam entered the field in a vertical plane
parallel to each of the plates and midway between them. The beam 
was viewed through the slots along the electric field. Charged 
particles in the beam were deflected horizontally by this 
arrangement. Only a-polarized components were observable in this 
case; they appeared as unpolarized light.
(c) Field transverse to beam direction, observation transverse
to field: This was similar to (b) except that in this case the
plates were rotated into a horizontal plane. Vertical deflection of 
charged particles in the beam occurred in this case. Polarization 
components appeared the same as in (a) .
Arrangements (a) and (b) were most commonly used. (b) and (c) both 
had the disadvantage of beam deflection which rendered monitoring at the 
Faraday cup impossible.
Potentials for the electric field were provided originally by two 
Hursant power supplies (-20 kV and +50 kV) . At a later stage these were 
replaced by Brandenburg models 907P and 907N power supplies (+60 kV and 
-60 kV respectively).
The limiting factor to the field strength obtainable was excessive 
current loading of the high voltage supplies. The major contribution to 
this was from electrons scattered from the foil by the beam. Their 
effects were reduced somewhat by the aluminium guard-plate after the foil 
wheel but significant numbers of them were still able to interfere with 
the electric field power supplies. To counteract this, the electric 
field was applied so that, in the case of configuration (a) , the upstream 
plate was made negative to return these low energy electrons to the 
grounded guard-plate. When the other two configurations were used, the
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leading edge of the negative plate was set slightly further upstream of 
the positive one for the same reason. In a typical experiment the 
positive power supply would have been operating at +30 kV and drawing 
about 0.2 mA while the negative supply was at -20 kV.
§4.4.2 Field Patterns
Ideally, for these experiments, a uniform electric field was 
required. Practical considerations, such as the admission of the ion 
beam into the field, allowance for observation, and target chamber size, 
ruled against the ideal situation. It was necessary, therefore, to 
investigate the departure of the actual situation from the ideal.
To obtain a quantitative picture of the electric field applied, a 
simplified model was used [Du 53, p.338] which was derived from the 
Schwarz-Christoffel transformation in complex variable theory. The 
model was unrealistic in that it assumed a two-dimensional configuration 
consisting of two parallel, infinite planes having no thickness and 
infinite slots. Nevertheless, the numbers produced by this model agreed 
fairly well with the results obtained from Stark effect measurements and 
analogue models made on resistance paper.
Contours of equal absolute field strength were calculated by means 
of a computer (IBM 360) and plotted with a CALCOMP plotter. Because of 
symmetry, only one quadrant of the field was plotted. Such a plot is 
shown in figure 4.5(a) for the case where the field-plate separation 
equals the slot width. In figure 4.5(b) is shown the variation of the 
field along the x- and y-axes. Figure 4.5(c) shows the variation of 
field at the centre as a function of slot-width/plate-separation.
The actual electric field on atoms viewed by the monochromator 
varied slightly due to the finite size of the region being observed. For 
configuration (a) above, the viewed region shows, on this model, a 
variation of +10% in ±1 mm in the x-direction and 1.5% along 0.1 mm in 
the y-direction. An actual measurement of the Stark effect on the Hp
line corresponded to an average electric field across the beam volume of 
100 kV.cm-1 when this model predicted a field strength of 100 kV.cm 1 at 
the centre of the field.
42
---- io— -
_____30-
FIELD PLATE
3 mm
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(a) Contours of equal field strength (5% increments).
§4.5 LIGHT ANALYSIS AND DETECTION
Two monochromators were used in these experiments; a McPherson 218 
scanning monochromator for the detailed spectral analysis and a Heath 
EUE-700 for monitoring total line intensity. Outside the exit slit of 
each monochromator a photomultiplier was used to detect photons.
§4.5.1 Lineshape Analysis
The light emitted from ions in the observation region where a strong 
electric field could be applied was analysed by a McPherson 218 
monochromator. This instrument is a 0.3 metre, f/5.3, plane-grating, 
scanning monochromator. The optical system uses a crossed Czerny-Turner 
design to reduce off-axis aberrations at the collimating and focusing 
mirrors and also to allow efficient baffling against stray light. A 
grating having 2400 lines.mm 1 and blazed for 3000 Ä was used; this had a
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nominal reciprocal linear dispersion of 13.3 Ä.mm"1, a resolution of 
0.3 Ä, and an upper wavelength limit of 5400 Ä in first-order.
This monochromator was modified by the insertion of a small glass 
diverging lens before the exit slit to cancel the Doppler broadening as 
described in §3.4 where the method of adjustment of the lens for the 
required wavelength and beam energy was also described. Figure 3.8 
indicates that allowance for beam energy change due to the applied 
eicv -1-- need not be made. To obtain most benefit from the
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reduction of Doppler broadening and yet not reduce the light intensity 
unduly, the slits of the McPherson were usually both set at 125 pm or 
150 pm (corresponding respectively to 1.1 Ä or 1.3 Ä) .
A rotatable, linear polarizer (Polaroid HN22) could be inserted 
before the entrance slit. This meant that it was not operating in a 
parallel beam of light but this was not expected to cause any 
difficulties since a thin Polaroid polarizer was being used. As is well 
known, diffraction gratings show polarization effects. A measurement was 
made of this during calibration (§4.5.4).
A further modification was the addition of a microswitch to the 
constant speed wavelength drive; this closed every 10 Ä and enabled 
synchronization of the wavelength scale with recording devices so that 
corresponding spectra could be added to improve signal-to-noise ratio.
Initial alignment of the monochromator to view the central field 
region was done roughly by eye. Then an electric field was applied and 
the split lineshape scanned for a number of positions along a line 
parallel to the beam line. The position of maximum splitting was 
estimated from these measurements. The monochromator was mounted on a 
wooden "lathe bed" parallel to the beam line for this purpose; a pair of 
1 mm pitch adjusting screws moved the wooden table-top against a pair of 
compressed springs.
§4.5.2 Light Monitor
As was mentioned earlier, light emitted by the beam was monitored in 
the region between the two guard-plate diaphragms. For flexibility in 
wavelength this was done using a Heath EUE-700 scanning monochromator.
It was normally set with wide-open slits (2 mm corresponding to 40 Ä) at 
the fixed wavelength being scanned by the McPherson monochromator. It is 
a single-pass Czerny-Turner configuration having aperture ratio f/6.8 and 
0.35 m focal length. The wavelength range is from 1900 Ä to 1 pm in 
first-order. The reciprocal linear dispersion is 20 Ä.mm-  ^ using a 
grating having 1180 lines.mm”*; the resolution is < 0 . 5  Ä.
§4.5.3 Photomultipliers
For each monochromator, an EMI 6256S photomultiplier was mounted 
outside the exit slit. This tube has a fused silica window and an EMI 
"S" type photocathode of 10 mm diameter. There are 13 dynodes.
45
The housing used was a modified version of that described by 
Carriveau [Ca 70]. The outer part was a brass cylinder. To provide 
shielding against stray electromagnetic fields as well as even cooling, 
an inner copper cylinder surrounded the photomultiplier. It was brazed, 
at the photocathode end, to a hollow copper coil. A hole at the centre 
of the coil admitted light to the photocathode. The inner cylinder was 
supported by expanded poly-urethane foam which also provided thermal 
insulation. A nylon tube brought cooled, dry nitrogen into the copper 
coil which was punctured at various places to allow the cooled gas to 
blow onto the face of the photomultiplier and thence into the rest of the 
cavity; the gas was able to escape either through the slits into the 
monochromator or via a pipe which led through the monochromator housing. 
The cooling gas was generated by boiling liquid nitrogen from a dewar 
containing a small electric heater; the pressure of gas was adjustable 
by altering the current through the heater. It was passed through a 
copper coil immersed in a liquid nitrogen bath immediately before 
entering the housing. In this way it was possible to reduce the dark 
count rate to about half a count per second.
A separate compartment in the brass cylinder contained the dynode 
chain which was carefully made to encourage good performance under 
single-photon counting conditions [Za xx]. A further separate 
compartment contained the photomultiplier pre-amplifier,
§4.5.4 Calibration of McPherson Monochromator
To make relative intensity measurements, the wavelength response of 
the spectrophotometer system was required for both polarized and 
unpolarized light. The light source used for this purpose was a Philips 
tungsten ribbon lamp (W2KGV221) reflected from Eastman White Reflectance 
Standard. With this light source, intensity variation with wavelength 
was measured for the McPherson System. It was found that, under all 
conditions, the variation of transmitted intensity with wavelength 
between 4800 Ä and 4900 Ä was negligible. (This is the region which 
encompasses all of the Stark-affected H line.)p
Polarization effects were investigated by interposing a linear 
polarizer (Polaroid HN22) between the light source and the slit, both 
parallel and perpendicular to the slit. For the same wavelength region 
as above, the mean count rate (i.e. intensity) varied as shown in
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Table 4.1 when polarizers were inserted. Once again there was negligible 
variation of count rate with wavelength.
Polarizer Orientation Transmitted Intensity
(Arb. Units)
None 19600 ± 140
Axis perpendicular to slit 6730 ± 80
Axis parallel to slit 1590 ± 40
Table 4.1: Transmission of Monochromator.
As expected, the table shows that the monochromator is more 
transparent to radiation polarized perpendicular to the slits (and hence 
also perpendicular to the grating rulings), It is seen that the ratio of 
transmission of light polarized perpendicular to the slit to that 
polarized parallel to the slit is 4.2±0.2. The difference between the 
count rates for no polarizer and the sum of the two with-polarizer cases 
is due to absorption by the polaroid.
§4.6 ELECTRONICS
Nearly all of the electronics used was standard nuclear physics 
ORTEC N.I.M. type equipment. Four spectra were collected simultaneously 
in multi-scaling mode — a process dubbed "polyscaling". The four spectra 
were:
(a) Primary signal — the wavelength-analysed lineshape resulting 
from scanning the McPherson monochromator over the desired 
range.
(b) Light monitor — the output of the Heath monochromator viewing 
the zero-field spectral line prior to the electric field.
(c) Beam current — the digitized charge per channel time from 
current collected by the Faraday cup.
(d) Time monitor — the count from a clock delivering 100 pulses per 
second.
All data was fed into a scaler unit containing four scalers. It was 
designed for use with the departmental IBM 1800 computer which after a 
predetermined period of time — the channel length — stopped the scalers,
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read each one, and then cleared and reset the scalers and recommenced 
counting for the next channel of each spectrum; the contents of the 
scalers just read were then stored in the appropriate spectra channels. 
This sequence of operations was found to require about 4 ms which could 
increase to 12 ms if the 1800 was also being used to collect data from 
other experiments; the typical channel length was 6 s. The independent 
time monitor was necessary because the computer was being operated in a 
time-sharing mode; this enabled occasional delays in servicing the 
s^aleis to be allowed for by linear interpolation.
The channel length was determined principally so that it was 
compatible with the scanning rate of the monochromator which was 
determined by the line intensity. It also had to allow for the 
resolution obtainable by the monochromator and to take account of the 
Doppler line-broadening so that details of resolution were not discarded 
by the method of recording data. Accordingly the channel length was
chosen to give at least 5 channels in the width of a scanned line with no 
electric field.
§4.6.1 Photomultiplier Electronics
The signals from both photomultipliers were handled in exactly the 
same way. Both tubes were operated in the pulse-counting mode because 
this immediately provided data in a digital form. High voltage supplies 
for both photomultipliers were FLUKE 3 kV supplies.
Pre-amplifiers were built in the department using a design of 
Jackson's [Ja 65]. They were direct-coupled, non-overloading, fast rise­
time « 1 0  ns) amplifiers. These were located in the rear compartment of 
the photomultiplier housing. To facilitate coupling, the 
photomultipliers were operated with their anodes at ground potential.
The signals from the pre-amplifiers were applied to ORTEC 410 linear 
amplifiers using no pulse shaping in the latter and thence to ORTEC 
single-channel analysers. The logic pulse outputs from these were then 
counted by the 1800-readable scalers.
To set these electronic components the pre-amplifiers were trimmed 
to give the cleanest possible pulses (least ringing); the 410 amplifiers 
were adjusted to provide sufficient amplification that the amplifier 
noise was just above the minimum threshold of the single-channel 
analysers. These latter were used as integral discriminators; their
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lower level was set to a level such that pre-amplifier noise (as 
amplified by the 410 amplifiers) was cut out.
The tube voltage was selected so that the multiplication achieved 
was sufficient to lift the output above the pre-amplifier noise to an 
extent just short of the point where other tube noise (possibly ion 
emission from the dynodes) was not evident above the pre-amplifier noise. 
After amplification by the 410 amplifier, the discriminator bias level 
was set as described above thus letting the greatest number of (signal + 
dark current) counts be counted. The large number meant that small 
fluctuations in the electronics (gain, bias level, tube voltage, etc.) 
had the least possible significance.
The optimum tube voltage was found to be about 1300 V, some 200 to 
300 V lower than would normally be chosen for strong light sources. This 
was chosen since an increase of 100 V was found to increase the light 
count-rate by about 10% but the dark count-rate increased by 25% to 30%.. 
Such increases reduced the significance of the signal-to-noise ratio in 
the relatively short counting time per channel which was determined by 
the monochromator scanning rate, spectral linewidth, and foil lifetime.
§4.6.2 Beam Current
Beam current was collected in a Faraday cup beyond the experimental 
region and measured by use of an ORTEC 439 Current Digitiser whose output, 
the digitized charge, was applied to one of the 1800-readable scalers. 
This type of monitoring was unsuitable in the case where the beam was 
deflected.
§4.6.3 Time Monitor
This was a locally-made unit arranged so that it was started by the 
micro-switch attached to the McPherson monochromator's drive shaft. 
Simultaneously, it signalled the 1800 computer to begin polyscaling. It 
provided 100 pulses.s_1 to the scalers to be used as a check on 
differential linearity of the other spectra; this feature was 
necessitated by the 1800 computer's being used in a time-shared mode.
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CHAPTER 5
EXPERIMENTAL PROCEDURE
§5.1 PRELIMINARY
Because of the low HD light intensity obtainable from the beam-foilp
source, it was necessary to choose operating conditions carefully. For 
example, the light intensity varies inversely with the cube of beam 
energy [Ga 70] so that a low beam energy was required. Thus, the 
accelerator was run at about 400 keV, the lowest energy permissible for 
stable operation and reasonable beam current. The analysing magnet was 
then set to select the H2 beam because decomposition of these particles 
in the foil would then yield H+ particles at an energy of about 200 keV. 
Under these conditions it was found possible to obtain a beam current at 
the Faraday cup of 15-20 yA; currents of just over 30 yA were obtained 
rarely while a current of less than 10 yA was difficult to use because of 
the low intensity. Attempts to use a beam of H3 were not fruitful 
because the current obtained was too low. It is worth pointing out here 
that the measured beam current is related indirectly to the light 
intensity because, for hydrogen, the light-emitting particles are neutral 
and so do not contribute to the measured beam current.
§5.2 DATA COLLECTION
It was normal procedure to scan a region of 50 Ä at a rate of 
2 Ä.min 1. Data collection was over 250 channels at a rate of 10 
channels.min- 1 thus producing a spectrum scaled at 5 channels.Ä" 1. This 
combination of scanning rates meant that, in view of the Doppler line­
broadening, no detail was discarded by choosing too coarse a recording 
resolution. Such a spectrum thus took 25 minutes to acquire. It was 
possible to scan with wavelength increasing or decreasing since the data 
collection programme was able to rearrange the spectrum appropriately so 
that the lower wavelength end of the spectrum always occurred for low 
channel numbers. By reversing direction for successive scans, time 
between scans was reduced and the possibility of foil-aging affecting the 
data could be examined. It was found that this procedure was convenient 
in practice and that aging effects gave inconsistent results if beam-
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current normalization were used but consistent results if normalization 
to the unscanned total-light monitor were used.
Background scans were made at the start of an experiment and also 
periodically during the duration of the experiment. This enabled a check 
to be kept on the cooling of the photomultipliers as well as supplying 
background data for normalization procedures (see §5,3.1).
Background scans could be of several different types. By switching 
the analysing magnet off, no beam entered the scattering chamber so that 
the tube dark-counts were measurable. With the analysing magnet but no 
foil in the beam path, stray light from the beam or residual gas 
molecules could be checked; this was found to be negligible. If the 
electric field were switched on at this stage the background was found to 
increase by about a factor of two, probably due to deflected electrons 
and beam particles hitting different parts of the chamber and also to 
window fluorescence.
§5.3 DATA STORAGE AND MANIPULATION 
§5.3.1 Normalization of Spectra
After, or during, collection it was possible to normalize data by 
means of an on-line programme. The first step was to check the 
differential linearity of the spectra by reference to the time-monitor 
spectrum and adjust accordingly; this procedure was necessary since 
other experiments were being recorded by the 1800 computer and there were 
occasional clashes of priorities. Delays in servicing showed as an 
increased count in one channel and an equally decreased count in one or 
more succeeding channels. Count numbers in the other spectra were 
adjusted in the corresponding channels to the same extent necessary to 
even the two channels of the time-monitor spectrum. An acceptable time- 
monitor spectrum was a horizontal line. The time counts per channel was 
also used to convert the specified background counts per minute to counts 
per channel.
After this step the time-monitor spectrum was discarded. The 
scanned lineshape spectrum was then normalized to the total-light monitor 
and, separately, to the beam current.
In principle there are two ways of choosing when channel advance 
will occur and the method of normalization will depend on which of these 
is chosen. They are: Same time per channel or same monitor count per
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channel. The mathematics required for normalization is equally simple 
and equivalent in either case, and if the scanning monochromator is 
equipped with a stepping motor neither method is more advantageous than 
the other. Our monochromator had a constant speed scanning motor which 
meant that we could only scan equal wavelength intervals in equal time 
periods and this plus the fact that the background was presumed constant 
or linearly varying with time dictated our choice of channel advance and 
normalization procedure. This allowed a time check on the channel width 
to be made.
The normalization procedure made the following assumptions:
(a) Constant time per channel.
(b) Scanned spectrum background is a linear function of time 
and, hence, of channel number.
(c) Photon monitor counts are large enough for its background 
to be regarded as constant for the duration of a scan.
The channel-by-channel normalization procedure was as follows:
(a) Subtract background for this channel (B^ ) from spectrum
count (S^). (S^  was usually greater than B_^  or at least of the same
order of magnitude.)
(b) Subtract appropriate background to obtain monitor count 
for this channel (C^).
(c) Normalize to a predetermined normalization level (N).
(d) Multiply the background by N/M, where M is the mean 
monitor level.
(e) Add (c) and (d) to avoid zero or negative counts in any 
channel.
(S. - B. )N B.N 
K. = 1 : ■ i- + -i_ .
Step (e) was done to preserve, as near as possible, the statistical 
characteristics of the spectrum and minimise the channel-by-channel 
calculation time for later fitting procedures. It is preferable but not 
essential that the monitor count be considerably greater than the 
spectrum count. In the "background only" parts of the normalized 
spectrum, random fluctuations may cause the counts in some channels to 
become zero or negative. For reasons associated with computers, viz.
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speedier fitting calculations and storage and display of negative numbers, 
the normalized count in such channels was increased to 1 by "borrowing" 
from adjacent channels. This does not unduly distort the scatter in 
parts of the spectrum which are already very "noisy".
In this manner, three normalized spectra were calculated. Two were 
the original scanned lineshape normalized to each of the monitors. The 
third was the ratio of the two monitors raised to a level such that its 
significance was not lost due to the integer storage of data in the 
computer.
The three normalized spectra were then stored as part of the data 
set containing the three remainirlg original spectra. Figure 5.1 shows 
such a data set. This particular data set is not a typical, high-quality 
one for it shows also some other features of data collection which will 
be discussed in §5.4.
§5.3.2 Addition of Spectra
Two basic methods of improving the statistical significance are slow 
scanning of spectra or addition of corresponding spectra. The scanning 
speed selected (2 Ä.min 1) was about as slow as could be used without 
seriously increasing the risk of foil breakage during a scan.
For a minimum linewidth of about 1 Ä, distortion of lineshape was 
avoided by collecting at a minimum of 5 channels,Ä 1 which corresponds to 
six seconds per channel. Most of the higher priority computer operations 
which change channel length are over in two seconds and six seconds per 
channel means very little interference is observed, e.g. less than 1 per 
103 channels.
To enable the addition of spectra, an off-line summing programme was 
provided. This programme assumed that differential linearity of the 
spectra was corrected; prior normalization was necessary to assure this. 
Only the three spectra actually collected during the course of the 
experiment were added after time-correction; the normalized spectra were 
discarded.
Provision existed within the programme to "slide" the spectra 
relative to each other so that the same wavelength appeared in the same 
channel (normally to within 0.2 Ä); this enabled allowance for backlash 
in the wavelength drive of the scanning monochromator in case the
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WAVELENGTH (X)
4 8 6 0 4 8 8 0
Fig. 5.1: COMPLETE DATA SET AFTER NORMALIZATION.
(a) Original scanned lineshape. (b) Total light intensity monitor, 
(c) Beam current monitor. (d) Lineshape normalized to total light; 
(a) to (b). (e) Lineshape normalized to charge; (a) to (c).
(f) Light monitor normalized to charge; (b) to (c).
direction of scanning were reversed. After addition, the summed spectra 
were normalized as described above.
Prior to addition, the spectra were checked visually to ensure that 
bad (e.g. noisy) spectra that would not improve the statistics were not
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added in. In some cases there were noisy channels containing a high 
count because the photomultiplier had picked up noise such as a spark 
caused by momentary breakdown of the electric field or from the 
neighbouring cyclotron. These were identified by being many standard 
deviations greater than adjacent channels. They were adjusted by 
replacing the channel contents by the average of the channels on either 
side in those cases where it could obviously be done, e.g. in the 
background region but not at a peak. Runs such as in figure 5.1 would 
not be included in a summation. A complete data set after summing and 
normalizing is shown in figure 5.2,
4840 4860 4840
WAVELENGTH ( l )
Fig. 5.2: SUMMED DATA SET.
H 3 in 97 kV.crn"1 electric field. Sum of 8 individual data sets.
(a) Original scanned lineshape. (b) Total light intensity monitor, 
(c) Beam current monitor. (d) (a) normalized to (b).
(e) (a) normalized to (c). (f) (b) normalized to (c) .
55
Figure 5.2 indicates how the excitation efficiency of a foil 
decreases; the normalized spectrum (f), the light/charge ratio, is a 
direct measure of this. It can be seen how a spectrum may be distorted 
by normalizing to beam current (e) rather than to total light emission 
(d) if the high- and low-wavelength peaks in each spectrum are compared.
For comparison, figure 5.3 shows the spectrum of the o-components of 
the Stark-affected line normalized to the light-intensity monitor and 
the ratio of light-intensity monitor to beam-current monitor for both a 
summed spectrum and one of its component spectra. The improvement in 
signal-to-noise ratio is evident.
§5.4 MONITORING CONSIDERATIONS
Some of the points to be considered with respect to the two monitors 
have already been mentioned earlier but they will be gathered together 
here. The time monitor was not really a monitor in the same sense as the 
monitors of total light intensity and beam current since its function was 
to check on the recording instrumentation rather than on conditions 
within the source itself.
§5.4.1 Total Light Intensity
The principal feature was that this monitored what was actually
being observed —  the H0 light. It therefore afforded the most directp
check possible of the source conditions.
To be effective, it was necessary to prevent its seeing anything 
other than the emission of light from the ion beam such as light emitted 
from the foil. The upstream diaphragm of the guard-plate served to 
achieve this. The downstream diaphragm shielded that portion of beam 
being viewed by the Heath monochromator from the high electric field 
which meant that the light seen was not Stark-broadened thus enabling the
the whole of the H line to be observed regardless of the electric fieldp
further downstream.
The interpretation of this monitor will be discussed in §5.4.3. 
§5.4.2 Beam Current
The disadvantage of using this monitor to normalize the scanned 
lineshape is that it almost never monitors the source of interest. In a 
beam-foil source of some heavy ion, say neon, a mixture of charge states
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is produced. The Faraday cup will register all of these giving greater 
weight to the higher charge states. One will require to analyse light 
from one of these charge states and, in some cases, will not know 
definitely which is the charge state in question.
In the other extreme case, that of hydrogen, the light is emitted 
from neutral particles which are not even registered by this monitor.
For example, a beam of 200 keV hydrogen, after passage through the foil, 
will consist of 5% neutral atoms and 95% protons. A change by 0.5% in 
the composition of the beam due, perhaps, to some change in the foil 
condition will be undetectable in the signal from the Faraday cup but 
will correspond to a change of 10% in the neutral component. At best, 
the beam current is only an approximate monitor; in the case where a 
deflecting field is applied, it becomes all but useless.
The use to which beam current was put was in connection with the 
condition of the foil and this is discussed in the following section.
§5.4.3 Foil Condition Indicators
When considered together as well as separately, both of the above 
monitors provided a check on foil condition. As has already been 
mentioned, this was the purpose of the third normalization of the 
procedure of §5.3.1, viz.
'l /l
where A is an arbitrary constant (usually some power of 10) to give about 
3 digits in the integer R_^ .
Figure 4.4 shows (a) the total light monitor, (b) the beam current 
(or charge) monitor, and (c) the ratio of (a) to (b) spectra of a 
particular scan. The dip in (a) is repeated in (b), and (c) confirms 
that this was merely a beam fluctuation. The slower decrease later in 
spectrum (a) is not so well shown by (b) as a check with (c) confirms; 
this would imply deterioration of the foil. The discontinuity in all 
three spectra shows where a sudden, presumed breakage occurred in the 
foil though obviously some part of the foil still remained to provide 
light.
A similar examination of figure 5.1(b), (c), and (f) which
correspond respectively to figure 4.4(a), (b), and (c) shows a case where
the foil broke almost completely without prior deterioration.
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§5.5 DATA FITTING
To obtain numerical data from a spectrum such as figure 5.2(d) it 
was necessary to decompose it into several separate spectral lines which 
could then be compared with the results of the theoretical calculations 
outlined in Chapter 2.
The method used was to employ a non-linear, least-squares fitting 
procedure. A composite lineshape was postulated and a computer programme 
written to fit this to the observed spectrum. A local, standard 
subroutine, "FITTEM" [Ha 69, Ha 71], was used to do the fitting.
§5.5.1 Postulated Lineshape
At the basis of the fitting procedure was the individual lineshape 
expected from the total optical system - beam-foil source, transfer 
optics, and monochromator. Because of the complexities involved in 
convoluting a number of contributions to this lineshape, a completely 
empirical approach was adopted. Any spectral lineshape requires at least 
three parameters for its complete specification: height, width, and
position; these combine non-linearly, The lineshape selected was a 
Gaussian curve with an admixture of a Lorentzian curve having the same 
width to provide a higher tail which experimental observation showed to 
be desirable; thus four parameters were required. The ratio of 
Lorentzian-height to Gaussian-height was originally adjustable. For 
consistency, this ratio was fixed at a value of 0.3 which was determined 
by fitting the lineshape to a zero-field observation of an isolated 
spectral line. The value found by this process was in fact 0.3 ±0.3 
which reproduced the lineshape to within 5% of the tail height at places 
less than 10% of the peak height and, therefore, requires 103 counts in 
the peak before being detectably different. When the programme was 
allowed to vary this ratio in one case, it made an insignificant change. 
For a superposition of lines, in any case, the fitting procedure is 
insensitive to such fine detail.
The Stark effect pattern produced in a line was taken to be a linear 
superposition of a number of these basic lineshapes (15 for H , of whichp
the central one necessarily had zero intensity) symmetrically disposed 
about a mean position — the centre of symmetry — and each being equally 
displaced from its nearest neighbours. Thus, the fifteen line positions 
require only two variable parameters — the unit of displacement and the 
centre of symmetry.
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According to the theory of transition probabilities of the Stark 
effect, symmetrically displaced components should have the same 
intensities. Experiment showed that this was not so but, to take this 
into account, the heights of symmetrically displaced components were 
taken in pairs by using as parameters for the pair a mean height and an 
asymmetry factor (F ) so that the two heights were given by:3
(mean height) x (1 ±F ); if this factor were zero there was no asymmetry,3
if ±1, one of the lines had zero intensity. This device also had the 
effect of assisting more rapid convergence during fitting.
The position of the centre of symmetry was, itself, to be determined 
by the fitting programme as was the width of the lines which was taken to 
have a common value for all the lines. Since a non-uniform electric 
field could produce a broadening effect proportional to the amount of the 
shift, a further parameter was added to allow for this. The width of 
each line was taken to be the sum, in quadrature, of the previously 
mentioned width and a component linearly proportional to the absolute 
displacement of the line from the centre of symmetry. This parameter was 
found to yield only a marginal change in the quality of fit; its value 
was not significantly different from zero (~ 50% of its estimated error) 
and it made no detectable change in the fitted relative intensity of the 
lines. Hence it was assumed to be zero and omitted from later spectrum 
analysis.
Similarly, to allow for possible linewidth variation with wavelength 
caused by the Doppler correction-lens (§3.4), a further parameter was 
introduced to modify the linewidth. This produced a modification 
proportional to displacement from the centre of symmetry which was added 
to the linewidth in quadrature, as above, but using the sign of the 
displacement for the addition. This parameter also returned an 
insignificant small value and had negligible effect on the relative 
intensities.
One further consideration was that it was possible that the electric 
field could change the shape of the component lineshapes so that allowing 
the ratio of Lorentzian-to-Gaussian to vary could have resulted in a 
closer fit. For reasons of consistency and also that an extra parameter 
would have required extra fitting time, which is roughly proportional to 
the square of the number of parameters and would not have increased the 
reliability of the intensity results, this was not done.
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To all of the above was added a linear background requiring a 
further two parameters for its specification. The background was 
expected to be constant but could change with time as the photomultiplier 
warmed up, or with wavelength if there was some stray light. The slope 
and mean value of the fitted background gave indications whether further 
attention should be given to these matters during experimental runs.
Starting values for the parameters were estimated by reference to 
the actual spectrum and taking account of the theoretical transition 
probabilities which enabled the height of the central component to be 
made zero at the outset and not permitted to vary. Similarly the 
quasi-selection rules discussed in §1.3.1 suggested that the two outer 
lines at each end could be made zero to begin with. With these 
postulates a typical fitting process occupied about 12 minutes on the 
UNIVAC 1108 computer. The final result was displayed by plotting the 
original data, the fitted lineshape, the component heights, and the 
background together using a CALCOMP plotter. Such a plot is shown in 
figure 5.4.
§5.5.2 Optimization Function
To enable the fitting subroutine to have a criterion for 
optimization a function was supplied to it that was effectively a reduced
oX -value. The use and limitations of this function will be discussed in
§6 .2 .1.
This subroutine, FITTEM, was designed to return not only the fitted 
parameter values but also estimates of how much each of these must be 
varied individually to increase the corresponding optimization function 
value by a specified amount as well as estimates of the correlations 
between parameters. This provided some estimate of the uncertainty 
though in a fairly restricted way (see §6.2.1).
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CHAPTER 6
RESULTS AND THEIR COMPARISON WITH 
THE THEORETICAL MODEL
The nature of the theoretical model of the experiment which was 
outlined in Chapter 2 was such that it was impracticable to work
backwards from the observed intensities to deduce the initial conditions 
of the experiment at the carbon foil.
Accordingly, the procedure adopted to compare the experimental 
results with the theoretical model was to write a computer programme 
embodying the model. Various initial conditions were tried in the
programme and the intensities predicted for these conditions compared 
with those actually observed.
Before proceeding to discuss the experimental results we will 
digress here to discuss the computer programme and some of its 
characteristics.
§6.1.1 Outline of Computer Model
The programme was written in FORTRAN V to run on the Australian 
National University's UNIVAC 1108 computer. It allowed for a region of 
zero electric field following the foil, and then one or two successive 
electric field regions; the beam particles were assumed to be observed 
in the final region in both cases. The lengths of the various regions 
were variable. Transitions between regions were assumed to be sudden and 
effected by means of unitary transformations as discussed in Chapter 2.
Initial conditions were specified by reading in the values of those 
density matrix elements which were not equal to zero. The density matrix 
was specified at this time in the {njlsmynj representation where the 
z-axis coincided with the beam direction.
Provision was made to rotate the frame of reference to accommodate 
the three electric field configurations of §4.4.1 since there are at 
least two reasonable choices of the z-axis, viz. the beam axis and the 
electric field direction. Since these do not always coincide, it was
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considered necessary to enable transformations between them. Moreover, 
because of the suggestion by Sellin [Se 69a] that a z-axis in the plane 
of the foil could be an appropriate one, provision was made to 
accommodate this choice as well. The rotations (all through 90°) were 
made by means of unitary transformations (see Appendix B). They were all 
carried out, if applicable, immediately prior to exit of the beam from 
the foil so that they operated on the density matrix in the {n£sm m } 
representation.
At the time of exit from the foil into zero field a unitary 
transformation was used to convert to the {n£jm} representation which was 
the most convenient one for handling radiative decays in zero field. It 
also enabled the direct application of Lüders' theory. The matrix 
elements of the transformation were the Clebsch-Gordan coefficients 
[Co 51; P-123]. At this stage the z-axis was either coincident with the 
beam direction or as it was left by a rotation.
Radiative decays from the states in question, in this case the 
states of the n = 4 levels, were permitted prior to observation of the 
spectral lines. The method for doing this was outlined in §2.2.2 and 
§2.3.2. The decay constants, or total transition probabilities, for zero 
field were obtained from the tabulation of Wiese et al. [Wi 66]; those 
for the electric field regions are detailed in Appendix C.
As mentioned in the introduction to Chapter 2, cascades from higher 
levels were not allowed for because they would have complicated the 
analysis to the point of making it impossible, and also because there is 
evidence that they are close to negligible for the n = 4 level of hydrogen 
at beam energies around 200 keV [Sc 71].
The intervening transition into the electric field, in the case of 
configurations (b) and (c) of §4.4.1 was effected with a unitary 
transformation matrix whose elements were calculated by the method of 
Lüders [Lu 51]. To handle the case of field reversal into the second 
electric field region for configuration (a), an inverse transition was 
first made to zero field and then a second unitary transformation was 
calculated and applied.
To calculate the observed intensities, a subroutine was written that 
carried out the operation described by equation (2.7). Transition 
probabilities derived from the tables of Moody [Mo 64] (see Appendix C) 
were used for the quantities P in the equation. The conditions for
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including particular terms in the summation have already been explained 
in §2.5. Since our monochromator was unable to resolve fine-structure 
the results of these calculations were added for each Stark splitting 
unit.
Included in the calculation of intensities was a factor to allow for 
polarization properties of the McPherson monochromator; this enabled 
direct comparison with experiment. The results of §4.5.4 were here 
incorporated. Because of the differing orientations of the electric 
field with respect to the diffraction grating rulings, the way in which 
this particular adjustment was applied had to be sufficiently flexible to 
accommodate three configurations.
The output of the programme included the initial density matrix, the 
transformation matrices, eigenvalues of the electric field perturbation 
calculation, and the density,matrix at various stages of the calculation; 
it was possible to"suppress some of these details if desired. Finally 
the 7T- and o-intensities were listed, together with their sum, after the 
appropriate monochromator polarization correction had been applied and 
plotted approximately on the line-printer for ease of examination.
§6.1.2 Characteristics of the Model
In essence, the application of the model consisted of choosing an 
initial density matrix, performing a number of unitary transformations 
upon it, and, finally, applying an emission operator to it.
Because of the unitary transformations it was possible to check the 
precision of the calculation to see whether truncation errors in the 
computation process were significant. In this regard, the special case 
of a statistical initial population was important, i.e. the case where 
all initial states were equally populated. The density matrix for this 
case was initially proportional to a unit matrix. Since the unitary 
transformation of a unit matrix is a unit matrix, this provided a check 
on the calculation.
In case a rotation about the y-axis was performed, a statistical 
population must result due to the isotropy of space. In fact, this 
turned out to be so; off-diagonal elements introduced were all of the 
order of 10”8 or less, compared to unit diagonal elements. Genuine 
coherences introduced by rotation gave off-diagonal elements which were 
all of the same order of magnitude as the diagonal elements, thus showing
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that those of the order of 1CT8 were due to truncation effects. The 
off-diagonal elements were produced only between states having the same 
value of £ quantum number. In all cases where the specified initial 
populations were equal, i.e. isotropic, within the sublevels of a given £ 
value, rotation produced no effect on the final result.
The Clebsch-Gordan coefficients connect only states whose £ quantum 
numbers are equal and whose m^ values differ by 1 so another check was 
possible here.
For the Stark effect transformation, only states having the same 
magnetic quantum number, m, are mixed. Lüders shows in his paper how 
energy levels at zero field coordinate with energy levels in strong field 
for an adiabatic transformation by employing the non-crossing rule. This 
eliminates the possibility of populations of some states of the same m 
value being mixed. In the case of a sudden transition, as assumed here, 
all states of the same m can mix.
One further property of the model arose through the time evolution 
of the density matrix (equation 2.5). In addition to the decay of the 
states, the off-diagonal elements have an oscillatory factor which may be 
observable under suitable conditions. For zero field-conditions, the 
value of d) is the order of 0.1 cm 1 which corresponds to a frequency of 
the order of 109 Hz. A beam of hydrogen atoms with an energy of 200 keV 
will have a velocity of 6 * 109 mm.s"1, so that one cycle of oscillation 
at 109 Hz will occur in a linear distance of about 6 mm. This is of the 
same order of magnitude as the spatial extent of the zero-field region so 
that the choice of a zero-field distance for the model will be important 
for the coherence terms of the density matrix.
In a strong electric field the fine-structure states of a Stark 
level all have different values of m and the electric field cannot 
introduce coherences between such states. In an electric field of about 
75 kV.cm-1, the splitting between different Stark levels is of the order 
of 20 cm 1 or 6 x 1011 Hz. For 200 keV hydrogen the spatial distance of
—  O _  Oone cycle will now be 10 - 10 of that given above so that such 
oscillations will not be observable with an observation distance covering 
over 0.1 mm.
Although the electric field cannot introduce new coherences, there 
is s~ill the possibility that coherences resulting from the earlier 
sudden transition from the foil may persist between fine-structure states 
within the same Stark effect level.
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Calculations were performed in which the length of the zero-field 
region for a fixed, non-isotropic initial state population was varied.
The intensities observed in the second electric field region when plotted 
as a function of zero-field length showed beats which coincided closely 
in frequency with the frequencies between the various fine-structure 
levels in zero field.
§6.1.3 Application of the Model
The strategy originally adopted to make use of the model just 
described was to assume that the geometrical configuration of the 
experiment was known and to use these values of distances in zero field 
and in each of the electric field regions together with initial state 
populations as input data to the programme. When a suitably close match 
to the experimental data was obtained, it was planned to vary the 
geometrical parameters slightly to try to improve the match.
A few representative guesses were made to obtain some feeling for 
the outcome of various initial configurations. A typical experimental 
geometry (field plate spacings, etc.) was selected for the simulation and 
the programme was run for the following initial state populations:
(a) only s states populated;
(b) only p states populated;
(c) only d states populated;
(d) only f states populated;
and also for a statistical population. In each case the populated states 
all had equal populations. The results are shown in figure 6.1, (a), (b),
(c), and (d), and figure 6.2.
For all initial population distributions, the conditions specified 
in §2.1 of spin independence and cylindrical symmetry were observed, i.e. 
it was always assumed that the populations of states of fixed i quantum 
number was the same for the +m^ sublevel as for the -m sublevel 
regardless of the value of m .
With the trials shown in figures 6.1 and 6.2 as a guide, an attempt 
was made to find a set of initial conditions that would approximate the 
experimental data. A series of tests using, once again, a typical 
experimental geometry in which only 4p and 4d levels were considered to 
be initially populated is depicted in figure 6.3. All sublevels within 
the p and d levels were equally populated (i.e. isotropic distribution).
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Fig. 6.1: MODEL INTENSITIES FOR VARIOUS REFERENCE INITIAL POPULATIONS.
Semi-circles indicate components too weak to be seen on this scale.
X is the Stark displacement unit. Initial population: (a) only s;
(b) only p; (c) only d; (d) only f.
In the diagram, p and d refer to the initial population of each p and d 
sublevel; the quantity R indicates relative initial sublevel 
populations (R = l: Only d sublevels initially populated; R = -l: Only p
sublevels initially populated.). Since the model predicts no asymmetry 
between positively and negatively displaced lines, only positive 
displacements are depicted. The most striking variation with R occurs in 
the ttIO, g2, and a4 components. More detailed comparisons with the 
experimental data will be made in §6.3.
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Fig. 6.2: MODEL INTENSITIES FOR STATISTICAL INITIAL POPULATION.
Semi-circles indicate components too weak to be seen on this scale.
§6.2 EXPERIMENTAL SPECTRA
One of the most striking features of the results obtained 
experimentally is that their appearance depends upon the polarization 
characteristics of the monochromator. Most of the results were obtained 
using configuration (a) of §4.4.1 (field parallel to beam axis, 
observation perpendicular to field) and a good spectrum obtained in this 
way is shown in figure 5.4. Because, in this configuration, the electric 
field was perpendicular to the rulings of the monochromator grating, the 
•f t-components which largely appear at the outer edges of the spectrum are 
more prominent than the a-components.
By way of contrast, when data was collected in configuration (c) of 
§4.4.1 (field, beam axis, observation direction mutually perpendicular),
69
2z£.)
D-t-P Iniliol
COMPONENTS
to  4
a 2 .
COMPONENTS
Fig. 6.3: MODEL INTENSITIES FOR THE CASE WHERE ONLY p AND d LEVELS ARE
INITIALLY POPULATED ISOTROPICALLY IN VARYING AMOUNTS.
R is a measure of the relative initial populations of the p and d 
levels.
a spectrum such as in figure 6.4 appeared. The explanation for the 
difference is that now the a-components are more prominent than the
TT-components because the electric field was parallel to the monochromator 
grating rulings.
The polarization characteristics of the monochromator were discussed 
in §4.5.4. From the intensity ratio there, it is estimated that the 
relative intensities of tt- and a-components in figures 5.4 and 6.4 differ 
by a factor of 17.5.
70
4 8 4 0 4 8 5 0 4 8 6 0
WAVELENGTH (Ä)
4 8 7 0 4 8 8 0
Fig. 6.4: Hg SPECTRUM OBTAINED BY VIEWING PERPENDICULAR TO BEAM AND
FIELD DIRECTIONS — FIELD PERPENDICULAR TO BEAM AND PARALLEL TO GRATING RULINGS.
+u°bferVed data; .CUrVS is fitted‘ Vertical lines are fitted heights which are proportional to component intensities since all components 
haVe the same width. Wavelength scale zero is approximate. Electric 
field is 68 kV.cm . Sum of 9 individual spectra.
§6.2.1 Quality of Fitting
Following collection, the data were fitted using the procedures
outlined in §5.5. It is appropriate to discuss here the quality of the 
resultant fits.
The criterion of optimization used for the fitting programme was 
effectively a reduced X2-value which will be referred to henceforth as a 
quality factor. An estimate of uncertainty in fitted parameters provided 
by the programme was, for each parameter, the amount by which it, if 
acting independently, would have to change to increase the value of the 
quality factor by a specified fraction above its minimum value. The 
programme also provided an estimate of the correlations between 
parameters which showed that most of the parameters are by no means 
independent. For example if the height of the second peak from the right
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in figure 5.4 were to be altered, the height of the peak third from the 
right would have to be changed by a comparatively large amount to 
maintain a reasonable fit of postulated lineshape to the data.
Further, the quality factor is a function of the whole of the 
spectrum. Many of the fitted parameters influence only a small portion 
of the spectrum and so one of these parameters has to be changed by a 
large amount to change the quality factor by the specified amount. Other 
parameters are connected with a large part of the spectrum so that the 
accuracy estimates of these are more meaningful. Examples of the latter 
class of parameters are the centre of the symmetry, the unit of 
displacement, the width of each component lineshape, and the background.
In practice, the programme was made to print out the deviation of 
each data point from the fitted curve in units of the standard deviation 
(taken to be the square root) of each data point. These were then 
examined to see if approximately equal numbers of positive and negative
values were obtained and also to check that their absolute values were
not too high, too often.
It was really feasible to carry out this type of check only in the 
region of a fairly isolated peak. A visual check of these reassured that
the quality of the fit in these regions was quite fair. In most cases
the quality factor obtained was ~ 1, which is what the reduced x2-value 
was expected to approach if the fluctuations in data followed random 
statistics.
§6.2.2 Tabulation of Experimental Data
A summary of the data collected is given in tables 6.1 to 6.4. Each 
table is divided into three columnar sections. The first of these 
contains details pertaining to the experimental conditions under which 
the data was obtained such as beam energy, distance of observed region 
downstream from the foil, and number of runs summed to obtain this data 
(see §5.3.2). Since beams were always used, the energy given is half 
the actual beam energy. The total distance from the foil is given. An 
indication of zero-field distance is also given in the column "No. of 
Guard Plates"; one guard-plate implies a zero-field distance of about 
2 mm while two guard-plates implies about 9 mm length of zero-field (see 
§4.2).
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Other columns of the table contain data obtained from the fitting 
procedure (§5.5) which are divided into two sections: intensity of the
components as a function of their displacement (X) from the centre of 
symmetry and the calculated full width at half maximum of each component, 
the calculated electric field strength, and the quality factor. Large 
differences between intensities of symmetrically displaced components 
such as those at X = ±12 and ±14 should be disregarded since these 
components are very weak compared to all of the others and are 
overwhelmed by them in the data.
In tables 6.1 and 6.2, the data are grouped into rows depending on 
the distance downstream from the foil. This parameter identifies data 
collected in the same set of experimental runs. The energy at which data 
was collected was determined by the accelerator itself and which energy 
it settled more or less comfortably into on the occasion. Since it was 
necessary to run at low energy to achieve reasonable light intensity 
(see §1.2), the accelerator was run at the lowest energy at which it was 
reasonably possible to achieve a large enough beam; this was almost 
always about 400 keV to 430 keV. Hence the energy range was restricted 
and there was no evidence that any significant change in the data could 
be ascribed to it.
Because of this and also because there is no reason to believe that 
the electric field strength could affect the data (as long as it is well 
within the strong-field range, i.e. >  100 V.cirT1)/ the intensities were 
averaged at each displacement X for each distance from the foil. (The 
intensity values are all adjusted so that they sum to 1000 in order that 
comparisons might be more easily made.)
For the same reason, and also because of the similarity of data 
obtained with only a single guard-plate as compared with those obtained 
with the double guard-plate, averages of the fitted intensities for each 
displacement X were made for each of these two configurations. Such 
averages are distinguished in the table from those of the previous 
paragraph by being labelled "mean".
Table 6.2 has two major subdivisions for t t-  and a-components 
respectively and corresponds to table 6.1. The electric field in both 
tables was parallel to the beam axis and the beam was viewed at right 
angles.
77
The data in tables 6.3 and 6.4 were all collected during the course 
of a single series of observations and have the same beam energy and 
distance of observation downstream from the foil. These quantities are, 
therefore, noted at the foot of the table.
This experiment differed from those recorded in tables 6.1 and 6.2 
in that, in this case, the electric field was perpendicular to the beam 
direction. In table 6.3, the direction of viewing was transverse to both 
the beam axis and the field (configuration (c) of §4.4.1) while for 
table 6.4 the direction of observation was transverse to the beam 
direction but parallel to the field direction (configuration (b)). In 
the latter case, of course, only G-components were seen and these 
appeared unpolarized.
The necessity for providing a uniform electric field in the 
observation region together with the size and shape of the electrodes led 
to viewing the beam at a distance of 38.5 mm from the foil. The 
comparatively large decay length for hydrogen n = 4 at 200 keV meant that 
this caused inappreciable loss of intensity. The zero-field distance 
remained at about 9 mm since the double guard-plate was used.
In the column labelled "No. of Runs Summed", the +(-) sign indicates 
that the data were collected by scanning the monochromator in the 
direction of increasing (decreasing) wavelength. The label "Combined" 
implies the summation of the two preceding data sets in the tables by the 
methods of §5.3.2. The "Average" at the foot of each table is, as above, 
the average intensity for each displacement X; only the data sets marked 
with an asterisk (*) were included in the average. Some data sets were 
collected with the electric field reversed in each configuration; this 
is indicated by the use of an arbitrary sign in the "Field Strength" 
column.
The reason for collecting data with reversed scan directions and 
with reversed electric fields was to check for possible bias due to 
instrumental effects or experimental method. In the case of scanning 
direction, it was found that normalizing to the total light monitor 
maintained consistency between spectra (see tables 6.3 and 6.4) but 
normalizing to charge led to distortion of the spectra (see figure 5.2). 
This demonstrates the improved reliability of the results obtained by 
monitoring the total light from the line and examining several separate
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measurements rather than, for example, recording data until the same 
total number of counts has accumulated.
It was found that when the electric field direction was reversed, it 
was not possible to maintain such a high voltage on the electrodes and 
the field strength was about 10% less. This was characteristic of our 
experimental equipment and probably due to the different path taken by 
electrons scattered from the foil. As expected, no significant changes 
were observed in the fitted intensities for this case.
§6.2.3 Comments on the Data
Examination of the data in table 6.1 reveals that the most striking 
variation occurs in the components at X = ±8 and X = ±10 between the cases 
of single and double guard-plates. For the single guard-plate the ratio 
between the average intensity of the components at X = ±8 to that of the
X = ±10 components is 0.99; for the case of a double guard-plate it is 
1.17.
Furthermore, the asymmetry between components symmetrically 
displaced also reverses. The ratio of the intensity of the positively 
displaced component to that of the corresponding negatively displaced one 
is 0.91 for X = 8 and 0.91 for X = 10 in the single guard-plate case; for 
the double guard-plate they are respectively 1.22 and 1.20.
Checking table 6.2 reveals that the X =±8 and X =±10 behaviour is 
attributable to ir-components. In the case of G-components, it is 
observed that the asymmetry between the symmetrically displaced 
components at X =±4 and X =±6 also reverses from the single guard-plate 
to the double guard-plate configuration. Such behaviour is also evident 
m  table 6.1 but the comparatively lower intensities of G-components in 
that table make it less obvious.
The single guard-plate measurements were made over a period of 
several months using a small range of beam energies and, as can be seen 
m  the tables' at a number of distances from the point of excitation.
The carbon foils themselves were changed at frequent intervals, so that 
many different foils of varying thicknesses were used. The experimental 
equipment was disassembled and re-arranged between experiments.
Different total voltages with various distributions between positive and 
negative electrodes were used depending upon the condition and type of
power supplies. Yet the properties of the spectra obtained persisted 
throughout all of these changes.
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As mentioned above, when the double guard-plate was introduced into 
the system to provide a field-free region in which to monitor total light 
intensity, some pertinent features of the spectra changed significantly. 
The total distance from the foil for this case, 16.5 mm, does not differ 
greatly from 15 mm; it is not as different as 10.5 mm is from 15 mm and 
yet the spectrum has altered. The obvious change introduced by the 
double guard-plate is that the distance that the beam traverses through 
the zero-field region has increased from 1.5-2 mm to 8.5-9 mm, i.e. by 
a factor of ~ 5; this increases the distance of closest approach of the 
viewing region to the foil. The parameter of the model that corresponds 
to this is the position at which the electric field is suddenly applied.
§6.3 COMPARISON OF MODEL WITH DATA
The greatest difficulty in making a comparison between the model and 
the data arises from the infinity of possible choices for the initial 
populations as well as the geometrical conditions. With regard to the 
latter, it should be noted that while it is possible to measure the 
experimental positions of the finite thickness electrodes (containing 
holes or slots) with respect to the foil, these positions do not 
necessarily coincide with the positions where the assumed step-function 
switching-on and reversal of fields occur. Such positions are, of course 
idealisations of the real situations.
It is possible to draw some general conclusions without reference to 
any particular model but to the main features of the strong-field Stark 
effect. Later, predictions of the model will be more easily 
understandable if these points are considered first.
The n = 4 level of hydrogen splits into seven, symmetrically- 
displaced Stark effect levels denoted by the quantum numbers (n,n1,n2 ,m^ ) 
The uppermost of these corresponds to |m| =1/2, the next lower one to 
ImI =1/2, 3/2, and so on until the central undisplaced level which 
corresponds to |mj =1/2, 3/2, 5/2, and 7/2. The progression is then 
reversed until the lowest level again corresponds to only |m| =1/2.
Since m = m +m and m = ± h  for hydrogen, then higher values of jm0j 
will correspond to higher values of |m|. The Stark transformation
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connects only states of the same m so the probability of an electron's 
finding itself in a Stark level closer to the centre of the strong-field 
pattern increases, in general, for higher values of jm^ ].
Components of the H0 spectral line of polarization tt tend to arisep
from the more displaced Stark levels; the reverse is the case for 
ö-components. Therefore the proportion of o-components in a spectral
line pattern may be expected to increase as higher values of 
taken into consideration.
are
Taking this argument one step further, it is seen that larger 
populations in high |m^ | states imply larger populations in high £ states 
in zero field.
Another general point is that the strong electric field level 
(4,0,0,3) does not contribute to the H. line at all. This consists ofP
two states with |m| =7/2 and 5/2 respectively. The former will arise 
wholly from the zero-field level 4f  ^ t i^e latter will, at least,
partially arise from the same level. This must necessarily reduce the 
amount of information it is possible to learn about the 4f level.
§6.3.1 Effects of Orbital Angular Momentum
In matching the predictions of the model to the observed data, it 
was decided to ignore, at first, the various asymmetries outlined in §6.2 
and to approximate the overall features. This was done by isotropic 
populations for each £ level, i.e. all m^ states equally populated for 
fixed £.
A statistical population distribution produced a pattern that was 
not grossly different from the observed one (cf. figure 6.2).
Examination of the various cases shown in figure 6.1 suggested further 
trial populations.
Patterns closer to the observed ones resulted from triangular 
distortions of the statistical population with respect to orbital angular 
momentum. A statistical population may be specified by stating the 
initial total population proportions for each £ value as:
s:p:d:f = 1:3:5:7 .
Using triangular weighting factors 1, 4, 4, and 2 respectively 
results in the initial population distribution ratio:
S:p:d :f 1:12:20:14
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which yielded the "best" approximation to the data of tables 6.1 and 6.2. 
The term "best" is fairly subjective and, in fact, various sets of 
triangular weighting factors (e.g. 1, 4/3, 3/5, 2/7 and 1, 4/3, 4/5, 1/7) 
gave results which were also reasonable approximations to the 
observations.
In the case of the data collected with the electric field 
perpendicular to the beam, these triangularly weighted population 
distributions produced close approximations to the intensities recorded 
in tables 6.3 and 6.4.
In general, it is possible to conclude that an initial state 
population approximately statistical in p and d levels but under­
populated with respect to statistical in s and f levels is able to 
provide a reasonable match to the observed spectra. There are 
comparatively wide margins for variation in the initial state population 
distribution within which the model is fairly insensitive. The 4f^^^ 
level is a particular example of this insensitivity; its apparent under­
weighting may be partially due to the non-contribution of the (4,0,0,3) 
level to the HD transition which was noted in §6.3.p
§6.3.2 Effects of Alignment
To examine the possible effects of alignment, a set of calculations 
were made similar to those in figure 6.1 but containing finer detail.
For each trial the initial population assumed was that only those states 
were populated belonging to a fixed value of £ and |m^|.
Examination of all these cases revealed that, for a given £ value,
the proportion of o-radiation in the H Stark pattern increased forp
higher |m^ | values. This is also in accordance with the general remarks 
made in §6.3.
The data presented in table 6.2 has been adjusted so that the 
a-components in each set sum to 1000; the 7T-components have been 
adjusted in the same way. When they are considered both normalized to 
the same monitor intensity, however, then the results of the alignment 
investigation suggest a tendency for states of lower |m^ | value to be 
more populated so that the proportion of a-radiation is kept to about the 
observed fraction. It has not been possible to approximate the observed 
spectra by considering |m^ state populations alone.
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§6.3.3 Variation of Zero-Field Distance
So far as has been discussed neither variation of population 
distribution with & nor with |m^ | has been able to reproduce the reversal 
of the ratio of tt8 to ttIO intensity evident in tables 6.1 and 6.2 when 
the guard-plate was changed from single to double.
There is, however, a parameter available in the model whose 
variation can cause this type of behaviour — the zero-field distance. 
Altering the guard-plate configuration can easily be correlated with 
change in this parameter. For the purposes of applying the model it was 
assumed that the field switch-on point was at the upstream side of the 
guard-plate component adjacent to the high voltage electrodes. This is a 
somewhat arbitrary choice but is not unreasonable because the penetration 
of the field through the 2.5 mm diameter hole in the plate will be slight. 
To some extent the position of switch-on point (taken to be where the 
field becomes more than 100 V.cm *) will be influenced by the voltage 
applied to the first electrode.
It has been mentioned already in §6.2.2 that converting to the 
double guard-plate increased the zero-field distance by about 8-9 mm.
Because of the oscillatory factors in equation 2.5 for the case of 
off-diagonal elements, the model predicted in some cases that the 
intensity of components observed in the second electric field region 
would oscillate as the length of zero-field was varied. This oscillation 
was, in general, a complex one consisting of several frequency components 
and could be quite pronounced. As an example, for one particular initial 
population the ttIO component showed a 40% modulation with a period of 
~ 4.5 mm. For a 200 keV beam, this is about the frequency difference of 
the j =5/2 and j =1/2 fine-structure states in zero-field (1821 MHz).
For the tt8 component the modulation was less, and for all other 
components it was slight.
The calculation predicted the modulations of the ttIO and tt8 
components to be in antiphase with each other so that a small change in 
zero-field distance (e.g. 0.4 mm) around any point where the slopes of 
both their oscillations were greatest could produce a relatively large 
change in their relative intensities (e.g. 20%). Points like this are 
repeated twice in every cycle of the oscillation. Midway between these 
"nodes" the sensitivity to position is greatly reduced but the relative
83
intensity change between tt8 and ttIO components would be greatest between 
an adjacent pair of "antinodes".
For the sample calculation quoted in the preceding paragraph, the 
initial population distribution was 2£+1 for each £ value; within each 
£ level the state populations were weighted as (|m^ | +1) *. For this 
configuration, the maximum relative intensity change, i.e. between 
antinodes, was about three times tt8 and ttIO components. The change 
observed in our experiments was 18% (§6.2.3).
Since our equipment would not permit it, the experiment of tracing 
out the modulations of these components by moving the foil relative to 
the rest of the apparatus has not yet been done so it is not possible to 
say whether we have observed the largest change in the ratio. The model 
will, of course, overestimate the modulation because of its neglect of 
hyperfine structure (see §7.4) and because we have used a beam of H2 
rather than H+ [Se 69a].
If the initial state population is isotropic for each £ value, these 
modulations will not occur. This is because the isotropic property will 
be preserved through the transformation to the {£sjm} basis set. Hence, 
evidence of the existence of such modulation is evidence against 
isotropic initial population of states.
In the light of the above, it is seen that the intensity changes 
between the single and double guard-plate configurations could be 
accounted for by just this consideration of the extent of the zero-field 
region. If this is the case, there must be some alignment of initial 
state populations. It is also seen that the actual position of the 
switching-on of the electric field is a critical parameter for the model.
§6.3.4 Intensity Asymmetry
While we have now produced possible explanations for the gross 
properties of the spectrum and for the relative intensity changes induced 
by the introduction of the double guard-plate, there is still the 
question of intensity differences between corresponding, symmetrically- 
displaced components. The discussion so far has touched upon no factor 
which would cause this.
This matter appears to be strongly related to the actual shape of 
the electric field distribution. The model assumes field changes to
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occur suddenly. Reference to the simulated field distribution in §4.4.2 
shows that this assumption may not be a very sound one.
At this point it is worthwhile considering an alternative to the 
sudden approximation — the adiabatic approximation [Sc 55; p.213]. In 
this case the non-crossing rule [see Lu 51] reduces the number of states 
which can be connected in the transition from zero to strong electric 
field. As before only states having the same value of m may be connected 
but states having the same m may not cross at any field strength.
For the hydrogen atom, some transitions into the electric field will 
always be sudden because of degeneracy — all states having the same j 
value in zero-field are degenerate(we have neglected hyperfine structure 
and the Lamb shift).
Consideration of the non-crossing rule in the adiabatic
approximation implies that levels of higher j value in zero-field will
tend to connect with levels of higher n^ (= n2 ~ nj) value in a strong
field. In terms of the {n^sm^m^} basis set, levels of higher £ will
correspond with levels of higher n value. Therefore, any imbalance in £F
value distribution will be converted to an imbalance in distribution over
V
Since the Stark pattern spectral components at ±X in wavelength
arise from levels belonging to +n , any asymmetry in the population of nF F
levels will cause an asymmetric Stark pattern to appear.
While it is not now suggested that the adiabatic approximation 
should supplant the sudden one (see §2.4) the data indicate that some 
effects which would arise from the former are evident.
The model is unable to handle such a transition into the electric 
field but we were able to probe this possibility by taking the initial 
step into the electric field to be a small one. Then it was assumed that 
the field increased adiabatically (no change in the density matrix 
elements) to its full strength which was then followed by the usual field 
reversal described at the beginning of this chapter (§6.1.1).
It was found that reducing the initial field strength made no 
difference to the emitted radiation pattern until field strengths of 
about 10 or 20 V.cm 1 were reached. This is the region where there is no 
clear distinction between the Stark effect of the fine-structure and the 
fine-structure of the Stark effect. With initial field increments of
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this magnitude, it was found that enormous asymmetries could arise in the 
spectral line pattern and they could vary rapidly for small changes of 
the increments. The fluctuations were so violent that it was considered 
unprofitable to pursue the matter further.
With consideration of the high beam velocity, it is not believed 
that this is a very likely explanation of the intensity asymmetry but, in 
view of the approximations involved in the model, it is impossible to 
dismiss this possibility out of hand.
In summary, the conclusions reached by examining the data in 
conjunction with the model are:
(i) The initial state population is distributed over orbital 
angular momentum levels in a triangularly weighted statistical 
fashion.
(ii) There is alignment in the beam-foil source such that states 
of low |m^ | are preferentially populated.
(iii) The length of the zero electric field region is a critical 
factor in the actual pattern seen.
(iv) The small asymmetries in the spectrum are probably 
characteristic of the details of the actual, experimental electric 
field distribution.
§6.4 OTHER HYDROGEN DATA
As well as investigating the H0 line,
p
the first and third Balmer lines as well, 
(4341 Ä) respectively.
some observations were made of
i.e. H (6563 Ä) and H a y
In the case of H , a different grating (1200 lines.mm 1) and a a
different photomultiplier (EMI 9558A) were used and the resulting spectra
thus had lower resolution and much higher background. The latter was due
to the greater red-sensitivity of the photomultiplier. The quality of
the spectra obtained was too poor to be worth analysing in view of the
difficulties of interpreting the much better H0 data.p
The spectra for H^, however, were collected using the same apparatus
as for Hß. Because the upper level concerned in this transition (n =5)
is higher than for H , the total light intensity was correspondingly less.p
If the unit of splitting for H for a given electric field is X. ,
I p p
then the unit, X , for H for the same field will be approximately 0.8 Xn Y Y ß
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(see equation 1.4). The strong-field spectrum extends to 22 in 
comparison with 14 XD so that it was necessary to scan a wider wavelengthp
range to encompass the whole spectral line.
Because a number of the transition probabilities are theoretically 
zero, there are only 27 possible spectral lines in this range and this 
was taken into account when fitting the spectrum.
Accordingly, a wavelength range of 100 Ä  was scanned and the 
resulting spectrum is shown in figure 6.5 together with the fitted 
lineshape and individual component intensities. The fitted data is 
displayed numerically in table 6.5 in similar form to the earlier 
tabulations; the intensities have been adjusted to sum to 1000. Because
43404300 4320 4360 4360
WAVELENGTH (Ä)
Fig. 6.5: SPECTRUM OF H IN A STRONG ELECTRIC FIELD.
y
+ Observed spectrum. Curve is fitted; the vertical lines represent 
ehe intensities of equal width components. Zero of wavelength is 
arbitrary. Fitted field strength is 88 kV.crrf1. Sum of 16 spectra 
recorded at 5 A.min-1.
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the linewidth is ~ 1.6 times the Stark splitting unit, the fitting 
programme rejected 9 of the 27 possible components as impossible to 
distinguish. As before, where there is a large discrepancy between 
equally displaced components, this must be attributed to the relative 
weakness of these components compared to their near neighbours. Just as
in the case of H , there is a significant asymmetry between strongp
components.
Double Guard Plate Distance from Foil = 18 mm
Beam Energy = 215 keV No. of Runs Summed = 16
Intensity at Displacement X
X Positive Displacement Negative Displacement
0 60
2 20 20
3 20 20
5 20 20
7 < 1 < 1
8 - < 1
10 40 30
12 20 20
13 40 30
15 160 130
17 10 -
18 160 170
20 < 1 -
22 - -
FWHM = 1.8 Ä
Field Strength = 88.1 kV.cm 1 parallel to beam 
Quality Factor = 1.18
Table 6.5: H SPECTRUM IN A STRONG PARALLEL ELECTRIC FIELD.Y
Because of the reasons outlined in the previous section as well as 
the added complexity of the transition compared to the one, no 
attempt has yet been made to analyse these data.
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Attempts to record any data relating to other members of the Balmer 
series were frustrated by lack of intensity.
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CHAPTER 7 
DISCUSSION
Since there is, as yet, no real theory of the beam-foil excitation 
process, no comparison of the data presented in chapter 6 can be made 
with theory.
In this chapter, therefore, the results of other relevant 
experiments will be briefly reviewed and their conclusions compared as 
far as possible with the conclusions of this experiment.
§7.1 REVIEW OF OTHER WORK
In general, other experiments on initial state populations may be 
divided into two classes: lifetime measurements and quantum-beat
experiments. This review will be divided accordingly.
§7.1.1 Lifetime Measurements
In this type of experiment, conventional beam-foil lifetime 
measurements are made by measuring the intensity of light emitted from 
points along the beam length and recording this as a function of distance 
from the foil.
Since the beam particles may be assumed to have a constant velocity, 
there is a direct proportionality between distance from the foil and time 
after excitation. It is customary to fit a multi-exponential decay curve 
to the measured intensity distribution to extract the various decay 
constants and simultaneously one obtains the initial population for each 
different lifetime component. For H or He II, the latter necessarily 
refer to levels denoted by n£ and not to states denoted by n£^.
Uncertainties in this type of work can arise from uncertainties in 
the beam velocity and the location of the point of excitation, and, as is 
well known, especially from the least-squares fitting of several 
exponentials to a decay curve. Oona and Bickel [Oo 70] simulated a decay 
curve with exactly known statistics and then attempted to decompose it by 
a least-squares technique; they found that their results could be in 
error by as much as 20% even with the best statistics.
90
There is also the problem of cascading from higher excited levels 
into the level of interest. This could add to the difficulty of fitting 
a decay curve. Most of the authors mentioned below have concluded, 
however, that cascading is close to negligible.
Goodman and Donahue [Go 66a] have investigated mean lifetimes of the 
levels n = 3 and n = 4 of atomic hydrogen. They used a beam of H3 at an 
energy of 157.3 keV and monitored the intensity of the lines and . 
Their results were in fair agreement with the theoretical lifetimes.
They concluded that states of low orbital angular momentum were 
preferentially populated compared with what would have been expected if a 
statistical population had been the case. The difference was about an 
order of magnitude.
In the experiment of Schürmann et dl. [Sc 71], beams of H+ or H*
with energy between 80 and 300 keV were used. Light emitted in the
spectral lines H , H0, and H was monitored to estimate the lifetimes anda 3 Y
relative initial state populations of the fine-structure levels of n = 3, 
4, and 5. The measured lifetimes were in close agreement with the 
theoretical ones and, again, the conclusion was that states of lower 
orbital angular momentum were preferentially populated by a factor of ~ 5 
with respect to a statistical population. The influence of cascades was 
investigated and found to be negligible.
Lifetimes in good agreement with theory were found by Jordan et dl. 
[Jo 67] in their investigations of the fine-structure levels 4s, 4d, 4f,
5s, 5p, 5d, and 5f of He II. They also found that levels of low Z
quantum number had higher populations than expected statistically.
Dotchin et dl. [Do 70] measured lifetimes of the 3s and 3d levels of 
He II closely agreeing with theory and found the initial state 
populations to be such that the 3s level was 6 times more populated 
compared with the 3d level than it would have been if statistical 
population had prevailed.
Because of the difficulties in making multi-exponential least- 
squares fits to decay curves, it would have been better for the sake of 
comparison of initial populations if the theoretical lifetimes had been 
included as known parameters. The model described in this thesis assumes 
the theoretical lifetimes to be correct.
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§7.1.2 Quantum Beat Experiments
Experiments of this type all rely upon the same general principles. 
They require alignment in the upper states of transitions being observed; 
if the upper states are isotropically populated, modulation of light 
intensity will not occur. A further requirement is coherence between 
atoms of the ensemble so that the modulation of light is not averaged to 
zero; the interval within which it is possible for an atom to be excited 
must be a small fraction of the modulation period, and each atom must 
have approximately the same phase between the foil and the observation 
point.
The existence of a defined z-axis in space, the beam direction, 
gives rise to the possibility of alignment while the fact that excitation 
is confined to a very brief time interval supplies coherence. Coherence 
shows up in the mathematical formulation as off-diagonal terms in the 
density matrix. These terms, since they contain the time dependence of 
two different eigenstates, will contain, in general, complex exponential 
factors which are oscillatory. The depth of modulation will reflect the 
degree of alignment present.
In a series of experiments on hydrogen, Sellin [Se 70] has 
investigated fine-structure effects in the hydrogen beam-foil source. He 
has generally looked at weak electric field perturbation of the source 
and measured quantum beats. By using a model similar to that outlined in 
chapter 2, and guessing initial state populations, Sellin has been able 
to match the observed beat patterns and draw conclusions regarding 
initial state populations. In this work both directly applied electric 
fields and electric fields induced by motion through magnetic fields have 
been used.
By observing the Balmer lines (H , H„, H , and Hr) radiated from aa p y o
foil-excited beam in transverse magnetic fields from 2 to 25 G, Sellin 
et dl. [Se 69a, Se 70a] deduced that states of low values of |m | with 
respect to the beam axis (actually =0) were preferentially populated. 
Alternatively, they found it was possible to account for the observed 
beat pattern by assuming an isotropic initial £-level population 
distribution having a "triangular" shape. For n = 5 this corresponds to a 
total population distribution among the levels of s:p:d:f:g = 1:2:3:2:1.
Lyman-a observations in a weak, motional electric field [Se 69b] 
enabled the deduction that, initially, after the foil excitation, the
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state mixture was rich in px compared with s^. This was inferred from 
the initial phase of the quantum beats induced by the electric field.
Further work by this group [Se 70b] in zero-field conditions led to 
the conclusion that the initial phases between orbital and magnetic 
substates excited by the foil were random and that anisotropies greater 
than 10% amongst the magnetic substates did not occur.
In his investigation of Stark-induced quantum beats in the Lyman-a 
line of beam-foil excited hydrogen in various static electric and 
motional electric fields, Andrä [An 70a] concluded that the ratio of 
excitation cross-section to the p state compared with that to the s state 
was 4 ± 1 at a beam energy of 200 keV per atom and this ratio apparently 
increased with beam energy.
Zero field observations of quantum beats in and led Andrä
[An 70b] to the conclusion that aligned excited states are produced in
the beam-foil source. From his data on H and H . he was able to infera 3
that a2/ (aQ töj) > 1  for the d states of n = 3 and that Oj/Oq >  1 for the 
p states and o 2/(öq + 0 -^) < 1  for the d states of n = 4. The beam energy 
for all these cases was 133 keV per atom; the subscript on the o's 
refers to the value of |m^|.
Lynch and co-workers [Ly 71] have measured the energy dependence of 
the cross-sections for excitation of the |m^ | substates of the 3p level 
of hydrogen in a beam-foil source. With the a. . *s defined as above for
I S, Ithe 3p level, they found that Gj/cJq varied from 1.4 to 2.3 as the beam 
energy varied from 230 to 500 keV per atom.
Alguard and Drake [A1 73] have observed intensity fluctuations in 
the emission of Stark-perturbed Lyman-3 radiation of beam-foil excited 
hydrogen atoms. They have found that s states were preferentially 
populated by more than a factor of four compared with a statistical 
distribution.
Alignment of angular momentum substates of the n = 2 levels of 
hydrogen in the beam-foil source has been measured by Dobberstein et dl. 
[Do 72] for beam energies between 50 and 270 keV in zero field. They 
find that, for all energies, g 1 >  Oq. They conclude that a model in 
which the hydrogen atom is formed near the exit surface of the foil and 
then excited by collision with surface electrons is not appropriate 
because if this were the case, the alignment would be such that aQ >  a1.
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§7.2 A THEORETICAL CONSIDERATION
In his Ph.D. thesis, McLelland [Me 68] discusses two theoretical 
models for the production of highly excited neutral hydrogen atoms by 
passage through a metallic or semi-metallic foil. He dismisses one of 
the models as being inadequate.
The remaining model assumes a process in two stages:
(a) The incoming proton ejects electrons from foil atoms and 
some of the electrons are assumed to have a velocity closely equal 
to that of the proton.
(b) The proton captures one of these electrons.
To conserve momentum and energy in the process, the intervention of a 
second potential, between the electron and the lattice, is supposed. For 
this, he postulated a finite, square well potential. The model is known 
as the free electron model.
The approximations made by McLelland render the model suitable only 
for the case of highly excited atoms (n >  11) from semi-metallic foils.
In this case the model appeared to be quite successful.
Although we are interested in the case n = 4 for which McLelland's 
model is unsuitable it was noticed that, in his derivation, he arrived at 
a probability of excitation to a level described by |n£m> where the l  and 
m dependence was contained wholly in an expression:
W £ - >  el£'~d£
where <f>n£m
fnto(£> =
is the hydrogen atom wave-function and p is a measure of the
momentum transferred between initial and final states. The probability 
of excitation to a state |n£m> is proportional to:
|f |2 .1 n £ m 1
To obtain his final result, the probability of excitation to a level
|n), McLelland summed over SL and m. In our case we were interested in i
and m distributions so it seemed instructive to examine the function f nniem
in a simple manner.
The simplest possible way to look at this function was to assume all 
but m to be constant. In this manner, it might be possible to obtain the 
relative excitation probabilities for states of fixed n and Z but varying 
m. If one isolates from the above integral the "factor" from the wave
94
function:
it turns out that, on this basis, it is expected that the cross-section 
for excitation to fixed n and l but varying m will be proportional to the 
inverse square of m.
Harrison and Lucas [Ha 70a] have measured the energy of forward 
scattered secondary electrons emitted from the exit surface of a carbon 
foil under bombardment by 275 keV protons. They found a strong peak in 
the energy distribution at a value that corresponds closely to the 
incident proton velocity. This would seem to substantiate McLelland's 
thesis.
§7.3 DISCUSSION OF CONCLUSIONS
Two of the conclusions arrived at after examining the data in 
chapter 6 relate to initial state populations. These are:
(i) Initial state populations were distributed so that, 
approximately, p and d levels were populated statistically while s 
and f levels were underpopulated by a factor of about two to four 
compared with a statistical population. The exact population 
distribution was not very critical.
(ii) Alignment exists in the beam-foil source. The degree of 
alignment has yet to be determined by further experiment. The 
alignment is such that there is a tendency to favour states of low 
absolute values of the quantum number m^ with respect to the beam 
axis.
Only the first of these conclusions may be compared with those 
reached in the lifetime experiments since only it relates to population 
distribution with orbital angular momentum. All of those experiments 
reviewed in §7.1.1 concluded that states of low orbital angular momentum 
were preferentially populated. None of them, therefore, is in agreement 
with the conclusions reached here. In spite of the reservations 
expressed in regard to multi-exponential fitting of decay curves, the 
conflict must be accepted if it is recalled that most of the lifetimes 
measured were in agreement with theory.
The conclusion reached regarding the existence of alignment is in 
accord with many other experiments in beam-foil spectroscopy; the 
references given in §7.1.2 attest to that.
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The character of the alignment has to be compared with the results
of the quantum beat experiments described in §7.1.2 as may also
conclusion (i). Andra's conclusion that o /a >  4 ±1, if assumed to bep s
transferable bodily to the n = 4 level, is in accord with ours regarding 
initial £-state populations. His conclusion regarding the alignment 
within the p levels for n = 4 is in disagreement; for the d states we are 
in harmony.
Lynch et at. appear to be in conflict with us regarding alignment 
while Alguard and Drake find an orbital angular momentum population 
distribution in agreement with those derived from lifetime measurements. 
Dobberstein and his co-workers also disagree with us regarding alignment.
It is noted here that all the above-reported initial state 
configurations as well as variations of them were used as input data to 
our model as far as could be done and none of them produced a Stark 
pattern similar to the one observed in our experiments.
Comparison of our conclusions with those of Sellin and his group 
reveals fair qualitative agreement between them. Insofar as Sellin's 
experiments were qualitatively different (weak field vs. strong field, 
quantum beat vs. Stark splitting) from ours, this may be a significant 
fact. Sellin's conclusion [Se 70a] regarding the alternatives of 
invoking either angular momentum alignment or £-level distribution has 
not been borne out by our investigations.
Finally, we refer to the previous section where a simplistic 
theoretical derivation has indicated that the excitation may be expected 
to favour states of lower |m | values which is in accord with our 
conclusion.
§7.4 CRITIQUE OF THE EXPERIMENT
The original aim of the experiment was to investigate further some 
effects observed by Bashkin and Carriveau when, in a preliminary 
experiment, they applied a strong electric field to a hydrogen beam-foil 
source.
Before pursuing this aim, it was required to improve the 
experimental procedure and equipment used for the experiment. To achieve 
adequate resolution of the Stark pattern an investigation into line 
broadening due to the Doppler effect associated with high beam velocity 
and finite aperture optics was carried out. Two methods to reduce
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linewidth were investigated of which one was suitable for this 
experiment since it provided good linear resolution (~ 0.1 mm) with 
optimum light collection conditions as well as reducing the linewidth to 
the limit where random Doppler broadening from lack of collimation of the 
beam predominates.
To improve repeatability of experiments, monitoring procedures had 
to be examined and developed. It was found that using the beam current 
collected in the Faraday cup which was a common method was not 
satisfactory and could even be misleading; use of a monitor of the light 
actually being investigated was adopted and proved most satisfactory. 
Refinement of this technique allowed excellent repeatability of 
experiments.
Collection of data in digital form was instituted and normalization 
procedures worked out. The interpretation of monitor output as an 
indicator of foil condition was developed as a guide to quality of data 
collected.
Most of the experimental work was done with an electric field 
parallel to the beam direction. To achieve a field strength high enough 
to provide sufficient splitting between Stark components, one electrode 
had to be negative with respect to ground while the other was positive. 
This arrangement resulted in there being a further degree of ambiguity.
Using the above field configuration enabled the tt-components of the 
Stark pattern to be investigated most easily because of the polarization 
characteristics of the monochromator grating. Changing the electric 
field so that it was transverse to the beam meant the simplification that 
there was then no field reversal to consider but added the complication 
that the z-axis had to be rotated to be parallel with the electric field. 
In this case, the polarization characteristics of the grating meant that 
the o-components predominated over the ir-components which were weakened 
so much that very little detail about them could be gleaned.
The model developed to describe the processes occurring was rather 
idealized but still quite complex. The exclusion of hyperfine structure 
from consideration probably means that the actual situation will be less 
clear-cut than the model predicted, it could for example diminish the 
beat amplitude [An 70a] just as it diminishes the polarization of 
radiation emitted as compared with a system having no hyperfine structure 
[Kl 69] .
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Similar deviation from the predictions of the model could also have 
arisen from the use of an H2 beam instead of H+ in the experiments. The 
dissociated proton from the H2 molecule may still be near the neutral 
atom for a brief time after excitation and produce a diminishing electric 
field which has not been allowed for in the calculations. Such 
micro-fields should have a randomizing effect.
The results obtained in these experiments harmonize with the results 
of Sellin and his group. The fact that the model postulated was similar 
to that of Sellin1s does not itself explain the agreement since the other 
quantum beat experiments have used basically the same model and they 
disagree with us. It is also true that the lifetime experiments, insofar 
as they are comparable, disagree with the conclusions reported in 
chapter 6 .
It has also been determined that two of the parameters associated 
with the electric field were critical in matching the model to the 
observed spectra. These were connected with approximating the electric 
field distribution by means of a series of step functions. The precise 
location and height of the steps were very important. Both were able to 
affect the prediction of asymmetries of a type which appeared in the data
A line of possible further investigation suggested by the model is 
to vary the zero-field region's length and monitor the intensity of just 
one Stark component (e.g. tt8 or irlO) as a function of zero-field time.
The results of such an experiment will indicate the appropriateness of 
the model since the depth of modulation ought to show some signs of the 
effects of hyperfine structure. This experiment was not possible in our 
beam-foil chamber although there is now available a newer chamber which 
could be used in this manner.
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APPENDIX A 
DIFFRACTION GRATINGS
In this appendix are stated and derived some simple equations 
relating to diffraction gratings.
The grating equation is:
d(sini + sin0) = mA , (A.l)
where d is the groove spacing, m the diffraction order, A the particular 
wavelength under consideration, and i and 0 the angles of incidence and 
diffraction respectively. The sign convention adopted here is that 0 is 
negative if the diffracted ray is on the side of the grating normal 
opposite to the incident ray.
In the case of a constant deviation spectrometer mounting we may 
write:
i - 0 = 20 ,c
where 20 is the constant angle of deviation. If 0 measures the amount 
of grating rotation then:
i = 4> + 0c
0 = 4) - 0 . (A.2)c
The grating equation for this case may then be written:
A = —  cos 0 sin 4>m c
= k sin <f> . (A. 3)
By differentiation of this equation and noting from equation (A.2) that:
A0 =
we obtain the angular dispersion:
A0
D = ÄÄ
1
k cos 4> (A.4)
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APPENDIX B 
ROTATION MATRICES
As mentioned in Chapters 2 and 6, it was necessary to be able to 
rotate the frame of reference in which observations were made. This 
arose because some observations were made with the electric field 
perpendicular to the beam axis and also because it had been suggested 
[Se 69a] that an axis in the plane of the foil (and hence perpendicular 
to the beam axis) was a more appropriate one to use as an axis of 
quantization.
Because of the restrictions of the foregoing it was sufficient to 
consider only rotations about the y-axis of a Cartesian coordinate system. 
Such rotations could accommodate both types of transformation.
For rotation about the y-axis through an angle 3/ the matrix 
elements required are the d^ l (3) as defined by Edmonds [Ed 57; Chap. 4l. 
In fact, the value of 3 was fixed at tt/ 2  for this case. The rotation 
matrices were required to operate on the density matrix; for 
convenience, the density matrix was transformed immediately prior to 
emergence from the foil. At this point the basis states are those 
expressed by:
|n£sm0m ))6 s
(§2.1) which states are expressible in the composite form:
In£m^ ) Is m g ) ,
where s = h and m^ = for the case of hydrogen.
To find the required matrix elements, the problem was divided into 
three sections:
(i) The matrix elements which operate on the |n£m^) functions 
were first found for £-values 0, 1, 2, and 3 using Wigner's formula 
(for 3 =  tt/2) :
d (j) _ (X,) j v f.n1 A j  + m) ! (j - m) ! (j + m') ! (j - m') !
mm1 2 t (j + m - t) ! (j - m ' - t) ! t ! (t - m + m') !
where the summation extends over all values of t that give 
meaningful factorials.
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(ii) The matrix elements that operate on the functions were
found from the tables of Edmonds [Ed 57; p.56].
(iii) The two sets of matrix elements were then combined to form a 
composite rotation matrix by replacing each element of the rotation 
matrix for the |n£m^} system by the 2x 2  matrix for the \ h > - h )  
system multiplied by that element [Go 66; p.211].
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APPENDIX C
TRANSITION PROBABILITIES IN A 
STRONG ELECTRIC FIELD
In order to carry out the simulation calculations described in 
Chapter 2 and §6.1 it was necessary to know the total transition 
probabilities of the strong-field Stark effect levels of hydrogen and in 
particular for the n = 4  levels. For estimating relative intensities, the 
corresponding partial transition probabilities were required.
The values used were derived from the tables of Moody [Mo 64]. Care 
must be exercised in using these tables for it seems that in Table 4, 
"Probabilities of Individual Transitions" the statistical weight has been 
included in the calculation of the transition probabilities from the 
oscillator strengths. Moody's equation (11) contains no statistical 
weight term.
To obtain the numbers required a tabulation of all possible 
transitions between states of principal quantum number n = 4 and states of 
n = l, 2, and 3 was compiled and the oscillator strengths from Moody's 
Table 1, "f-Values for Individual Stark Components" inserted. The 
correlation of the states obtained from our programme with those 
described in Moody was done using the prescription of LUders [Lu 51].
For this tabulation, the states were identified by the quantum numbers 
n, n1, n2 , m^, and m^, and possible transitions were those for which 
Am = 0,±l, and Ams = 0. Oscillator strengths were taken to be the same as 
for transitions described by Moody as |nn1n2m^> -> |n'n^n2m^> regardless 
of the value of m^ since spin plays no part in the calculation of 
oscillator strengths. Because all fine-structure states were explicitly 
tabulated, the question of statistical weights did not arise. The 
required transition probabilities were obtained from the oscillator 
strengths using equation (11) from Moody:
Paa' 80.323 x z4 f , x 108 s aa
Total transition probabilities of all states were obtained by summing the 
transition probabilities of all possible transitions from the state in 
question to lower states; these were, of course, spin-independent.
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Tabulations of the total transition probabilities of the states with 
n = 4 and of the partial transition probabilities of the components of Hp
in a strong electric field are given in tables C.l and C.2 respectively.
Table C.l TOTAL TRANSITION PROBABILITIES FOR STATES OF THE 
LEVEL n = 4 OF HYDROGEN IN A STRONG ELECTRIC FIELD
States whose identifications are obtainable by interchanging the 
quantum numbers n1 and n2 appear only once in the table for the case 
where n^  <  n2 since the other state has the same total transition 
probability. Similarly states of negative m^ are omitted since they have 
the same transition probability as those of positive m^; further, since 
the value of the quantum number m^ is immaterial this quantum number is 
ignored.
n
Quantum
nl
Number
n2
Total Transition Probability 
(107 s"1)
4 0 0 3 1.3795
4 0 3 0 4.5302
4 0 2 1 4.0990
4 0 1 2 2.0736
4 1 2 0 1.8297
4 1 1 1 4.0800
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Table C.2: TRANSITION PROBABILITIES FOR STRONG-FIELD
STARK COMPONENTS OF THE Hg LINE OF HYDROGEN
This table shows the transition probabilities of the components of 
the strong-field Stark-affected H^ line of hydrogen together with their 
polarizations and displacements X (equation 1.5).
For the same reasons as in the preceding table, only positive values 
of m^ are tabulated and mg is ignored. The symmetry with X also means 
that only positive values of X need be included.
Transition (r1 = 4 -* n' = 2)
Polarization X Transition Probability
(106 s"1)
Upper State 
n i  n2 m£
Lower State
ni n 2  m £
1 1 1 0 0 1 - 0 0.0
1 2 0 0 1 0 TT 2 0.2418
1 1 1 1 0 0 a 2 1.9346
0 1 2 0 0 1 a 4 10.3180
1 2 0 0 0 1 a 4 1.9346
0 2 1 0 1 0 a 6 7.8997
1 2 0 1 0 0 TT 6 2.1765
0 2 1 0 0 1 IT 8 5.1590
0 3 0 0 1 0 TT 10 9.7000
0 2 1 1 0 0 G 10 0.1612
0 3 0 0 0 1 a 12 0.2150
0 3 0 1 0 0 TT 14 0.0269
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