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DECOMPOSITIONS OF CONGRUENCE SUBGROUPS
OF CHEVALLEY GROUPS
SERGEY SINCHUK AND ANDREI SMOLENSKY
Abstract. We formulate and prove relative versions of several decompositions known in the theory of
Chevalley groups over commutative rings. These decompositions are used to obtain factorizations in terms
of subsystem subgroups of type Aℓ and upper estimates of the width of principal congruence subgroups
with respect to Tits–Vaserstein generators.
1. Introduction
This paper studies decompositions of Chevalley groups over commutative rings (see e. g. [20] for the
introduction to Chevalley groups over rings). Recall that classical decompositions of Chevalley groups
over fields such as Bruhat decomposition do not generalize to groups over more general rings. Nevertheless,
Chevalley groups over rings of finite stable rank do admit several remarkable “parabolic decompositions”,
i. e. decompositions formulated in terms of parabolic and unipotent subgroups. The interest in these
decompositions comes, in particular, from the study of stability problems for K1-functors modeled on
Chevalley groups (see e. g. [10, 12]).
The first goal of this paper is to obtain analogues of these parabolic decompositions for congruence
subgroups of Chevalley groups. One of our main results is the following theorem, which is, essentially,
a version of Dennis–Vaserstein decomposition for the relative elementary group E(Φ, R, I) (cf. [12, Theo-
rems 2.5 and 4.1], [10, Theorem 1.2]).
Theorem 1. Let Φ 6= E8 be an irreducible root system of rank ℓ > 2 and {r, s} be a pair of distinct
endnodes of the Dynkin diagram of Φ. Denote by d the distance between r and s on the Dynkin diagram.
Assume that Φ, I and {r, s} satisfy either of the following assumptions:
(1) sr(I) 6 d for Φ classical or Φ = G2,F4;
(2) sr(I) 6 d for Φ = E6,E7 with {r, s} = {2, ℓ};
(3) asr(I) 6 d for Φ = E6,E7 with {r, s} = {1, ℓ},
Then E(Φ, R, I) = EPr(R, I) ·U(Σ
−
r ∩ Σ
−
s , I) · EPs(R, I).
The notation for the groups and ring-theoretic invariants appearing in the statement of the above
theorem is introduced in sections 2 and 3. Other relative decompositions studied in this article are Gauss
and Bass–Kolster decompositions (see Theorems 3 and 4).
As an application of parabolic factorizations, we deduce several subgroup factorizations of finite width
for relative Chevalley groups. For example, as a corollary of Bass–Kolster decomposition we obtain upper
estimates of the number of factors in the presentation of a classical Chevalley group as a product of its
subsystem subgroups SL(2, R, I), see Theorem 5. As an application of Theorem 1 we prove the following
theorem inspired by the main result of [8].
Theorem 2. Assume that sr(I) 6 2. Then the group Epin(2ℓ,R, I) = E(Dℓ, R, I) is a product of at most
9 regularly embedded subgroups of type Aℓ−1.
As another application, we obtain results on the bounded generation of the relative elementary group.
Recall from [16, Theorem 2] that E(Φ, R, I) can be generated by the set of Stein–Tits–Vaserstein generators
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zα(s, ξ) = x−α(−ξ)xα(s)x−α(ξ), where s ∈ I and ξ ∈ R (in fact, a smaller generating set suffices,
see Proposition 2.2). In section 5.2 we deduce from an earlier result of O. Tavgen that the width E(Φ, R, I)
with respect to this generating set is finite for Dedekind rings of arithmetic type having a real embedding.
Moreover, as a further application of parabolic factorizations, we obtain in Theorem 6 concrete estimates
of such width for ideals of the ring Z[1/p] and also for ideals of stable rank 1.
2. Preliminaries
Let Φ ⊆ Rℓ be a reduced irreducible root system of rank ℓ with a fixed basis of simple roots Π =
{α1, . . . , αl}. We use the conventional numbering of basis vectors of Π which follows Bourbaki (see [9,
Table 1]). For a root α ∈ Φ we denote by mi(α) the i-th coefficient in the expansion of α in Π, i. e.
α =
∑n
i=1mi(α)αi.
A proper closed subset of roots S ⊆ Φ is called parabolic (resp. reductive, resp. special) if Φ = S ∪ −S
(resp. S = −S, resp. S ∩ −S = ∅). Any parabolic subset S ⊆ Φ can be decomposed into the disjoint
union of its reductive and special parts, i. e. S = ΣS ⊔∆S, where ΣS ∩ (−ΣS) = ∅, ∆S = −∆S .
We denote by (α, β) the scalar product of roots and by 〈α, β〉 the integer 2(α, β)/(β, β). Recall
that fundamental weights ̟1, . . . ,̟ℓ are the vectors of R
ℓ that are characterized by the property that
〈̟i, αj〉 = δij .
Denote by W (Φ) the Weyl group, i. e. subgroup of isometries of Φ generated by all simple reflections
σα, α ∈ Φ. For a reductive subset ∆ ⊆ Φ denote by W (∆) the subgroup of W (Φ) generated by σα for
α ∈ ∆.
For a nonempty J ⊆ Π consider the following subsets of roots:
∆J = {α ∈ Φ | shape(J, α) = 0},
Σ±J = {α ∈ Φ | shape(J, α) ∈ Z>0Φ
±},
S±J = ∆J ⊔ Σ
±
J ,
where the J-shape of a root β ∈ Φ is defined by the formula: shape(J, β) =
∑
i∈J mi(β)αi. Clearly, ∆J
is a reductive subset, while S±J and Σ
±
J are parabolic and special subsets, respectively. For two disjoint
subsets I, J ⊆ Π one has
Σ±I∪J = Σ
±
I ∪Σ
±
J , ∆I∪J = ∆I ∩∆J .
We omit curly braces in the above notations when J is a one- or two-element set, e. g. ∆k = ∆{k} and
Σ±i,j = Σ
±
{i,j}, etc.
Lemma 2.1 ([1, Lemma 1]). Let α, β ∈ Σ±J be a pair of roots of the same length such that shape(J, α) =
shape(J, β) 6= 0. Then α and β are conjugate under the action of W (∆J).
Let G(Φ, R) be the simply-connected Chevalley group of type Φ over an arbitrary commutative ring
R and let E(Φ, R) be its elementary subgroup, i. e. the subgroup generated by the elementary root
unipotents xα(ξ), α ∈ Φ, ξ ∈ R, see [12, 13, 20].
For an ideal I E R we denote by G(Φ, R, I) the principal congruence subgroup of level I. Recall that
the relative elementary Chevalley subgroup E(Φ, R, I) 6 G(Φ, R, I) is defined as the normal closure in
E(Φ, R) of the subgroup E(Φ, I) generated by the set X = {xα(s) | α ∈ Φ, s ∈ I}.
For a subset of roots S ⊆ Φ denote by Z(S) the union of X and {zα(s, ξ) | s ∈ I, ξ ∈ R, α ∈ S}.
Proposition 2.2 ([13, Theorem 3.4]). Let Φ be an irreducible root system of rank ≥ 2 and S ⊆ Φ be an
arbitrary parabolic subset of roots with special part ΣS. Then the relative elementary subgroup E(Φ, R, I)
is generated as an abstract group by Z(ΣS).
For an ideal I denote by I 2 the ideal of R generated by the squares of elements of I.
Lemma 2.3 ([13, Corollary 3.3]). Let Φ be a root system of rank > 2, let R be a commutative ring and
I E R be its ideal. If Φ 6= Cℓ then E
(
Φ, R, I2
)
6 E(Φ, I), otherwise E
(
Φ, R, II 2
)
6 E(Φ, I).
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For ε ∈ R∗ set wα(ε) = xα(ε)x−α(−ε
−1)xα(ε). If rk(Φ) > 2 the following relation holds:
(2.1) wα(ε)xβ(ξ)wα(ε)
−1 = xσαβ
(
ηα,β · ε
−〈β,α〉ξ
)
, ε ∈ R∗, ξ ∈ R.
where ηα,β = ±1. The coefficients ηα,β can be expressed in terms of the structure constants of the
corresponding Lie algebra (see [20, §13]). For a reductive subset ∆ ⊆ Φ denote by W˜ (∆) the extended
Weyl group, i. e. the subgroup of E(Φ, R) generated by all wα(1), α ∈ ∆.
Lemma 2.4. Let Φ be an irreducible root system and let I be an ideal of R.
(1) For every two roots α, β ∈ Φ of the same length there exists w ∈ W˜ (Φ) such that Xα(I)
w = Xβ(I).
(2) Let αs ∈ Π be a fundamental root and α, β ∈ Σ
±
s be a pair of roots of the same length such that
ms(α) = ms(β). Then there exists w ∈ W˜ (∆s) such that Xα(I)
w = Xβ(I).
Proof. The first assertion follows from (2.1) and the fact that W (Φ) acts transitively on the set of roots
of the same length. The second assertion follows from (2.1) and Lemma 2.1. 
Recall that semisimple root elements hα(ε), α ∈ Φ, ε ∈ R
∗ are defined as hα(ε) = wα(ε)wα(−1). These
elements satisfy the following relation:
hα(ε)xβ(ξ)hα(ε)
−1 = xβ
(
ε〈β,α〉ξ
)
,α, β ∈ Φ, ε ∈ R∗, ξ ∈ R.(2.2)
For a special subset of roots Σ ⊆ Φ we denote by U(Σ, I) the subgroup spanned by root subgroupsXα(I)
for α ∈ Σ. For J ⊂ Π the subgroup U(Σ+J , I) is normalized by E(∆J , R), hence the Minkowski product set
EPJ(R, I) = E(∆J , R, I) ·U(Σ
+
J , I) is a subgroup, which we call a standard elementary parabolic subgroup.
In the sequel the following two identities will be referred to as Levi decomposition:
(2.3) EPJ(R, I) = U(Σ
+
J , I) · E(∆J , R, I) = E(∆J , R, I) ·U(Σ
+
J , I).
When J = {αs} for some 1 ≤ s ≤ ℓ, we write EPs(R, I) as a shorthand for EP{s}(R, I). We also use the
notation EPJ(R) instead of EPJ(R,R).
Denote by H(Φ, R) the subgroup generated by all hα(ε), α ∈ Φ, ε ∈ R
∗, and set
H(Φ, R, I) = H(Φ, R) ∩G(Φ, R, I) = 〈hα(ε), α ∈ Φ, ε ∈ R
∗ ∩ (1 + I)〉.
It is not hard to see that H(Φ, R, I) 6 E(Φ, R, I). Indeed, if s ∈ I is such that 1 + s ∈ R∗, then
(1 + s)−1 − 1 ∈ I and we can factor hα(ε) into a product of elements of E(Φ, R, I) as follows:
(2.4) hα(1 + s) = xα
(
−1
)
x−α
(
−s
)
xα
(
(1 + s)−1
)
x−α
(
s(1 + s)
)
=
= xα
(
(1 + s)−1 − 1
)
z−α
(
−s, (1 + s)−1
)
x−α
(
s(1 + s)
)
.
In the sequel we use elementary facts about representations of Chevalley groups (see e. g. [9, 20] for a
more detailed introduction). Recall that, by definition, the cone of dominant weights P++(Φ) consists of all
nonnegative integral linear combinations of fundamental weights ̟1, . . . ̟ℓ. To each element µ ∈ P++(Φ)
one can associate a representation π of G(Φ, R) on a free R-module V = V (µ), called Weyl module.
For our purposes it suffices to restrict attention to representations with fundamental highest weight (i. e.
µ = ̟i for some i), which are, moreover, basic in the sense of [7, § I.2]. The latter condition guarantees,
in particular, that all weight subspaces V λ ≤ V corresponding to nonzero weights λ have dimension 1.
Denote by Λ(π) the set of weights of π with multiplicities (i. e. the zero weight is repeated dim(V 0) times).
By the very construction of V (µ), there is a basis {eλ}, eλ ∈ V
λ parameterized by elements λ ∈ Λ(π)
called admissible basis. The key property of basic representations which we use in the sequel is that there
are particularly simple formulae describing the action of elementary root unipotents xα(ξ) on the vectors
of admissible basis (see [7, Lemme 2.3]), which, moreover, can be visualized using the technique of weight
diagrams (see e. g. [9]).
We denote by v+ the highest weight vector, i. e. the basis vector eµ corresponding to the highest weight
µ of V (µ). For v ∈ V (µ) we denote by vλ the coordinate of v in the expansion of v in {eλ}, moreover if π
is a faithful representation we can identify g ∈ G(Φ, R) with the matrix (gλ,ν), where gλ,ν = (π(g) · eν)λ.
The following lemma is, in essence, a relative version of Chevalley–Matsumoto decomposition which can
be easily deduced from the absolute statement (cf. [12, Theorem 1.3]).
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Lemma 2.5. Let π be a basic fundamental representation of Gsc(Φ, R) with highest weight µ = ̟s.
Assume that g ∈ Gsc(Φ, R, I) is such that (g · v
+)µ = 1, then g ∈ U(Σ
−
s , I) ·Gsc(∆s, R, I) · U(Σ
+
s , I).
3. Stability conditions
In this section we define the stability conditions used in the statements of our decomposition theorems
in section 4. First, we recall the definition of the stable rank of an ideal introduced by L. Vaserstein in [17,
18]. As we will be mainly concerned with applications to Chevalley groups, our exposition is limited to
commutative rings. Next, in section 3.2 we define relative version of the absolute stable range condition
introduced in [3, 6]. Finally, we formulate and prove several technical lemmas about the action of certain
unipotent subgroups on unimodular columns under suitable stability assumptions.
3.1. Relative stable rank. Recall that a row a ∈ nR is called I-unimodular if it is congruent to
(1, 0, . . . , 0) modulo I and its components a1, a2, . . . , an generate R as an ideal. A column b ∈ R
n is
called I-unimodular if its transpose bt is an I-unimodular row. We denote the set of all I-unimodular
rows (resp. columns) by Umd(n, I) (resp. Ums(n, I)). We refer to R-unimodular rows and columns as
simply unimodular. It is not hard to show that for an I-unimodular row a there exists an I-unimodular
column b such that ab = 1 (see [17, §2]).
An I-unimodular row a = (a1, . . . , an+1) is called stable if one can choose b1, . . . , bn ∈ I such that the
row (a1 + an+1b1, . . . , an + an+1bn) is also I-unimodular. We say that I satisfies the condition SRn(I) if
any I-unimodular row of length n+1 is stable. For m > n the condition SRn(I) implies SRm(I), see [18,
Theorem 1]. It is also clear that the condition SRn(I) does not depend on the choice of the ring R. By
definition, the stable rank of I (denoted sr(I)) is the smallest natural number n such that SRn(I) holds
(we set sr(I) =∞ if no such n exists).
3.2. Relativization of the absolute stable rank. For a row a = (a1, . . . , an) ∈
nR denote by J(a)
the intersection of all maximal ideals of R containing a1, . . . , an. It is easy to see that a row a ∈ R
n is
unimodular if and only if J(a) = R. Clearly, for any g ∈ GL(n,R) one has J(a · g) = J(a).
Definition 3.1. We say that a row a = (a1, . . . , an+1) ∈
n+1I can be I-shortened, if there exist c1, . . . , cn ∈
I such that J(a1, . . . , an+1) = J(a1 + c1an+1, . . . , an + cnan+1).
Definition 3.2. We say that an ideal I satisfies the condition ASRn(I) if it satisfies SRn(I) and, moreover,
any row a ∈ n+1I can be I-shortened.
It is easy to see that ASRm(I) implies ASRn(I) for any n > m. By definition, the absolute relative
stable rank asr(I) is the smallest natural n such that ASRn(I) holds (again we set asr(I) =∞ if no such
n exists).
A priori our definition of ASRn(I) depends on R. Below we will see that in fact there is no such
dependence. The following lemma is a relative version of [6, Lemma 8.2].
Lemma 3.3. For a commutative ring R and an ideal I E R the following statements are equivalent:
(1) Any row a ∈ n+1I can be I-shortened;
(2) For any I-unimodular row (b, a1, . . . , an, d) ∈ Umd(n + 2, I) there exist c1, . . . , cn ∈ I such that
(b+b′, a1+c1d, . . . , an+cnd) is I-unimodular for any b
′ ∈ J , where J = I ·a1+ . . .+I ·an+I ·d 6 I.
Proof. Assume first that any row a ∈ n+1I can be I-shortened. In particular, for a given I-unimodular
row (b, a1, . . . , an, d) ∈ Umd(n+ 2, I) there exist c1, . . . , cn such that
J(a1, . . . , an+1) = J(a1 + c1an+1, . . . , an + cnan+1).
Therefore (b, a1 + c1d, . . . , an + cnd) is also unimodular. Of course, for any b
′ ∈ J we could replace b with
b+ b′ from the very start.
To show the converse take an arbitrary row (a1, . . . , an, d) ∈
n+1I and consider the I-unimodular row
(1, a1, . . . , an, d) ∈ Umd(n+ 2, I). By the hypothesis, there exist c1, . . . , cn ∈ I such that
v = (1 + b′, a′1, . . . , a
′
n) = (1 + b
′, a1 + c1d, . . . , an + cnd)
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is unimodular for any b′ ∈ J . Assume that there exists a maximal ideal m E R such that all a′1, . . . , a
′
n
are contained in m, but at least one of the elements d, ai is not. Then clearly d /∈ m and I 6⊆ m (otherwise
ai = a
′
i− cid ∈ m, contrary to the assumption). Now we can find t ∈ I such that its image t¯ in the residue
field R/m equals −1¯/d¯. This means that 1 + b′ ∈ m for b′ = td ∈ J , which contradicts the unimodularity
of v. This shows that no such m may exist and, therefore, J(a′1, . . . , a
′
n) = J(a1, . . . , an, d). 
Obviously, the second statement of Lemma 3.3 does not depend on R, hence, as suggested by the
notation, asr(I) is independent of R.
Let R be a commutative ring. We denote by Max(R) its maximum spectrum, i.e. the set of maximal
ideals of R, equipped with the Zariski topology. For a topological space X denote by dim(X) its usual
topological dimension. From the definition of asr(I) and [3, Theorem 2.3] (or [6, Theorem 3.7]) it follows
that
(3.1) sr(I) 6 asr(I) 6 asr(R) 6 dim(Max(R)) + 1 6 dim(Spec(R)) + 1.
3.3. Action of unipotent radicals. In this section we work with natural representations of classical
groups (i. e. representations with highest weight ̟1). It will be convenient for us to number the weights
of these representations as in [12, § 1B]: For example, we write 1 instead of ̟1, 2 instead of ̟1 − α1 etc.
Let λ1, λ2 ∈ Λ(π) be a pair of weights of a representation π such that λ1 − λ2 ∈ Φ. For notational
convenience we write xλ1,λ2(ξ) instead of xλ1−λ2(ξ). For example, for Φ = Aℓ the notation x1,2(ξ) has the
same meaning as x̟1−̟1+α1(ξ) = xα1(ξ).
Lemma 3.4. Let v = (v1, . . . , vn)
t be a column. Denote by v′ the vector composed of squares of the
components of v, i. e. v′ = (v21 , . . . , v
2
n)
t. Then for any matrix b ∈ M(n, I) one can find a symmetric
matrix a ∈M(n, I), a = at such that b · v′ = a · v.
Proof. Straightforward computation shows that the assertion of lemma holds for the matrix a defined by
aij = bijvj + bjivi, j 6= i, aii = biivi −
n∑
j=1, j 6=i
bjivj . 
Let v ∈ V = R2ℓ be a vector of the natural representation of G(Dℓ, R). Denote by v+ and v− the upper
and the lower halves of v, i. e. v+ = (v1, . . . , vℓ)
t, v− = (v−ℓ, . . . , v−1)
t.
Lemma 3.5. Assume that one of the following holds:
(1) Φ = Cℓ and sr(I) 6 ℓ;
(2) Φ = Dℓ and asr(I) 6 ℓ− 1.
Then for any I-unimodular column v = (v+, v−)
t ∈ Ums(2ℓ, I) there exists g ∈ U(Σ+ℓ , I) ≤ E(Φ, R, I)
such that (g · v)+ ∈ Ums(ℓ, I).
Proof. Case Φ = Cℓ. Denote by p the matrix of size ℓ such that its only nonzero entries equal 1 and
are located on the skew-diagonal, i. e. pij = δi,ℓ−j+1. For b ∈ M(ℓ, I) set g(b) =
(
eℓ p·b
0 eℓ
)
. Clearly, if b is
symmetric then g(b) lies in U(Σ+ℓ , I) ≤ E(Cℓ, R, I).
Notice that the column v′ = (v1, . . . , vℓ, v
2
−ℓ, . . . , v
2
−1)
t is I-unimodular. By the definition of the relative
stable rank we can find a matrix b ∈ M(ℓ, I) such that the upper half v′′+ of the vector v
′′ = g(b) · v′ is
I-unimodular. It is clear that v′′+ = v++ pbv
′
−. Finally, applying Lemma 3.4, we find a symmetric matrix
a such that
(g(a) · v)+ = v+ + pav− = v+ + pbv
′
− = v
′′
+ ∈ Ums(ℓ, I).
Case Φ = Dℓ. Denote by J the ideal of R spanned by the components of v−. Clearly, J ⊆ I. Since
sr(I/J) 6 ℓ − 1, the elementary group E(Aℓ−1, R/J, I/J) acts transitively on Ums(ℓ, I/J) (see e. g. [17,
Theorem 2.3c]). This implies the existence of an element h ∈ E(∆ℓ, R, I) such that the vector v
′ = h · v
satisfies v′i ≡ δi1 (mod J) for i = 1, . . . , ℓ.
Clearly, (v′1, v
′
−ℓ, . . . , v
′
−1)
t is I-unimodular. Applying Lemma 3.3.(2), we find c2, . . . , cℓ ∈ I such that
for v′′ =
∏ℓ
i=2 x−i,−1(ci) · v
′ one has (v′′1 , v
′′
−ℓ, . . . , v
′′
−2)
t ∈ Ums(ℓ + 1, I). Now, applying the condition
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sr(I) 6 ℓ − 1 once again, we find d1, d3, . . . , dℓ ∈ I such that the entries (v
′′′
1 , v
′′′
−ℓ, . . . , v
′′′
−3)
t of v′′′ =
x1,−2(d1) ·
∏ℓ
i=3 x−i,−2(di) · v
′′ form an I-unimodular column.
We can find f1, f3, . . . , fℓ ∈ R such that f1v
′′′
1 +
∑ℓ
i=3 fiv
′′′
−i = 1. Set ξ = v
′′′
1 − v
′′′
2 − 1 ∈ I, v
(4) =
x2,1(ξf1) ·
∏ℓ
i=3 x2,−i(ξfi) · v
′′′. Clearly v
(4)
2 = v
(4)
1 − 1, therefore v
(4)
+ is I-unimodular. Summarizing the
above, we have found g ∈ EPℓ(R, I) such that v
(4) = g · v and the assertion of the lemma immediately
follows from the Levi decomposition. 
Lemma 3.6. Let Φ = Aℓ,Cℓ,Dℓ. Denote by π the natural representation of G(Φ, R) on V = R
n, n =
ℓ+ 1, 2ℓ, 2ℓ respectively. Assume that one of the following assumptions holds:
(1) Φ = Aℓ, Γ = {k + 1, . . . , ℓ+ 1} ⊂ Λ(π) and sr(I) ≤ k ≤ ℓ;
(2) Φ = Cℓ, Γ = {−ℓ, . . . ,−2,−1} ⊂ Λ(π) and sr(I) ≤ ℓ;
(3) Φ = Dℓ, Γ = {−ℓ, . . . ,−2,−1} ⊂ Λ(π) and asr(I) ≤ ℓ− 1.
Then for any g ∈ G(Φ, R, I) there exist x ∈ U(Φ+, I), y ∈ U(Φ−, I) such that (yxg · v+)λ = 0 for all
λ ∈ Γ.
Proof. Denote by v the first column of g (i. e. v = π(g) · v+).
Case Φ = Aℓ. From the definition of relative stable rank it follows that we can find x =
( ek a
0 en−k
)
∈
U(Σ+k , I) such that the upper k components of v
′ = x · v form an I-unimodular column. Now, to obtain
zeroes at the desired positions it remains to subtract from v′k+1, . . . , v
′
ℓ+1 suitable multiples of v
′
1, . . . , v
′
k.
This operation corresponds to the left multiplication by some element y ∈ U(Σ−k , I).
Case Φ = Cℓ. Applying Lemma 3.5.(1), we find x ∈ U(Σ
+
ℓ , I) such that the upper half v
′
+ of v
′ = x · v
is unimodular. Set g(a) =
(
eℓ 0
p·a eℓ
)
. Clearly, if a is symmetric, then g(a) ∈ U(Σ−ℓ , I). Since the column
v′′+ = (v
′
1
2, . . . , v′ℓ
2)t is I-unimodular, there exists a matrix b ∈ M(ℓ, I) such that v′− + pbv
′′
+ = 0. Finally,
using Lemma 3.4, we find a symmetric matrix a such that (g(a) · v′)− = pav
′
+ + v
′
− = pbv
′′
+ + v
′
− = 0.
Case Φ = Dℓ. From the proof of Lemma 3.5.(2) it follows that there exists h1 ∈ EPℓ(R, I) such that
for v′ = h1 · v one has v
′
2 = v
′
1 − 1 ∈ I. Clearly, for v
′′ = z−α1(−v
′
2,−1) · v
′ one has v′′1 = 1, hence by
Lemma 2.5 there exists h2 ∈ U(Φ
−, I) such that the element g′ = h2 ·z−α1(−v
′
2,−1) ·h1 ·g fixes v
+. Using
the Levi decomposition we can write g′ = h · y ·x · g for some y ∈ U(Σ−ℓ , I), x ∈ U(Σ
+
ℓ , I), h ∈ E(∆ℓ, R, I).
It is clear that x, y are the required elements. 
4. Relative parabolic factorizations
In this section we formulate and prove relative versions of the decompositions from [12], which will be
our main technical tools throughout the next section.
Let G be a group and A its subset. Denote by L(A), R(A) the left and the right stabilizers of A and
by N(A) the normalizer of A:
L(A) = {g ∈ G | g ·A = A}, R(A) = {g ∈ G | A · g = A}, N(A) =
{
g ∈ G
∣∣ g ·A · g−1 = A} .
It is easy to see that L(A), R(A) and N(A) are subgroups of G. The following obvious lemma will be
used several times in the sequel.
Lemma 4.1. The subgroup L(A) is normalized by N(A). Moreover, one has R(A) ∩ N(A) ⊆ L(A),
L(A) ∩N(A) ⊆ R(A).
4.1. Relative Gauss decomposition. The proof of the Gauss decomposition presented below is similar
to the proof in the absolute case (cf. [11, Theorem 5.1]).
Proposition 4.2. Let Φ be a reduced irreducible root system of rank ℓ > 1 and let ∆1, ∆ℓ be the reductive
subsystems of Φ corresponding to the endnodes of the Dynkin diagram of Φ. Suppose that both relative
elementary subgroups E(∆i, R, I), i = 1, ℓ admit Gauss decomposition:
E(∆i, R, I) = H(∆i, R, I) · U(∆
+
i , I) · U(∆
−
i , I) · U(∆
+
i , I), i = 1, ℓ.
Then E(Φ, R, I) also admits Gauss decomposition:
(4.1) E(Φ, R, I) = H(Φ, R, I) ·U(Φ+, I) · U(Φ−, I) · U(Φ+, I).
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Proof. For a closed subset of roots S ⊆ Φ+ set A(S, I) = U(S, I) · U(−S, I) · U(S, I) (here by −S we
denote the corresponding subset of opposite roots). Notice that from Levi decomposition it follows that
A(Φ+, I) = A(∆+i , I) · A(Σ
+
i , I).
Denote by A the product of subgroups in the right-hand side of (4.1). First of all, notice that for
h ∈ H(Φ, R, I), β ∈ Φ and ξ ∈ R one has xβ(ξ)
h = xβ(ξ + sξ) for some s ∈ I. From this and the
assumption of the proposition we obtain for α ∈ ∆1 ∪∆ℓ, ξ ∈ R that
Axα(ξ) = (H(Φ, R, I) · A(Φ+, I))xα(ξ) ⊆ (H(Φ, R, I) · E(∆i, R, I) · A(Σ
+
i , I))
xα(ξ) ⊆
⊆ H(Φ, R, I)Xα(I) · E(∆i, R, I) ·A(Σ
+
i , I) ⊆ H(Φ, R, I) · H(∆i, R, I)A(∆
+
i , I) · A(Σ
+
i , I) ⊆ A.
Thus, A is normalized by root subgroups Xα(R), α ∈ ∆1 ∪ ∆ℓ and therefore is normalized by E(Φ, R).
On the other hand, for β ∈ Φ+ we have
Xβ(I) ·A ⊆ H(Φ, R, I) ·Xβ(I)A(Φ
+, I) ⊆ A.
Thus, from U(Φ+, I) ⊆ L(A) and Lemma 4.1 we obtain that X · A ⊆ A and hence that E(Φ, R, I) · A ⊆
A. 
Theorem 3. Let Φ be a root system, let I be an ideal of an arbitrary commutative ring R, and assume
that sr(I) = 1. Then the relative elementary Chevalley group E(Φ, R, I) admits Gauss decomposition:
E(Φ, R, I) = H(Φ, R, I) · U(Φ+, I) ·U(Φ−, I) ·U(Φ+, I).
Proof. In view of Proposition 4.2 it suffices to show that Gauss decomposition holds in the special case
Φ = A1. Let g =
(
a b
c d
)
be an element of SL(2, R, I). The first column of g is I-unimodular, therefore
there exists z ∈ I such that a + cz ∈ R∗. Multiplying g on the left by x12(z), we get a matrix g
′ =
x12(z) · g =
(
a′ b′
c d
)
with invertible element a′ in the top-left corner. After multiplying g′ on the left by
x21(−c/a
′) and on the right by x12(−b
′/a′) we get a diagonal matrix. Thus, we have obtained the sought
Gauss decomposition for g:
g = x12(−z) · x21(c/a
′) ·
(
ε 0
0 1/ε
)
· x12(b
′/a′) = x12(−z) ·
(
ε 0
0 1/ε
)
· x21(y) · x12(b
′/a′),
for some ε ∈ 1 + I and y ∈ I. 
4.2. Relative Dennis–Vaserstein decompositions. Let Φ be an irreducible root system of rank ℓ ≥ 2
and {r, s} be a pair of distinct endnodes of the Dynkin diagram of Φ.
Before we proceed with the proof of Theorem 1 let us remark that in the special case ℓ = 2, sr(I) = 1 we
already known that E(Φ, R, I) admits Gauss decomposition. It is not hard to see that Dennis–Vaserstein
decomposition follows from Gauss decomposition. Thus, in the sequel we may assume, without loss of
generality, that ℓ > 2.
From Levi decomposition (2.3) it follows that the following subsets of E(Φ, R, I) are equal:
U(Φ+, I) ·U(Φ−, I) · E(∆r, R, I) · EPs(R, I) =
= U(Σ+r , I) ·U(Σ
−
r , I) · E(∆r, R, I) · EPs(R, I) =
= EPr(R, I) · E(∆s, R, I) · U(Σ
−
s , I) · U(Σ
+
s , I) =
= EPr(R, I) ·U(Σ
−
r ∩ Σ
−
s , I) · EPs(R, I).
Denote the above subset by Ars. Notice that the equality Ars = E(Φ, R, I) implies Asr = E(Φ, R, I),
therefore it suffices to consider only the possibilities for Φ, s, r listed in Table 1.
For the proof Theorem 1 we need to show that the normalizer N(Ars) is a sufficiently large subgroup.
This is accomplished in a series of lemmas below. For example, the following lemma describes root
subgroups which are contained in N(Ars) for obvious reasons.
Lemma 4.3. For every α ∈ ∆r,s ∪ Φ
+ one has Xα(R) ⊆ N(Ars).
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Φ s r dim(π) type ∆r dim(π
′) |Γ|
Aℓ, ℓ > 2 1 ℓ ℓ+ 1 natural Aℓ−1 ℓ 1
Bℓ, ℓ > 2 1 ℓ 2ℓ+ 1 natural Aℓ−1 ℓ 1
Cℓ, ℓ > 2 1 ℓ 2ℓ natural Aℓ−1 ℓ 1
Dℓ, ℓ > 4 1 ℓ 2ℓ natural Aℓ−1 ℓ 2
Dℓ, ℓ > 4 ℓ ℓ− 1 2
ℓ−1 half-spinor Aℓ−1 ℓ ℓ− 2
Eℓ, ℓ = 6, 7 ℓ 2 27, 56 minimal Aℓ−1 ℓ 3
Eℓ, ℓ = 6, 7 ℓ 1 27, 56 minimal Dℓ−1 2(ℓ− 1) ℓ− 1
F4, 4 1 26 minimal C3 6 3
Table 1. List of representations used in the proof of Theorem 1.
Proof. Notice that for every i the group EPi(R, I) is normalized by EPi(R), hence it is normalized by
Xα(R), α ∈ S
+
i . Since E(∆r,s, R) normalizes U(Σ
−
r ∩Σ
−
s , I), we obtain the required assertion for α ∈ ∆r,s.
Now let α be a positive simple root. It is clear that α lies either in ∆r or ∆s. Assume, for example,
the latter. Using Levi decomposition we obtain that U(Σ−r ∩ Σ
−
s , I)
Xα(R) ⊆ U(Σ−s , I) ⊆ Ars, therefore
Xα(R) ⊆ N(Ars). Thus, N(Ars) contains the subgroup U(Φ
+, R) generated by Xα(R), α ∈ Π, which
completes the proof. 
Lemma 4.4. For any 1 ≤ i ≤ n the following statements hold.
(1) U(Φ+, I) = Xαi(I) ·U(Φ
+ \ {αi}, I) = U(Φ
+ \ {αi}, I) ·Xαi(I);
(2) For any ξ ∈ R one has U(Φ+ \ {αi}, I)
x−αi (ξ) ⊆ U(Φ+, I);
(3) U(Φ+, I) · U(Φ−, I) ⊆ U(Φ+ \ {αi}, I) ·U(Φ
−, I) ·Xαi(I) ·X−αi(I).
Proof. The first two assertions follow from Chevalley commutator formula, while the third one is a conse-
quence of the first two. 
The following lemma is the key point of the proof where stability assumptions are invoked.
Lemma 4.5. Under the assumptions of Theorem 1 one has X−αr(R) ⊆ N(Ars).
Proof. Let Φ, r and s be as in Table 1 and let π be the representation of G(Φ, R) on the Weyl module
V (µ) with highest weight µ = ̟s. The type and the dimension of π are listed in Table 1.
Notice that ∆r is an irreducible classical root system of type Aℓ−1, Cℓ−1 or Dℓ−1. The restriction of
π to the subgroup G(∆r, R) decomposes into a sum of Weyl modules for G(∆r, R), moreover, each such
summand corresponds to a connected component of the diagram obtained from the weight diagram of πR
by removing all bonds marked r. Denote by (π′, V ′) the summand containing the highest weight vector
v+ of π, i. e. the summand corresponding to the top-left connected component of the diagram. Denote
by Λ(π′) ⊆ Λ(π) the subset of weights belonging to this component. In all cases under consideration, π′
is isomorphic to the natural representation of G(∆r, R).
Denote by Γ the subset of weights λ ∈ Λ(π′) such that λ − αr ∈ Λ(π), in other words, Γ consists of
weights corresponding to vertices of the weight diagram which are incident to the removed bonds. From
the consideration of weight diagrams it is easy to determine the number of elements in Γ (see Table 1).
Denote by B the subset of E(∆r, R, I) consisting of elements g such that (g · v
+)λ = 0 for all λ ∈ Γ and
set A := U(Φ+, I) · U(Φ−, I) ·B · EPs(R, I) ⊆ Ars.
We claim that A = Ars. Indeed, let g be an element of E(∆r, R, I). Applying Lemma 3.6 to the
subsystem ∆r, we find x ∈ U(∆
+
r , I) and y ∈ U(∆
−
r , I) such that yx · g ∈ B. Consequently we obtain the
required inclusion:
U(Σ+r , I) ·U(Σ
−
r , I) · g = U(Σ
+
r , I)x
−1 ·U(Σ−r , I)
x−1y−1(yxg) ⊆ U(Φ+, I) · U(Φ−, I) · B.
Notice that by the definition of Γ and Matsumoto lemma [7, Lemma 2.3] for any s ∈ I, g ∈ B one has
x−αr(s) · g · v
+ = g · v+, therefore
X−αr(I)
B ⊆ U(Φ−, I) ∩ Stab(v+) ⊆ U(∆−s , I) ⊆ EPs(R, I).
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From the above inclusion we immediately obtain that
Xαr (I) ·X−αr(I) · B · EPs(R, I) ⊆ Xαr(I) · B · EPs(R, I) ⊆ B · U(Σ
+
r , I) · EPs(R, I) = B · EPs(R, I),
which together with the third statement of Lemma 4.4 implies that
A = U(Φ+ \ {αr}, I) · U(Φ
−, I) ·B · EPs(R, I).
Since [B,X−αr(R)] ⊆ U(Σ
−
r , R) ∩ E(Φ, R, I) = U(Σ
−
r , I), we obtain the assertion of the lemma, indeed:
AX−αr (R) = U(Φ+, I) · U(Φ−, I) ·BX−αr (R) · EPs(R, I) = A. 
We also need a separate lemma to deal with the symplectic case.
Lemma 4.6. Assume that Φ = Cℓ, s = 1, r = ℓ and that sr(I) ≤ ℓ− 1. Then X−α1(R) ⊆ N(Aℓ1).
Proof. Denote by C the set consisting of elements g ∈ EP1(R, I) for which matrix entries (gi,2), i = 2, . . . , ℓ
form an I-unimodular column of height ℓ − 1. Set A′ = EPℓ(R, I) · U(Σ
−
1 ∩ Σ
−
ℓ , I) · C. Applying
Lemma 3.5.(1) we can find for every g ∈ EP1(R, I) some element x ∈ U(Σ
+
ℓ ∩∆1, I) such that xg ∈ C.
The equality Aℓ1 = A
′ follows from this, indeed, for g ∈ EP1(R, I) one has
EPℓ(R, I) ·U(Σ
−
1 ∩Σ
−
ℓ , I) · g ⊆ EPℓ(R, I)x
−1 ·U(Σ−1 , I) · xg ⊆ A
′.
By the definition of C, for every g ∈ C one can choose y ∈ U(Σ+1 ∩ ∆ℓ, I) such that (y · g)1,2 = 0.
Consequently, for every g ∈ C one has
EPℓ(R, I) ·U(Σ
−
1 ∩ Σ
−
ℓ , I) · g ⊆ EPℓ(R, I)y
−1 ·U(Σ−ℓ ∩Σ
−
1 , I)
y−1 · yg ⊆ EPℓ(R, I) ·U(Σ
−
ℓ , I) · yg.
Notice that the matrix entry (yg)1,1 is invertible. From the choice of y it follows that for every ξ ∈ R
the element g1 := (yg)
x−α1 (ξ) satisfies the assumptions of Lemma 2.5 and therefore can be rewritten as
g1 = uh for some u ∈ U(Σ
−
1 , I), h ∈ EP1(R, I). Thus, we obtain the assertion of the lemma, indeed:
Aℓ1
X−α1 (R) ⊆ EPℓ(R, I)
X−α1 (R) ·U(Σ−ℓ , I)
X−α1 (R) ·U(Σ−1 , I) · EP1(R, I) ⊆
⊆ EPℓ(R, I) ·U(Φ
−, I) · EP1(R, I) ⊆ Aℓ1. 
Now we are all set to prove the main result of this subsection.
Proof of Theorem 1. From Lemmas 4.5 and 4.3 it follows thatN(Ars) contains EPs(R). Thus, by Lemma 4.1
we obtain that EPs(R, I) ⊆ L(Ars).
Our next goal is to verify the inclusion U(Σ−s , I) ⊆ L(Ars). Since W˜ (∆s) ⊆ E(∆s, R) ⊆ N(Ars) and
Xα(I) ⊆ L(Ars) for α ∈ Σ
−
s ∩∆r, we obtain from Lemma 4.1 and Lemma 2.4.(2) that L(Ars) contains
root subgroups Xα(I) for α lying in the orbit O =W (∆s) · (Σ
−
s ∩∆r). Thus, we are left to consider three
cases when O does not coincide with Σ−s .
(1) Case Φ = Bℓ, s = 1, r = ℓ. Only the sole short root of Σ
−
1 is not contained in O, denote it by γ.
Set α = α2 + . . . + αℓ, β = −α1 − 2α2 − . . . − 2αℓ. It is clear that α ∈ Φ
+, β, β + 2α ∈ O. Since
Xβ(I),Xβ+2α(I) ⊆ L(Ars) and Xα(R) ⊆ N(Ars) we obtain the required inclusion Xγ(I) ⊆ L(Ars)
using Chevalley commutator formula:
xγ(±ab) = [xβ(a), xα(b)] · xβ+2α(ab
2).
(2) Case Φ = F4, s = 4, r = 1. For a root α ∈ Σ
−
4 there are only 3 possibilities for its length and the
value of m4(−):
• m4(α) = −1, α is short (there are 8 such roots);
• m4(α) = −2, α is long (there are 6 such roots);
• m4(α) = −2, α is short (there is only one such root, denote it by γ).
Since ∆r ∩ Σ
−
s contains roots of the first two types, only γ is not contained in O. Clearly,
γ = −α1 − 2α2 − 3α3 − 2α4 = α+ β for α = α1 + α2 + α3 ∈ Φ
+, β = −αmax ∈ O. Since α ∈ Φ
+,
β, β + 2α ∈ O we obtain the inclusion Xγ(I) ⊆ L(Ars) by the same token as in the previous case.
(3) Case Φ = Cℓ, s = 1, r = ℓ. In this case we need to invoke stability assumptions one more time.
From Lemma 4.6 we obtain that N(Ars) contains X−α1(R) and therefore coincides with E(Φ, R).
The required inclusion now follows Lemma 2.4.(1).
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Thus, we have shown that X ⊆ L(Ars). Recall from Proposition 2.2 that E(Φ, R, I) is generated by Z(Σ
−
s ).
On the other hand, from Z(Σ−s ) ⊆ X
EPs(R) ⊆ L(Ars)
N(Ars) ⊆ L(Ars) we conclude that E(Φ, R, I) ⊆
L(Ars), which completes the proof. 
4.3. Relative Bass–Kolster decompositions. The next theorem is a relative version of the so-called
Bass–Kolster decomposition (cf. [12, Theorem 2.1]).
Theorem 4. Let Φ be a classical root system of rank ℓ > 2, let R be an arbitrary commutative ring and
I be its ideal, satisfying one of the following assumptions:
Φ = Aℓ, ℓ > 2, sr(I) 6 ℓ;
Φ = Cℓ, ℓ > 2, sr(I) 6 2ℓ− 1;
Φ = Bℓ,Dℓ, ℓ > 3, asr(I) 6 ℓ− 1.
Then the principal congruence subgroup G(Φ, R, I) admits decomposition:
G(Φ, R, I) = U(Φ+, I) · U(Φ−, I) · Z · U(Σ−1 \ {−αmax}, I) ·U(Σ1, I) ·G(∆1, R, I),
where Z = Zαmax(I) = {z−αmax(r, 1) | r ∈ I}.
Proof. Let g be an element of G(Φ, R, I). Set v = g · v+ ∈ Ums(n, I). Notice that in each case it suffices
to find g′ ∈ U(Φ−, I) ·U(Φ+, I) · g such that
(4.2) (g′ · v+)1 = 1 + s and (g
′ · v+)̟1−αmax = s for some s ∈ I.
Indeed, set g′′ = z−αmax(−s, 1) · g
′. Obviously, one has (g′′ · v+)1 = 1, (g
′′ · v+)̟1−αmax = 0 and the
conclusion of the theorem follows from Lemma 2.5.
Case Φ = Aℓ, n = ℓ+ 1. Since sr(I) 6 ℓ, one can find a1, . . . , aℓ ∈ I such that (v1 + a1vℓ+1, . . . , vℓ +
aℓvℓ+1)
t = (v′1, . . . , v
′
ℓ)
t is I-unimodular. Then there are b1, . . . , bℓ ∈ I such that b1v
′
1+ . . . bℓv
′
ℓ = v
′−1 ∈ I.
Thus the vector
v′′ =
ℓ∏
i=1
xℓ+1,i(bi) ·
ℓ∏
i=1
xi,ℓ+1(ai) · v
satisfies the equalities (4.2).
Case Φ = Cℓ, n = 2ℓ. Notice that the column (v1, . . . , v−2, v
2
−1)
t is also I-unimodular. Applying
the assumption sr(I) 6 2ℓ − 1, we find c1, c2, . . . , c−2 ∈ I · v−1 such that upper 2ℓ − 1 components of
v′ = (v1 + c1v−1, . . . , v−2 + c−2v−1, v−1)
t form an I-unimodular column. By the choice of ci we can find
suitable d ∈ I such that h1 · v = v
′ for
h1 = x1,−1(c1 + d) ·
−2∏
i=2
xi,−1(ci) ∈ U(Σ
+
1 , I).
We can find f1, f2, . . . , f−2 ∈ R such that f1v
′
1 +
∑−2
i=2 fiv
′
i = 1. Set ξ = v
′′
1 − v
′′
−1 − 1 ∈ I,
h2 = x−1,1
(
ξf1 +
ℓ∑
i=2
v′1ξ
2fif−i
)
·
−2∏
i=2
x−1,i(ξfi) ∈ U(Σ
−
1 , I).
Direct computation shows that the vector v′′ = h2 · v
′ satisfies equalities (4.2).
Case Φ = Dℓ, n = 2ℓ. By Lemma 3.5.(2) we can find h1 ∈ U(Σ
+
ℓ , I) such that the upper half v
′
+ of
v′ = h1 · v is I-unimodular. Since sr(I) 6 ℓ − 1, we can find c1, c3, . . . cℓ ∈ I such that (v
′′
1 , v
′′
3 , . . . , v
′′
ℓ ) ∈
Ums(ℓ− 1, I), where
v′′ = h2 · x1,2(c1) · v
′, h2 =
ℓ∏
i=3
xi,2(ci).
We can find f1, f3, . . . , fℓ ∈ R such that f1v
′′
1 +
∑ℓ
i=3 fiv
′′
i = 1. As before, set
ξ = v′′1 − v
′′
−2 − 1 ∈ I, h3 = x−2,1(ξf1) ·
ℓ∏
i=3
x−2,i(ξfi), v
′′′ = h3 · v
′′.
Clearly, t1,2(c1) · h1 ∈ U(Φ
+, I), h3 · h2 ∈ U(Φ
−, I) and v′′′ satisfies (4.2).
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Case Φ = Bℓ, n = 2ℓ + 1. Subdivide v ∈ Ums(2ℓ + 1, I) as v = (v+, v0, v−) ∈ R
ℓ × R × Rℓ. Denote
by J 6 I the ideal spanned by the components of v−. Since sr(I/J) 6 ℓ, we can find c1, . . . , cℓ ∈ I such
that for v′ = h · v, h =
∏ℓ
i=1 xi,0(ci) ∈ U(Φ
+, I) one has v¯′+ = (v¯′1, . . . , v¯
′
ℓ) ∈ Ums(ℓ, I/J) and, therefore,
(v′+, v
′
−) ∈ Ums(2ℓ, I). Now the proof can be finished by repeating the argument for the case Φ = Dℓ
(applied to the subset of long roots of Bℓ). 
It is easy to see that the proof of the above theorem is effective and gives an estimate of the total
number of elementary root unipotents involved in the decomposition.
Corollary 4.7. In the assumptions and notation of Theorem 4 every element of G(Φ, R, I) can be factored
into a product of one element of G(∆1, R, I), one element of Z and at most 4|Σ1| − 1 elements of X .
Proof. The assertion can be obtained by a careful analysis of the proof of the previous theorem. Cases
Φ = Aℓ,Cℓ are immediate. In the case Φ = Dℓ from the proof of Theorem 4 one obtains that
G(Φ, R, I) = U(Σ+ℓ , I) ·Xα1(I) · U(Σ
−
2 ∩∆1, I) ·X−αmax(I) · Z · U(Σ
−
1 , I) ·U(Σ
+
1 , I) ·G(∆1, R, I).
We can present an element g of U(Σ+ℓ , I) as a product of g1 ∈ U(Σ
+
1,2 ∩ Σ
+
ℓ ) and g2 ∈ U(∆1,2 ∩ Σ
+
ℓ ).
An examination of the extended Dynkin diagram of Dℓ shows that g2 either centralizes or normalizes all
factors of the above decomposition (except the last one) and therefore can be moved to the right until it
is consumed by G(∆1, R, I). On the other hand, g1 is a product of at most 2ℓ− 3 elementary unipotents,
while the width of U(Σ±1 , I) and U(Σ
−
2 ∩∆1) with respect to the elementary unipotents does not exceed
2ℓ− 2 and 2ℓ− 4, respectively. Summing up these upper bounds, we obtain
(2ℓ− 3) + 1 + (2ℓ− 4) + 1 + 2 · (2ℓ− 2) = 8ℓ− 9 = 4|Σ1| − 1.
The estimate in the case Φ = Bℓ can be obtained in a similar way. 
Corollary 4.8. Assume that Φ and I satisfy one of the following assumptions
Φ = Aℓ, sr(I) 6 2, N
′ = 3 |Φ+|+ 2ℓ− 5;
Φ = Cℓ, sr(I) 6 3, N
′ = 3 |Φ+|+ 3ℓ− 6;
Φ = Bℓ,Dℓ, asr(I) 6 2, N
′ = 4 |Φ+| − 4.
Then every element of G(Φ, R, I) can be decomposed into a product of one element of G(〈±αℓ〉, R, I) ∼=
SL(2, R, I) and at most N ′ elements of Z(Σℓ):
Proof. The assertion can be obtained by iteratively applying (for a total of ℓ−1 times) the decomposition
of Theorem 4 (see also Fig. 1 below). The improved estimate for Φ = Aℓ (resp. Cℓ) follows from the fact
that it suffices to make only two (resp. three) additions to shorten the unimodular column in the first
step of the proof of Theorem 4. 
D4
A4 A3 A2 A1
C4 C3 C2
B4 B3
asr63
sr64 sr63 sr62
sr67 sr65
sr63
asr63
asr62
Figure 1. Reductions used in the proof of Corollary 4.8 and Theorem 5
12 SERGEY SINCHUK AND ANDREI SMOLENSKY
5. Applications
5.1. Subsystem factorizations. Recall from [5, 19] that a Chevalley group over a field G(Φ, F ) can be
presented as a product of at most 3|Φ+| of its subgroups SL(2, F ). As an easy corollary of Bass–Kolster
decomposition we get that a similar factorization also holds for relative groups over rings of small stable
rank.
Theorem 5. Let I E R be an ideal, Φ be an irreducible classical root system of rank ℓ satisfying one the
following conditions:
Φ = Aℓ, sr(I) 6 2, N = 3 |Φ
+| − ℓ− 1;
Φ = Cℓ, sr(I) 6 3, N = 3 |Φ
+| − 2;
Φ = Bℓ,Dℓ, asr(I) 6 2, N = 4 |Φ
+| − 3ℓ.
Then the principal congruence subgroup G(Φ, R, I) can be presented as a product of at most N of its
subgroups, where each subgroup is an isomorphic copy of SL(2, R, I).
Proof. As in the proof of Corollary 4.8, the assertion is obtained via iterative application of Theorem 4.
To reduce the number of SL2-factors involved in the decompositoin one has to group into a single SL2-
factor a pair of opposite root subgroups Xα(I), X−α(I) (or Z±α(I)) appearing on each of the 3 junctions
between the positive and negative unipotent subgroups in the Bass–Kolster decomposition. Since a total
of ℓ− 1 reductions are used, we get the required estimate N ≤ N ′ − 3(ℓ− 1) + 1. 
We now turn our attention to the proof of Theorem 2, which will occupy the rest of this subsection.
Consider the decreasing chain Φk, k = 1, . . . , ⌊ℓ/2⌋ of root subsystems of Φ = Dℓ defined as follows. If
2k 6= ℓ, let Φk be the subsystem of Φ, spanned by the fundamental roots α2k−1, . . . , αℓ. Clearly, such Φk
has type Dℓ−2k+2. In the remaining case 2k = ℓ set Φk = 〈αℓ〉 ∼= A1. Now let βk be the maximal root
of Φk, i. e. βk = αmax(Φk), k = 1, . . . , ⌊ℓ/2⌋. Denote by B the set of all βk. From the definition it is
clear that the elements of B are mutually orthogonal to each other. The roots βk can also be defined by
explicit formulae:
βk = α2k−1 + 2α2k + . . .+ 2αℓ−2 + αℓ−1 + αℓ, for k = 1, . . . , ⌊ℓ/2⌋ − 1,
β⌊ℓ/2⌋ = αℓ−2 + αℓ−1 + αℓ, if ℓ is odd,
β⌊ℓ/2⌋ = αℓ, if ℓ is even.
Lemma 5.1. There exists an element w ∈W (Dℓ) such that w(B) ⊆ ∆
+
ℓ .
Proof. Case ℓ = 4. Set w = σα1+α2 ◦ σα2+α4 . Straightforward computation shows that
w(β1) = w(αmax) = σα1+α2(α1 + α2 + α3) = α3,
w(β2) = w(α4) = σα1+α2(−α2) = α1,
which implies the assertion of the lemma.
Case ℓ ≥ 5. Recall from [2, Table 9] that for odd (resp. even) ℓ all maximal subsystems of type
A1 + . . .+ A1 +D3 (resp. A1 + . . .+ A1 +D4) are conjugate under the action of W (Φ). Consequently, we
can find w ∈ W (Φ) such that w(βk) = α2k−1 for k < ⌊ℓ/2⌋ (resp. k < ⌊ℓ/2⌋ − 1). Now using transitivity
of the action of W (D3) on the roots (resp. by the same argument as in the case ℓ = 4) we can move the
remaining root β⌊ℓ/2⌋ (resp. the remaining 2 roots β⌊ℓ/2⌋−1, β⌊ℓ/2⌋) to αℓ−1 (resp. to αℓ−3, αℓ−1) while
fixing all the other βk. 
The following lemma is an analogue of Proposition 1 of [8].
Lemma 5.2. Let Φ = Dℓ, ℓ ≥ 2 and let I be an ideal of a commutative ring R. There exist an element
y ∈ E(Φ, R) and an element w ∈ W˜ (Φ) such that
U(Σ+ℓ , I) ⊂ [U(∆
−
ℓ , I), y] ·
wU(∆+ℓ , I).
Proof. Since U(Σ+ℓ , I) is abelian, we can decompose it as U(Σ
+
ℓ , I) = U(Σ
+
ℓ \ B, I) · U(B, I). Set y =∏
β∈B xβ(1). We will now show by induction on ℓ that
(5.1) U(Σ+ℓ \B, I) ⊂ [U(∆
−
ℓ , I), y] · U(B, I).
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The induction base in the cases ℓ = 2, 3 is trivial.
Notice that β1 is the only root of Φ satisfying m2(β1) = 2, therefore Chevalley commutator formula
implies [
U(∆−2 , I), xβ1(1)
]
= 1.
There is no root of the form γ = α+ β with α ∈ Σ−2 ∩∆ℓ and β ∈ B \ {β1}, because such a root γ must
satisfy m2(γ) = −1 and mℓ(γ) = 1. Thus the commutator formula gives[
U(Σ−2 ∩∆ℓ, I),
∏
i 6=1
xβi(1)
]
= 1.
Since B \ {β1} ⊂ Σ
+
ℓ ∩∆2, the above two identities imply[
U(Σ−2 ∩∆ℓ, I) ·U(∆
−
2,ℓ, I), xβ1(1) ·
∏
i 6=1
xβi(1)
]
≡
[
U(Σ−2 ∩∆ℓ, I), xβ1(1)
]
mod U(Σ+ℓ ∩∆2, I).
Every element u ∈ U(Σ−2 ∩∆ℓ, I) can be decomposed as u = vw for some v ∈ U(Σ
−
1 ∩ Σ
−
2 ∩∆ℓ, I) and
w ∈ U(Σ−2 ∩∆1,ℓ, I). Using the identity
(5.2) [ab, c] = a[b, c] · [a, c],
we can rewrite
[vw, xβ1(1)] =
v[w, xβ1(1)] · [v, xβ1(1)].
Since U(Σ−1 ∩ Σ
−
2 ∩∆ℓ, I) and U(Σ
−
2 ∩∆1,ℓ, I) are abelian, it is easy to see that
[v, xβ1(1)] ∈ U(Σ
+
2 ∩ Σ
+
ℓ ∩∆1, I), [w, xβ1(1)] ∈ U((Σ
+
1 ∩Σ
+
ℓ ) \ {β1}, I).
Every element of U(Σ+2 ∩Σ
+
ℓ ∩∆1, I) (resp. U(Σ
+
1 ∩Σ
+
ℓ \{β1}, I)) can be expressed as such a commutator
for a suitable choice of v (resp. w). Indeed, set v = xγ(ξγ) ·v
′, γ = −α1−α2, v
′ ∈ U(Σ−1 ∩Σ
−
2 ∩∆ℓ\{γ}, I).
Using relation (5.2) and the fact that Xγ(I) commutes with U(Σ
+
2 ∩∆1, I) we get that:
[v, xβ1(1)] = [xγ(ξγ) · v
′, xβ1(1)] =
xγ(ξα)[v′, xβ1(1)] · [xγ(ξγ), xβ1(1)] =
= [v′, xβ1(1)] · xβ1−α1−α2(ξγ) = . . . =
∏
α∈Σ−
1
∩Σ−
2
∩∆ℓ
xβ1+α(ξα).
It remains to note that Σ+2 ∩Σ
+
ℓ ∩∆1 = β1 + (Σ
−
1 ∩Σ
−
2 ∩∆ℓ). The same argument works for [w, xβ1(1)].
Direct calculation using the commutator formula shows that
vU(Σ+1 ∩ Σ
+
ℓ \ {β1}, I) ≡ U(Σ
+
1 ∩ Σ
+
ℓ \ {β1}, I) mod U(Σ
+
ℓ ∩∆2, I).
Summing up the above arguments, we get that
[U(Σ−2 , I) · U(∆
−
2,ℓ, I), y] ≡ U((Σ
+
1,2 ∩ Σ
+
ℓ ) \ {β1}) mod U(Σ
+
ℓ ∩∆2, I),
hence the inclusion (5.1) follows from the induction hypothesis (applied to ∆1,2 ∼= Dℓ−2).
Finally, we have found a ∈ U(Σ+ℓ \B, I) and b ∈ U(∆
−
ℓ , I) such that
a ∈ [b, y] ·
∏
β∈B
Xβ ⊂ [U(∆
−
ℓ , I), y] ·U(B, I).
Now the assertion of the lemma follows from Lemma 5.1. 
Proof of Theorem 2. Set L = E(∆ℓ, R, I) ≤ E(Dℓ, R, I) and denote by σ the automorphism of G(Dℓ, R)
induced by the diagram automorphism of Dℓ swapping αℓ and αℓ−1. By Theorem 1 one has
E(Dℓ, R, I) = EPℓ(R, I) ·U(Σ
−
ℓ−1 ∩ Σ
−
ℓ , I) · EPℓ−1(R, I) =
= L · U(Σ+ℓ , I) ·U(Σ
−
ℓ−1 ∩ Σ
−
ℓ , I) ·
(
L ·U(Σ+ℓ , I)
)σ
.
Now using Lemma 5.2, one can find y1, y2 ∈ G(Dℓ, R) and w1, w2 ∈ W˜ (Dℓ) such that
L ·U(Σ+ℓ , I) ⊂ L · U(∆
−
ℓ−1, I) ·
y1U(∆−ℓ−1, I) ·
w1U(∆+ℓ−1, I),
U(Σ−ℓ−1 ∩ Σ
−
ℓ , I) ⊂ U(∆
+
ℓ , I) ·
y2U(∆+ℓ , I) ·
w2U(∆−ℓ , I).
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Thus E(Dℓ, R, I) is a product of at most 9 subgroups isomorphic to E(Aℓ−1, R, I). 
5.2. Bounded generation. For a group G denote byW (G,X) the width of G with respect to a generating
set X ⊆ G, i. e. the smallest natural number N such that every element of G is a product of at most N
elements of X or their inverses.
Lemma 5.3. In the assumptions of Theorem 3 the width of E(Φ, R, I) with respect to Z(Π) does not
exceed 3 |Φ+|+ 2 rkΦ− 1.
Proof. Every element g ∈ E(Φ, R, I) can be written as a product g = u1hv2u3 for some h ∈ H(Φ, R, I),
u1, u3 ∈ U(Φ, I), v2 ∈ U(Φ
−, I). Write h =
∏ℓ
i=1 hαi(εi), ε ∈ 1 + I. In view of formula (2.4) the element
hαi(εi) can be factored as hαi(εi) = xαi(∗)z−αi(∗, ∗)x−αi (∗). Since the torus normalizes each of Xα(I)
(see formula (2.2)), we can rewrite g in the following manner, from which the estimate follows:
g ∈ U(Φ, I) ·
ℓ∏
i=1
(
xαi(∗)z−αi(∗, ∗)
)
·U−(Φ, I)U(Φ, I). 
The following lemma is a corollary of Theorems 5.7 and 5.8 of [4].
Lemma 5.4. Let p be a rational prime and c, d be a pair of coprime integers such that p ⊥ d. Then
under the assumption of the Generalized Riemann Hypothesis there exist infinitely many primes q ≡ c
(mod d) such that p is a primitive root modulo q.
The following lemma is a relative version of [21, Lemma 6] (see also [22]):
Lemma 5.5. Set R = Z[1/p] and let I be an ideal of R. Under the assumption of the GRH the width of
SL(2, R, I) with respect to the generating set Z({−α1}) = X12(I) ∪ X21(I) ∪ {z21(s, ξ) | s ∈ I, ξ ∈ R}
does not exceed 6.
Proof. Clearly, I is a principal ideal generated by some integer m ∈ Z not divisible by p. Let g be an
element of SL(2, R, I). Write
g =
(
x y
z w
)
, for x = pαa, z = pβbm, where a, b, α, β ∈ Z, p ∤ a, b.
Case 1: α > β. Since pα−βa ⊥ bm2 and p ⊥ bm2, there exist infinitely many rational primes q of the
form pα−βa+ bm2k, such that p is a primitive root modulo q. We may assume that q is prime to b. Write
g1 = x12(mk) · g =
(
pβq ∗
pβbm ∗
)
.
There exists u > 1 such that pu ≡ b (mod q), say pu = b+ lq. Then
g2 = x21(ml) · g1 =
(
pβq ∗
mpβ+u ∗
)
.
Since g2 ≡ 1 (mod m), we can write p
βq = 1 + cm for some c. Now set
g3 = x12
(
−c
pβ+u
)
· g2 =
(
1 ∗
mpβ+u ∗
)
,
g4 = x21
(
−mpβ+u
)
· g3 =
(
1 ∗
0 ∗
)
,
g5 = x12
(
c
pβ+u
)
· g4 =
(
1 ∗
0 ∗
)
.
Notice that g5 = z21
(
−mpβ+u, c/pβ+u
)
· g2 hence g = x12 · x21 · z21 · x12 and the length of g does not
exceed 4.
Case 2: α < β. Since Z[1/p]/I is finite, there exists k > 0 such that pk ≡ 1 (mod I). One can choose
k > β − α. Then k + α > −k + β and we obtain that
h12(p
k) · g =
(
pk 0
0 p−k
)(
pαa ∗
pβbm ∗
)
=
(
pk+αa ∗
p−k+βbm ∗
)
.
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We find ourselves in the situation of the previous case, therefore, we can write g = h12 · x12 · x21 · z21 · x12.
Finally, expressing h = x21 · z21 · x12 as in (2.4), we get that g = x21 · z21 · x12 · x21 · z21 · x12. 
For the rest of this subsection k denotes a global field and S is a finite set of places on k. Let OS be
the Dedekind ring of arithmetic type defined by S and let I be an ideal of OS .
Lemma 5.6. Let Φ be an irreducible classical root system of rank ℓ > 2. If k has a real embedding, then
G(Φ,OS , I) has finite width with respect to the generating set Z(Σℓ).
Proof. First of all, notice that asr(I) 6 asr(OS) 6 2. By Corollary 4.8 we can write any element of
G = G(Φ,OS , I) as a product of a finite number of generators from Z(Σℓ) and one element of G0 =
G({αℓ,−αℓ},OS , I) ∼= SL(2,OS , I). Consequently, to prove the statement of the lemma it suffices to
express every element g =
(
1+a b
c 1+d
)
∈ G0 as a product of a finite number of generators contained in
some rank 2 subgroup of G containing G0.
From det(g) = 1 we conclude that a+ d = bc− ad ∈ I2. Recall that Vaserstein’s congruence subgroup
is defined as
G(I, I) =
{(
1 + a b
c 1 + d
)
∈ SL(2,OS)
∣∣∣∣ a, d ∈ I2, b, c ∈ I
}
.
Notice that g1 = g · z21(a, 1) is contained in G(I, I)(
1 + a b
c 1 + d
)
·
(
1− a −a
a 1 + a
)
=
(
1 + ba− a2 b− a− ba− a2
c+ a+ ad− ac 1 + bc− ac
)
∈ G(I, I).
For any g′ =
(
1+a b
c 1+d
)
∈ G(I, I) the matrix x21(−c) · g
′ · x12(−b) lies in SL
(
2,OS , I
2
)
.
By Lemma 2.3 the group E
(
Φ,OS , I
2
)
is contained in E(Φ, I) for any root system Φ 6= Cℓ of rank > 2.
Notice that under the assumptions of the lemma a deep result of O. Tavgen asserts that E(Φ, I) has finite
width with respect to X , see [15, Theorem 3.3].
In remains to consider the case Φ = Cℓ. First of all, notice that 2abc− abd ∈ II
2 , indeed,
det(g1) = a
3d− 3a2bc+ a2bd+ ab2c+ a3 + a2b+ a2d+ 2abc− abd+ 1.
Consequently we obtain that
g2 = x21(−a− c) · g1 · x12(a− b) ≡
(
1 + ab− a2 −ab− a2
ad− ac− abc 1− ab+ a2
)
mod II 2 .
Now for g3 = g2 · z12
(
a2 − ab, 1
)
the following congruences hold:
g3 ≡
(
1 −2ab
−abc− a2 + ab− ac+ ad 1
)
mod II 2 ,
g4 = x12(2ab) · g3 ≡ x21
(
−abc− a2 + ab− ac+ ad
)
mod II 2 .
Thus g4 · x21(∗) ∈ SL(2,OS , II
2 ) is contained in E(Cℓ, I) by Lemma 2.3 and therefore can be expressed
as a bounded product of elements xα(∗). 
The above lemmas together with Corollary 4.7 and Proposition 4.2 imply the following result which is
an analogue of the results of [14, 21, 22] for relative groups.
Theorem 6. Let I be an ideal of a commutative ring R.
(1) If R = OS is a Dedekind ring of arithmetic type posessing a real embedding and Φ is classical of
rank ℓ > 2, then W (G(Φ, R, I),Z(Σ−ℓ )) is finite;
(2) If sr(I) = 1 and Φ is an arbitrary irreducible root system, then
W (E(Φ, R, I),Z(Π)) 6 3|Φ+|+ 2 rk(Φ)− 1;
(3) If R = Z[1/p] for some prime number p, then under the assumption of the Generalized Riemann
Hypothesis one has
W (E(Φ, R, I),Z(Σ−ℓ )) 6 3|Φ
+|+ 2ℓ+ 1 for Φ = Aℓ,Cℓ,
W (E(Φ, R, I),Z(Σ−ℓ )) 6 4|Φ
+|+ ℓ+ 1 for Φ = Bℓ,Dℓ.
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