We present a method for 3D hand tracking that exploits spatial constraints in the form of end effector (fingertip) locations. The method follows a generative, hypothesize-andtest approach and uses a hierarchical particle filter to track the hand. In contrast to state of the art methods that consider spatial constraints in a soft manner, the proposed approach enforces constraints during the hand pose hypothesis generation phase by sampling in the Reachable Distance Space (RDS). This sampling produces hypotheses that respect both the hands' dynamics and the end effector locations. The data likelihood term is calculated by measuring the discrepancy between the rendered 3D model and the available observations. Experimental results on challenging, ground truth-annotated sequences containing severe hand occlusions demonstrate that the proposed approach outperforms the state of the art in hand tracking accuracy.
Introduction
Tracking a human hand either in free motion or in interaction with objects is a challenging computer vision problem. Challenges arise due to its several degrees of freedom, hard to avoid visibility limitations (e.g. self-occlusions, occlusions from the interacting objects), and fast motion. Despite these difficulties, several works attempt to address the problem and have pushed significantly the performance boundaries over the last few years. These efforts are motivated by the impact that reliable hand tracking may have in areas such as human computer interaction, virtual reality, human robot interaction and robot control, in medical applications and many others.
Regardless of whether they treat the case of a single hand, a hand interacting with object(s) or multiple hands, previous approaches fall into three main categories: generative, discriminative and hybrid. In order to estimate the hand pose, discriminative approaches [3, 7, 12, 17, 25, 26, 33, 35, 36, 43, 46] learn a mapping between image features and the pose space. Discriminative methods require training on large training sets. At run time they are fast and able to perform single shot hand pose estimation. However, the output pose granularity is relatively coarse. Generative methods for tracking single hands [4, 8, 9, 13, 15, 16, 18, 19, 20, 27, 30, 37, 44] , hand object interactions [5, 6, 10, 11, 22] or two hands [21] use parametric hand models and filters or optimizers to estimate the state that best explains/fits the available observations. Typically, local optimization is performed, seeded by the solution to the problem in the last frame. This raises the requirement of temporal continuity and, thus, prohibits single shot pose estimation. The hypothesize and test methodology that is followed by the Particle Swarm Optimization (PSO) algorithm [19] and the Particle Filters (PF) [2] has proven particularly suitable for the problem. To tackle the high dimensionality, certain methods [15, 36] create hypotheses hierarchically by exploiting the kinematic structure of the hand.
Hybrid methods [1, 23, 24, 28, 29, 31, 32, 34, 38, 39, 40, 42] attempt to retain the advantages of both the discriminative and generative strategies. Typically, they employ a discriminative component to arrive at a coarse solution which is then refined by a generative component. The discriminative component detects hand parts relying on a set of image features. The detected parts are then either incorporated in the objective function of the generative component as soft constraints [23] or as a seed to the optimization [39] .
Hand tracking and pose estimation can benefit a lot from prior information in the form of spatial constraints. For example, if a fingertip detector provides 3D positions for the fingertips of the hand, this provides important constraints on the pose of the hand. Similar constraints can be defined if a hand interacts with a rigid object and hand-object contact points do not change. Existing generative and hybrid methods are able to incorporate such priors. However, they do so in a soft manner. More specifically, this is achieved by introducing an error term in the objective function they optimize, which quantifies how far a candidate solution is from satisfying these constraints. The contribution of this error term is then aggregated with all other error terms during optimization. This has two important, negative implications: (a) At the end of the optimization, it is not guaranteed that the solution sought satisfies the given constraints and, (b) during hypothesize and test, a lot of computational effort is wasted in evaluating hypotheses that do not satisfy the available constraints.
In this work, we address the aforementioned problems of existing methods. We present a generative hand tracking method that exploits efficiently available spatial constraints by considering them during the hypotheses generation stage (Fig.1) . The particular type of constraints that we consider is knowledge of the 3D positions of end effectors (fingertips). Scenarios where such positions are available are quite common in practice. For free hand motion, fingertip detectors can reliably provide them when the fingers are visible [24] . When manipulating rigid objects without changing the contact points, these positions can be inferred by tracking the object, even when the fingers are fully occluded [41] . In order to best exploit the information about the end effector locations, we rely on the concept of Reachable Distance Space (RDS) [45] . RDS provides a fast method to generate hypotheses that respect the constraints. This way, we can significantly narrow the search on the high dimensional pose space. RDS-based sampling is used to extend the Hierarchical Model Fusion particle filter (HMF) [14, 15] to estimate the hand pose. HMF decomposes the hand's state according to the kinematic hierarchy (palm plus five fingers) and thus integrates nicely with the RDS provided hypotheses that also concern specific hand parts (fingertips).
Our contribution: Considering the presented literature review, the main contributions of this work are the following:
• We employ RDS to consider explicitly spatial and kinematic constraints at the hand pose hypothesis generation phase. In that direction, we propose a simple and fast method to consider the finger joint limits, extending the original RDS formulation [45] and, thus, rendering it suitable for the real-time performance requirenments of the hand tracking problem.
• We adapt the HMF framework [15] by tightly integrating our RDS-based, constraintsaware sampling strategy and propose the Constrained-HMF (C-HMF) method. This is shown to achieve state of the art hand tracking accuracy, while requiring the evaluation of much less hand hypotheses, all of which satisfy the given constraints.
Method description
We use a parametric 3D hand model ( Fig. 2(a) ) that can be articulated in 3D space. A given hypothesis about the hand configuration provides a hypothesis about the 3D location of every point of the hand model. The hand model is a skinned, anatomically consistent and visually realistic 3D mesh (1597 vertices) animated using a skeleton consisting of 20 bones. The configuration of each hand is represented by 27 parameters: three for the hand 3D position, four for the quaternion representation of the hand rotation, and four for the articulation angles for each of the five fingers.
C-HMF framework
The state of the hand model is estimated using an adapted version of the HMF tracking framework [14, 15] denoted as C-HMF. C-HMF follows the hypothesize and test approach. The generated hypotheses satisfy both the hand's kinematic constrains (motion model, joint limits) and the available end-effector target constraints. This way, all hypotheses are valid and sampling efficiency is greatly enhanced, therefore less particles are required to achieve the same tracking accuracy. An end-effector target can be either a specific 3D point or a 3D region in the case of uncertainty in the detection. In the later case, we randomly pick a specific 3D point within this region. Not all finger end-effectors are required to be associated with target constraints. For unconstrained fingers, we generate pose hypotheses that only respect the hand's kinematic constrains (motion model, joint limits). The C-HMF framework follows the divide and conquer strategy to update the high dimensional hand state x t at each frame, using several auxiliary models and one main model. Each of the auxiliary models estimates the state of a hand part. We use one auxiliary model for the palm (with 6-DOFs for its 3D position and orientation) and one for each finger (with 4-DOFs for the joint angles), as shown in Fig.2 (b). The purpose of the main model is to combine and fine tune the poses estimated by the auxiliary models. The auxiliary models are organized in a hierarchy so that each one is able to provide information on the state of its parents in this hierarchy. We use a hierarchy with 3 levels. The top level contains the main model, the middle level contains the finger auxiliary models, and the bottom level contains the palm auxiliary model, as shown in Fig.2(c) . We define the full state x t at a time step t as the concatenation of the sub-states that correspond to the M auxiliary models and the main model x [0:M]t and by z t we denote the observations. The C-HMF framework follows the Bayesian approach for tracking. By x 0:t we denote the state sequence {x 0 ...x t } and by z 1:t the set of all measurements {z 1 ...z t } from time step 1 to t. Tracking amounts to calculating the posterior p(x 0:t |z 1:t ) at every step, given the measurements up to that step and a prior, p(x 0 ). Using the state decomposition, the solution is expressed as:
where Pa(x [i]t ) denotes the parent nodes of x [i]t (see Fig. 2(c) ). In Eq. (1) we make the approximation that the observation likelihood is proportional to the product of individual model likelihoods p(z t |x [i]t ).
To efficiently approximate the posterior given the above state decomposition, we use a particle filter that updates the sub-states. The algorithm approximates this posterior by propagating a set of particles for each model (auxiliary and main) using the importance sampling technique. The basic components of the filter are the state evolution dynamic model, the observation likelihood, and the proposal distribution that is used to sample from. The dynamic model that we consider for each sub-model p(x
) is a simple Gaussian model. The observation likelihood has two components:
) compares a hypothesized, rendered hand model and the RGB-D image as in [15] . The result of that comparison is a distance D ren (normalized in [0, 1]) that takes into account the silhouette and depth match of the rendered hypothesis and the actual observations. The rendering likelihood is calculated as an Algorithm 1 C-HMF Hand tracking Algorithm
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exponential function of D ren :
) is an exponential function of the average distance D trg between the end-effector targets and the hypothesized end-effector positions with standard deviation σ trg .
The total likelihood is given as the product of these two components.
The proposal distribution, described in detail in Sec. 2.2, generates particles that respect the dynamic model, and the end-effector position constraints when available. The state estimate for each framex [M] t is given by the main model particle with highest weight. The steps of the algorithm are summarized in Alg. 1.
Constraints-aware hypotheses generation
Several techniques are integrated to generate constraints-aware hypotheses for each C-HMF sub-model (auxiliary and main) at each time step t.
The palm auxiliary model is updated first, according to the C-HMF hierarchy (Fig. 2(c) ). We sample each palm particle from a Gaussian distribution centered at its position at the previous frame t − 1. Subsequently, we apply rigid least-squares fitting to position the endeffectors close to their corresponding targets. To perform the fitting, given that the pose of the fingers is not yet updated, we augment the palm particle with the fingers pose as they were estimated at t − 1. The two sets of points that we register in the least squares sense are the particle end-effector positions and their corresponding target positions. To avoid transformations that exceedingly relocate the hand's root joint, we append it in both sets.
For the particles of the finger auxiliary models, we sample from a proposal distribution
) which is conditioned on the updated palm sub-state and the finger target likelihood. This proposal generates valid kinematic samples that satisfy the end-effector target of that finger if available (see Section 2.2.1). In this step, only the finger joint angles are modified and fingertip targets can be reached only if the corresponding palm pose is appropriate. For fingers with no associated end effector constraints, we sample from the palm-conditioned term of the proposal distribution
Finally, the main model samples are generated from a proposal distribution that is conditioned on the updated palm and finger pose provided by the auxiliary models and takes into account all the available end-effector target constraints (see Section 2.2.1).
Sampling in the Reachable Distance Space (RDS)
We present the method that we follow to generate samples for the finger joints given the palm position and orientation. The generated samples respect the hand dynamics and the end effector target constraints. The procedure has two steps which are illustrated in Fig. 3: 1. Sample a finger articulation (proximal inter-phalangeal joint, and distal inter-phalangeal joint) in the Reachable Distance Space which satisfies the target distance constraint. This step is detailed in the rest of the section.
2. Orient the finger by modifying its base (metacarpophalangeal) joint so that its endeffector lies in the line defined by the base-joint and the target. In this step, we consider the joint-angle limits of the finger base.
RDS description:
The RDS sampling method [45] can efficiently sample serial kinematic chains with 1-DOF planar joints. Therefore, it is suitable for sampling the pose of each finger. The original RDS sampling scheme operates as follows. Considering a kinematic chain with several links (bones) we define the virtual link (vlink) as a sub-chain that joins two consecutive vlinks or links (see Fig. 4 ). The reachable distances or Reachable Range (RR) of a vlink is the range of possible distances between its endpoints. When considering joints with angle limits, the RR of a vlink that is comprised of two actual links is given by the distance between its endpoints for the cases of minimum and maximum joint angle. RDS sampling is based on the reachable distance hierarchy denoted as RD-Tree. The RD-Tree is constructed by recursively joining the links of a chain into vlinks until a single root vlink is constructed (Fig. 4(b) ). RDS sampling is performed by recursively sampling the lengths of the vlinks of the RD-Tree, starting from the root vlink and descending the hierarchy. After a vlink length is sampled, the available RRs of its sibling and children vlinks are restricted and have to be recalculated. Given the sampled vlink lengths, the configuration angles can be calculated by the law of cosines. Finger RD-tree construction: The RD-Tree of a finger is visualized in Fig. 4 . We construct vlinkA from the actual links α, β and we calculate its initial RR A from triangle RAB and joint A angle limits. We construct the root vlink, vlinkF, from vlinkA and γ. The minimum and maximum joint A and B angles define the RR F of vlinkF.
Assuming that the end-effector target and the finger base position are set, the length of the root vlinkF is determined. Therefore, the direct application of the recursive RDS sampling procedure reduces to sampling a single distance for vlinkA. Sampling vlinkA will always satisfy the limits of joint A since it is comprised of actual links. However, the joint limits of joint B are not guaranteed. In practice, the majority samples in RD-space that try to satisfy target distances near the minimum RR of the root vlink violate the limits of joint B. Incorporating joint limits: To remedy this problem, we propose an alternative sampling procedure. For a target root vlinkF distance, we seek to restrict the RR A of vlinkA to a range that sampled distances will not force joint B to violate its joint limits. Todo so, we augment the RD-Tree with an additional vlink. Specifically, vlinkB is constructed from the actual links β , γ and its initial RR B is calculated from the triangle ABE and joint B angle limits (see Fig. 4(c) ). Given this configuration, samples are drawn by the following steps: (a) Update the RR A of vlinkA from the lengths of link γ and root vlinkF (triangle RBE), (b) update the RR B of vlinkB from the lengths of link α and root vlinkF (triangle RAE), (c) update the RR A of vlinkA from minimum and maximum RR B lengths since these lengths uniquely determine vlinkA length, (d) sample the updated RR A and, finally, (e) compute hinge joint angles from vlink distances.
This process guarantees that sampling in this updated Reachable Distance Space will result to configurations that do not violate any of the finger's hinge-joints limits since by construction RRs respect the limits and the subsequent steps do not expand them.
Experiments
We performed extensive experiments to assess the performance of the proposed approach. We evaluate the following methods: (a) C-HMF, the proposed approach, (b) HMF, the original HMF method [15] that tracks a hand without considering spatial constraints and, (c) HMF-SP, the HMF method with augmented likelihood that considers target positions as soft constraints. More specifically, the likelihood is defined as the weighted average of the rendering and the target constraint likelihoods:
By experimentation we set l to 0.2. The standard deviation parameters for both likelihood components σ ren , σ trg are set to 0.005.
Datasets
For the qualitative evaluation of the methods we used real data obtained by an RGB-D sensor. For quantitative evaluations we used synthetic data since real world annotated data are difficult to obtain. We followed a common practice in the field [18, 19] , that is, to first track real sequences and then use the tracking result as the basis for generating ground-truth annotated synthetic sequences by means of rendering. End-effector target constraints are available in various hand tracking scenarios. Our datasets cover two such scenarios, one involving tracking a hand with known contact points to a planar surface and another with free hand motion. Known contact points: In this scenario, it is assumed that a hand moves while some of the fingertips lie at known points on a planar surface. We provide three such sequences: ALLFNG where all the fingertips are constrained, IDXMDL where the index and middle finger are constrained, and IDXTHM where the index and the thumb are constrained. Free hand motion: In this scenario, a detector provides the fingertip positions at each frame. Therefore, the number of the detected fingertips as well as the accuracy of the detections vary. One sequence is provided for this scenario, FREEHM.
Quantitative results on synthetic data
The synthetic dataset we used consists of the aforementioned 4 sequences containing a total of 1526 frames. The initialization of the methods is performed using the ground truth position for the first frame. Evaluation criteria: Several error metrics are calculated. E j measures the average distance between corresponding phalanx endpoints over a sequence. E ee measures the average distance between corresponding end-effectors. E trg measures the average distance only for the end-effectors that have been associated with constraints. Finally, the success rate C is defined as the ratio of the frames of the sequence for which the maximum position error of phalanx endpoints is below a certain threshold. For each experiment and method we measure and report the mean error of five individual runs. Results for the known contact points scenario: Figure 5 plots the obtained results for all error metrics (columns) and sequences (rows). In all cases, the proposed C-HMF method (red curve) outperforms the baseline HMF variant as well as HMF-SP. HMF-SP performs better HMF, but the performance gain is not that significant. The discrepancy in accuracy between the proposed and the rest of the evaluated methods increases if we consider only the end effectors with constraints (3rd column) compared to all end effectors (2nd column) and all hand joints (1st column). However, the results of the 1st column suggest that C-HMF does not only improve the estimation of the 3D hand end effectors alone, but the full articulation of the hand. Results for the free hand motion scenario: We simulated the limitations of a fingertip detector, that is, inaccurate detection of positions and missed detections. In a first experiment, we assessed the tolerance of C-HMF to errors in the estimation of the target constraints. To do so, in each frame we added Gaussian noise to the true positions of the fingertips. We considered the performance of C-HMF running with 40 particles, as well as of the baseline HMF method for two different computational budgets, that is 40 particles (HMF-40) and 200 particles (HMF-200). Figure 6 plots the obtained results for all error metrics (columns). It can be verified that for noise-free data, the C-HMF has 4 times smaller error that HMF when they both run with 40 particles. Even if the budget of HMF is increased to 200 particles (5× budget of C-HMF), C-HMF maintains half the error. In order to match the performance of HMF-40 and HMF-200, the standard deviation of the error in the estimation of the constraints should reach 20mm and 10mm, respectively. In a second experiment, we constrained 2, 3, 4 and 5 of the 5 fingers. In each frame of the sequence, the actual ids of constrained fingers were selected randomly. We added Gaussian noise of standard deviation 8mm to the true positions of the fingertips. We run C-HMF five times for each different number of constrained fingers using 40 particles and measured E j . E j varied between 7.5 (5 constrained fingers) and 10.0mm (2 constraint fingers), showing that as the number of constraints increase, the accuracy in hand tracking also increases.
Qualitative results on real data
We evaluated our method qualitatively using real RGB-D data. Sample results are shown in Fig. 7 . The results concern the IDXMDL and IDXTHM sequences and compare the proposed C-HMF to the HMF method. Both utilize 80 particles. In these sequences two fingers have known contact points with a planar surface while the rest can move freely. The results show that C-HMF estimates accurately the articulation of the constrained fingers even when they are partially, or even almost fully occluded. Furthermore, the constrained fingers provide anchor points for the palm whose pose is, therefore, better approximated. The state estimation for the rest of the fingers benefits from the better palm pose estimation. Further qualitative results are presented in the supplementary material accompanying this paper 1 . As can be noticed from these results the method fails mostly in cases of severe self-occlusions of fingers without constraints.
Summary and conclusions
In this paper, we proposed a novel 3D hand tracking method that explicitly considers constraints on the 3D locations of fingertips. Such constraints arise often, both in free hand motion and in hands interacting with other objects. Existing 3D hand tracking methods exploit such constraints in a soft manner, i.e., by considering them in the objective function they optimize. To the best of our knowledge, our approach is the first hypothesize-and-test method that constructs and evaluates candidate hand poses that are guaranteed to satisfy the available constraints. Extensive experiments on ground truth annotated data sets have shown that hand tracking accuracy is very much improved in comparison to methods that either use soft constraints or no constraints at all. Moreover, the proposed constraints-aware sampling explores more densely the space of feasible solutions. As a result, increased hand tracking accuracy is achieved with a lower number of candidate solution evaluations. Future research will focus on extending the type of employed constraints beyond end effectors/fingertips as well as on exploiting the developed tracking framework in the tracking of other articulated objects such as human bodies.
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