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Kurzzusammenfassung
Abstrakte Datentypen eignen sich sehr gut fu¨r die High-Level Spezifikation von
Software. Die algebraischen Spezifikationen von abstrakten Datentypen bringen
durch die Strukturierung gute U¨berschaubarkeit des Entwurfs und erlauben die
Ausdruckssta¨rke der Logik der ersten Stufe. Wir haben einen Ansatz zur Feh-
lersuche mittels endlichen Modellsuche entworfen und auf mehreren Fallstudien
evaluiert. Die entwickelte Methodik ermo¨glicht automatische Fehlersuche in den
algebraischen Spezifikationen der freien und nicht-freien Datentypen. Bei Axio-
matisierungen der Operationen kann die resultierende Semantik auf unendlichen
Strukturen sich von der Semantik auf endlichen Teilstrukturen unterscheiden.
Wir haben formalen Kriterien aufgestellt, die die Erhaltung der Semantik auf
endlichen Teilmodellen und damit die Korrektheit des Ansatzes garantieren. Die
Technik wurde in Java implementiert und in das KIV System eingebaut. Die
Implementierung verwendet den Modellgenerator und Constraint Solver Kod-
kod.
v
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Kapitel 1
Einfu¨hrung
1.1 Motivation
Formale Methoden spielen eine immer wichtigere Rolle beim Entwurf und der
Realisierung von Softwaresystemen. Mit steigender Komplexita¨t der zu entwer-
fenden Systeme steigt auch die Wahrscheinlichkeit Fehler in Designs zu produ-
zieren. Testen ist eine alte Technik zur Entdeckung der Problemstellen in Sy-
stemrealisierungen, die sich schon immer bewa¨hrt hat. Leider ist es vor allem bei
gro¨ßeren Systemen schwierig mit dieser Technik eine hohe Fehlerentdeckungsra-
te zu erzielen. Dieses Thema ist der Gegenstand der aktuellen Forschung. Eine
alternative Methode die Qualita¨t der Systemdesigns sicherzustellen ist die Ve-
rifikation, mit der die totale Fehlerfreiheit der Spezifikationen gezeigt werden
kann. Anderseits, ist die Verifikation eine nicht-produktive und potentiell sehr
kostenlastige Ta¨tigkeit, die von den meisten Softwareingenieuren als unattrak-
tiv betrachtet wird. Die Verifikationswerkzeuge mu¨ssen mo¨glichst automatisch
sein, damit sie schließlich von Entwicklungsingenieuren auch benutzt werden.
Der Markt fu¨r solche Werkzeuge wird durch die Kunden bestimmt, die Angst
vor dem Aufwand fu¨r den Einsatz von mathematischen Methoden haben aber
auch meistens schlecht informiert sind. Damit ist es fu¨r die integrierten Metho-
den zur Fehlersuche wichtig, ihre Effizienz deutlich zu machen und gleichzeitig
die Komplexita¨t zu verbergen. Als Folge kann damit der Angstfaktor gemindert
werden.
Bei der Fehlersuche wa¨hrend der Systementwicklung verschieben sich die Schwer-
punkte von der Suche nach technischen Fehlern, wie z.B. Speicherzugriffsfehler,
in die Richtung der anwendungsspezifischen Fehlern, wie z.B. die Verletzung der
Sicherheitseigenschaften. Dies ist die Folge der Modellgetriebenen Entwicklung,
bei der mittels der ausdrucksstarken Spezifikationssprachen die anwendungsspe-
zifischen Aspekte des entwickelnden Systems aufgefasst werden und die techni-
schen Aspekte weggelassen werden. Anschließend, generieren die verifizierten
Compiler automatisch aus solchen Spezifikationen den Code. Die Fehlerfreiheit
der Spezifikation garantiert automatisch die Fehlerfreiheit des Codes. Die zur
Zeit auf dem Markt verfu¨gbaren automatischen Verfikationstools, auch als Mo-
del Checker bekannt, unterstu¨tzen meistens nur in ihrer Ausdruckssta¨rke sehr
beschra¨nkte automatenbasierten Sprachen. Daher sind sie fu¨r solche high-level
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Spezifikationen eher ungeeignet.
In dieser Arbeit wird eine Technik zur automatischen Fehlersuche in den al-
gebraischen Spezifikationen entwickelt. Eine Realisierung wurde basierend auf
einem in MIT entwickelten Modellgenerator Alloy [22] und Constraint Solver
Kodkod [54] durchgefu¨hrt sowie anhand mehrerer Fallstudien evaluiert. Dabei
wurden verschiedene praktischen und theoretischen Problemstellungen unter-
sucht und gelo¨st.
Mengen
Fallstudien
Kapitel 4
Kapitel 9
Kapitel 8
Kapitel 7
Kapitel 6
Kapitel 5
Intervallisten
SmacOS
Zusammenfassung
Kernansatz zur
Fehlersuche
Kodkod Integration
in KIV
Kapitel 1
Kapitel 3
Kapitel 2
Beispiel
Grundlagen
Einführung
Nicht−blockierende
Abbildung 1.1: Zusammenha¨nge zwischen den einzelnen Kapiteln dieser Arbeit.
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1.2 U¨berblick u¨ber die Arbeit
Die Arbeit besteht aus den folgenden drei Hauptteilen: die Kernmethodik zur
Analyse und Fehlersuche in algebraischen Spezifikationen, die Fallstudien, In-
tegration von Kodkod in das KIV System. Die Abbildung 1.1 visualisiert die
Aufteilung der Arbeit.
Der Ansatz dieser Arbeit wurde speziell fu¨r das Spezifikations- und Beweissy-
stem KIV [15] entwickelt und in das System integriert.
Kapitel 2 umfasst die theoretischen Grundlagen sowie eine Beschreibung der
Werkzeuge, die in dieser Arbeit verwendet wurden, insbesondere wird der welt-
weit bekannte und in zahlreichen Projekten eingesetzte relationale Modellgene-
rator Alloy pra¨sentiert.
Anhand eines einfachen Beispiels der Spezifikation von Listen wird im Kapitel
3 anschaulich die Motivation fu¨r diese Arbeit erla¨utert.
Der Kern der Arbeit ist im Kapitel 4 zu finden. Es wird der Ansatz der endlichen
Modellsuche, die damit verbundenen Komplikationen und die Lo¨sungen vorge-
stellt. Ferner werden die Klassen der analysierbaren Spezifikation und der Theo-
reme formal definiert und die Korrektheit des Ansatzes bewiesen. Die Haupt-
schwierigkeit war ein formales Kriterium zu entdecken, der die Korrektheit der
endlichen Modellsuche garantiert.
Schließlich werden in Kapiteln 5 und 6 die Ergebnisse der Anwendung dieser
Technik auf zwei u¨berschaubare Fallstudien pra¨sentiert. Dabei wurde der Mo-
dellgenerator Alloy verwendet.
Es wurde eine weitere Fallstudie realisischer Gro¨ße fu¨r die Evaluierung hinzuge-
zogen. Es handelt sich um die formale Spezifikation des Sicherheitsmodells eines
multiapplikativen Smartcardbetriebssystems “SmacOS”. Die Fallstudie “Sma-
cOS” und die Ergebnisse aus der Anwendung der Technik sind im Kapitel 7
enthalten.
Kapitel 8 beschreibt die Realisierung der Technik in Java mit Kodkod API [54]
und die Integration in das KIV System. Kodkod ist ein Nachfolger von Alloy, der
ebenfalls im Laboratorium fu¨r ku¨nstliche Intelligenz an MIT entwickelt wurde.
Ein Vorteil von Kodkod ist die Unterstu¨tzung fu¨r partial instance (Teillo¨sun-
gen), die wo die Modellberechnung in Teilschritte zerlegt wird. Wir berichten
u¨ber erste Erfahrungen mit dem inkrementellen Ansatz, die eine zuku¨nftige
Realisierung motivieren.
Kapitel 9 fasst die erreichten Resultate und die gemachten Erfahrungen zusam-
men und zeigt einen Ausblick.
1.3 Zusammenfassung der Ergebnisse
Die wichtigsten Ergebnisse dieser Dissertation werden in folgenden Punkten
zusammengefasst:
• Entwurf eines Ansatzes zur Fehlersuche in algebraischen Spezi-
fikationen mittels der endlichen Modellsuche
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Es wird ein generischer Ansatz zur Anwendung der endlichen Modellsuche
auf die algebraischen Spezifikationen von abstrakten Datentypen in KIV
beschrieben. Die meisten Modellgeneratoren sind stand-alone Werkzeuge,
die nicht in die Theorembeweiser integriert sind. Der Ansatz unterstu¨tzt
sowohl die freien als auch die nicht-freien Datentypen und definiert formale
Kriterien fu¨r eine korrekte Fehlersuche.
• Java Implementierung und Integration der Technik in das KIV
System
Die entwickelten Techniken wurden unter Verwendung von Kodkod API in
der Programmiersprache Java implementiert. Das Ergebnis dieser Arbeit
ist eine nahtlose Integration von dem Modellgenerator Kodkod in das KIV
System.
• Auswertung auf gro¨ßeren Fallstudien
Ein Nachweis der Anwendbarkeit des Ansatzes auf die Systemdesigns rea-
listischer Gro¨ße wird durch die Evaluation auf zwei gro¨ßeren Fallstudien
gemacht.
• Testen der algebraischen Spezifikationen
Bisher war es nicht mo¨glich eine algebraische Spezifikation zu testen. Die
einzige Alternative war es einen formalen interaktiven Beweis einer Eigen-
schaft zu machen. Nun ist es mit unserem Ansatz mo¨glich a¨hnlich wie bei
den Programmen einen Testablauf (ein endliches Teilmodell) zu berechnen
und auch auf die Einhaltung von gewu¨nschten Eigenschaften automatisch
zu u¨berpru¨fen.
• Erste Versuche mit der inkrementellen Modellgenerierung fu¨r
eine bessere Skalierbarkeit
Die in gro¨ßeren Fallstudien gemachten Erfahrungen haben gezeigt, daß
eine Erweiterung der Technik zwecks besseren Skalierbarkeit sehr hilfreich
wa¨re. Es wurden erste Experimente mit der inkrementellen Technik zur
Modellgenerierung gemacht. Die Ergebnisse sind vielversprechend und mo-
tivieren eine Realisierung in der Zukunft.
Kapitel 2
Grundlagen
In diesem Kapitel werden die Grundlagen der Arbeit beschrieben. Es wird ein
kurzer U¨berblick u¨ber das KIV System und die darin verwendeten Formalismen
gegeben. Anschließend wird der am MIT entwickelte und in Rahmen dieser
Arbeit eingesetztes Werkzeug Alloy Analyzer vorgestellt.
2.1 KIV System
KIV [15, 36, 38, 5] ist ein Werkzeug zur formalen Entwicklung von Software-
basierten Systemen. Es unterstu¨tzt die Entwickler beim Entwurf, Validierung
und Verifikation des Systemdesigns. Entwurf eines zuku¨nftigen Systems wird
mit den strukturierten algebraischen Spezifikationen repra¨sentiert. Eine gute
Einfu¨hrung in unterschiedliche Aspekte der algebraischen Spezifikationen bietet
das Buch von Loeckx et al. [27]. Dank der ergonomischen Benutzerschnittstelle
[16] und den effizienten Beweistechniken lassen sich mit KIV auch sehr große
Systementwu¨rfe spezifizieren. KIV hat sich bereits in zahlreichen großen Fall-
studien [32, 14, 43, 45, 44] als sehr erfolgreich erwiesen. Dabei wird das System
kontinuierlich verbessert und erweitert. Einige dieser Fallstudien sind u¨ber die
Internetseite des Lehrstuhls [25] verfu¨gbar.
KIV unterstu¨tzt sowohl funktionales als auch zustandsbasiertes Vorgehen bei
der Spezifikation. Die grundlegende Logik kombiniert Higher Order Logik (HOL)
und Dynamische Logik (DL) [17]. Es wurden aber auch fortgeschrittene formale
Spezifikationssprachen in das System integriert: Statecharts [6], Abstract State
Machines (ASM) [42], Java Kalku¨l [50, 51] und Temporallogik [4].
2.2 Algebraische Spezifikationen in KIV: Syn-
tax und Semantik
Die Spezifikationshierarchien werden mittels der Operationen enrichment (Er-
weiterung um zusa¨tzliche Operationen und ihre Axiomatisierung), union, para-
meterization und actualization (Instantiierung der parametrisierten Spezifikati-
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on) aufgebaut. Datentypen lassen sich mit speziellen data specifications spezifi-
zieren.
Definition 1 [Signatur]
Eine Signatur Σ = (S,F ,P) entha¨lt eine Menge von Sorten S, und Mengen von
Operationen F und P, wobei F vereint die Mengen Fs→s der Funktionssymbolen
f : s1 × . . . sn → s und P - die Mengen Ps der Pra¨dikatensymbolen p : s1 ×
. . .× sn.
Eine abza¨hlbar unendliche Menge X von Variablen vereint die Mengen Xs von
Variablen der Sorte s. Mit den Funktionssymbolen und Variablen aus den Men-
gen F0 ⊆ F und X0 ⊆ X lassen sich die Terme der Menge T (F0,X0) konstru-
ieren. Darauf aufbauend ist die Menge For(Σ) der Formeln u¨ber die Signatur
Σ definiert.
Um die Datenstrukturen ada¨quat zu spezifizieren werden die Induktionsaxiome
beno¨tigt. Da die Induktion in der Logik der ersten Stufe nicht ausdru¨ckbar ist,
werden neben den First-Order Formeln die Generiertheitsklauseln benutzt.
Definition 2 [Generiertheitsklauseln]
Fu¨r eine Signatur Σ entha¨lt die Menge Gen(Σ) die Generiertheitsklauseln “s
generated by Cs”. Solche Klausel legt fest, daß die Tra¨germenge der Sorte
s mit den Konstruktoren aus Cs generiert wird. Die Menge der Konstruktoren
Cs = {c1, . . . , cn} ⊆ Fs→s muß zusa¨tzlich mindestens eine Konstruktorfunkti-
on ci : s → s enthalten, bei der alle Argumentensorten sich von der Sorte s
unterscheiden (s ∈ (S\{s})∗).
Mit diesen Konstrukten la¨ßt sich der Begriff einer Spezifikation definieren.
Definition 3 [Spezifikation]
Eine nicht parametrisierte Spezifikation SP = (Σ, Ax,Gen) ist ein Tripel beste-
hend aus einer Signatur Σ, einer endlichen Menge Ax ⊂ For(Σ) der Axiome
und der Menge Gen ⊂ Gen(Σ) der Generiertheitsklauseln fu¨r jede generierte
Sorte.
Die Modelle einer Spezifikation sind mathematische Strukturen, die auch als
Algebren bezeichnet werden.
Definition 4 [Σ-Algebra] Fu¨r die Signatur Σ die Menge der Σ-Algebren Alg(Σ)
entha¨lt Strukturen A = ((As)s∈S , (fA)f∈F , (pA)p∈P), wobei As bezeichnet eine
nicht leere Tra¨germenge fu¨r die Sorte s und die Operationen fA, pA sind die
konkrete Interpretationen der Operationssymbolen f , p auf den Doma¨nen As.
Auf einer Algebra A la¨ßt sich die Semantik einer Generiertheitsklausel definie-
ren:
A |= s generated by Cs ⇔
for all a ∈ As exists α, t ∈ Ts(Cs,X\Xs) : a = [[t]]
A,α
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Damit wird garantiert, daß in der Algebra A die Tra¨germenge As genau aus den
s-wertigen Konstruktortermen t ∈ Ts(Cs,X\Xs) besteht, wobei die Variablen
aus X\Xs mittels der Evaluierungsfunktion α entsprechend belegt werden.
Die Semantik einer Spezifikation wird durch die Menge aller Modelle, die diese
Spezifikation erfu¨llen, definiert.
Definition 5 [Modell]
Eine Algebra A ist ein Modell der Spezifikation SP = (Σ, Ax,Gen), A ∈
Mod(SP ), wenn
A |= SP ⇔ A ∈ Alg(Σ), A |= Gen, A |= Ax.
Eine Formel ϕ ∈ For(Σ) ist gu¨ltig fu¨r eine Spezifikation SP , wenn
SP |= ϕ ⇔ fu¨r alle A ∈Mod(SP ) : A |= ϕ
2.3 Alloy Analyzer und Mehrsortige Relationale
Logik
Alloy Analyzer [22] ist ein Werkzeug zur Automatisierung der mehrsortigen Re-
lationalen Logik der ersten Stufe mit dem transitiven Abschluß [23]. Zusa¨tzlich
zu den Pra¨dikaten p ∈ Ps entha¨lt die Logik die Relationalen Terme r ∈ Rs. Die
atomaren Formeln haben die folgende Form:
A ≡ x1 = x2 | RT (x1, . . . , xn)
RT ≡ P | RT1.RT2 |
∧P
wobei RT ein n-stelliger relationaler Term ist. Ein relationaler Term RT ist ent-
weder ein Pra¨dikatensymbol P (eine n-stellige Relation) oder die Komposition
RT1.RT2 von zwei relationalen Termen oder ein transitiver Abschluß
∧P einer
bina¨ren Relation P . Die Formeln in Alloy ko¨nnen beliebig quantifiziert werden.
Eine Alloy Spezifikation SPAlloy beschreibt ein endliches mehrsortiges Univer-
sum U = (Ds1 , . . . ,Dsn , γ) mit endlichen Mengen der Atome Dsi fu¨r jede Sorte
si und der Abbildung γ, die die relationalen Symbole p ∈ P auf den Doma¨nen
Dsi interpretiert.
Fu¨r die Spezifikation SPAlloy und eine Formel (ein Theorem) ϕ kann Alloy
in zwei grundlegenden Betriebsarten benutzt werden. Es kann die Suche nach
einem Gegenbeispiel gestartet werden (ein konkretes Universum, das SPAlloy∧¬ϕ
erfu¨llt). Anderseits, kann Alloy auch einen Zeugen berechnen, der SPAlloy ∧ ϕ
erfu¨llt.
Ein einfaches Beispiel [3] illustriert die Sta¨rke des Modellgenerators Alloy bei der
Suche nach speziellen Lo¨sungen, die den menschlichen Fa¨higkeiten weit u¨berle-
gen ist.
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Abbildung 2.1: Ein Beispiel, der die Sta¨rken von Alloy zeigt.
Beispiel.
Betrachten wir das bekannte Problem, das einen Farmer bescha¨ftigt, der mit
seinen Gu¨tern auf die andere Seite des Flusses will. Er steht mit einem Wolf,
einem Schaf sowie einem Kohl auf einer Seite eines breiten Flusses. Ferner, steht
ein Boot zur Verfu¨gung. Allerdings, kann der Farmer mit dem Boot nur eines
der drei Gu¨ter zur gleichen Zeit transportieren. Zusa¨tzlich, darf er nicht zur
gleichen Zeit Wolf und Ziege bzw. Ziege und Kohl alleine auf einem Ufer lassen,
da ansonsten das Erste das Zweite frisst. Wie er ohne Verluste auf die andere
Seite kommt ist keine triviale Frage.
Da Alloy die relationale Logik der ersten Stufe benutzt sowie keine syntaktischen
Einschra¨nkungen auf die Quantifizierung macht, lassen sich solche Probleme
elegant und unkompliziert spezifizieren:
module farmer
// import: verlinkte Liste von States mit next, first und last
open util/ordering[State] as ord
// signature
abstract sig Object { eats: set Object }
one sig Farmer, Wolf, Ziege, Kohl extends Object {}
sig State {
near: set Object,
far: set Object,
next: State
}
// axioms
fact eating { eats = Wolf->Ziege + Ziege->Kohl }
fact initialState {
let s0 = ord/first | s0.near = Object && no s0.far
}
fact stateTransition {
all s: State, s’: ord/next[s] {
Farmer in s.near =>
crossRiver[s.near, s’.near, s.far, s’.far] else
crossRiver[s.far, s’.far, s.near, s’.near]
}
}
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fact Next {
all s: State, s’: ord/next[s] | s.next = s’
}
// predicates
pred crossRiver [from, from’, to, to’: set Object] {
// Farmer nimmt nichts mit
( from’ = from - Farmer &&
to’ = to - to.eats + Farmer ) ||
// oder Farmer nimmt etwas mit
(some item: from - Farmer {
from’ = from - Farmer - item
to’ = to - to.eats + Farmer + item
})
}
pred solvePuzzle {
ord/last.far = Object
}
// suche nach einem Modell, daß die oberen Constraints erfuellt
run solvePuzzle for 8 State
Die Signatur einer Alloy Spezifikation entha¨lt die Deklarationen eines mehr-
sortigen Universums und der Relationen auf den Atomen (Schlu¨sselwort sig).
Ferner, werden die Axiome, die das Verhalten der Relationen einschra¨nken, in
die Spezifikation aufgenommen (Schlu¨sselwort fact). Fu¨r eine bessere Struktu-
rierung der verwendeten Formeln ko¨nnen auch die Pra¨dikate definiert werden
(Schlu¨sselwort pred).
Abbildung 2.2: Metamodell der Signatur.
Nun kann Alloy aufgefordert werden ein Modell (ein endliches Universum) zu
berechnen, das die Deklarationen und die Axiome erfu¨llt. Dies wird mit der
Anweisung
run < Formel > for < Scope >
gemacht. Die hier verwendete Formel schra¨nkt die Suche weiter ein, d.h. das be-
rechnete Modell muss auch diese Formel erfu¨llen. Es mu¨ssen auch die Schranken
fu¨r die Gro¨ße des gesuchten Universums definiert werden.
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In unserem Beispiel haben wir zwei Sorten von Atomen: Object und State. Die
Sorte Object ist in Untersorten unterteilt: Farmer, Wolf, Kohl, Ziege. Wir ver-
langen, daß diese Untersorten jeweils aus einem Atom bestehen (Schlu¨sselwort
one). Ferner, werden Relationen eats : Object×Object, far : State×P(Object)
und near : State×P(Object) deklariert. Die Relationen far und near charakte-
risieren einen Zustand, d.h. sie ordnen einem Zustand die Mengen von Objekten,
die auf der jeweiligen Seite des Flusses stationiert sind. Mit Alloy la¨ßt sich auch
ein Metamodell generieren, das die Deklaration des Universums u¨bersichtlich
visualisiert, siehe Abbildung 2.2. Die Zustandsmenge wird als eine geordnete
Liste deklariert (first,next,last). Dies geschieht durch die Importierung des Mo-
duls ordering, das mit der Sorte State parametrisiert wird. Die Lo¨sungsidee zum
Ra¨tsel ist die Entscheidungsschritte des Farmers als ein Zustandsu¨bergangssy-
stem zu Spezifizieren, wobei im initialen Zustand alle Objekte auf einer Seite des
Flusses sind und im finalen Zustand - auf der anderen. Diese Zusammenha¨nge
werden in den Axiomen initialState, stateTransition und solvePuzzle reflektiert.
Die “Spielregeln” werden im Pra¨dikat crossRiver beschrieben. Das Pra¨dikat sol-
vePuzzle verlangt, daß im letzten Zustand alle Objekte auf der anderen Seite
des Flusses sind.
Mit dem Befehl
run solvePuzzle for 8 State
wird das Modell generiert, das die gesuchte Entscheidungsabfolge entha¨lt. Die
Abbildung 2.3 zeigt das von Alloy berechnetes Modell mit Zusta¨nden und den
Objekten, sowie Zuordnungen der Objekte zu den Zusta¨nden. Der initiale Zu-
stand und der finale Zustand lassen sich leicht anhand der near und far Relatio-
nen erkennen. Der Zustand State0 ist der initiale Zustand, weil hier alle Objekte
mit near zugeordnet sind, d.h. sind auf der einen Seite das Flusses. Analog ist
der Zustand State7 der finale Zustand, siehe - far Relation. Die Lo¨sung des
Ra¨tsels ist eine Entscheidungsabfolge, die aus der Folge von Zusta¨nden (next
Relation) ablesbar ist.
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Abbildung 2.3: Von Alloy berechnetes Modell, das die Eigenschaften einer
Lo¨sung besitzt.
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Kapitel 3
Beispiel: Listen von
Intervallen
Der initiale Impuls fu¨r viele Theorien kommt bekanntlich aus der Praxis. Es
wurde beobachtet, daß bei der Spezifikation und der anschließenden deduktiven
Analyse von Softwaredesigns die gemachten Fehler erst spa¨ter und relativ inef-
fizient von Beweisingenieuren entdeckt werden. Als Folge der fehlgeschlagenen
deduktiven Beweisfu¨hrungen ist erheblicher Zeit- und Kraftverlust und insge-
samt der ineffiziente Einsatz menschlicher Fa¨higkeiten zu beklagen. Im wesent-
lichen sind es zwei Arten von Fehlern: Fehler in der Spezifikation und die falsch
formulierten Lemmas, die in spa¨teren Beweisen von wichtigen Eigenschaften
verwendet werden. Solche Lemmas werden in gro¨ßeren Fallstudien zu Hunder-
ten formuliert, o¨fters ohne die notwendigen Sorgfalt und einen formalen Beweis.
Ein automatischer Assistent, der dem Beweisingeniuer bei seiner Ta¨tigkeit hilft
einen großen Teil der Fehler zu entdecken, ist die Grundmotivation dieser Ar-
beit. Die gewonnene Zeit, die dem Menschen erspart wird, kann anschließend in
viel kreativere Ta¨tigkeiten investiert werden.
3.1 Listen von Intervallen
Als erste gro¨ßere Fallstudie wurde die Spezifikation der Mengen von natu¨rlichen
Zahlen, die als Listen von Intervallen repra¨sentiert werden, untersucht. Diese
Fallstudie wurde ausgewa¨hlt nicht nur weil sie interessant aber trotzdem eher
klein und u¨berschaubar ist, sondern auch weil sie bereits in einer fru¨heren Arbeit
u¨ber die Fehlersuche in den Spezifikationen als Referenzbeispiel benutzt wurde.
Damit wollen wir auch einen Vergleich zu der bisherigen Methode machen, die
von der Idee (Widerlegung durch Gegenbeispiele) a¨hnlich, aber von der Realisie-
rung (heuristische Termgenerierung durch Rewriting Regeln) komplett anders
ist.
Die Mengen von natu¨rlichen Zahlen ko¨nnen durch die Listen von Intervallen
eindeutig repra¨sentiert werden. Dabei werden die in der Menge enthaltenen
natu¨rlichen Zahlen zuerst aufsteigend geordnet und dann die zusammenha¨ngen-
de Sequenzen als Intervalle repra¨sentiert. z.B. wird die Menge {0, 1, 2, 4, 5, 7} als
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die Liste [(0, 2), (4, 5), (7, 7)] eindeutig repra¨sentiert. Eine praktische Anwendung
fu¨r diese Datenstrukturen ist die Speicherung der freien Blo¨cke des dynamisch
allozierten Speichers.
Folgende Datentypen werden in der KIV Spezifikation definiert:
◦ Interval (Paar von natu¨rlichen Zahlen)
◦ List [Interval ] (Parameter Elem instanziert mit Interval)
◦ Nat (natu¨rlichen Zahlen)
wobei alle diese Datentypen in der KIV Bibliothek spezifiziert sind und einfach
u¨bernommen werden ko¨nnen. Da die Bibliothek bereits auf Alloy portiert ist,
entsteht hier kein Aufwand fu¨r den Benutzer.
Die Eindeutigkeit der Repra¨sentation ergibt sich nur unter der Voraussetzung,
daß die Listen von Intervallen gewisse Eigenschaften haben. Das Pra¨dikat R :
ivlist definiert die Menge der wohlgeformten Listen von Intervallen. Fu¨r die
Liste muss gelten: keine zusammenha¨ngenden Intervalle, wohlgeformte Interval-
le, d.h. fu¨r (k1, k2) sollte k1 ≤ k2. Z.B. R([(0, 2)]) = true, R([(2, 0)]) = false,
R([(0, 1), (1, 2)]) = false. Diese Eigenschaften werden mit folgenden zwei Axio-
men spezifiziert:
R([ ]);
R((m,n) + x)↔ m ≤ n ∧ n+ 1 < x.first.fst ∧R(x);
Dabei wurden folgende Operationen in Infixform benutzt
+ : interval × list→ list (Vorne Einfu¨gen eines Intervalls in die Liste)
.first : list→ interval (Erstes Intervall in der Liste)
.fst : interval→ nat (Untere Schranke im Intervall)
Nun wird auf der gegebenen Datenstruktur eine zentrale Operation insert :
ivlist×nat→ ivlist definiert, die eine Zahl in eine Liste von Intervallen korrekt
einfu¨gt, d.h. so, daß die Wohlgeformtheit der Liste erhalten bleibt. Folgende
Formel ψINV beschreibt die Erhaltung der Invariante durch insert :
ψINV ≡ ∀ ivl1, ivl2 ∈ intervallist, n ∈ nat.
R(ivl1) ∧ ivl2 = insert(ivl1, n)→ R(ivl2)
Die Operation insert ist rekursiv spezifiziert. Sie la¨uft die Liste durch und sucht
nach der passenden Stelle, wo die Zahl n eingefu¨gt werden soll. Die Definition
ist eine große Fallunterscheidung u¨ber das Intervall (k1, k2), das im Rekursions-
schritt behandelt wird: entweder ist es das falsche Intervall (k1 > n ∨ k2 < n)
und die Liste wird weiter rekursiv abgearbeitet oder die Zahl ist bereits im
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Intervall vorhanden (k1 < n ∧ k2 > n) oder das Intervall muss angepasst wer-
den (k1 = n + 1 ∨ k2 = n − 1) oder ein neues Intervall muss eingefu¨gt werden
(ansonsten entstehen zusammenha¨ngende Intervalle). Die urspru¨ngliche Axio-
matisierung von insert ist:
(1) insert([ ], k) = [(k, k)]
(2) k < m ∧ k 6= m− 1→ insert((m,n) + x, k) = (k, k) + (m,n) + x
(3) k < m ∧ k = m− 1→ insert((m,n) + x, k) = (k, n) + x
(4) k ≥ m ∧ k ≤ n→ insert((m,n) + x, k) = (m,n) + x
(5) k ≥ m ∧ k = n+ 1→ insert((m,n) + x, k) = (m, k) + x
(6) k ≥ m ∧ k > n+ 1→ insert((m,n) + x, k) = (m,n) + insert(x, k)
Sie ist fehlerhaft, d.h. das Theorem ψINV ist unbeweisbar. Der Fehler liegt in
der nicht sorgfa¨ltigen Behandlung eines Randfalls. Es ist mo¨glich, daß nach dem
Einfu¨gen einer Zahl zwei zusammenha¨ngende Intervalle entstehen und damit die
Wohlgeformtheit verletzt wird. Bei der oberen Axiomatisierung von insert gilt
z.B.:
insert(1, [(0, 0), (2, 2)]) = [(0, 1), (2, 2)]
Das richtige Ergebnis wa¨re die Liste [(0, 2)] (Verschmelzung von Intervallen (0, 1)
und (2, 2)). Eine detailierte Beschreibung der Fehlersuche mit Alloy ist im Ka-
pitel 5 zu finden. In der richtigen Axiomatisierung wird der Fall k ≥ m ∧ k =
n + 1 ∧ x = (m1, n1) + y ∧m1 = k + 1 extra behandelt indem die betroffenen
Intervalle verschmolzen werden.
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Kapitel 4
Fehlersuche durch
Konstruktion der
Gegenbeispiele
Dieses Kapitel beschreibt den Ansatz zur automatisierten Analyse und Fehler-
suche in Algebraischen Spezifikation. Dieser Ansatz liegt im Kern der Arbeit
und kommt in den spa¨teren Kapiteln zum Einsatz. Es werden beide Arten von
in der Praxis verwendeten Datentypen behandelt: freie Datentypen und nicht
frei generierten Datentypen.
4.1 Grundansatz
Bei der Erstellung der Algebraischen Spezifikationen a¨hnlich wie z.B. beim Pro-
grammieren wird der Entwickler sta¨ndig mit den dabei entstehenden Fehlern
konfrontiert. Die Fehler zu lokalisieren ist insbesondere bei den komplexen Syste-
men eine sehr anspruchsvolle Aufgabe. Es werden dabei standardgema¨ß solche
Techniken wie Testen und Debuggen verwendet. Insbesondere Debuggen ist fu¨r
den Menschen extrem Zeit und Kraft aufwendig, da hier das System sorgfa¨ltig
Schritt fu¨r Schritt ausgefu¨hrt werden muss.
Im Fall von Algebraischen Spezifikationen ist die Problematik von der Idee her
a¨hnlich, technisch aber ganz anders. Um sicherzustellen, daß das entworfene
Design auch die gewu¨nschten Eigenschaften besitzt, werden diese Eigenschaften
als Theoreme formuliert, z.B. u¨ber die Korrektheit und u¨ber die Funktionalita¨t.
Anschließend wird versucht diese Theoreme zu beweisen. Die fehlgeschlagenen
Beweise fu¨hren meistens nach der sorgfa¨ltigen Analyse des Beweisbaumes zu
Fehlern in der Spezifikation. Die typischen Fehler sind, z.B., Vergessen gewisser
Randfa¨lle bei der Definition der Operation, aber auch ein falsches Versta¨ndnis
des Systems aufgrund von dessen Komplexita¨t und daraus folgende unpra¨zise
Spezifikation von angestrebten Systemeigenschaften.
Daraus ergibt sich die Grundmotivation fu¨r den Einsatz eines Modellgenerators
wie Alloy. Automatische Generierung der Modelle fu¨r eine KIV Spezifikation und
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Testen der gewu¨nschten Eigenschaften auf diesen Modellen wu¨rde den bisherigen
Prozeß zur Fehlerlokalisierung leichter und effizienter machen. Allerdings sollte
die entworfene Technik gewisse Grundeigenschaften besitzen, damit sie auch
in der Praxis eingesetzt werden kann. Fu¨r eine KIV Spezifikation SPKIV , die
entsprechende Alloy Spezifikation SPAlloy und ein Theorem (Eigenschaft) ϕ
sollten folgende Eigenschaften gelten:
Korrektheit : Wenn SPKIV |= ϕ, dann SPAlloy |= ϕ
Vollsta¨ndigkeit : Wenn SPKIV 6|= ϕ, dann SPAlloy 6|= ϕ
Die essentielle Anforderung bei der Korrektheit garantiert, daß keine falschen
Gegenbeispiele berechnet werden. Falsche Alarme wu¨rden dem Entwickler Zeit
und Aufwand kosten, und damit schließlich zum Verlust des Vertrauens in die
Technik fu¨hren. In spa¨teren Abschnitten wird die Korrektheit detailiert bespro-
chen und fu¨r den vorgestellten Ansatz bewiesen.
Die zweite Anforderung der Vollsta¨ndigkeit ist fu¨r die praktische Nutzbarkeit
zwar wichtig dafu¨r aber weniger kritisch als die Korrektheit. Es wird erwartet,
daß Alloy in der Lage ist fu¨r die ungu¨ltigen Eigenschaften (SPKIV 6|= ϕ) ein
Gegenbeispiel zu produzieren.
Um diese abstrakte Idee zu realisieren, mu¨ssen wir uns mit der Semantik einer
Algebraischen Spezifikation bescha¨ftigen. Diese wird durch die Menge der Mo-
delle (Algebren) definiert, die diese Spezifikation erfu¨llen. Laut der Definition 5
ist ein Theorem ϕ fu¨r eine Spezifikation SP gu¨ltig, wenn es fu¨r alle ihre Modelle
A (SP |= A) gu¨ltig ist (A |= ϕ). Damit kann das Testen eines Theorems mit Al-
loy durch Spezifizieren der endlichen Teilstu¨cke M der unendlichen Strukturen
A in Alloy Sprache realisiert werden, siehe Abb. 4.1.
? Alloy !
SP
Theorem
KIV
SP Alloy
Theorem
Abbildung 4.1: Grundidee fu¨r Einsatz der endlichen Modellsuche zur Fehlerlo-
kalisierung.
Dieses Vorgehen setzt voraus, daß die betrachteten Theoreme der Analyse mit
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endlichen Modellen zuga¨nglich sind, d.h. sie mu¨ssen folgende Eigenschaft besit-
zen:
endliche Widerlegbarkeit : fu¨r M⊆ A M 6|= ϕ ⇒ A 6|= ϕ
Damit la¨sst sich folgern, daß wenn eine endliche Substruktur M von A ein
Gegenbeispiel fu¨r ϕ ist, dann ist auch A gleichzeitig ein Gegenbeispiel fu¨r ϕ.
Der Abschnitt 4.5 beschreibt die Klasse der Formeln, die diese Eigenschaften
besitzen. Da die Formeln in KIV funktional sind und die Alloy Sprache relational
ist, beschreiben wir die Transformation zu der relationalen Form im na¨chsten
Abschnitt. Die Abschnitte 4.3 und 4.4 pra¨sentieren detailiert den Ansatz zur
Generierung der endlichen Teilmodelle mit Alloy fu¨r die KIV Spezifikationen
der abstrakten Datentypen.
4.2 Transformation zu der Relationalen Form
Auf dem Weg zu der relationalen Form wird zuerst jedes Funktionssymbol f auf
die entsprechende Relation (Pra¨dikat) F abgebildet:
f : s→ s′  F : s× s′
Die grundlegende Idee, die zu realisieren ist, den Graphen der Funktion f auf
die Relation F abzubilden:
[[f ]](a1, . . . , an) = b⇔ [[F ]](a1, . . . , an, b) (4.1)
wobei [[f ]] die Semantik von f in einem Modell der KIV Spezifikation ist und
[[F ]] die Semantik von F in der entsprechenden Alloy Spezifikation ist. Um dies
zu erreichen werden zwei Axiome beno¨tigt, die erzwingen, daß die Relation sich
wie eine Funktion verha¨lt. Es sind das Axiom der Eindeutigkeit :
∀x1, . . . , xn, y, z. F (x1, . . . , xn, y) ∧ F (x1, . . . , xn, z)→ y = z
und das Axiom der Totalita¨t :
∀x1, . . . , xn. ∃y. F (x1, . . . , xn, y)
Weiter mu¨ssen auch die KIV Axiome, die die Operationen spezifizieren, in die
relationale Form gebracht werden. Dies kann schematisch erreicht werden. Da-
bei wird in der Formel fu¨r jeden Ausdruck f(x1, . . . , xn) eine Hilfsvariable z ein-
gefu¨hrt und anschließend die funktionale Gleichung f(x1, . . . , xn) = z durch den
relationalen Ausdruck F (x1, . . . , xn, z) ersetzt. Wir geben eine formale Beschrei-
bung des Schemas. Dabei nehmen wir an, daß die Formeln in KIV normalisiert
sind: alle Quantoren sind nach vorne gebracht (Prenex Normal Form):
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ϕ ≡ Q1v1. . . . Qnvn. ψ
wo die quantorenfreie Formel ψ die freien Variablen v1, . . . , vn hat. Die Restrik-
tion zu der Prenex Normal Form vermeidet die Diskussion u¨ber eine passende
Umbenennung der gebundenen Variablen. Betrachten wir als Beispiel eine For-
mel aus der Spezifikation der Listen:
ϕ ≡ ∀x, y. rev(app(x, y)) = app(rev(y), rev(x))
Der quantorenfreie Teil der Formel entha¨lt die Funktionssymbole app und rev
(Funktionen append und reverse). In der u¨bersetzten Formel werden an der
Stelle die Relationen APP : list × list × list und REV : list × list benutzt.
Um die U¨bersetzung zu definieren betrachten wir zwei Mengen von Termen: die
Menge aller Terme Tall und die Menge der Top-Level Terme Ttop. Die Menge
Ttop entha¨lt die Terme, die in der Formel in Gleichungen ti = tj oder Pra¨dikaten
P (t1, . . . , tn) vorkommen und keine Variablen sind. In unserem Beispiel sind es
die Mengen
Ttop = {rev(app(x, y)), app(rev(y), rev(x))}
Tall = Ttop ∪ {rev(x), rev(y), app(x, y)}
Mit Ttop und Tall ist die U¨bersetzung der Formel ϕ von der funktionalen Form
in die relationale Form τ(ϕ) wie folgt definiert:
Definition 6 [Relationale Form]
Gegeben eine Abbildung θ : Tall → V ars, die Terme in Tall auf neue Variablen
abbildet. Sei ϕ eine PNF normalisierte Formel in der funktionalen Form:
ϕ ≡ Q1v1 :: s1. . . . Qnvn :: sn. ψ
Die entsprechende Formel in der relationalen Form wird wie folgt aufgebaut:
τ(ϕ) ≡ Q1v1 :: s1. . . . Qnvn :: sn. ∀ ϑ(Tall).∧
f(t1,...,tk)∈Tall
F (ϑ(t1), . . . , ϑ(tk), ϑ(f(t1, . . . , tk)))→ ψ[Ttopϑ(Ttop)]
Mit der Induktion u¨ber den Aufbau der Terme kann es bewiesen werden, daß
die Transformation τ die Bedeutung der Formeln beha¨lt. D.h. fu¨r jedes Modell
der Formel ϕ das entsprechende (isomorphe) relationale Modell die Formel τ(ϕ)
erfu¨llt. A¨hnlich, fu¨r jedes Modell von τ(ϕ), daß auch die Axiome der Totalita¨t
und Eindeutigkeit erfu¨llt, existiert ein Modell der urspru¨nglichen Signatur, das
ϕ und (4.1) erfu¨llt. Die Transformation τ hat lineare Komplexita¨t bezu¨glich der
Formelgro¨ße.
4.3. FREIE DATENTYPEN 21
4.3 Freie Datentypen
Das Konzept der abstrakten Datentypen ist bekannt und hat sich gut bewa¨hrt.
In diesem Abschnitt betrachten wir die freien Datentypen - der am ha¨ufigsten
benutzte Subtyp. Die freien Datentypen haben die Eigenschaft, daß syntaktisch
verschiedene Terme auch unterschiedliche Werte des Datentyps darstellen. Ein
ha¨ufig auftretendes Beispiel sind die Listen. Datentyp List wird mit den Kon-
struktorfunktionen generiert:
nil : list
cons : elem× list→ list
Diesen entsprechen die Selektorfunktionen1:
.first : list→ elem
.rest : list→ list
Die Generiertheitsklauseln fu¨r die freie Datentypen im KIV werden in einer
kompakten Form geschrieben, die neben den Konstruktorfunktionen implizit
auch die Selektorfunktionen definiert. Es werden implizit auch automatisch die
Zusatzaxiome generiert, die die Freiheit des Datentyps spezifizieren. Betrachten
wir den Datentyp list als Beispiel. Die entsprechende Generiertheitsklausel in
KIV ist:
list = [ ] | . + . (. .first : elem; . .rest : list)
Diese Definition deklariert implizit, daß der Datentyp list durch die Konstruk-
torfunktionen [ ] : list (Konstante nil, leere Liste) und . + . : elem× list→ list
(cons) generiert wird, d.h. “list generated by [ ], +”. Es werden auch die Se-
lektorfunktionen .first : list → elem und .rest : list → list definiert und
mit den automatisch generierten Axiomen spezifiziert. Diese Axiome erzwingen,
daß die Konstruktoren disjunkt, injektiv und total sind:
selectors : (a+ x).first = a, (a+ x).rest = x
disjoint : [ ] 6= a+ x
injectivity : a+ x = a0 + x0 ↔ a = a0 ∧ x = x0
case : x = [ ] ∨ x = x.first+ x.rest
4.3.1 Subtermabgeschlossene Modelle
Die Semantik der freien Datentypen ist auf den Termalgebren definiert. Die
Tra¨germengen sind frei generiert, d.h. sie bestehen aus Termen, die induktiv mit
1in Postfixform
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a b[ ]
[b][a]
[a,b] [b,b]
REST REST
REST RESTFIRST
FIRST FIRST
FIRST
Abbildung 4.2: Endliches subtermabgeschlossenes Teilmodell mit 2 elem und 5
list Atomen.
den Konstruktoren generiert sind. Der Grundansatz zur Generierung der endli-
chen Teilmodelle basiert auf der Arbeit von Kuncak und Jackson [26] (Entwick-
ler von Alloy am MIT). Man betrachtet die endlichen Teilstu¨cke der unendlichen
Termalgebren, die unter der Subtermrelation abgeschlossen sind. Z.B. fu¨r die Li-
sten ist die Subtermrelation als die transitive Hu¨lle der list-wertigen Selektoren
definiert. Die Abb. 4.2 zeigt ein endliches subtermabgeschlossenes Teilmodell
der Listen.
Die Relationen FIRST und REST simulieren die entsprechenden Selektorfunk-
tionen. Mit ihren Hilfe kann die Bedeutung (auf dem Bild als Beschriftung
der Atome zu sehen) einzelner Atome entschlu¨sselt werden. Solche Teilstruk-
turen der unendlichen Algebren lassen sich mit SUA Axiomen generieren, die
das “Verhalten” der Selektorrelation spezifizieren. Z.B. fu¨r die Listen spezifi-
zieren diese Axiome die Selektorrelationen FIRST und REST, siehe Abb. 4.3.
Dabei wird Alloy Syntax fu¨r den transitiven Abschluss verwendet: Operator
∧ : Relation → Relation. Ferner, da wir die relationale Sprache benutzen,
wird an der Stelle der Konstruktorkonstante nil die entartete Relation (als eine
Singletonmenge repra¨sentiert) NIL verwendet.
Selectors: ∀l : list. ¬NIL(l)→
∃! l′ : list, e : elem. REST (l, l′) ∧ FIRST (l, e)
∀l : list, e : elem. ¬REST (nil, e) ∧ ¬FIRST (nil, l)
Uniqueness: ∀l, l0, l
′, l′0 : list, e, e
′ : elem. FIRST (l, e) ∧ FIRST (l′, e′) ∧
REST (l, l0) ∧REST (l
′, l′0) ∧ e = e
′ ∧ l0 = l
′
0 → l = l
′
Acyclicity: ∀l : list. (l, l) 6∈ ∧REST
Abbildung 4.3: SUA Axiome
Mit SUA Axiomen lassen sich fu¨r die KIV Spezifikationen der freien Datentypen
die subtermabgeschlossenen Teilmodelle in Alloy spezifizieren. Auf dieser Basis
definieren wir die Transformation der KIV Spezifikationen der freien Datentypen
nach Alloy.
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Definition 7 [Alloy Spezifikation - Freie Datentypen]
Fu¨r die algebraische Spezifikation SPfree der freien Datentypen wird die ent-
sprechende Alloy Spezifikation τfin(SPfree) wie folgt definiert:
τfin(SPfree) = ((S, ∅, τ(F) ∪ P), τ(Ax) ∪ Func(τ(F)) ∪ SUA(Gen))
In τfin(SPfree) werden alle Funktionssymbole f ∈ F sind durch die Pra¨di-
katsymbole τ(f) ersetzt. Die Axiome Ax werden in die relationale Form u¨ber-
setzt: τ(Ax). Die zusa¨tzlichen Axiome Func(τ(F)) erzwingen, daß jede Relation
τ(f) ≡ F die Eigenschaften einer partiellen Funktion besitzt:
∀x, y1, y2. F (x, y1) ∧ F (x, y2)→ y1 = y2
Die Abbildung 4.4 zeigt die resultierende Alloy Spezifikation fu¨r die Generierung
der endlichen Teilmodelle der Listen (zuerst ohne weitere Funktionen außer
Selektoren). Das Modul list wird mit der Sorte Element parametrisiert, d.h.
spa¨ter kann die Spezifikation mit einer beliebigen anderen Sorte aktualisiert
werden. Die Deklaration des Universums besteht aus zwei Sorten: List und
Element. Die Listenatome sind in zwei Untersorten unterteilt: Singleton Nil
und Cons (Schlu¨sselwort extends).
module list[Element]
// signature
sig List {}
one sig Nil extends List {}
sig Cons extends List {
first: Element,
rest: List
}
// SUA
fact Uniqueness {
all l,l’: Cons |
l.first = l’.first and l.rest = l’.rest => l = l’
}
fact Acyclic {
no l: Cons | l in l.^rest
}
pred testRun() {}
Abbildung 4.4: Alloy Spezifikation fu¨r die Generierung der subtermabgeschlos-
senen Teilmodelle der Listen
Auf dem dazugeho¨rigen Metamodell ist die Sortenhierarchie sowie die deklarier-
ten Relation auf den Sorten zu sehen: first, rest. Die beiden Axiome Uniqueness
und Acyclic zusammen mit der Deklaration des Universums reflektieren das
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Abbildung 4.5: Das Metamodell fu¨r die Alloy Spezifikation der Listen.
Abbildung 4.6: Das mit Alloy generiertes subtermabgeschlossenes Teilmodell
mit 5 Listen und zwei Elementen.
Prinzip der SUA-Generierung. Das Uniqueness Axiom fordert, daß nicht zwei
Atome strukturell gleichen Listen repra¨sentieren. Das Axiom Acyclic verhindert
die Modelle mit Listen, die zyklisch bezu¨glich der Relation rest sind.
Das Teilmodell der Listen auf der Abbildung 4.2 kann nun mit dem folgenden
Alloy Befehl generiert werden:
run testRun for exactly 5 List, exactly 2 Element
Die Abbildung 4.6 zeigt das fu¨r die Alloy Spezifikation aus der Abbildung 4.4
generierte Teilmodell, das gegen die Subtermrelation abgeschlossen ist. Um eine
volle U¨bereinstimmung mit der Semantik der Listen in KIV zu erzielen muss
noch ein wichtiger Aspekt bezu¨glich der unterspezifizierten Operationen beru¨ck-
sichtigt werden. In der relationalen Semantik von Alloy wu¨rde der relationale
Ausdruck Nil.rest laut SUA-Axiomatisierung als leere Menge interpretiert. Auf
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der anderen Seite in KIV ist die Semantik vom Term [].rest unterspezifiziert,
d.h. es gibt unendlich viele Algebren A ∈ Mod(SP ), in denen [].rest als ir-
gendeine zufa¨llige Liste interpretiert wird. Diese semantische Abweichung wird
korrigiert indem die Selektorfunktionen in der Alloy Signatur der Sorte List
definiert werden und nicht in der Sorte Cons:
module list[Element]
// signature
sig List {
// cons selectors
first: Element,
rest: List
}
one sig Nil extends List {}
sig Cons extends List {}
// SUA
fact Uniqueness {
all l,l’: Cons |
l.first = l’.first and l.rest = l’.rest => l = l’
}
fact Acyclic {
no l: Cons | l in l.^rest
}
fact Domain {
List = Nil + Cons
}
pred testRun() {}
Damit wa¨re Nil.rest unspezifiziert genauso wie in KIV. Es hat sich in der Praxis
gezeigt, daß viele interessante Fehler gerade aus der unvollsta¨ndigen Axiomati-
sierung der Operationen hervorgehen, wo die Randfa¨lle, wie z.B. die leere Liste,
nicht richtig behandelt werden.
4.3.2 Axiomatisierung der Rekursiven Funktionen
Um den Ansatz von Kuncak und Jackson in KIV einsetzen zu ko¨nnen mu¨ssen
wir die Haupthu¨rde u¨berwinden: die Einschra¨nkung der Sprache nur auf die
Selektoren. Das Vorgehen und die Komplikationen, die dabei entstehen, lassen
sich am besten an einem Beispiel demonstrieren.
Betrachten wir die Listen als ein repra¨sentatives Beispiel fu¨r einen freien Daten-
typ und zwei rekursive Funktionen, die auf Listen arbeiten: append (Konkaten-
ation von Listen) und reverse (Umdrehen einer Liste). Die Abbildung 4.7 zeigt
die KIV Spezifikation fu¨r das Beispiel.
In der Definition 8 wird die allgemeine Form einer rekursiven Definition in KIV
aufgefasst. Hier sind ci die Konstruktorfunktionen fu¨r die Sorte s1. Jedes Ψi ist
ein Term, in dem die Aufrufe von f als erstes Argument u haben. Die Fallunter-
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generic data specification
parameter elem
list = [] | . + . ( . .first : elem; . .rest : list);
variables
x, y, z : list;
order predicates . < . : list x list;
end generic data specification
enrich list with
functions
. + . : list x list -> list;
rev : list -> list;
axioms
app-nil : [] + x = x;
app-cons : (a + x) + y = a + (x + y);
rev-nil : rev([]) = [];
rev-cons : rev(a + x) = rev(x) + (a + []);
end enrich
Abbildung 4.7: Algebraische Spezifikation der Listen in KIV.
scheidungen mittels der Formeln ψi bilden eine vollsta¨ndige Fallunterscheidung
fu¨r einen der Konstruktoren c, d.h. ihre Disjunktion ist a¨quivalent zu true.
Definition 8 [KIV Axiome fu¨r die Rekursion]
Eine rekursive Definition der Funktion f : s1×. . . sk → s benutzt die strukturelle
Induktion im ersten Argument. Die Spezifikation erfolgt mit Axiomen:
∀u, v. ψi → f(ci(u), v) = Ψi(f, u, v)
Im ersten Schritt auf demWeg zur Axiomatisierung u¨bersetzen wir die Signatur.
Die beiden Operationen app und rev werden als Relationen in die Signatur der
Sorte list aufgenommen:
sig list {
APP: list -> lone list,
REV: lone list
}
Mit dem Stichwort lone teilen wir Alloy mit, daß die Relation das Axiom der
Eindeutigkeit erfu¨llt. Bei einer bestimmten Eingabe gibt es also maximal nur
ein Ergebnis fu¨r die Operationen APP und REV.
Das Axiom der Totalita¨t wa¨re auch spezifiziert, ha¨tte man den Stichwort one
benutzt. Anderseits, wu¨rde das zu unendlichen Modellen fu¨hren, was die Alloy
Analyse unmo¨glich machen wu¨rde. Wir mu¨ssen dieses Axiom weglassen. Lei-
der kann das eventuell zu unerwu¨nschten Effekten bei der Modellkonstruktion
fu¨hren, wie es spa¨ter anhand eines Beispiels demonstriert wird.
Im zweiten Schritt werden die KIV Axiome fu¨r app und rev mit der Transfor-
mationsfunktion τ in die relationale Form gebracht und der Alloy Spezifikation
hinzugefu¨gt.
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Dafu¨r kombinieren wir jeweils die beiden funktionalen Axiome aus der KIV
Spezifikation zu einer einzigen Formel:
app(x1, x2) = y ↔ x1 = [] ∧ y = x2 ∨
∃ a0, z0. x1 = cons(a0, z0) ∧ y = cons(a0, app(z0, x2))
rev(x) = y ↔ x = [] ∧ y = [] ∨
∃ a0, z0. x = cons(a0, z0) ∧ y = app(rev(z0), cons(a0, []))
Obwohl die U¨bersetzung schematisch ist, benutzt es die Axiome der Eindeu-
tigkeit und der Totalita¨t. Fu¨r die Funktion reverse erhalten wir die folgende
relationale Definition, die in die Alloy Spezifikation aufgenommen wird:
∀x, y :: list. (x, y) ∈ REV ↔
(x ∈ NIL ∧ y = NIL ∨
∃a0 :: elem, z0, z1, z2, z3 :: list. (a0, z0, x) ∈ CONS
∧ (z0, z1) ∈ REV ∧ z2 ∈ NIL ∧ (a, z2, z3) ∈ CONS
∧ (z1, z3, y) ∈ APP )
Die u¨bersetzte Formel ist sta¨rker als die urspru¨ngliche Formel, die nur die Impli-
kationsrichtung von rechts nach links haben wu¨rde. Die andere Richtung ko¨nnte
dann aus den beiden Axiome fu¨r die Totalita¨t und die Eindeutigkeit gefolgert
werden. Auf der anderen Seite, haben wir das Axiom fu¨r die Totalita¨t fallen
gelassen. Da wir jetzt die A¨quivalenz haben, werden fu¨r diese Definition die
beiden Axiome nicht mehr beno¨tigt. Dies gilt, weil es sich um eine Instanz des
Theorems u¨ber die wohlfundierte Rekursion handelt.
Definition 9 [Wohlfundierte Ordnung]
Eine bina¨re Relation auf der Menge X ist wohlfundiert genau dann wenn jede
nichtleere Teilmenge von X ein ≺-minimales Element entha¨lt:
∀S ⊆ X. S 6= ∅ ⇒ ∃m ∈ S. ∀y ∈ S. y 6≺ m
Theorem 1 [Wohlfundierte Rekursion]
Gegeben eine Spezifikation SP und ihre Erweiterung um eine Funktion g mit
der Definition Ψ:
SP ′ = SP + (g, {g(v) = Ψ(g, v)})
Ferner, seien alle Argumente der rekursiven Aufrufe von g in Ψ kleiner als v
bezu¨glich einer wohlfundierten Ordnung ≺.
Dann gilt: fu¨r jedes Modell A der urspru¨nglichen Spezifikation gibt es genau eine
Erweiterung A+ gA, die Modell von g(v) = Ψ(g, v) ist.
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Ein formaler Beweis des Theorems, der Ψ als eine Higher Order Funktion be-
trachtet, wird von Harrison [19] pra¨sentiert. In unserem Fall, ist g die Relation
(= boolesche Funktion) FA. Das Theorem garantiert, daß die u¨bersetzte relatio-
nale Definition eine eindeutige Relation FA fixiert. Damit ist die U¨bersetzung
in die relationale Form semantikerhaltend: die Relation FA bildet genau den
Graphen der Funktion f ab.
Das Theorem ist nicht nur auf die Termmodelle anwendbar, sondern auch auf
die endlichen Strukturen, die von Alloy generiert werden. Die Subtermrelation
ist trivialerweise wohlfundiert, damit ist sie auch auf endlichen Teilmodellen
wohlfundiert.
Insgesamt haben wir:
• die rekursiven Definitionen in KIV erweitern das Modell um eine eindeu-
tige Funktion,
• die relationale Transformation dieser Definitionen erweitert das relatio-
nale Modell auch um eine eindeutige Funktion FA, die den Graphen der
Funktion f repra¨sentiert,
• das gleiche Ergebnis gilt auch fu¨r eine endliche subtermabgeschlossene
Teilstruktur M und die Relation FM.
Jetzt ist die kritische Frage ob fu¨r die Funktion FM inM die gleichen Theoreme
gelten, wie fu¨r FA in A. Die positive Antwort wird fu¨r die Klasse von Formeln
mit universellen und beschra¨nkten existentiellen Quantoren gegeben. Eine for-
male Definition der Klasse folgt in einem spa¨teren Abschnitt, wo wir uns mit
dieser Fragestellung befassen.
Eine wichtige Vorbedingung fu¨r diese positive Antwort ist, daß die Funktion FA,
wenn eingeschra¨nkt auf die Doma¨ne von M (geschrieben FA|M) a¨quivalent zu
FM ist. In den betrachteten Beispielen haben wir festgestellt, daß FA|M ⊆ FM
gilt. In den meisten Beispielen haben wir sogar FA|M = FM. Dies gilt ,z.B., fu¨r
die APP Funktion. Es bleibt zuerst offen ob die Inklusion auch im allgemeinen
gilt. Wir haben aber auch Beispiele, wo FA|M eine echte Teilmenge von FM
ist. Die Funktion REV ist ein Beispiel dafu¨r.
Beispiel (FA|M ( FM).
Betrachte ein subtermabgeschlossenes Teilmodell M der Listen auf der Abbil-
dung 4.8 mit der Doma¨ne:
Mlist = {[], [a], [c], [b, c], [b, a], [a, b, c], [c, b, a]}
Melem = {a, b, c}
In dieser Struktur sind die Atome [a, b, c] und [c, b, a] nicht mit der Relation
REV verbunden. Im unendlichen Modell A ist dies aber der Fall. Der Grund
fu¨r diese Diskrepanz ist, daß das endliche Modell das Atom [c, b] nicht entha¨lt.
Dies spiegelt sich in der Definition von REV : die rechte Seite der A¨quivalenz-
formel in der Definition hat eine andere Semantik im endlichen Teilmodell als
im unendlichen Modell, wenn der Fall von [a, b, c] und [c, b, a] kommt.
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REV
[]cba
[a][c]
[b,c] [b,a]
[c,b,a][a,b,c]
CONSCONS
CONS
CONS
CONS
CONS
APP
APPAPP
APP APP
FIRST
FIRST
FIRST
[c,b]
REV
Abbildung 4.8: Endliches subtermabgeschlossenes TeilmodellM von A, daß den
Fall FA|M 6= FM fu¨r FM ≡ REVM demonstriert.
Es gibt ein grundsa¨tzliches Problem. Die Subtermabgeschlossenheit garantiert
nicht, daß das Teilmodell gegen alle Ergebnisketten der rekursiven Aufrufe ab-
geschlossen ist. In diesem Beispiel ist die Ergebniskette der REV Aufrufe fu¨r
[a, b, c]:
rev([a, b, c])→ rev([b, c])→ rev([c])→ rev([])
da rev([a, b, c]) rev([b, c]) aufruft usw. Das Ergebnis rev([b, c]) = [c, b] ist nicht
im endlichen Modell. Damit ist die Kette fu¨r das Ergebnis rev([a, b, c]) unterbro-
chen. Eine mo¨gliche Zusatzbedingung, die die obengenannte Abgeschlossenheit
garantieren wu¨rde, wa¨re:
∀y. y ∈ NIL ∨ ∃z3, z4, z5. z4 ∈ NIL ∧ (a, z4, z5) ∈ CONS ∧ (z3, z5, y) ∈ APP
Damit ha¨tte man die Prefixabgeschlossenheit des Teilmodells (Prefix auf Listen)
und es wu¨rde gelten REVA|M = REVM. Im Allgemeinen, ko¨nnte man fu¨r
die surjektiven Funktionen diesen Constraint systematisch erstellen, da jedes
Element im Modell ein Ergebnis der Funktion ist. Die Zusatzbedingung verlangt,
daß jedes y (ein Ergebnis von f) aus den Ergebnissen z1, . . . , zn der rekursiven
Aufrufe berechenbar sein muss.
Sei eine rekursiv definierte Funktion F mit der Definition:
F (x, y) ↔ Ψ(F (t1, u1), F (t2, u2), . . . , F (tn, un), x, y)
Dann ist die Zusatzbedingung fu¨r die Konstruktion des Ergebnisses aus den
rekursiven Aufrufen:
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∀y. ∃z1, . . . zn, x. Ψ(u1 = z1, u2 = z2, . . . , un = zn, x)
Fu¨r die Definition der append Funktion wa¨re solche Zusatzbedingung die Sub-
termabgeschlossenheit, die bereits von den SUA Modellen erfu¨llt ist. Fu¨r die
Funktionen, die nicht surjektiv sind, wa¨re die Zusatzbedingung nur u¨ber die y
zu quantifizieren, die im Abbild von f liegen. Dies ist aber nicht mo¨glich, da der
einzige Weg den Bild von f zu charakterisieren wieder nur u¨ber die Rekursion
geht. Ein Beispiel, das das Problem illustriert, ist die Definition der Funktion
palindrome.
Beispiel (FA|M 6= FM).
Betrachte die nicht surjektive Funktion palindrom mit den Axiomen
pal([]) = [], pal(a+ x) = a+ (pal(x) + (a+ []))
Offensichtlich sind nicht alle Atome Ergebnisse der Funktion pal. Da wir diese
Atome auf eine nicht rekursive Weise nicht beschreiben ko¨nnen, wu¨rde die Zu-
satzbedingung nicht funktionieren, d.h. Alloy wu¨rde kein Modell konstruieren
ko¨nnen.
4.3.3 Kompatibilita¨t der Spezifikationen
Wir brauchen Kriterien fu¨r die Operationsdefinitionen, mit denen die Konstruk-
tion von falschen Gegenbeispielen (falsche Alarme) sich vermeiden la¨sst. Eine
Definition muss u¨berpru¨ft werden, ob sie sich semantikerhaltend auf die endli-
chen abgeschlossenen Teilstrukturen u¨bertragen la¨sst. Diese Aufgabe ist impli-
zit an die Frage gebunden, welche Klasse von Teilstrukturen fu¨r den Ansatz der
endlichen Modellsuche am besten geeignet ist.
Gegeben eine algebraische Spezifikation SP = (Σ, Ax,Gen) erster Stufe in KIV
und eine Erweiterung dieser Spezifikation um eine Operation f mit den Axiomen
ϕ!, . . . , ϕn:
SP ′ = ((S,F ∪ {f}), Ax ∪ {ϕ1, . . . , ϕn}, Gen)
Die entsprechende Alloy Spezifikation τfin(SP
′) entha¨lt eine Relation F fu¨r
die Funktion f . Die Axiome ϕ1, . . . , ϕn werden normalisiert und mittels der
Transformationsfunktion τ in die relationale Form gebracht:
∀x, y. F (x, y) ↔ Ψ(x, y)
wobei Ψ(x, y) ≡ Qv1. . . . Qvk. χ(v, x, y), χ quantorenfrei ist und Free(χ) =
{v, x, y}.
Wir unterscheiden zwischen den rekursiven und nicht rekursiven Operationen.
Im Fall von nicht rekursiven Definitionen entha¨lt die Formel χ nur Relations-
symbole, die sich von F unterscheiden. Anderenfalls, ist die Definition rekursiv.
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Zusa¨tzlich verlangen wir, daß χ nur die Relationssymbole benutzt, die bereits
vorher definiert wurden, d.h. die Fa¨lle von gegenseitig abha¨ngigen Definitionen
werden nicht behandelt.
Folgendes Beispiel zeigt eine rekursive und eine nicht rekursive Definition in
KIV (in der funktionalen Form):
reverse : rev([]) = [], rev(a+ x) = rev(x) + (a+ [])
disjoint : disj(x, y)↔ (∀a. ¬ (a ∈ x ∧ a ∈ y))
in : a ∈ x↔ ∃y, z, a. x = y + a+ z
Das Funktionssymbol + ist zweimal u¨berladen. Einmal bezeichnet es die Funk-
tion cons : elem × list → list und einmal - append : list × list → list. Die
rekursiven Definitionen in KIV benutzen die strukturelle Induktion u¨ber einen
der Argumente in der definierten Operation. Die strukturelle Induktion garan-
tiert trivialerweise die Wohlfundiertheit der Rekursion, die fu¨r die Korrektheit
des Ansatzes von Bedeutung ist.
Die folgenden Fragen sind gegenseitig abha¨ngig:
• Welche Klasse der Definitionen ist mit dem Ansatz kompatibel?
• Welche Klasse von endlichen abgeschlossenen Teilstrukturen ist am besten
geeignet?
Es wird die Eigenschaft der Semantikerhaltung beim U¨bergang von unendlichen
Termalgebren A zu deren endlichen Teilstrukturen M angestrebt. Im Folgen-
den, bezeichnen wir die Definitionen als kompatibel, falls sie diese Eigenschaft
nicht verletzen. Daraufaufbauend, werden die Begriffe kompatible Erweiterung,
kompatible Spezifikation eingefu¨hrt.
Um die obenerwa¨hnte gegenseitige Abha¨ngigkeit aufzulo¨sen, abstrahieren wir
von der geeigneten Klasse der endlichen Teilstrukturen. Sei : dom(A)×dom(A)
eine Pra¨ordnung (die Antisymmetrie muss nicht gelten) auf der Doma¨ne der
unendlichen Termmodelle dom(A) :=
⋃
s∈S As. Diese Pra¨ordnung induziert die
Klasse der endlichen Teilmodelle M von unendlichen Termmodellen A, die ge-
gen  abgeschlossen sind. Eine semantische Charakterisierung von  gibt die
Definition 10.
Definition 10 [Abgeschlossene endliche Teilstrukturen]
M ist -abgeschlossene Teilstruktur von A genau dann wenn
∀ d0 ∈ dom(M), d ∈ dom(A). d  d0 → d ∈ dom(M).
Wir lassen es an der Stelle offen, wie die -Abgeschlossenheit sich in Alloy spe-
zifizieren la¨sst. Offensichtlich gibt es eine Reihe von verschiedenen Alternativen,
die je nach Anwendungsfall eingesetzt werden. In der Praxis hat sich gezeigt,
daß meistens die Subtermabgeschlossenheit (d.h.  ≡ Subtermrelation) die
beste Wahl ist.
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Sei C die Randbedingung in der Alloy Spezifikation, die die-Abgeschlossenheit
der endlichen Modelle bewirkt. Es bleibt nun die Operationsdefinitionen zu iden-
tifizieren, die auf -abgeschlossenen endlichen Teilstrukturen die urspru¨ngliche
Semantik der Operationen auf den unredlichen Strukturen erhalten:
[[F (x)]]A,α = [[F (x)]]M,α
Die obere Gleichheit muss fu¨r alle definierten Operationen F sowie beliebigen
Belegungen α : X → dom(M) der freien Variablen x gelten.
Definition 11 [Kompatibilita¨t]
Eine Definition Φ ≡ ∀x, y. F (x, y) ↔ Qv1. . . .Qvk. χ(v, x, y) ist kompatibel
(bezu¨glich einer festen Pra¨ordnung ) genau dann wenn
A |= Υ(Qv1. . . .Qvk. χ(v, x, y), x ∪ {y})
Das Pra¨dikat Υ : For(Σ)×P(X) testet die Kompatibilita¨t einer Definition und
ist mit der strukturellen Induktion u¨ber die betrachtete Formel definiert:
Υ(χ, v) ⇔ true, fu¨r quantorenfreie χ
Υ(∃z. ϕ, v) ⇔ (∃z. ϕ)→ (∃z. ϕ ∧ (
∨
u∈v
z  u) ∧Υ(ϕ, v ∪ {z}))
Υ(∀z. ϕ, v) ⇔ (∃z. ¬ϕ)→ (∃z. ¬ϕ ∧ (
∨
u∈v
z  u) ∧Υ(ϕ, v ∪ {z}))
Spezifikation SP ist kompatibel genau dann wenn alle enthaltenen Definitionen
kompatibel sind.
Sollte die Formel Ψ in der oberen Definition rekursive Aufrufe von F enthalten,
verlangen wir zusa¨tzlich, daß die rekursive Definition wohlfundiert ist sowie die
entsprechende wohlfundierte Ordnung ≺ mit der Pra¨ordnung  sich vertra¨gt:
≺ ⊆ .
Intuitiv betrachtet, erzwingt die Kompatibilita¨t einer Definition, daß die se-
mantische Auswertung der Quantoren auf der rechten Seite der A¨quivalenz
F (x, y)↔ Ψ(x, y) nicht durch die Endlichkeit der Doma¨ne vonM beeintra¨chtigt
wird. Z.B., wenn der existentielle Quantor ∃v. im unendlichen Modell als true
ausgewertet wird, dann garantiert die Kompatibilita¨t, daß der entsprechende
Zeuge im endlichen Modell immer vorhanden ist. A¨hnlich, wenn der Allquantor
∀v. als false ausgewertet wird, sollte das Atom, das eine Gegenbeispielbelegung
von v darstellt, auch unbedingt im endlichen Modell enthalten sein.
4.3.4 Korrektheit
Im vorherigen Abschnitt haben wir die Kompatibilita¨t der algebraischen Spe-
zifikationen der ersten Stufe (fu¨r frei generierten Datentypen) eingefu¨hrt. Mit
der Einfu¨hrung der abstrakten Pra¨ordnung : dom(A)× dom(A) auf Doma¨nen
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wurde das Konzept der Abgeschlossenheit der endlichen Strukturen abstrakt
aufgefasst und damit auch insgesamt von der technischen Realisierung abstra-
hiert. In Kapiteln 5, 6 und 7 wird die praktische Realisierbarkeit des Konzepts
untersucht, sowie die technische Seite des Ansatzes ausfu¨hrlich beschrieben. Ins-
besondere werden folgenden Fragen behandelt:
• Wie wird  spezifiziert?
• Wie werden kompatible Definitionen effizient identifiziert?
Auf der Grundlage der Pra¨ordnung , endlichen abgeschlossenen Teilmodellen
und kompatiblen Definitionen kann die Korrektheit des Ansatzes untersucht
werden. Unter der Korrektheit wird intuitiv verstanden: Alloy berechnet keine
“falschen” Modelle. D.h., jedes von Alloy generiertes endliches Teilmodell M
ist isomorph zu einer Teilstruktur des unendlichen Termmodells A der KIV
Spezifikation. Die folgenden Theoreme fassen es zusammen.
Theorem 2 [Korrektheit: Freie Datentypen]
Seien SP = (Σ, Ax,Gen) eine algebraische Spezifikation der ersten Stufe mit
frei generierten Datentypen, deren Signatur nur Selektorfunktionen entha¨lt. Sei
τfin(SP ) die entsprechende Alloy Spezifikation zur Berechnung von endlichen
abgeschlossenen Teilmodellen.
Dann gilt:
M |= τfin(SP ) ⇔ es gibt A,A
0 : A |= SP, A0 ⊆ A, M≃ A0,
M ist abgeschlossen
Proof.
Das Theorem wurde von Kuncak et al. [26] bewiesen. 2
Theorem 3 [Korrektheit: Erweiterung I]
Sei SP eine algebraische Spezifikation der freien Datentypen, fu¨r die gilt
M |= τfin(SP ) ⇔ es gibt A,A
0 : A |= SP, A0 ⊆ A, M≃ A0,
M ist abgeschlossen
Sei SP ′ eine Erweiterung von SP um die Operation f mit einer kompatiblen
Definition Φ: SP ′ = SP + (f,Φ). Φ ist bereits mit τ in die relationale Form
transformiert:
Φ ≡ ∀x, y. F (x, y) ↔ Ψ(x, y)
Dann gilt:
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M |= τfin(SP
′) ⇔ es gibt A,A0 : A |= SP ′, A0 ⊆ A, M≃ A0,
M ist abgeschlossen
Proof.
Wir beweisen beide Richtungen der A¨quivalenz.
(⇐) :
Angenommen, die endliche Struktur M ist isomorph zu einer endlichen -
abgeschlossenen Teilstruktur A0 von A. Dann erfu¨llt M die gleichen Formeln
wie A0. Dann reicht es aus zu zeigen, daß A0 |= τfin(SP
′) gilt.
Weil gilt
• A |= SP ′
• SUA ist eine Teilmenge von SUGA
• die Definitionen Ax ∪ {Φ} sind kompatibel bezu¨glich der Pra¨ordnung 
• A0 ist -abgeschlossen
bekommen wir:
• A0 |= SUA(Gen)
• A0 |= τ(Ax) ∪ {Φ}
• A0 |= Func(τ(f))
• A0 |= τfin(SP
′)
(⇒) :
Wir erweitern die Spezifikation SP um eine Operation f und deren Definition
in der relationalen Form Φ. Wir zeigen die Behauptung des Theorems fu¨r die
erweiterte Spezifikation SP ′.
Sei M eine endliche Struktur mit M |= τfin(SP
′). Es muss eine Algebra A
gefunden werden, die Modell von SP ′ ist und eine -abgeschlossene Teilstruktur
A0 entha¨lt, die zu M isomorph ist.
Aus M |= τfin(SP
′) folgt M |= τfin(SP ) (wenn wir die Operation F in M
maskieren). Nun benutzen wir die Annahme an SP :
M |= τfin(SP ) ⇔ es gibt A,A
0 : A |= SP, A0 ⊆ A, M≃ A0,
M ist abgeschlossen
Seien B und B0 Strukturen mit B |= SP , B0 ⊆ B, M ist -abgeschlossen in
B und B0 ≃F M (modulo F , weil F in B nicht modelliert ist). Wir konstru-
ieren A,A0 aus B,B0 und zeigen, daß diese Konstruktionen die gewu¨nschten
Eigenschaften bezu¨glich SP ′ aufweisen.
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Sei A die Erweiterung von B, so daß [[Φ]]A gilt. Nach der Annahme an SP
existiert so eine Algebra, da Φ (falls rekursiv) eine wohlfundierte Rekursion ist.
Dann ist A auch ein Modell von SP ′.
A¨hnlich, sei A0 =F B
0. In diesem entscheidenden Schritt verlangen wir, daß
[[F ]]A
0
:= [[F ]]M. Somit, A0 ≃ M, aber es bleibt zu zeigen, daß A0 auch
eine Teilstruktur von A ist, d.h. wir mu¨ssen zeigen, daß [[F ]]A
0
mit [[F ]]A auf
dom(A0) u¨bereinstimmt:
∀d ∈ dom(A0). d ∈ [[F ]]A
0
⇔ d ∈ [[F ]]A
Falls Φ eine rekursive Definition ist, dann starten wir die Induktion u¨ber die
Argumente der Operation (d1, . . . , dn−1) fu¨r d = (d1, . . . , dn) ∈ dom(A
0). Die
Induktion basiert auf der wohlfundierten Ordnung ≺, daß der wohlfundierten
rekursiven Definition von F entspricht (fu¨r die KIV Definitionen ist es die struk-
turelle Induktion).
Sei d ∈ dom(A0) . Wie vorher fixiert gilt: A |= Φ,M |= Φ (damit auch A0 |= Φ).
Laut der Definition Φ ≡ ∀x, y. F (x, y) ↔ Ψ(x, y) verwandelt sich die obere
Beweisverpflichtung in die folgende zu zeigende Aussage:
[[Ψ]]A
0,α[(x,y):=d] ⇔ [[Ψ]]A,α[(x,y):=d]
wo Ψ ≡ Q1v1, . . .Qkvk. χ(v, x, y), Free(Ψ) = {x, y}, α : V arsi → dom(A
0) (Ψ
hat die gleiche Bedeutung in A und A0). Sei gemerkt (spa¨ter wichtig), dass fu¨r
α gilt (trivialerweise): ∀v ∈ Free(Ψ).
∨
u∈x∪y α(v)  α(u), weil Free(Ψ) = ∅.
Wir setzen voraus, dass α dise Eigenschaft hat.
Jetzt starten wir die strukturelle Induktion u¨ber den Aufbau der Formel Ψ:
Basisfall • Ψ ≡ r(v) vorausgesetzt fu¨r α gilt
∨
u∈x∪y α(vi)  α(u).
[[r(v)]]A,α = (α(v1), . . . , α(vk)) ∈ [[r]]
A =∗ (α(v1), . . . , α(vk)) ∈ [[r]]
A0
= [[r(v)]]A
0,α. Im Schritt =∗ haben wir das folgende Wissen eingesetzt:
die Annahme u¨ber α, die -Abgeschlossenheit von A0 (somit gilt α(vi) ∈
dom(A0)), [[G]]A
0
= [[G]]A auf dom(A0) fu¨r G 6= F . Im Fall von r = F
(rekursive Aufruf) wird die Induktionshypothese der Induktion u¨ber d
angewandt, die die Annahme benutzt, daß die Rekursion wohlfundiert
ist. Die Fa¨lle der logischen Operatoren ∧ und ¬ sind trivial. Wir mu¨ssen
nicht den Operator der transitiven Hu¨lle ∧r und der Komposition r1.r2
betrachten, da sie in Ψ nicht vorkommen.
Quantoren • Ψ ≡ ∃z. Ψ0, angenommen ∀v ∈ Free(Ψ).
∨
u∈x∪y α(v)  α(u).
[[∃z. Ψ0]]
A,α = ∃dz ∈ dom(A). [[Ψ0]]
A,α[z:=dz] =∗
∃dz ∈ dom(A
0). [[Ψ0]]
A,α[z:=dz] =Ind. [[∃z. Ψ0]]
A0,α
Im Schritt =∗ haben wir die Eigenschaft der -Kompatibilita¨t der Defi-
nition Ψ benutzt, d.h. wenn die Aussage ∃dz ∈ dom(A) . . . wahr ist, dann
ist d0z mit einem Wert dz in dom(A
0) belegt (wegen
∨
u∈x∪y d  α(u),
α(u) ∈ dom(A0) und -Abgeschlossenheit von A0). Anschließend, kann
die Induktion angewandt werden, weil α′ ≡ α[z := d0z] die Eigenschaft der
Begrenztheit erfu¨llt: ∀v ∈ Free(Ψ).
∨
u∈x∪y α
′(v)  α′(u).
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• Ψ ≡ ∀z. Ψ0 vorausgesetzt ∀v ∈ Free(Ψ).
∨
u∈x∪y α(v)  α(u). A¨hnlich
wie fu¨r ∃ Fall und der Benutzung der -Kompatibilita¨t von Ψ.
Damit ist die Struktur A0 eine echte Teilstruktur von A und es gilt A0 ≃M.
2
Theorem 4 [Korrektheit: Erweiterung II]
Seien SP eine algebraische Spezifikation der freien Datentypen, deren Signatur
nur Selektorfunktionen entha¨lt. Sei
SP ′ = SP + (f1,Φ1) + . . .+ (fn,Φn)
eine Erweiterung von SP um die Operationen f1, . . . , fn mit kompatiblen Defi-
nitionen Φ1, . . . ,Φn in der relationalen Form.
Dann gilt:
M |= τfin(SP
′) ⇔ es gibt A,A0 : A |= SP ′, A0 ⊆ A, M≃ A0,
M ist abgeschlossen
Proof.
Induktiv u¨ber die Operationen f1, . . . , fn unter Anwendung von Theorem 2
(Basisfall) und Theorem 3 (Induktionsschritt). 2
4.3.5 Effizienter Kompatibilita¨tstest
Um zu wissen, ob eine Spezifikation mit Alloy sich analysieren la¨sst, mu¨ssen die
Definitionen der einzelnen Operationen auf die Kompatibilita¨t mit der vorgege-
benen Pra¨ordnung  u¨berpru¨ft werden. Dafu¨r mu¨sste fu¨r die Definition
Φ ≡ ∀x, y. F (x, y)↔ Qv1. . . .Qvk. χ(v, x, y)
folgende Beweisverpflichtung gezeigt werden:
⊢ Υ(Qv1. . . .Qvk. χ(v, x, y), x ∪ {y})
Aus Gru¨nden der Effizienz wu¨rde man diese U¨berpru¨fung einfacher machen.
Die Axiomatisierungen der Operationen in KIV sind ha¨ufig uniform, weil der
Mensch gerne nach einem bestimmten Schema vorgeht. Z.B., die Quantoren
Qv1. . . . Qvn. in Definitionen sind alle universell bzw. alle existentiell. Fu¨r sol-
che Fa¨lle ko¨nnen effiziente Heuristiken zur Kompatibilita¨tsu¨berpru¨fung entwor-
fen werden. Diese Heuristiken ko¨nnen dann automatisch mittels syntaktischer
Analyse die Tests durchfu¨hren.
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Wir betrachten zwei Klassen von Definitionen (in der relationalen Form):
existentiell : ∀x, y. F (x, y)↔ ∃z. χ(x, y, z)
universell : ∀x, y. F (x, y)↔ ∀z. χ(x, y, z)
Die Formel χ ist quantorenfrei und Free(χ) = v∪x∪{y}. Zuna¨chst betrachten
wir die Definitionen in der existentiellen Form. Als eine zusa¨tzliche Annahme
sei die Formel χ(x, y, z) in der disjunktiven Normalform (DNF):
∨
i
∧
j
A˜i,j
wobei
A˜i,j ∈ {r(v), ¬ r(v), x1 = x2, ¬x1 = x2}
Zu beachten ist die folgende Eigenschaft, die sich aus der Konstruktion der
relationalen Form der Definition ergibt:
⋂
i
Free(
∧
j
A˜i,j) ⊆ {x, y}
D.h. die Mengen der freien Variablen der einzelnen Konjunktionen sind paar-
weise disjunkt modulo {x, y}. Nun muss es fu¨r jedes i u¨berpru¨ft werden, ob
die Eigenschaft der Beschra¨nktheit durch {x, y} fu¨r die erfu¨llbare Belegung der
freien Variablen in der jeweiligen Konjunktion gilt:
SP |= ∀v ∈ Free(
∧
j
A˜i,j).
∧
j
A˜i,j →
∨
u∈{x,y}
v  u
Die obere Eigenschaft wird separat fu¨r jede Konjunktion mit Hilfe einer Heuri-
stik u¨berpru¨ft. Die Heuristik verwendet ausschließlich die syntaktische Analyse
der Formel
∧
j A˜i,j . Es wird ein gerichteter Graph G = (V,E) konstruiert. Die
Menge der Knoten ist V = {x, y} ∪ V ars(
∧
j A˜i,j). Die Menge der Kanten E
wird aus der Operationsdefinition nach der folgenden Regel generiert:
(v1, v2) ∈ E ⇔ ∃j. A˜ij = C(. . . , v2, . . . , v1) (4.2)
wo C eine Relation ist, die einer Konstruktorfunktion entspricht.
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Definition 12 [Heuristik]
Gegeben eine existentielle Definition Φ und der nach oberen Regel konstruierte
Graph G = (V,E). Φ ist kompatibel bezu¨glich der Pra¨ordnung  genau dann
wenn jedes z ∈ V von einem Knoten aus der Menge x∪{y} in G erreichbar ist:
∀z ∈ z. ∃v ∈ x ∪ {y}. Path(v, z)
Beispiel (Definition von reverse).
Betrachten wir als Beispiel die Definition der Funktion reverse. Dieses Beispiel
wurde bereits in Abschnitt 4.3.2 behandelt. Dabei wurde festgestellt, daß die
Abgeschlossenheit bezu¨glich der Subtermrelation fu¨r die korrekte Modellgenerie-
rung nicht ausreicht. Daher nehmen wir hier die sta¨rkere #list-Abgeschlossenheit
(size Funktion #list : list→ nat), siehe Definition 13.
Definition 13 [#-Abgeschlossenheit]
Das endliche TeilmodellM des Modells A ist #-abgeschlossen genau dann wenn
∀ d0 ∈ dom(M), d ∈ dom(A). #d ≤ #d0 → d ∈ dom(M).
Es ist zu zeigen, daß diese Definition bezu¨glich der #-abgeschlossenen endlichen
Modellen kompatibel ist. Die entsprechende Pra¨ordnung ist gro¨ßer als die Sub-
termrelation: fu¨r eine Liste x mu¨ssen alle #-kleineren Listen auch im Modell
enthalten sein. Dies verletzt die Anforderung der Endlichkeit der Modelle nicht,
da die Doma¨ne der Elemente endlich ist. Die KIV Axiomen rev([ ]) = [ ] und
rev(a+ x) = rev(x) + (a+ [ ]) werden in die relationale Form gebracht:
∀x, y. REV (x, y)↔ ∃a, z1, z2, z3, z4. NIL(x) ∧NIL(y) ∨ CONS(a, z1, x) ∧
REV (z1, z2) ∧NIL(z3) ∧
CONS(a, z3, z4) ∧APP (z2, z4, y)
Dieser Definition entspricht ein gerichteter Graph, siehe die Abbildung 4.9. Die
mit Dreieck kennzeichneten Knoten sind die quantifizierten Variablen auf der
rechten Seite der A¨quivalenz in der Definition.
Die durchgezogenen Kanten sind Ergebnisse der Anwendung der Heuristik auf
die Fa¨lle mit dem Konstruktor CONS. Die gestrichelten Kanten sind zusa¨tzlich
eingefu¨gt und sind notwendig um die Erreichbarkeit der Dreieckknoten zu be-
kommen. Diese Information basiert auf der Eigenschaft der append Funktion im
Zusammenhang mit der #-Abgeschlossenheit:
SP |= APP (x1, x2, y)→ x1 # y ∧ x2 # y
D.h., die APP -Ausgabe y ist immer #-gro¨ßer als die APP -Eingaben x1, x2. Da-
mit kann APP an der Stelle vom Konstruktor C in der Heuristik (4.2) verwendet
werden.
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CONS CONS
CONS CONS
APP APP
Abbildung 4.9: Graph fu¨r den heuristischen Kompatibilita¨tstest der Definition
von reverse.
Im Allgemeinen, kann es fu¨r manche Operationen f notwendig sein den Zusam-
menhang zwischen ihren Eingaben und der Ausgabe bezu¨glich der Pra¨ordnung
 zu wissen:
SP |= f(x) = y → xi  y (4.3)
Strenggenommen mu¨sste der Formale Beweis fu¨r (4.3) gemacht werden. In der
Praxis wird dieser Schritt meistens informell durchgefu¨hrt.
Ein Punkt ist noch nicht untersucht worden und muss offen bleiben: kann Alloy
automatisch die Eigenschaften (4.3) der bereits definierten Funktionen auf den
endlichen Modellen M u¨berpru¨fen ? Dies wa¨re vor allem aus praktischer Sicht
interessant.
Der Fall einer universellen Definition kann trivial zu einer existentiellen Form
umgewandelt werden. Die ganze Formel wird negiert. Z.B., fu¨r die Definition
des Pra¨dikats disjoint in der universellen Form:
disj(x, y)↔ ∀a. ¬(a ∈ x ∧ a ∈ y)
bekommt man nach der Negation eine Definition in der existentiellen Form:
¬disj(x, y)↔ ∃a. a ∈ x ∧ a ∈ y
Diese kann einfach auf die Kompatibilita¨t bezu¨glich, z.B., der Subtermrelation
u¨berpru¨ft werden.
4.4 Nicht-Freie Datentypen
Die nicht-frei generierten Datentypen werden praktisch in jeder KIV Fallstu-
die verwendet. Die typischen Beispiele sind Sets, Stores, Integers, Arrays. In
diesem Kapitel betrachten wir den bekanntesten nicht-freien Datentyp Store
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als Beispiel. Stores repra¨sentieren das abstrakte Speichermodell mit Selektoren
address und data. Meistens werden sie bei der Spezifikation von komplexeren
Datenstrukturen wie eine Halde, Hashtabelle, Dateisystem oder Java VM Spei-
cher verwendet.
4.4.1 Algebraische Spezifikation
Die Algebraische Spezifikation von Stores ist mit elem (Adressen) und data
parametrisiert. Diese ko¨nnen spa¨ter beliebig anwendungsspezifisch instanziert
werden. Z.B., um ein Dateisystem zu spezifizieren wu¨rde man fu¨r elem die Pfade
(als Listen repra¨sentiert) nehmen und fu¨r data - Dateien (freie Datentyp Datei).
Der Datentyp Store wird mit Konstruktoren
•  : store (Leere Store, Konstante)
• . [ . , . ] : store × elem × data → store (Daten unter einer Adresse im
Store ablegen, wenn no¨tig Adresse im Store allozieren)
generiert.
Zusa¨tzlich werden noch die Operationen
• . [ . ] : store× elem→ data (Zugriff auf die Daten unter einer Adresse)
• . −− . : store× elem→ store (Delete)
• . ⊆ . : store× store (Teilmengenbeziehung) spezifiziert
Die Spezifikation der natu¨rlichen Zahlen nat wird importiert, da sie spa¨ter ge-
braucht wird.
Neben der Axiomatisierung der einzelnen Operationen wird die A¨quivalenz zwei-
er Stores mittels des Extensionalita¨tsaxioms spezifiziert:
st1 = st2 ↔ ∀a. (a ∈ st1 ↔ a ∈ st2) ∧ st1[a] = st2[a]
Damit geho¨ren zwei Stores in eine A¨quivalenzklasse genau dann wenn die glei-
chen Adressen alloziert sind und der Inhalt auch gleich ist.
Definition 14 [Σ-Kongruenz]
Sei Σ = (S,F ,P) und A ∈ Alg(Σ). Σ-Kongruenz R ist eine durch S induzier-
te Familie der A¨quivalenzrelationen (Rs)s∈S, die mit den Operationen F ∪ P
vertra¨glich sind:
1. fu¨r alle f ∈ F , f : s1 × . . .× sn → s, ai, bi ∈ Asi gilt∧n
i=1 Rsi(ai, bi)⇒ Rs(fA(a1, . . . , an), fA(b1, . . . , bn))
2. fu¨r alle p ∈ P, p : s1 × . . .× sn, ai, bi ∈ Asi gilt∧n
i=1 Rsi(ai, bi)⇒ (pA(a1, . . . , an)⇔ pA(b1, . . . , bn))
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generic specification
parameter elem, data
target sorts store
using nat
constants
⊘ : store; comment : empty
functions
. [ . , . ] : store × elem × data → store; comment : put
. [ . ] : store × elem → data; comment : at
predicates
. ∈ . : elem × store;
variables
st, st0, st1, st2 : store;
induction
store generated by ⊘, . [ . , . ];
axioms
Ext : st1 = st2↔ ∀a. (a ∈ st1↔ a ∈ st2) ∧ st1[a] = st2[a];
In-empty : ¬ a ∈ ⊘;
In-put : a ∈ st[b, d]↔ a = b ∨ a ∈ st;
At-same : (st[a, d][a]) = d;
At-other : a 6= b→ (st[b, d][a]) = st[a];
end generic specification
enriched specification
functions
. -- . : store × elem → store; comment : delete
predicates
. ⊆ . : store × store;
axioms
Subset : st1 ⊆ st2↔ (∀a. a ∈ st1→ a ∈ st2 ∧ st1[a] = st2[a]);
Del-in : a ∈ st--b↔ a 6= b ∧ a ∈ st;
Del-at : a 6= b→ (st--b)[a] = st[a];
end enriched specification
Abbildung 4.10: Die Basisspezifikation des nicht-freien Datentyps Store und die
Anreicherung mit zwei Operationen: delete und subset.
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Fu¨r eine vorgegebene Σ-Kongruenz heißen die entsprechenden Modelle Quoti-
entenalgebren.
Definition 15 [Quotientenalgebra]
Fu¨r eine Σ-Kongruenz R auf A ist A/R = ((Qs)s∈S , (f
◦)f∈F , (p
◦)p∈P) die ent-
sprechende Quotientenalgebra:
1. Qs = {[a] : a ∈ As} wobei [a] = {b : Rs(a, b)}
2. Fu¨r die Operationen f ∈ F , p ∈ P und [ai] ∈ Qsi :
f◦([a1], . . . , [an]) = [fA(a1, . . . , an)]
p◦([a1], . . . , [an])⇔ [pA(a1, . . . , an)]
Da R eine Kongruenz ist, sind alle Operationen wohldefiniert und A/R ∈
Alg(Σ). Trivialerweise, wenn A eine termgenerierte Algebra ist, dann ist A/R
auch termgeneriert.
4.4.2 Alloy Spezifikation
Bei der Generierung der endlichen abgeschlossenen Modelle fu¨r nicht-freien Da-
tentypen verwenden wir den Ansatz fu¨r freie Datentypen, der auf der SUA-
Generierung beruht. Allerdings werden leichte Modifikationen vorgenommen,
da die Tra¨germenge eine Quotientenalgebra ist. Sie besteht aus den A¨quivalenz-
klassen, die durch die vorgegebene Σ-Kongruenz induziert sind.
Jede solche Klasse kann durch einen Term mit der minimalen Konstruktions-
komplexita¨t repra¨sentiert werden (solche Repra¨sentation ist nicht eindeutig !).
Die Konstruktionskomplexita¨t eines Terms wird durch die maximale Tiefe des
Syntaxbaumes des entsprechenden Konstruktorterms (∈ T (Cs,X/Xs)) bestimmt.
Sei die entsprechende size-Funktion #s : s→ nat.
Lemma 1 Eine Struktur, die aus den minimalen Repra¨sentanten der A¨quiva-
lenzklassen von A/R besteht, ist subtermabgeschlossen.
Es existiert eine noethersche Ordnung ≺m auf den minimalen Repra¨sentan-
ten, die sich auf die Komplexita¨t der Termkonstruktion bezieht. Wenn [ . ]m :
store→ store eine Abbildung ist, die zu einem Term einen minimalen Repra¨sen-
tanten berechnet, dann ist ≺m wie folgt definiert:
[t1] ≺m [t2]⇔ #s([t1]m) ≤ #s([t2]m)
Damit lassen sich die endlichen subtermabgeschlossenen Teilstrukturen mit SUA-
basierten Ansatz generieren. Die grundlegende Idee, die das Lemma 1 verwendet,
ist ein zusa¨tzliches restriktives Axiom zu spezifizieren, das die SUA-Generierung
nur auf die “richtigen” subtermabgeschlossenen Strukturen einschra¨nkt. Unter
“richtig” sind die Strukturen, die nur die minimalen Repra¨sentanten enthalten,
gemeint. Ein Term wird nur dann dazugeneriert, wenn er nicht zu der gleichen
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A¨quivalenzklasse geho¨rt und minimal in seiner Klasse ist. Aus der Minimalita¨t
folgt, daß die neu dazugenerierte A¨quivalenzklasse gro¨ßer bezu¨glich ≺m ist.
Diese Eigenschaft mit Hilfe des Pra¨dikats BIGGER in die SUA-Generierung
integriert. BIGGER legt fest, wenn ein Konstruktor angewandt werden darf,
ohne daß die Minimalita¨t verletzt wird.
Z.B. fu¨r Stores:
bigger : ∀st : store, a : elem, d : data. BIGGER(st, a, d)↔ ¬IN(a, st)
Fu¨r ein Store st ist die Anwendung von dem Konstruktor put : store× elem×
data→ store zula¨ssig genau dann wenn die entsprechende Adresse a noch nicht
in st alloziert wurde. Dann fu¨hrt das Speichern von Daten d unter der Adresse
a zu einem Store st′, das zu einer anderen A¨quivalenzklasse geho¨rt und minimal
ist. Die Minimalita¨t folgt trivialerweise aus der Minimalita¨t von st.
Das Axiom, das diesen Pra¨dikat in die SUA-Generierung integriert, sieht fu¨r
Stores wie folgt:
put-bigger : ∀st, st1 : store, a : elem, d : data.
PUT(st, a, d, st1)→ BIGGER(st, a, d)
Da wir PUT fu¨r die Generierung der Tra¨germenge verwendet haben, weicht
jetzt seine Semantik von der urspru¨nglichen Semantik der put Funktion ab: es
ist eine echte Teilmenge davon. Jetzt muss die urspru¨ngliche put Operation neu
spezifiziert werden. Wir bezeichnen sie mit P̂UT2:
new-put : ∀st, st1 : store, a : elem, d : data. P̂UT(st, a, d, st1)↔
IN(a, st1) ∧AT (st1, a, d) ∧
(∀b : elem. a 6= b→ (IN(b, st1)↔ IN(b, st)) ∧
(∃d1, d2 : data. AT (st, b, d1) ∧AT (st1, b, d2)→ d1 = d2))
Annahme.
Die Axiome bigger und new-put verwenden die Hilfsoperationen AT und IN.
Die beiden Operationen sind rekursiv definiert und ihre Definitionen verwenden
die Konstruktorfunktion PUT. Wie vorher erwa¨hnt gilt PUT ⊂ P̂UT. Als eine
wichtige Voraussetzung, nehmen wir an, daß die Verwendung von PUT in den
Definition von Hilfsoperationen IN und AT die richtige Semantik der jeweiligen
Operation ergibt.
Im Folgenden wird die Alloy Spezifikation beschrieben. Das Alloy Modul ist mit
Sorten Data und Elem parametrisiert. Es wird die Spezifikation der natu¨rlichen
Zahlen importiert, da sie fu¨r die Generierung beno¨tigt werden.
Alloy Spezifikation des nicht-freien Datentyps Store:
2In Alloy Spezifikation die Relation put.
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module store[Elem,Data]
open nat as Nat
sig Store {
cplx: one Nat,
isin: set Elem,
at: Elem -> lone Data,
put: Elem -> Data -> lone Store,
-- enriched operations
size: lone Nat,
delete: Elem -> lone Store,
sub: set Store
}
one sig Empty extends Store {}
sig Put extends Store {
address : Elem,
data: Data,
rest: Store
}
// SUA generation
fact Uniqueness {
all st1,st2: Store |
st1.address = st2.address and
st1.data = st2.data and
st1.rest = st2.rest
=> st1 = st2
}
fact Acyclic {
no st: Store | st in st.^rest
}
fact EXTENSION {
all st1,st2: Store |
st1 = st2 <=>
all a: Elem |
((st1->a) in isin <=> (st2->a) in isin) and
at[st1][a] = at[st2][a]
}
// constraint for generation of minimal representatives of quotients
fact PUT_BIGGER {
all st,st1: Store, a: Elem, d: Data | PUT[st,a,d,st1] => BIGGER[st,a,d]
}
fact FINITE_GENERATOR {
all st: Store, a: Elem, d: Data | lt[st.cplx,Zero.~prede.~prede] and BIGGER[st,a,d]=>
some st1: Store | (st->a->d->st1) in put
}
fact BOUND {
all st: Store | lte[st.cplx,Zero.~prede.~prede]
}
fact CPLX {
cplx = {st: Store, n: Nat |
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st= Empty and n = Zero
or
some st1: Store, a: Elem, d: Data, m: Nat | {
PUT[st1,a,d,st]
(st1->m) in cplx
m = n.prede
}
}
}
fact ISIN {
isin = {st: Store, a: Elem |
not st = Empty and
some st1: Store, b: Elem, d: Data |
PUT[st1,b,d,st] and
(b = a or
(st1->a) in isin)
}
}
fact AT {
at = {st: Store, a: Elem, d: Data |
{
some st1: Store |
PUT[st1,a,d,st]
} or
{
some st1: Store, b: Elem, d1: Data |
not a = b and
PUT[st1,b,d1,st] and
(st1->a->d) in at
}
}
}
fact PUT_constructor {
put = {st: Store, a: Elem, d: Data, st1: Store |
(st1->a) in isin and at[st1][a] = d and
(all b: Elem | not a = b => ((st->b) in isin <=>
(st1->b) in isin) and at[st][b] =at[st1][b])
}
}
// predicates
pred PUT [st: Store, a: Elem, d: Data, st1: Store] {
st1.address = a and st1.data = d and st1.rest = st
}
pred BIGGER [st: Store, a: Elem, d: Data] {
not (st->a) in isin
}
pred testRun() {}
run testRun for exactly 2 Elem, exactly 2 Data, 9 Store, 3 Nat
Die Kernoperationen isin, at, put, cplx (Notwendig fu¨r die Generierung des
Termmodells) sind in die Signatur von Store als Relationen eingetragen. Ent-
sprechend der SUA-Generierung ist die Sorte Store in die Untersorten Empty
und Put unterteilt, siehe die Abbildung 4.11. Fu¨r die Untersorte Put, die dem
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Abbildung 4.11: Metamodell fu¨r die Alloy Spezifikation von Stores.
Konstruktor put entspricht, sind die Selektoren address, data, rest in die Signa-
tur eingetragen. Sie ermo¨glichen die SUA-Generierung, siehe Axiome Uniquen-
ess und Acyclic in der Alloy Spezifikation. Das Axiom PUT BIGGER erzwingt
die Generierung von minimalen Repra¨sentanten. Mit den Axiomen CPLX, FINI-
TE GENERATOR, BOUND wird die store, 2-Abgeschlossenheit (#-Abschluss,
alle store-Terme bis zu Gro¨ße 2) des Teilmodells spezifiziert. Der Ausdruck
Zero,~ prede.~ prede wird in Alloy als die Zahl 2 interpretiert. Schließlich
mit dem Befehl run wird Alloy aufgefordert unter der Beru¨cksichtigung der
vorgegebenen Schranken ein Teilmodell von Stores zu berechnen.
Die Abbildung 4.12 zeigt das Teilmodell M, das zu der oberen Alloy Spezifika-
tion berechnet wurde. Die Doma¨nen enthalten:
Mstore = {⊘,⊘[a, d1],⊘[a, d2],⊘[b, d1],⊘[b, d2],⊘[a, d1][b, d1],⊘[a, d1][b, d2],
⊘[a, d2][b, d1],⊘[a, d2][b, d2]}
Melem = {a, b}, Mdata = {d1, d2}, Mnat = {0, 1, 2}
Fu¨r bessere U¨berschaubarkeit sind nur die Relationen sichtbar, die fu¨r die Iden-
tifikation der Werte der Atome notwendig sind. Die Operationen at (Daten auf
der gegebenen Speicherposition) und cplx (#store) sind als Beschriftungen der
Atome sichtbar.
4.4.3 Korrektheit
Um die korrekte Anwendung des Ansatzes im vorherigen Abschnitt zu garan-
tieren, mu¨ssen die notwendigen Randbedingungen fu¨r die algebraische Spezifi-
kation der nicht-freien Datentypen identifiziert werden. Bei der Argumentation
werden die vier zusa¨tzlichen Operationen verwendet, siehe Definition 16. Drei
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Abbildung 4.12: Eine mit Alloy generierte endliche subtermabgeschlossene Teil-
struktur M fu¨r die Spezifikation von Stores.
von ihnen wurden bei den U¨berlegungen u¨ber die Korrektheit fu¨r freie Daten-
typen bereits verwendet (letzten drei). Der neue dazugekommene Konstrukt ist
das Pra¨dikat ≺: s× s auf der nicht-freien Sorte s (siehe Pra¨dikat BIGGER fu¨r
Stores).
Definition 16 [Hilfsoperationen]
1. ≺: s × s ordnet die Terme bezu¨glich der minimalen Repra¨sentanten ihrer
Klasse
2. #s : s→ nat berechnet die Konstruktionskomplexita¨t der s-wertigen Ter-
me
3. : s1 × s1 ∪ s1 × s2 ∪ . . . ∪ sk × sk eine Pra¨ordnung auf Doma¨nen
4. Υ : For(SP )× V ars testet Definitionen auf die -Kompatibilita¨t
Fu¨r  wird in den meisten praktischen Anwendungen die Subtermrelation ge-
nommen. Manchmal wird die sta¨rkere s, k - Abgeschlossenheit verwendet (alle
Terme t der Sorte s der Gro¨ße #(t) ≤ k). Dafu¨r wird auch die Operation #s
(size) beno¨tigt. Die Definition der Operation ≺ kostet den meisten Aufwand
bei der Anwendung des Ansatzes und ist zentral bei den U¨berlegungen u¨ber die
Korrektheit.
Die Tra¨germenge As/R fu¨r den nicht-freien Datentyp s entha¨lt die Quotienten
[t]. Diese ko¨nnen (nicht eindeutig) mit den minimalen Repra¨sentanten charak-
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terisiert werden, d.h. Termen tm ∈ [t] mit der minimalen Konstruktionsgro¨ße
(#s). Sei [ . ]m : s → s die Funktion, die einen minimalen Repra¨sentanten
berechnet. Das Pra¨dikat ≺: s× s ist formal definiert:
t1 ≺ t2 ↔ #s[t1]m < #s[t2]m
In der Alloy Spezifikation wird ≺ fu¨r die Generierung ausschließlich der Terme
[t]m mit SUA Axiomen verwendet. Zusa¨tzlich verlangen wir, daß ≺ mit  u¨ber-
einstimmt. Fu¨r die weiteren Operationen, mit denen die Spezifikation spa¨ter
angereichert werden kann, gelten die gleichen -Kompatibilita¨tsanforderungen
wie im Fall der freien Datentypen.
Zusammengefasst, ko¨nnen die folgenden drei Schritte zur Zeit nicht automatisch
gemacht werden. Sie verlangen die Kreativita¨t und die Sorgfalt seitens des
Benutzers.
1. Spezifikation des Pra¨dikats ≺: s× s fu¨r die SUA-basierte Generierung der
minimalen Repra¨sentanten
2. Spezifikation der Konstruktorfunktionen cˆ fu¨r jeden Konstruktor c ∈ Cs
fu¨r einen nicht-freien Datentyp s (vergleiche PUT und P̂UT bei Stores)
3. Nachweis der -Kompatibilita¨t fu¨r SP
Bei den ersten zwei Schritten wird eine besonders sorgfa¨ltige Betrachtung und
Versta¨ndnis von As/R verlangt. Obwohl sie aus Sicht des Benutzers a¨ußerst kri-
tisch und herausfordernd sind, sind sie in der Praxis auch am wenigsten arbeits-
und zeitintensiv. Es liegt daran, daß in allen KIV Fallstudien die gewo¨hnlichen
nicht-freien Datentypen aus der KIV Bibliothek (Stores, Sets, Arrays, Integers,
Graphs) verwendet werden. Da diese Datentypen bereits nach Alloy portiert
sind, sind die Kosten fu¨r ihre Verwendung gleich Null.
Der dritte Schritt ist der langwierigste. Hier muss jede neue anwendungsspezi-
fische Operation auf die Kompatibilita¨t untersucht werden. Fu¨r eine endgu¨ltige
Sicherheit ko¨nnte sogar ein formaler Beweis in Frage kommen.
4.5 Analysierbare Klassen von Formeln
Definition 17 [Bounded Quantoren, UBE Formeln]
• Ein bounded existentieller Quantor ∃v<tv. ψ ist die Abku¨rzung fu¨r
∃v. v < t ∧ ψ
• ein bounded universeller Quantor ∀v<tv. ψ ist die Abku¨rzung fu¨r
∀v. v < t→ ψ
wobei t ein beliebiger Term und < die Subtermrelation auf Termen sind.
Eine UBE Formel verwendet universelle und bounded existentielle Quantoren.
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Kuncak und Jackson [26] definieren die EBU Formeln (existentiell-bounded uni-
versell), da sie sich fu¨r die Erfu¨llbarkeit interessieren. Fu¨r uns ist die Widerleg-
barkeit (Gegenbeispiele) einer Formel interessant. Deshalb befassen wir uns mit
den UBE Formeln (negierte EBU Formeln). Die Beschra¨nktheit wird mit Hilfe
der Ordnung < auf den Termen formuliert: die Zusatzbedingung v < t schra¨nkt
die quantifizierte Variable v ein, siehe Definition 17. Die beschra¨nkte Quanti-
fizierung in [26] erlaubt v ∈ S fu¨r eine Menge S an der Stelle von v < t. Auf
den ersten Blick sieht die Variante mit v ∈ S viel liberaler aus, ist es aber
nicht, da die Sprache in deren Ansatz nur auf Selektoren beschra¨nkt ist. Wenn
wir nur die beliebigen Funktionssymbole fu¨r den Ausdruck S erlauben, funktio-
niert der Ansatz nicht mehr. Deshalb setzen wir voraus, daß der Ausdruck t in
bounded Quantoren nur aus Selektorfunktionen und bereits quantifizierten Va-
riablen besteht. Das Theorem 5 schließt die U¨berlegungen u¨ber die Korrektheit
von unserem Ansatz der begrenzten Analyse.
Theorem 5 [Widerlegung mittels endlicher Gegenbeispiele]
Sei SP eine algebraische Spezifikation der ersten Stufe und eine ϕ eine UBE
Formel. Dann gilt:
exists M : M |= τfin(SP ), M 2 τ(ϕ) ⇒ es gibt A : A |= SP, A 2 ϕ
Beweis.
Sei M ein endliches Modell der Alloy Spezifikation τfin(SP ), das gleichzeitig
ein Gegenbeispiel fu¨r die Formel τ(ϕ) ist: M 2 τ(ϕ). Wir mu¨ssen ein Modell A
der KIV Spezifikation identifizieren mit A 2 ϕ.
Die relationale Form der Formel ϕ ist laut der Definition 6:
τ(ϕ) ≡ Q1v1 :: s1. . . . Qnvn :: sn. ∀ ϑ(Tall).∧
f(t1,...,tk)∈Tall
(ϑ(t1), . . . , ϑ(tk), ϑ(f(t1, . . . , tk))) ∈ F → ψ[Ttopϑ(Ttop)]
Da ϕ eine UBE Formel ist, ist die obere Formel auch eine UBE Formel. Die
Formel τ(ϕ) hat keine freien Variablen (ist ∀-abgeschlossen). Folglich, gilt fu¨r
ein Modell M die A¨quivalenz:
M 2 τ(ϕ)⇔M |= ¬τ(ϕ)
Betrachten wir die Formel ¬τ(ϕ):
¬τ(ϕ) ≡ Q̂1v1 :: s1. . . . Q̂nvn :: sn. ∃ ϑ(Tall).∧
f(t1,...,tk)∈Tall
(ϑ(t1), . . . , ϑ(tk), ϑ(f(t1, . . . , tk))) ∈ F ∧ ¬ψ[Ttopϑ(Ttop)]
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Dies ist eine EBU Formel: mit Q̂ wird der inverse Quantor zum Quantor Q
bezeichnet. Dabei wurde die Eigenschaft von bounded Quantoren verwendet:
¬∃v<tv. ϕ ≡ ∀v<tv. ¬ϕ
Da M |= τfin(SP ) gilt, existiert eine Algebra A mit A |= SP und M ⊂ A
(Theorem 3, u¨ber die Korrektheit der Modellgenerierung).
Nun bleibt es zu zeigen, daß die Formel ¬τ(ϕ) auf der unendlichen Struktur A
die gleiche Bedeutung wie auf dem endlichen Modell M hat: A |= ¬τ(ϕ).
Grob gesagt gilt es, weil ¬τ(ϕ) eine EBU Formel ist undM ein Teilmodell von
A ist:M⊂ A. D.h., bei der Auswertung der existentiellen Quantoren in ¬τ(ϕ)
ko¨nnen die gleichen Zeugen in A wie in M ausgewa¨hlt werden.
Wir zeigen mit der strukturellen Induktion u¨ber den Aufbau der Formel ¬τ(ϕ),
daß fu¨r eine Belegung der Variablen α : V ars→ dom(M) gilt:
[[¬τ(ϕ)]]M,α ⇒ [[¬τ(ϕ)]]A,α
Die quantorenfreie Teilformel ¬ψ[Ttopϑ(Ttop)] entha¨lt nur Variablen aus ϑ(Ttop)∪
{v1, . . . , vn} und die Basisoperatoren ∧,¬,∨,=. Folglich, gilt:
[[¬ψ[Ttopϑ(Ttop)]]]M,α ⇒ [[¬ψ[Ttopϑ(Ttop)]]]A,α
Die Disjunktion von (ϑ(t1), . . . , ϑ(tk), ϑ(f(t1, . . . , tk))) ∈ F bewahrt die Seman-
tik beim U¨bergang von M nach A ebenfalls.
Es bleibt noch der interessanteste Fall von Quantoren zu betrachten.
Vorausgesetzt, gilt [[ϕ]]M,α ⇒ [[ϕ]]A,α fu¨r ϕ1 ≡ Qv. ϕ. Es ist zu zeigen, daß
[[ϕ1]]
M,α ⇒ [[ϕ1]]
A,α gilt. Betrachten wir die beiden Fa¨lle von existentiellen
und bounded-universellen Quantoren:
• Sei ϕ1 ≡ ∃v. ϕ und es gilt [[ϕ1]]
M,α fu¨r M ⊂ A. Dann existiert d ∈ Mi
mit [[ϕ]]M,α[v:=d]. Dann nach der Induktionshypothese gilt [[ϕ]]A,α[v:=d]
und damit auch [[ϕ1]]
A,α.
• Sei ϕ1 ≡ ∀sv. ϕ und es gilt [[ϕ1]]
M,α fu¨r M ⊂ A. Wir benutzen die
Annahme, daß der Ausdruck s nur Selektorfunktionen und bereits quan-
tifizierten Variablen verwenden darf. Dann gilt [[s]]M,α = [[s]]A,α. Die
Formel ϕ1 ≡ ∀v. v < s ∧ ϕ. Vorausgesetzt M ist ein subtermabgeschlos-
senes Teilmodell von A gilt fu¨r alle d ∈Mi : [[v < s ∧ ϕ]]
M,α[v:=d]. Damit
aber auch das gleiche aber fu¨r alle d ∈ A, da in der Teilformel Constraint
v < s auftaucht und α(s) ∈ M. Unter der Benutzung der Induktionsan-
nahme, daß die Teilformel ϕ inM und A mit α gleich ausgewertet werden,
zeigen wir [[ϕ1]]
A,α.
2
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Abbildung 4.13: Spezifikationshierarchie fu¨r die KIV Bibliothek der grundlegen-
den Datentypen.
4.6 Erste Ergebnisse: Datentypen in der KIV
Bibliothek
Die KIV Bibliothek ist eine Sammlung von Spezifikationen der essentiellen Da-
tentypen, wie Listen, Stores. Sets, Nats oder Integers, die in jeder Fallstudie zur
Spezifikation der anwendungsspezifischen Datenstrukturen verwendet werden.
Neben den spezifizierten Datentypen sind auch zahlreichen nu¨tzlichen Opera-
tionen spezifiziert.
Die Fallstudien in KIV verwenden in erheblichem Maße die Datentypen und
Operationen aus der Bibliothek. Da wir die KIV Bibliothek nach Alloy portiert
haben, ist damit auch der große Teil des Aufwands fu¨r Portierung der zuku¨nf-
tigen Fallstudien erledigt.
Der nicht automatisierte Anteil an der Portierung beinhaltet:
I. Spezifikation von nicht frei generierten Datentypen
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II. Kompatibilita¨tsu¨berpru¨fung der Operationsdefinitionen
Teil I. ist aufwendig aber in der Praxis glu¨cklicherweise extrem selten und da-
mit auch akzeptabel. Teil II. ist potentiell der aufwendigste Schritt im gesamten
Ansatz, wird aber in der Praxis meistens informell (durch Draufgucken) abge-
handelt.
Teil I. kam in Fallstudien glu¨cklicherweise nie zum Zuge, da alle anwendungsspe-
zifischen ( 6∈ KIV Bibliothek) Datentypen frei generiert waren. Theoretisch ist
es aber mo¨glich, daß neue nicht freie Datentypen in einer Fallstudie auftauchen,
z.B. Graphen (6∈ KIV Bibliothek). Eine praxisrelevante Situation, wo laufend
verschiedene nicht freie Datentypen spezifiziert werden mussten ist uns nicht
bekannt.
Die Abbildung 4.13 zeigt die Spezifikationshierarchie fu¨r die KIV Bibliothek. Die
gru¨n gefa¨rbten Spezifikationen sind Erweiterungen der Datentypspezifikationen
um weitere Operationen. Alle anderen sind die Spezifikationen der Datentypen,
die in folgende Arten eingeteilt sind:
blau: nicht generierten Datentypen (data, elem)
gelb: frei generierten Datentypen (nat,char,string,list,pair,assoclist,nat-inf,bool)
orange: nicht frei generierten Datentypen (array, set, integer,store)
Um die ersten quantitativen und qualitativen Ergebnisse zu illustrieren betrach-
ten wir folgende fu¨nf Spezifikationen:
• SP1 = ({nat}, (F ,P), Gennat, Ax)
– Gennat ≡ {nat = 0 | . +1 ( . −1 : nat)}
– #F ∪ P = 21, #Ax = 43, #Theorems = 753
• SP2 = ({list, elem, nat}, (F ,P), Genlist ∪Gennat, Ax)
– Genlist ≡ {list = [] | . + . ( . .first : elem; . .rest : list)}
– #F ∪ P = 31, #Ax = 64, #Theorems = 868
• SP3 = ({store, elem, data, nat}, (F ,P), Genstore ∪Gennat, Ax),
– Genstore ≡ {store generated by , . [ . , . ]}
– #F ∪ P = 12, #Ax = 16, #Theorems = 84
• SP4 = ({set, elem, nat}, (F ,P), Genset ∪Gennat, Ax),
– Genset ≡ {set generated by ∅,++}
– #F ∪ P = 16, #Ax = 19, #Theorems = 341
• SP5 = ({array, elem, nat}, (F ,P), Genarray ∪Gennat, Ax).
– Genarray ≡ {array generated by mkarray . , . [ . , . ]}
– #F ∪ P = 12, #Ax = 16, #Theorems = 14
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Die oberen Spezifikationen wurden informell auf die Kompatibilita¨t der definier-
ten Operationen u¨berpru¨ft. Genauso, wurden die darin enthaltenen Theoreme
auf die Zugeho¨rigkeit zu der UBE Klasse u¨berpru¨ft. Mit Ausnahme von der
Spezifikation SP1 waren alle Definitionen bezu¨glich der #-Abgeschlossenheit
kompatibel. In der Spezifikation SP1 waren 4 Operationen nicht kompatibel:
div, mod, log, log2. D.h., wir kennen keine Pra¨ordnung  bezu¨glich welcher die
Definitionen der genannten Operationen kompatibel sein ko¨nnten.
Betrachte, z.B., die Operation div : nat × nat → nat (Division auf natu¨rlichen
Zahlen). Die entsprechende Definition in KIV ist:
n 6= 0→ mult(div(m,n), n) ≤ m ∧m < mult(succ(div(m,n)), n)
In der A¨quivalenzform:
div(m,n) = y ↔ (∃z1, z2, z3. n 6= 0 ∧ z1 ≤ m ∧m < z2 ∧ z1 = mult(y, n) ∧
z2 = mult(succ(y), n) ∨
n = 0 ∧ y = z3)
Das Problem ist in den Variablen z1 und z2 versteckt. Nichts kann garantieren,
daß diese bezu¨glich irgendeiner Pra¨ordnung  durchm oder n gebunden werden,
siehe Definition 11 der Kompatibilita¨t. Eine kompatible Spezifikation von div,
die eine wohlfundierte Rekursion benutzt, wa¨re:
n 6= 0 ∧m < n→ div(m,n) = 0
m ≥ n→ div(m,n) = div(m− n, n) + 1
Einige der Theoreme waren mit unseren Methode nicht analysierbar ( 6∈ UBE ).
In der Spezifikation SP1 waren 8 Theoreme von 753 nicht in der UBE Klasse.
Allerdings, da in SP1 4 Operationen in Alloy nicht spezifizierbar waren, fu¨hrte
es dazu, daß die Theoreme die diese Funktionssymbole benutzten auch nicht
analysierbar waren. Damit waren zusa¨tzlich noch 180 Theoreme von 753 nicht
analysierbar.
Fu¨r die anderen Spezifikationen waren alle Operationen in Alloy spezifizierbar.
In SP2 nur 17 Theoreme von 868 waren nicht analysierbar, in SP3 - 3 von
84 und in SP4 - 10 von 341. In SP5 waren alle Theoreme analysierbar. Unter
den gefundenen 38 Theoremen, die nicht in UBE Klasse waren gab es folgende
Verteilung: 21 vom Typ ϕ ↔ ∃x. ψ, 15 vom Typ ϕ ↔ ∀x. ψ, und 2 vom Typ
∃x. ∀y. ψ.
Es ist nicht mo¨glich einen Spezifikationsfehler oder ein falsches Theorem in der
KIV Bibliothek zu finden, weil alle Theoreme bereits bewiesen sind. Trotzdem
wurden fu¨r die Evaluierungszwecke folgende Schritte durchgefu¨hrt. Zuerst wur-
den fu¨r jede Spezifikation 40 ihrer Theoreme ausgewa¨hlt, die insgesamt eine
hohe Abdeckung des intendierten Verhaltens erreichen. Diese Theoreme sind
zwar bereits bewiesen, wurden aber nochmal mit Alloy gecheckt. Es gab kei-
ne U¨berraschungen: es wurden keine falschen Gegenbeispiele generiert. Nach
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Sorten Bounds fu¨r Modellgro¨ße #-closed #Ops #Clauses Zeit
nat |N | ≤ 8 - 17 3 x 105 9 s
|N | ≤ 10 - 17 5 x 105 30 s
|N | ≤ 12 - 17 1 x 106 2 min
list, |L| ≤ 3, |E| = 2, |N | = 2 (list,1) 43 3 x 104 0.5 s
elem, |L| ≤ 4, |E| = 3, |N | = 2 (list,1) 43 1 x 105 1 s
nat |L| ≤ 7, |E| = 2, |N | = 3 (list,2) 43 1 x 106 9 s
|L| ≤ 13, |E| = 3, |N | = 3 (list,2) 20 9 x 106 4 min
|L| ≤ 15, |E| = 2, |N | = 4 (list,3) 10 12 x 106 > 5 min
store, |S| ≤ 9, |E| = 2, |D| = 2, |N | = 3 (store,2) 12 8 x 104 2 s
elem, |S| ≤ 10, |E| = 3, |D| = 3, |N | = 2 (store,1) 12 3 x 105 30 s
data, |S| ≤ 16, |E| = 1, |D| = 15, |N | = 3 (store,2) 12 5 x 105 33 s
nat |S| ≤ 16, |E| = 2, |D| = 3, |N | = 3 (store,2) 12 3 x 105 > 5 min
set, |S| ≤ 4, |E| = 2, |N | = 3 (set,2) 16 2 x 104 0.3 s
elem, |S| ≤ 7, |E| = 3, |N | = 3 (set,2) 16 6 x 104 1 s
nat, |S| ≤ 8, |E| = 3, |N | = 4 (set,3) 16 1 x 105 2 s
|S| ≤ 11, |E| = 4, |N | = 3 (set,2) 16 2 x 105 30 s
|S| ≤ 15, |E| = 4, |N | = 4 (set,3) 16 6 x 105 1 min
|S| ≤ 16, |E| = 4, |N | = 5 (set,4) 16 8 x 105 14 min
array, |A| ≤ 7, |E| = 2, |N | = 3 (array,2) 5 5 x 104 2 s
elem, |A| ≤ 14, |E| = 2, |N | = 4 (array,2) 5 2 x 105 1 min
nat |A| ≤ 17, |E| = 2, |N | = 4 (array,3) 5 4 x 105 > 5 min
Tabelle 4.1: Benchmark: Durchschnittlichen Zeiten fu¨r die Generierung des Mo-
dells der vorgegebenen Gro¨ße (zChaff [58] SAT Solver, 2.4 GHz Dual).
diesem Korrektheitstest wurden verschiedene Fehler und Anomalien, die in der
Regel wa¨hrend des Designprozesses gemacht werden, in die Spezifikation einge-
baut. Z.B. einfache Tippfehler, Vergessen von wichtigen Fallunterscheidungen
in den Definitionen der Operationen, OutOfBounds Zugriffe auf die Daten usw.
Alle diese Fehler wurden in Sekundenschnelle von Alloy entdeckt.
Alloy kann in zwei verschiedenen Betriebsarten benutzt werden:
• run ϕ - Suche ein Modell mit SPAlloy ∧ ϕ
• check ϕ - finde ein Gegenmodell mit SPAlloy ∧ ¬ϕ
Um die Dynamik des Ressourcenverbrauchs zu untersuchen wurden die betrach-
teten Spezifikationen mit unterschiedlichen Laufzeitparametern in Alloy analy-
siert. Insbesondere wurden die oberen Schranken fu¨r die Anzahl der Atome im
Universum, Anzahl der definierten Operationen in der Spezifikation oder auch
die Art der Abgeschlossenheit variiert. Tabelle 4.1 zeigt die Laufzeiten und die
Gro¨ßen der SAT-Instanzen fu¨r die jeweiligen Spezifikationen in Abha¨ngigkeit
zu diesen Parametern. Fu¨r alle betrachteten Spezifikationen war es ausreichend
nur die moderaten Modegro¨ßen zu betrachten. Z.B. fu¨r Stores hat es gereicht
die Schranken fu¨r die Atome im Universum M auf |S| ≤ 9, |E| = 2, |D| = 2,
|N | = 3 zu setzen und die #2store-Abgeschlossenheit (alle Stores bis zu Gro¨ße 2)
zu verlangen um alle Fehler zu finden.
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Die Anzahl der Atome im Universum ist ausschlaggebend fu¨r die Gro¨ße der SAT-
Instanz. Ferner, ist fu¨r die Laufzeit auch die Stelligkeit der Relationen in der
Signatur der Alloy Spezifikation von Bedeutung. Dies gilt sogar fu¨r relativ kleine
Universen bestehend aus einigen wenigen Atomen. Z.B., fu¨r einen einsortigen
Universum mit nur 4 Atomen und einer einzigen Relation, die aber 5-stellig ist,
dauert die Generierung eines Modells bereits 3 Minuten. Anderseits, ist die SAT-
Instanz winzig: 105 Klauseln und wird in 55 ms gelo¨st. Offensichtlich, liegt es an
der Kodierungsalgorithmus, der die Relationen in die aussagenlogische Formeln
und anschließen in die SAT-Instanzen u¨bersetzt. Der Ansatz explodiert mit der
Stelligkeit der betrachteten Relationen. Folglich, waren wir nicht in der Lage die
Funktion fill : array × elem× nat× nat→ array, der eine 5-stellige Relation
entspricht, in Alloy zu berechnen.
4.7 Verwandte Arbeiten
Fast zu gleicher Zeit ist in an der TU Mu¨nchen eine sehr a¨hnliche Arbeit von
Tjark Weber [57] entstanden (2005 - 2009). Hier wurde ein Generator der endli-
chen Modelle fu¨r die Logik der ho¨heren Stufe (HOL) entwickelt und in Isabelle
[34] integriert. Die Theorie in HOL wird dabei in eine SAT-Instanz kodiert
und an einen SAT-Solver u¨bergeben. Falls erfu¨llbar, wird aus der berechneten
Belegung der Variablen, die die aussagenlogische Formel erfu¨llt, ein endliches
Modell berechnet, das die HOL Theorie erfu¨llt. Die rekursive Datentypen und
rekursiven Funktionen werden hier nur am Rande theoretisch behandelt ohne
praktischer Evaluierung. Nach einer Nachforschung haben wir festgestellt, daß
die Gegenbeispielsuche in Isabelle fu¨r rekursive Datentypen und Funktionen
manchmal falsche Gegenbeispiele generiert. Dieses Problem im Gegensatz zu
uns hat Weber in seiner Arbeit nicht behandelt.
Neben der Arbeit von Weber existieren bereits verschiedene Modellgenerato-
ren: MACE [28], Kodkod [55] (wird in der neuen Version von Alloy benutzt),
Paradox [8], SEM [59], FINDER [48]. Die Kombinierung von Theorembeweiser
und Modellgeneratoren wurde in mehreren Fallstudien untersucht. Sie alle ha-
be symmetrische Ziele gemeinsam: sta¨rken der interaktiven Werkzeuge durch
hinzufu¨gen automatischer Techniken auf einer Seite, und Erweiterungen der au-
tomatischen Werkzeuge mit der formalen Beweisfu¨hrung auf der anderen. Beide
Beweismethoden werden als sich erga¨nzende Aktivita¨ten betrachtet. Ein Ansatz
[2, 37] benutzt automatische Theorembeweiser basierend auf der Resolution um
die first-order Theoreme in KIV zu analysieren. Der automatische Theorem-
beweiser Prover9 [30] (Nachfolger von Otter [29]) verwendet Modellgenerator
MACE um die Gegenbeispiele fu¨r falsche Theoreme zu berechnen. Umgekehrt,
wurde in Modellgenerator Paradox ein automatischer Theorembeweiser Equinox
[7] integriert.
Die automatischen Theorembeweiser ko¨nnen nur eingeschra¨nkt in KIV benutzt
werden, weil sie keine Induktion unterstu¨tzen. Die Induktion wird fu¨r die Be-
weisfu¨hrung u¨ber die Datentypen in algebraischen Spezifikationen und die re-
kursiven Axiomatisierungen der Operationen gebraucht. Meng [31] beschreibt
eine automatische Prozedur, die higher-order Theorien nach FOL u¨bersetzt und
damit die Unterschiede zwischen Isabelle (HOL) und den automatischen Bewei-
sern Vampire und SPASS u¨berbru¨ckt.
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Einen a¨hnlichenWer geht Pike [35] mit der Integration von SPINModell Checker
[21] und dem Theorembeweiser PVS [33], die eine effiziente Identifikation von
falschen Theoremen ermo¨glicht.
Steigerung der Qualita¨t der Spezifikation spielt eine sehr wichtige Rolle in der
Praxis. Die Arbeiten von Thums et al. [52, 39] und Ahrendt [1] behandeln die
Fehlersuche in algebraischen Spezifikationen der abstrakten Datentypen. Ah-
rendt pra¨sentiert die Modellgenerierungsprozedur die fu¨r eine Spezifikation der
freien Datentypen SPmit Funktionen und ein Lemma ϕ ein Modell konstruiert,
das SP ∧ ¬ϕ erfu¨llt. Die Modellsuche erfolgt gesteuert durch Modellgenerie-
rungsregeln, die aus der Signatur, Axiomen und der angezweifelten Aussage
konstruiert werden.
4.8 Zusammenfassung
Die freien und die nicht-freien Datentypen bilden die Grundbausteine der al-
gebraischen Spezifikationen in KIV. Dieser Kapitel beschreibt den Ansatz zur
Spezifikation der endlichen Teilmodellen im Alloy. Ferner, wird die formale Defi-
nition der Klasse der kompatiblen Spezifikationen sowie der Klasse der analysier-
baren Formeln beschrieben. Die Korrektheitsu¨berlegungen und die Evaluation
der Methodik auf Beispielen aus der KIV Bibliothek runden es ab.
Bereits die ersten Ergebnisse aus der Anwendung der Technik haben die Gru¨nd-
lichkeit der Analyse deutlich gemacht: in Sekundenschnelle hat Alloy alle einge-
bauten Fehler entdeckt. Diese Exaktheit kommt daraus, daß schlicht alle mo¨gli-
chen Teilmodelle bis zu der vorgegebenen Gro¨ße k beru¨cksichtigt werden. Damit
war Alloy viel effizienter als der Mensch, wurde nicht mu¨de und seine Zeit war
auch viel gu¨nstiger.
Kapitel 5
Fallstudie: Listen von
Intervallen
Im letzten Kapitel wurde der Grundansatz zur automatischen Analyse der alge-
braischen Spezifikationen mit Alloy vorgestellt. Die qualitativen und die quanti-
tativen Eigenschaften der Technik wurden auf Beispielen aus der KIV Bibliothek
verdeutlicht.
Als na¨chstes ist es wichtig die praktische Relevanz der Technik zu untersuchen,
die potentiellen Schwa¨chen aufzudecken und eventuell zu beheben. In diesem
und im na¨chsten Kapiteln werden zwei realistischen aber trotzdem u¨berschau-
baren KIV Fallstudien pra¨sentiert, die fu¨r diese Zwecke verwendet wurden. An-
schließend, werden die erzielten Ergebnisse besprochen und ein Vergleich zu der
bisher benutzten Technik zur Fehlersuche gemacht.
5.1 Fehlersuche mit Alloy
Eine Beschreibung dieser Fallstudie wurde bereits im Kapitel 3 gemacht. Nun
wenden wir uns konkret den Einzelheiten der Anwendung des Ansatzes zur
Fehlersuche zu. Die urspru¨ngliche KIV Spezifikation enthielt einen Fehler. Die
rekursive Definition der insert Operation hatte eine unvollsta¨ndige Fallunter-
scheidung u¨ber den betrachteten Intervall. Es wurde ein Fall vergessen: sollten
durch das Vergro¨ßern eines Intervalls zwei zusammenha¨ngende Intervalle in der
Liste entstehen, dann mu¨ssen die beiden zu einem neuen Intervall verschmelzen.
Dieser Defekt fu¨hrte zur Verletzung der Invariante durch die Operation insert :
nach dem Einfu¨gen einer Zahl kann eventuell eine nicht wohlgeformte Liste von
Intervallen entstehen.
Dieser Fehler entpuppt sich bereits bei relativ kleinen Gegenbeispielen. Am An-
fang ist die minimal notwendige Schranke fu¨r die Anzahl der Atome im Modell
unbekannt. Daher fa¨ngt man zuerst mit kleineren Modellen an und vergro¨ßert
sukzessiv die Suchreichweite, siehe die Abbildung 5.1. Erst ab der Schranken-
gro¨ße k = 4 kann das Gegenbeispiel Modell in 2 Sekunden generiert werden. Die
Gesamtzeit fu¨r die Suche betra¨gt also 4 Sekunden.
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Abbildung 5.1: Mit Alloy gefundenes und generiertes Gegenbeispiel Modell.
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scope (Modellgro¨ße) Gegenbeispiel clauses Zeit
1 nein 2000 0.1 s
2 nein 5000 0.3 s
3 nein 13252 0.7 s
4 ja 83302 2 s
Tabelle 5.1: Benchmark: Listen von Intervallen (Berkmin SAT Solver, 2.4 GHz
Dual Core)
Die Invariante wird durch insert verletzt, weil die Verschmelzung zweier Inter-
valle nicht durchgefu¨hrt wird. Alloy generiert das kleinste Gegenbeispiel (ein
endliches Termmodell), fu¨r das die Formel ψINV falsch ist. ψINV dru¨ckt die
Erhaltung der Invariante R durch die Operation insert aus:
ψINV ≡ ∀ ivl1, ivl2 ∈ intervallist, n ∈ nat.
R(ivl1) ∧ ivl2 = insert(ivl1, n)→ R(ivl2)
Die kleinste Liste, wo der Fehler auftritt, ist eine wohlgeformte Liste mit genau
zwei Intervallen:
[(m1, n1), (m2, n2)], wobei n1 = m2 − 2
Der Fehler kommt durch das Einfu¨gen der Zahl n1 + 1 zu Stande. Die Abbil-
dung 5.1 zeigt das mit Alloy berechnetes Gegenbeispiel. Alloy berechnet auch
eine passende Belegung der Variablen ivl1, ivl2, n, die die analysierte Formel
falsifiziert. Mit einer Aufschrift $varname sind die entsprechenden Atome im
Teilmodell markiert, siehe Aufschriften $ivl1 (Cons2), $ivl2 (Cons1) und $n
(Succ1).
Die Identifikation der Werte der Atome Cons1, Cons2 und Succ1 erfolgt anhand
der Selektorrelationen:
◦ Cons2.rest = Cons0, Cons0.rest = Nil
◦ Cons2.first = Interval3, Cons0.first = Interval0
◦ Interval3.fst = Zero, Interval3.snd = Zero
◦ Interval0.fst = Succ0, Interval0.fst = Succ0
◦ Succ1.prede = Zero, Succ0.prede = Succ1
Daraus folgern wir:
• n : Succ1 = 1
• ivl1 : Cons2 = [(0, 0), (2, 2)]
• ivl2 : Cons1 = [(0, 1), (2, 2)]
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Die Liste ivl2 ist das Ergebnis der Anwendung von insert auf ivl1. Gleichzeitig
ist ivl2 nicht wohlgeformt: ¬R(ivl2), was zur Verletzung der Invariante fu¨hrt.
Die Entdeckung der Fehlerursache geschieht durch die sorgfa¨ltige Analyse der
Operationsdefinition fu¨r den konkreten Fall, der von Alloy aufgedeckt wurde.
Der gleiche Fehler wird automatisch mit Kodkod in KIV gefunden. Dabei wer-
den die Konstruktorterme im Gegenbeispiel zusammengebaut und gut lesbar
angezeigt. Falls es sich um die Konstanten handelt, werden diese an Stelle von
Konstruktortermen angezeigt.
counterexample for INV:
variables assignment:
n=1
ivl2=(0 x 1) + (2 x 2) + []
ivl1=(0 x 0) + (2 x 2) + []
MODEL:
function table for insert : ivlist x nat -> ivlist
------------------------------------------------------------------------------
(0 x 0) + (2 x 2) + [] 1 (0 x 1) + (2 x 2) + []
...
==============================================================================
function table for R : ivlist -> bool
------------------------------------------------------------------------------
(0 x 0) + (2 x 2) + []
(2 x 2)
[]
==============================================================================
statistics
p cnf 75087 236872
primary variables: 764
translation time: 5435 ms
solving time: 885 ms
Die Fehlerursache ist ein vergessener Randfall, der zu einer Liste mit zusam-
menha¨ngenden Intervallen fu¨hrt. Die korrigierte Version der Axiomatisierung
von insert entha¨lt eine explizite Behandlung von diesem Fall:
(1) insert([ ], k) = [(k, k)]
(2) k < m ∧ k 6= m− 1→ insert((m,n) + x, k) = (k, k) + (m,n) + x
(3) k < m ∧ k = m− 1→ insert((m,n) + x, k) = (k, n) + x
(4) k ≥ m ∧ k ≤ n→ insert((m,n) + x, k) = (m,n) + x
(5 a) k ≥ m ∧ k = n+ 1 ∧ x = []→ insert((m,n) + x, k) = (m, k) + x
(5 b) k ≥ m ∧ k = n+ 1 ∧ x = (m1, n1) + y ∧m1 = k + 1→
insert((m,n) + x, k) = (m,n1) + y
(5 c) k ≥ m ∧ k = n+ 1 ∧ x = (m1, n1) + y ∧m1 6= k + 1→
insert((m,n) + x, k) = (m, k) + x
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Abbildung 5.2: Das Metamodell zur Alloy Spezifikation der Listen von Interval-
len.
(6) k ≥ m ∧ k > n+ 1→ insert((m,n) + x, k) = (m,n) + insert(x, k)
Das Axiom (5b) behandelt genau diesen Fall: hier verschmelzen die beiden zu-
sammenha¨ngenden Intervalle zu einem.
5.2 Alloy Spezifikation
Die Erstellung der Alloy Spezifikation ist nicht aufwendig. Die verwendeten
Datentypen List, Pair (Intervalle) und Nat sind bereits in der KIV Bibliothek
spezifiziert und damit auch bereits nach Alloy portiert. Die Alloy Module nat,
interval und list werden importiert, wobei list mit Intervallen aktualisiert wird:
module intervallist
open nat as Nat
open interval as Interval
open list[Interval] as IntervalList
fact insert_def {...}
fact R_def {...}
Die Abbildung 5.2 zeigt das Metamodell der Alloy Spezifikation. Die Operation
insert ist als eine Relation List × Nat × List darauf zu sehen. Das 1-stellige
Pra¨dikat R fu¨r die Wohlgeformtheit ist als eine Untermenge der Sorte Liste
spezifiziert. Diese beiden Operationen mu¨ssen in die Signatur von Listen einge-
tragen werden (im Alloy Modul list):
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module list[Element]
...
sig List {
...
insert: Nat -> lone List,
...
}
...
sig R in List
Die KIV Definitionen der beiden Operationen werden als Alloy facts in die
Spezifikation eingefu¨gt. Die relationale Form der Definition von R ist:
fact R_def {
R = { ivl: List |
ivl = Nil or
(not ivl = Nil and
lte[ivl.first.fst,ivl.first.snd] and
(ivl.rest = Nil or
not ivl.rest = Nil and
lt[ivl.first.snd,ivl.rest.first.fst.prede] and
ivl.rest in R
)
)
}
}
Das Theorem u¨ber die Invariantenerhaltung wird mit τ in die relationale Form
gebracht und als assert in Alloy Modul eingetragen. Die Alloy checks u¨berpru¨fen
das Theorem fu¨r die vorgegebenen Schranken:
assert Inv {
all ivl,ivl’: List, n: Nat |
ivl in R and (ivl->n->ivl’) in insert => ivl’ in R
}
check Inv for 1
check Inv for 2
check Inv for 3
check Inv for 4
Fu¨r eine sichere Anwendung dieses Ansatzes auf diese Fallstudie muss die Fra-
ge u¨ber die Kompatibilita¨t der Spezifikation gekla¨rt werden. Hierfu¨r werden
folgende Schritte gemacht:
1. Wahl der passenden Abgeschlossenheit der endlichen Teilmodelle
(: dom(M)× dom(M))
2. U¨berpru¨fung der Kompatibilita¨t der Spezifikation bezu¨glich 
Sollte der zweite Schritt fehlschlagen, muss der erste Schritt wiederholt werden.
In unserem Fall reduziert sich die erste Frage zu der Wahl zwischen der Sub-
termabgeschlossenheit oder #-Abgeschlossenheit der Listen. Es wird die erste
Variante genommen, die auch weniger restriktiv ist, d.h. mehr endlichen Teilm-
odelle sind zula¨ssig.
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Die Kompatibilita¨tsu¨berpru¨fung reduziert sich zu der U¨berpru¨fung der beiden
Definitionen bezu¨glich der Subtermabgeschlossenheit. Ohne weitere Komplika-
tionen fallen beide Tests positiv aus. Die Definition von R ist trivialerweise
kompatibel, weil sie nur Selektoren verwendet. Bei der Definition von insert ist
es aber nicht sofort ersichtlich.
Betrachten wir die Kompatibilita¨tsu¨berpru¨fung der Definition von insert als
Beispiel. Die Definition ist zwar groß dafu¨r aber strukturell einfach:
∀x, y : List, k : Nat insert(x, n, y)↔
∃z. ϕ1 ∧ x = [] ∧ y = [(k, k)] ∨ x = (m,n) + x0 ∧ (
ϕ2 ∧ y = (k, k) + (m,n) + x0 ∨
ϕ3 ∧ y = (k, n) + x0 ∨
ϕ4 ∧ y = (m,n) + x0 ∨
ϕ5a ∧ y = (m, k) + x0 ∨
ϕ5b ∧ y = (m,n1) + x0 ∨
ϕ5c ∧ y = (m, k) + x0 ∨
ϕ6 ∧ y = (m,n) + insert(x0, k))
In z sind die Zwischenergebnisse gespeichert. Die Formeln ϕi repra¨sentieren die
Vorbedingungen der einzelnen Fa¨lle in der Axiomatisierung von insert. Z.B. spe-
zifiziert ϕ5b den Fall, wo durch das Einfu¨gen der Zahl k zwei zusammenha¨ngende
Intervalle entstehen, die dann zu einem Intervall (m,n1) verschmelzen sollen.
ϕ5b ≡ k ≥ m ∧ k = n+ 1 ∧ x0 = (m1, n1) + x1 ∧m1 = n+ 1
Es handelt sich um eine existentielle Definition der Form:
∀x, y. F (x, y)↔ ∃z.
∨
i ∈{1,...,6}
∧
j
A˜i,j
Wir verwenden die Heuristik aus dem Abschnitt 4.3.5 fu¨r einen effizienten Test.
In jeder der Konjunktionen mu¨ssen die Zwischenergebnisse z durch x oder y
“gebunden sein.” Betrachten wir den Fall von i = 5b. Die Formel ϕ5b wird jetzt
zu der relationalen Form normalisiert. Zusammengefasst, sieht der Fall (5b) in
der relationalen Form wie folgt:
z1 = n+ 1 ∧ z2 = (m1, n1) ∧ z3 = z2 + x1 ∧ z4 = (m,n) ∧ z5 = z4 + x0 ∧
z5 = (m,n1) ∧
x = z5 ∧ k ≥ m ∧ k = z1 ∧ x0 = z3 ∧m1 = z1 ∧
y = z5 + x0
Nun kann der Graph, der zu dieser Konjunktion geho¨rt, mit der Heuristik kon-
struiert werden. Dann wird die Erreichbarkeit der Knoten {z, x0, x1,m, n,m1, n1}
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Abbildung 5.3: Abha¨ngigkeitsgraph fu¨r die Konjunktion aus dem Fall (5b) der
Axiomatisierung von insert.
aus der Menge der Knoten {x, y, k} u¨berpru¨ft. Die Abbildung 5.3 zeigt den Gra-
phen. Offensichtlich sind alle Knoten von der Knotenmenge {x, y, k} erreichbar,
und damit ist der Test positiv.
5.3 Vergleich zu dem bisherigen Gegenbeispiel-
Ansatz
Das gleiche Beispiel wurde bereits fru¨her von Thums et al. [40] mit einem an-
deren Ansatz zur Fehlersuche ausprobiert. Die Vorgehensweise ist ungefa¨hr wie
folgt: zuerst wird ein gewo¨hnlicher Beweis fu¨r das Theorem gestartet. Durch
die Anwendung der vorher definierten Heuristiken wird in 4 Sekunden ein Be-
weisbaum aufgebaut. Da das Theorem falsch ist, wird man irgendwann auf ein
offenes Goal (Knoten im Baum) stossen. Der Benutzer muss dabei die Sequenz
betrachten und entscheiden ob sie beweisbar ist. Sollte er bemerken, daß die
Sequenz nicht beweisbar ist (true ⊢ false), kann er das System auffordern ein
Gegenbeispiel zu konstruieren. An dieser Stelle kommt die Technik zum Einsatz.
Die Grundidee ist, die quantifizierten Variablen systematisch (mit Heuristiken)
zu instanzieren in der Hoffnung einen Volltreffer zu erzielen. Die Heuristiken
wenden automatisch Rewrite Beweisregeln an. Die Variablen im Theorem wer-
den mit unterschiedlichen Konstruktortermen belegt, die systematisch durch
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Abbildung 5.4: Ein einfaches Anwendungsszenario fu¨r Alloy bei der Entwicklung
einer Spezifikation.
Fallunterscheidungen1 und Simplifier Regeln konstruiert werden. Die Suchstra-
tegie ist die heuristische Breitensuche. A¨hnlich wie bei der A*-Suche werden
vom Benutzer Heuristiken definiert, die die bestimmte Knoten im Beweisbaum
bevorzugen.
Fu¨r den Beispiel von Intervall Listen hat KIV 2 Sekunden fu¨r die Suche ge-
braucht. Eine erfolgreiche Anwendung der Technik ha¨ngt kritischerweise von
den vorher definierten Heuristiken fu¨r die Zustandsraumexploration ab. Damit
sind die 2 Sekunden, die Alloy fu¨r die Berechnung gebraucht hat, eine klare Ver-
besserung im Vergleich zu 6 Sekunden + Zeit fu¨r die Untersuchung des Goals
durch den Benutzer mit der alten Technik. Im Abschnitt 6.4 wird anhand eines
Beispiels ein weiterer Vergleich gemacht.
5.4 Fazit
Die Abbildung 5.3 fasst das grundlegende Anwendungsszenario der Technik zur
Fehlersuche bei der Entwicklung einer Spezifikation zusammen. Alloy wird hier
a¨hnlich eingesetzt, wie die zahlreichen automatischen Programverifizierer, die
mittlerweile in die Entwicklungstools fu¨r die meisten Programmiersprachen in-
1
constructor cuts: z.B. x = nil ∨ x = cons(a, nil) fu¨r Listen.
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tegriert sind. A¨hnlich wie beim Programmieren werden wa¨hrend des Entwurfs
und der Spezifikation eines komplexen Systems laufend Fehler gemacht. Die
Fehler sind dann nur schwer, wenn u¨berhaupt, durch das Testen zu finden.
Wa¨hrend der Entwicklung der algebraischen Spezifikationen werden Entwurfs-
fehler gemacht. Meistens liegt es an der Komplexita¨t der verwendeten Daten-
strukturen sowie der Ausdruckssta¨rke der Logik der ersten Stufe.
Bis jetzt wurden die Defekte in der Spezifikation wa¨hrend des Beweisens der
Theoreme, die die Korrektheit und die Funktionalita¨t des Systementwurfs aus-
dru¨cken, entdeckt. Auf diese Weise Fehler aufzudecken ist zwar qualitativ der
beste Weg, gleichzeitig aber sehr aufwendig.
Am Anfang der Entwicklung, scheitern die Beweise andauernd, da einerseits die
Spezifikation Fehler entha¨lt und anderseits die Theoreme o¨fters falsch formuliert
werden. Offensichtlich, wa¨re es ein Fortschritt die falschen Theoreme bzw. die
von dem System nicht erfu¨llten Eigenschaften automatisch zu lokalisieren.
Im Appendix B.1 ist eine ausfu¨hrliche Liste der Ergebnisse fu¨r die Fallstudie
enthalten.
Kapitel 6
Fallstudie:
Nicht-blockierende
Implementierung der
Mengen
Dieses Kapitel berichtet u¨ber die Erfahrungen aus der Anwendung der Feh-
lersuche mit Alloy auf eine weitere Fallstudie. Hier werden bereits komplexere
Datenstrukturen und darauf definierten Operationen verwendet. Wir betrachten
die verwendeten Datenstrukturen aus einer nicht-blockierenden (lock-free) par-
allelen Implementierung der Mengen von Objekten. Die Spezifikation stammt
aus den Arbeiten von Harris [18] und Heller et al. [20].
6.1 Beschreibung
Diese Fallstudie wurde in KIV in Rahmen einer Forschungsarbeit u¨ber die ne-
benla¨ufigen Algorithmen gemacht [24, 9]. Dabei wurde unter anderem die Linea-
risierbarkeit und somit auch die Korrektheit des Algorithmus nachgewissen. Die
nicht-blockierende Algorithmen haben sich schon in der Praxis als Alternative
zu den blockierenden Algorithmen etabliert. Sie haben die folgende Eigenschaft.
Immer wenn die Methodenaufrufe durch mehrere Prozesse stattfinden und zu-
mindest einer der Prozesse die Ausfu¨hrungsrechte besitzt, dann beendet immer
zumindest ein Prozess erfolgreich seinen Aufruf. Diese Eigenschaft garantiert,
daß das System als Ganzes immer einen Fortschritt macht. Anderseits gibt es
keine Fortschrittsgarantie fu¨r jeden einzelnen Prozess. Wait-Freiheit (wait-free)
ist eine sta¨rkere Eigenschaft, die zusichert, daß immer wenn ein Prozess fort-
schreitet wird er auch irgendwann fertig.
Die abstrakte Spezifikation beschreibt eine Menge von Objekten und die darauf-
definierten abstrakten Operationen:
• add(x) - Objekt x wird in die Menge eingefu¨gt,
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• remove(x) - Entfernen eines Objektes,
• contains(x) - ein Test ob x in der Menge enthalten ist
Damit es fu¨r einen nebenla¨ufigen nicht-blockierenden Algorithmus verwendet
werden kann, wird diese Menge durch eine komplexere verlinkte Datenstruktur
realisiert. Diese Struktur wird auf einer Halde abgespeichert.
CellCell CellCell
TailHead
None None None None
1 3
Abbildung 6.1: Menge von zwei Objekten als verlinkte Liste.
Die Objekte werden mit dem freien Datentyp Cell repra¨sentiert. Dieser entha¨lt
auch die zusa¨tzlichen implementierungsrelevanten Datenfelder:
Cell = mkcell(
i∞ : IntegerInf,
pin : PIDorNone,
nxt : Ref
)
Das Datenfeld i∞ ordnet einer Zelle eine Ganzzahl zu. Damit werden die Zellen
als eine geordnete Menge betrachtet. Es gibt ausgezeichneten Zellen Head und
Tail, denen die Zahlen −∞ und +∞ zugeordnet sind. Die Ganzzahlen werden
mit dem freien Datentyp IntegerInf spezifiziert. Dieser entha¨lt auch die beiden
Unendlichkeiten:
IntegerInf = ⌈ . ⌉ (i : Integer) | −∞ | +∞
Der nicht-freie Datentyp Integer spezifiziert die eigentlichen Ganzzahlen:
Integer = generated by 0, +1,−1
succpred : i +1 −1 = i
predsucc : i −1 +1 = i
Der Datenfeld pin speichert Id des Prozesses, der diese Zelle gerade sperrt:
PIDorNone = ⌈ . ⌉ (pid : PID) | None
Mit nxt wird die Referenz auf die na¨chste Zelle gespeichert. Die Abbildung von
Referenzen auf die Zellen wird auf einer Halde abgespeichert. Auf der Abbildung
6.1 ist die verlinkte Liste von Zellen gezeigt, die der Menge {1, 3} entspricht.
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Die Halde wird als eine Instantiierung von nicht-freiem Datentyp Store mit Ref
(fu¨r Elem) und Cell (fu¨r Data) spezifiziert:
Heap = Store[Ref, Cell]
Datentyp RefList spezifiziert die Listen von Referenzen. Es ist als eine Instan-
tiierung von List mit Ref spezifiziert:
RefList = List[Ref]
Die Menge von Ganzzahlen wird als eine Instantiierung vom Datentyp Set mit
IntegerInf spezifiziert:
IntSet = Set[IntegerInf]
Insgesamt ergibt sich fu¨r die KIV Spezifikation eine Hierarchie von Datentypen,
die auf der Abbildung 6.2 zu sehen ist.
Die Halde, sowie die darin gespeicherten Listen von Referenzen, mu¨ssen gewisse
Eigenschaften (Darstellungsinvariante) erfu¨llen, die die Korrektheit des darauf
arbeitenden nebenla¨ufigen Algorithmus sichern. Die Invariante wird mittels des
Pra¨dikats SetAbs : Ref ×Heap× IntSet formalisiert. SetAbs(Head,H, S) gilt
genau dann wenn die Halde H eine korrekte verlinkte Liste von Zellen speichert.
Der Inhalt der Halde repra¨sentiert die Menge S der Ganzzahlen.
SetAbs− def : SetAbs(Head,H, S)
↔ Head ∈ H ∧Head 6= Null ∧H[Head].nxt 6= Null
∧ H[Head].i∞ = −∞ ∧ SetAbsRec(−∞,H[Head].nxt,H, S)
Das Hilfspra¨dikat SetAbsRec : IntegerInf ×Ref ×Heap× IntegerSet spezifi-
ziert den rekursiven Anteil der Invariante:
SetAbsRec− base : SetAbsRec(i∞, r,H, ∅)
↔ r ∈ H ∧ r 6= Null ∧H[r].nxt = Null ∧H[r].i∞ =∞
SetAbsRec− rec : S 6= ∅ → (SetAbsRec(i∞, r,H, S)
↔ r ∈ H ∧ r 6= Null ∧ i∞ < H[r].i∞ ∧H[r].i∞ 6=∞
∧ H[r].i∞.i ∈ S ∧H[r].nxt 6= Null
∧ SetAbsRec(H[r].i∞,H[r].nxt,H, S−−H[r].i∞.i))
Mit dem Pra¨dikat path : RefList × Heap wird u¨berpru¨ft, ob eine Liste von
Referenzen in der Halde als verkettete Liste von Zellen gespeichert ist:
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Abbildung 6.2: Hierarchie der verwendeten Datentypen.
path− empty : ¬ pat([ ],H)
path− one : path(r + [],H)↔ (r ∈ H ∧ r 6= Null)
path− two : path(r + r0 + [],H)
↔ r ∈ H ∧ rinH ∧ r 6= Null ∧ r0 6= Null ∧H[r].nxt = r0
path− cons : path(r + r0 + x,H)
↔ r ∈ H ∧ r 6= Null ∧H[r].nxt = r0 ∧ pat(r0 + x,H)
Darauf aufbauend wird ein weiteres Pra¨dikat definiert: reachable : Ref ×Ref ×
Heap. Es formalisiert die Erreichbarkeit zwischen Referenzen in einer Halde:
reachable− def : reachable(r, r0,H)
↔ (∃x. path(r + x,H) ∧ (r + x).last = r0)
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6.2 Alloy Spezifikation
Der Aufwand die KIV Spezifikation nach Alloy zu portieren reduziert sich im
wesentlichen auf die U¨berpru¨fungen der Kompatibilita¨t der vorhandenen Ope-
rationssymbolen. Dabei wurde fesgestellt, daß die Definition der Operation re-
achable bezu¨glich der verwendeten Abgeschlossenheiten nicht kompatibel war.
Laut Heuristik zur Kompatibilita¨tsu¨berpru¨fung aus Abschnitt 4.3.5 sind in der
Definition von reachable weder die Variable x noch r+x durch eine der Variablen
r, r0,H -gebunden. In diesem Fall handelt es sich bei  um die Subtermrela-
tion. Es ist einfacher die Operation reachable neu zu definieren, als nach einer
passenden Ordnung  zu suchen, siehe unten.
Alle verwendeten komplexeren Datentypen waren bereits in der KIV Bibliothek
definiert. Anwendungsspezifisch waren nur die einfachen Container -Datentypen
wie PID-or-None, Cell. Diese Datentypen sind frei generiert und deren U¨ber-
setzung nach Alloy automatisch abla¨uft.
Die Abb. 6.2 zeigt neben der Hierarchie der Datentypen die Anzahl der definier-
ten Operationen in der jeweiligen Spezifikation. In Klammern steht die Anzahl
der anwendungsspezifischen Operationen, die noch nicht in KIV Bibliothek spe-
zifiziert sind. Insgesamt sind es die folgenden Operationen:
IntSet : SetAbs : Ref ×Heap× IntSet,
SetAbsRec : IntegerInf ×Ref ×Heap× IntegerSet
Heap : Reachable : Ref ×Ref ×Heap
Reflist : Path : RefList×Heap
Der Hauptaufwand bei der U¨bersetzung nach Alloy war die Kompatibilita¨t der
Definitionen dieser Operationen zu u¨berpru¨fen. Mit Ausnahme der Operation
reachable sind alle anderen Definitionen bezu¨glich der Subtermabgeschlossenheit
kompatibel.
Die Definition von reachable wird mittels des Pra¨dikats path: RefList×Heap
gemacht. Die Referenz r0 ist von der Referenz r in der Halde H erreichbar genau
dann wenn es in H einen Pfad gibt, der mit r anfa¨ngt und r0 aufho¨rt.
Damit diese Definition auf den endlichen Modellen korrekt funktioniert, muss
Folgendes gelten. Fu¨r jeden inH existierenden Pfad r1 → . . .→ rn muss im end-
lichen Teilmodell eine entsprechende Liste vorhanden sein. Ansonsten liefert das
Pra¨dikat reachable false zuru¨ck, weil es keine fu¨r die semantische Auswertung
der Definition notwendige Liste im endlichen Modell findet. Die Abgeschlos-
senheit der endlichen Modelle gegen die Subtermrelation garantiert dies nicht.
Damit ist die Definition von reachable nicht kompatibel.
Wir definieren eine Hilfsrelation Step, die einen Schritt in der iterativen Pfad-
bildung bei der Erreichbarkeit spezifiziert:
step− def : Step(H, r, r0)
↔ r 6= Null ∧ r0 6= Null ∧ r ∈ H ∧ r0 ∈ H ∧ r0 = H[r].nxt
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Da der transitive Abschluss in der Logik der ersten Stufe nicht ausdru¨ckbar ist,
wird ein in Alloy vordefinierter Operator dafu¨r verwendet. Wenn R eine bina¨re
Relation ist, dann ist ∧R der transitive Abschluss und ∗R die reflexiv-transitive
Hu¨lle von R.
reachable− def− new : reachable(r, r0,H)
↔ r 6= Null ∧ r ∈ H ∧ r0 ∈ r. ∗ (H.Step)
6.3 Fehlersuche
Bei der formalen Analyse der Eigenschaften der Linearisierbarkeit [24, 9] wurden
zahlreichen Lemmas formuliert. Sie wurden in Beweisen der zentralen Theore-
men als Heuristiken verwendet. Wir haben diese Lemmas der automatischen
U¨berpru¨fung mit Kodkod unterzogen. Im folgenden beschreiben wir drei in-
struktive Beispiele fu¨r die falschen Lemmas, die mit Kodkod aufgedeckten wur-
den. Eine Vollsta¨ndige Liste der Ergebnisse der Fehlersuche mit Kodkod in KIV
angewandt auf diese Fallstudie ist im Anhang B.2 zu finden.
6.3.1 Lemma reachable-next
Das Lemma reachable-next beschreibt die folgende Eigenschaft von reachable.
Wenn die Referenz r1 von r aus in der Halde H errechbar ist, dann ist auch die
Referenz H[r1].nxt in errechbar solange H[r1].nxt ∈ H gilt:
reachable− next : reachable(r, r1,H)→
(reachable(r,H[r1].nxt,H)↔ H[r1].nxt ∈ H)
Das Lemma ist falsch, weil der Fall des Nullpointers vergessen wurde:H[r1].nxt =
null. Kodkod berechnet folgenden Gegenbeispiel1:
counterexample for reachable-next:
variables assignment:
r=Ref2
r1=Ref2
H={(null,mkcell(∞,⌈ PID2 ⌉,Ref2)),
(Ref2,mkcell(-∞,⌈ PID1 ⌉,null))}
MODEL:
function table for reachable : Ref x Ref x heap -> bool
------------------------------------------------------------------------------
Ref2 Ref2 {(null,mkcell(∞,⌈ PID2 ⌉,Ref2)),
1Fu¨r bessere Lesbarkeit wird Halde als Menge von Tupeln (address,data) gezeigt:
{(a0, d0), (a1, d1), (a2, d2)}
6.3. FEHLERSUCHE 73
(Ref2,mkcell(-∞,⌈ PID1 ⌉,null))}
==============================================================================
statistics
p cnf 15249 39606
primary variables: 882
translation time: 3358 ms
solving time: 40 ms
Die korrigierte Version des Lemmas entha¨lt die Zusatzbedingung H[r1].nxt 6=
null in der A¨quivalenz:
reachable− next : reachable(r, r1,H)→
(reachable(r,H[r1].nxt,H)↔ H[r1].nxt 6= null ∧H[r1].nxt ∈ H)
6.3.2 Lemma reachable-addnew
Das folgende Lemma behauptet, daß das Hinzufu¨gen einer Zelle die Erreich-
barkeit nicht beeinflusst. Referenz r1 ist von r aus in der modifizierten Halde
H[r2, ce] erreichbar, wobei r2 eine in H nicht allokierte Adresse ist. Es wird
erwartet, dass die Erreichbarkeit auch in der urspru¨nglichen Halde H gilt:
reachable− addnew : reachable(r, r1,H[r2, ce]) ∧
r1 ∈ H ∧ r2 6∈ H →
reachable(r, r1,H)
Das Lemma ist falsch, weil der Fall nicht beachtet wird, wo die allokierte Zelle
ce fu¨r die Erreichbarkeit eventuell von Bedeutung ist. Kodkod findet ein Gegen-
beispiel:
counterexample for reachable-addnew:
variables assignment:
r=Ref2
r1=Ref1
ce=mkcell(-∞,⌈ PID1 ⌉,Ref1)
r2=Ref2
H={(Ref1,mkcell(-∞,⌈ PID1 ⌉,Ref2))}
MODEL:
function table for reachable : Ref x Ref x heap -> bool
------------------------------------------------------------------------------
Ref1 Ref1 {(Ref1,mkcell(-∞,⌈ PID1 ⌉,Ref2)),
(Ref2,mkcell(-∞,⌈ PID1 ⌉,Ref1))}
Ref1 Ref1 {(Ref1,mkcell(-∞,⌈ PID1 ⌉,Ref2))}
74 KAPITEL 6. FALLSTUDIE: NICHT-BLOCKIERENDE MENGEN
Ref1 Ref2 {(Ref1,mkcell(-∞,⌈ PID1 ⌉,Ref2)),
(Ref2,mkcell(-∞,⌈ PID1 ⌉,Ref1))}
Ref2 Ref1 {(Ref1,mkcell(-∞,⌈ PID1 ⌉,Ref2)),
(Ref2,mkcell(-∞,⌈ PID1 ⌉,Ref1))}
Ref2 Ref2 {(Ref1,mkcell(-∞,⌈ PID1 ⌉,Ref2)),
(Ref2,mkcell(-∞,⌈ PID1 ⌉,Ref1))}
==============================================================================
statistics
p cnf 15436 39804
primary variables: 891
translation time: 2127 ms
solving time: 23 ms
Die korrigierte Version des Lemmas entha¨lt die Zusatzbedingung ce.nxt = null,
die garantiert, dass die Zelle ce sich neutral zu der Erreichbarkeit verha¨lt:
reachable− addnew : reachable(r, r1,H[r2, ce]) ∧
ce.nxt = null ∧ r1 ∈ H ∧ r2 6∈ H →
reachable(r, r1,H)
Auf dieses Lemma wurde auch der Ansatz von Thums angewandt. Der An-
satz hat 6000 Kalku¨l Schritte gebraucht (etwa 5 Minuten) und hat das gleiche
Gegenbeispiel ausgerechnet.
r r1
.nxt .nxt
old.nxt
new.nxt
...... .nxt
ce
Abbildung 6.3: Lemma rem-reachable-rev.
6.3.3 Lemma reachable-remove
Das Lemma beschreibt das Entfernen einer Zelle aus der Kette. Unter gegebenen
Bedingungen sollte nach dem Entfernen einer Zelle die Erreichbarkeit erhalten
bleiben:
reachable− remove : reachable(r, r0,H[r1, ce])
H[r1].nxt ∈ H ∧ r1 6= null ∧ r1 ∈ H
r0 6= H[r1].nxt ∧ ce.nxt = H[H[r1].nxt].nxt→
reachable(r, r0,H)
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Die Abbildung 6.3 visualisiert dieses Lemma. Die Referenz r1 zeigt auf eine
Zelle, die von r aus erreichbar ist. Die Zelle H[r1] wird mit der Zelle ce u¨ber-
schrieben. Die Zelle ce zeigt auf H[H[r1].nxt].nxt (gestrichelte Linie new.nxt).
Das Lemma behauptet, daß die Erreichbarkeit unvera¨ndert bleibt, vorausgesetzt
die entfernte Zelle ce die gegebenen Vorbedingungen erfu¨llt.
Das Lemma ist falsch, weil ein Randfall vergessen wurde: H[r1].nxt = null.
Falls H[r1].nxt ein Nullpointer ist, ist die Zelle ce von Bedeutung fu¨r die Er-
reichbarkeit. Kodkod findet ein Gegenbeispiel:
counterexample for reachable-remove:
variables assignment:
r=Ref1
r0=Ref2
r1=Ref1
ce=mkcell(∞,⌈ PID0⌉),Ref2)
H={(null,mkcell(∞,⌈ PID0 ⌉,Ref2)),
(Ref2,mkcell(p int3 q,⌈ PID0 ⌈,null)),
(Ref1,mkcell(p int3 q,⌈ PID0 ⌉,null))}
MODEL:
function table for reachable : Ref x Ref x heap -> bool
------------------------------------------------------------------------------
Ref1 Ref1 {(null,mkcell(∞,⌈ PID0 ⌉,Ref2)),
(Ref2,mkcell(p int3 q,⌈ PID0 ⌉,null)),
(Ref1,mkcell(∞,⌈ PID0 ⌉,Ref2))}
Ref1 Ref1 {(null,mkcell(∞,⌈ PID0 ⌉,Ref2)),
(Ref2,mkcell(p int3 q,⌈ PID0 ⌉,null)),
(Ref1,mkcell(p int3 q,⌈ PID0 ⌉,null))}
Ref1 Ref2 {(null,mkcell(∞,⌈ PID0 ⌉,Ref2)),
(Ref2,mkcell(p int3 q,⌈ PID0 ⌉,null)),
(Ref1,mkcell(∞,⌈ PID0 ⌉,Ref2))}
Ref2 Ref2 {(null,mkcell(∞,⌈ PID0 ⌉,Ref2)),
(Ref2,mkcell(p int3 q,⌈ PID0 ⌉,null)),
(Ref1,mkcell(∞,⌈ PID0 ⌉,Ref2))}
Ref2 Ref2 {(null,mkcell(∞,⌈ PID0 ⌉,Ref2)),
(Ref2,mkcell(p int3 q,⌈ PID0 ⌉,null)),
(Ref1,mkcell(p int3 q,⌈ PID0 ⌉,null))}
Ref2 Ref2 {(null,mkcell(∞,⌈ PID0 ⌉,Ref2)),
(Ref2,mkcell(p int3 q,⌈ PID0 ⌉,null))}
==============================================================================
statistics
p cnf 126832 333292
primary variables: 3506
translation time: 62496 ms
solving time: 25800 ms
Die korrigierte Version des Lemmas ist:
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reachable− remove : reachable(r, r0,H[r1, ce])
H[r1].nxt 6= null ∧H[r1].nxt ∈ H ∧ r1 6= null ∧ r1 ∈ H
r0 6= H[r1].nxt ∧ ce.nxt = H[H[r1].nxt].nxt→
reachable(r, r0,H)
Die Anwendung des Ansatzes zur Fehlersuche von Thums hat hier kein Feh-
ler gefunden, weil die Information ce.nxt = null wird in den Kalku¨lschritten
nie beru¨cksichtigt. Es liegt daran, dass die Konstante null : Ref unterspezifi-
ziert ist. Die Fehlersuche von Thums ist insofern nicht vollsta¨ndig, weil in deren
Breitensuche auf mit Konstruktoren generierten Datentypen die unterspezifi-
zierten Funktionen nicht untersucht wertden. Dieses Problem wird im na¨chsten
Abschnitt nochmal diskutiert.
6.4 Alternative Generische Spezifikation
In einer alternativen generischen Spezifikation dieser Fallstudie wurde von den
Zellen abstrahiert:
lincell =
enrich Ref with
sorts cell;
functions . .nxt : cell → Ref ;
variables ce: cell;
end enrich
Die unterspezifizierte Funktion .nxt : cell → Ref modelliert den Zeiger der
jeweiliegen Zelle. Der Inhalt der Zelle selbst ist fu¨r die Eigenschaft reachable
nicht relevant.
Das besondere an dieser generischen Variante ist die unterspezifizierte Funktion
.nxt. Der Ansatz zur Fehlersuche von Thums funktioniert hier nicht. Im Ansatz
von Thums werden systematisch die Fallunterscheidungen u¨ber die Variablen
im Theorem gemacht. Diese Fallunterscheidungen sind constructor cuts. Z.B.
fu¨r die Variable x der Sorte List wird die folgende Fallunterscheidung gemacht:
x = nil ∨ x = cons(a, nil). Fu¨r die unterspezifizierten Funktionen wie nxt oder
null wird u¨ber die Werte von entsprechenden Termen keine Fallunterscheidung
gemacht (f(x) = y∨f(x) 6= y). Die konkreten .nxt-Werte sind aber entscheidend
fu¨r die erfolgreiche Fehlersuche, weil sie die Graphstruktur vom verzeigerten
Heap speichern.
Betrachten wir das fehlerhafte Lemma reachable-next aus dem Abschnitt
6.3.1. Kodkod findet auch einen Gegenbeispiel in der generischn Spezifikation:
counterexample for reachable-next:
variables assignment:
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r=Ref2
r1=Ref2
H={(null,cell1),(Ref2,cell2)}
MODEL:
function table for reachable : Ref x Ref x heap -> bool
------------------------------------------------------------------------------
Ref2 Ref2 {(null,cell1),(Ref2,cell2)}
==============================================================================
function table for .nxt : cell -> Ref
------------------------------------------------------------------------------
cell2 null
==============================================================================
statistics
p cnf 13059 33240
primary variables: 696
translation time: 1437 ms
solving time: 18 ms
Das Gegenbeispiel ist das gleiche wie fu¨r die speziellere Spezifikation.
6.5 Zusammenfassung
In gro¨ßeren Fallstudien werden bei interaktiven Beweisen Hunderte von Lemmas
nebenbei definiert und als Rewrite-Regeln weiterverwendet. Die Wahrschein-
lichkeit dabei falsche Aussagen zu formulieren ist groß. O¨fters werden dadurch
die komplizierten Beweise fa¨lschlicherweise abgeschlossen, weil nicht geltende
Lemmas benutzt wurden. Die automatischen “on-the-fly” U¨berpru¨fungen von
solchen Aussagen sind a¨ußerst hilfreich und sind eine attraktive Alternative zu
langwierigen interaktiven Beweisen. Informell die Lemmas zu u¨berpru¨fen ist kein
vergleichbarer Ersatz, da es zeitaufwendiger und insgesamt weniger effizient als
die Gegenbeispielsuche mit Alloy ist.
In dieser Fallstudie wurden erstmal die nicht-freien Datentypen verwendet (Sto-
res, Sets, Integers). Eine vollsta¨ndige Liste der Ergebnisse ist im Anhang B.2 zu
finden. Die Fehlersuche war schnell (wenige Sekunden) und erfolgreich. Nur fu¨r
gro¨ßere Gegenbeispiele bei manchen Lemmas hat es mehrere Minuten gedau-
ert. Im Vergleich zum Ansatz von Thums war unser Ansatz in dieser Fallstudie
weit u¨berlegen. Insbesondere weil hier die unterspezifizierten Funktionen bei
der Entstehung von Fehlern sehr kritisch waren. Die urspru¨ngliche Spezifikation
der Erreichbarkeit im Graphen war nicht kompatibel und musste mit dem Ope-
rator fu¨r die transitive Hu¨lle neuspezifiziert werden. Da Alloy/Kodkod diesen
Operator zur Verfu¨gung stellen, war die Anpassung sehr leicht.
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Kapitel 7
Fallstudie:
Sicherheitsmodell fu¨r
SmacOS
Diese Fallstudie ist ein Beispiel aus der Praxis. Es handelt sich um eine Spezifi-
kation des Sicherheitsmodells des multiapplikativen Smartcard Betriebssystems
(SmacOS) [46]. Wegen der Gro¨ße der Spezifikation werden die Grenzen fu¨r die
mit dieser Technik noch handhabbaren Spezifikationen ganz deutlich. Die Fall-
studie hat auch die Entwicklung der inkrementellen Technik mit Kodkod zwecks
besseren Skalierbarkeit, siehe Kapitel 8, motiviert.
7.1 Sicherheitsmodell
Das Modell behandelt die zentralen Sicherheitsaspekte wie die Geheimhaltung,
die Integrita¨t, die sichere Kommunikation zwischen den Anwendungen auf der
Karte sowie das sichere Hochladen von Anwendungen auf der Karte. Die Forma-
lisierung basiert auf der Authentifikation und transitiver Noninterference [41].
Die formale Spezifikation erlaubt eine Verifikation des Systems auf der Ebene
der abstrakten Systemaufrufe bezu¨glich der Sicherheitsanforderungen. Im Prin-
zip ist es auch fu¨r andere mobile Gera¨te wie Handys oder PDAs geeignet. Das
Design war von einem informellen Sicherheitsmodell beeinflusst worden, das von
IBM fu¨r ein Smartcard Betriebssystem fu¨r den Philips SmartXA Chip entwickelt
wurde.
Die Abbildung 7.1 zeigt ein Beispiel-Szenario, wo auf der Karte zwei Anwen-
dungen installiert sind: ein elektronischer Tu¨ro¨ffner der Hotelkette H und eine
Anwendung fu¨r die elektronische Flugscheine einer Fluglinie A. Da die beiden
Gesellschaften H und A kooperieren, sollte eine Kommunikation zwischen den
beiden Anwendungen mo¨glich sein. Die Kunden, die in Hotels von H u¨bernach-
ten bekommen Loyalita¨tspunkte und entsprechende Erma¨ßigungen bei A und
umgekehrt. Die Kommunikation wird durch das Schreiben in die Dateien, die
den jeweiligen Anwendungen geho¨ren, modelliert.
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Abbildung 7.1: Beispiel-Szenario: Hochladen einer Anwendung auf der Karte.
Jetzt, wird eine neue Anwendung hochgeladen: eine elektronische Geldbo¨rse der
Bank B. Dabei muss sichergestellt werden, daß es zu keiner Interferenz (un-
erwu¨nschter Informationsfluss) zwischen B und H bzw. A kommt. D.h. durch
das Hochladen neuer Anwendungen sollte die bisherige Konfiguration nicht be-
eintra¨chtigt werden, sowie die geladene Anwendung nicht von den auf der Karte
bestehenden Anwendungen korrumpiert werden. Dieses Problem ko¨nnte insbe-
sondere an Scha¨rfe gewinnen, wenn z.B. zwei gescha¨ftlich konkurrierende An-
wendungen auf der Karte installiert sind.
Aus Sicht des sicheren Informationsflusses unterscheidet man zwischen den Sub-
jekten (Agenten), die die sicherheitsrelevanten Aktionen durchfu¨hren, und den
Objekten, die durch die Subjekte manipuliert werden. Zu den Subjekten geho¨ren
das Betriebssystem (OS ) und die Anwendungen (Apps). Um die Sicherheits-
richtlinien definieren zu ko¨nnen werden die Zugriffsklassen (access classes) de-
finiert, die relativ zueinander geordnet sind: ac1 ≺ . . . ≺ acn.
Basierend auf den Zugriffsklassen bekommt jedes Subjekt eine Sicherheitsdoma¨ne,
der seine Zugriffsrechte festlegt, siehe Definition 18.
Definition 18 [Sicherheitsdoma¨ne (security clearance)]
Ein Subjekt A mit der Sicherheitsdoma¨ne (irclA, iwclA, srclA, swclA)
kann die Information dem Subjekt B mit der Sicherhheitsdoma¨ne
(irclB , iwclB , srclB , swclB) u¨bertragen genau dann wenn:
irclB  iwclA ∧ swclA  srclB
Jeder Aktion (Schreiben in eine bzw. Lesen aus einer Datei) wird ein Paar
von Zugriffsklassen zugeordnet: (iwcl, swcl) (fu¨r Schreiben) bzw. (ircl, srcl) (fu¨r
Lesen). Die beiden in so einem Paar enthaltenen Zugriffsklassen legen die In-
tegrita¨tsstufe (integrity level) und die Geheimhaltungsstufe (secrecy level) der
jeweiligen Aktion fest. Die U¨bertragung von Informationen von A zu B erfolgt
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durch Schreiben in eine Datei durch A, die dann von B gelesen wird. Damit die-
se U¨bertragung erfolgreich ist, muss laut der oberen Definition fu¨r die Paare der
Zuggriffsklassen (iwclA, swclB) fu¨r die Schreibaktion von A und (irclA, srclB)
fu¨r die Leseaktion von B gelten: irclB  iwclA (A hat ho¨here Integrita¨tsklasse
als B, d.h. kann mindestens das gleiche vera¨ndern wie B) und swclA  srclB
(B hat ho¨here Geheimhaltungsklasse als A, d.h. kann mindestens das gleiche
lesen wie A).
Im Gegensatz zu Subjekten haben die Objekte (Dateien mit Daten) nur zwei
Zugriffsklassen zugeordnet: fu¨r die Integrita¨t (icl) und fu¨r die Geheimhaltung
(scl). Ein Subjekt mit dem Sicherheitsfreiraum dm, der lesend / schreibend auf
die Datei fp zugreifen will, muss entsprechend ho¨here / niedrigere Geheimhal-
tungsklasse aber niedrigere / ho¨here Integrita¨t fu¨r die Lese- bzw. Schreibaktion
besitzen. Die Pra¨dikate
rdable : domain× filepath× filesystem
wrable : domain× filepath× filesystem
testen ob eine Datei unter dem Pfad fp im Dateisystem fs fu¨r ein Subjekt mit
der clearance dm lesbar bzw. beschreibbar ist:
rdable(dm, fp, fs)↔ fp ∈ fs ∧ dm.ircl ≤ fs[fp].icl ∧ fs[fp].scl ≤ dm.srcl
wrable(dm, fp, fs)↔ fp ∈ fs ∧ fs[fp].icl ≤ dm.iwcl ∧ dm.swcl ≤ fs[fp].scl
Aufbauend auf den Zugriffsrechten fu¨r die Aktionen kann die Sicherheitsrichtli-
nie definiert werden, die den Informationsfluss zwischen den Agenten regelt.
Definition 19 [Sicherheitsrichtlinie (security policy)]
Eine Sicherheitsrichtlinie ist als eine Relation  : domain × domain auf den
Doma¨nen (clearances) definiert. Dabei bedeutet A B, daß es dem Subjekt mit
der Doma¨ne A erlaubt ist die Information zu dem Subjekt mit der Doma¨ne B
zu u¨bertragen. Formal ist die Relation wie folgt spezifiziert:
dm1  dm2 ↔ dm1.swcl ≤ dm2.srcl ∧ dm2.ircl ≤ dm1.iwcl
Das Gesamtmodell des Systems kann grob als ein Zustandsu¨bergangsdiagramm
gesehen werden. Es fa¨ngt im Zustand init und fu¨hrt sequentiell die Systemauf-
rufe aus, die den Systemzustand vera¨ndern und eine Ausgabe produzieren. Die
zentrale Operation
exec : systemstate× command→ systemstate× output
berechnet den nachfolgenden Systemzustand und die entsprechende Ausgabe.
Der Systemzustand speichert neben den wichtigen Informationen u¨ber das Datei-
system, Authentifizierung, Zugriffsklassen der Subjekte (Anwendungen) und der
82 KAPITEL 7. FALLSTUDIE: SICHERHEITSMODELL FU¨R SMACOS
Objekte (Dateien) auch die Information u¨ber den Subjekt, der gerade bei der
Ausfu¨hrung dran ist (sequentielle Ausfu¨hrung der Systemaufrufe).
Die Sicherheitsrichtlinie erlaubt es die Sicherheit des Gesamtsystems basierend
auf dem Prinzip der Noninterference zu definieren. Das Prinzip der Noninter-
ference wurde von Rushby [41] beschrieben. Das System ist also sicher gdw.
das Ergebnis der Ausfu¨hrung der Systemaufrufe durch eine Anwendung A un-
abha¨ngig von vorher ausgefu¨hrten Systemaufrufe durch eine beliebige Anwen-
dung B, die mit A nicht interferiert. Ob das System diese zentrale Sicherheitsei-
genschaft erfu¨llt ha¨ngt vor allem von der Spezifikation der Systemaufrufe. Sollte
einer der Systemaufrufe fehlerhaft spezifiziert sein, z.B., beim Lesen einer Datei
werden die Zugriffsrechte nicht beachtet, wu¨rde dies die Eigenschaft der Nonin-
terference verletzen und damit zu einer Sicherheitslu¨cke im System fu¨hren.
Um die Noninterference auszudru¨cken wird eine Relation auf Systemzusta¨nden
eingefu¨hrt, die ihre Gleichheit bezu¨glich einer bestimmten Clearence spezifiziert:
∼: systemstae × domain × systemstate. D.h., sys1 ∼
A sys2 gilt gdw. fu¨r den
Subjekt mit Clearence A sind die Zusta¨nde sys1, sys2 ununterscheidbar (gleiche
verfu¨gbare Daten etc.). Eine Formale Definition ist:
eqd(sys1, d, sys2)↔ sys1.as = sys2.as ∧ sys1.ck = sys2.ck ∧
sys1.cap = sys2.cap ∧ eqrd(sys1.fs, d, sys2.fs) ∧
eqap(sys1.fs, sys2.fs) ∧ eqdircont(sys1.fs, d, sys2.fs) ∧
eqcont(sys1.fs, d, sys2.fs)
7.2 Algebraische Spezifikation in KIV
Die KIV Spezifikation definiert im wesentlichen die grundlegenden Datenstruk-
turen, die den Systemzustand beschreiben und die darauf arbeitende Operatio-
nen wie exec (Ausfu¨hrung eines Systemaufrufs) oder Pra¨dikate, die die Sicher-
heitseigenschaften ausdru¨cken.
Alle “komplizierten” Datentypen sind bereits in der KIV Bibliothek definiert
und ko¨nnen direkt u¨bernommen werden. Es sind die frei generierten Listen
(siehe Abschnitt 4.3) und die nicht-freien Datentypen: Stores (siehe Abschnitt
4.4) und Sets.
list = [] | . + . ( . .first : elem; . .rest : list)
. ++ . : set× elem→ set (: insert :)
set generated by ∅, ++
. [ . , . ] : store× elem× data→ store (: put :)
store generated by , . [ . , . ]
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Abbildung 7.2: Hierarchie der Datentypen in der KIV Spezifikation.
Alle anderen Datentypen sind “einfach” in dem Sinne, daß sie frei generiert wer-
den und nicht rekursiv sind, d.h. sie kapseln andere Datenstrukturen zu einem
Bu¨ndeldatenobjekt. Dabei reflektieren sie die anwendungsspezifischen Aspekte
der Spezifikation. Der zentrale Datentyp SystemState beschreibt den Gesamt-
zustand des Systems zu einem bestimmten Zeitpunkt:
SystemState = mksys(fs : FileSystem, as : AuthStore, ck : Auth,
cap : Ap− or− OS, ofs : OpenFileSet)
Zu der Beschreibung des Systemzustands geho¨ren das Dateisystem (Datentyp
FileSystem), Authentifizierungstabelle (Datentyp AuthStore, eine Zuordnung
zwischen Anwendungen und dazugeho¨rigen Authentifizierungsinformationen),
Authentifizierungsinformation der Karte (Datentyp Auth), der aktuelle Besitzer
der Ausfu¨hrungsrechte (Datentyp Ap-or-OS spezifiziert eine Anwendung oder
das Betriebssystem), die zurzeit geo¨ffneten Dateien (OpenFileSet, eine Menge).
Die Spezifikation von Stores ist mit Elem (Adressen) und Data (gespeicherten
Daten) parametrisiert. Um damit das Dateisystem zu spezifizieren wird sie mit
den Datentypen FilePath (fu¨r Elem, der Pfad wo die Datei gespeichert ist) und
File (Dateien, eine Datei mit Daten oder eine Anwendung) instanziert:
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FileSystem = Store[FilePath, File]
Ein Pfad (FilePath) wird als eine Liste spezifiziert. Dafu¨r wird die Spezifikation
von Listen mit dem nicht-generierten Datentyp FileId instanziert:
FilePath = List[FileId]
FileId ist ein eindeutiger Dateideskriptor, das jeder Datei bzw. jedem Dateiver-
zeichnis zugeordnet ist. Der Datentyp File spezifiziert Dateien und Dateiver-
zeichnisse;
File = mkdir(dircont : FileIdList, icl, scl : AccessClass)
mkfile(cont : Data, icl, scl : AccessClass, mrk : Marking)
Ein Verzeichnis hat als Attribute die Liste der enthaltenen Dateien (dircont,
Liste der Dateideskriptoren) und die Zugriffsklassen (icl,scl). Fu¨r eine Datei
neben den anderen Attributen entha¨lt der Konstruktor den Feld mrk vom Typ
Marking :
Marking = None | mkmrk(dm : Domain)
Die Dateien mit Daten haben keine Markierung, d.h. das Feld mrk ist gleich
None. Die Anwendungen besitzen Markierungen die ihren Zugriffsfreiraum (se-
curity clearance) festlegen.
Domain = mkdom(ircl, iwcl, srcl, swcl : AccessClass)
Neben dem Datentyp File, der fu¨r das Dateisystem benutzt wird, gib es auch
den Datentyp OpenFile, der eine geo¨ffnete Datei spezifiziert. Der Systemzustand
entha¨lt die Menge (Datentyp Set) der geo¨ffneten Dateien.
OpenFile = rd(owner : Ap− or− OS, file : FilePath) |
wr(owner : Ap− or− OS, file : FilePath)
Die Information u¨ber den Subjekt (eine Anwendung oder das Betriebssystem),
der die Datei geo¨ffnet hat, wird im Datentyp Ap-or-OS gespeichert:
Ap− or− OS = mkap(ap : FilePath) | OS
Es gibt 23 Systemaufrufe, wie z.B. O¨ffnen, Lesen, Schreiben einer Datei oder
Hochladen einer Anwendung. Diese werden mit dem Datentyp Command spe-
zifiziert. Die Systemaufrufe sind in zwei Klassen eingeteilt. register, loadapp,
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delapp werden durch das Betriebssystem der Karte als Reaktion auf die exter-
nen Anfragen aufgerufen. create, read, write, remove, setintsec werden von der
aktuell laufenden Anwendung zwecks Datenmanipulation aufgerufen.
Die Operation exec : SystemState×Command→ SysOut berechnet den Nach-
folgezustand und die Ausgabe nach der Ausfu¨hrung des jeweiligen Systemauf-
rufs. Der Datentyp Output speichert die Systemausgabe nach der Ausfu¨hrung:
SysOut = YES | NO | mkoutdata(data : Data) | mkoutap(outap : AppName) |
mkoutbool(b : Bool) | mkoutlist(li : FileIdList) |
mkoutcls(icl, scl : AccessClass)
Die Ausgabe NO wird fu¨r die ungu¨ltigen Systemaufrufe gemacht, z.B., der Zu-
griff auf eine Datei trotz der nicht ausreichenden Rechte. Je nach der aufgeru-
fenen Systemoperation ko¨nnen auch komplexere Daten zuru¨ckgegeben werden,
z.B., das Auflisten eines Verzeichnisses liefert die Liste der Dateideskriptoren.
Die Axiomatisierung der exec Operation wird mittels der strukturellen Indukti-
on u¨ber den zweiten Argument (der auszufu¨hrende Systemaufruf) gemacht. Es
wird dabei im wesentlichen mit Hilfe einer Fallunterscheidung der Nachfolgezu-
stand konstruiert. Die Axiome haben die Form:
exec(sysstate, syscall(x, y)) = if ψ then expr1 else expr2 (7.1)
Die Schreibweise if ϕ then ψ1 else ψ2 ist Abku¨rzung fu¨r die Formel ϕ ∧ ψ1 ∨
¬ϕ ∧ ψ2. Z.B., der Systemaufruf create(parent: FilePath, fid: FileId) wird wie
folgt spezifiziert:
exec(sys, create(fp, fid)) =
if
sys.cap 6= OS ∧
rdable(sys.fs[sys.cap.ap].mrk.dm, fp, sys.fs) ∧
wrable(sys.fs[sys.cap.ap].mrk.dm, fp, sys.fs) ∧
dirp(sys.fs[sys.cap.ap]) ∧
¬fid ∈ sys.fs[fp].dircont ∧
then
mksys(
sys.fs[fp+ fid,
mkfi(nodata, sys.fs[sys.cap.ap].mrk.dm.ircl,
sys.fs[sys.cap.ap].mrk.dm.srcl, none)]
[fp,
mkdir(sys.fs[fp].dircont+ fid, sys.fs[fp].icl, fs[fp].scl)]
sys.as, sys.ck, sys.cap, sys.ofs
86 KAPITEL 7. FALLSTUDIE: SICHERHEITSMODELL FU¨R SMACOS
)× Y ES
else
sys×NO
Die Bedingung in der Fallunterscheidung spezifiziert den positiven Fall, wo ei-
ne Datei mit dem Deskriptor fid im Verzeichnis mit Pfad fp von dem Sub-
jekt sys.cap, der aktuell die Ausfu¨hrungsrechte hat, angelegt werden kann. Es
wird die Datei sys.fs[sys.cap.ap], die der Anwendung sys.cap entspricht, ab-
gerufen und u¨berpru¨ft ob die Doma¨ne (Sicherheitsfreiraum) es erlaubt lesend
bzw. schreibend auf den Ordner fp zuzugreifen (Pra¨dikate rdable, wrable). Zum
Schluß muss u¨berpru¨ft werden ob der Pfad fp wirklich zu einem Ordner fu¨hrt
(dirp) und der Dateideskriptor fid nicht in diesem Ordner bereits enthalten ist
(¬fid ∈ sys.fs[fp].dircont). Im negativen Fall liefert exec einen Tupel sys×no,
d.h. der Systemzustand bleibt unvera¨ndert und die Ausgabe ist NO. Im positiven
Fall, wird der Nachfolgezustand mittels Konstruktoren entsprechend aufgebaut
und die Systemausgabe ist YES. Nach dem erfolgreichen Anlegen einer Datei
wird im Nachfolgezustand nur der Feld mit dem Dateisystem (sys.fs) vera¨ndert.
Unter der Adresse fp+ fid wird die mit dem Konstruktor
mkfi : Data×AccessClass×AccessClass×Marking → File
erstellte Datei angelegt. Diese Datei ist eine Datendatei (keine Markierung, no-
ne) und hat die gleichen Zugriffsrechte wie der Subjekt, der diese Datei er-
stellt hat. Zusa¨tzlich wird der unter der Adresse fp gespeicherte Verzeichnis
abgea¨ndert: die Liste der darin enthaltenen Dateien wird um fid erweitert.
7.3 Alloy Spezifikation
Die Erstellung der Alloy Spezifikation fu¨r die Fallstudie “SmacOS” bedeutete
im wesentlichen die Transformation zu der relationalen Form1 und die U¨ber-
pru¨fung auf die Kompatibilita¨t aller Definitionen der Operationen. Der Haupt-
wand lag bei den Definitionen der 23 Systemaufrufe und der Definition von des
∼: systemstate × domain × systemstate. Allerdings, sind diese Definitionen
uniform aufgebaut, siehe (7.1) in Abschnitt 7.2, was zu a¨hnlichen Kompatibi-
lita¨tschecks fu¨hrt. Die Zwischenergebnisse in ψ, expr1 und expr2 mu¨ssen durch
die Ein-/Ausgaben der Operation exec -begrenzt sein, siehe die Abschnitte
4.3.3 und 4.3.5 u¨ber die Kompatibilita¨t der algebraischen Spezifikationen mit
der endlichen begrenzten Analyse. Nach einer informellen Analyse wurden alle
verwendeten Definitionen als kompatibell eingestuft.
Die beiden verwendeten nicht-freien Datentypen Set und Store sind in der KIV
Bibliothek und damit auch bereits nach Alloy portiert. Bei den anwendungs-
spezifischen freien Datentypen wird das automatische SUA-basierte Vorgehen
bei der Erstellung der Alloy Spezifikationen angewandt. Nach einer informel-
len Untersuchung wurde festgestellt, daß die Subtermabgeschlossenheit fu¨r die
korrekte Modellgenerierung ausreicht. Nur fu¨r die beiden Datentypen FilePath
1Bei Kodkod Versuchen wird dieser Schritt vollautomatisch durchgefu¨hrt.
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und FileIdList, die Instanzen vom Datentyp List sind, wurde die sta¨rkere #list-
Abgeschlossenheit verlangt. Insgesamt hat die Spezifikation folgende Gro¨ße, sie-
he Abb. 7.1.
Modul Zeilen Sorten Typ Operationen
accessclass 45 AccessClass - 2
aporos 30 APorOS frei 0
appname 26 AppName - 1
appnameset 152 AppNameSet nicht-frei 3
auth 8 Auth - 1
authstore 201 AuthStore nicht-frei 5
bool 8 Bool frei 0
command 271 Command frei 0
data 5 Data - 1
domain 41 Domain frei 2
file 90 File frei 0
fileid 19 FileId - 1
fileidlist 196 FileIdList frei 6
filepath 184 FilePath frei 8
filesystem 493 FileSystem nicht-frei 12
mark 23 Mark frei 0
nat 114 Nat frei 0
openfile 45 OpenFile frei 0
openfileset 244 OpenFileSet nicht-frei 9
output 95 Output frei 0
secdomain 38 SecDomain frei 1
systemstate 1169 SystemState frei 3
Tabelle 7.1: Alloy Spezifikation.
7.4 Qualita¨tssicherung mit Alloy
Die Algebraische Spezifikation in KIV fu¨r die Fallstudie “SmacoOS” hat mehr
als 800 Zeilen. Die zahlreichen Querverbindungen zwischen verschiedenen Teilen
der Spezifikation machen es schwierig alleine durch das sorgfa¨ltige Anschauen
die Fehler zu lokalisieren. Wie bereits fru¨her an verschiedenen Beispielen gezeigt
wurde, ist die begrenzte Analyse mit Alloy viel sorgfa¨ltiger und auch effizien-
ter. Der Ansatz, den wir fu¨r eine gro¨ßere Fallstudie wie “SmacOS” anwenden,
besteht aus den folgenden sequentiell nacheinander durchgefu¨hrten Schritten:
Schritt 1 (“Lebendigkeit”) : Sind die gewu¨nschten Szenarien (Systemabla¨ufe)
mo¨glich ?
⇒ run Szenario1, . . ., run Szenarion
Schritt 2 (“Begrenzte Sicherheit”) : Gibt es endliche abgeschlossene Mo-
delle, die die gewu¨nschten Eigenschaften verletzen?
⇒ check ϕ1, . . ., check ϕm
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Beweis fehlgeschlagen!
in Alloy
in KIV
Fehler gefunden ? Nein!
Fehler gefunden ? Nein!
Fehler gefunden? Ja!
Fehler gefunden? Ja!
mit Alloy
Gegenbeispiel
Generierung
Korrekturen
Fehler gefunden? Ja!
Interaktiver Beweis
Automatische Check
nach Fehlern
Algebraische Spezifikation
Design Realisierung
Analyse
Abbildung 7.3: Qualita¨tssicherung mit Alloy.
7.4.1 Lebendigkeit
Die Komplexita¨t der verwendeten Datenstrukturen, zahlreiche und komplizierte
Operationen fu¨hren bereits in fru¨hen Phasen der Entwicklung zu Fehlern in
Spezifikationen. A¨hnlich wie beim Programmieren wird dieser Art von Fehlern
am effizientesten mit Tests aufgedeckt. Wenn man, z.B., in der Verifikation
nur universelle Eigenschaften nachweist, was ha¨ufig der Fall ist, dann ko¨nnen
viele Fehlerarten erst gar nicht erkannt werden. Z.B., die Sicherheitseigenschaft
wu¨rde trivialerweise fu¨r das System gelten, das wegen eines Bugs immer im
Initialzustand verharrt.
initial state: [[],[],ck,OS,[]]
step 1: register(akey,ckey) --> [[],[(ap,akey)],ck,OS,[]]
step 2: loadapp(A,Afi) --> [[A],[(ap,akey)],ck,OS,[]]
step 3: startapp(A) --> [[A],[(ap,akey)],ck,A,[]]
step 3: create(fp,fi) --> [[A,fi],[(ap,akey)],ck,A,[]]
step 4: exitapp(A) --> [[A,fi],[(ap,akey)],ck,OS,[]]
Abbildung 7.4: Systemzustandsu¨berga¨nge fu¨r das Testszenario.
Betrachten wir ein Testszenario, wo eine Anwendung auf der Karte geladen und
gestartet wird. Anschließend wird eine neue Datei durch diese Anwendung im
Dateisystem angelegt. Am Anfang befindet sich das System im Initialenzustand:
das Dateisystem entha¨lt keine Dateien außer dem Root-Verzeichnis, der Speicher
mit Authentifizierungsinformationen ist leer. In unserem Testszenario werden se-
quentiell folgende Systemschritte durchgefu¨hrt: der Authentifizierungsschlu¨ssel
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fu¨r die Anwendung wird auf der Karte gespeichert, die Anwendung wird als ei-
ne Datei im Dateisystem der Karte gespeichert, die Anwendung wird gestartet,
eine neue Datei wird angelegt und die Anwendung wird beendet. Die Abbil-
dung 7.4 zeigt die U¨berga¨nge zwischen den Systemzusta¨nden, die als Tupeln
mit Systeminformationen dargestellt werden.
Ein Systemzustand sys wird mit einem 5-Tupel dargestellt:
sys = (fs : FileSystem,
as : AuthStore,
ck : Auth,
cap : Ap− or −OS,
ofs : OpenFileSet)
Am Anfang geho¨ren die Ausfu¨hrungsrechte dem Betriebssystem: sys.cap = OS.
Im ersten Schritt wird die Authentifizierungsinformation fu¨r die neue Anwen-
dung auf der Karte gespeichert. Im zweiten Schritt wird die Anwendungsdatei
im Kartendateisystem gespeichert. Dann folgen Starten, Anlegen einer Datei
und Beenden.
Die Abbildung 7.5 zeigt ein endliches Modell, das automatisch fu¨r das betrach-
tete Testszenario mit Alloy generiert wurde. Jeder Pfad bestehend aus System-
zusta¨nden und U¨berga¨ngen (Systemaufrufe) beschreibt eine mo¨gliche Evolution
des Systems. Insbesondere ist das obere Szenario darin enthalten. Durchfu¨hrung
solcher Tests beweist, daß die gewu¨nschten Abla¨ufe im entworfenem System
mo¨glich sind.
Die Szenarien werden mit Alloy als Pra¨dikate spezifiziert. Z.B., ein Szenario der
mindestens 4 ausgewa¨hlte Systemaufrufe entha¨lt wird wie folgt formuliert:
pred Szenario[] {
some cmd1: CreateApp, cmd2: LoadApp, cmd3: StartApp, cmd4: ExitApp,
sys: SystemState, so1,so2,so3,so4: SysOut |
so1 = exec[sys][cmd1] and
so1.snd = YES and
so2 = exec[so1.fst][cmd2] and
so2.snd = YES and
so3 = exec[so2.fst][cmd3] and
so3.snd = YES and
so4 = exec[so3.fst][cmd4] and
so4.snd = YES
}
Die Generierung erfolgt mit dem Befehl
run Szenario for 5
Im na¨chsten Schritt werden die UBE-artigen Sicherheitseigenschaften u¨berpru¨ft
werden.
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Abbildung 7.5: Ein mo¨glicher Ablauf, der mit Alloy generiert wurde und das
Hochladen einer Anwendung auf der Karte demonstriert.
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7.4.2 Begrenzte Sicherheit
Testen einzelner interessanter Systemabla¨ufe ist nur der erste Schritt in der
Suche nach Fehlern. Eine viel gro¨ßere Abdeckung bietet die Gegenbeispielsuche
mit Alloy. Dabei werden alle endlichen Modelle bis einer vorgegebenen Gro¨ße
auf die Erhaltung einer Eigenschaft untersucht: check ϕ for scope.
Zwei Klassen von Theoremen wurden betrachtet: gewo¨hnliche Lemmas, die die
gewu¨nschten Eigenschaften der spezifizierten Operationen beschreiben und die
Gruppe von Theoremen, die die zentrale Sicherheitseigenschaft der “Noninterfe-
rence” beschreiben. Schellhorn et al. [46] reduzieren die globale Eigenschaft der
Noninterference, die u¨ber alle mo¨glichen Systemabla¨ufe aussagt, zu 8 lokalen
Eigenschaften, die fu¨r jeden einzelnen Systemaufruf gelten sollen. Betrachten
wir die dritte Eigenschaft. Sie verlangt, daß das System die Interferenzrelation
 : Domain×Domain beachtet:
inv(sys) ∧ dom(sys, co) 6 d0 → sys ∼
d0 exec(sys, co).1 (7.2)
Die Invariante inv : SystemState gilt im initialen und in allen nachfolgenden
Systemzusta¨nden. Die Funktion dom : systemstate× command→ domain lie-
fert die Doma¨ne des Agenten, der im Systemzustand sys aktiv ist. Falls die
Sicherheitsdoma¨ne des im Zustand sys aktiven Agenten (dom(sys, co)) die Si-
cherheitsdoma¨ne d0 nicht beeinflu¨ssen kann (Noninterference), dann ist nach
der Ausfu¨hrung von co der Nachfolgezustand exec(sys, co).1 fu¨r d0 a¨quivalent
2
zu sys, d.h. aus Sicht von d0 sind die beiden Zusta¨nde nicht zu unterscheiden
und insbesondere gleiche Informationen zugreifbar sind.
Bereits wa¨hrend der Verifikation in KIV [46] wurde ein Fehler in der Spezifikati-
on der SetIntSec Systemoperation gefunden. Wir haben diesen Fehler auch mit
Alloy gefunden. SetIntSec(fp,iac,sac) setzt die Zugriffsrechte der unter fp ge-
speicherten Datei auf (iac, sac) neu. Die Axiomatisierung von SetIntSec entha¨lt
einen Fehler:
exec(sys, setintsec(fp, iac, sac) =
if
sys.cap 6= OS ∧ fp ∈ sys.fs ∧ filep(sys.fs[fp])
then
mksys(
sys.fs[fp,mkfi(sys.fs[fp].cont, iac, sac, sys.fs[fp].mrk)],
sys.as, sys.ck, sys.cap, sys.ofs)× Y ES
else
sys×NO
Die Vorbedingung fu¨r eine erfolgreiche Ausfu¨hrung von setintsec ist zu schwach
und la¨sst auch unerwu¨nschte Abla¨ufe zu. Nun wird die Sicherheitseigenschaft
(7.2) mit Kodkod gecheckt.
2Die Relation ∼: SystemState×Domain×SystemState identifiziert die Systemzusta¨nde,
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scope (Modellgro¨ße) Gegenbeispiel clauses Zeit
2 nein 91330 4 s
3 nein 2412657 36 s
3 (4 File, 4 FileIdList, 5 FileSystem) ja 7194817 10 min
Tabelle 7.2: Benchmark: Gegenbeispielsuche fu¨r die SmacOS Sicherheitseigen-
schaft (7.2) (MiniSAT Solver, 2.4 GHz Dual Core)
Ein Gegenbeispiel wird bei der Schranke 3 gefunden, wobei fu¨r die Sorten, die
das Dateisystem modellieren, werden mindestens 4 Atome beno¨tigt. Die ge-
nerelle Strategie bei der Gegenbeispielsuche ist die Schranken schrittweise zu
erho¨hen bis das Gegenbeispiel gefunden wird oder die Suche lange braucht und
abgebrochen werden muss. Ein gutes Versa¨ndniss vom Modell kann gut helfen
die passenden Schranken zu wa¨hlen. Ansonsten bleibt eine einfache Strategie die
Schranken 2, 3, 4, . . . fu¨r alle Sorten gleich durchzuprobieren. Jedoch bei gro¨ße-
ren Spezifikationen, wie z.B. SmacOS, kann eine passende Schrankenauswahl
viel Zeit sparen, siehe Tabelle 7.2. Die erfolgreiche Fehlersuche mit Kodkod
liefert ein Gegenbeispiel3:
counterexample for security:
variables assignment:
d0=mkdm(system-high,system-high,system-low,system-low)
co=setintsec([fileid2],system-low,system-low)
sys=({([], mkdir([fileid2],mkacc(system-high,system-low))),
([fileid2], mkfi(data2,mkacc(access-class0,system-high),
mkmrk(mkdm(system-high,access-class0,system-low,system-high))))},
{}, authentication0, mkap([fileid2]), {})
MODEL:
function table for exec : systemstate x command -> systemstateandoutput
------------------------------------------------------------------------------
({([], mkdir([fileid2],mkacc(system-high,system-low))),
([fileid2], mkfi(data2,mkacc(access-class0,system-high),
mkmrk(mkdm(system-high,access-class0,system-low,system-high))))},
{}, authentication0, mkap([fileid2]), {})
setintsec([fileid2],system-low,system-low)
({([], mkdir([fileid2],mkacc(system-high,system-low))),
([fileid2], mkfi(data2,mkacc(system-low,system-low),
mkmrk(mkdm(system-high,access-class0,system-low,system-high))))},
{}, authentication0, mkap([fileid2]), {})
...
==============================================================================
statistics
p cnf 3911142 10883853
primary variables: 5534
translation time: 186508 ms
solving time: 439039 ms
Die Abbildung 7.6 visualisiert nochmal das Gegenbeispiel. Das Agent mit der
die aus Sicht der Sicherheitsdoma¨ne d0 a¨quivalent sind, siehe Abschnitt 7.1.
3Ein Systemzustand sys wird mit dem 5-Tupel dargestellt: sys = (fs : FileSystem, as :
AuthStore, ck : Auth, cap : Ap− or −OS, ofs : OpenFileSet).
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Root Verzeichnis: (sys_high,sys_low)
Agent: (sys_high,ac0,sys_low,sys_high)
Zustand: sys
Root Verzeichnis: (sys_high,sys_low)
Datei: (ac0,sys_high)
Agent: (sys_high,ac0,sys_low,sys_high)
Zustand: exec(sys,setintsec)
Datei: (sys_low,sys_low)
Pfad: []
Pfad: [fileid2]
Pfad: []
Pfad: [fileid2]
exec: setintsec([fileid2],sys_low,sys_low)
Abbildung 7.6: Gegenbeispiel fu¨r die Sicherheitseigenschaft (7.2).
Sicherheitsdoma¨ne
cdom(sys, co) = (syshigh, ac0, syslow, syshigh)
kann die Doma¨ne
d0 = (syshigh, ac0, syslow, syshigh)
nicht beeinflu¨ssen: cdom(sys, co) 6 d0. Nun werden von dem Agenten die Zu-
griffsrechte der Datei [fileid2] von (ac0, syshigh) auf (syslow, syslow) vera¨ndert.
Die Datei war fu¨r d0 vorher lesbar und jetzt ist nicht mehr lesbar, d.h. der aktive
Agent hat d0 beeinflusst, was die Sicherheitseigenschaft verletzt.
Dieser Fehler wird durch die Versta¨rkung der Vorbedingung der Operation Se-
tIntSec beseitigt. Das Verzeichnis in dem die abgea¨nderte Datei liegt muss lesbar
und beschreibbar fu¨r den Agenten sein:
rdable(sys.fs[sys.cap.ap].mrk.dm, butlast(fp), sys.fs) ∧
wrable(sys.fs[sys.cap.ap].mrk.dm, butlast(fp), sys.fs)
Eine Liste von weiteren Ergebnissen zu der Fallstudie ist im Anhang B.3 zu
finden.
7.4.3 Change Management
Selbst nachdem die Entwurfsphase zum großen Teil abgeschlossen ist und der
Entwickler sich der formalen Analyse zuwendet wird die Spezifikation trotzdem
immer wieder vera¨ndert und angepasst. Sei es ein beim Beweisen entdeckter
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Fehler oder ein vergessener Systemaufruf, die eventuellen A¨nderungen des Sy-
stementwurfs sind mit dem Risiko verbunden einen versteckten Fehler einzu-
bauen.
Bis jetzt wurde dieses Problem so gelo¨st, daß nach jeder A¨nderung der Spe-
zifikation alle betroffenen Beweise fu¨r ungu¨ltig erkla¨rt werden. Nun bietet das
KIV System dem Benutzer die Mo¨glichkeit diese Beweise hoch automatisiert zu
wiederholen (“Replay” Funktion). Allerdings, in vielen Fa¨llen wird die Benut-
zerinteraktion verlangt, was bei hunderten Beweisen viel Zeit beansprucht. Mit
Hilfe von Alloy, ko¨nnen jetzt die zahlreichen Theoreme vollautomatisch durch-
gecheckt werden. Falls, welche falsifiziert wurden, wird der Benutzer auf diese
hingewiesen und kann sie gezielt analysieren.
7.5 Zusammenfassung
Die Spezifikation des Sicherheitsmodells ist eine Fallstudie realistischer Gro¨ße
und ist fu¨r die in der Praxis vorkommenden Beispiele repra¨sentativ. Es waren
vorallem die folgenden Fragen zu beantworten:
• Wo liegen die Grenzen fu¨r die berechenbaren Teilmodelle ?
Fu¨r den Ansatz mit Alloy war diese Fallstudie bereits an der Grenze der analy-
sierbaren Spezifikationen. Generierung der Teilmodelle und Analyse der Theore-
me dauerte im Schnitt von einigen Minuten bis zu 10 Minuten. Diese Erfahrung
motiviert den inkrementellen Ansatz mit Kodkod. Im Abschnitt 8.3 wird u¨ber
die ersten Experimente in diese Richtung berichtet.
• Was sind die Hauptprobleme fu¨r die “Zustandsexplosion” in gro¨ßeren Spe-
zifikationen ?
Bereits in kleinen Spezifikationen mit nur wenigen Datentypen explodieren die
SAT-Instanzen, wenn die Schranken fu¨r die Anzahl der Atome in Teilmodellen
erho¨ht werden.
• Wie schnell steigt der Aufwand bei der Portierung der Spezifikationen
nach Alloy mit steigender Spezifikationsgro¨ße ? Wo liegen dabei die Haupt-
schwierigkeiten ?
Insgesamt steigt der Aufwand moderat mit der Spezifikationsgro¨ße und es mu¨ssen
nur die Definitionen auf die Kompatibilita¨t u¨berpru¨ft werden. Allerdings ist es
bei gro¨ßeren Spezifikationen auch viel aufwendiger, diese U¨berpru¨fung infor-
mell durchzufu¨hren. Oft gibt es in Definitionen gut versteckte Abha¨ngigkeiten
zwischen den Datentypen, die fu¨r die Kompatibilita¨t von Bedeutung sind.
Eine Ausfu¨hrliche Liste der Ergebnisse aus der Evaluation ist im Anhang B.3
zu finden. Alle Versuche wurden mit Kodkod Engine durchgefu¨hrt, die bereits
in KIV eingebaut wurde.
Kapitel 8
Kodkod Integration in KIV
Dieses Kapitel beschreibt die Realisierung des Kernansatzes zur endlichen Ge-
genbeispielsuche. Die Technik wurde mit Hilfe von Constraint Solver Kodkod
[54, 53] umgesetzt und in KIV eingebaut.
8.1 Constraint Solver Kodkod
Kodkod ist eine Weiterentwicklung von Alloy, die drei zentrale Verbesserungen
mit sich bringt.
• Klare API-Schnittstelle fu¨r die einfachere Einbindung in andere
Werkzeuge. Bisher gab es in Alloy nur eine Zeichenkette-basierte Schnitt-
stelle nach außen. Die Alloy Spezifikationen mussten vorher als Textdatei-
en erstellt werden, was langsam, ineffizient und fehleranfa¨llig war. Kodkod
bietet eine Java API fu¨r die Erstellung der Spezifikationen und Modell-
berechnungen. Damit kann Kodkod viel besser als ein Backend-Tool ver-
wendet werden.
• Unterstu¨tzung fu¨r die Teillo¨sungen. Das Teilwissen u¨ber das zu be-
rechnende Modell mu¨sste in Alloy als Constraints formuliert werden, die
dann hoffentlich die SAT-Prozedur schneller machen sollten. Mit Kodkod
ko¨nnen die partiellen Lo¨sungen als Teilrelationen direkt in die Spezifi-
kation integriert werden. Damit ist Kodkod auf den Problemen, wo die
Teillo¨sungen (partial instances) bekannt sind, dramatisch schneller als Al-
loy.
• Effizientere Kodierung in boolesche SAT-Probleme. Kodkod u¨ber-
holt Alloy sogar auf den Problemen, fu¨r die Alloy entwickelt wurde. Dies
gilt Dank der aufwendigeren Kodierung in die boolesche Formeln: neue
Schema zur Auflo¨sung von Symmetrien in den Modellen, effizientere Spei-
cherung der Relation mit Sparse-Matrizen, bessere Erkennung und Aus-
nutzung von gemeinsamen Teilausdru¨cken im abstrakten Syntaxbaum, der
die Constraints darstellt.
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Constraints
Constraint Solving
Universum
Deklaration
Teillösung Instanz
Abbildung 8.1: Constraint Solving mit Kodkod.
Fu¨r den Benutzer ist der Umstieg von Alloy nach Kodkod leicht. Die Sprache in
der die Constraints an die Relationen im Modell formuliert werden ist die gleiche
wie fu¨r Alloy: relationale Logik der ersten Stufe mit dem transitiven Abschluß.
Die Abbildung 8.1 zeigt die Benutzung von Kodkod. Die Definition eines Kodkod
Problems erfolgt indem man (a¨hnlich wie in Alloy) zuerst das Universum dekla-
riert. Dazu geho¨ren die Deklarationen der Sorten und der Relationen. Es werden
auch die Schranken (Bounds) fu¨r die Modellgro¨ße und fu¨r die einzelnen Relatio-
nen. Eine Schranke fu¨r eine Relation ist ein Tupel (lower, bound), das aus der
unteren und der oberen Schranke besteht. Z.B. fu¨r eine bina¨re Relation r : s1×s2
auf Sorten s1 und s2 eine mo¨gliche Schranke ist ({}, domain(s1)×domain(s2)).
Im zweiten Schritt werden in Alloy Sprache die Constraints auf die Relationen
im Modell spezifiziert. Kodkod berechnet ein Modell (Instanz ), das die vorge-
gebenen Deklarationen, Schranken und Constraints erfu¨llt.
Die Instanzberechnung fu¨r ein Kodkod Problem P erfolgt intern in folgenden
fu¨nf Schritten [54]:
1. Aufspu¨ren von Symmetrien.
2. U¨bersetzung von P in Compact Boolean Circuit, CBC(P ).
3. Berechnung von SBP (P ), Symmetry Breaking Pra¨dikat fu¨r P .
4. Transformation von CBC(P ) ∧ SBP (P ) in CNF (P ) (konjunktive Nor-
malform).
5. Anwendung von einem SAT-Solver fu¨r CNF (P ). Falls erfu¨llbar, dann In-
terpretation des Modells als eine Instanz von P .
Die letzten drei Schritte sind die Standardprozeduren aus der Literatur [13, 47,
58]. Die ersten zwei wurden speziell fu¨r Kodkod an MIT (CSAIL) entwickelt
[54, 53].
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Abbildung 8.2: Kodkod Service in KIV.
8.2 Kodkod Service in KIV
Kodkod ist als ein Service in KIV System integriert. Der Service wird aktiviert
sobald im Projektverzeichnis in KIV in der Datei config die Kodkod Option aus-
gewa¨hlt ist: use kodkod. Der gestartete Java Process kommuniziert mit KIV
System u¨ber TCP/IP. Sobald auf einer KIV Spezifikation Work On gemacht
wird, speichert KIV alle notwendigen Informationen zu der Spezifikation als ein
PPL-Objekt in eine Datei und schickt ein INIT Request an den Kodkod Server.
Auf der Server Seite wird die Spezifikation eingelesen und in die Kodkod Spra-
che u¨bersetzt. Der Benutzer kann auf die ausgewa¨hlten Lemmas die Strategie
Kodkod Check anwenden. KIV speichert das Lemma als ein PPL-Objekt und
schickt ein CHECK Request an den initialisierten Server. Server startet einen
Thread, der fu¨r das ausgewa¨hlte Lemma die Kodkod API Prozedur Solution
solve(Formula formula, Bounds bounds) ausfu¨hrt. Nach einer erfolgreichen
Gegenbeispielberechnung wird das Gegenbeispiel in einer benutzerfreundlichen
Form abgespeichert und an das KIV System geschickt. KIV zeigt das Gegenbei-
spiel in einem Fenster.
Das Gegenbeispiel zeigt die Belegung der Variablen und die Funktionstabellen.
Z.B. das gefundene Kodkod Gegenbeispiel fu¨r den Fehler aus der Fallstudie u¨ber
die Listen von Intervallen (Kapitel 5) sieht wie folgt:
counterexample for INV:
variables assignment:
n=1
ivl2=(0 × 1) + (2 × 2) + []
ivl1=(0 × 0) + (2 × 2) + []
MODEL:
function table for insert : ivlist x nat -> ivlist
------------------------------------------------------------------------------
(0 × 0) + (2 × 2) + [] 1 (0 × 1) + (2 × 2) + []
...
==============================================================================
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function table for R : ivlist -> bool
------------------------------------------------------------------------------
(0 × 0) + (2 × 2) + []
(2 × 2) + []
[]
==============================================================================
function table for + : interval x ivlist -> ivlist
------------------------------------------------------------------------------
...
statistics
p cnf 75087 236872
primary variables: 764
translation time: 5435 ms
solving time: 885 ms
Die Konstruktorterme verraten die Werte fu¨r die Variablen n, ivl1, ivl2, die das
Lemma INV falsifizieren. Fru¨her mussten die Konstruktorterme aus dem Gra-
phen ausgelesen werden, indem man die Selektorfunktionen verfolgt hat. Nun
geschiet dies automatisch und die zusammengebauten Konstruktorterme werden
lesbar angezeigt. An Stelle eines Atoms, das eine Konstante repra¨sentiert, wird
die Konstante angezeigt. Unten werden die Funktionstabellen fu¨r alle spezifizier-
ten Operationen angezeigt. Kodkod sortiert die angezeigten Funktionstabellen
nach dem folgenden Prinzip:
1. Operationen, die im Lemma vorkommen
2. unterspezifizierten (anonymen) Operationen
3. alle anderen
Ohne spezielle Einstellung werden bei der Fehlersuche die Schranken inkremen-
tell erho¨ht 2, 3, 4, . . . bis entweder das Gegenbeispiel gefunden wird oder ein
Timeout eintritt (nach 5 Minuten) und der Thread wird beendet. Es besteht
fu¨r den Benutzer die Mo¨glichkeit die Parameter fu¨r die Suche zu konfigurieren.
Im Verzeichnis der aktuellen Spezifikation wird das Verzeichnis kodkod ange-
legt, wo die Kodkod relevanten Dateien liegen. Wenn man eine la¨ngere Suche
braucht, z.B. 10 Minuten, dann wird in Kodkod Verzeichnis die Datei time mit
der gespeicherten Zahl 600 (Sekunden) angelegt. Fu¨r gro¨ßere Spezifikation ist es
sinnvoll fu¨r effizientere Suche die Schranken fu¨r die einzelnen Sorten speziell vor-
zugeben. Dafu¨r wird die Datei scope mit den Schranken angelegt. Z.B. fu¨r viele
gefundene Fehler in der SmacOS Fallstudie wurden die Schranken vordefiniert:
all,3
nat,4
file,4
filesystem,5
Fu¨r die aufgelisteten Sorten werden spezielle Schranken verwendet und fu¨r alle
anderen die Schranke 3.
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Features.
In KIV besteht die Mo¨glichkeit Axiome oder Lemmas mit Flags (features) zu
markieren, z.B. ls (local simplifier). Damit der Benutzer in der Lage ist die
Kodkod Behandlung von KIV Axiome zu steuern wurden folgende neue Features
eingebaut:
1. nokodkodax : Das Axiom wird ignoriert.
2. kodkodax : Das Lemma wird als ein Axiom von Kodkod aufgenommen.
3. kodkodaxstrong : Das Axiom wird besonders nach Kodkod u¨bersetzt (starke
Variante).
4. kodkodaxweak : Das Axiom wird besonders nach Kodkod u¨bersetzt (schwa-
che Variante).
Das Flag nokodkodax ist sehr praktisch wenn KIV Spezifikation eine nicht kom-
patible Definition entha¨lt. Somit wird das Axiom fu¨r Kodkod “deaktiviert” ohne
dass die KIV Spezifikation gea¨ndert werden muss.
Um eine alternative kompatible Definition hizuzufu¨gen wird ein Lemma definiert
und mit dem Flag kodkodax markiert. Dabei bleibt die KIV Spezifikation wieder
unvera¨ndert. Das markierte Lemma wird von Kodkod als ein Axiom behandelt.
Die U¨bersetzung von KIV Axiomen nach Kodkod setzt voraus, dass die Axio-
me bestimmte Form haben. Fu¨r Funktionsdefinitionen (siehe Definition 8 im
Abschnitt 4.3.2):
∀u, v. ψi → f(ci(u), v) = Ψi(f, u, v)
und fu¨r die Pra¨dikatendefinitionen
∀v. P (v)↔ ϕ
Die Transformation τ , siehe Definition 8, wird dabei benutzt die oberen KIV
Axiome in die folgende Form zu u¨bersetzen:
Φ ≡ ∀x, y. F (x, y)↔ Qv1. . . .Qvk. χ(v, x, y)
Manchmal haben KIV Axiome aber eine abweichende Form. Z.B. die Funktionen
last : list→ elem, butlast : list→ list, new : store→ elem sind auf eine andere
Weise spezifiziert:
x 6= []→ x.butlast+ x.last = x
¬new(st) ∈ st
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Um die Axiome in beliebiger Form nach Kodkod zu u¨ebersetzt werden sie mit
Flags kodkodaxstrong bzw. kodkodaxweak markiert. Wir definieren eine spezielle
Transformation die stark oder schwach durchgefu¨hrt wird. Bei dieser Transfor-
mation gelten die Korrektheitsu¨berlegungen nicht mehr und es kann eventuell
zu falschen Gegenbeispielen kommen (spurious counter examples).
Definition 20 [Spezielle Transformation]
Fu¨r eine Formel ϕ werden die starke Transformation τstrong und die schwache
Transformation τweak mittels der strukturellen Induktion u¨ber Aufbau von ϕ
gemacht:
• Operator ∧
– τstrong(ϕ1 ∧ ϕ2) = τstrong(ϕ1) ∧ τstrong(ϕ2)
– τweak(ϕ1 ∧ ϕ2) = τweak(ϕ1) ∧ τweak(ϕ2)
• Operator ∨
– τstrong(ϕ1 ∨ ϕ2) = τstrong(ϕ1) ∨ τstrong(ϕ2)
– τweak(ϕ1 ∨ ϕ2) = τweak(ϕ1) ∨ τweak(ϕ2)
• Operator ¬
– τstrong(¬ϕ1) = ¬τweak(ϕ1)
– τweak(¬ϕ1) = ¬τstrong(ϕ1)
• Quantor ∀
– τstrong(∀v. ϕ1) = ∀v. τweak(ϕ1)
– τweak(∀v. ϕ1) = ∀v. τstrong(ϕ1)
• Quantor ∃
– τstrong(∃v. ϕ1) = ∃v. τstrong(ϕ1)
– τweak(∃v. ϕ1) = ∃v. τweak(ϕ1)
• Pra¨dikat P (t1, . . . , tn)
– τstrong(P (t1, . . . , tn)) = ∃z1, . . . , zn. z1 = t1 ∧ . . . zn = tn ∧
P (z1, . . . , zn)
– τweak(P (t1, . . . , tn)) = ∀z1, . . . , zn. z1 = t1 ∧ . . . zn = tn →
P (z1, . . . , zn)
• Gleichheit t1 = t2
– τstrong(t1 = t2) = ∃z1, z2. z1 = t1 ∧ z2 = t2 ∧ z1 = z2
– τweak(t1 = t2) = ∀z1, z2. z1 = t1 ∧ z2 = t2 → z1 = z2
Wenn man τstrong und τweak mit der urspru¨nglichen Transformation τ ver-
gleicht, dann stellt man Folgendes fest. Die Axiome werden mit τstrong und die
Theoreme mit τweak u¨bersetzt. Bei Theoremen gilt τweak(ϕ) = τ(Prenex(ϕ)).
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Die Standardu¨bersetzung der Axiome ist etwas komplizierter. Pra¨dikatendefini-
tionen bzw. Funktionsdefinitionenwerden werden wie folgt u¨bersetzt:
∀v. P (v)↔ Prenex(τstrong(ϕ))
∀x, y. F (x, y)→ Prenex(τstrong(ϕ1 ∧ x = t1 ∧ y = t2 ∨ . . .))
Bei dem Axiom fu¨r last,butlast wird τstrong verwendet:
τstrong(x 6= []→ x.butlast+ x.last = x) =
x 6= []→ (∃z1. z1 = x.butlast+ x.last ∧ z1 = x)
Das Axiom verlangt impliziert, dass das endliche Teilmodell gegen das Pra¨fix
(butlast) abgeschlossen ist. Fu¨r x = [] sind last,butlast unterspezifiziert und fu¨r
x 6= [] muss insbesondere immer das Pra¨fix im Modell enthalten sein.
Das Axiom fu¨r new wird mit τweak u¨bersetzt, da man nicht verlangen kann das
fu¨r jedes Store auch immer eine nicht allokierte Adresse im endlichen Teilmodell
existiert:
τweak(¬new(st) ∈ st) =
¬(∃a. a = new(st) ∧ a ∈ st =
∀a. a = new(st)→ a 6∈ st
Damit liefert new im endlichen Teilmodell nicht fu¨r jeden Store ein Ergebnis
zuru¨ck. Meistens wird die starke U¨bersetzung benutzt. Nur wenn das Axiom
Funktionen benutzt, gegen die die endlichen Modelle eventuell nicht abgeschlos-
sen sind, ist die schwache Variante zu verwenden.
8.3 Inkrementelle Modellgenerierung mit Kod-
kod
Der große Vorteil von Kodkod ist die Mo¨glichkeit die bereits berechneten Teillo¨sun-
gen zusa¨tzlich zu den Constraints in die neuen Problemstellungen zu integrieren.
Uzuncaova et al. [56] zeigt einen inkrementellen Ansatz bei der Behandlung von
Constraints in deklarativen Spezifikationen. Es wird eine optimale Priorisierung
fu¨r die Constraints bestimmt und die Instanzen schrittweise berechnet. Damit
wird die Berechnung in Teilschritte zerlegt und viel effizienter durchgefu¨hrt. Der
Ansatz ist als ein Werkzeug Kato realisiert.
Motiviert durch die Arbeit von Uzuncaova et al. [56] untersuchen wir die Mo¨glich-
keiten fu¨r einen a¨hnlichen Ansatz im Kontext von algebraischen Spezifikationen
in KIV. Das Ziel ist ein automatisiertes Vorgehen bei der inkrementellen Gene-
rierung der endlichen Modelle fu¨r die KIV Spezifikationen mittels Kodkod.
Betrachten wir eine kleine Spezifikation der Listen aus dem Abschnitt 4.3.2, sie-
he Abbildung 4.7. Sie entha¨lt die Generiertheitsklauseln fu¨r den freien Datentyp
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Abbildung 8.3: Endliches Grundmodell mit 7 Listenatomen und 2 Elementen.
List und die Definitionen von zwei Operationen: append und reverse. Anstatt
wie vorher mit Alloy ein endliches Modell in einem Schritt zu generieren wird
die Berechnung in drei Teilschritte zerlegt. Zuerst wird das Grundmodell der
Listen berechnet, das nur Selektorfunktionen entha¨lt, siehe Abbildung 8.3. Hier
wird das endliche Universum deklariert, das aus Atomen der Sorten Elem und
List besteht:
ELEM = {Elem0, Elem1, Elem2}
LIST = {Nil, Cons0, Cons1, . . . , Cons11}
Das Ergebnis der Berechnung wird in den Mengen von Tupeln, die die Relationen
FIRST und REST wiedergeben, gespeichert und fu¨r den na¨chsten Schritt als
ein Constraint in die Kodkod-Problembeschreibung aufgenommen:
FIRST = {(Cons0, Elem2), . . . , (Cons11, Elem0)}
REST = {(Cons0, Cons9), . . . , (Cons11, Cons6)}
Jetzt kann das generierte endliche Modell schrittweise um die anderen Opera-
tionen erweitert werden. Dabei mu¨ssen die Abha¨ngigkeiten zwischen den einzel-
nen Schritten beru¨cksichtigt werden: Grundmodell ⇐ append ⇐ reverse. Dieser
Abha¨ngigkeitsgraph wird mit einer syntaktischen Analyse aus den Axiomen der
jeweiligen Operationen berechnet. Diese Prozedur wurde fu¨r KIV bereits in [37]
implementiert. Es baut vor allem darauf auf, dass die KIV Spezifikationen Hier-
archie persistent sind. D.h., jedes Modell von unteren Spezifikationen kann zu
einem Modell der oberen erweitert werden. In [37, 2] werden automatischen
Beweiser (SPASS, Protein und andere) in das KIV System integriert und die
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Abbildung 8.4: Erweiterung um die Operation append.
Eigenschaft der Hierarchiepersistenz ausreichend fu¨r eine korrekte Partinierung
ist. Fu¨r Kodkod muss zusa¨tzlich noch beachtet werden, dass bei der inkremen-
tellen Modellberechnung M1 ⇒ . . . ⇒ Mn die notwendige Abgeschlossenheit
der endlichen Teilmodelle beru¨cksichtigt wird. Wenn in Mi eine Operation f
dazukommt, die #-Abgeschlossenheit bei Listen fu¨r die Kompatibilita¨t beno¨tigt,
dann mu¨ssen Listen inM1, . . . ,Mi−1 auch #-abgeschlossen berechnet werden.
Die Tabelle 8.1 zeigt die Laufzeiten bei der Berechnung eines endlichen abge-
schlossenen Modells der vorgegebenen Gro¨ße (|L| ≤ 15, |E| = 2) fu¨r die Spezi-
fikation der Listen auf drei verschiedene Weisen: mit Alloy (siehe Abbildungen
8.3,8.4,8.5), mit Kodkod (gleiches Vorgehen wie bei Alloy: alles in einem Schritt
berechnen), mit Kodkod (inkrementell neue Operationen dazuberechnen, vor-
herige Berechnungen wiederverwenden). Wie erwartet bringt das inkrementelle
Sorten Schranken Ops #Clauses #Vars Zeit
list, |L| ≤ 15, |E| = 3 Grundmodell 1 x 105 5 x 104 4 s
elem |L| ≤ 15, |E| = 3 {app} 2 x 107 5 x 106 20 min
|L| ≤ 15, |E| = 3 {app,rev} 2 x 107 6 x 106 35 min
list, |L| ≤ 15, |E| = 3 Grundmodell 4 x 103 2 x 103 1 s
elem |L| ≤ 15, |E| = 3 {app} 1 x 106 4 x 105 3 min
|L| ≤ 15, |E| = 3 {app,rev} 2 x 106 5 x 105 20 min
list, |L| ≤ 15, |E| = 3 Grundmodell 4 x 103 2 x 103 1 s
elem |L| ≤ 15, |E| = 3 {app} 1 x 105 4 x 104 8min
|L| ≤ 15, |E| = 3 {app,rev} 5 x 103 5 x 103 20 s
Tabelle 8.1: Vergleich der Versuche: Modellgenerierung in einem Schritt mit
Alloy, in einem Schritt mit Kodkod, inkrementell mit Kodkod
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Abbildung 8.5: Erweiterung um die Operation reverse.
Vorgehen dramatische Verbesserungen, siehe die letzten drei Zeilen in der Tabel-
le 8.1. Ein weiterer Unterschied zwischen den Berechnungen ist die effizientere
Kodierung in die CNF bei Kodkod und dadurch schnelleres SAT-Lo¨sen. Z.B.,
fu¨r die Berechnung des Grundmodells mit Alloy wird ein SAT-Problem mit 105
Klauseln in 4 Minuten generiert und gelo¨st. Im Gegensatz bei der Anwendung
von Kodkod wird ein SAT-Problem mit 30 000 Klauseln in einer Sekunde gene-
riert und gelo¨st.
8.3.1 Partitionierung der Spezifikation
Die Feststellung der Reihenfolge der Partitionierung der Spezifikation wird kom-
plizierter sobald man gro¨ßere Spezifikationen betrachtet. Die Spezifikationen
ko¨nnen viele Datentypen und Operationen enthalten, mit beliebigen Abha¨ngig-
keiten untereinander. Betrachten wir die Fallstudie aus dem Kapitel 6 als Bei-
spiel. Folgende Sorten kommen hier vor:
PID, Ref (nicht generiert)
RefList, PID-or-None, Cell, Integer-Inf (freie)
Integer, Heap, IntSet (nicht freie)
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Abbildung 8.6: Hierarchie der Datentypen und die Abha¨ngigkeiten der Opera-
tionen.
Die Spezifikationshierarchie gibt bereits den ersten Hinweis fu¨r die Partitio-
nierungsreihenfolge. Im ersten Schritt werden die endlichen Grundmodelle der
vorgegebenen Gro¨ßen fu¨r die rekursiven Datentypen unter Beru¨cksichtigung der
Abha¨ngigkeiten berechnet:
1 Integer
2 IntSet, Integer-Inf (nicht-interpretiert)
3 Heap, Cell (nicht-interpretiert), Ref
4 RefList, Ref
Bei der Berechnung des Grundmodells fu¨r IntSet werden die nicht-interpretierten
Atome der Sorte Integer-Inf im Modell verwendet, d.h. sie besitzen noch kei-
ne Bedeutung, da die entsprechenden Relationen und Atome der Sorte Integer
106 KAPITEL 8. KODKOD INTEGRATION IN KIV
New
ISIN Delete
SetAbsAux
SetAbsAlloc
Step
Reachable
Path
APPEND
Abbildung 8.7: Partielle Ordnung auf der Menge der Operationssymbole.
fehlen. Nun werden Schrittweise die Operationen dazuberechnet. Die Priorisie-
rung resultiert wieder aus der Spezifikationshierarchie: zuerst werden die “loka-
len” Operationen betrachtet, die nur die benachbarten Datentypen involvieren.
Anschließend betrachtet man die Operationen, in denen die Datentypen aus
verschiedenen Grundmodellen vorkommen. Dabei werden die Abha¨ngigkeiten
beru¨cksichtigt, siehe Abbildung 8.6.
Das Ziel ist die Berechnung einer partielle Ordnung1 auf der Menge von Ope-
rationssymbolen Ops aufbauen. Die Bla¨tter (keine ausgehenden Kanten) sind
die Operationen, die nur Konstruktoren verwenden oder unspezifizierten Opera-
tionen. Fu¨r unseren Beispiel erha¨lt man folgendes Diagramm, siehe Abbildung
8.7. Aus der Ordnung wird die Reihenfolge, in der die Operationen schritt-
weise mit Kodkod berechnet werden, bestimmt. Z.B., fu¨r die Berechnung der
Operation SetAbsAux werden zuerst die notwendigen Datentypen bestimmt:
{Heap, IntSet, Integer, Cell}. Dann werden im Diagramm 8.7 alle Nachfahren
von SetAbsAux ermittelt: ISIN : Heap × Ref , Delete : Set × Integer → Set.
Fu¨r die Berechnung von SetAbsAux mu¨ssen vorher die folgenden Teile berechnet
werden:
• Grundmodelle vorgegebener Gro¨ße fu¨r {Heap, IntSet, Integer, Cell} und
• die Operationen ISIN, Delete
Falls es in dem oberen Graphen Zyklen gibt (gegenseitige Abha¨ngigkeiten), dann
werden die starken Zusammenhangskomponenten bestimmt und die betreffen-
den Operationen immer gleichzeitig behandelt. Diese Berechnungen sind bereits
in der entsprechenden Prozedur in Rahmen der fru¨heren Arbeit [37] zur Inte-
gration der automatischen Beweisern implementiert.
8.3.2 Aktualisierungen
Bei der Kombinierung der Grundmodelle von Heap und Cell stoßen wir auf ein
prinzipielles Problem, das die das inkrementelle Vorgehen bei Operationen, die
die beide Datentypen verwenden, verhindert. Z.B. die Operation SetAbsAux.
1Vorausgesetzt gibt es keine gegenseitig abha¨ngigen Definitionen.
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Abbildung 8.8: Mo¨glichkeiten bei der Kombination zweier endlichen Grundmo-
delle.
Betrachten wir ein endliches Termmodell von Heap, wo Cell erstmal nicht in-
terpretiert ist, und ein endliches Termmodell fu¨r Cell. Es gibt viele Mo¨glichkei-
ten wie die beiden Grundmodelle zu einem Modell kombiniert werden ko¨nnen,
siehe Abbildung 8.8. Die kombinatorisch vielen Mo¨glichkeiten die Modelle zu
kombinieren stellt ein Problem fu¨r die Fehlersuche dar. Die Entscheidung eine
bestimmte Zuordnung zu wa¨hlen schra¨nkt den Suchraum erheblich ein. Es be-
steht die Gefahr, das dabei viele Fehler verloren gehen und unentdeckt bleiben.
Um eine mo¨glichst maximalen Abdeckung der endlichen Teilmodelle zu errei-
chen verzichten wir an der Stelle auf das inkrementelle Berechnung. D.h. solche
Operationen werden nicht inkrementell berechnet.
8.4 Zusammenfassung
Die Kodkod Integration in KIV hat sehr viele Mo¨glichkeiten fu¨r die praktische
Evaluation des Ansatzes ermo¨glicht. Vorher mu¨ssten die Alloy Spezifikationen
manuell eingetippt werden. Jetzt wird automatisch aus der KIV Spezifikation ein
Kodkod Problem erstellt und gelo¨st. Dem Benutzer bleibt nur der analytische
Aufwand fu¨r die Kompatibilita¨tsu¨berpru¨fungen nicht erspart. Die praktischen
Erfahrungen mit mehreren Fallstudien haben gezeigt, daß dies informell gelo¨st
wird und nicht aufwa¨ndig ist. Die Kodkod Berechnungen werden auf einem
externen Prozess als Threads ausgefu¨hrt und beeinflussen damit das KIV sy-
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stem minimal. Die Schnittstelle zum Kodkod Service erlaubt es die Suchweite
explizit einzustellen und die oberen Zeitschranken fu¨r die Fehlersuche zu defi-
nieren. Durch die feature Flags kodkodax, nokodkodax, kodkodaxstrong, kodko-
daxweak fu¨r die Axiome und Lemmas in KIV Spezifikationen kann der Benutzer
die spezielle Behandlung fu¨r bestimmte Axiome konfigurieren. Da ein Kodkod
Gegenbeispiel als Menge von Tupeln sehr schlecht lesbar ist, wird es in eine be-
nutzerfreundliche Form transformiert und angezeigt. Dabei wird die Belegung
der Variablen im falschen Lemma mit Konstruktortermen gezeigt, sowie die
Funktionstabellen fu¨r die Operationen.
Die ersten Untersuchungen zum inkrementellen Ansatz haben positive Ergeb-
nisse gebracht. Die Technik steigert die Effizienz der Fehlersuche und weist bes-
sere Skalierbarkeit der Methodik auf. Dabei wird das Prinzip ausgenutzt, daß
die bereits gemachten Berechnungen gespeichert und fu¨r die spa¨teren Berech-
nungen wiederverwendet werden ko¨nnen. Dies betrifft nicht nur die Fa¨lle der
Erweiterungen um Operationen (enrichment) sondern auch das Hinzufu¨gen von
weiteren Datentypen in die analysierte KIV Spezifikation. Die Umsetzung und
die Integration in das KIV System ist eine vielversprechende Aufgabe fu¨r die
Zukunft.
Kapitel 9
Zusammenfassung
9.1 Resultate und Erfahrungen
Abstrakte Datentypen eignen sich sehr gut fu¨r die High-Level Spezifikation von
Software. Die algebraischen Spezifikationen von abstrakten Datentypen bringen
durch die Strukturierung gute U¨berschaubarkeit des Entwurfs und erlauben die
Ausdruckssta¨rke der Logik der ersten Stufe. Wir haben einen Ansatz zur Feh-
lersuche mittels endlichen Modellsuche entworfen und auf mehreren Fallstudien
evaluiert. Es wurde eine prototypische Implementierung in Java gemacht, die
den Modellgenerator und Constraint Solver Kodkod benutzt.
Wir haben eine Methodik [12] entwickelt die fu¨r die freien Datentypen automa-
tisch und fu¨r die nicht-freien Datentypen automatisiert die endliche Modellsuche
ermo¨glicht. Der urspru¨ngliche Ansatz von Kuncak und Jackson [26] funktionier-
te nur fu¨r die freien Datentypen und eine Sprache, die auf Selektorfunktionen
beschra¨nkt war. Wir haben ihn auf beliebige rekursive oder nicht-rekursive Ope-
rationen [11], sowie nicht-freien Datentypen [10] erweitert. Es wurden die for-
malen Kriterien aufgestellt, die die Korrektheit der Erweiterung garantieren. In
dieser Arbeit wird die Klasse der analysierbaren Formeln formal definiert (UBE
Formeln). Die meisten Theoreme in betrachteten KIV Fallstudien geho¨rten zu
dieser Klasse und waren damit fu¨r die Widerlegung mittels der endlichen Gegen-
beispielsuche geeignet. Der Ansatz zur Spezifikation der endlichen Strukturen,
die isomorph zu endlichen Teilmodellen der unendlichen Termalgebren sind, liegt
im Kern der Arbeit. Dabei wird vorausgesetzt, daß die endlichen Teilstrukturen
abgeschlossen bezu¨glich einer festen Pra¨ordnung auf der Doma¨ne der unendli-
chen Struktur sind. Diese Abgeschlossenheit ist fu¨r die Erhaltung der Semantik
der Operationsdefinitionen beim U¨bergang auf die endlichen Modelle entschei-
dend.
Die Effizienz, mit der Kodkod die falschen Lemmas aufgedeckt hat, ist beein-
druckend. Obwohl die Vergro¨ßerung der Suchweite zu einer Zustandsexplosion
fu¨hrt, waren in den meisten Fa¨llen relativ kleinen oberen Schranken ausreichend.
Um eine bessere Skalierbarkeit zu erreichen haben wir eine inkrementelle Tech-
nik zur Modellgenerierung entwickelt. Die Technik fu¨hrt die Modellberechnun-
gen iterativ aus und ermo¨glicht somit effizientere und schnellere Modellsuche.
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Um die praktische Relevanz der Methodik nachzuweisen haben wir sie auf die
Fallstudien realistischer Gro¨ße angewandt. Die Sta¨rken der automatischen Feh-
lersuche waren sofort zu erkennen. In Sekundenschnelle konnten Dutzende von
Lemmas u¨berpru¨ft werden. Fu¨r die Falschen Theoreme wurden endliche Ge-
genbeispiele generiert, die sie widerlegten. Es bleibt aber dem Benutzer nicht
erspart die Fehlerursache zu finden und zu beheben. Allerdings, hilft das Werk-
zeug dabei indem es die Belegung der Variablen im falschen Lemma anzeigt, die
das Lemma falsifiziert.
9.2 Ausblick
Wir betrachten die mo¨glichen weiteren Entwicklungen dieser Arbeit aus drei
Sichten: Verbesserung der Realisierung der Technik zur Fehlersuche, Erweite-
rung der Kernmethodik auf weitere formale Sprachen, Ausweitung der Anwen-
dungsdoma¨ne fu¨r die ho¨here Effizienz und Qualita¨t in der Softwareentwicklung.
Verbesserung der Realisierung
Der Ansatz zur Inkrementellen Modellgenerierung in Kapitel 8 wurde nur pro-
totypisch in Kodkod realisiert. Ein Werkzeug wie Kato [56], der automatisch
die Reihenfolge fu¨r schrittweise Modellkonstruktion berechnet, bleibt noch um-
zusetzen. Es wurde experimentell gezeigt, daß die Gro¨ße der SAT-Instanz ex-
ponentiell mit der Modellgro¨ße wa¨chst. Vor allem fu¨r die Testfallgenerierung ist
es interessant gro¨ßere Instanzen zu berechnen. Um das zu erzielen, muss man
den inkrementellen Ansatz in Kapitel 8 um die inkrementelle Berechnung der
Doma¨ne der Termalgebra erweitern. Die Kompatibilita¨tsu¨berpru¨fung der Ope-
rationsdefinitionen nimmt bei gro¨ßeren Fallstudien viel Zeit in Anspruch, siehe
Kapitel 7. Eine Realisierung der automatischen Prozedur in Abschnitt 4.3.5
muss noch implementiert werden.
Erweiterung der Kernmethodik
Das KIV System hat eine vielzahl an Formalismen zur formalen Spezifikation
von Software. Diese Arbeit behandelt den grundlegenden Formalismus: algebrai-
schen Spezifikationen der abstrakten Datentypen mit Sprache eingeschra¨nkt auf
die Logik der ersten Stufe. Als na¨chster Schritt ist es natu¨rlich eine Erweiterung
auf die Logik der ho¨heren Stuffe (HOL) vorzunehmen. In vielen Fallstudien mit
zustandsbasierten Spezifikationen werden die bekannten Formalismen Tempo-
rale Logik (TL) und Abstrakte Zustandsmaschinen verwendet. Diese wiederum
verwenden Datentypen fu¨r die Beschreibung des Zustands. Als eine interessante
Weiterentwicklung der Methodik in dieser Arbeit wa¨re eine Kombination von
Alloy mit einem modernem Modell Checker, z.B. SMV [49]. Dabei konnte Alloy
zur Berechnung der Abstraktion und SMV zur Zustandsexploration verwendet
werden.
Ausweitung der Anwendungsdoma¨ne
Die klassische Anwendung der Technik in dieser Arbeit ist die effiziente Auf-
deckung von falschen Lemmas in algebraischen Spezifikationen. Alternativ ko¨nnen
damit die Fehler in der Spezifikation entdeckt werden. Es ist fu¨r den Benutzer
vor allem bei gro¨ßeren Spezifikationen aufwendig die Fehlerursache zu lokalisie-
ren. Nun ko¨nnen mit der neuen Technik, die in Kodkod realisiert wurde [53], die
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Axiome gefunden werden, die zur Falsifizierung eines Theorems beitragen. Diese
zusa¨tzliche Information kann dem Benutzer die Fehlerlokalisierung erleichtern.
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Anhang A
Spezifikationen
A.1 KIV Spezifikationen
A.1.1 KIV Bibliothek: Listen
Abbildung A.1: Entwicklungsgraph der KIV Bibliothek.
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Das Bibliothek entha¨lt die essentiellen Datentypen, die in KIV Fallstudien ver-
wendet werden,siehe Abbildung A.1. Wir unterscheiden zwischen drei Arten von
Ddatentypen: frei generierten (gelb), nicht-frei generierten (orange) und nicht
generierten Datentypen (blau). Alle anderen spezifikationen (gru¨n) sind Erwei-
terungen der Datentypspezifikationen um beliebige Operationen (Funktionen
oder Pra¨dikate).
Der bekannte Beispiel fu¨r einen freien Datentyp sind die Listen. Im folgenden
sind die KIV Spezifikation list-data) und Erweiterungen list (einfache Operatio-
nen auf Listen), list-dup (duplikat-freie Listen), list-last, list-del (Operation de-
lete), list-set (Mengenoperationen auf Listen), list-perm (Permutationen), olist
(geordnete Listen), olist-sort (Sortieren) aufgelistet:
list-data =
generic data specification
parameter elem using nat
list = []
| . + . prio 9 (. .first : elem ; . .rest : list ;) prio 9
;
variables x, y, z, x0, y0, z0, x1, y1, z1, x2, y2, z2: list;
size functions # . : list → nat ;
order predicates . < . : list × list;
end generic data specification
list =
enrich list-data with
functions
. ’ : elem → list ;
. + . : list × list → list prio 9;
. + . : list × elem → list prio 9;
. + . : elem × elem → list prio 9;
predicates . ∈ . : elem × list;
axioms
Nil : [] + x = x;
Cons : (a + x) + y = a + x + y;
One : a ’ = a + [];
Last : x + a = x + a ’;
Two : a + b = a ’ + b ’;
In : a ∈ x ↔ (∃ y, z. x = y + a + z);
end enrich
list-dup =
A.1. KIV SPEZIFIKATIONEN 115
enrich list with
functions
. ++ . : list × elem → list prio 9 left;
rmdup : list → list ;
predicates
dups : list;
disj : list × list;
axioms
rmdup-e : rmdup([]) = [];
rmdup-y : a ∈ x → rmdup(a ’ + x) = rmdup(x);
rmdup-n : ¬ a ∈ x → rmdup(a ’ + x) = a + rmdup(x);
adjoin-in : a ∈ x → x ++ a = x;
adjoin-notin : ¬ a ∈ x → x ++ a = a + x;
dups : dups(x) ↔ (∃ a, x0, y, z. x = x0 + a + y + a + z);
disjoint : disj(x, y) ↔ (∀ a. ¬ (a ∈ x ∧ a ∈ y));
end enrich
list-last =
enrich list-dup with
functions
. .last : list → elem ;
. .butlast : list → list ;
butlastn : nat × list → list ;
rev : list → list ;
mklist : elem × nat → list ;
fillfirst : nat × elem × list → list ;
predicates
. ⊑ . : list × list;
. ⊒ . : list × list;
axioms
last : x 6= [] → x.butlast + x.last = x;
rev-e : rev([]) = [];
rev-r : rev(a ’ + x) = rev(x) + a;
mk-len : # mklist(a, n) = n;
mk-elem : a ∈ mklist(b, n) → a = b;
butlastN-base : butlastn(0, x) = x;
butlastN-rec : butlastn(n + 1, x) = butlastn(n, x.butlast);
fillfirst-longer : n ≤ # x → fillfirst(n, a, x) = x;
fillfirst-fill : # x < n → fillfirst(n, a, x) = mklist(a, n - # x) + x;
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prefix : x ⊑ y ↔ (∃ z. x + z = y);
postfix : x ⊒ y ↔ (∃ z. z + x = y);
end enrich
list-del =
enrich list-last with
functions
. -l . : list × elem → list prio 9;
. -1l . : list × elem → list prio 9;
. -1l . : list × nat → list prio 9;
. [ . ] : list × nat → elem prio 2;
pos : elem × list → nat ;
. [ . ] : list × nat × elem → list ;
sublist : nat × nat × list → list ;
firstn : nat × list → list ;
restn : nat × list → list ;
lastn : nat × list → list ;
frome : list × elem → list ;
axioms
del-e : [] -l a = [];
del-y : (a ’ + x) -l a = x -l a;
del-n : a 6= b → (b ’ + x) -l a = b ’ + x -l a;
del1-e : [] -1l a = [];
del1-y : (a ’ + x) -1l a = x;
del1-n : a 6= b → (b ’ + x) -1l a = b ’ + x -1l a;
delpos-empty : [] -1l n = [];
delpos-base : (a ’ + x) -1l 0 = x;
delpos-rec : (a ’ + x) -1l n + 1 = a + x -1l n;
get-zero : a ’ + x[0] = a;
get-succ : a ’ + x[n + 1] = x[n];
pos-e : pos(a, []) = 0;
pos-y : pos(a, a ’ + x) = 0;
pos-n : a 6= b → pos(a, b ’ + x) = pos(a, x) + 1;
put-zero : b ’ + x[0, a] = a + x;
put-succ : b ’ + x[n + 1, a] = b + x[n, a];
sublist-def : sublist(m, n, x) = firstn(n, restn(m, x));
firstN-zero : firstn(0, x) = [];
firstN-rec : firstn(n + 1, x) = x.first + firstn(n, x.rest);
restN-zero : restn(0, x) = x;
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restN-rec : restn(n + 1, x) = restn(n, x.rest);
lastN-zero : lastn(0, x) = [];
lastN-rec : lastn(n + 1, x) = lastn(n, x.butlast) + x.last;
fromE-empty : frome([], a) = [];
fromE-yes : frome(a ’ + x, a) = a ’ + x;
fromE-no : a 6= b → frome(a ’ + x, b) = frome(x, b);
end enrich
list-set =
enrich list-del with
functions
. ∪ . : list × list → list prio 9;
. \ . : list × list → list prio 9;
filter : list × list → list ;
predicates . ⊆ . : list × list;
axioms
subset : x ⊆ y ↔ (∀ a. a ∈ x → a ∈ y);
union : x ∪ y = rmdup(x + y);
diff-e : [] \ y = [];
diff-y : a ∈ y → (a ’ + x) \ y = x \ y;
diff-n : ¬ a ∈ y → (a ’ + x) \ y = a + x \ y;
filt-e : filter([], y) = [];
filt-y : a ∈ y → filter(a ’ + x, y) = a ’ + filter(x, y);
filt-n : ¬ a ∈ y → filter(a ’ + x, y) = filter(x, y);
end enrich
list-perm =
enrich list-set with
functions #oc : elem × list → nat ;
predicates
perm : list × list;
. ⊆m . : list × list;
axioms
oc-e : #oc(a, []) = 0;
oc-y : #oc(a, a ’ + x) = #oc(a, x) + 1;
oc-n : a 6= b → #oc(a, b ’ + x) = #oc(a, x);
msubset : x ⊆m y ↔ (∀ a. #oc(a, x) ≤ #oc(a, y));
perm : perm(x, y) ↔ x ⊆m y ∧ y ⊆m x;
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end enrich
olista =
actualize list-perm with gelem by morphism
end actualize
olist =
enrich olista with
functions
ins≤ : elem × list → list ;
merge : list × list → list ;
predicates
ordered≤ : list;
ordered< : list;
axioms
le-e : ordered≤([]);
le-o : ordered≤(a ’);
le-r : ordered≤(a ’ + b ’ + x) ↔ ¬ b < a ∧ ordered≤(b + x);
ls-e : ordered<([]);
ls-o : ordered<(a ’);
ls-r : ordered<(a ’ + b ’ + x) ↔ a < b ∧ ordered<(b + x);
ins-e : ins≤(a, []) = a ’;
ins-y : ¬ b < a → ins≤(a, b ’ + x) = a + b + x;
ins-n : b < a → ins≤(a, b ’ + x) = b + ins≤(a, x);
end enrich
olist-sort =
enrich olist with
functions sort : list → list ;
axioms
Ordered : ordered≤(sort(x));
Perm : perm(x, sort(x));
end enrich
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A.1.2 Nicht-blockierende Mengen
abs =
enrich intset, path with
predicates
abs : Ref × heap × intset;
absh : intinf × Ref × heap × intset;
variables
Head0, Head1, Head: Ref;
H0, H1, H2: heap;
pid: PId;
bv, bv’: bool;
axioms
abs-def :
abs(Head, H, s)
↔ Head ∈ H
∧ Head 6= null
∧ H[Head].nxt 6= null
∧ H[Head].i∞ = -∞
∧ absh(-∞, H[Head].nxt, H, s);
absh-base : absh(i∞, r, H, ∅) ↔ r ∈ H ∧ r 6= null ∧ H[r].nxt = null
∧ H[r].i∞ = ∞;
absh-rec :
s 6= ∅
→ ( absh(i∞, r, H, s)
↔ r ∈ H
∧ r 6= null
∧ i∞ < H[r].i∞
∧ H[r].i∞ 6= ∞
∧ H[r].i∞.i ∈ s
∧ H[r].nxt 6= null
∧ absh(H[r].i∞, H[r].nxt, H, s – H[r].i∞.i));
end enrich
path =
enrich reflist, newalloc with
predicates
path : reflist × heap;
reachable : Ref × Ref × heap;
variables H: heap;
axioms
path-empty : ¬ path([], H);
path-one : path(r ’, H) ↔ ¬ ¬ (r ∈ H ∧ r 6= null);
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path-two :
path(r ’ + r0 ’, H) ↔ ¬ ¬ (r ∈ H ∧ r0 ∈ H ∧ r 6= null ∧ r 6= null ∧
H[r].nxt = r0);
path-cons :
path(r ’ + r0 ’ + x, H) ↔ ¬ ¬ (r ∈ H ∧ r 6= null ∧ H[r].nxt = r0 ∧
path(r0 ’ + x, H));
reachable-def : reachable(r, r0, H) ↔ (∃ x. path(r ’ + x, H) ∧ (r ’ +
x).last = r0);
end enrich
cell =
data specification
using Ref, PidorNone, int-inf
cell = mk (. .i∞ : intinf ; . .pin : PIdorNone ; . .nxt : Ref ;);
variables ce: cell;
end data specification
PidorNone =
data specification
using PId
PIdorNone = p . q (. .pid : PId ;)
| none
;
variables pin: PIdorNone;
end data specification
int-inf =
enrich int-inf-basic with
predicates . < . : intinf × intinf;
axioms
neginf-less : -∞ < i∞ ↔ i∞ 6= -∞;
less-inf : i∞ < ∞ ↔ i∞ 6= ∞;
less-int : piq < pi0q ↔ i < i0;
not-less-neginf : ¬ i∞ < -∞;
not-inf-less : ¬ ∞ < i∞;
end enrich
int-inf-basic =
data specification
using int-basic1
intinf = p . q (. .i : int ;)
| -∞
| ∞
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;
variables i∞: intinf;
end data specification
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Abbildung A.2: Entwicklungsgraph der Fallstudie u¨ber die nicht-blockierenden
Mengen.
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A.2 Alloy Spezifikationen
A.2.1 KIV Bibliothek: Listen
module list_benchmark
open nat
---------------------------
---- signature: list ----
---------------------------
abstract sig List {
-- list basis
cplx: one Nat,
-- list functions and predicates
-- #1 specification: list
app: List -> lone List,
lastcons: Elem -> lone List,
r_isin: set Elem, -- reversed arguments
-- #2 specification: list-dup
adjoin: Elem -> lone List,
rmdup: lone List,
disjoin: set List,
-- #3 specification: list-last
last: lone Elem,
butlast: lone List,
r_butlastn: Nat -> lone List, -- reversed arguments
rev: lone List,
r_fillfirst: Nat -> Elem -> lone List, -- reversed arguments
prefix: set List,
postfix: set List,
-- #4 specification: list-del
del: Elem -> lone List,
del1: Elem -> lone List,
delpos: Nat -> lone List,
get: Nat -> lone Elem,
r_pos: Elem -> lone Nat, -- reversed arguments
put: Nat -> Elem -> lone List,
r_sublist: Nat -> Nat-> lone List, -- reversed arguments
r_firstn: Nat -> lone List, -- reversed arguments
r_restn: Nat -> lone List, -- reversed arguments
r_lastn: Nat -> lone List, -- reversed arguments
frome: Elem -> lone List,
-- #5 specification: list-set
union: List -> lone List,
diff: List -> lone List,
filter: List -> lone List,
subset: set List,
-- #6 specification: list-perm
r_oc: Elem -> lone Nat, -- reversed arguments
perm: set List,
msubset: set List,
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-- #7 specification: olist
r_ins: Elem -> lone List, -- reversed arguments
merge: List -> lone List,
-- #8 specification: olist-sort
sort: lone List
}
one sig Nil extends List {}
sig Cons extends List {
first: Elem,
rest: List
}
----------------------------
-- monadic predicates --
----------------------------
-- #2 specification: list-dup
sig dups in List {}
-- #7 specification: olist
sig le in List {}
sig ls in List {}
----------------------
---- SUA axioms ----
----------------------
fact Uniqueness {
all l,l’: Cons |
l.first = l’.first and l.rest = l’.rest => l = l’
}
fact Acyclic {
no l: Cons | l in l.^rest
}
-- CPLX (term size)
-- KIV view
-- (1) cplx([]) = 0
-- (2) cplx(a + x) = 1 + cplx(x)
fact CPLX {
cplx = {x: List, n: Nat |
(x = Nil and n = Zero) or
some z1: List, a: Elem, m1: Nat | {
cons[a,z1,x]
(z1->m1) in cplx
succ[n,m1]
}
}
}
------------------------
---- predicates ----
------------------------
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pred cons [e: Elem, l: List, c: List] {
c.first = e and c.rest = l
}
-----------------------------
---- signature: elem ----
-----------------------------
sig Elem {
-- basis
els: set Elem,
-- #1 specification: list
mklist01: lone List,
mklist02: Elem -> lone List,
-- #3 specification: list-last
mklist: Nat -> lone List
}
fact ORDER_IRREFLEX {
no a: Elem | (a->a) in els
}
fact ORDER_TRANSITIVE {
all a,b,c: Elem | (a->b) in els and (b->c) in els => (a->c) in els
}
fact ORDER_TOTAL {
all a,b: Elem | (a->b) in els or (b->a) in els or a = b
}
--------------------------------
---- s,k - completeness ----
--------------------------------
-- Finite Generator
fact FiniteGenerate {
all x: List, a: Elem | lt[x.cplx,Zero.~prede.~prede] => some y: List | cons[a,x,y]
}
fact FiniteClose {
all x: List | lte[x.cplx,Zero.~prede.~prede]
}
-- nat constants
-- K = 1 (Zero.~prede)
-- K = 2 (Zero.~prede.~prede)
-------------------------------------------
---- axioms for enriched operations ----
-------------------------------------------
----------------------------------
--- #1 specification: list ---
----------------------------------
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-- MKLIST01
-- KIV axioms
-- (1) a ’ = a + @
fact MKLIST01 {
mklist01 = {a: Elem, x: List | cons[a,Nil,x]
}
}
-- APPEND
-- KIV axioms
-- (1) Nil ++ x = x
-- (2) (a + x) ++ y = a + (x ++ y)
fact APPEND {
app = {x,y,z: List |
(x = Nil and z=y)
or
some z1,z2: List, a: Elem | {
cons[a,z1,x]
(z1->y->z2) in app
cons[a,z2,z]
}
}
}
-- LASTCONS
-- KIV axioms
-- (1) x + a = x + a ’
fact LASTCONS {
lastcons = {x: List, a: Elem, y: List | app[x][mklist01[a]] = y
}
}
-- MKLIST02
-- KIV axioms
-- (1) a + b = a ’ + b ’
fact MKLIST02 {
mklist02 = {a,b: Elem, x: List | app[mklist01[a]][mklist01[b]] = x
}
}
-- ISIN
-- KIV axioms
-- a in x <-> exists z1,z2. x = z1 + (a + z2)
fact ISIN {
r_isin = {x : List, a: Elem | some z1,z2,z3 : List |
cons[a,z2,z3] and (z1->z3->x) in app
}
}
--------------------------------------
--- #2 specification: list-dup ---
--------------------------------------
-- ADJOIN
-- KIV axioms
-- (1) a in x -> x ++ a = x
-- (2) not a in x -> x ++ a = a + x
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fact ADJOIN {
adjoin = {x: List, a: Elem, y: List |
(x->a) in r_isin and y = x
or
not (x->a) in r_isin and cons[a,x,y]
}
}
-- RMDUP
-- KIV axioms
-- (1) rmdup([]) = []
-- (2) a in x -> rmdup(a ’ + x) = rmdup(x)
-- (3) not a in x -> rmdup(a ’ + x) = a + rmdup(x)
fact RMDUP {
rmdup = {x: List, y: List |
x = Nil and y = Nil
or
(some z: List, a: Elem | cons[a,z,x] and (z->a) in r_isin and (z->y) in rmdup)
or
(some z1,z2: List, a: Elem | cons[a,z1,x] and not (z1->a) in r_isin and
(z1->z2) in rmdup and cons[a,z2,y])
}
}
-- DISJOIN
-- KIV axiom
-- disjoin(x,y) <-> forall a. not (a in x and a in y)
fact DISJOIN {
disjoin = {x,y: List | all a : Elem |
not ((x->a) in r_isin and (y->a) in r_isin)
}
}
/*
-- OutOfMemory: checkable only for K = 1
-- DUPS
-- KIV axiom
-- dups(x) <-> (exist a, x0, y, z. x = x0 + (a + (y + (a + z))))
fact DUPS {
dups = {x: List | some a: Elem, x0,y,z,z1,z2,z3: List |
cons[a,z,z1] and z2 = app[y][z1] and cons[a,z2,z3] and x = app[x0][z3]
}
}
*/
-- DUPS-LIGHT
fact DUPS {
dups = {x: List | some a: Elem, x0,y0: List |
x = app[x0][y0] and (x0->a) in r_isin and (y0->a) in r_isin
}
}
---------------------------------------
--- #3 specification: list-last ---
---------------------------------------
-- LAST_BUTLAST
-- KIV axiom
-- x != @ -> x .butlast + x .last = x
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fact LAST_BUTLAST {
all x: List | not x = Nil => x = lastcons[butlast[x]][last[x]]
}
-- BUTLASTN
-- KIV axiom
-- (1) butlastn(0, x) = x
-- (2) butlastn(n + 1, x) = butlastn(n, x .butlast)
fact BUTLASTN {
r_butlastn = {x: List, n: Nat, y: List |
n = Zero and y = x
or
(some m: Nat | n = m.~prede and (butlast[x]->m->y) in r_butlastn)
}
}
-- REV
-- KIV axiom
-- (1) rev([]) = []
-- (2) rev(a ’ + x) = rev(x) + a
fact REV {
rev = {x,y: List |
x = Nil and y = Nil
or
(some a: Elem, z1,z2: List | app[mklist01[a]][z1] = x and (z1->z2) in rev and
lastcons[z2][a] = y)
}
}
-- MKLIST
-- KIV axiom
-- (1) # mklist(a, n) = n
-- (2) a in mklist(b, n) -> a = b
fact MKLIST {
mklist = {a: Elem, n: Nat, x: List |
(x->n) in cplx and
(all b: Elem | (x->b) in r_isin => b = a)
}
}
-- FILLFIRST
-- KIV axiom
-- (1) n <= # x -> fillfirst(n, a, x) = x
-- (2) # x < n -> fillfirst(n, a, x) = mklist(a, n - # x) + x
fact FILLFIRST {
r_fillfirst = {x: List, n: Nat, a: Elem, y: List |
lte[n,cplx[x]] and y = x
or
lt[cplx[x],n] and y = app[mklist[a][sub[n][cplx[x]]]][x]
}
}
--------------------------------------
--- #4 specification: list-del ---
--------------------------------------
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-- DEL
-- KIV axiom
-- (1) [] -l a = [];
-- (2) (a ’ + x) -l a = x -l a;
-- (3) a != b -> (b ’ + x) -l a = b ’ + (x -l a)
fact DEL {
del = {x: List, a: Elem, y: List |
x = Nil and y = Nil
or
(some z: List | cons[a,z,x] and y = del[z][a])
or
(some b: Elem, z: List | not a = b and cons[b,z,x] and cons[b,del[z][a],y])
}
}
-- DEL1
-- KIV axiom
-- (1) @ -1l a = @
-- (2) (a ’ + x) -1l a = x
-- (3) a != b -> (b ’ + x) -1l a = b ’ + (x -1l a)
fact DEL1 {
del1 = {x: List, a: Elem, y: List |
x = Nil and y = Nil
or
(some z: List | cons[a,z,x] and y = z)
or
(some b: Elem, z: List | not a = b and cons[b,z,x] and cons[b,del1[z][a],y])
}
}
-- DELPOS
-- KIV axiom
-- (1) [] -1l n = []
-- (2) (a ’ + x) -1l 0 = x
-- (3) (a ’ + x) -1l (n + 1) = a + (x -1l n)
fact DELPOS {
delpos = {x: List, n: Nat, y: List |
x = Nil and y = Nil
or
(some a: Elem, z: List | cons[a,z,x] and n = Zero and y = z)
or
(some a: Elem, z: List, m: Nat | cons[a,z,x] and n = m.~prede and
cons[a,delpos[z][m],y])
}
}
-- GET
-- KIV axiom
-- (1) (a ’ + x)[0] = a
-- (2) (a ’ + x)[n + 1] = x[n]
fact GET {
get = {x: List, n: Nat, a: Elem |
not x = Nil and
(n = Zero and a = x.first
or
not n = Zero and a = get[x.rest][n.prede])
}
}
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-- POS
-- KIV axiom
-- (1) pos(a, []) = 0
-- (2) pos(a, a ’ + x) = 0
-- (3) a != b -> pos(a, b ’ + x) = pos(a, x) + 1
fact POS {
r_pos = {x: List, a: Elem, n: Nat |
x = Nil and n = Zero
or
(some z: List | cons[a,z,x] and n = Zero)
or
(some b: Elem, z: List | not a = b and cons[b,z,x] and n = r_pos[z][a].~prede)
}
}
-- PUT
-- KIV axiom
-- (1) (b ’ + x)[0, a] = a + x
-- (2) (b ’ + x)[n + 1, a] = b + x[n, a]
fact PUT {
put = {x: List, n: Nat, a: Elem, y: List |
not x = Nil and
(n = Zero and cons[a,x.rest,y]
or
not n = Zero and cons[x.first,put[x.rest][n.prede][a],y])
}
}
-- SUBLIST
-- KIV axiom
-- (1) sublist(m, n, x) = firstn(n, restn(m, x))
fact SUBLIST {
r_sublist = {x: List, m,n: Nat, y: List |
y = r_firstn[r_restn[x][m]][n]
}
}
-- FIRSTN
-- KIV axiom
-- (1) firstn(0, x) = []
-- (2) firstn(n + 1, x) = x .first + firstn(n, x .rest)
fact FIRSTN {
r_firstn = {x: List, n: Nat, y: List |
n = Zero and y = Nil
or
not n = Zero and cons[x.first,r_firstn[x.rest][n.prede],y]
}
}
-- RESTN
-- KIV axiom
-- (1) restn(0, x) = x
-- (2) restn(n + 1, x) = restn(n, x .rest)
fact RESTN {
r_restn = {x: List, n: Nat, y: List |
n = Zero and y = x
or
not n = Zero and y = r_restn[x.rest][n.prede]
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}
}
-- LASTN
-- KIV axiom
-- (1) lastn(0, x) = []
-- (2) lastn(n + 1, x) = lastn(n, x .butlast) + x .last
fact LASTN {
r_lastn = {x: List, n: Nat, y: List |
n = Zero and y = Nil
or
not n = Zero and y = lastcons[r_lastn[butlast[x]][n.prede]][last[x]]
}
}
-- FROME
-- KIV axiom
-- (1) frome([], a) = []
-- (2) frome(a ’ + x, a) = a ’ + x
-- (3) a != b -> frome(a ’ + x, b) = frome(x, b)
fact FROME {
frome = {x: List, a: Elem, y: List |
x = Nil and y = Nil
or
(some z: List | cons[a,z,x] and cons[a,z,y])
or
(some b: Elem, z: List | not a = b and cons[b,z,x] and y = frome[z][a])
}
}
--------------------------------------
--- #5 specification: list-set ---
--------------------------------------
-- SUBSET
-- KIV axiom
-- x sub y <-> all a in x -> a in y
fact SUBSET {
subset = {x,y : List |
all a: Elem | (x->a) in r_isin => (y->a) in r_isin
}
}
-- UNION
-- KIV axiom
-- (1) x U y = rmdup(x + y)
fact UNION {
union = {x,y,z: List | z = rmdup[app[x][y]]
}
}
-- DIFF
-- KIV axiom
-- (1) [] y = []
-- (2) a in y -> (a ’ + x) y = x y
-- (3) not a in y -> (a ’ + x) y = a + (x y)
fact DIFF {
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diff = {x,y,z: List |
x = Nil and z = Nil
or
(some a: Elem, z1: List | cons[a,z1,x] and (y->a) in r_isin and z = diff[z1][y])
or
(some a: Elem, z1: List | cons[a,z1,x] and not (y->a) in r_isin and
cons[a,diff[z1][y],z])
}
}
-- FILTER
-- KIV axiom
-- (1) filter([], y) = []
-- (2) a in y -> filter(a ’ + x, y) = a ’ + filter(x, y)
-- (3) not a in y -> filter(a ’ + x, y) = filter(x, y)
fact FILTER {
filter = {x,y,z: List |
x = Nil and z = Nil
or
(some a: Elem, z1: List | cons[a,z1,x] and (y->a) in r_isin and
cons[a,filter[z1][y],z])
or
(some a: Elem, z1: List | cons[a,z1,x] and not (y->a) in r_isin and
z = filter[z1][y])
}
}
---------------------------------------
--- #6 specification: list-perm ---
---------------------------------------
-- OC
-- KIV axiom
-- (1) #oc(a, []) = 0
-- (2) #oc(a, a ’ + x) = #oc(a, x) + 1
-- (3) a != b -> #oc(a, b ’ + x) = #oc(a, x)
fact OC {
r_oc = {x: List, a: Elem, n: Nat |
x = Nil and n = Zero
or
(some z: List | cons[a,z,x] and n = r_oc[z][a].~prede)
or
(some b: Elem, z: List | cons[b,z,x] and not a = b and n = r_oc[z][a])
}
}
-- MSUBSET
-- KIV axiom
-- (1) msubset(x,y) <-> (all a. #oc(a, x) <= #oc(a, y))
fact MSUBSET {
msubset = {x,y: List |
all a: Elem | lte[r_oc[x][a],r_oc[y][a]]
}
}
-- PERM
-- KIV axiom
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-- (1) perm(x, y) <-> msubset(x,y) and msubset(y,x)
fact PERM {
perm = {x,y: List | (x->y) in msubset and (y->x) in msubset
}
}
-----------------------------------
--- #7 specification: olist ---
-----------------------------------
-- INS
-- KIV axiom
-- (1) ins(a, []) = a ’
-- (2) not b < a -> ins(a, b ’ + x) = a + b + x
-- (3) b < a -> ins(a, b ’ + x) = b + ins(a, x)
fact INS {
r_ins = {x: List, a: Elem, y: List |
x = Nil and y = mklist01[a]
or
(some b: Elem, z,z2: List | cons[b,z,x] and not (b->a) in els and
cons[b,z,z2] and cons[a,z2,y])
or
(some b: Elem, z: List | cons[b,z,x] and (b->a) in els and
cons[b,r_ins[z][a],y])
}
}
-- LE
-- KIV axiom
-- (1) ordered([])
-- (2) ordered(a ’)
-- (3) ordered(a ’ + b ’ + x) <-> not b < a and ordered(b + x)
fact LE {
le = {x: List |
x = Nil
or
(some a: Elem | cons[a,Nil,x])
or
(some a,b: Elem, z1,z2: List | cons[b,z1,z2] and cons[a,z2,x] and
not (b->a) in els and z2 in le)
}
}
-- LS
-- KIV axiom
-- (1) ordered<([])
-- (2) ordered<(a ’)
-- (3) ordered<(a ’ + b ’ + x) <-> a < b and ordered<(b + x)
fact LS {
ls = {x: List |
x = Nil
or
(some a: Elem | cons[a,Nil,x])
or
(some a,b: Elem, z1,z2: List | cons[b,z1,z2] and cons[a,z2,x] and
(a->b) in els and z2 in ls)
}
}
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----------------------------------------
--- #8 specification: olist-sort ---
----------------------------------------
-- SORT
-- KIV axiom
-- (1)
-- (2)
fact SORT {
sort = {x,y: List |
y in le and (x->y) in perm
}
}
---------------------------------
---- #8 specification: olist-sort ----
---------------------------------
-- KIV theorem:
-- app: sort(x + ins(a, y)) = ins(a, sort(x + y))
assert T08_01 {
all x,y: List, a: Elem | all z1,z2,z3,z4,z5,z6: List |
z1 = r_ins[y][a] and z2 = app[x][z1] and z3 = sort[z2] and
z4 = app[x][y] and z5 = sort[z4] and z6 = r_ins[z5][a]
=>
(z3 = z6)
}
-- KIV theorem:
-- o: ordered(x) -> sort(x) = x
assert T08_02 {
all x: List | all z1: List | z1 = sort[x]
=>
(x in le => z1 = x)
}
-- KIV theorem:
-- ins: ins(a, sort(x)) = y -> sort(x) = y -1l a
assert T08_03 {
all x,y: List, a: Elem | all z1,z2,z3: List |
z1 = sort[x] and z2 = r_ins[z1][a] and z3 = del[y][a]
=>
(z2 = y => z1 = z3)
}
-- KIV theorem:
-- s: sort(sort(x) + y) = sort(x + y)
assert T08_04 {
all x,y: List | all z1,z2,z3,z4,z5: List |
z1 = sort[x] and z2 = app[z1][y] and z3 = sort[z2] and z4 = app[x][y] and z5 = sort[z4]
=>
(z3 = z5)
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}
-- KIV theorem:
-- s: # sort(x) = # x
assert T08_05 {
all x: List | all z1: List, k1,k2: Nat |
z1 = sort[x] and k1 = cplx[z1] and k2 = cplx[x]
=>
(k1 = k2)
}
-- KIV theorem:
-- s: sort(x) = sort(y) <-> perm(x, y)
assert T08_06 {
all x,y: List | all z1,z2: List | z1 = sort[x] and z2 = sort[y]
=>
(z1 = z2 <=> (x->y) in perm)
}
-- KIV theorem:
-- s: sort(x -1l a) = sort(x) -1l a
assert T08_07 {
all x: List, a: Elem | all z1,z2,z3,z4: List |
z1 = del[x][a] and z2 = sort[z1] and z3 = sort[x] and z4 = del[z3][a]
=>
(z2 = z4)
}
-- KIV theorem:
-- s: perm(ins(a, sort(x)), y) <-> perm(a ’ + x, y)
assert T08_08 {
all x,y: List, a: Elem | all z1,z2,z3: List |
z1 = sort[x] and z2 = r_ins[z1][a] and z3 = app[mklist01[a]][x]
=>
((z2->y) in perm <=> (z3->y) in perm)
}
-- KIV theorem:
-- s: perm(sort(x), y) <-> perm(x, y)
assert T08_09 {
all x,y: List | all z1: List | z1 = sort[x]
=>
((z1->y) in perm <=> (x->y) in perm)
}
-- KIV theorem:
-- in: a in sort(x) <-> a in x
assert T08_10 {
all x: List, a: Elem | all z1: List | z1 = sort[x]
=>
136 ANHANG A. SPEZIFIKATIONEN
((z1->a) in r_isin <=> (x->a) in r_isin)
}
--------------------
---- checks ----
--------------------
------------------------------------------
---- #8 specification: olist-sort ----
------------------------------------------
-- 10 theorems
check T08_01 for exactly 2 Elem, 8 List, 3 Nat
check T08_02 for exactly 2 Elem, 8 List, 3 Nat
check T08_03 for exactly 2 Elem, 8 List, 3 Nat
check T08_04 for exactly 2 Elem, 8 List, 3 Nat
check T08_05 for exactly 2 Elem, 8 List, 3 Nat
check T08_06 for exactly 2 Elem, 8 List, 3 Nat
check T08_07 for exactly 2 Elem, 8 List, 3 Nat
check T08_08 for exactly 2 Elem, 8 List, 3 Nat
check T08_09 for exactly 2 Elem, 8 List, 3 Nat
check T08_10 for exactly 2 Elem, 8 List, 3 Nat
------------------
---- runs ----
------------------
run cons for exactly 2 Elem, 8 List, 3 Nat
-- K = 1
run cons for exactly 2 Elem, exactly 3 List, 2 Nat
run cons for exactly 3 Elem, exactly 3 List, 2 Nat
-- K = 2
run cons for exactly 2 Elem, exactly 7 List, 3 Nat
run cons for exactly 3 Elem, exactly 13 List, 4 Nat
Die Alloy Anweisung run cons for 2 Elem, exactly 7 List, 3 Nat generiert ein
endliches Modell auf Abb. A.3. Die Anweisung run cons for 3 Elem, exactly 13
List, 4 Nat generiert die Instanz auf Abb. A.4.
A.2.2 Nicht-blockierende Mengen
module abs
----------------
--- imports ---
----------------
open nat as Nat
open integer as Integer
open integerinf as IntegerInf
open pid as PID
open ref as Ref
open pidornone as PIDorNone
open cell as Cell
open heap as Heap
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Abbildung A.3: Nur essentiellen Relationen und die sort Relation sind sichtbar.
Elems sind mit els geordnet.
Abbildung A.4: Alternative Visualisierung: first, cplx and sort sind als Attribute
der Atome sichtbar. Elems sind mit der Ordnung els geordnet.
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open reflist as RefList
open status as Status
open intset as IntSet
open bool as Bool
----------------
--- axioms ---
----------------
fact ABSH {
absh = {is: IntSet, ii: IntegerInf, r: Ref, h: Heap |
-- base
is = Empty and (h->r) in isin and not r = Null and at[h][r].nxt = Null and
at[h][r].intinf = PlusInf
or
-- rec
not is = Empty and (h->r) in isin and not r = Null and
(ii->at[h][r].intinf) in iilt and
not at[h][r].intinf = PlusInf and (is->at[h][r].intinf.elem) in isin and
not at[h][r].nxt = Null and
(delete[is][at[h][r].intinf.elem]->at[h][r].intinf->at[h][r].nxt->h) in absh
}
}
fact ABS {
abs = {s: IntSet, r: Ref, h: Heap |
(h->r) in isin and not r = Null and not at[h][r].nxt = Null and
at[h][r].intinf = MinusInf and
(s->MinusInf->at[h][r].nxt->h) in absh
}
}
fact PATH {
path = {rl: RefList, h: Heap |
not rl = Nil and
(
(some r: Ref |
rl = mklist01[r] and (h->r) in isin and not r = Null
)
or
(some r1,r2: Ref |
rl = app[mklist01[r1]][mklist01[r2]] and (h->r1) in isin and
(h->r2) in isin and
not r1 = Null and not r2 = Null and
at[h][r1].nxt = r2
)
or
(some r1,r2: Ref, rl0: RefList |
rl = app[app[mklist01[r1]][mklist01[r2]]][rl0] and
(h->r1) in isin and not r1 = Null and
at[h][r1].nxt = r2 and
(app[mklist01[r2]][rl0]->h) in path
)
)
}
}
/*
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-- requires too strong completeness !! (not practical)
fact REACHABLE {
reachable = {h: Heap, r1,r2: Ref |
(some rl: RefList |
(app[mklist01[r1]][rl]->h) in path and
last[app[mklist01[r1]][rl]] = r2
)
}
}
*/
fact STEPH {
steph = {h: Heap, r1,r2: Ref |
not r1 = Null and not r2 = Null and (h->r1) in isin and (h->r2) in isin and
at[h][r1].nxt = r2
}
}
fact REACHABLE {
reachable = {h: Heap, r1,r2: Ref |
not r1 = Null and (h->r1) in isin and
-- r2 is in reflexive transitive closure of steph
r2 in r1.*(h.steph)
}
}
module integer
open nat as Nat
--------------------------
---- signature ----
--------------------------
sig Integer {
-- basis
cplx: one Nat,
plus: lone Integer,
minus: lone Integer,
-- operations
-- specification #1 int
ilt : set Integer,
}
one sig IntZero extends Integer {}
sig Plus extends Integer {
prep : Integer
}
sig Minus extends Integer {
prem : Integer
}
--------------------------------------
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---- constructors ----
--------------------------------------
pred PLUS [i,i1: Integer] {
i1 in Plus and i1.prep = i
}
pred MINUS [i,i1: Integer] {
i1 in Minus and i1.prem = i
}
pred BIGGER [i,i1: Integer] {
i in IntZero and (i1 in Plus or i1 in Minus)
or
i in Plus and i1 in Plus
or
i in Minus and i1 in Minus
}
fact CONSTR_BIGGER {
all i: Integer |
i in Plus and BIGGER[i.prep,i]
or
i in Minus and BIGGER[i.prem,i]
or
i in IntZero
}
--------------------
---- SUA axioms ----
--------------------
fact Uniqueness_Plus {
all i1,i2: Plus |
i1.prep = i2.prep
=> i1 = i2
}
fact Uniqueness_Minus {
all i1,i2: Minus |
i1.prem = i2.prem
=> i1 = i2
}
fact Acyclic_Plus {
no i: Plus | i in i.^prep
}
fact Acyclic_Minus {
no i: Minus | i in i.^prem
}
-----------------------------------
---- Generation axioms ----
-----------------------------------
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fact FINITE_GENERATOR {
all s: Set, a: Elem | lt[s.cplx,Zero.~prede.~prede] and BIGGER[s,a]=>
some s1: Set | (s->a->s1) in put
}
fact BOUND {
all s: Set | lte[s.cplx,Zero.~prede.~prede]
}
--------------------
---- axioms ----
--------------------
-- CPLX
-- KIV view
-- (1) cplx(empty) = 0
-- (2) cplx(put(s,a)) = 1 + cplx(s)
fact CPLX {
cplx = {i: Integer, n: Nat |
i = IntZero and n = Zero
or
some i1: Integer, m: Nat |
(PLUS[i1,i] or MINUS[i1,i]) and
(i1->m) in cplx and m = n.prede
}
}
-- PLUS (constructor)
fact PLUS_function {
plus = {i1,i2: Integer |
i2 in IntZero and i1 in Minus and i2 = i1.prem
or
i2 in Minus and i1 in Minus and i1.prem = i2
or
i2 in Plus and i1 = i2.prep
}
}
-- MINUS (constructor)
fact MINUS_function {
minus = {i1,i2: Integer |
i2 in IntZero and i1 in Plus and i2 = i1.prep
or
i2 in Minus and i1 = i2.prem
or
i2 in Plus and i1 in Plus and i2 = i1.prep
}
}
-- Less operator: <
fact LESS {
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ilt = {i,j: Integer |
i in IntZero and j in Plus
or
i in Minus and (j in IntZero or j in Plus or j in i.^prem)
or
i in Plus and j in Plus and i in j.^prep
}
}
-------------------------------------
---- checks & runs ----
-------------------------------------
pred test [] {
some i1,i2: Plus, j1,j2: Minus |
not i1 = i2 and not j1 = j2
}
run test for exactly 5 Integer, 7 Nat
Anhang B
Ergebnisse der Evaluation
Die folgenden Ergebnisse der Fehlersuche wurden in KIV mit Kodkod erzielt.
B.1 Listen von Intervallen
Das untersuchte Lemma beschreibt die Eigenschaft der insert operation, dass
die Wohlgeformtheit der Listen erhalten bleibt:
ψINV ≡ ∀ ivl1, ivl2 ∈ intervallist, n ∈ nat.
R(ivl1) ∧ ivl2 = insert(ivl1, n)→ R(ivl2)
Die korrekte Spezifikation der Operation insert ist:
(1) insert([ ], k) = [(k, k)]
(2) k < m ∧ k 6= m− 1→ insert((m,n) + x, k) = (k, k) + (m,n) + x
(3) k < m ∧ k = m− 1→ insert((m,n) + x, k) = (k, n) + x
(4) k ≥ m ∧ k ≤ n→ insert((m,n) + x, k) = (m,n) + x
(5 a) k ≥ m ∧ k = n+ 1 ∧ x = []→ insert((m,n) + x, k) = (m, k) + x
(5 b) k ≥ m ∧ k = n+ 1 ∧ x = (m1, n1) + y ∧m1 = k + 1→
insert((m,n) + x, k) = (m,n1) + y
(5 c) k ≥ m ∧ k = n+ 1 ∧ x = (m1, n1) + y ∧m1 6= k + 1→
insert((m,n) + x, k) = (m, k) + x
(6) k ≥ m ∧ k > n+ 1→ insert((m,n) + x, k) = (m,n) + insert(x, k)
Auf dem Weg zur korrekten Axiomatisierung von insert wurden mehrere Fehler
gemacht die mit Kodkod entdeckt wurden. Im folgenden werden diese Fehler
beschrieben.
Fehler 1.
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Die Axiome (5a-5c) wurden durch ein einfaches Axiom (5) ersetzt:
k ≥ m ∧ k = n+ 1→ insert((m,n) + x, k) = (m, k) + x
Diese Axiom behandelt aber den Fall der zusammenha¨nden Interv alle nicht
Korrekt. Damit entstehen zusammenha¨ngende Intervalle in der Liste und die
Wohlgeformtheit nicht gilt. Kodkod Produziert folgen Ausgabe1:
counterexample for INV:
variables assignment:
n=1
ivl2=[(0,1), (2,2)]
ivl1=[(0,0), (2,2)]
MODEL:
function table for insert : ivlist x nat -> ivlist
------------------------------------------------------------------------------
[(0,0), (2,2)] 1 [(0,1), (2,2)]
...
==============================================================================
function table for R : ivlist -> bool
------------------------------------------------------------------------------
[(0,0), (2,2)]
[(2,2)]
[]
==============================================================================
statistics
p cnf 75087 236872
primary variables: 764
translation time: 5435 ms
solving time: 885 ms
In die Liste ivl1 = [(0, 0), (2, 2)] wird die Zahl 1 eingefu¨gt. Die resultierende Liste
ivl2 = [(0, 1), (2, 2)] ist aber nicht wohlgeformt, weil sie zusammenha¨ngende
Intervalle entha¨lt. Die korrekte Spezifikation von insert beru¨cksichtigt den Fall
von zusammenha¨nden Intervallen und fasst sie zu einem Intervall.
Fehler 2.
Die korrekte Spezifikation der Wohlgeformtheit R auf Listen ist:
R([ ]);
1In der Kodkod Ausgabe werden Werte mit Konstruktortermen repra¨sentiert. Z.B Werte
0, 1 fu¨r natu¨rlichen Zahlen werden mit Termen 0 und +1(0) repra¨sentiert. Fu¨r die Liste [(0, 2)]
bekommt man den Term +(×(0,+1(+1(0))), []). In folgenden Tabellen zu U¨bersichtlichkeit
werden die Werte direkt geschrieben.
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R((m,n) + x)↔ m ≤ n ∧ n+ 1 < x.first.fst ∧R(x);
Die urspru¨ngliche Spezifikation war aber fehlerhaft:
R([ ]);
R((m,n) + x)↔ m ≤ n ∧ n < x.first.fst− 1 ∧R(x);
Der Fehler wurde bei der Kodkod Analyse des folgenden Theorems entdeckt:
R− same : ¬R((n× n) + (n× n+m))
Das Theorem formuliert die gewu¨nschte Eigenschaft von R, dass es keine zusam-
menha¨ngende Intervalle in wohlgeformten Listen gibt. Kodkod hat das Theorem
als falsh kennzeichnet:
counterexample for R-same:
variables assignment:
n=0
m=1
MODEL:
function table for R : ivlist -> bool
------------------------------------------------------------------------------
[(0,0),(0,1)]
[(0,1)]
[]
==============================================================================
statistics
p cnf 4618 12402
primary variables: 345
translation time: 220 ms
solving time: 7 ms
Die Liste [(0, 0), (0, 1)] wird als wohlgeformt kennzeichnet. Der Fehler steckt in
der Formel n < x.first.fst− 1 in der Spezifikation von insert. Im von Kodkod
aufgedeckten Fall ist (m,n) + x = [(0, 0), (0, 1)], x = [(0, 1)], x.first.fst = 0.
Der Ausdruck x.first.fst − 1 hat den Wert 0 − 1 und dait undefiniert. Die
korrigierte Version der Formel ist n+ 1 < x.first.fst.
Fehler 3.
Die Axiome (2) und (3) wurden weggelassen und durch das folgende Axiom
ersetzt:
k < m→ insert((m,n) + x, k) = (k, k) + (m,n) + x
Kodkod generiert einen Gegenbeispiel:
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counterexample for INV:
variables assignment:
n=0
ivl2=[(0,0),(1,1)]
ivl1=[1,1]
MODEL:
function table for R : ivlist -> bool
------------------------------------------------------------------------------
[(1,1)]
[]
==============================================================================
function table for insert : ivlist x nat -> ivlist
------------------------------------------------------------------------------
[(1,1)] 0 [(0,0),(1,1)]
...
==============================================================================
statistics
p cnf 103607 329807
primary variables: 366
translation time: 11202 ms
solving time: 606 ms
Das Axiom beru¨cksichtigt nicht den Fall, wo k = m − 1 gilt. In diesem Fall
sollten die Intervalle (k, k) und (m,n) zu (k, n) verschmelzen, siehe Axiom (3)
in der richtigen Axiomtisierung.
Fehler 4.
Die Axiome (5a-5c) wurden weggelassen und das Axiom (6) durch das folgende
Axiom ersetzt:
k ≥ m ∧ k > n→ insert((m,n) + x, k) = (m,n) + insert(x, k)
Kodkod generiert folgenden Gegenbeispiel:
counterexample for INV:
variables assignment:
n=3
ivl2=[(2,2),(3,3)]
ivl1=[(2,2)]
MODEL:
function table for R : ivlist -> bool
------------------------------------------------------------------------------
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[(2,2)]
[(3,3)]
[]
==============================================================================
function table for insert : ivlist x nat -> ivlist
------------------------------------------------------------------------------
[(2,2)] 3 [(2,2),(3,3)]
...
==============================================================================
statistics
p cnf 65599 208376
primary variables: 764
translation time: 4454 ms
solving time: 459 ms
Der Fall k = n+1 blieb unberu¨cksichtigt und es entstanden zusammenha¨ngende
Intervalle.
Fehler 5.
Das Axiom (2) in der korrekten Axiomatisierung wurde durch das folgende
Axiom ersetzt:
k < m ∧ k 6= m− 1→ insert((m,n) + x, k) = (m,n) + (k, k) + x
Die Reihenfolge in der die Intervalle (m,n) und (k, k) eingefu¨gt wurden wurde
getauscht. Als Folge findet Kodkod ein Gegenbeispiel:
counterexample for INV:
variables assignment:
n=0
ivl2=[(2,2),(0,0)]
ivl1=[(2,2)]
MODEL:
function table for R : ivlist -> bool
------------------------------------------------------------------------------
[(2,2)]
[(0,0)]
[]
==============================================================================
function table for insert : ivlist x nat -> ivlist
------------------------------------------------------------------------------
[(2,2)] 0 [(2,2),(0,0)]
...
==============================================================================
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statistics
p cnf 1244447 4003000
primary variables: 764
translation time: 245766 ms
solving time: 10872 ms
Die Ergebnisliste [(2, 2), (0, 0)] ist nicht wohlgeformt.
Fehler 6.
Die Axiome (5b) und (5c) wurden falsch spezifiziert:
(5b) k ≥ m ∧ k = n+ 1 ∧ x = (m1, n1) + y ∧m1 = n+ 1→ insert((m,n) + x, k) = (m,n1) + y
(5c) k ≥ m ∧ k = n+ 1 ∧ x = (m1, n1) + y ∧m1 6= n+ 1→ insert((m,n) + x, k) = (m, k) + x
In den Vorbedingungen m1 = k + 1 und m1 6= k + 1 wurde k durch n ersetzt.
Kodkod findet das folgende Gegenbeispiel:
counterexample for INV:
variables assignment:
n=2
ivl2=[(1,2),(3,3)]
ivl1=[(1,1),(3,3)]
MODEL:
function table for R : ivlist -> bool
------------------------------------------------------------------------------
[(1,1),(3,3)]
[(3,3)]
[]
==============================================================================
function table for insert : ivlist x nat -> ivlist
------------------------------------------------------------------------------
[(1,1),(3,3)] 2 [(1,2),(3,3)]
...
==============================================================================
statistics
p cnf 2139935 6689464
primary variables: 764
translation time: 257603 ms
solving time: 31644 ms
Es handelt sich um den Fall der Axiom (5c). (m,n) + x = [(1, 1)(3, 3)], n = 2,
(m1, n1) = (3, 3). Es gilt m1 6= n + 1 und damit wird die Liste (m, k) + x =
[(1, 2), (3, 3)] konstruiert, die nicht wohlgeformt ist.
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Fehler 7.
Das Axiom (3) ist dur das folgende Axiom ersetzt:
k < m ∧ k = m− 1→ insert((m,n) + x, k) = (n, k) + x
In der Ergebnisliste ist das Intervall (k, n) durch (n, k) ersetzt worden. Kodkod
berechnet ein Gegenbeispiel:
counterexample for INV:
variables assignment:
n=1
ivl2=[(2,1)]
ivl1=[(2,2)]
MODEL:
function table for R : ivlist -> bool
------------------------------------------------------------------------------
[(2,2)]
[]
==============================================================================
function table for insert : ivlist x nat -> ivlist
------------------------------------------------------------------------------
[(2,2)] 1 [(2,1)]
...
==============================================================================
statistics
p cnf 175913 545947
primary variables: 300
translation time: 12462 ms
solving time: 511 ms
Fehler 8.
Wir spezifizieren das Pra¨dikat memeber : nat × ivlist, das die Midgliedschaft
einer Zahl in einer Liste testet:
member(n, x)↔ x 6= [] ∧ (x.first.1 ≤ n ∧ x.first.2 ≥ n ∨member(n, x.rest))
Nun wollen wir u¨berpru¨efen ob die Operation insert sich bezu¨glich memeber
richtig verha¨lt:
member : R(ivl)→ (member(m, ivl) ∨m = n↔ member(m, insert(ivl, n)))
Das Lemma member wurde mit Kodkod gecheckt, wobei das Axiom (4) durch
ein fehlerhaftes Axiom ersetzt war:
k ≥ m ∧ k ≤ n→ insert((m,n) + x, k) = (m, k) + x
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Die richtige Ergebnisliste wa¨re (m,n) + x. In der Liste (m, k) + x ist der Teil
(k, n) abgeschnitten und es fehlen mo¨glicherweise Zahlen die es in (m,n) + x
urspru¨nglich gab. Kodkod berechnet folgendes Gegenbeispiel:
counterexample for member:
variables assignment:
n=1
m=2
ivl=[(1,2)]
MODEL:
function table for R : ivlist -> bool
------------------------------------------------------------------------------
[(1,1)]
[(1,2)]
[]
==============================================================================
function table for member : nat x ivlist -> bool
------------------------------------------------------------------------------
2 [(1,2)]
1 [(1,1)]
1 [(1,2)]
==============================================================================
function table for insert : ivlist x nat -> ivlist
------------------------------------------------------------------------------
[(1,2)] 1 [(1,1)]
...
==============================================================================
statistics
p cnf 176041 547051
primary variables: 306
translation time: 13501 ms
solving time: 838 ms
In die Liste ivl = [(1, 2)] wird die Zahl n = 1 eingefu¨gt. Das Ergebnis ist die
Liste [(1, 1)], die offensichtlich die untersuchte Eigenschaft verletzt.
Fehler 9.
Das Axiom (5a) wird durch das folgende Axiom ersetzt:
k ≥ m ∧ k = n+ 1 ∧ x = []→ insert((m,n) + x, k) = (m,n) + x
Die richtige Ergebnisliste wa¨re (m, k) + x. In der Liste (m,n) + x fehlt die Zahl
k = n + 1. Damit ist das Lemma memeber falsch und Kodkod berechnet ein
Gegenbeispiel:
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counterexample for member:
variables assignment:
n=1
m=1
ivl=[(0,0)]
MODEL:
function table for R : ivlist -> bool
------------------------------------------------------------------------------
[(0,0)]
[]
==============================================================================
function table for member : nat x ivlist -> bool
------------------------------------------------------------------------------
0 [(0,0)]
==============================================================================
function table for insert : ivlist x nat -> ivlist
------------------------------------------------------------------------------
[(0,0)] 1 [(0,0)]
...
==============================================================================
statistics
p cnf 5963 17630
primary variables: 118
translation time: 196 ms
solving time: 5 ms
Fehler 10.
Das Axiom (3) wird durch das folgende Axiom ersetzt:
k < m ∧ k = m− 1→ insert((m,n) + x, k) = (m,n) + x
In der Ergebnisliste wird die Zahl k abgeschnitten. Die richtige Liste wa¨re
(k, n) + x. Als folge gilt ist das Lemma memeber falsch und Kodkod berech-
net ein Gegenbeispiel:
counterexample for member:
variables assignment:
n=0
m=0
ivl=[(1,1)]
MODEL:
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function table for R : ivlist -> bool
------------------------------------------------------------------------------
[(1,1)]
[]
==============================================================================
function table for member : nat x ivlist -> bool
------------------------------------------------------------------------------
1 [(1,1)]
==============================================================================
function table for insert : ivlist x nat -> ivlist
------------------------------------------------------------------------------
[(1,1)] 0 [(1,1)]
...
==============================================================================
statistics
p cnf 6031 17834
primary variables: 118
translation time: 216 ms
solving time: 8 ms
B.2 Nicht-blockierende Mengen
Lemma 1.
Die Referenz r0 ist von H[r].nxt aus in H erreichbar. Dann ist es auch von r
aus erreichabar, vorausgesetzt r in H allokiert ist:
lemma01 : reachable(H[r].nxt, r0,H)
r ∈ H →
reachable(r, r0,H)
Das Lemma ist falsch, weil der Fall r = null nicht beachtet wurde. In diesem
Fall kann von r keine Referenz erreicht werden. Kodkod findet das entsprechende
Gegenbeispiel:
counterexample for lemma01:
variables assignment:
r=null
r0=Ref2
H={(Ref2,mkcell(-∞,⌈ PID1 ⌉,Ref2)),
(null,mkcell(-∞,⌈ PID1 ⌉,Ref2))}
MODEL:
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function table for reachable : Ref x Ref x heap -> bool
------------------------------------------------------------------------------
Ref2 Ref2 {(Ref2,mkcell(-∞,⌈ PID1 ⌉,Ref2)),
(null,mkcell(-∞,⌈ PID1 ⌉,Ref2))}
Ref2 Ref2 {(Ref2,mkcell(-∞,⌈ PID1 ⌉,Ref2))}
==============================================================================
statistics
p cnf 15301 39585
primary variables: 888
translation time: 2260 ms
solving time: 33 ms
Die richtige Formulierung beru¨cksichtigt den Fall der Nullreferenz:
lemma01 : reachable(H[r].nxt, r0,H)
r 6= null ∧ r ∈ H →
reachable(r, r0,H)
Lemma 2.
Der Pointer r0 ist von r aus in H erreichbar. Es wird die folgende Vermutung
getestet:
lemma02 : reachable(r, r0,H)→ reachable(H[r].nxt, r0,H)
Kodkod berechnet ein Gegenbeispiel:
counterexample for lemma02:
variables assignment:
r=Ref0
r0=Ref0
H={(Ref0,mkcell(-∞,⌈ PID1 ⌉,null))}
MODEL:
function table for reachable : Ref x Ref x heap -> bool
------------------------------------------------------------------------------
Ref0 Ref0 {(Ref0,mkcell(-∞,⌈ PID1 ⌉,null))}
==============================================================================
statistics
p cnf 3020 6557
primary variables: 305
translation time: 61 ms
solving time: 2 ms
Falls r = r0 gilt ist das Lemma falsch. Das Lemma wird nun korrigiert:
lemma02 : reachable(r, r0,H) ∧ r 6= r0 → reachable(H[r].nxt, r0,H)
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Lemma 3.
Das Einfu¨gen einer neuen Zelle soll die Erreichbarkeit nicht beeinflu¨ssen. Dies
wird durch die Zusatzbedingung r2 6= r ∧ r2 6= r1 erzielt:
lemma03 : reachable(r, r1,H[r2, ce]) ∧ r2 6= r1 ∧ r2 6∈ H →
reachable(r, r1,H)
Nun findet Kodkod ein Gegenbeispiel, dass die Schwa¨che der Zusatzbedingung
zeigt:
counterexample for lemma03:
variables assignment:
r=Ref2
r1=Ref1
ce=mkcell(-∞,⌈ PID1 ⌉,Ref1)
r2=Ref2
H={(Ref1,mkcell(-∞,⌈ PID1 ⌉,Ref1))}
MODEL:
function table for reachable : Ref x Ref x heap -> bool
------------------------------------------------------------------------------
Ref1 Ref1 {(Ref1,mkcell(-∞,⌈ PID1 ⌉,Ref1)),
(Ref2,mkcell(-∞,⌈ PID1 ⌉,Ref1))}
Ref1 Ref1 {(Ref1,mkcell(-∞,⌈ PID1 ⌉,Ref1))}
Ref2 Ref1 {(Ref1,mkcell(-∞,⌈ PID1 ⌉,Ref1)),
(Ref2,mkcell(-∞,⌈ PID1 ⌉,Ref1))}
Ref2 Ref2 {(Ref1,mkcell(-∞,⌈ PID1 ⌉,Ref1)),
(Ref2,mkcell(-∞,⌈ PID1 ⌉,Ref1))}
==============================================================================
statistics
p cnf 15426 39792
primary variables: 891
translation time: 2699 ms
solving time: 27 ms
Damit die neueingefu¨gte Zelle ce keinen Einfluss auf die Erreichbarkeit hat, muss
noch zusa¨tzlich ce.nxt = null gefordert werden:
lemma03 : reachable(r, r1,H[r2, ce]) ∧
r2 6= r1 ∧ ce.nxt = null→
reachable(r, r1,H)
Lemma 4.
Im Lemma 3 wird die Vorbedingung r2 6= r1 weggelassen:
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lemma04 : reachable(r, r1,H[r2, ce]) ∧
r2 6∈ H ∧ ce.nxt = null →
reachable(r, r1,H)
Dies fu¨hrt zu folgenem Gegenbeispiel:
counterexample for lemma04:
variables assignment:
r=Ref0
r1=Ref0
ce=mkcell(-∞,⌈ PID1 ⌉,null)
r2=Ref0
H={}
MODEL:
function table for reachable : Ref x Ref x heap -> bool
------------------------------------------------------------------------------
Ref0 Ref0 {(Ref0,mkcell(-∞,⌈ PID1 ⌉,null))}
==============================================================================
statistics
p cnf 3070 6639
primary variables: 309
translation time: 135 ms
solving time: 5 ms
Falls r1 = r2 gilt, kann H leer sein und das Lemma falsch.
Lemma 5.
r r1
.nxt .nxt
old.nxt
new.nxt
...... .nxt
ce
Abbildung B.1: Lemma 5.
Das folgende Lemma beschreibt das U¨berschreiben einer Zelle in der Halde.
Dabei soll die Erreichbarkeit erhalten bleiben:
lemma05 : reachable(r, r0,H)
H[r1].nxt ∈ H ∧ r1 6= null ∧ r1 ∈ H
ce.nxt = H[H[r1].nxt].nxt ∧ r0 6= H[r1].nxt→
reachable(r, r0,H[r1, ce])
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Die Abbildung B.1 visualisiert dieses Lemma. Die Referenz r1 zeigt auf eine
Zelle, die von r aus erreichbar ist. Die Zelle H[r1] wird mit der Zelle ce u¨ber-
schrieben. Die Zelle ce zeigt auf H[H[r1].nxt].nxt (gestrichelte Linie new.nxt).
Das Lemma ist falsch, weil ein Randfall vergessen wurde: H[r1].nxt = null.
Falls H[r1].nxt ein Nullpointer ist, ist die Zelle ce von Bedeutung fu¨r die Er-
reichbarkeit. Kodkod findet ein Gegenbeispiel:
counterexample for reachable-remove:
variables assignment:
r=Ref1
r0=Ref2
r1=Ref1
ce=mkcell(∞,⌈ PID0 ⌉,Ref2)
H={(null,mkcell(∞,⌈ PID0 ⌉,Ref2)),
(Ref2,mkcell(p int3 q,⌈ PID0 ⌉,null)),
(Ref1,mkcell(p int3 q,⌈ PID0 ⌉,null))}
MODEL:
function table for reachable : Ref x Ref x heap -> bool
------------------------------------------------------------------------------
Ref1 Ref1 {(null,mkcell(∞,⌈ PID0 ⌉,Ref2)),
(Ref2,mkcell(p int3 q,⌈ PID0 ⌉,null)),
(Ref1,mkcell(∞,⌈ PID0 ⌉,Ref2))}
Ref1 Ref1 {(null,mkcell(∞,⌈ PID0 ⌉,Ref2)),
(Ref2,mkcell(p int3 q,⌈ PID0 ⌉,null)),
(Ref1,mkcell(p int3 q,⌈ PID0 ⌉,null))}
Ref1 Ref2 {(null,mkcell(∞,⌈ PID0 ⌉,Ref2)),
(Ref2,mkcell(p int3 q,⌈ PID0 ⌉,null)),
(Ref1,mkcell(∞,⌈ PID0 ⌉,Ref2))}
Ref2 Ref2 {(null,mkcell(∞,⌈ PID0 ⌉,Ref2)),
(Ref2,mkcell(p int3 q,⌈ PID0 ⌉,null)),
(Ref1,mkcell(∞,⌈ PID0 ⌉,Ref2))}
Ref2 Ref2 {(null,mkcell(∞,⌈ PID0 ⌉,Ref2)),
(Ref2,mkcell(p int3 q,⌈ PID0 ⌉,null)),
(Ref1,mkcell(p int3 q,⌈ PID0 ⌉,null))}
Ref2 Ref2 {(null,mkcell(∞,⌈ PID0 ⌉,Ref2)),
(Ref2,mkcell(p int3 q,⌈ PID0 ⌉,null))}
==============================================================================
statistics
p cnf 134530 397657
primary variables: 3501
translation time: 267072 ms
solving time: 35132 ms
Die korrigierte Version des Lemmas ist:
B.2. NICHT-BLOCKIERENDE MENGEN 157
lemma05 : reachable(r, r0,H)
H[r1].nxt 6= null ∧H[r1].nxt ∈ H ∧ r1 6= null ∧ r1 ∈ H
ce.nxt = H[H[r1].nxt].nxt ∧ r0 6= H[r1].nxt→
reachable(r, r0,H[r1, ce])
Lemma 6.
r0
.nxt
...
r
.nxt .nxt
old.nxt
new.nxt
ce
r1 r2
...
.nxt
Abbildung B.2: Lemma 6.
Das folgende Lemma beschreibt das Verknu¨pfen von zwei Pointerketten in der
Halde:
lemma06 : reachable(r, r0,H) ∧ reachable(r1, r2,H) ∧ ce = H[r0]→
reachable(r, r2,H[r0,mkcell(ce.i, ce.pin, r1)])
Der nxt-Pointer der Zelle ce = H[r0] wird auf die Zelle H[r1] umgebogen. Damit
wird die Erreichbarkeit der Referenz r2 von r aus hergestellt. Kodkod findet ein
Gegenbeispiel, das diese Behauptung falsifiziert:
counterexample for lemma06:
variables assignment:
r=Ref3
r0=Ref3
r1=Ref3
ce=mkcell(∞,⌈ PID1 ⌉,Ref2)
r2=Ref2
H={(Ref2,mkcell(∞,⌈ PID1 ⌉,Ref3)),
(Ref3,mkcell(∞,⌈ PID1 ⌉,Ref2))}
MODEL:
function table for reachable : Ref x Ref x heap -> bool
------------------------------------------------------------------------------
Ref2 Ref2 {(Ref2,mkcell(∞,⌈ PID1 ⌉,Ref3)),
(Ref3,mkcell(∞,⌈ PID1 ⌉,Ref2))}
Ref2 Ref3 {(Ref2,mkcell(∞,⌈ PID1 ⌉,Ref3)),
(Ref3,mkcell(∞,⌈ PID1 ⌉,Ref2))}
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...
==============================================================================
statistics
p cnf 58591 150326
primary variables: 2090
translation time: 13895 ms
solving time: 1278 ms
Im Gegenbeispiel wird der Fall r0 = r1 gezeigt. In diesem Fall das U¨berschreiben
des nxt-Pointers in der Zelle H[r0] verhindert die Erreichbarkeit von r2.
Lemma 7.
Der erste Versuch den Fehler im Lemma 6 zu korrigieren fu¨gt die Zusatzbedin-
gung r0 6= r1 hinzu:
lemma07 : reachable(r, r0,H) ∧ reachable(r1, r2,H) ∧ ce = H[r0] ∧
r0 6= r1 →
reachable(r, r2,H[r0,mkcell(ce.i, ce.pin, r1)])
Leider reicht es nicht aus und Kodkod findet ein Gegenbeispiel:
counterexample for lemma06:
variables assignment:
r=Ref3
r0=Ref3
r1=Ref2
ce=mkcell(-∞,None,Ref1)
r2=Ref1
H={(Ref1,mkcell(-∞,None,Ref2)),
(Ref2,mkcell(∞,⌈ PID0 ⌉,Ref3)),
(Ref3,mkcell(-∞,None,Ref1))}
MODEL:
function table for reachable : Ref x Ref x heap -> bool
------------------------------------------------------------------------------
Ref1 Ref2 {(Ref1,mkcell(-∞,None,Ref2)),
(Ref2,mkcell(∞,⌈ PID0 ⌉,Ref3)),
(Ref3,mkcell(-∞,None,Ref2))}
Ref1 Ref3 {(Ref1,mkcell(-∞,None,Ref2)),
(Ref2,mkcell(∞,⌈ PID0 ⌉,Ref3)),
(Ref3,mkcell(-∞,None,Ref2))}
...
==============================================================================
statistics
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p cnf 127331 333966
primary variables: 3490
translation time: 62286 ms
solving time: 32460 ms
r0r
new.nxt
r1 r2
.nxt .nxt .nxt
Abbildung B.3: Lemma 6.
Die Abbildung B.3 zeigt den Fall aus dem Gegenbeispiel. Das Umbiegen des
Pointers H[r0].nxt auf r1 verhindert die Erreichbarkeit von r2.
Lemma 8.
Im zweiten Versuch das Lemma 6 zu korrigieren bekommt man:
lemma08 : reachable(r, r0,H[r0,mkcell(ce.i, ce.pin, null)]) ∧
reachable(r1, r2,H) ∧ ce = H[r0]→
reachable(r, r2,H[r0,mkcell(ce.i, ce.pin, r1)])
Mit reachable(r, r0,H[r0,mkcell(ce.i, ce.pin, null)]) wird behauptet, dass der
Wert von H[r0].nxt fu¨r die Erreichbarkeit von r → r0 unwichtig ist. Die Vorbe-
dingung ist trotzdem nicht ausreichend und Kodkod findet ein Gegenbeispiel:
counterexample for lemma08:
variables assignment:
r=Ref3
r0=Ref3
r1=Ref3
r2=Ref2
ce=mkcell(p int0 q,⌈ PID0 ⌉,Ref2)
H={(Ref2,mkcell(p int0 q,⌈ PID0 ⌉,Ref2)),
(Ref3,mkcell(p int0 q,⌈ PID0 ⌉,Ref2))}
MODEL:
function table for reachable : Ref x Ref x heap -> bool
------------------------------------------------------------------------------
Ref3 Ref2 {(Ref2,mkcell(p int0 q,⌈ PID0 ⌉,Ref2)),
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(Ref3,mkcell(p int0 q,⌈ PID0 ⌉,Ref2))}
...
==============================================================================
statistics
p cnf 128160 334696
primary variables: 3510
translation time: 63244 ms
solving time: 26113 ms
In der korrigierten Version des Lemmas wird zusa¨tzlich noch verlangt, dass der
Wert H[r0].nxt fu¨r die Errechnbarkeit r1 → r2 unwichtig ist:
lemma08 : reachable(r, r0,H[r0,mkcell(ce.i, ce.pin, null)]) ∧
reachable(r1, r2,H[r0,mkcell(ce.i, ce.pin,null)]) ∧
ce = H[r0]→
reachable(r, r2,H[r0,mkcell(ce.i, ce.pin, r1)])
Lemma 9.
r
.nxt .nxt
...
r0
new.nxt
Abbildung B.4: Lemma 9.
Die Abbildung B.4 visualisiert das folgende Lemma:
lemma09 : reachable(r, r0,H[r0,mkcell(ce.i, ce.pin, null)]) ∧
ce = H[r0]→
reachable(H[r].nxt, r,H[r0,mkcell(ce.i, ce.pin, r)])
Pointer H[r0].nxt ist fu¨r die Erreichbarkeit r → r0 unwichtig und wird auf r
umgebogen. Jetzt muss H[r].nxt von r aus erreichbar sein. Das Kodkod Gegen-
beispiel zeigt, wann es nicht gilt:
counterexample for lemma09:
variables assignment:
r=Ref1
r0=Ref1
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ce=mkcell(p int0 q,⌈ PID1 ⌉,null)
H={(Ref1,mkcell(p int0 q,⌈ PID1 ⌉,null))}
MODEL:
function table for reachable : Ref x Ref x heap -> bool
------------------------------------------------------------------------------
Ref1 Ref1 {(Ref1,mkcell(p int0 q,⌈ PID1 ⌉,Ref1))}
Ref1 Ref1 {(Ref1,mkcell(p int0 q,⌈ PID1 ⌉,Ref1))}
==============================================================================
statistics
p cnf 16065 38184
primary variables: 921
translation time: 1870 ms
solving time: 82 ms
In diesem Fall gilt H[r].nxt = null und H[r].nxt 6∈ H, was die Erreichbarkeit
verhindert.
Lemma 10.
Wir korrigieren das Lemma 9 indem wir die Zusatzbedingung H[r].nxt = null∧
H[r].nxt 6∈ H hinzufu¨gen:
lemma10 : reachable(r, r0,H[r0,mkcell(ce.i, ce.pin, null)]) ∧
H[r].nxt = null ∧H[r].nxt 6∈ H
ce = H[r0]→
reachable(H[r].nxt, r,H[r0,mkcell(ce.i, ce.pin, r)])
Leider reicht es nicht aus und Kodkod findet ein Gegenbeispiel:
counterexample for lemma09:
variables assignment:
r=Ref2
r0=Ref2
ce=mkcell(p int4 q,⌈ PID0 ⌉,Ref3)
H={(Ref3,mkcell(p int4 q,⌈ PID0 ⌉,null)),
(Ref2,mkcell(p int4 q,⌈ PID0 ⌉,Ref3))}
MODEL:
function table for reachable : Ref x Ref x heap -> bool
------------------------------------------------------------------------------
Ref2 Ref3 {(Ref3,mkcell(p int4 q,⌈ PID0 ⌉,null)),
(Ref2,mkcell(p int4 q,⌈ PID0 ⌉,Ref3))}
...
==============================================================================
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statistics
p cnf 128825 335677
primary variables: 3529
translation time: 63896 ms
solving time: 21241 ms
Da r = r0 gilt, ist H[r0].nxt fu¨r die Erreichbarkeit unwichtig solange r ∈ H gilt.
Damit ist r von H[r].nxt aus unerreichbar.
Lemma 11.
Das Pra¨dikat SetAbs(Head,H, S) testet ob die Menge S in der Halde H abge-
speichert ist, siehe die Definition in Abschnitt 6.1. Die Abbildung B.5 zeigt am
Beispiel der Menge {1, 2} die korrekte Speicherung auf der Halde.
.nxt .nxt null+inf.nxt
Head
−inf 1 2
Abbildung B.5: SetAbs(Head,H,{1,2}).
Die Menge wird als eine verzeigerte Kette von aufsteigenden Zahlen abgespei-
chert, die mit −∞ anfa¨ngt und +∞ endet: −∞, 1, 2,+∞. Die Zeiger der letzten
Zelle ist Null.
Folgende Lemma beschreibt eine Eigenschaft der Abstraktionsfunktion SetAbs:
lemma11 : reachable(r, r1,H) ∧H[r1].nxt = null ∧ SetAbs(r,H, s)→
H[r1].i∞ = −∞
Das falsch weil die korrekten Ketten sollen mit einer Zelle enden, die Wert +∞
entha¨lt:
counterexample for lemma11:
variables assignment:
s={}
r=Ref1
r1=Ref0
H={(Ref1,mkcell(-∞,⌈ PID1 ⌉,Ref0)),
(Ref0,mkcell(∞,⌈ PID1 ⌉,null))}
MODEL:
function table for SetAbs : Ref x heap x set -> bool
------------------------------------------------------------------------------
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Ref1 {(Ref1,mkcell(-∞,⌈ PID1 ⌉,Ref0)), {}
(Ref0,mkcell(∞,⌈ PID1 ⌉,null))}
==============================================================================
statistics
p cnf 40640 117513
primary variables: 1233
translation time: 3563 ms
solving time: 249 ms
Korrigiertes Lemma:
lemma11 : reachable(r, r1,H) ∧H[r1].nxt = null ∧ SetAbs(r,H, s)→
H[r1].i∞ =∞
Lemma 12.
Das folgende Lemma ist falsch:
lemma12 : reachable(r, r1,H) ∧ SetAbs(r,H, s)→
H[r1].i∞ = −∞∧H[r1].i∞ =∞
Kodkod berechnet ein Gegenbeispiel:
counterexample for lemma12:
variables assignment:
s={int0}
r=Ref3
r1=Ref2
H={(Ref2,mkcell(p int0 q,None,Ref0)),
(Ref3,mkcell(-∞,None,Ref2)),
(Ref0,mkcell(∞,⌈ PID1 ⌉,null))}
MODEL:
function table for SetAbs : Ref x heap x set -> bool
------------------------------------------------------------------------------
Ref3 {(Ref2,mkcell(p int0 q,None,Ref0)), {int0}
(Ref3,mkcell(-∞,None,Ref2)),
(Ref0,mkcell(∞,⌈ PID1 ⌉,null))}
==============================================================================
statistics
p cnf 235271 744307
primary variables: 2892
translation time: 35355 ms
solving time: 23313 ms
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Der Fall von H[r1].i∞ = ⌈i⌉ ist vergessen worden.
Lemma 13.
Im folgenden Lemma wird das ausklnken des mittleren Teils der Kette beschrie-
ben:
lemma13 : reachable(r, r1,H) ∧ SetAbs(r,H, s) ∧H[r1].nxt = null →
SetAbs(r,H[r,mkcell(i∞, id, r1)], ∅)
Das Lemma ist falsch, weil, dabei der Wert H[r].i∞ = −∞ u¨berschrieben wird
und die Kette nicht mehr korrekt aufgebaut wird:
counterexample for lemma13:
variables assignment:
id=⌈ PID1 ⌉
s={}
r=Ref2
i ∞=∞
r1=Ref1
H={(Ref1,mkcell(∞,⌈ PID1 ⌉,null)),
(Ref2,mkcell(-∞,⌈ PID1 ⌉,Ref1))}
MODEL:
function table for SetAbs : Ref x heap x set -> bool
------------------------------------------------------------------------------
Ref2 {(Ref1,mkcell(∞,⌈ PID1 ⌉,null)), {}
(Ref2,mkcell(-∞,⌈ PID1 ⌉,Ref1))}
==============================================================================
statistics
p cnf 236401 745985
primary variables: 2900
translation time: 33581 ms
solving time: 17172 ms
Lemma 14.
Laut folgendem Lemma vera¨ndert das Einfu¨gen einer Zelle die Erreichbarkeit
Head→ r nicht:
lemma14 : reachable(Head, r,H[r0, ce])→
reachable(Head, r,H)
Das ist falsch:
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counterexample for lemma14:
variables assignment:
Head=Ref1
r=Ref1
r0=Ref1
ce=mkcell(-∞,p PID1 q,Ref1)
H={}
MODEL:
function table for reachable : Ref x Ref x heap -> bool
------------------------------------------------------------------------------
Ref1 Ref1 {(Ref1,mkcell(-∞,⌈ PID1 ⌉,Ref1))}
==============================================================================
statistics
p cnf 5624 13497
primary variables: 410
translation time: 254 ms
solving time: 13 ms
Die Korrektur des Lemmas benutzt die Abstraktion SetAbs:
lemma14 : reachable(Head, r,H[r0, ce]) ∧ SetAbs(Head,H,S)→
reachable(Head, r,H)
Lemma 15.
Das folgende Lemma beschreibt das Ausklinken einer Zelle in der Halde im
Bezug auf SetAbs:
lemma15 : H[H[r1].nxt].i∞ = ⌈i⌉ ∧H[r1].nxt 6= null ∧ reachable(r, r1,H) ∧ SetAbs(r,H, s)→
SetAbs(r,H[r1,mkcell(H[r1].i∞,H[r1].pin,H[H[r1].nxt].nxt)], s)
Dabei wird ein Fehler gemacht, dass von Kodkod gleich entdeckt wird:
counterexample for lemma15:
variables assignment:
s={int2}
r=Ref1
r1=Ref1
H={(Ref3,mkcell(p int2 q,None,Ref2)),
(Ref2,mkcell(∞,None,null)),
(Ref1,mkcell(-∞,⌈ PID0 ⌉,Ref3))}
i=int2
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MODEL:
function table for SetAbs : Ref x heap x set -> bool
------------------------------------------------------------------------------
Ref1 {(Ref3,mkcell(p int2 q,None,Ref2)), {}
(Ref2,mkcell(∞,None,null)),
(Ref1,mkcell(-∞,⌈ PID0 ⌉,Ref2))}
Ref1 {(Ref3,mkcell(p int2 q,None,Ref2)), {int2}
(Ref2,mkcell(∞,None,null)),
(Ref1,mkcell(-∞,⌈ PID0 ⌉,Ref3))}
==============================================================================
statistics
p cnf 754939 2453637
primary variables: 5053
translation time: 239126 ms
solving time: 616264 ms
Es wurde vergessen die Ergebnissmenge um i zuverkleinern: s − −i. Die Kor-
rektur ist:
lemma15 : H[H[r1].nxt].i∞ = ⌈i⌉ ∧H[r1].nxt 6= null ∧ reachable(r, r1,H) ∧ SetAbs(r,H, s)→
SetAbs(r,H[r1,mkcell(H[r1].i∞,H[r1].pin,H[H[r1].nxt].nxt)], s−−i)
B.3 Sicherheitsmodell fu¨r SmacOS
Zwei Klassen von Theoremen wurden betrachtet: gewo¨hnliche Lemmas, die die
gewu¨nschten Eigenschaften der spezifizierten Operationen beschreiben und die
Gruppe von Theoremen, die die zentrale Sicherheitseigenschaft der “Noninterfe-
rence” beschreiben. Schellhorn et al. [46] reduzieren die globale Eigenschaft der
Noninterference, die u¨ber alle mo¨glichen Systemabla¨ufe aussagt, zu 8 lokalen
Eigenschaften, die fu¨r jeden einzelnen Systemaufruf gelten sollen:
(1) ∼d ist reflexiv, symmetrisch, transitiv
(2) inv(sys) ∧ inv(sys′) ∧ sys ∼dom(sys,co) sys′ →
exec(sys, co).2 = exec(sys′, co).2
(Systemausgabe ist konsistent)
(3) inv(sys) ∧ dom(sys, co) 6 d0 → sys ∼
d0 exec(sys, co).1
(System beachtet lokal  )
(4) inv(sys) ∧ inv(sys′) ∧ sys ∼d sys′ ∧ sys ∼dom(sys,co) sys′ →
exec(sys, co) ∼d exec(sys′, co)
(System ist schwach schrittkonsistent)
(5) sys ∼d sys′ → (dom(sys, co) d↔ dom(sys′, co) d)
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(Syscalls beachten  )
(6) sys ∼dom(sys,co) sys′ → dom(sys, co) = dom(sys′, co)
(Syscalls beachten ∼)
(7) inv(initstate)
(8) inv(sys)→ inv(exec(sys, co).1)
(Invariante)
Das Checken von diesen Eigenschaften mit Kodkod hat mehrere Fehler in der
SmacOS Spezifikation aufgedeckt, die wir im Folgenden einzeln betrachten.
Fehler 1.
Der Systemaufruf openrd(fp) o¨ffnet eine Datei zum Lesen und fu¨gt es in die
Menge den geo¨ffneten Dateien. Die Spezifikation von openrd ist:
exec(sys, openrd(fp) =
if
sys.cap 6= OS ∧ fp ∈ sys.fs ∧ filep(sys.fs[fp])
then
mksys(
sys.fs, sys.as, sys.ck, sys.cap, sys.ofs+ rd(sys.cap, fp))
)× Y ES
else
sys×NO
Diese Spezifikation verletzt die Sicherheitseigenschaft (8), da die U¨berpru¨fung
auf die Lesbarkeit der geo¨ffneten Datei nicht stattfindet. Damit kann in die
Menge der geo¨ffnet Dateien sys.ofs + rd(sys.cap, fp) eine Datei aufgenom-
men werden, die von der Anwendung sys.cap nicht lesbar ist und das Pra¨dikat
validrdofs : systemstate in dem Zustand falsch ist:
validrdofs(sys)↔ (∀fp. ¬rd(os, fp) ∈ sys.ofs) ∧
(∀fp, fp0. rd(mkap(fp), fp0) ∈ sys.ofs→
fp ∈ sys.fs ∧ filep(getfs(fp, sys.fs)) ∧
getfs(fp, sys.fs).mrk 6= none ∧ filep(getfs(fp0, sys.fs)) ∧
rdable(getfs(fp, sys.fs).mrk.dm, fp0, sys.fs) ∧
rdable(getfs(fp, sys.fs).mrk.dm, fp0.fpbutlast, sys.fs))
Dieses Pra¨dikat ist fu¨r die Invariante wichtig:
inv(sys)↔ legalp(sys.fs) ∧ validcap(sys) ∧ rootap(sys.fs) ∧
compatfsp(sys.fs) ∧ validrdofs(sys) ∧ validwrofs(sys)
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Kodkod findet ein Gegenbeispiel fu¨r die Eigenschaft (8) wo eine unlesbare Datei
zum Lesen geo¨ffnet wird und damit die Invariante im nachfolgenden Zustand2
nicht mehr gilt:
counterexample for lemma08:
variables assignment:
co=openrd([fileid1])
sys=({([],mkdir([fileid1],mkacc(system-high,system-low))),
([fileid1],mkfi(data2,mkacc(system-high,access-class0),
mkmrk(mkdm(system-high,system-high, system-low,system-low))))},
{},cardkey,mkap([fileid1]),{})
MODEL:
function table for inv : systemstate -> bool
------------------------------------------------------------------------------
({([],mkdir([fileid1],system-high,system-low)),
([fileid1],mkfi(data2,system-high,access-class0,
mkmrk(mkdm(system-high,system-high, system-low,system-low))))},
{},cardkey,mkap([fileid1]),{})
initialstate
==============================================================================
function table for exec : systemstate x command -> systemstateandoutput
------------------------------------------------------------------------------
({([],mkdir([fileid1],system-high,system-low)),
([fileid1],mkfi(data2,mkacc(system-high,access-class0),
mkmrk(mkdm(system-high,system-high, system-low,system-low))))},
{},cardkey,mkap([fileid1]),{})
openrd([fileid1])
@times(({([],mkdir([fileid1],system-high,system-low)),
([fileid1],mkfi(data2,system-high,access-class0,
mkmrk(mkdm(system-high,system-high, system-low,system-low))))},
{},cardkey,mkap([fileid1]),{rd(mkap([fileid1]),[fileid1])}), yes)
...
initialstate openrd([fileid1]) @times(initialstate,no)
==============================================================================
statistics
p cnf 2775271 7907272
primary variables: 4906
translation time: 109903 ms
solving time: 153740 ms
Die geo¨ffnete Datei ist unter dem Adresse [fileid1] gespeichert, hat die Zu-
griffsrechte (syshigh, ac0) und ist damit fu¨r die Anwendung mkap([fileid1]) mit
der Sicherheitsdoma¨ne mkdm(syshigh, syshigh, syslow, syslow) nicht lesbar. Die
Spezifikation von openrd wird verbessert indem eine Zusatzbedingung gefordert
wird: rdable(getfs(sys.cap.ap, sys.fs).mrk.dm, fp, sys.fs).
exec(sys, openrd(fp) =
if
2Ein Systemzustand sys wird mit dem 5-Tupel dargestellt: sys = (fs : FileSystem, as :
AuthStore, ck : Auth, cap : Ap− or −OS, ofs : OpenFileSet).
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sys.cap 6= OS ∧ fp ∈ sys.fs ∧ filep(sys.fs[fp]) ∧
rdable(getfs(sys.cap.ap, sys.fs).mrk.dm, fp, sys.fs)
then
mksys(
sys.fs, sys.as, sys.ck, sys.cap, sys.ofs+ rd(sys.cap, fp))
)× Y ES
else
sys×NO
Bei der Fehlersuche ko¨nnen dem Kodkod die Schranken explizit vorgegeben
werden indem eine Datei “scope” im Unterverzeichniss “kodkod” angelegt wird.
Fu¨r diese Suche wurden folgenden Schranken verwendet:
all,3
nat,4
fileid-list,4
file,4
filesystem,4
Fehler 2.
Beim Checken der Eigenschaft (8) wurde ein weiterer Fehler in der Spzifikation
von setintsec endeckt. Den Endeckung des ersten Fehler in der Spzifikation von
setintsec ist im Abschnitt 7.4.2 detailiert beschrieben. Die Spezifikation wurde
durch Versta¨rkung der Vorbedingung korrigiert:
exec(sys, setintsec(fp, iac, sac) =
if
sys.cap 6= OS ∧ fp ∈ sys.fs ∧ filep(sys.fs[fp])
rdable(sys.fs[sys.cap.ap].mrk.dm, butlast(fp), sys.fs) ∧
wrable(sys.fs[sys.cap.ap].mrk.dm, butlast(fp), sys.fs)
then
mksys(
sys.fs[fp,mkfi(sys.fs[fp].cont, iac, sac, sys.fs[fp].mrk)],
sys.as, sys.ck, sys.cap, sys.ofs)× Y ES
else
sys×NO
Nun ist hier ein weiterer Fehler versteckt, der erst beim Checken der Eigenschaft
(8) aufgedeckt wird. Die Zugriffsrechte einer Datei werden so vera¨ndert, dass es
im nachfolgenden Zustand von dem Agenten nicht mehr lesbar ist. Dies wa¨re
kein Problem, wa¨re diese Datei nicht in der Menge der zum Lesen geo¨ffneten
Dateien enthalten. D.h. im nachfolgenden Zustan gilt die Invariante inv nicht
mehr, weil eine unlesbare Datei geo¨ffnet ist. Kodkod berechnet das entsprechen-
de Gegenbeispiel:
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counterexample for lemma08:
variables assignment:
co=setintsec([fileid1],access-class0,system-high)
sys=({([],mkdir([fileid1],system-high,system-low)),
([fileid1],mkfi(data2,system-low,access-class0,
mkmrk(mkdm(system-low,system-high,access-class0,system-low))))},
{(applname2,authentication1)},cardkey,mkap([fileid1]),{rd(mkap([fileid1]),[fileid1])})
MODEL:
function table for inv : systemstate -> bool
------------------------------------------------------------------------------
({([],mkdir([fileid1],system-high,system-low)),
([fileid1],mkfi(data2,system-low,access-class0,
mkmrk(mkdm(system-low,system-high,access-class0,system-low))))},
{(applname2,authentication1)},cardkey,mkap([fileid1]),{rd(mkap([fileid1]),[fileid1])})
initialstate
==============================================================================
function table for exec : systemstate x command -> systemstateandoutput
------------------------------------------------------------------------------
({([],mkdir([fileid1],system-high,system-low)),
([fileid1],mkfi(data2,system-low,access-class0,
mkmrk(mkdm(system-low,system-high,access-class0,system-low))))},
{(applname2,authentication1)},cardkey,mkap([fileid1]),{rd(mkap([fileid1]),[fileid1])})
setintsec(@oplusfp(fileid1,@fp),access-class0,system-high)
@times(({([],mkdir([fileid1],system-high,system-low)),
([fileid1],mkfi(data2,access-class0,system-high,
mkmrk(mkdm(system-low,system-high,access-class0,system-low))))},
{(applname2,authentication1)},cardkey,mkap([fileid1]),{rd(mkap([fileid1]),[fileid1])}),yes)
...
==============================================================================
statistics
p cnf 4047088 11379353
primary variables: 5528
translation time: 171166 ms
solving time: 350820 ms
Die Datei unter der Adresse [fileid1] hat Zugriffsrechte (syslow, ac0), ist fu¨r den
Agenten mit der Sicherheitsdoma¨ne (syslow, syshigh, ac0, syslow) lesbar und ist
in der Menge der geo¨ffneten Dateien enthalten. Nun wird der Systemaufruf
setintsec([fileid1], ac0, syshigh) gemacht und die Datei ist nicht mehr lesbar.
Damit ist das Pra¨dikat validrdofs im nachfolgenden Zustand falsch und die
Invariante ist verletzt.
Die Spezifikation von setintsec wird verbessert indem nach einer erfolgreichen
Vera¨nderung der Zugriffsrechte die gegebenenfalls geo¨ffnete Datei aus der Menge
sys.ofs entfernt wird:
exec(sys, setintsec(fp, iac, sac) =
if
sys.cap 6= OS ∧ fp ∈ sys.fs ∧ filep(sys.fs[fp])
rdable(sys.fs[sys.cap.ap].mrk.dm, butlast(fp), sys.fs) ∧
wrable(sys.fs[sys.cap.ap].mrk.dm, butlast(fp), sys.fs) ∧
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then
mksys(
sys.fs[fp,mkfi(sys.fs[fp].cont, iac, sac, sys.fs[fp].mrk)],
sys.as, sys.ck, sys.cap,ofsrmfi(fp, sys.ofs))× Y ES
else
sys×NO
Fehler 3.
Der Systemaufruf openwr(fp) o¨ffnet eine Datei zum beschreiben. Die folgende
Spezifikation entha¨lt einen Fehler, der zur Verletzung der Invariante nach der
Ausfu¨hrung fu¨hrt:
exec(sys, openwr(fp) =
if
sys.cap 6= OS ∧ fp ∈ sys.fs ∧ filep(sys.fs[fp]) ∧
getfs(fp, sys.fs).mrk = none ∧
rdable(getfs(sys.cap.ap, sys.fs).mrk.dm, fp.fpbutlast, sys.fs)
then
mksys(
sys.fs, sys.as, sys.ck, sys.cap, sys.ofs+ wr(sys.cap, fp))
)× Y ES
else
sys×NO
Fu¨r eine erfolgreiche Ausfu¨hrung wird insbesondere verlangt, dass das Verzeich-
niss in dem die Datei liegt lesbar ist. Die beschreibbarkeit der Datei selbst wird
nicht u¨berpu¨ft. Kodkod berechnet ein Gegenbeispiel:
counterexample for lemma08:
variables assignment:
co=openwr([fileid2])
sys=({([],mkdir([fileid2,fileid1]),system-high,system-low),
([fileid2],mkfi(data2,system-high,system-low,none)),
([fileid1],mkfi(data2,system-high,system-low,
mkmrk(mkdm(system-high,system-high,system-low,system-high))))},
{},cardkey,mkap([fileid1]),{})
MODEL:
function table for inv : systemstate -> bool
------------------------------------------------------------------------------
({([],mkdir([fileid2,fileid1]),system-high,system-low),
([fileid2],mkfi(data2,system-high,system-low,none)),
([fileid1],mkfi(data2,system-high,system-low,
mkmrk(mkdm(system-high,system-high,system-low,system-high))))},
{},cardkey,mkap([fileid1]),{})
initialstate
==============================================================================
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function table for exec : systemstate x command -> systemstateandoutput
------------------------------------------------------------------------------
({([],mkdir([fileid2,fileid1]),system-high,system-low),
([fileid2],mkfi(data2,system-high,system-low,none)),
([fileid1],mkfi(data2,system-high,system-low,
mkmrk(mkdm(system-high,system-high,system-low,system-high))))},
{},cardkey,mkap([fileid1]),{})
openwr(@oplusfp(fileid2,@fp))
@times(
({([],mkdir([fileid2,fileid1]),system-high,system-low),
([fileid2],mkfi(data2,system-high,system-low,none)),
([fileid1],mkfi(data2,system-high,system-low,
mkmrk(mkdm(system-high,system-high,system-low,system-high))))},
{},cardkey,mkap([fileid1]),{wr(mkap([fileid1]),[fileid2])}),yes)
...
==============================================================================
statistics
p cnf 2381585 6761608
primary variables: 5356
translation time: 105440 ms
solving time: 107016 ms
Die Spezifikation von openwr wird verbessert indem eine Zusatzbedingung ge-
fordert wird:
wrable(getfs(sys.cap.ap, sys.fs).mrk.dm, fp, sys.fs)
Bei der Fehlersuche wurden folgenden Schranken verwendet:
all,3
nat,4
fileid-list,4
file,4
filesystem,5
Fehler 4.
Der Systemaufruf write(fp,da) schreibt Daten da in die Datei unter der Adresse
fp. Fu¨r eine erfolgreiche Ausfu¨hrung wird vorausgesetzt, dass die zu beschrei-
bende Datei bereits zum Schreiben geo¨ffneten ist:
exec(sys, write(fp, da) =
if
sys.cap 6= OS ∧ wr(sys.cap, fp) ∈ sys.ofs
then
mksys(
insfs(fp,mkfi(da, getfs(fp, sys.fs).icl, getfs(fp, sys.fs).scl,
getfs(fp, sys.fs).mrk), sys.fs),
sys.as, sys.ck, sys.cap, sys.ofs)
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)× Y ES
else
sys×NO
Die Sicherheitseigenschaft (3) behauptet, dass die Systemafrufe die Interferenz
Relation  beachten:
(3) inv(sys) ∧ dom(sys, co) 6 d0 → sys ∼
d0 exec(sys, co).1
Der Zustand sys soll dabei die Invariante inv erfu¨llen. Die Invariante implizit
insbesondere, dass die zum Schreiben geo¨ffneten Dateien “legal” die Zuggriffs-
rechte respektieren:
validwrofs(sys)↔ (∀fp. ¬wr(os, fp) ∈ sys.ofs) ∧
(∀fp, fp0. wr(mkap(fp), fp0) ∈ sys.ofs→
fp ∈ sys.fs ∧ filep(getfs(fp, sys.fs)) ∧
getfs(fp, sys.fs).mrk 6= none ∧ filep(getfs(fp0, sys.fs)) ∧
wrable(getfs(fp, sys.fs).mrk.dm, fp0, sys.fs) ∧
rdable(getfs(fp, sys.fs).mrk.dm, fp0.fpbutlast, sys.fs))
Diese Spezifikation la¨ßt auch den Fall zu, wo die geo¨ffnete Datei eine Anwendung
ist: getfs(fp0, sys.fs).mrk 6= none. In diesem Fall wird der Inhalt der Datei
u¨berschrieben. Dies fu¨hrt zur Verletzung der Sicherheitseigenschaft (3). Kodkod
findet ein Gegenbeispiel:
counterexample for lemma03:
variables assignment:
d0=mkdm(system-high,access-class0,system-low,access-class0)
co=write([fileid1],data1)
sys=({([], mkdir([fileid1],system-high,system-low)),
([fileid1],mkfi(data2,access-class0,access-class0,
mkmrk(mkdm(system-high,access-class0,system-low,access-class0))))},
{(applname0,cardkey)},cardkey,mkap(@oplusfp(fileid1,@fp)),
{wr(mkap([fileid1]),[fileid1])})
MODEL:
function table for inv : systemstate -> bool
------------------------------------------------------------------------------
({([], mkdir([fileid1],system-high,system-low)),
([fileid1],mkfi(data2,access-class0,access-class0,
mkmrk(mkdm(system-high,access-class0,system-low,access-class0))))},
{(applname0,cardkey)},cardkey,mkap(@oplusfp(fileid1,@fp)),
{wr(mkap([fileid1]),[fileid1])})
({([], mkdir([fileid1],system-high,system-low)),
([fileid1],mkfi(data1,access-class0,access-class0,
mkmrk(mkdm(system-high,access-class0,system-low,access-class0))))},
{(applname0,cardkey)},cardkey,mkap(@oplusfp(fileid1,@fp)),
{wr(mkap([fileid1]),[fileid1])})
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initialstate
==============================================================================
function table for exec : systemstate x command -> systemstateandoutput
------------------------------------------------------------------------------
({([], mkdir([fileid1],system-high,system-low)),
([fileid1],mkfi(data2,access-class0,access-class0,
mkmrk(mkdm(system-high,access-class0,system-low,access-class0))))},
{(applname0,cardkey)},cardkey,mkap(@oplusfp(fileid1,@fp)),
{wr(mkap([fileid1]),[fileid1])})
write([fileid1],data1)
@times(({([], mkdir([fileid1],system-high,system-low)),
([fileid1],mkfi(data1,access-class0,access-class0,
mkmrk(mkdm(system-high,access-class0,system-low,access-class0))))},
{(applname0,cardkey)},cardkey,mkap(@oplusfp(fileid1,@fp)),
{wr(mkap([fileid1]),[fileid1])}),yes)
...
==============================================================================
statistics
p cnf 2303680 6489002
primary variables: 5380
translation time: 104156 ms
solving time: 152804 ms
Wir korrigieren die Spezifikation von validwrofs:
validwrofs(sys)↔ (∀fp. ¬wr(os, fp) ∈ sys.ofs) ∧
(∀fp, fp0. wr(mkap(fp), fp0) ∈ sys.ofs→
fp ∈ sys.fs ∧ filep(getfs(fp, sys.fs)) ∧
getfs(fp, sys.fs).mrk 6= none ∧ filep(getfs(fp0, sys.fs)) ∧
wrable(getfs(fp, sys.fs).mrk.dm, fp0, sys.fs) ∧
rdable(getfs(fp, sys.fs).mrk.dm, fp0.fpbutlast, sys.fs) ∧
getfs(fp0, sys.fs).mrk = none)
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Am meisten wurden mit Gegenbeispielen nicht Fehler in der Spezifikation auf-
gedeckt sondern falsche Lemmas. Im folgenden werden diese Lemmas genau
beschrieben.
Lemma 1.
Das Pra¨dikat eqcont(fs, dm, fs0) testet ob es fu¨r die Doma¨ne dm auf den Datei-
systemen fs und fs0 die gleichen Informationen lesbar sind:
eqcont(fs, dm, fs0)↔ ∀fp. rdable(dm, fp, fs) ∧ filep(fp, fs)→
getfs(fp, fs) = getfs(fp, fs0)
Das folgende Lemma vermutet die Transitivita¨t von eqcont:
eqcont(fs1, dm, fs2) ∧ eqcont(fs2, dm, fs3)→ eqcont(fs1, dm, fs3)
Das Lemma ist falsch und Kodkod findet ein Gegenbeispiel:
counterexample for lemma01:
variables assignment:
fs1={([],mkfi(nodata,system-high,system-low,
mkmrk(mkdm(system-high,system-high,system-low,system-low))))}
fs2={}
fs3={([],mkdir([],mkacc(system-high,system-low)))}
dm=mkdm(system-high,system-high,system-low,system-low)
MODEL:
function table for eqcont : filesystem x domain x filesystem -> bool
------------------------------------------------------------------------------
{([],mkfi(nodata,system-high,system-low,
mkmrk(mkdm(system-high,system-high,system-low,system-low))))}
mkdm(system-high,system-high,system-low,system-low)
{}
{}
mkdm(system-high,system-high,system-low,system-low)
{([],mkdir([],mkacc(system-high,system-low)))}
...
==============================================================================
function table for rdable : domain x filepath x filesystem -> bool
------------------------------------------------------------------------------
mkdm(system-high,system-high,system-low,system-low) []
{([],mkdir([],mkacc(system-high,system-low)))}
mkdm(system-high,system-high,system-low,system-low) []
{([],mkfi(nodata,system-high,system-low,
mkmrk(mkdm(system-high,system-high,system-low,system-low))))}
..
==============================================================================
statistics
p cnf 814858 2496996
primary variables: 4136
translation time: 32716 ms
solving time: 8194 ms
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Dises Gegenbeispiel zeigt ein Randfall, wo fs2 = {} (leer) gilt. Es gilt eqcont(fs1, dm, fs2)
weil getfs(fp, {}) unterspezifiziert ist und damit auch getfs([], {}) = getfs([], fs1)
gelten kann, wie, z.B., im Gegenbeispiel. eqcont(fs2, dm, fs3) gilt trivialerwei-
se, weil fs2 leer ist. eqcont(fs1, dm, fs3) gilt aber nicht, weil getfs([], fs1) 6=
getfs([], fs3) gilt.
Das Lemma wird korrigiert, indem die Vorbedingung versta¨rkt wird:
eqrd(fs1,dm, fs2) ∧ eqcont(fs1, dm, fs2) ∧ eqcont(fs2, dm, fs3)→ eqcont(fs1, dm, fs3)
Mit dem Pra¨dikat eqrd wird garantiert, dass die Mengen der lesbaren Dateien,
die auch tatsa¨chlich in fs1 und fs2 gespeichert sind, gleich sind:
eqrd(fs, dm, fs0)↔ (∀fp. rdable(dm, fp, fs)↔ rdable(dm, fp, fs0))
Lemma 2.
Es wird untersucht ob die Systemaufrufe bestimmte Eigenschaften von System-
zusta¨nden bzw. Dateisystemen erhalten, z.B. legalp : filesystem, validwrofs :
systemstate etc. Als erste Eigenschaft betrachten wir die Invarianz von rootok :
rootok(sys.fs)→ rootok(exec(sys, co).1.fs);
Das Pra¨dikat rootok ist wie folgt spezifiziert:
rootok(fs)↔ [] ∈ fs ∧ dirp(getfs([], fs)) ∧
getfs([], fs).icl = syshigh ∧
getfs([], fs).scl = syslow
Diese Eigenschaft gilt fu¨r den Systemaufruf write(fp,data) nicht, wie ein von
Kodkod berechnetes Gegenbeispiel zeigt:
counterexample for lemma02:
variables assignment:
co=write([],data1)
sys=({([],mkdir([fileid1],system-high,system-low))},
{(applname0,cardkey)},authentication1,mkap([fileid0]),
{wr(mkap([fileid0]),[]),wr(os,[fileid0,fileid0])})
MODEL:
function table for exec : systemstate x command -> systemstateandoutput
------------------------------------------------------------------------------
({([],mkdir([fileid1],system-high,system-low))},
{(applname0,cardkey)},authentication1,mkap([fileid0]),
{wr(mkap([fileid0]),[]),wr(os,[fileid0,fileid0])})
write([],data1)
@times(({([],mkfi(data1,mkacc(system-high,system-low),none))},
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{(applname0,cardkey)},authentication1,mkap([fileid0]),
{wr(mkap([fileid0]),[]),wr(os,[fileid0,fileid0])}),yes)
...
==============================================================================
function table for rootok : filesystem -> bool
------------------------------------------------------------------------------
{([],mkdir([fileid1],system-high,system-low))}
emptyfs
==============================================================================
statistics
p cnf 2304211 6491185
primary variables: 5384
translation time: 102191 ms
solving time: 96640 ms
Wie Das Gegenbeispiel zeigt, gilt fu¨r das Dateisystem im nachfolgenden Zu-
stand die rootok Eigenschaft nicht, weil das root-Verzeichnis durch eine Datei
ersetzt wurde. Um das zuverhindern wird im Lemma zusa¨tzlich verlangt, dass
die zum Schreiben geo¨ffneten Dateien valide sind, d.h., dass insbesondere keine
Verzeichnisse u¨beschrieben werden ko¨nnen:
rootok(sys.fs) ∧ validwrofs(sys)→ rootok(exec(sys, co).1.fs);
Lemma 3.
Betrachten wir die Eigenschaft upclosedp von einem Dateisystem:
upclosedp(fs)↔ (∀fp, fid. fp+ fid ∈ fs→
fp ∈ fs ∧ dirp(getfs(fp, fs)) ∧
fid ∈ getfs(fp, fs).dircont)
Fu¨r jeden Pfad fp 6= [] soll im Dateisystem das Prefix fp.butlast auch existieren
und darunter ein Verzeichnis gespeichert sein. Es wird das Lemma untersucht,
das die Erhaltung von upclosedp durch Systemmaufrufe formuliert:
upclosedp(sys.fs)→ upclosedp(exec(sys, co).1.fs);
Das Lemma ist falsch und Kodkod berechnet ein Gegenbeispiel:
counterexample for lemma03:
variables assignment:
co=write([],data1)
sys=({([],mkdir([fileid1],access-class0,system-low)),
([fileid1],mkdir([],system-high,system-low))},
{(applname0,authentication1)},cardkey,mkap([fileid1,fileid1]),
{wr(mkap([fileid1,fileid1]),[])})
MODEL:
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function table for exec : systemstate x command -> systemstateandoutput
------------------------------------------------------------------------------
({([],mkdir([fileid1],access-class0,system-low)),
([fileid1],mkdir([],system-high,system-low))},
{(applname0,authentication1)},cardkey,mkap([fileid1,fileid1]),
{wr(mkap([fileid1,fileid1]),[])})
write([],data1)
@times(({([],mkfi(data1,access-class0,system-low,none)),
([fileid1],mkdir([],system-high,system-low))},
{(applname0,authentication1)},cardkey,mkap([fileid1,fileid1]),
{wr(mkap([fileid1,fileid1]),[])}),yes)
...
==============================================================================
function table for upclosedp : filesystem -> bool
------------------------------------------------------------------------------
emptyfs
{([],mkdir([fileid1],access-class0,system-low)),
([fileid1],mkdir([],system-high,system-low))}
{}
==============================================================================
statistics
p cnf 2304211 6491185
primary variables: 5384
translation time: 96976 ms
solving time: 144967 ms
Wie Das Gegenbeispiel zeigt, gilt fu¨r das Dateisystem im nachfolgenden Zustand
die upclosedp Eigenschaft nicht, weil das root-Verzeichnis durch eine Datei er-
setzt wurde. Um das zuverhindern wird im Lemma zusa¨tzlich verlangt, dass
die zum Schreiben geo¨ffneten Dateien valide sind, d.h., dass insbesondere keine
Verzeichnisse u¨beschrieben werden ko¨nnen:
upclosedp(sys.fs) ∧ validwrofs(sys)→ upclosedp(exec(sys, co).1.fs);
Lemma 4.
Die Eigenschaft rootap von einem Dateisystem besagt, dass alle Anwendungen
file.mrk 6= none nur im root-Verzeichnis gespeichert sind:
rootap(fs)↔ (∀fp. fp ∈ fs ∧ filep(getfs(fp, fs)) ∧
getfs(fp, fs).mrk 6= none→
fp.fpbutlast = [])
Das Lemma beschreibt die Invarianz von rootap bezu¨glich der Systemaufrufe:
rootap(sys.fs)→ rootap(exec(sys, co).1.fs);
Kodkod findet ein Gegenbeispiel, dass das Lemma falsifiziert:
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counterexample for lemma04:
variables assignment:
co=write([],data2)
sys=({([],mkdir([],system-high,system-low))},{(applname2,cardkey)},
authentication1,mkap([]),{wr(mkap([]),[])})
MODEL:
function table for exec : systemstate x command -> systemstateandoutput
------------------------------------------------------------------------------
({(([],mkdir([],system-high,system-low)))},{(applname2,cardkey)},
authentication1,mkap([]),{wr(mkap([]),[])})
write([],data2)
@times(({(([],mkfi(data2,system-high,system-low,
mkmrk(mkdm(access-class0,system-high,system-high,system-low)))))},
{(applname2,cardkey)},authentication1,mkap([]),{wr(mkap([]),[])}),yes)
initialstate write([],data2) @times(initialstate,no)
==============================================================================
function table for rootap : filesystem -> bool
------------------------------------------------------------------------------
{([fileid2],mkdir([fileid2],access-class0,access-class0))}
{([fileid2,fileid2],mkdir([],system-high,system-low))}
emptyfs
{}
==============================================================================
statistics
p cnf 2304211 6491185
primary variables: 5384
translation time: 89807 ms
solving time: 114171 ms
Systemaufruf verletzt das Lemma, weil in der Menge zum Schreiben geo¨ffneten
Dateien unberechtigt die Datei unter dem Pfad [] enthalten ist. Das Problem
wird behoben indem die Bedingung validwrofs(sys) zusa¨tzlich verlangt wird:
rootap(sys.fs) ∧ validwrofs(sys)→ rootap(exec(sys, co).1.fs);
Lemma 5.
Wir wollen untersuchen ob die A¨quivalenz zweier Zusta¨nde bezu¨glich einer
Doma¨ne d dazu fu¨hrt, dass die Invariante inv sich immer von sys auf sys0
u¨bertra¨gt:
inv(sys) ∧ eqd(sys, d, sys0)→ inv(sys0)
Dies gilt nicht immer und Kodkod findet ein Gegenbeispiel:
counterexample for lemma05:
variables assignment:
d=mkdm(system-high,system-low,system-low,system-high)
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sys=initialstate
sys0=({([],mkdir([],system-high,system-low)),
([fileid1],mkfi(data2,system-high,access-class0,none))},
{},os,cardkey,{})
MODEL:
function table for inv : systemstate -> bool
------------------------------------------------------------------------------
initialstate
==============================================================================
function table for eqd : systemstate x secdomain x systemstate -> bool
------------------------------------------------------------------------------
initialstate
mkdm(system-high,system-low,system-low,system-high)
({([],mkdir([],system-high,system-low)),
([fileid1],mkfi(data2,system-high,access-class0,none))},
{},os,cardkey,{})
initialstate
mkdm(system-high,system-low,system-low,system-high)
initialstate
...
==============================================================================
statistics
p cnf 3873186 10754748
primary variables: 5652
translation time: 168512 ms
solving time: 289919 ms
In diesem Beispiel sind die beiden Zusta¨nde sys, sys0 a¨quivalent bzgl. d. Trotz-
dem gilt upclosed(sys0.fs) nicht:
upclosedp(fs)↔ (∀fp, fid. fp+ fid ∈ fs→
fp ∈ fs ∧ dirp(getfs(fp, fs)) ∧
fid ∈ getfs(fp, fs).dircont)
Damit gilt die Invariante inv in sys0 nicht.
Lemma 6.
Das Lemma formuliert die Vermutung, dass wenn eine Datei fu¨r d nicht lesbar
ist, dann kann der Lesesystemaufruf fu¨r diese Datei nicht erfolgreich sein:
¬rdable(d.dom, fp, sys.fs)→ exec(sys, read(fp)).2 = no
Das Lemma ist falsch, da nicht u¨berpru¨ft wird ob die Menge der geo¨ffneten
Dateien korrekt ist, d.h. die Zugriffsrechte beru¨ckksichtigt. Kodkod findet ein
Gegenbeispiel:
counterexample for lemma06:
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variables assignment:
d=mkdm(system-high,system-high,system-low,system-low)
sys=({([],mkdir([fileid1,fileid1],system-low,system-high))},
{},authentication1,mkap([fileid2]),{rd(mkap([fileid2]),[])})
fp=[]
MODEL:
function table for rdable : domain x filepath x filesystem -> bool
------------------------------------------------------------------------------
mkdm(system-high,system-low,system-low,system-high) [] emptyfs
mkdm(system-high,system-high,system-low,access-class0) [] emptyfs
mkdm(system-high,system-high,system-low,system-low) [] emptyfs
==============================================================================
function table for exec : systemstate x command -> systemstateandoutput
------------------------------------------------------------------------------
({([],mkdir([fileid1,fileid1],system-low,system-high))},
{},authentication1,mkap([fileid2]),{rd(mkap([fileid2]),[])})
read([])
@times(({([],mkdir([fileid1,fileid1],system-low,system-high))},
{},authentication1,mkap([fileid2]),{rd(mkap([fileid2]),[])}),
mkoutdata(data2))
initialstate read([]) @times(initialstate,no)
==============================================================================
statistics
p cnf 3873464 10755218
primary variables: 5669
translation time: 176853 ms
solving time: 346323 ms
Eine einfache Korrektur beseitigt den Fehler:
¬rdable(d.dom, fp, sys.fs) ∧ inv(sys)→ exec(sys, read(fp)).2 = no
Lemma 7.
Zwei Zusta¨nde erfu¨llen die Inavriante und sind a¨quivalent bezu¨glich einer Doma¨ne
d: eqd(sys, d, sys0). Es wird vermutet, dass die Ausgaben eines Systemaufrufs
auf diesen Zusta¨nden gleich sind:
inv(sys) ∧ inv(sys0) ∧ eqd(sys, d, sys0)→ exec(sys, co).2 = exec(sys0, co).2;
Kodkod findet ein Gegenbeispiel, wo die read Systemoperation diese Vermutung
nicht erfu¨llt:
counterexample for lemma07:
variables assignment:
co=read([fileid2])
d=mkdm(system-high,system-low,access-class0,system-low)
sys=({([],mkdir([fileid2],system-high,system-low)),
([fileid2],mkfi(data2,system-low,system-low,
mkmrk(mkdm(system-low,system-high,access-class0,system-low))))},
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{},cardkey,mkap([fileid2]),{})
sys0=({(([],mkdir([fileid2],system-high,system-low))),
([fileid2],mkfi(data2,system-low,system-low,
mkmrk(mkdm(system-low,system-high,access-class0,system-low))))},
{},cardkey,mkap([fileid2]),{rd(mkap([fileid2]),[fileid2])})
MODEL:
function table for inv : systemstate -> bool
------------------------------------------------------------------------------
({([],mkdir([fileid2],system-high,system-low)),
([fileid2],mkfi(data2,system-low,system-low,
mkmrk(mkdm(system-low,system-high,access-class0,system-low))))},
{},cardkey,mkap([fileid2]),{})
({(([],mkdir([fileid2],system-high,system-low))),
([fileid2],mkfi(data2,system-low,system-low,
mkmrk(mkdm(system-low,system-high,access-class0,system-low))))},
{},cardkey,mkap([fileid2]),{rd(mkap([fileid2]),[fileid2])})
initialstate
==============================================================================
function table for eqd : systemstate x secdomain x systemstate -> bool
------------------------------------------------------------------------------
({([],mkdir([fileid2],system-high,system-low)),
([fileid2],mkfi(data2,system-low,system-low,
mkmrk(mkdm(system-low,system-high,access-class0,system-low))))},
{},cardkey,mkap([fileid2]),{})
mkdm(system-high,system-low,access-class0,system-low)
({(([],mkdir([fileid2],system-high,system-low))),
([fileid2],mkfi(data2,system-low,system-low,
mkmrk(mkdm(system-low,system-high,access-class0,system-low))))},
{},cardkey,mkap([fileid2]),{rd(mkap([fileid2]),[fileid2])})
...
==============================================================================
function table for exec : systemstate x command -> systemstateandoutput
------------------------------------------------------------------------------
({(([],mkdir([fileid2],system-high,system-low))),
([fileid2],mkfi(data2,system-low,system-low,
mkmrk(mkdm(system-low,system-high,access-class0,system-low))))},
{},cardkey,mkap([fileid2]),{rd(mkap([fileid2]),[fileid2])})
read([fileid2])
@times(({(([],mkdir([fileid2],system-high,system-low))),
([fileid2],mkfi(data2,system-low,system-low,
mkmrk(mkdm(system-low,system-high,access-class0,system-low))))},
{},cardkey,mkap([fileid2]),{rd(mkap([fileid2]),[fileid2])}),mkoutdata(data2))
({([],mkdir([fileid2],system-high,system-low)),
([fileid2],mkfi(data2,system-low,system-low,
mkmrk(mkdm(system-low,system-high,access-class0,system-low))))},
{},cardkey,mkap([fileid2]),{})
read([fileid2])
@times(({([],mkdir([fileid2],system-high,system-low)),
([fileid2],mkfi(data2,system-low,system-low,
mkmrk(mkdm(system-low,system-high,access-class0,system-low))))},
{},cardkey,mkap([fileid2]),{}),no)
==============================================================================
statistics
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p cnf 3873419 10755061
primary variables: 5667
translation time: 156219 ms
solving time: 285011 ms
Die Zusta¨nde sind aus Sicht von d gleich, weil die Datei unter der Adresse
[fileid2] fu¨r d nicht lesbar ist. Fu¨r die Doma¨ne cdom(sys, co) (Doma¨ne des
aktiven Agenten) ist die Datei lesbar. Da in sys0 die Datei [fileid2] zum Le-
sen geo¨ffnet ist, sind die Zusa¨nde fu¨r die Doma¨ne cdom(sys, co) nicht gleich.
Als Folge liefert der Systemaufruf read([fileid2]) fu¨r sys und sys0 unterschied-
lieche Ergebnisse. Das Lemma wird korrigiert indem die A¨quivalenz bezu¨glich
cdom(sys, co) verlangt wird:
inv(sys) ∧ inv(sys0) ∧ eqd(sys, cdom(sys, co), sys0)→
exec(sys, co).2 = exec(sys0, co).2;
Lemma 8.
In einem Zustand, der die Invariante erfu¨llt und der aktive Agent auf die Datei
fp lesend zugreifen kann, sollte die Leseoperation read(fp) erfolgreich sein:
inv(sys) ∧ rdable(cdom(sys, read(fp)), fp, sys.fs)→ exec(sys, read(fp)).2 6= no
Das Lemma beachtet nicht, dass die Datei mo¨glicherweise noch nicht zum Lesen
geo¨ffnet wurde. Kodkod findet ein Gegenbeispiel:
counterexample for lemma08:
variables assignment:
sys=initialstate
fp=[]
MODEL:
function table for inv : systemstate -> bool
------------------------------------------------------------------------------
initialstate
==============================================================================
function table for exec : systemstate x command -> systemstateandoutput
------------------------------------------------------------------------------
initialstate read([]) @times(initialstate,no)
...
==============================================================================
statistics
p cnf 3873563 10755302
primary variables: 5672
translation time: 153957 ms
solving time: 281762 ms
Das Lemma wird korrigiert indem verlangt wird, dass die Datei zum Lesen
bereits geo¨ffnet wurde:
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inv(sys) ∧ rdable(cdom(sys, read(fp)), fp, sys.fs) ∧
rd(sys.cap), fp ∈ sys.ofs→
exec(sys, read(fp)).2 6= no
Lemma 9.
Das Lemma beschreibt die Erhaltung der validrdofs Eigenschaft durch System-
aufrufe;
validrdofs(sys)→ validrdofs(exec(sys, co).1)
Kodkod findet ein Gegenbeispiel wo durch den Systemaufruf openrd(fp) diese
Eigenschaft verletzt wird:
counterexample for lemma09:
variables assignment:
co=openrd([])
sys=({([],mkfi(data2,system-high,system-low,
mkmrk(mkdm(system-high,system-high,system-low,system-low))))},
{},cardkey,mkap([]),{})
MODEL:
function table for valid-rdofs : systemstate -> bool
------------------------------------------------------------------------------
({([],mkfi(data2,system-high,system-low,
mkmrk(mkdm(system-high,system-high,system-low,system-low))))},
{},cardkey,mkap([]),{})
initialstate
==============================================================================
function table for exec : systemstate x command -> systemstateandoutput
------------------------------------------------------------------------------
({([],mkfi(data2,system-high,system-low,
mkmrk(mkdm(system-high,system-high,system-low,system-low))))},
{},cardkey,mkap([]),{})
openrd([])
@times(({([],mkfi(data2,system-high,system-low,
mkmrk(mkdm(system-high,system-high,system-low,system-low))))},
{},cardkey,mkap([]),{rd(mkap([]),[])}),yes)
...
==============================================================================
statistics
p cnf 2315669 6537367
primary variables: 5368
translation time: 100813 ms
solving time: 106556 ms
Die Datei [] wird von der Anwendung mkap([]) zum Lesen geo¨ffnet. Der nach-
folgende Zustand erfu¨llt validrdofs nicht, weil Die Datei in keinem Verzeichnis
gespeichert ist. Dieser Fehler wird behoben indem man verlangt, dass der Zu-
stand sys die Invariante inv erfu¨llt.
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Lemma 10.
Sollten zwei Zusta¨nde bezu¨glich der Doma¨ne des aktuell aktivem Agenten a¨qui-
valent sein (sys ∼comd(sys,co) sys0), dann liefern die Ausfu¨hrungen eines Sy-
stemaufrufs die gleichen Ausgaben:
inv(sys) ∧ eqd(sys, cdom(sys, co), sys0)→ exec(sys, co).2 = exec(sys0, co).2;
Kodkod findet ein Gegenbeispiel, wo der Aufruf startappl(fileid0) diese Eigen-
schaft verletzt:
counterexample for lemma10:
variables assignment:
co=startappl(fileid0)
sys=({([],mkdir([fileid0],system-high,system-low)),
([fileid0],mkfi(data2,system-high,system-high,
mkmrk(mkdm(system-high,system-high,system-low,system-high))))},
{},cardkey,mkap([fileid0]),{})
sys0=({([],mkdir([fileid0],system-high,system-low)),
([fileid0],mkfi(data2,system-high,system-high,none))},
{},cardkey,mkap([fileid0]),{})
MODEL:
function table for exec : systemstate x command -> systemstateandoutput
------------------------------------------------------------------------------
({([],mkdir([fileid0],system-high,system-low)),
([fileid0],mkfi(data2,system-high,system-high,none))},
{},cardkey,mkap([fileid0]),{})
startappl(fileid0)
@times(({([],mkdir([fileid0],system-high,system-low)),
([fileid0],mkfi(data2,system-high,system-high,none))},
{},cardkey,mkap([fileid0]),{}),no)
({([],mkdir([fileid0],system-high,system-low)),
([fileid0],mkfi(data2,system-high,system-high,
mkmrk(mkdm(system-high,system-high,system-low,system-high))))},
{},cardkey,mkap([fileid0]),{})
startappl(fileid0)
@times(({([],mkdir([fileid0],system-high,system-low)),
([fileid0],mkfi(data2,system-high,system-high,
mkmrk(mkdm(system-high,system-high,system-low,system-high))))},
{},cardkey,mkap([fileid0]),{}),yes)
==============================================================================
statistics
p cnf 2315924 6537715
primary variables: 5380
translation time: 93403 ms
solving time: 232247 ms
Obwohl die beiden Zusta¨nde a¨quivalent bezu¨glich ∼cdom(sys,co) sind, unterschei-
den sich die Ausgaben trotzdem. Die Markierung der Datei, die die Anwendung
speichert in sys0, ist gleich none. Damit ist die Vorbedingung fu¨r startappl in
sys0 nicht erfu¨llt:
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exec(sys, startappl(fid) =
if
[fid] ∈ sys.fs ∧ filep(getfs([fid], sys.fs)) ∧
getfs([fid], sys.fs).mrk 6= none
then
mksys(sys.fs, sys.as, sys.ck,mkap([fid]), sys.ofs)× Y ES
else
sys×NO
Lemma 11.
Die Eigenschaft eqofswr bleibt erhalten:
inv(sys) ∧ eqofswr(sys.ofs, ap, sys0.ofs)→
eqofswr(exec(sys, co).1.ofs, ap, exec(sys0, co).1.ofs)
Das Lemma ist falsch wie Kodkod Gegenbeispiel zeigt:
counterexample for lemma11:
variables assignment:
co=openwr([])
ap=mkap([])
sys=initialstate
sys0=({(@fp,mkfi(data2,mkacc(access-class0,system-high),none))},{},
cardkey,mkap([]),{})
MODEL:
function table for exec : systemstate x command -> systemstateandoutput
------------------------------------------------------------------------------
({(@fp,mkfi(data2,mkacc(access-class0,system-high),none))},{},
cardkey,mkap([]),{})
openwr([])
@times(({(@fp,mkfi(data2,mkacc(access-class0,system-high),none))},{},
cardkey,mkap([]),{wr(mkap([]),[])}),yes)
initialstate openwr([]) @times(initialstate,no)
...
==============================================================================
function table for inv : systemstate -> bool
------------------------------------------------------------------------------
initialstate
==============================================================================
statistics
p cnf 2403646 6844293
primary variables: 5404
translation time: 103712 ms
solving time: 108836 ms
Lemma 12.
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Systemaufrufe erhalten die validwrofs Eigenschaft:
validwrofs(sys)→ validwrofs(exec(sys, co).1)
Kodkod falsifiziert das Lemma:
counterexample for lemma12:
variables assignment:
co=openwr([])
sys=({([],mkfi(data0,access-class0,system-high,none)),
([fileid0,fileid0],mkfi(data2,system-high,system-low,
mkmrk(mkdm(system-high,system-low,system-low,system-low))))},
{},cardkey,mkap([]),{})
MODEL:
function table for valid-wrofs : systemstate -> bool
------------------------------------------------------------------------------
({([],mkfi(data0,access-class0,system-high,none)),
([fileid0,fileid0],mkfi(data2,system-high,system-low,
mkmrk(mkdm(system-high,system-low,system-low,system-low))))},
{},cardkey,mkap([]),{})
initialstate
==============================================================================
function table for inv : systemstate -> bool
------------------------------------------------------------------------------
initialstate
==============================================================================
function table for exec : systemstate x command -> systemstateandoutput
------------------------------------------------------------------------------
({([],mkfi(data0,access-class0,system-high,none)),
([fileid0,fileid0],mkfi(data2,system-high,system-low,
mkmrk(mkdm(system-high,system-low,system-low,system-low))))},
{},cardkey,mkap([]),{})
openwr([])
@times(({([],mkfi(data0,access-class0,system-high,none)),
([fileid0,fileid0],mkfi(data2,system-high,system-low,
mkmrk(mkdm(system-high,system-low,system-low,system-low))))},
{},cardkey,mkap([]),{wr(mkap([]),[])}),yes)
...
==============================================================================
statistics
p cnf 2403176 6843610
primary variables: 5368
translation time: 103710 ms
solving time: 112048 ms
Lemma 13.
Falls der aktive Agent die Doma¨ne d nicht beeinflussen kann, bleibt die Eigen-
schaft eqrd durch die Systemafrufe erhalten:
inv(sys0) ∧ cdom(sys, co) 6 d ∧ eqrd(sys.fs, d, sys0.fs)→
eqrd(exec(sys, co).1.fs, d, exec(sys0, co).1.fs)
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Kodkod findet ein Gegenbeispiel:
counterexample for lemma13:
variables assignment:
d=mkdm(system-low,system-high,system-low,access-class0)
co=setintsec([],system-high,access-class0)
sys=({([],mkfi(data2,system-low,system-low,
mkmrk(mkdm(system-high,system-high,access-class0,access-class0)))),
([fileid2,fileid2],mkfi(data2,system-high,access-class0,
mkmrk(mkdm(system-high,system-high,access-class0,access-class0))))},
{},cardkey,mkap(@fp),{})
sys0=initialstate
MODEL:
function table for exec : systemstate x command -> systemstateandoutput
------------------------------------------------------------------------------
({([],mkfi(data2,system-low,system-low,
mkmrk(mkdm(system-high,system-high,access-class0,access-class0)))),
([fileid2,fileid2],mkfi(data2,system-high,access-class0,
mkmrk(mkdm(system-high,system-high,access-class0,access-class0))))},
{},cardkey,mkap(@fp),{})
setintsec([],system-high,access-class0)
@times(({([],mkfi(data2,system-high,access-class0,
mkmrk(mkdm(system-high,system-high,access-class0,access-class0)))),
([fileid2,fileid2],mkfi(data2,system-high,access-class0,
mkmrk(mkdm(system-high,system-high,access-class0,access-class0))))},
{},cardkey,mkap(@fp),{}),yes)
initialstate setintsec([],system-high,access-class0) @times(initialstate,no)
...
==============================================================================
function table for inv : systemstate -> bool
------------------------------------------------------------------------------
initialstate
==============================================================================
statistics
p cnf 2479586 7117966
primary variables: 5481
translation time: 113531 ms
solving time: 307162 ms
Lemma 14.
Falls der aktive Agent die Doma¨ne d nicht beeinflussen kann, bleibt die Eigen-
schaft eqcont durch die Systemafrufe erhalten:
inv(sys0) ∧ cdom(sys, co) 6 d ∧ eqcont(sys.fs, d, sys0.fs)→
eqcont(exec(sys, co).1.fs, d, exec(sys0, co).1.fs)
Kodkod findet ein Gegebeispiel:
counterexample for lemma14:
variables assignment:
B.3. SICHERHEITSMODELL FU¨R SMACOS 189
d=mkdm(system-high,system-high,system-low,system-low)
co=setintsec([],system-high,system-low)
sys=({([],mkfi(data1,system-low,access-class0,
mkmrk(mkdm(system-low,system-low,access-class0,access-class0))))},
{},cardkey,mkap([]),{})
sys0=initialstate
MODEL:
function table for exec : systemstate x command -> systemstateandoutput
------------------------------------------------------------------------------
({([],mkfi(data1,system-low,access-class0,
mkmrk(mkdm(system-low,system-low,access-class0,access-class0))))},
{},cardkey,mkap([]),{})
setintsec([],system-high,system-low)
@times(({([],mkfi(data1,system-high,system-low,
mkmrk(mkdm(system-low,system-low,access-class0,access-class0))))},
{},cardkey,mkap([]),{}),yes)
initialstate setintsec([],system-high,system-low) @times(initialstate,no)
...
==============================================================================
function table for inv : systemstate -> bool
------------------------------------------------------------------------------
initialstate
==============================================================================
statistics
p cnf 2479586 7117966
primary variables: 5481
translation time: 119538 ms
solving time: 189181 ms
Lemma 15.
Falls der aktive Agent die Doma¨ne d nicht beeinflussen kann, bleibt die Eigen-
schaft eqd durch die Systemafrufe erhalten:
cdom(sys, co) 6 d ∧ eqd(sys, d, sys0)→
eqd(exec(sys, co).1, d, exec(sys0, co).1)
Kodkod findet ein Gegebeispiel:
counterexample for lemma15:
variables assignment:
d=mkdm(mkacc(system-high,system-low),mkacc(system-low,system-high))
co=create([fileid1],fileid1)
sys=({([fileid1],mkdir([fileid2],access-class0,access-class0))},{(applname0,authentication1)},
authentication1,mkap([fileid1]),{})
MODEL:
function table for exec : systemstate x command -> systemstateandoutput
------------------------------------------------------------------------------
({([fileid1],mkdir([fileid2],access-class0,access-class0))},{(applname0,authentication1)},
authentication1,mkap([fileid1]),{})
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create([fileid1],fileid1)
@times(({([fileid1],mkdir([fileid2],access-class0,access-class0))},{(applname0,authentication1)
([fileid1,fileid1]),mkfi(nodata,system-low,system-high,none))},
authentication1,mkap([fileid1]),{}),yes)
...
==============================================================================
statistics
p cnf 2356282 6684091
primary variables: 5395
translation time: 101887 ms
solving time: 224342 ms
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