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ABSTRACT 
A numerical scheme based on backward differentiation formula (BDF) and generalized 
differential quadrature method (GDQM) has been developed. The proposed scheme has been 
employed to investigate three cases of Burgers’ equation, one-dimensional, two-dimensional and 
two-dimensional coupled models. The results showed an effectiveness accuracy in absolute error 
and error norms 	compared to other methods. The results were evaluated at different 
values of Reynold’s number, Re, and viscosity, .  
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1. Introduction 
 Nonlinear evolution equations (NLEEs) represent a rich field for researchers due to their 
enormous applications in different engineering aspects. Fluid dynamics, shallow water waves, 
ocean waves, plasma explosions and wave propagation in optical fibers are like drops in the 
ocean of NLEEs applications. During last few decades, continuous efforts are exerted by 
different researchers to analyze and investigate different models of NLEEs either by analytic or 
numerical techniques. Similarity transformations [1-6], Lax-pair [1, 7-10], transformed rational 
function [11-13], 	/	  [13, 14] and sin-cosine methods [15-17] are some of famous methods in 
solving NLEEs. One of the most common evolution equations is Burgers’ equation. Various 
numerical algorithms have been exploited to numerically solve NLEEs especially Burgers’ 
equation to achieve minimized errors with respect to analytical solutions. Finite difference and 
other modifications [18-24], finite element and B-spline finite element [25-27], spectral least 
squares method [28-30], variational iteration method [31, 32], Adomian-Pade technique[33], 
homotopy analysis [34] and automatic differentiation method [35] are examples of such 
numerical techniques. Moreover, miscellaneous numerical techniques have been employed either 
for Burgers’ equation or other engineering applications such as boundary element techniques for 
cavitation of hydrofoils [36, 37], finite element for channel flow with obstacles [38], modified 
diffusion coefficient technique for convection diffusion equation [39] and differential quadrature 
for functionally graded nanobeams [40, 41]. 
 The proposed technique is based on discretizing the spatial direction using Chebyshev 
function while the differential quadrature method is employed to attain the spatial derivatives. 
Backward differentiation formula (BDF) has been utilized to obtain time derivative. To validate 
the proposed technique, it has been applied to one and dimensional Burgers’ equation in addition 
to coupled model of the same equation. The present manuscript is arranged as follows. The 
proposed technique and solution procedures is presented in section 2. The error analysis of the 
considered scheme is being illustrated in section 3. The numerical attained results are shown in 
section 4. The paper is terminated by conclusions remarks in section 5. 
2. The proposed technique 
 In this section, the proposed technique is illustrated to solve different cases of Burgers’ 
equation. One, two-dimensional and coupled equations of Burgers’ equation is being 
investigated throughout this paragraph. 
2.1 One-dimensional Burgers’ equation 
Consider one-dimensional Burgers’ equation in the following form: 
 +   =   	,				 ≤  ≤ ,  ∈ 0, ,                                   (2.1) 
with the initial condition , 0 = ! ,                                                                       (2.2) 
and the Dirichlet boundary conditions ,  = ,  = 0; 			 ∈ 0, ,	                                                 (2.3) 
The technique starts by discretization in time domain by using pth order backward differentiation 
formula (BDF) [42]. Equation (2.1) can be rewritten as:  
 = −  +   	,				 ≤  ≤ ,  ∈ 0, ,                                        (2.4) 
The time interval [0, T] is to be divided into N steps 0 = t! ≤ t ≤ ⋯ ≤ t& = , with constant 
time step ∆ = /N and ) =  ∗ ∆ for  = 1,2, … . . , N. Then, second order backward 
differentiation formula (BDF-2) [23] along t domain is applied. Equation (2.4) becomes: )/ = 01 ) − 1)2 + 1∆		)/ − )/)/                                        (2.5) 
Obviously, applying equation (2.5) at each time step requires obtaining the solutions in two 
previous time levels. Hence: 
At n=1, the solution at time level  − 1 can be directly obtained using the initial condition while 
the solution at level  can be attained using backward Euler Formula (BDF-1): ) = )2 +	∆		)2 − )2)2                                        (2.6)  
Now, for  > 1, the previous two-time levels are now ready to be used while the solution at the 
new time level,  + 1, can be attained using (2.5). 
The nonlinear term appearing in (2.5) is required to be linearized to be ready for calculations. 
The linearization process is based on the approximation [43] )/)/ ≈ 5)/)/, where 56/ is computed by linear extrapolation using )and )2as: 
6/ ≅ 56/ = 81 + 9:;<=:; >?) − 9:;<=:; >)2                                  (2.7) 
where @)/ = )/ − ) and @) = ) − )2. Using (2.7), equation (2.5) is rewritten as: 
)/ = 01) − 1)2 + 1∆		)/ − A81 + 9:;<=:; >?) − 9:;<=:; >)2B)/           (2.8) 
Now, the discretization process in time domain has been accomplished. The next step in the 
proposed scheme is to discretize the spatial direction using Chebyshev function and use 
generalized differential quadrature method (GDQM) to construct the first and second derivatives 
[44-46]. Divide the interval [, ] into M nodes  = x ≤ x ≤ ⋯ ≤ xD =  according to 
Chebyshev-Gauss-Lobatto distribution E =  +  F −  91 − cos 9 E2F2J>> , K = 1,2, . . L. 
The derivatives are obtained using GDQM at a given node by approximating it using a weighted 
sum of the function values at all domain nodes according to the relation: 
MNMNOPQ = ∑ ESTSFSP 	,				K = 1, 2, … ,L                                      (2.9) 
where, S = S  and EST represent the corresponding weighting coefficients. The first 
derivative has a weighting coefficient in the form [44]: 
ES = U2Q VWQWUX , K ≠ Z									EE = −∑ ESFSP,EP                               (2.10) 
where  
 
[E = \ E − S FSP,S]E ,											K, Z = 1,2, … ,L																																																							2.11  
 
To construct matrix form, the discrete values of dependent variable E = E  at nodes are to be 
given as a vector  = , , … F^. Moreover, the first derivative vector is assumed to be _ = _, then _ = c																																																																								2.12  
where, c = dES e represents the weighting coefficient matrix of first derivative. Matrix 
multiplication can be used to construct weighting coefficients for higher derivatives. For 
example, for the second derivative, _ = c	_ = cc = c  so c = c is weighting 
matrix for second derivative. Generally, for mth derivative, the coefficient matrix is given by cT = cT. Now, equation (2.8) is transformed to: 
)/ = 01) − 1)2 + 1∆		c )/ − A81 + 9:;<=:; >? ) − 9:;<=:; > )2Bc )/ (2.13) 
In the proposed scheme, the time step is considered as a constant value. So, @)/ = @) = ∆ and 
equation (2.13) will be rearrange as: 
fg − 1∆		c + 1∆2) − )2 c h )/ = 01 ) − 1 )2.                       (2.14) 
Equation (2.14) can be written in a simple form: i)/ = j                                                                      (2.15) 
where, 
i = fg − 1∆		c + 1∆2) − )2 c h      and      j = 01) − 1)2. 
Equation (2.15) can be solved efficiently by Thomas algorithm to get the solution vector  =, , … F at the step time (n+1). 
 
2.2 Two-dimensional Burgers’ equation 
 Consider two-dimensional Burgers’ equation in the following form: 
 +   +  k =  9 + k>,				l ≤  ≤ l, l1 ≤ m ≤ l0	,  ∈ 0, ,       (2.16) 
with the initial condition , m, 0 = !, m ,                                                                       (2.17) 
and the Dirichlet boundary conditions l, m,  = ℊm,  , l, m,  = ℊm,  , , l1,  = ℊ1,  ,	 , l0,  = ℊ0,  ; 					 ∈ 0, ,	                                                 (2.18) 
Equation (2.18) is discretized in time domain by the same proposed scheme described in section 
2.1with constant time step to be in the form: 
)/ = 01 ) − 1)2 + 1Δ)/ + kk)/ −5)/)/ − 5)/k)/              (2.19)    
where; 5)/ = 2) − )2                                                          (2.20) 
Equation (2.19) is discretized in the spatial directions and the derivatives are obtained as in 
section 2.1 to get the following equation: 
)/ = 01 ) − 1)2 + 1∆		c + p )/ − 2) − )2 c + p )/      (2.21) 
where, p  and 	p  , are the first and second derivatives respectively, which are obtained as in 
section 2.1 by applying the GDQM in y direction.  
Equation (2.21) will be rearrange and written in a simple form: i)/ = j                                                                      (2.22) 
where, 
i = fg − 1∆		c +p  + 1∆2) − )2 c + p h      and      j = 01) − 1)2. 
Equation (2.22) can be solved efficiently by Thomas algorithm to get the solution vector  =, , … F at the step time (n+1). 
    
2.3 Two-dimensional Coupled Burgers’ equations: 
 Consider the following coupled equation  
 qq +  qq + r qqm − 1st 8qq + qqm? = 0, 
(2.23) qrq +  qrq + r qrqm − 1st 8qrq + qrqm? = 0, 
subjected to the initial conditions: , m, 0 = u, m ; , m ∈ Ω, 
(2.24) r, m, 0 = u, m ; , m ∈ Ω, 
and boundary conditions: , m,  = v, m ; , m ∈ qΩ,  > 0, 
(2.25) r, m,  = v, m ; , m ∈ qΩ,  > 0, 
Equation (2.23) is discretized the time region by the same proposed scheme described in section 
2.1 to be in the following form: 
 
 )/ = 43) − 13)2 + 23Δy)/ + kk)/ − 5)/)/ − z)/k)/{ 
(2.26) 
r)/ = 43r) − 13r)2 + 23Δr)/ + rkk)/ − 5)/r)/ − z)/rk)/  
where; 5)/ = 2) − )2							,								z)/ = 2r) − r)2                             (2.27) 
As in the previous section 2.2, equation (2.26) will be written in a simple form: i)/ = j  ,   ir)/ = 	                                                      (2.28) 
where, 
i = fg − 1∆		c +p  + 1∆2) − )2 c + 2r) − r)2 p h , 
 j = 01 ) − 1)2,    	 = 01 r) − 1 r)2. 
Equation (2.28) can be solved efficiently by Thomas algorithm to get the solution vector  =, , … F and r = r, r, … rF at the step time (n+1). 
3. Stability Analysis 
 After discretization process using the proposed scheme, equation (2.1) are transformed to 
the following set of ordinary differential equations in time: M|}~M = |_~ + |~              (3.1) 
while the coupled version of Burgers’ equations (2.23) is transformed to: M|~M = s|~ + |@~                                   (3.2) 
where;  
R=fc  ph,  
and 
1- |_~ = , 1, … , 2	  is the unknown vector variable at the internal node of the grid. 
2- |~ is a vector containing non-homogenous part and boundary conditions. 
3-  = −_ESc + c 
4-  ′ are the null matrices. 
5- |~ = _,  ^ are the unknown variables at the internal nodes of the grid: |_~ = , 1, … , 1, 11, … , 0, 01, … , 2 2  , |~ = r, r1, … , r1, r11, … , r0, r01, … , rF2 F2   
6- |@~ is the a vector containing non-homogenous part and boundary conditions. 
7- c = −_ESc − ESp + c + p and  p = −_ESc − ESp + c + p .  are the matrices of the weighting coefficients ES  (r = 1, 2) respectively and given by: 
 =

 
 1 1 11 ⋯ 2 
 
12  ⋮ ⋱ ⋮2  2 1 ⋯ 2 2  

2 ×2 
, 
 
while, c and p are square block diagonal matrices (N −2) × (M −2) of the weighting 
coefficients ES , ES  (r = 1 , 2) respectively and given by: 
c =

 
 g 1 g1 g 11 g ⋯ 2 
 g12  g⋮ ⋮ ⋱ ⋮2  g 2 1 g ⋯ 2 2  g
 , 
 
p = L ΟΟ L ⋯ ΟΟ⋮ ⋮ ⋱ ⋮Ο Ο ⋯ L 
where; 
 
L =

 
 1 1 11 ⋯ F2 
 
1F2  ⋮ ⋮ ⋱ ⋮F2  F2 1 ⋯ F2 F2  
 . 
 
I and O are the matrices of order (N−2) and (M−2). 
Also, c  and p are square block diagonal matrices ( each of order (N −2) × (M −2)) with the 
weighting coefficients ES , ES  (r = 1 , 2) respectively. 
 The stability of the proposed scheme depends on the stability of the system (3.1) and 
(3.2). The eigen values of the coefficient matrices P, A and B represent the base stone of stability 
analysis. The system (3.1) and (3.2) will be stable if the real part of each eigen value of P and R 
are either negative or zero which is illustrated by Figs. 1-3. 
4. Results and discussion 
L2 and L∞ error norms are computed after each time step by using the following 
definitions: 
 ≔  − TM = V∑ OS − STMO
)SP X  
(4.1)  ≔  − TM =  S¡S − STM¡ 
where , TM are the exact and computed solutions at each point, respectively. 
4.1 Error analysis for 1-D Burgers’ equation 
 The analysis has been executed on two cases of relevant boundary and initial conditions. 
Case 1:  
Burgers' equation, (2.1)-(2.3), has been solve with initial and boundary conditions which are 
taken from the exact solution given by Wood [47]: 
,  = u = ¢£		¤¥¦§		¨E)£ ©	/	¤¥¦§		¨£  ,   for  0	 ≤ 		 ≤ 	1		and			 ≥ 0    where,	­ > 1.       (4.2) 
A comparison between numerical results of the proposed technique with Mittal and Jain work 
[48] and exact solution, equation (4.2), of case1 has been established with ­=2,N = 40, Δ = 
0.0001and  
T= 0.001for Re=1, 10 at different nodes. The results are tabulated in Table 1. Another 
Comparison of  and errors of case 1 with ­=100, T=1 and Δ=0.01 at different Re and N is 
illustrated in Table 2 for the present work compared to previous works [48-50]. Also,  and errors of case 1 compared to Jiwari’s work [51], with ­=2 and Δ =0.001 for T= 0.1, 0.5 at 
different Re,are shown in Table 3. Figures 4 and 5 illustrate the numerical solution graphically at 
different values of ­ and Re, respectively. 
Case 2: 
In this case, Burgers' equations, (2.1)-(2.3), is solved with initial condition:   , 0 	= 	4	1 − 	 ,0	 ≤ 		 ≤ 	1                             (4.3)    
and the boundary conditions: 
u(0, t) = u(1, t) = 0,  0	 ≤ 		 ≤ 	                             (4.4) 
where exact solution is given by:  
,  = 2J ∑ ;®;¯= °±²2)£¢ 		)	¨E))£ ³	/	∑ ;®;¯= °±²2)£¢ 	¨)£                                    (4.5) 
and the Fourier coefficients ´! and ´) are, as in [22]:  
´! = µ exp ·− 13 3 − 2 ¸ 	!  
´) = 2µ exp ·− 13 3 − 2 ¸ ´¹J 	!  
A comparison between the proposed numerical results with respect to other numerical Refs. [49, 
51, 52] and the exact solution, equation (4.5), of case2 has been illustrated by Table 4 for Re 
=100 and Δt = 0.001at different time and nodes. Table 5 indicates a comparison of  and errors of case 2 for various time and viscosity at Δt =0.001, N=80. Figures, 6-8, illustrate 
graphical representation of the obtained numerical solutions at different values of 		st. 
4.2 Error analysis for 2-D Burgers’ equation 
The solution of 2D Burgers’ equation described by(2.16)-(2.18) is considered over a 
square domain º ∶ 0,1 × 0,1 with initial condition:  , m, 0 = /¼½¾<¿  	,									, m ∈ º,                                     (4.6) 
and the boundary conditions: 
0, m,  = /¼½¿¤§  		,															1, m,  = /¼½=<¿¤§  	,								m ∈ 0,1,  > 0, 
, 0,  = /¼½¾¤§  		,															, 1,  = /¼½=<¾¤§  	,								 ∈ 0,1,  > 0,     (4.7) 
for which the exact solution is given as: , m,  = /¼½¾<¿¤§  		,			, m ∈ º	,  ≥ 0.                                  (4.8) 
Table 6 illustrates absolute errors comparison between numerical solutions of Liu et al. [53] and 
the proposed scheme with Δt=0.001, Re =20 and grid size= 16×16 at some specific points for 2D 
Burgers’ model. Also, the proposed scheme  and error norms are compared to other 
authors’ works [53-55] and the comparison is tabulated in Table 7. Moreover, Table 8 presents  and error norms with Δt=0.0005 and grid size of 16×16 at different time and Re values. 
Figure 9 depicts the numerical solution at different values of T, while Fig. 10 illustrates a 
comparison between numerical and exact solution of the equation. 
4.3 Error analysis for 2D coupled Burgers’ equations 
The two-dimensional coupled Burgers' equations, (2.23) - (2.25), have been solve over a square 
domain º ∶ 0,1 × 0,1 with initial and boundary conditions considered according to exact 
solutions given by Li et al. work [56]:          
, m,  = 10 − 08/¼½À¿¤À¾¤§ Á ? 		,			r, m,  = 10+ 08/¼½À¿¤À¾¤§ Á ? 	 , , m ∈ º	,  ≥ 0.     (4.9) 
Table 9 illustrates  and  error norms for u component at Re =100 and different time. A 
comparison with respect to the exact solution, equation (4.9), and previous works of Shukla et al 
[57] and Shi et al [58] of u is illustrated in Table 10 and v in Table 11 at Re =100 and 20×20 grid 
size. A graphical illustration of both numerical and exact solution is shown in Fig. 11. 
5. Conclusions 
 The proposed numerical scheme is based on second order backward differentiation 
formula (BDF2) in time space and generalized differential quadrature method (GDQM) in spatial 
space. The scheme has been employed to solve Burgers’ equation in three cases, one-
dimensional, two-dimensional and coupled two-dimensional models. The numerical results 
showed the effectiveness of the proposed scheme compared with the numerical schemes in the 
literature. The obtained errors in all cases are less than those obtained by other schemes at 
different values of Re and . Tables2  and 3 show that the proposed scheme produces error 
norms, 	, of significant decrease percentage compared to previous works of Mittal and 
Jain [48], Rahman et al. [49], Tamsir et al. [50]  and Jiwari [51]. Moreover, in case of (2+1)-
dimensional model, Tables 6 and 7 illustrate another superiority of the proposed scheme 
compared to other works of Liu et al. [53], Mittal and Tripathi [54] and Arora and Joshi [55]. 
Besides, in case of (2+1)-dimensional coupled model, the proposed scheme emphasizes its 
efficiency in reducing error norms compared to Li et al work [56] at different times. The stability 
analysis has been also executed emphasizing the stability of the proposed technique on the same 
manner described by Tamsir et al. [50, 59]. 
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Fig.1: Eigen values of P1 (left) and P2 (right) for different grid sizes. 
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Fig.2: Eigen values of A1 (left) and A2 (right) for different grid sizes. 
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Fig.3: Eigen values of B1 (left) and B2 (right) for different grid sizes. 
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Fig.4: Numerical solution at Re=100, =0.01, T=1 and N=20 for different values of . 
 
  
Fig.5: Numerical solution at  =100, =0.01, T=1 and N=20 for different values of . 
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Fig.6: Numerical solution of case 2 at different time t with  =0.001, N=80  
for (a) Re=10 and (b) Re=200. 
 
 
(a) 
 
(b) 
 
Fig.7: Numerical solution of case 2 at different time t with  =0.001 for 
(a) Re=500, N=80  (b) Re=1000, N=80. 
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Fig.8: Numerical solution of case 2 at different time t with  =0.001 for 
(a) Re=10000, N=300  (b) Re=20000, N=400. 
 
  
 
 
Fig.9: Numerical solution of 2D Burgers’ model at different time T = 0.2, 0.6, 1.0, 2.0 
with =0.001 for Re =100, grid size =16×16. 
 
  
 
 
Fig.10: Numerical and exact solutions of 2D Burgers’ model at time T = 1 with 
=0.0001 for Re =300, grid size =32×32. 
 
  
 
 
Fig.11: Numerical and Exact solutions at T=1.0 with Re =200,  = 0.001 and grid size 20×20 
for coupled Burgers' equation. 
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Table 1: comparison between the proposed numerical results with respect to other numerical Refs. and 
the exact solution case1 with =2,  N = 40,  = 0.0001and T= 0.001 for Re=1, 10 at different nodes. 
 
x 
Re = 1  Re = 10  
Mittal and Jain[48] 
Proposed  
scheme 
Exact 
solution 
Mittal and Jain[48] 
Proposed  
scheme 
Exact 
solution 
0.1 0.653547 0.653544 0.653545 0.065750 0.065749761 0.065749761 
0.2 1.305540 1.305533 1.305534 0.131383 0.131382943 0.131382943 
0.3 1.949376 1.949363 1.949364 0.196281 0.196280911 0.196280911 
0.4 2.565949 2.565927 2.565927 0.258576 0.258575994 0.258575995 
0.5 3.110778 3.110739 3.110739 0.313850 0.313849356 0.313849356 
0.6 3.492910 3.492873 3.492871 0.352972 0.352972354 0.352972351 
0.7 3.549585 3.549602 3.549594 0.359443 0.359442750 0.359442742 
0.8 3.049957 3.050145 3.050130 0.309579 0.309579979 0.309579963 
0.9 1.816379 1.816672 1.816658 0.184751 0.184753526 0.184753511 
 2.85 E-04 6.66 E-06 -- 3.08E-06 7.13 E-09 -- 
∞ 1.07 E-04 1.60 E-05 -- 1.15E-06 1.73 E-08 -- 
 
Table 2: Comparison of  and  errors of example 1 with =100, T=1 and  =0.01 at 
different Re and N. 
 
 
 
 
 
 
 
 
 
 
 
 
 
N Re 
Rahman et al. [49]  Mittal and Jain [48] Proposed scheme 
 ∞  ∞  ∞ 
10 
100 
3.4545E-07 4.8808E-07 3.2840E-07 4.6280E-07 2.3494E-10 3.9698E-10 
20 1.0124E-07 1.4305E-07 8.1921E-08 1.1640E-07 2.3486E-10 3.9784E-10 
40 4.0028E-08 5.6677E-08 2.0470E-08 2.9068E-08 2.3486E-10 3.9784E-10 
80 2.4713E-08 3.4992E-08 5.1194E-09 7.2706E-09 2.3486E-10 3.9856E-10 
 
Mittal and Jain [48] Tamsir et al.  [50] Proposed scheme 
 ∞  ∞  ∞ 
10 
200 
8.631E-08 1.215E-07 6 .330E-08 1 .467E-07 3.161E-11 5.303E-11 
20 2.153E-08 3.062E-08 1 .014E-08 3 .029E-08 3.155E-11 5.342E-11 
40 5.378E-09 7.644E-09 1 .207E-09 3 .956E-09 3.155E-11 5.347E-11 
80 1.345E-09 1.917E-09 1 .322E-10 8 .861E-11 3.155E-11 5.355E-11 
Table 3: Comparison of  and  errors of example 1 with =2 and  =0.001 for 
 T= 0.1, 0.5 at different Re. 
 
 
 
 
 
 
 
 
 
 
 
 
T Re 
Jiwari [51] 
Δ=0.001, N=32 
Proposed scheme 
Δ=0.001,  N=20 
Proposed scheme 
Δ=0.001,  N=32 
 ∞  ∞  ∞ 
0.1 
10 3.1398E-07 3.5581E-06 3.6018E-07 8.1267E-07 3.6020E-07 8.1808E-07 
100 2.0149E-09 3.3607E-08 6.6321E-10 1.5636E-09 6.6393E-10 1.5970E-09 
10000 1.1730E-12 1.1040E-10 3.5865E-14 1.4146E-13 7.1838E-16 1.7435E-15 
100000 3.0739E-14 3.0451E-12 4.1011E-16 1.6284E-15 8.1422E-19 2.0939E-18 
        
0.5 
10 7.5254E-07 7.3454E-06 6.2788E-08 1.2138E-07 6.2787E-08 1.2158E-07 
100 7.2279E-09 1.1066E-07 4.9320E-10 1.1375E-09 4.9473E-10 1.1514E-09 
10000 2.1651E-12 1.4078E-10 1.0714E-13 4.0785E-13 7.0998E-16 1.7148E-15 
100000 8.8788E-14 8.7450E-12 1.9304E-15 7.6459E-15 3.3693E-18 1.1923E-17 
Table 4: comparison between the proposed numerical results with respect to other 
numerical Refs. and the exact solution of case 2 for Re =100 and = 0.001at different 
time and nodes. 
 
x t 
Mittal 
[48]Δ=0
.001 
N=40 
Jiwari 
[51] 
Δ=0.001 
 
Nojavan 
[52] 
N=180 
 
Proposed 
scheme 
∆=0.001  
N=40 
Proposed 
scheme 
∆=0.001  
N=80 
Exact 
solution 
Absolute error 
Nojavan 
[52] 
Proposed 
scheme 
0.25 
0.4 0.36225 0.36225 0.36226 0.36226 0.36226 0.36226 6.1 E−5 9.9 E−8 
0.6 0.28202 0.28204 0.28204 0.28204 0.28204 0.28204 5.1 E−6 7.0 E−8 
0.8 0.23044 0.23045 0.23045 0.23045 0.23045 0.23045 7.6 E−6 4.6 E−8 
1.0 0.19468 0.19469 0.19469 0.19469 0.19469 0.19469 1.1 E−6 3.2 E−8 
3.0 0.07613 0.07613 0.07613 0.07613 0.07613 0.07613 4.1 E−6 4.7 E−9 
          
0.5 
0.4 0.68368 0.68364 0.68368 0.68369 0.68369 0.68368 2.6 E−6 1.2 E−7 
0.6 0.54832 0.54831 0.54832 0.54832 0.54832 0.54832 1.4 E−5 1.7 E−7 
0.8 0.45371 0.45371 0.45370 0.45372 0.45371 0.45371 3.1 E−6 1.4 E−7 
1.0 0.38567 0.38568 0.38568 0.38568 0.38568 0.38568 7.0 E−6 9.7 E−8 
3.0 0.15218 0.15219 0.15218 0.15218 0.15218 0.15218 6.6 E−6 1.1 E−8 
          
0.75 
0.4 0.92052 0.92044 0.92051 0.92050 0.92050 0.92050 1.9 E−5 2.5 E−7 
0.6 0.78300 0.78297 0.78302 0.78299 0.78299 0.78299 3.8 E−5 4.3 E−7 
0.8 0.66272 0.66272 0.66272 0.66272 0.66272 0.66272 8.1 E−6 3.2 E−7 
1.0 0.56932 0.56932 0.56932 0.56932 0.56932 0.56932 8.5 E−6 2.2 E−7 
3.0 0.22782 0.22779 0.22772 0.22774 0.22774 0.22774 1.6 E−5 1.9 E−8 
 
Table 5: Comparison of  and  errors of case 2 for various time and viscosity at  =0.001, 
N=80 . 
 
 
 
T 
=0.005 =0.002 =0.0001  ∞  ∞  ∞ 
5 2.875E-09 5.419E-09 1.764E-08 5.931E-08 0.08022 0.29237 
10 5.180E-10 9.913E-10 2.577E-09 3.938E-09 6.029E-07 1.246E-06 
15 1.986E-10 3.762E-10 1.854E-09 3.296E-09 2.386E-07 5.058E-07 
Table 6: Absolute errors of numerical solutions with =0.001, Re =20 and grid size of 
16×16 at some specific points for 2D Burgers’ model. 
 
x y 
Liu et al. [53] 
Proposed 
scheme 
Liu et al. [53] 
Proposed 
scheme 
Liu et al. 
[53] 
Proposed 
scheme 
T=0.5 T=0.75 T=1.0 
0.125 
0.125 1.56E−05 4.50E-06 1.21E−06 1.64E-06 3.93E−07 3.37E-07 
0.5 6.68E−05 4.92E-06 1.33E−05 3.40E-06 3.39E−06 8.56E-07 
0.875 1.01E−05 9.41E-07 1.60E−05 1.45E-06 1.87E−04 3.85E-06 
0.5 
0.125 6.68E−05 4.92E-06 1.33E−05 3.40E-06 3.39E−06 8.56E-07 
0.5 7.69E−07 5.60E-07 9.33E−06 2.01E-08 1.92E−05 6.11E-06 
0.875 7.91E−08 4.46E-08 1.12E−06 5.91E-07 5.82E−06 7.69E-07 
0.875 
0.125 1.01E−05 9.41E-07 1.60E−05 1.45E-06 1.87E−04 3.85E-06 
0.5 7.91E−08 4.46E-08 1.12E−06 5.91E-07 5.82E−06 7.69E-07 
0.875 3.47E−09 3.26E-09 4.80E−08 8.71E-09 5.23E−07 3.21E-07 
 
Table 7:   and  error norms at T= 0.05, 0.25 and Re =1 for 2D Burgers’ model. 
 
 
 
Grid size Δ 
Mittal and Tripathi  [54] Liu et al. [53] Arora and Joshi [55] Proposed scheme 
        
T = 0.05 
5×5 0.005 4.969E−008 4.651E−008 -- 1.43E−06 -- -- 4.375E-07 5.855E-07 
10×10 0.0005 6.217E−009 5.907E−009 -- 2.40E−08 -- -- 4.775E-09 4.492E-09 
15×15 0.0001 2.532E−009 2.188E−009 -- 4.44E−09 -- -- 2.407E-10 1.887E-10 
30×30 0.0001 1.875E−009 1.010E−009 -- 5.58E−10 -- -- -- -- 
60×60 0.0001 -- -- -- -- 5.62E-06 8.67E-06 -- -- 
T = 0.25 
5×5 0.005 9.98993e−009 9.80769e−009 -- 9.11E−07 -- -- 2.909E-07 4.057E-07 
10×10 0.0005 8.12715e−009 7.04501e−009 -- 2.37E−08 -- -- 2.379E-10 2.160E-10 
15×15 0.0001 7.23104e−009 6.05481e−009 -- 4.56E−09 -- -- 1.207E-11 8.888E-12 
30×30 0.0001 3.93668e−009 3.06006e−009 -- 6.21E−10 -- -- -- -- 
60×60 0.0001 -- -- -- -- 3.88E-06 4.99E-06 -- -- 
Table 8:  and  error norms with =0.0005 and grid size= 16×16 at different time 
and Re for 2D Burgers’ model. 
 
 
 
 
 
 
 
T 
Re =10 Re =100 Re =200       
3 3.18E−09 3.52E−09 3.11E−06 3.84E−06 1.56E−04 2.46E−04 
5 1.29E−13 1.31E−13 1.35E−12 1.26E−12 1.93E−09 2.34E−09 
10 3.08E−13 3.86E−13 7.59E−13 8.10E−13 9.52E−13 9.54E−13 
Table 9:   and error norms for u component at Re =100 and different time. 
 
 
T 
Li et al.[56], N=64 
Δ= 0.00390625 
Proposed Meth., N=20 
Δ= 0.001 
    
0.5 7.4281E−04 18.698E−04 1.3078E−05 1.0721E−05 
1 1.1101E−04 4.4963E−04 1.0779E−05 8.3286E−06 
2 9.5229E−05 4.8575E−04 1.0823E−05 9.0187E−06 
4 9.7265E−06 1.4358E−04 7.3885E−08 8.4375E−08 
Table 10: Comparisons with respect to exact solution and other Refs. of u at Re =100 
and 20×20 grid size for case 4.3   
 
(x , y) 
T=0.5 T=2.0 
Shukla et al.        Shi et al. 
___[57]________    [58]____       
= 0.0001 
Proposed Meth. 
= 0.001 Exact 
Shukla et al.        Shi et al. 
___[57]________    [58]____       
= 0.0001 
Proposed Meth. 
= 0.001 Exact 
(0.1,0.1) 0.54412 0.54336 0.54332 0.54332 0.50050 0.50048 0.50048 0.50048 
(0.5,0.1) 0.50037 0.50035 0.50035 0.50035 0.50000 0.50000 0.50000 0.50000 
(0.9,0.1) 0.50000 0.50000 0.50000 0.50000 0.50000 0.50000 0.50000 0.50000 
(0.3,0.3) 0.54388 0.54338 0.54338 0.54338 0.50050 0.50047 0.50048 0.50048 
(0.7,0.3) 0.50037 0.50034 0.50035 0.50035 0.50000 0.50000 0.50000 0.50000 
(0.1,0.5) 0.74196 0.74228 0.74222 0.74221 0.55632 0.55572 0.55568 0.55568 
(0.5,0.5) 0.54347 0.54333 0.54332 0.54332 0.50050 0.50046 0.50048 0.50048 
(0.9,0.5) 0.50035 0.50034 0.50035 0.50035 0.50001 0.50000 0.50000 0.50000 
(0.3,0.7) 0.74211 0.74236 0.74223 0.74223 0.55597 0.55573 0.55577 0.55577 
(0.7,0.7) 0.54327 0.54332 0.54338 0.54338 0.50054 0.50045 0.50048 0.50048 
(0.1,0.9) 0.74994 0.74995 0.74995 0.74995 0.74406 0.74431 0.74426 0.74426 
(0.5,0.9) 0.74219 0.74237 0.74221 0.74221 0.55575 0.55568 0.55568 0.55568 
(0.9,0.9) 0.54333 0.54331 0.543324 0.543325 0.50052 0.50045 0.50048 0.50048 
 
 
Table 11: Comparisons with respect to exact solution and other Refs. of v at Re =100 and 
20×20 grid size for case 4.3   
 
(x , y) 
T=0.5 T=2.0 
Shukla et al.        Shi et al. 
___[57]________    [58]____      
= 0.0001 
Proposed Meth. 
= 0.001 Exact 
Shukla et al.        Shi et al. 
___[57]________    [58]____     
= 0.0001 
Proposed Meth. 
= 0.001 Exact 
(0.1,0.1) 0.95589 0.95665 0.95668 0.95668 0.99950 0.99952 0.99952 0.99952 
(0.5,0.1) 0.99963 0.99965 0.99965 0.99965 1.00000 1.00000 1.00000 1.00000 
(0.9,0.1) 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 1.00000 
(0.3,0.3) 0.95612 0.95662 0.95662 0.95662 0.99950 0.99953 0.99952 0.99952 
(0.7,0.3) 0.99964 0.99966 0.99965 0.99965 1.00000 1.00000 1.00000 1.00000 
(0.1,0.5) 0.75804 0.75772 0.75778 0.75779 0.94368 0.94428 0.94433 0.94432 
(0.5,0.5) 0.95654 0.95667 0.95668 0.95668 0.99950 0.99954 0.99952 0.99952 
(0.9,0.5) 0.99965 0.99966 0.99965 0.99965 0.99999 1.00000 1.00000 1.00000 
(0.3,0.7) 0.75789 0.75764 0.75777 0.75777 0.94403 0.94427 0.94423 0.94423 
(0.7,0.7) 0.95673 0.95668 0.95662 0.95662 0.99946 0.99955 0.99952 0.99952 
(0.1,0.9) 0.75006 0.75005 0.75005 0.75005 0.75595 0.75569 0.75574 0.75574 
(0.5,0.9) 0.75781 0.75763 0.75779 0.75779 0.94425 0.94432 0.94432 0.94432 
(0.9,0.9) 0.95667 0.95669 0.956674 0.956675 0.99948 0.99955 0.99986 0.99986 
 
 
