Abstract. We prove the complete asymptotic expansion of the spectral function (the integral kernel of the spectral projection) of a Schrödinger operator H = −∆ + b acting in R d when the potential b is real and either smooth periodic, or generic quasi-periodic (finite linear combination of exponentials), or belongs to a wide class of almost-periodic functions.
Introduction
We consider the Schrödinger operator is assumed to be real, smooth, and either periodic, or almost-periodic; in the almost-periodic case we assume that all the derivatives of b are almost-periodic as well. Let E λ = E λ (H) be the spectral projection of H and e λ (x, y) = e λ (H; x, y) = e(λ; H; x, y) be its integral kernel (also called the spectral function). We put N(λ; x) = N(λ; x; H) := e λ (x, x) and call N(λ; x) the Local Density of States (LDS) of H. The study of the asymptotic behaviour of the LDS (for much more general classes of operators) has been the subject of many papers, see e.g. [1, 3, 4, 8, 14, 21, 28] .
The Pastur-Shubin theorem implies that the integrated density of states (IDS) N(λ; H) is the mean of the local density of states over the spatial variable:
In our paper [18] , we have proved that, subject to several assumptions, the IDS admits a complete asymptotic expansion:
meaning that for each L ∈ N one has (1.4)
−L ). In those formulas, (1.5)
is a volume of the unit ball in R d ; coefficients a j are real numbers that depend on the potential b. They can be calculated relatively easily using the heat kernel invariants (computed in [6] ) and the results of [13] ; they are equal to certain integrals of the potential b and its derivatives. Below, we give more details about the history of proving (1.3) .
The first aim of our paper is to prove the 'localised' version of (1.3):
According to [6] and [13] , if (1.6) holds, we must have
, where σ j (x) are local heat invariants given by
Here, H y is our operator (1.1) acting in variable y. Moreover, we obviously have
It is clear that (1.6) (with remainder estimates being uniform in x) immediately implies (1.3), but the opposite is not true. Formula (1.6) has been proved in the one-dimensional periodic case in [23] .
Remark 1.1. Suppose for the moment that b belongs to a bigger class of potentials: b is bounded together with all its derivatives; we denote the collection of all such potentials by USB(R d ) (this stands for uniformly smoothly bounded ). Then the IDS of H may be not well-defined, but the LDS still exists. We formulate two conjectures about the asymptotic behaviour of LDS in this wider class of operators.
Conjecture 1: Asymptotic formula (1.6) holds for Schrödinger operators with USB potentials.
Conjecture 2: Suppose, two potentials b 1 , b 2 ∈ USB(R d ) coincide in a neighbourhood of x. Then (1.9) N(λ, x; H 1 ) − N(λ, x; H 2 ) = O(λ −∞ ).
As [6] and [20] show, Conjecture 1 and Conjecture 2 are equivalent. To the best of our knowledge, the only situation (apart from the periodic and almost-periodic cases established in our paper) when Conjectures 1 and 2 have been proved is when b has compact support, [20] and [32] . Unfortunately, it does not look likely that the method used in these papers can be extended to a bigger class of operators. Indeed, this method, if it works, allows one to obtain the complete asymptotic expansion not just for the spectral function e, but even for its derivative with respect to λ. Obviously, such an expansion cannot exist for an arbitrary USB potential; most periodic potentials in R give the obvious counter-examples (because of the existence of infinitely many spectral gaps). It seems that Conjectures 1-2 are not known in full generality even in the onedimensional case.
The second result of this paper is obtaining the information about the asymptotic behaviour of the spectral function off the diagonal. In the off-diagonal case we obtain the complete asymptotic expansion for the so called non-degenerate directions (1.10)
More precisely, in all cases (on and off-diagonal, both degenerate and non-degenerate) we have reduced the problem of finding the asymptotic expansion of the spectral function to computing certain rather complicated integrals. In the diagonal case these integrals can be computed with the brute force, whereas in the non-degenerate off-diagonal case these integrals can be computed (or rather approximated) using the stationary phase method. Computing these integrals in the degenerate off-diagonal case is technically too difficult a task; we may return to it in a further publication. In the one-dimensional periodic case (1.10) was also obtained in [23] . Unfortunately, unlike in the diagonal case, we cannot say much about the coefficientsá q (x, y),à q (x, y), since the results of [6] are not known off the diagonal. The results of [15] show that these coefficients depend only on the behaviour of the potential in the neighbourhood of the interval joining x and y.
There is a long history of results related to proving the expansions (1.3)-(1.4) for the IDS. In the one-dimensional case the complete expansion (1.3) was obtained in [23] for periodic potentials, and in [22] in the almost-periodic case. For higher dimensional periodic operators, the important steps were: [5] , [11] , [12] , [19] , [29] , [31] . At last, the complete expansion (1.3) was obtained in [17] for d = 2 and in [18] for arbitrary d. Finally, in the multidimensional almost-periodic case, formula (1.4) was known only with L = 0 and R(λ) = O(λ d−2
2 ), see [26] , until (1.3) was proved in [18] . On the other hand, if we talk about the asymptotic expansions (1.6) and (1.10) of the spectral function, then, with the exception of the already mentioned paper [23] where these formulas were obtained in the case d = 1 and b periodic, the only other results, to the best of our knowledge, were one-term asymptotics of the LDS and zero-term asymptotics (i.e., optimal estimates, without the first term) off the diagonal. Now let us discuss the method we employ to prove (1.6) and (1.10) and the additional difficulties we have encountered compared with the proof of (1.3). Let us assume that λ belongs to a spectral interval [λ 0 , 2λ 0 ] and obtain the asymptotic expansion there; it is a relatively simple task (explained in Section 3) how to 'glue' asymptotic expansions obtained in different spectral intervals.
The first step, as in [18] , is to perform the gauge transform to H (see also [30, 31, 19] ). This results in obtaining two operators, H 1 and H 2 such that:
1. H 1 is unitary equivalent to H: H 1 = UHU −1 , with an explicit (although complicated) formula for U; 2. H 1 and H 2 are close to each other:
where N is arbitrarily large (but fixed) number. In fact, we will need even better 'closeness': we will show that ||(H 2 − H 1 )(−∆ + I) s || ≤ λ −N , where both s and N are large (but fixed). 3. Finally, H 2 is 'almost diagonal' in the interval [λ 0 , 2λ 0 ]. This means that for a large portion of values of the dual variable ξ inside the annulus {ξ ∈ R d , λ 0 ≤ |ξ| 2 ≤ 2λ 0 }, the symbol of H 2 has constant coefficients (so H 2 has no off-diagonal terms for such ξ). These 'good' values of ξ belong to the so called non-resonant region. In the other, so called resonant regions, many (but not all) off-diagonal terms of H 2 are also zeros. As a result, H 2 has many invariant subspaces.
The next step is to compare the spectral functions of H and H 2 . Let us recall how this step was done when we were studying the IDS in [18] . First, we proved that N(λ; H) = N(λ; H 1 ) using the representation of the IDS as the von Neumann trace of E λ and the basic properties of this trace. Then we have used the fact that the IDS is monotone with respect to the operator and therefore, if ||H 2 − H 1 || ≤ λ −N , this implies that
The first step (from H to H 1 ) is rather simpler when we study the spectral function: we use the fact that (at least formally) we have
It is a much more serious problem to switch from H 1 to H 2 . In general, it is obviously not true that if we change the operator by something small, then the spectral projection is changed by something small. This statement, however, becomes true if we consider the change of the spectral projections in a certain weak sense, see Lemma 4.2. This Lemma is probably the first of two important new ideas in our paper. Lemma 4.3 then shows that despite the fact that the delta-function does not belong to L 2 , the function E λ δ x 0 is inside L 2 (with the control of its norm) which makes legal most of the formal computations.
The next step is to compute
Here, we use the trick ideologically similar to formula (10.18) in [18] when, in order to calculate a certain object for a real analytic family of operators, we extend this family to the complex plane, express this object as a contour integral and then, after a chain of manipulations (expanding our integral in geometric series and using the Cauchy integral formula), we return back to the real axis having expressed the difficult object in a convenient and explicit form. This time we need to express the spectral projection of a real analytic family of operators. We again go into the complex plane, write the spectral projection as the Riesz integral and then change the variables so that instead of integrating against the spectral parameter, we are integrating against the parameter of the family. Afterwards, we similarly return back to the real axis and express (1.13) in the explicit form. This is done in Lemmas 4.5 and 7.1 and formula (7.30) . This is the second important new idea of our paper. After these steps, we have reduced the problem to computing certain explicit (though complicated) integrals. In the diagonal case, these integrals are precisely of the form that was already computed (essentially by brute force) in [18] . Off the diagonal, the integrals become too complicated to compute by hand, but we can use instead the stationary phase method to compute them. This is where we use the fact that the direction x − y is non-degenerate: otherwise, even the stationary phase integrals become too involved.
As it has already been mentioned, many constructions and results needed for our proof are either identical, or similar to corresponding statements from [18] . This refers, in particular, to most of Sections 5 and 6. In order to keep the size of our paper reasonable, but make it self-contained, we have been using the following convention: we write in detail all the definitions and statements from [18] necessary for our proof. If the proof of a certain statement is identical (or essentially identical) to the proof of the corresponding statement of [18] , we omit it. However, if the proof requires substantial changes (like, e.g., the proof of Lemma 3.6), we write it here completely. Still, we believe that it would help to understand our paper better if the reader reads [18] first.
Another convenient convention that we were already using in [18] is this. Let A be an elliptic pseudo-differential operator with almost-periodic coefficients. Usually, we are assuming that A acts in L 2 (R d and ∞ j=1 |c j | 2 < +∞. It is known (see [25] ) that the spectra of A acting in L 2 (R d ) and B 2 (R d ) are the same, although the types of those spectra can be entirely different. It is very convenient, when working with the gauge transform constructions, to assume that all the operators involved act in B 2 (R d ), although in the end we will return to operators acting in L 2 (R d ). This trick (working with operators acting in B 2 (R d )) is similar to working with fibre operators A(k) in the periodic case in a sense that we can freely consider the action of an operator on one, or finitely many, exponentials, without caring that these exponentials do not belong to our function space. In most of the situations it will be clear from the context which is the space we work in, but sometimes we will indicate this by writing
. During our computations, we will obtain some 'extra' asymptotic terms that are absent in the final expansion (compare e.g. (3.1) with (3.2)). The way we get rid of these extra terms is different in the on and off-diagonal cases. On the diagonal we use the a priori form of the asymptotic expansion given by the asymptotics of the heat kernel computed in [6] and [7] . Off the diagonal, we use the Seeley type formula for the meromorphic extension of the complex powers of H (although we could have used the heat kernel extension obtained in [15] and [10] ).
The plan of the paper is as follows. In Section 2, we give necessary definitions and formulate the main results. In Section 3, we discuss how to 'glue' asymptotic expansions obtained in different intervals of the spectral parameter and how to get rid of the 'extra' asymptotic terms. In Section 4, we prove several auxiliary statements (since these statements are quite crucial for our method, we have decided to prove them in a special Section rather than to move their proofs to an Appendix). In Section 5, we introduce the resonance regions and the coordinates in these regions. In Section 6, we discuss the classes of pseudo-differential operators we will work in and introduce the method of the gauge transform. Finally, in Section 7 we finish the proofs of the main statements.
fact, an equality. If b is periodic, then Θ ⊂ Γ † , where Γ † is the lattice dual to the lattice Γ of periods of b.
Without loss of generality we assume that Θ spans R d and contains 0; we also put (2.2)
(algebraic sum taken k times) and
, where for a set S ⊂ R d by Z(S) we denote the set of all finite linear combinations of elements in S with integer coefficients. The set Θ ∞ is countable and non-discrete (unless b is periodic, in which case Θ ∞ = Γ † ). The first condition we impose on the potential is:
It is easy to see that this condition can be reformulated like this: suppose, θ 1 , . . . , θ d ∈ Θ ∞ .Then either {θ j } are linearly independent, or d j=1 n j θ j = 0, where n j ∈ Z and not all n j are zeros. This reformulation shows that Condition A is generic: indeed, if we are choosing frequencies of b one after the other, then on each step we have to avoid choosing a new frequency from a countable set of hyperplanes, and this is obviously a generic restriction. Yet another equivalent reformulation of this condition is as follows: Let V be any proper linear subspace of R d . Denote
Then b V is periodic. Condition A is clearly always satisfied for periodic potentials, but it becomes meaningful for quasi-periodic potentials. If d = 2, this condition simply means that any two collinear frequencies are commensurate.
Our main result will hold in the cases when b is smooth and either periodic or quasiperiodic satisfying condition A. The rest of the conditions on the potential are required only when it is 'truly' almost-periodic. These extra conditions state that we have a tight control over the approximations of b by quasi-periodic functions. In the proof we are going to work with quasi-periodic approximations of b, and we need these conditions to make sure that all estimates in the proof are uniform with respect to these approximations.
Condition B. Let k be an arbitrary fixed natural number. Then for each sufficiently large real number ρ there is a finite set Θ(k; ρ) ⊂ (Θ ∩ B(ρ 1/k )) (where B(r) is a ball of radius r centered at 0) and a 'cut-off' potential
The next condition we need to impose is a version of the Diophantine condition on the frequencies of b. First, we need some definitions. We fix a natural numberk (the choice ofk will be determined later by how many terms in (1.4) we want to obtain) and denoteΘ := [Θ(k; ρ)]k (see (2. 2) for the notation) andΘ ′ :=Θ \ {0}. We say that V is a quasi-lattice subspace of dimension m, if V is a linear span of m linear independent vectors θ 1 , . . . , θ m with θ j ∈Θ ∀j. Obviously, zero space (which we will denote by X) is a quasi-lattice subspace of dimension 0 and R d is a quasi-lattice subspace of dimension d. We denote by V m the collection of all quasi-lattice subspaces of dimension m and put V := ∪ m V m . If ξ ∈ R d and V is a linear subspace of R d , we denote by ξ V the orthogonal projection of ξ onto V, and put V ⊥ to be an orthogonal complement of V, so that ξ V ⊥ = ξ − ξ V . Let V, U ∈ V. We say that these subspaces are strongly distinct, if neither of them is a subspace of the other one. This condition is equivalent to stating that if we put W := V ∩ U, then dim W is strictly less than dimensions of V and U. We put φ = φ(V, U) ∈ [0, π/2] to be the angle between them, i.e. the angle between V ⊖ W and U⊖W, where V⊖W is the orthogonal complement of W in V. This angle is positive iff V and W are strongly distinct. We put s = s(ρ) = s(Θ) := inf sin(φ(V, U)), where infimum is over all strongly distinct pairs of subspaces from V, R = R(ρ) := sup θ∈Θ |θ|, and r = r(ρ) := inf θ∈Θ ′ |θ|. Obviously, R(ρ) ≪ ρ 1/k (where the implied constant can depend on k andk). Condition C. For each fixed k andk the sets Θ(k; ρ) satisfying (2.4) and (2.5) can be chosen in such a way that for sufficiently large ρ we have
where the implied constant (i.e. how large should ρ be) can depend on k andk.
Remark 2.2. One can understand Conditions B and C in the following way. These conditions specify how quickly the Fourier coefficients of b should decay, given the Diophantine properties of the frequencies.
Now we can formulate our first theorem.
Theorem 2.3. Let H be an operator (1.1) with smooth real potential b which is either periodic, or quasi-periodic satisfying Condition A, or almost-periodic satisfying Conditions A,B, and C. Then for each L ∈ N we have (uniformly in x ∈ R d ):
Remark 2.4. Following [6] , [7] , and [13] , it is straightforward to compute the coefficients a j . For example, we have
Our second result concerns the off-diagonal behaviour of the spectral function.
Theorem 2.5. Let H be an operator satisfying all the conditions of the previous Theorem. Suppose that the direction
is not orthogonal to any of the vectors in Θ ∞ \ {0}. Then for each L ∈ N we have:
as λ → ∞. The asymptotic expansion is uniform along every non-degenerate direction when |x − y| is bounded and separated away from 0.
Remark. 1. Obviously, the coefficientsá q (x, y),à q (x, y) are real-valued but unlike the on-diagonal case, here we don't know them explicitly. It is nevertheless possible to compute first few coefficients using our constructions. In particular,á 0 andà 0 are (as expected) the same as for the free operator −∆: (2.10)
Moreover, (2.10) holds for all x = y including degenerate directions. 2. Our set of non-degenerate directions has full measure but in general is not open. Still, as can be seen from the proof, for every fixed L formula (2.9) holds for all directions not orthogonal to any of the vectors in Θk \{0},k =k(L), the latter set being just finite. Corresponding partial expansion is uniform in any compact set within these directions and outside of |x − y| = 0, coefficientsá q (x, y),à q (x, y) being smooth.
As we have mentioned earlier, certain parts of the proof are virtually identical to corresponding parts of [18] and will be omitted. In particular, at the end of Section 3 of [18] it is explained how to obtain the asymptotic formula for the IDS in the almost-periodic situation assuming we can obtain it for quasi-periodic potentials. This explanation works in the case of LDS (and the spectral function off the diagonal) as well. Therefore, we will prove our results only for quasi-periodic potentials and from now on we assume that b has finitely many frequencies and, thus, that Θ(k; ρ) = Θ.
In this paper, by C or c we denote positive constants, The exact value of which can be different each time they occur in the text, possibly even each time they occur in the same formula. On the other hand, the constants which are labeled (like C 1 , c 3 , etc) have their values being fixed throughout the text. Given two positive functions f and g, we
More notation and auxiliary results
In this section, we start explaining our method. Let us put ρ := √ λ. The first result of our paper (about the LDS) is a consequence of the following theorem:
Once the theorem is proved, it immediately implies
Proof. The proof is the same as the proof of Corollary 3.2 from [18] .
Next we choose sufficiently large ρ 0 > 1 (to be fixed later on) and put ρ n = 2ρ n−1 = 2 n ρ 0 , λ n := ρ 2 n ; we also define the interval I n = [ρ n , 4ρ n ]. The proof of Theorem 3.1 will be based on the following lemma: Lemma 3.3. For each M ∈ N and ρ ∈ I n we have:
Here, a j,p;n (·) : R d → R are some functions depending on j, p and n (and M) satisfying
The constants in the O-terms do not depend on n or x (but they may depend on M).
Remark 3.4. Note that (3.3) is not a 'proper' asymptotic formula, since the coefficients a j,p;n (x) are allowed to grow with n (and, therefore, with ρ).
In Section 3 of [18] it is explained, how to prove Theorem 3.1 assuming that Lemma 3.3 is established (see also the details for the off-diagonal case below). Therefore, what we have to do is to prove Lemma 3.3.
For the off-diagonal case the technical result which we prove is the following. be not orthogonal to any of the vectors in Θ ∞ \ {0}. Then for each M ∈ N and ρ ∈ I n we have:
The constants in the O-terms do not depend on n (though they may depend on M). They are uniform along every non-degenerate direction when |x − y| ≍ 1.
Let us now prove Theorem 2.5 assuming Lemma 3.5 has been proved. First, we obtain expansion (2.9) with the extra constant term and then prove that this constant is, in fact, zero. Lemma 3.6. Suppose the statement of Lemma 3.5 holds. Then for each L ∈ N we have:
as λ → ∞. The asymptotic expansion is uniform along every non-degenerate direction when |x − y| ≍ 1.
Proof. The proof is similar to the derivation of Theorem 3.1 from Lemma 3.3. However, this time the proof is rather more involved than the corresponding proof in [18] , and therefore we write it here in detail. Let M be fixed. Denotẽ
Then whenever ρ ∈ J n := I n−1 ∩ I n = [ρ n , 2ρ n ], we have:
On the other hand, since for ρ ∈ J n we have (3.5) for both n and n − 1, this implies
we have:
Proof. Put
whenever s ∈ [1, 2] . Now, to show the estimates on coefficients we choose 8M + 2d − 1 points in a special way. We put
so that sin(s l ρ n |x − y|) = 0 and cos(s l ρ n |x − y|) = 1. We also put
so that sin(s ′ l ρ n |x − y|) = 1 and cos(s ′ l ρ n |x − y|) = 0. Finally, we put
if d is even (so that there is no sin(sρ n |x − y|)s 0 present in (3.13)) and
We also notice that, assuming ρ n is sufficiently large, we have
uniformly in n and |x − y| ≍ 1. Even d. First, we use the points {s l },s. Then (3.13) and the Cramer's Rule imply that for each j the valuesτ j (n) andτ (n) are fractions with a bounded expression in the numerator and a uniform non-zero number in the denominator (the denominator is a Vandermonde determinant). Therefore,τ j (n) = O(1) andτ (n) = O(1). Next, we use the points {s ′ l }. Then the estimate forτ (n), (3.13) and the Cramer's Rule again show thatτ j (n) = O(1).
Odd d. Again, we use the points {s l } and then the points {s ′ l }. As above, we see that
Now, we use the points together with (3.14). We have
This and (3.15) giveτ
Thus, for j < M −(d−1)/2, the series ∞ m=0t j (m) is absolutely convergent; moreover, for such j we have:
where we have denotedâ(j)(x, y) :=â(j, 0)(
where we have denotedǎ(j)(x, y) :=ǎ(j, 0)(x, y) + ∞ m=1ť j (m). Finally,
where we have denoted A 0 (x, y) :
Since |â(j, n; x, y)| + |ǎ(j, n; x, y)| = O(ρ j/2+d/2 n ) (it was one of the assumptions of lemma), we have:
assuming as we can without loss of generality that M is sufficiently large (the required 'largeness' of M is independent of ρ n ). Thus, when ρ ∈ I n , we have:
Since constants in O do not depend on n, for all ρ ≥ ρ 0 we have:
Taking M = 6L + 1 and making change q = p + d − 1, we obtain (3.7).
Lemma 3.8. For all x = y we have A 0 (x, y) = 0.
Proof. The proof is similar to the approach Shenk and Shubin [23] used to get rid of the constant in the one-dimensional case (strangely enough, they used this trick on the diagonal; the trick they used for similar purpose off the diagonal does not work in high dimensions). First, we notice that, without loss of generality, we can assume that the spectrum of H is contained in [2, +∞). Indeed, if this is not the case, we consider instead the operator H + sI with sufficiently large s; it is easy to see that this change does not affect the constant in (3.7).
Let us construct the complex powers of H. For ℜz < −d/2, the operator H z has the integral kernel K z (x, y) holomorphic in z; the Seeley type theorem (see [27, 24] ) then implies that this kernel can be meromorphically continued to the entire complex plane; moreover, K 0 (x, y) = 0 when x = y. For ℜz < −d/2, we have:
If we plug (3.7) with L = d into the RHS of (3.23), we will see that the value at z = 0 of the meromorphic continuation of all the terms in the RHS, except A 0 , will be zero, so we have A 0 (x, y) = K 0 (x, y) = 0.
Remark 3.9. As we have mentioned in the introduction, we also could have used the heat asymptotic expansion of [15] to get rid of the constant A 0 .
The rest of the paper is devoted to proving Lemmas 3.3 and 3.5.
Perturbation of the spectral function
In this section, we study the spectral projections of two self-adjoint operators H 1 and H 2 that are sufficiently close to each other and compare them. We assume that both H 1 and H 2 act in a Hilbert space H and are bounded below: H j > aI. These operators will be assumed to be close not just in the usual operator norm, but also in the abstract version of the Sobolev norm. More precisely, we fix a number s ≥ 0 and assume that
For any self-adjoint operator H and any Borel set I ⊂ R we denote by (4.2) E(I; H) the spectral projection of H corresponding to the set I. We also put
Let f ∈ H. We want to prove that E λ (H 2 )f − E λ (H 1 )f is small. Let δ ≥ ε (later we will put δ = ε 1/2 ).
Lemma 4.1. Suppose that λ − a ≥ 1. Then we have
Proof. Let us assume that
and ||φ|| = ||ψ|| = 1. The statement is equivalent to proving |(φ, (H 2 −a+1) s ψ)| ≤ πε/δ. Denote by γ = γ N the closed square contour in the complex plane symmetric about the real axis and intersecting it at two points: λ and −N, where N > −a is a large number. Then we have
Note that the integral γ (H 1 − z) −1 dz does not need to converge in general, so we understand the integral in the RHS of (4.6) in the strong sense. Now we have:
in the last line we have used the fact that (here,γ is the contour complex conjugated to γ; in factγ = γ)
Therefore, we have:
Now the estimate follows from the spectral theorem, since it implies that (4.10) lim
Notice that for s = 0 Lemma 4.1 is a simple version of the Davis-Kahan sin Θ Theorem (see e.g. Thms VII.3.1-3.4 from [2] ). Lemma 4.2. Let f ∈ H. Under the above assumptions, we have:
Proof. We have:
To estimate the second term in the RHS we use Lemma 4.1 with s = 0:
(4.14)
For the first term we perform the same trick as in (4.13) again, and obtain: Suppose,
has the Schwartz kernel (see e.g. [1, 28] ) which we denote by e(λ; H; x, y); we will often omit writing the dependence on some of the arguments when it could cause no ambiguity. Let x 0 be any point from R d ; denote by δ x 0 the Dirac delta-function centred at x 0 .
and for large λ we have
We used the fact that e is real-valued and symmetric and E is a projection. For the last estimate see e.g. [1] .
Finally, we will prove another Lemma which we will need in Section 7. 
In particular, these properties imply that the function τ −1 is well-defined and analytic in a neighborhood of the interval [τ (λ 1 ), τ (λ 2 )]. We will need the following auxiliary statement which can be considered as a special case of the rule for changing the order of the integration.
Proof. Denote by I the left hand side of (4.19). If necessary, shrinking by analyticity Γ andΓ, we may assume thatΓ = τ (Γ). We introduce the change of variables: ν := τ −1 (r), s := τ (µ). Then we have
Next, by the properties of τ and Cauchy Theorem we have
Now, the change of notation ν by µ and s by r completes the proof.
Resonance zones and coordinates there
In this section, we define resonance regions, state some of their properties and introduce convenient coordinates in these zones. The material in this section follows the narration of [18] which contains the proofs of all statements in this section.
Recall the definition of the quasi-lattice subspaces from Section 2: we say that V is a quasi-lattice subspace of dimension m, if V is a linear span of m linear independent vectors θ 1 , . . . , θ m with θ j ∈Θ ∀j. As before, by Θk we denote the algebraic sum ofk copies of Θ; remember that we consider the indexk fixed. We also put Θ ′k := Θk \ {0}. For each V ∈ V we put S V := {ξ ∈ V, |ξ| = 1}. For each non-zero θ ∈ R d we put n(θ) := θ|θ| −1 .
Let V ∈ V m . We say that F is a flag generated by V, if F is a sequence V j ∈ V j (j = 0, 1, . . . , m) such that V j−1 ⊂ V j and V m = V. We say that {ν j } m j=1 is a sequence generated by F if ν j ∈ V j ⊖ V j−1 and ||ν j || = 1 (obviously, this condition determines each ν j up to the multiplication by −1). We denote by F(V) the collection of all flags generated by V. We also fix an increasing sequence of positive numbers α j (j = 1, . . . , d)
(these numbers depend only on d) and put L j := ρ α j n . Let θ ∈ Θ ′k . We call by resonance zone generated by θ
Suppose, F ∈ F(V) is a flag and {ν j } m j=1 is a sequence generated by F. We define
We call Ξ(V) the resonance region generated by V. Sometimes, we will be calling the region Ξ(X) the non-resonance region.
The following results were proved in [18] . We always assume that ρ 0 (and thus ρ n ) is sufficiently large. 
Lemma 5.4. We have
Corollary 5.5. We can re-write (5.4) as
Lemma 5.6. Let V ∈ V and θ ∈ Θk. Suppose that ξ ∈ Ξ(V) and both points ξ and ξ + θ are inside Λ(θ). Then θ ∈ V and ξ + θ ∈ Ξ(V).
Now we define another important object.
Definition 5.7. Let θ, θ 1 , θ 2 , . . . , θ l be some vectors from Θ ′k , which are not necessarily distinct.
(1) We say that two vectors ξ, η ∈ R d are θ-resonant congruent if both ξ and η are inside Λ(θ) and (ξ − η) = lθ with l ∈ Z. In this case we write ξ ↔ η mod θ.
(2) For each ξ ∈ R d we denote by Υ θ (ξ) the set of all points which are θ-resonant congruent to ξ. For θ = 0 we say that Υ θ (ξ) = ∅ if ξ / ∈ Λ(θ). (3) We say that ξ and η are θ 1 , θ 2 , . . . , θ l -resonant congruent, if there exists a sequence ξ j ∈ R d , j = 0, 1, . . . , l such that ξ 0 = ξ, ξ l = η, and ξ j ∈ Υ θ j (ξ j−1 ) for j = 1, 2, . . . , l. (4) We say that η ∈ R d and ξ ∈ R d are resonant congruent, if either ξ = η or ξ and η are θ 1 , θ 2 , . . . , θ l -resonant congruent with some θ 1 , θ 2 , . . . , θ l ∈ Θ ′k . The set of all points, resonant congruent to ξ, is denoted by Υ(ξ). For points η ∈ Υ(ξ) (note that this condition is equivalent to ξ ∈ Υ(η)) we write η ↔ ξ.
Note that Υ(ξ) = {ξ} for any ξ ∈ Ξ(X). Now Lemma 5.6 immediately implies Next, we are going to introduce a convenient set of coordinates in Ξ(V). Let V ∈ V m , m < d, be fixed. Then, as we know, ξ ∈ Ξ 1 (V) if and only if ξ V ∈ Ω(V). Let {U j } be a collection of all subspaces U j ∈ V m+1 such that each U j contains V. Let µ j = µ j (V) be (any) unit vector from U j ⊖ V. Then, for ξ ∈ Ξ 1 (V), we have ξ ∈ Ξ 1 (U j ) if and only if the estimate | ξ,
The collection {µ j (V)} obviously coincides with
The set Ξ(V) is, in general, disconnected; it consists of several connected components which we will denote by {Ξ(V) p } P p=1 . Let us fix a connected component Ξ(V) p . Then for some vectors {μ j (p)} Jp j=1 ⊂ {±µ j } we have (5.11)
we assume that {μ j (p)} Jp j=1 is the minimal set with this property, so that each hyperplane
has a non-empty intersection with the boundary of Ξ(V) p . It is not hard to see that
Note that our assumption that Ξ(V) p is a connected component of Ξ(V) implies that for any ξ ∈Ξ(V) p and any θ ∈ Θk \ V we have
We also put K := d − m − 1. Throughout most of this paper, we will assume that the number J p of 'defining planes' is the minimal possible, i.e. J p = K + 1; in the general case we refer to Section 11 of [18] where it is explained how to deal with the case of arbitrary Ξ(V) p . If J p = K + 1, then the set {μ j (p)} K+1 j=1 is linearly independent. Let a = a(p) be a unique point from V ⊥ satisfying the following conditions: a,μ j (p) = L m+1 , j = 1, . . . , K + 1. Then, since the determinant of the Gram matrix of vectorsμ
We introduce the shifted cylindrical coordinates in Ξ(V) p . These coordinates will be denoted by ξ = (r;Φ; X). Here, X = (X 1 , . . . , X m ) is an arbitrary set of cartesian coordinates in Ω(V). These coordinates do not depend on the choice of the connected component Ξ(V) p . The rest of the coordinates (r,Φ) are shifted spherical coordinates in V ⊥ , centered at a. This means that (5.14)
We will denote by dΦ the spherical Lebesgue measure on M p . For each non-zero vector µ ∈ V ⊥ , we denote
Thus, the sides of the simplex M p are intersections of W (μ j (p)) with the sphere
This means that v t is a unit vector from V ⊥ which is orthogonal to {μ j (p)}, j = 1, . . . , K + 1, j = t; this defines v up to a multiplication by −1.
Lemma 5.11. Let p be fixed. Suppose, θ ∈ Θk \ V and θ V ⊥ = K+1 j=1 b jμ j (p). Then either all coefficients b j are non-positive, or all of them are non-negative.
Assume that the diameter of M p is ≤ (100d 2 ) −1 , which we can always achieve by taking sufficiently largek. We put Φ q := π 2 − φ(ξ V ⊥ − a,μ q (p)), q = 1, . . . , K + 1, where φ(·, ·) is the angle between two non-zero vectors. The geometrical meaning of these coordinates is simple: Φ q is the spherical distance betweenΦ = n(ξ V ⊥ − a) and W (μ q (p)). The reason why we have introduced Φ q is that in these coordinates some important objects will be especially simple (see e.g. Lemma 5.12 below) which is very convenient for integration in Section 7. At the same time, the set of coordinates (r, {Φ q }) contains K + 2 variables, whereas we only need K +1 coordinates in V ⊥ . Thus, we have one constraint for variables Φ j . Namely, let {e j }, j = 1, . . . , K + 1 be a fixed orthonormal basis in V ⊥ chosen in such a way that the K + 1-st axis passes through M p . Then we have e j = K+1 l=1 a jlμ l with some matrix {a jl }, j, l = 1, . . . , K + 1, andμ l =μ l (p). Therefore (recall that we denote η := ξ V ⊥ − a), Then we can write the surface element dΦ in the coordinates {η
, where the denominator is bounded below by 1/2 by our choice of the basis {e j }. The next lemma describes the dependence on r of all possible inner products ξ, θ , θ ∈ Θk, ξ ∈ Ξ(V) p .
Lemma 5.12. Let ξ ∈ Ξ(V) p , V ∈ V m , and θ ∈ Θk.
(i) If θ ∈ V, then ξ, θ does not depend on r.
(ii) If θ ∈ V and θ V ⊥ = q b qμ q (p), then
In the case (ii) all the coefficients b q are either non-positive or non-negative and each non-zero coefficient b q satisfies
Finally, let us denote (recall that λ n = ρ 2 n ) (5.24)
We also put
Lemma 5.9 implies that for each ξ ∈ A we have |ξ| 2 ∈ [0.5λ n , 18λ n ]. In particular, we have
Pseudo-differential operators and the gauge transform
This section is another one where we present definitions and results from [18] ; as before, the proofs of all statements can be found either in that paper or in [30] , [31] , and [19] . In this section, we construct operators H 1 and H 2 described in the Introduction. Since we have agreed that our potential is quasi-periodic, it is enough for our purposes to deal with quasi-periodic pseudo-differential operators.
6.1. Classes of PDO's and their properties. For any f ∈ L 2 (R d ) we define the Fourier transform:
, be a quasi-periodic (in x) complex-valued function, i.e. for some finite setΘ of frequencies (we always assumeΘ to be symmetric and to contain 0)
) are Fourier coefficients of b (recall that M is the mean of an almost-periodic function). Put t := 1 + |t| 2 , ∀t ∈ R d . We say that the symbol b belongs to the class S α = S α (β) = S α (β,Θ), α ∈ R, 0 < β ≤ 1, if for any l ≥ 0 and any non-negative s ∈ Z the condition
is fulfilled. The quantities (6.2) define norms on the class S α . Note that S α is an increasing function of α, i.e. S α ⊂ S γ for α < γ. We also have:
with a constant C depending only on α, s. For a vector η ∈ R d introduce the symbol
. The bound (6.3) implies that for all |η| ≤ C we have
Now we define the PDO Op(b) in the usual way: We shall call such symbols symmetric.
We note that in the very beginning when we consider (1.1), our operator Op(b) is a multiplication by a function b (in particular, b ∈ S 0 ). However, during modifications and transformations below our perturbation will eventually become a pseudo-differential operator. Thus, it is convenient in abstract statements to consider b a pseudo-differential symbol from some S α class. Now we list some properties of quasi-periodic PDO's. The proof is very similar (with obvious changes) to the proof of analogous statements in [30] . In what follows, if we need to calculate a product of two (or more) operators with some symbols b j ∈ S α j (Θ j ) we will always consider that b j ∈ S α j ( j Θ j ) where, of course, all added terms are assumed to have zero coefficients in front of them.
A straightforward calculation leads to the following formula for the symbol b • g of the product Op(b) Op(g):
and hence
We have
l+(|α|+s)β,s , with a constant C depending only on l, α, s.
6.2.
Gauge transform and the symbol of the resulting operator. From now on we fix β : 0 < β < α 1 . The symbols we are going to construct will depend on ρ n ; this dependence will usually be omitted from the notation.
Let ι ∈ C ∞ (R) be a non-negative function such that
For θ ∈ Θ, θ = 0, define the following C ∞ -cut-off functions:
The function e θ is supported in the shell ρ n /4 ≤ |ξ + θ/2| ≤ 23ρ n /4. We point out that
Note that the above functions satisfy the estimates
As before, we assume thatk is fixed. Put
Theorem 6.3. We can find a unitary operator U and self-adjoint operators H 1 and H 2 such that the following properties hold:
3. H 2 = −∆ + W , where W = Wk is the operator with symbol w = wk(x, ξ) and w satisfies the following property:
for any γ ∈ R, Ψ is a bounded operator, and
Assuming ρ 0 is large enough (depending on l, s, γ, b andk), we get
where the second sums are taken over all
s (θ) can be bounded uniformly by a constant which depends on s only. We apply the convention that 0/0 = 0.
The next results only partially have been proved explicitly in [18] , but follow easily from the previous Theorem.
Theorem 6.4. 1. We haveψ m (θ, ξ) = 0 for θ ∈ Θ m . Otherwise,
where the sum is taken over all θ j ∈ Θ, θ ′ j , φ ′ j ∈ Θ m and C ′ m (θ, ξ) admit representation similar to (6.18).
2. We have
where symbols ψ ′ m admit representation similar to (6.19) and the estimate slightly worse than (6.14):
The error term Uk +1 admits the estimate
Proof. The first statement was proven in [18] . The second statement follows by expanding the exponential U = e iΨ into the Taylor series and estimating each term using (6.14) and Proposition 6.2.
n . As a consequence, the estimate (4.1) holds.
Proof. Though the estimate (6.23) was not written in [18] explicitly, it easily follows from the proofs of Theorems 6.3 and 6.4 there. Corollary 6.6. As a function of ξ, F(Uδ x 0 ) is uniformly bounded over x 0 (and ξ), with constant depending only onk. Moreover, we have
where
.
uniformly over x 0 .
Proof. Use (6.22) with γ = −(d + 1)/(2β), l = s = 0.
Proof of the main results
Now we carry on with the proof using the gauge operators from the previous section. For any set C ⊂ R d by P B (C) we denote the orthogonal projection onto span{e ξ } ξ∈C in
where F is the Fourier transform and χ C is the operator of multiplication by the characteristic function of C. Obviously, P(C) is a well-defined (resp. non-zero) projection iff C is measurable (resp. has non-zero measure). Let N be fixed (this is the number of precise asymptotic terms we need to obtain) and let λ = ρ 2 with ρ ∈ I n and n being fixed (and large). We start by using Theorem 6.3 and find operators U, H 1 and H 2 with the properties listed there and put ε := ρ −βk n . The value ofk will be chosen later; it will depend on N. We are interested in the value of the kernel of the spectral projection e(λ; H; x 0 , y 0 ), when x 0 and y 0 are fixed. We can write this value, at least formally, as
As we have seen in Lemma 4.3, both E λ (H)δ x 0 and E λ (H)δ y 0 are elements of L 2 , so the inner product in the RHS of (7.2) can be understood in the usual L 2 sense. Since
U, and so
Also,
We apply Lemma 4.2 with δ := ε 1/2 and obtain
Now, we choose s > d/4 so that (see Corollary 6.6) (−∆ + I) −s Uδ x 0 belongs to L 2 and
Then clearly we have
Therefore, the last terms in (7.6) and (7.7) are O(ε 1/2 ). We also notice that (7.5) and (7.7) imply (7.10)
What all this means is that it is enough to obtain precise asymptotics for the spectral projection of H 2 , and this is what we will concentrate on now. Moreover, instead of studying (E λ (H 2 )Uδ x 0 , Uδ y 0 ) for λ ∈ I n , we will study
As we will see later, the following estimate holds:
In fact, (7.12) is an immediate corollary of (7.42). Now (7.12), (7.10) , and (7.6) imply
n . By choosingk > 4(M + 2d)/β, we make sure that the RHS of (7.13) is O(ρ
(7.14)
Here we also used (7.5) and (7.10). Therefore, from now on we discuss only the spectral projections of H 2 . Condition (6.13) implies that for each ξ ∈ A the subspace P B (Υ(ξ))H is an invariant subspace of H 2 acting in B 2 (R d ). When we consider the action of H 2 in L 2 (R d ), this subspace becomes trivial, so in order to get an interesting invariant subspace in L 2 , we need to integrate
We denote the dimension of P B (Υ(ξ))H by q = q(ξ) (which is finite by Lemma 5.10) and put
This operator acts in a finite-dimensional space H ξ := P B (Υ(ξ))H, so its spectrum is purely discrete; we denote its eigenvalues (counting multiplicities) by λ 1 (Υ(ξ)) ≤ λ 2 (Υ(ξ)) ≤ · · · ≤ λ q (Υ(ξ)) and the corresponding orthonormalized eigenfunctions by {h j,Υ(ξ) (x)}. Next, we list all points η ∈ Υ(ξ) in increasing order of their absolute values (and if the absolute values are equal, we label them in any reasonable way we want, for example, in the lexicographic order of their coordinates). In such a way, we have put into correspondence to each point η ∈ Υ(ξ) a natural number t = t(η) so that t(η) < t(η ′ ) if |η| < |η ′ |. Now we define the mapping g : A → R which puts into correspondence to each point η ∈ A the number λ t(η) (Υ(η)). Similarly, we define the
is the integral kernel of the projection P(Υ(ξ)). When ξ ∈ A, we put g(ξ) := |ξ| 2 and h ξ := e ξ , so that now the functions g and h are defined on all R d . Denote
It has been shown in [18] that {h ξ } ξ∈R d is an orthonormal basis in B 2 (R d ). Moreover, for each λ ∈ [0.75λ n , 17λ n ] the function (7.17) e(λ; H 2 ; x, y) := (2π)
is the integral kernel of the spectral projection
. Formula (7.17) was used in [18] to compute the IDS of the operator H. It will be more convenient for us to use (7.11) and (7.26) below to compute the spectral function of H.
Since each space P(Ξ(V))H (and even each component P(Ξ(V) p )H) is invariant under H 2 , they are invariant for E λ (H 2 ) as well, and therefore, if we denote
we have
V∈V p e V;p (λ ′ , λ ′′ ; H 2 ; U; x 0 , y 0 ), (7.19) the sum being over all lattice subspaces of dimension at most d − 1 (the contribution from Ξ(R d ) is zero for large ρ n since Ξ(R d ) is bounded). Let us fix the connected component Ξ(V) p of the resonance zone and study the contribution from it to the RHS of (7.19) . Suppose that two points ξ and ξ ′ have the same coordinates X andΦ and different coordinates r and r ′ . Then (see [18] 
. This shows that two spaces H r (X,Φ) := H ξ and H r ′ (X,Φ) := H ξ ′ have the same dimension and, moreover, there is a natural isom-
. This isometry allows us to 'compare' operators acting in H ξ and H ξ ′ . Therefore, abusing slightly our notation, we can assume that H 2 (ξ) and H 2 (ξ ′ ) act in the same (finite dimensional) Hilbert space H(X 1 , . . . , X m ,Φ 1 , . . . ,Φ K ). We fix the values (X 1 , . . . , X m ,Φ 1 , . . . ,Φ K ), X = (X 1 , . . . , X m ) ∈ Ω(V),Φ = (Φ 1 , . . . ,Φ K ) ∈ M p and study how these operators depend on r. We denote by H 2 (r) = H 2 (r; X 1 , . . . , X m ,Φ 1 , . . . ,Φ K ) the operator H 2 (ξ) with ξ = (X 1 , . . . , X m , r,Φ 1 , . . . ,Φ K ), acting in H(X 1 , . . . , X m ,Φ 1 , . . . ,Φ K ). Sometimes we will still want to emphasise that those operators for each r act in their own Hilbert spaces; then, we will use the notationH 2 (r). Thus, H 2 (r) acts in H(X 1 , . . . , X m ,Φ 1 , . . . ,Φ K ) and H 2 (r) acts in H r (X 1 , . . . , X m ,Φ 1 , . . . ,Φ K ). We will also use the notation ⊕ [a,b]H 2 (r) dr for the direct integral of these operators (emphasising that each 'fiber' operatorH 2 (r) acts in its own Hilbert space H r ).
As we have seen in Theorem 6.3, the symbol of the operator H 2 satisfies
where the Fourier coefficients of wk satisfy (6.17), (6.18), and we have denoted ω = ξ V ⊥ − a. This immediately implies that the operator H 2 (r) is monotone increasing in r; in particular, all its eigenvalues λ j (H 2 (r)) are increasing in r. Thus, the function g(ξ) is an increasing function of r if we fix other coordinates of ξ, so the equation
has a unique solution if we fix the values (X 1 , . . . , X m ,Φ 1 , . . . ,Φ K ); we denote the rcoordinate of this solution by τ = τ (ρ) = τ (ρ; X 1 , . . . , X m ,Φ 1 , . . . ,Φ K ), so that
Notice that the operator H 2 (r) will stay the same if we replace the coordinates X to Y in such a way that the resulting point η = (Y 1 , . . . , Y m , r,Φ 1 , . . . ,Φ K ) is equivalent to ξ so that Υ(ξ) = Υ(η). In this case we will say that X and Y are equivalent, X ↔ Y . We also denoteΩ(V) := Ω(V)/ ↔. If we fix the class of equivalenceX fromΩ(V) and Φ, there will be q representatives X (1) , . . . , X (q) from the classX. Then we will have q numbers τ (ρ; X (j) ,Φ), j = 1, . . . , q corresponding to a single pair (X,Φ); we will label them in the increasing order and denote τ j (ρ;X,Φ), j = 1, . . . , q.
Let us denote by S = S(r) the operator with symbol 2r a, n(η) +|a| 2 +wk(x, ξ)+|X| 2 acting in H(X 1 , . . . , X m ,Φ 1 , . . . ,Φ K ), so that H 2 (r) = r 2 I + S(r). Then (6.17) implies
n , and
The operator H 2 (r) can be analytically continued to the complex plane (at least to the domain |z − ρ| ≤ ρ/8; see Remark 10.1 from [18] ). We will denote such an extension by H 2 (z). Now consider the function u(ξ; x 0 ) introduced in (6.24). Let us fix the values of (X 1 , . . . , X m ,Φ 1 , . . . ,Φ K ) and consider the restriction of u(ξ; x 0 ) to Υ(r; X,Φ) as a function of r; we call it thenũ =ũ(r; x 0 ) ∈ H(X 1 , . . . , X m ,Φ 1 , . . . ,Φ K ). Formula (6.24) shows thatũ(r; x 0 ) admits the analytical extension into the complex plane; we will denote this extension byũ(z; x 0 ).
From the above discussion (see in particular Corollary 6.6), it follows that
Here, dΦ is understood as (5.21) (see also (5.20)), a := τ 1 (ρ ′ ;X,Φ) (in fact, we can decrease a and the integral will not change) and b := τ q (ρ ′′ ;X,Φ) (similarly, b can be increased without changing the integral). Now, we notice that all functions τ j introduced above belong to the space T ([λ ′ , λ ′′ ]) introduced in Definition 4.4 (this easily follows from (7.23)). LetΓ ′ be an appropriate contour around interval [a, b], i.e.Γ ′ be completely inside the domain of analyticity of the operator H 2 (r).
Lemma 7.1. Let f (z) and g(z) be analytic so thatΓ ′ is also inside their domain of analyticity. Then the following formula holds 
Here, E j (H 2 (r)) is the orthogonal projector onto the span of h j,Υ(ξ) -the eigenfunction ofH 2 (r) corresponding to λ j (Υ(ξ)) -its eigenvalue number j. Recall that operators H 2 (r) and E j (H 2 (r)) act in the space V r . Thus,
(7.27) over different η in (7.33):
where J is the sum of the terms of the following form:
with f j satisfying the same properties as before. Note that ξ is the point with coordinates (X, ρ,Φ).
where constants s q are coefficients in the decomposition (
Our objective is to compute the sum of the integrals of (7.35) over various domains Ξ(V) p . So, we need to integrate the functions of the form (7.37) and O-term here does not depend on n (though it can depend on M). In fact, a(0, 0; n) = d(0, 0; n) + c n and a(p, q; n) =d(p, q; n) for |p| + q = 0. It is also not hard to see that the estimates are uniform in x 0 ∈ R d . This proves Lemma 3.3. . As we have stated in the introduction, we will consider only the (generic) case when x 0 − y 0 is not orthogonal to any of the vectors θ ∈ Θ ∞ , so in particular x 0 − y 0 is not orthogonal to any of the vectors θ ∈ Θk. For large ρ this implies that the vector ρn belongs to the non-resonant region Ξ(X). What we plan to do is, essentially, computing integrals of the form (7.33) using the stationary phase approach. All the computations are quite standard; however, since we are using rather special set of coordinates, we have to be careful when introducing the partition of unity, etc. Therefore, we give some explanations of what we do here, but do not calculate everything in detail.
We start by introducing the partition of unity dictated by our coordinates in A. We start by treating the resonant regions of the lowest rank, i.e. computing the integrals over Ξ(X). So, let us fix the component
Case 2. ρn ∈ Ξ(X) p . Then the contribution to the integral (7.34) is again given by (7.50), the only difference being that now there is a point c ∈ M p such that ∇f (c) = 0, and the Hessian of f at c is non-degenerated (again see (7.37) and (7.36)). Here we need to be just a little bit more careful. Letẽ be an additional cut-off function such that 1.ẽ is smooth and 0 ≤ẽ ≤ 1. 2.ẽ depends only onΦ;ẽ equals one in a neighborhood of the point c andẽ equals zero in a neighborhood of the boundary of M p .
3. All partial derivatives ofẽ satisfy It is not hard to see that such function exists. Then we split (7.50) into two integrals. The integral with additional factor (1 −ẽ) can be estimated as in Case 1. For the integral with additional factorẽ we notice that now all sums .
This leads us to the standard stationary phase integrals. As a result, we obtain the following asymptotics (see [9] , Theorem 7.7.5): For coefficients c ± (p; n) we have the estimate (7.54) |c ± (p; n)| ≪ ρ p/2 n which follows from the bound on l t . As before, these estimates are uniform in X. This covers the case of integrals over the non-resonant regions. The rest of the integration takes place over the resonant zones. Strictly speaking, those resonant zones are twice the width of the resonant zones we had before (since the support of e 2 can spread to the region of width 2ρ α 1 n , whereas the width of our zones was ρ α 1 n ). Nevertheless, we can extend the coordinates X to these wider resonant zones.
Consider now the contribution to (7.34) from a resonant partition function; by employing a further partition of unity, we can assume that the integration takes place inside one resonant region Ξ(V) p and therefore the integral has the following form (we assume the Φ coordinates to be fixed and consider only the integral in X variables): 
