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ABSTRACT
Analysis and Computation of Multiple Unstable Solutions to
Nonlinear Elliptic Systems. (August 2008)
Xianjin Chen, B.S.; M.S., Huazhong University of Science and Technology, China
Chair of Advisory Committee: Dr. Jianxin Zhou
We study computational theory and methods for finding multiple unstable so-
lutions (corresponding to saddle points) to three types of nonlinear variational elliptic
systems: cooperative, noncooperative, and Hamiltonian. We first propose a new L-
orthogonal selection in a product Hilbert space so that a solution manifold can be
defined. Then, we establish, respectively, a local characterization for saddle points of
finite Morse index and of infinite Morse index. Based on these characterizations, two
methods, called the local min-orthogonal method and the local min-max-orthogonal
method, are developed and applied to solve those three types of elliptic systems for
multiple solutions. Under suitable assumptions, a subsequence convergence result
is established for each method. Numerical experiments for different types of model
problems are carried out, showing that both methods are very reliable and efficient in
computing coexisting saddle points or saddle points of infinite Morse index. We also
analyze the instability of saddle points in both single and product Hilbert spaces. In
particular, we establish several estimates of the Morse index of both coexisting and
non-coexisting saddle points via the local min-orthogonal method developed and pro-
pose a local instability index to measure the local instability of both degenerate and
nondegenerate saddle points. Finally, we suggest two extensions of an L-orthogonal
selection for future research so that multiple solutions to more general elliptic systems
such as nonvariational elliptic systems may also be found in a stable way.
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1CHAPTER I
INTRODUCTION
This dissertation is to study the computational theory and methods for three types of
nonlinear elliptic systems: cooperative, noncooperative, and Hamiltonian. A frame-
work for characterizing and computing multiple unstable solutions is developed.
A. Motivation
An understanding of the interaction of simple physical objects (e.g., scalar solitons)
leading to the formation of more complex objects (e.g., vector solitons) is an ultimate
goal [37] of the fundamental research in many key physics areas such as condensed
matter physics, dynamics of biomolecules, nonlinear optics, etc. Mathematically,
those complex objects may be described by certain differential systems which give
rise to nonlinear elliptic systems.
Exhibiting many novel new phenomena that are not present in single equation
case, systems are much more interesting in many applications. Systems that are
Euler-Lagrange equations of some functionals are called variational and can be treated
using the Critical Point Theory, since their (weak) solutions are critical points of the
functionals that originate them. Solutions corresponding neither to local maxima nor
to local minima are the so-called saddle points. They appear as unstable equilibria
or transient excited states in many physical systems and are usually thought to be
too difficult to capture. Due to their diversity in nature, variational systems can be
classified in many different ways. In this thesis, we deal with three types of them (see
also Section I.B.2): cooperative, noncooperative, and Hamiltonian.
This dissertation follows the style of Mathematics of Computation.
2Variational methods especially the minimax methods [49,57,61] have been among
the main methods in obtaining the existence or multiplicity of critical (saddle) points.
In particular, over the last several decades, the minimax methods (theorems) have
been often used to locate saddle points by means of appropriate min-max procedures,
provided that the Palais-Smale condition and other suitable geometric structures of
the functionals are met. However, most minimax theorems in the literature such
as the Mountain Pass Theorem, the Saddle Point Theorem, and Linking Theorems
characterized a saddle point as a solution to a two-level global optimization (minimax)
problem which is a very expensive or even impossible job from a numerical point of
view. Therefore, those minimax theorems cannot be directly applied to find saddle
points. To circumvent this difficulty, there is a need to establish some alternative
characterizations on saddle points based on which numerical methods or algorithms
can be feasibly designed and implemented. Meanwhile, due to the diversity and
complexity of systems, there is no general method or algorithm available for solving
them all. This means that we more or less need to establish a characterization as well
as a numerical method for each class individually.
Highly or multiply excited states which can now be electronically excited or
laser-induced have been observed or demonstrated [15,32,43,51,58] in many physics
areas including quantum mechanics, condensed matter physics, nonlinear optics, etc.
Those excited states can easily decay into lower-lying excited states or the ground
states (i.e., the minimum energy states) under small perturbations. Meanwhile, those
highly excited states enjoy a large variety of configurations and maneuverabilities,
which may lead to many promising or even surprising applications. With new atomic,
optical or synchrotronic technologies, scientists now are able to successfully trap or
secure them and search for their potential applications [13,34,53,54,58]. These new
technologies and advanced studies are changing our traditional views of unstable
3solutions and starting to draw more and more attention from both scientists and
engineers.
For example, spatial solitons have been a subject of many studies [26,27,35,37,41]
since their first theoretical prediction [18]. After a number of experimental observa-
tions of self-guided light beams in various types of nonlinear bulk media were reported,
the study of spatial optical solitons and their interactions became an active research
area in nonlinear optics, see [26,27,32,35,37]. In particular, it has been shown that
several light beams can be combined to produce multicomponent self-trapped states,
so-called spatial vector solitons. Physically, these vector solitons (corresponding to co-
existing excited states) are “particle-like” localized nonlinear objects; mathematically,
they are unstable standing solitary wave solutions to certain nonlinear Schro¨dinger
(NLS) systems [26,27,32], see also (1.4). Since all those vector solitons are unstable,
instability analysis becomes important both practically and theoretically. However,
“so far, numerical methods have been proved to be the only available tool for analyz-
ing the mutually trapped states in the nonlinear regime, especially solitons without
radial symmetry (e.g., dipole or multipole vector solitons)”[27]. It has also been ob-
served that the dipole-mode vector solitons are much more stable than any other
vector soliton. They are “stable enough for experimental observation, . . . , extremely
robust, have a typical lifetime of several hundred diffraction lengths and survive a
wide range of perturbations”[32]. As a result, there is a growing need to develop
more efficient and reliable numerical methods for finding those multiple (coexisting)
excited states, since analytic solution expressions are generally too difficult to obtain.
Numerically, motivated by the Mountain Pass Theorem, the first ingenious al-
gorithm (also called mountain pass algorithm) devoted to computing saddle points
(actually the ground states) was proposed by Choi-McKenna [19] in 1993. Then a high
linking method was developed by Ding-Costa-Chen [28] in 1999. But no formal math-
4ematical justification or convergence on those methods was provided. After that, a
local minimax method (LMM), also the first method which can capture multiple sad-
dle points in a certain order, was developed by Li-Zhou [38,39] in 2001. Mathematical
justification and convergence on LMM were also established therein. In general, how-
ever, these three methods can solve nonlinear partial differential equations (PDEs)
in single equation case rather than in system case. Take LMM for example. When
used to solve systems, it gives no help for distinguishing coexisting solutions from
non-coexisting ones. As a result, one’s efforts in locating those coexisting also desired
solutions will be greatly weakened. Moreover, for noncooperative and Hamiltonian
elliptic systems, so far there is no method available to solve them in the literature due
to the strongly indefinite (see Definition I.2) nature of the functionals that originate
them. Nevertheless, one may want to mention the Newton’s method. But it is known
that the Newton’s method depends heavily on initial guesses and has difficulties in
handling degeneracy which arises quite naturally in multiple solution problems. Be-
sides, even it successfully captures a solution, it provides no instability information
for the solution since it does not assume or use the variational structure of those
systems. Therefore, new numerical methods and strategies need to be developed.
Our goal is to develop some reliable and efficient numerical methods for varia-
tional elliptic systems for multiple solutions, to introduce new numerical techniques
in nonlinear PDEs, and to analyze the stability and instability of multiple solutions
captured, which are both inspired by and shall shed some new light upon the critical
point theory and variational methods as well.
In the rest of this chapter, we recall some fundamental results on abstract critical
point theorems as well as three aforementioned numerical methods for saddle point
search. We also give a classification of nonlinear variational elliptic systems. In
Chapter II, we present a local min-orthogonal method for cooperative elliptic systems.
5After proposing a new L-⊥ selection as well as a new stable solution manifold M,
we establish a local min-orthogonal characterization for coexisting saddle points of
a positive definite functional and show that a local minimum of the functional on
such manifold M corresponds to a saddle point of the functional in the entire space.
We then design a local min-orthogonal algorithm and give a subsequence convergence
result for the algorithm. A numerical technique on computing the gradients is also
introduced in this chapter.
In Chapter III, we develop a local min-max-orthogonal method for noncoop-
erative elliptic systems. We start from the observation that although functionals
associated to noncooperative elliptic systems are strongly indefinite, they are positive
definite in one variable and are negative definite in another. Taking advantage of
such important feature of the functionals, we establish a local min-max-orthogonal
characterization for saddle points of infinite Morse index based on which a local min-
max-orthogonal algorithm together with its subsequence convergence is developed.
In addition, we show that a game-type saddle point of a strongly indefinite functional
J on an induced solution manifold M is also a saddle point of J in the entire space
H . Consequently, instead of searching for infinite Morse index saddle points of J in
H , we can just keep our eyes on those saddle points of J on M.
In Chapter IV, we carry out some instability analysis on saddle points. We
extend some instability analysis results in [67] via a local min-orthogonal method in
two directions: from a local peak selection to a local L-⊥ selection and from a single
Hilbert space (corresponding to a single equation case) to a product Hilbert space
(corresponding to a system case). Based on a local min-orthogonal characterization,
estimates on the Morse index are established for saddle points in both single and
product Hilbert spaces. In addition, a local instability index for saddle points in a
product Hilbert space is discussed and used to induce an order for multiple unstable
6solutions (saddle points) captured.
In Chapter V, we apply the local min-orthogonal method and the local min-max-
orthogonal method developed in Chapters II-III and the instability analysis results
established in Chapter IV to solve three types of elliptic systems for multiple solutions
and give numerical estimates of the Morse index as well. We carry out numerical
experiments for various model problems including the 2- and 3-component vector
soliton problems, two noncooperative elliptic systems, and two Hamiltonian elliptic
systems (i.e., the Lane-Emden system and the nonlinear biharmonic problem). We
visualize our numerical solutions to those problems via contour plots and/or profiles
and verify several important properties (e.g., existence, differentiability, separation) of
an L-⊥ selection and a solution manifoldM induced. Moreover, we show that saddle
points of certain strongly indefinite functional are still saddle points even when the
functional is confined to the solution manifoldM. This implies that saddle points of
this kind can be approximated by the local min-max-orthogonal method but not by
the local min-orthogonal method. For a special class of Hamiltonian elliptic systems,
we state their close relationship with noncooperative elliptic systems.
Finally, we conclude in Chapter VI with a brief description of how the preceding
results may be further extended to solve more general elliptic systems such as nonva-
riational systems. We indicate that the L-⊥ selection plays a significant role in both
characterizations and computations of multiple solutions and can be extended in two
directions so that more multiple solution problems can be attacked in the future.
B. Preliminaries
In this section we start with global characterizations on saddle points by recalling
some abstract critical point theorems. We then give a classification of nonlinear
7variational elliptic systems according to the nature of their associated functionals
and list some model problems as well. Finally, three numerical methods (algorithms)
for nonlinear PDEs are recalled.
1. Abstract Critical Point Theorems
Let H be a Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖, I : H → R be a
C1-functional (i.e., continuously differentiable) and I ′ be its first Frechet derivative.
A point u∗ ∈ H is called a critical point of I if I ′(u∗) = 0, i.e.,
I ′(u∗)φ = 0
for all φ ∈ H . In this case, c := I(u∗) is called a critical value of I at u∗. A critical
point u∗ of I is called nondegenerate if the second Frechet derivative of I at u∗ or
I ′′(u∗) exists and has a bounded inverse; otherwise, u∗ is called degenerate.
For a critical point u∗ of I, assume I ′′(u∗) is a self-adjoint Fredholm operator
from H → H . According to the spectral theory, H has an orthogonal spectral de-
composition
H = H− ⊕H0 ⊕H+
where H−, H0, H+ are respectively the maximum negative definite, the null and the
maximum positive definite subspaces of I ′′(u∗) in H with dim(H0) < ∞, and are
invariant under I ′′(u∗).
Definition I.1 ([8]) The Morse index (MI) of a critical point u∗ of I is the dimen-
sion of the maximum negative definite subspace of I ′′(u∗), i.e., MI(u∗) = dim(H−).
Evidently, a nondegenerate critical point u∗ with MI(u∗) = 0 is a local minimum
of I and corresponds generally to a stable solution; while a critical point u∗ of I with
MI(u∗) > 0 represents an unstable solution.
8Definition I.2 ([2],[1],[7]) Let φ ∈ C1(H,R) be a functional of the form
φ(u) =
1
2
〈Au, u〉+ b(u)
where A : H → H is a self-adjoint invertible linear operator and b is a functional
(usually nonlinear) with compact gradient ∇b ∈ C(H,H) (i.e., it maps bounded sets
into relatively compact sets). Such functional φ is called strongly indefinite if both
the positive and negative eigenspaces of A are infinite-dimensional; if the dimension
of the negative eigenspace is zero (finite), then it is called positive (semi-positive)
definite.
Obviously, if a functional φ is strongly indefinite, so is −φ. In this case, every
critical point of both φ and −φ has infinite Morse index. Hence the classical Morse
theory (see, e.g., [8]) is no longer applicable, interested readers may refer to [2,1].
Definition I.2 also implies that a strongly indefinite functional is neither bounded from
above nor from below, not even modulo a finite-dimensional subspace [49]. Moreover,
if the Hessian φ′′(x) of φ at some x ∈ H exists, then it is a Fredholm operator [2].
The formulation of abstract critical point theorems generally requires some com-
pactness hypotheses for a functional I. A condition of that type that has proved to
be very useful in obtaining the existence or multiplicity of critical points was first in-
troduced by Palais and Smale (see [49] and references therein) in their work on Morse
theory in infinite-dimensional spaces. Let X be a Banach space and I : X → R a
C1-functional.
Definition I.3 A functional I is said to satisfy the Palais-Smale condition, denoted
by (PS), if any sequence {um} in X such that I(um) is bounded and I ′(um) → 0 (in
the strong sense) admits a convergent subsequence.
The minimax theorems [49,57,61] usually characterize a critical value c of I as a
9minimax:
c := inf
A∈A
max
u∈A
I(u) (global) (1.1)
where A is some class of compact subsets of X chosen to take advantage of the
topological structure of the functional I. Very often the minimax has a related form
c := inf
γ∈Γ
max
θ∈M
I(γ(θ)) or c := inf
A=γ(M)∈A
max
u∈A
I(u) (global)
where M is chosen to be a compact subset in some parameter space, γ ∈ C(M,X),
i.e., Γ is a family of continuous maps from M to X satisfying appropriate properties.
Earliest results (e.g., the Ljusternik-Schnirelmann theory [49,57]) of this type mainly
studied functionals which are bounded from below, and were invariant under some
group of symmetries, and were defined on a Banach manifold which was invariant
under those symmetries, see a survey paper [49] by P.H. Rabinowitz. In 1970s, the
minimax theorems were extended by Ambrosetti and Rabinowitz to functionals which
are not necessarily bounded from below, e.g., functionals which are strongly indefinite.
As one of the simplest and most geometrically appealing minimax theorems in
the literature, the Mountain Pass Theorem proved by Ambrosetti and Rabinowitz [3]
in 1973 states that
Theorem I.1 (Mountain Pass Theorem) Let X be a real Banach space and φ ∈
C1(X,R) satisfying the (PS) condition with φ(0) = 0. Assume that
(1) ∃ρ, α > 0 s.t. φ(u) ≥ α, ∀u with ‖u‖ = ρ and
(2) ∃e ∈ X with ‖e‖ > ρ s.t. φ(e) ≤ φ(0) = 0.
Then
c = inf
γ∈Γ
max
θ∈[0,1]
φ(γ(θ)) ≥ α
is a critical value of φ, where Γ = {γ ∈ C([0, 1], X) : γ(0) = 0, γ(1) = e}.
10
The mountain pass theorem set undoubtedly a milestone in both modern non-
linear analysis and critical point theory. It influenced its “successors” so much that it
can be considered as the beginning of a new era in critical point theory. The theorem
was so insightful that it was often used as a model or framework for a number of other
critical point theorems such as the Saddle Point Theorem [48] and Linking Theorems
(see [9,49] and references therein) that followed. The following is one version of linking
theorems due to Rabinowitz.
Theorem I.2 (Linking Theorem) Let B be a Banach space with splitting B = L⊕X,
where X,L are two closed subspaces of B with dim(L) < ∞. Assume that I ∈
C1(B,R) satisfies the (PS) condition and
(1) there are ρ, α > 0 such that I(v) ≥ α, ∀v ∈ ∂Bρ ∩X,
(2) there are u ∈ X with ‖u‖ = 1 and a number R > ρ such that I(v) ≤ 0, ∀v ∈ ∂Q,
where Q = (B¯R ∩ L)⊕ {ru|r ∈ (0, R)}.
Then
c := inf
Γ
max
v∈Q
I(h(u))
is a critical value of I, where Γ = {h ∈ C(Q¯, B)|h = id on ∂Q}.
Note that in other versions of linking theorems (see, e.g., [9]), both subspaces
L,X of B may be infinite-dimensional. In this case, the functional I becomes strongly
indefinite.
2. A Classification on Elliptic Systems
In this section, we classify nonlinear variational elliptic systems according to the
nature of their associated functionals and state some model problems as well. Note
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that due to the diversity and complexity of systems, we do not intend to classify and
include all of them.
It is known that nonlinear elliptic systems arise quite extensively in describing
self-organized natural phenomena, ranging from simple physical systems to complex
biological processes. Among them, there are at least four types of elliptic systems
that can be treated variationally: cooperative, noncooperative, Hamiltonian type I
and Hamiltonian type II. We state these four types of elliptic systems as below.
Let Ω be a bounded domain in RN (N ≥ 1), G : Ω× R× R → R be of class C1
in the second and third variables, ∂
∂n
denote the outer normal derivative.
(I) Cooperative Elliptic Systems
Cooperative elliptic systems can be expressed as
−∆u = Gu(x, u, v), x ∈ Ω
−∆v = Gv(x, u, v), x ∈ Ω
u = v = 0 or ∂u
∂n
= ∂v
∂n
= 0, x ∈ ∂Ω
(1.2)
where (Gu, Gv) stands for the gradient of G in the variables (u, v) ∈ R2. Under some
standard growth conditions on G(x, u, v), weak solutions of (1.2) are critical points
of the C1-functional J : H10(Ω)×H10 (Ω)→ R or H1(Ω)×H1(Ω)→ R given by
J(u, v) =
1
2
∫
Ω
(|∇u|2 + |∇v|2)dx−
∫
Ω
G(x, u, v)dx. (1.3)
Clearly, the quadratic part of the functional J above is positive definite which,
with some suitable assumptions on G, implies that J is also positive definite. The
existence of (multiple) nontrivial solutions to systems of the form (1.2) has been
established by many authors, see, e.g., [6,46,64,65,68].
To give a specific example of (1.2), let us consider 2-coupled NLS equations
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[27,32,45] 
i
∂E1
∂z
+∆E1 − E1
1 + (|E1|2 + |E2|2) = 0,
i
∂E2
∂z
+∆E2 − E2
1 + (|E1|2 + |E2|2) = 0,
(1.4)
where ∆ = ∂
2
∂x2
+ ∂
2
∂y2
is the transverse Laplacian. Problem (1.4) arises in the study
of interaction of two mutually incoherent optical beams (i.e., E1, E2) propagating
along z-direction in a bulk saturable medium (e.g., photorefractive materials). In
study of stability or instability, pattern formation and other vector phenomena, coex-
isting standing solitary wave solutions (or solitons in short), also called spatial vector
solitons, to (1.4) of the form
E1 = u(x, y)e
−iβ1z, E2 = v(x, y)e−iβ2z, u 6= 0, v 6= 0, (1.5)
are of particular interest, where 0 < β1 ≤ β2 < 1 are two propagation constants,
u, v represent respectively the amplitudes of the beams E1, E2. After setting λi =
1− βi (i = 1, 2), γ = λ2λ1 and rescaling the amplitudes, {u, v} → {
√
λ1u,
√
λ1v}, and
the coordinates, {x, y} → {x/√λ1, y/
√
λ1}, (1.4) leads to a semilinear elliptic system
(also one of our model problems to be investigated) [27,32] −∆u = −u+
uI(u,v)
1+µI(u,v)
,
−∆v = −γv + vI(u,v)
1+µI(u,v)
,
(1.6)
where µ ≡ λ1 = 1 − β1 ∈ (0, 1) is the saturation parameter (the case µ → 0 corre-
sponds to the Kerr medium), I(u, v) = u2 + v2 is the total intensity, the nonlinear
term I(u,v)
1+µI(u,v)
characterizes a saturable nonlinearity of the medium. In view of (1.2),
we see that system (1.6) is variational and
G(u, v) =
1− µ
2µ
u2 +
1− γµ
2µ
v2 − ln(1 + µI(u, v))
2µ2
. (1.7)
Due to the localized nature [27,32] of solitary wave solutions to (1.4), a zero Dirichlet
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condition on a bounded domain can be imposed for system (1.6). Moreover, one sees
that if u or v is zero, then (1.6) reduces to a single equation problem, a situation that
needs to be avoided since the coexisting solutions (i.e., coexisting states) to (1.6) are
of greater interest to physicists.
Similar coupled NLS equations which also give rise to a system of the form (1.2)
appear in other applications. For example, the two circularly polarized optical beams
propagating in an isotropic Kerr medium obey the following NLS equations [12]
∂U
∂z
= i 1
2k
∂2U
∂x2
+ iγ(|U |2 + 7|V |2)U,
∂V
∂z
= i 1
2k
∂2V
∂x2
+ iγ(|V |2 + 7|U |2)V,
(1.8)
where U(x, z) and V (x, z) are the transverse beam envelopes of the circular polar-
ization components of the electromagnetic field, k is the wave vector modulus in
the waveguide and γ is the nonlinear coefficient. As pointed out in [12], equations
(1.8) possess a one-parameter family of vector solitons whose amplitude functions also
satisfy an elliptic system of the form (1.2).
(II) Noncooperative Elliptic Systems
Noncooperative elliptic systems are of the form
−∆u = Gu(x, u, v), x ∈ Ω
−∆v = −Gv(x, u, v), x ∈ Ω
u = v = 0 or ∂u
∂n
= ∂v
∂n
= 0, x ∈ ∂Ω
(1.9)
where (Gu, Gv) is the gradient of G in the variables (u, v) ∈ R2. The associated
energy functional is
J(u, v) =
1
2
∫
Ω
(|∇u|2 − |∇v|2)dx−
∫
Ω
G(x, u, v)dx. (1.10)
Multiplicity and existence results for system (1.9) have been established when G
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satisfying certain growth conditions, see [20,21,30,47,68]. With Definition I.2, the
functional J in (1.10) is strongly indefinite when G has compact gradient.
As an example, consider the reaction-diffusion system (see, e.g., [23,36,44] and
references therein)
ut = D1∆u+ f(u)− kv, x ∈ Ω, t > 0
τvt = D2∆v + u− γv, x ∈ Ω, t > 0
∂u
∂n
= ∂v
∂n
= 0, x ∈ ∂Ω, t ≥ 0
(1.11)
where u, v are real-valued functions, representing an activator and an inhibitor, re-
spectively; k, τ,D2 > 0; γ,D1 = ǫ
2 are small positive parameters; f(u) is a cubic
function, e.g., f(u) = u(1 − u)(u − a), 0 < a < 1
2
. System (1.11), also called the
FitzHugh-Nagumo type system, was first proposed as a mathematical model of bio-
logical pattern formation.
Steady-state (nonconstant) solutions to (1.11) are of particular interest in appli-
cation and satisfy the following noncooperative elliptic system
D1∆u+ f(u)− kv = 0, x ∈ Ω,
kD2∆v + ku− kγv = 0, x ∈ Ω,
∂u
∂n
= ∂v
∂n
= 0, x ∈ ∂Ω,
(1.12)
to which the associated energy functional is
J(u, v) =
1
2
∫
Ω
(D1|∇u|2−kD2|∇v|2)dx+k
∫
Ω
uvdx−kγ
2
∫
Ω
v2dx−
∫
Ω
F (u)dx. (1.13)
Here F (·) is the primitive of f(·).
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(III) Elliptic Systems of Hamiltonian Type I
Elliptic systems of Hamiltonian Type I have the form
−∆u = Gv(x, u, v), x ∈ Ω,
−∆v = Gu(x, u, v), x ∈ Ω,
u = v = 0 or ∂u
∂n
= ∂v
∂n
= 0 x ∈ ∂Ω.
(1.14)
With suitable growth conditions on G, weak solutions of (1.14) correspond to critical
points of the functional
J(u, v) =
∫
Ω
∇u∇vdx−
∫
Ω
G(x, u, v)dx (1.15)
on a carefully chosen functional space [31,33]. Note that such J is also strongly
indefinite and the corresponding functional setting is much more subtle [31,33] (see
also Section V.C) in this case than in the two previous ones.
A typical example of system (1.14) is the Lane-Emden system (see, e.g., [10,22])
in which the Hamiltonian G takes the form
G(u, v) = uα + vβ, 1− 2
N
<
1
α
+
1
β
α, β > 1.
Another example of system (1.14) is the nonlinear biharmonic problem
∆2v = |v|p−1v, x ∈ Ω (1.16)
subject to the Navier boundary conditions v = ∆v = 0 on ∂Ω, which can be rewritten
as a system of the form (1.14)
−∆u = |v|p−1v, x ∈ Ω,
−∆v = u, x ∈ Ω,
u = v = 0, x ∈ ∂Ω,
(1.17)
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with G(u, v) = 1
2
u2 + 1
p+1
|v|p+1.
(IV) Elliptic Systems of Hamiltonian Type II
In contrast with system (1.14), the nonlinear term in this type of elliptic system
appears as a source on the boundary rather than in the domain. It reads as [11]
∆u = u,∆v = v, x ∈ Ω,
∂u
∂n
= Gv(x, u, v), x ∈ ∂Ω,
∂v
∂n
= Gu(x, u, v), x ∈ ∂Ω,
(1.18)
where Ω ⊂ RN is a bounded domain with smooth boundary, G : ∂Ω×R×R → R is a
positive function of class C1 with suitable growth control onG and its first derivatives.
A proper functional setting for (1.18) was established in [11] so that it can be treated
variationally.
3. Three Numerical Methods for Nonlinear PDEs
In this section, we recall three saddle point search methods (algorithms) which aim
mainly to find unstable solutions to nonlinear PDEs in the single equation case.
The first one is proposed by Choi-McKenna [19] in 1993, called the Mountain Pass
Algorithm; the second one, called the High Linking Algorithm, is due to Ding-Costa-
Chen [28]; the third one, called the Local Minimax Algorithm, is developed by Li-
Zhou [38] in 2001. As mentioned before, these three methods (algorithms) have
some limitations in search for saddle points in system case, e.g., the coexisting saddle
points or saddle points of infinite Morse index. One common feature of these three
algorithms is that they can only find saddle points of finite Morse index.
Algorithm I.1 Mountain Pass Algorithm (Choi-McKenna)
Step 1. Take an initial guess u0 ∈ H10 (Ω) such that u0 6= 0 and J(u0) ≤ 0.
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Step 2. Find t∗ ∈ (0, 1) such that J(t∗u0) = maxt∈[0,1] J(tu0), and set u1 = t∗u0.
Step 3. Compute ∇J(u1) and set v = ∇J(u1).
Step 4. If ‖v‖ ≤ ǫ, then output u1 and stop; else, goto the next step.
Step 5. Let u = −v + u1 and find t∗ ∈ (0, 1) such that J(t∗u) = maxt∈[0,1] J(tu).
Step 6. If J(t∗u) < J(u1), set u1 = t∗u and goto Step 3; else, set v = 12v and goto
Step 5.
Algorithm I.2 High Linking Algorithm (Ding-Costa-Chen)
Step 1. Find a point v such that v0 6= 0 and J(v0) ≤ 0.
Step 2. Apply the Modified Mountain Pass Method to find a mountain pass solution
v1 and u1, u2 satisfying
J(v1 + tu1) < J(v1), J(v1 + tu2) < J(v1) for small t 6= 0.
Step 3. Find t1 > 0 and t2 < 0 such that J(v1+ t1u1) ≤ 0 and J(v1+ t2u1) ≤ 0, and
set g1 = v1 + t1u1 and g2 = v1 + t2u1.
Step 4. Find t3 > 0 such that J(v1 + t3u2) ≤ J(v1), and set g3 = v1 + t3u2.
Step 5. Construct the triangle △ by
△ = {λ1g1 + λ2g2 + (1− λ1 − λ2)g3|λ1, λ2 ≥ 0, λ1 + λ2 ≤ 1},
and find v∗ ∈ △ such that J(v∗) = maxg∈△ J(g).
Step 6. If v∗ is an interior point of △, then go to next step. Otherwise, set u2 =
v∗ − v1 and go to Step 4.
Step 7. Set v2 = v
∗, compute w = ∇J(v2).
Step 8. If ‖v‖ ≤ ǫ, then output v2 and stop. Otherwise, set u2 = (−v+ v2)− v1 and
go to next step.
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Step 9. Repeat the same procedures as Step 4-6 to construct a new triangle △ and
find an interior point v∗ ∈ △ such that J(v∗) = maxg∈△ J(g).
Step 10. If J(v∗) < J(v2), go to Step 7. Otherwise, set w = 12w and u2 = (−w +
v2)− v1, then go to Step 9.
Algorithm I.3 Local Minimax Algorithm (Li-Zhou)
Assume that u1, ..., un−1 are n− 1 critical points (already found) of J . Let L =
[u1, ..., un−1] and choose two positive constants 0 < λ < 1, ǫ≪ 1.
Step 1. Find an ascent direction v1n ∈ L⊥ at un−1.
Step 2. Solve for
u1n =
n−1∑
i=1
t1iui + t
1
nv
1
n = arg max
ti∈R,i=1,...,n−1,tn>0
J(
n−1∑
i=1
tiui + tnv
1
n)
with initial point (0, ..., 0, 1) and set k = 1.
Step 3. Compute the descent direction wkn of J at u
k
n, w
k
n = −∇J(ukn).
Step 4. If ‖wkn‖ < ǫ, then stop and output ukn. Otherwise, go to Step 5.
Step 5. Let vkn(s) =
vkn+sw
k
n
‖vkn+swkn‖ and solve for
p(vkn(s)) =
n−1∑
i=1
tki ui + t
k
nv
k
n(s) = arg max
ti∈R,i=1,...,n
J(
n−1∑
i=1
tiui + tnv
k
n(s)).
with initial guess (tk1, t
k
2, ..., t
k
n). Set
skn = max{s|λ ≥ s‖wkn‖ ≥ 0, J(p(vkn(s)))− J(p(vkn)) ≤ −
1
2
stkn‖wkn‖2}.
Let vk+1n = v
k
n(s
k
n) =
vkn+s
k
nw
k
n
‖vkn+sknwkn‖ and u
k+1
n = p(v
k+1
n ) =
∑n−1
i=1 t
k+1
i ui + t
k+1
n v
k+1
n .
k = k + 1 and go to Step 3.
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CHAPTER II
A LOCAL MIN-ORTHOGONAL METHOD
In this chapter, we establish a general framework for characterizing coexisting saddle
points by modifying the original framework of a local minimax method developed in
[38,39]. We first propose a new local L-⊥ selection based on which a solution manifold
M can be defined. We then establish a local min-orthogonal characterization for
coexisting saddle points and develop a local min-orthogonal method (LMOM) as
well. Finally, a subsequence convergence of the algorithm is given.
A. Motivation
Consider cooperative elliptic systems of the form
−∆u(x) = Gu(x, u(x), v(x)), x ∈ Ω,
−∆v(x) = Gv(x, u(x), v(x)), x ∈ Ω,
u(x) = v(x) = 0 , x ∈ ∂Ω,
(2.1)
where Ω is a bounded open domain in RN ; G : Ω × R2 → R is of class C1 in the
second and third variables, satisfying the following hypotheses
(A1) |∇G(x, z)| ≤ C(1 + |z|p−1), ∀z ∈ R2, a.e. x ∈ Ω, for some constants C > 0
and 2 < p < 2N
N−2 if N ≥ 3 or 2 < p < +∞ if N = 1, 2 (subcritical growth [61,
64]),
(A2) Gu(x, 0, v(x)) ≡ Gv(x, u(x), 0) ≡ 0 (homogeneity),
(A3) when |(u, v)| → 0, G(x, u, v) = α
2
u2 + β
2
v2 + o(|(u, v)|2) for some constants α, β
s.t. max{α, β} < σ1,
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where (Gu, Gv) is the gradient of G in the variables (u, v), σ1 is the first eigenvalue of
−∆ in H10 (Ω). Condition (A1) is imposed in order to apply the continuous embedding
W 1,q(Ω) ⊂ Lq∗(Ω), where q∗ = qN/(N − q) > q (q∗ =∞, if q ≤ N). Here, q = 2.
Condition (A1) implies that weak solutions of (2.1) are precisely critical points
of the C1-functional J : H10 (Ω)×H10 (Ω) → R given by
J(u, v) =
1
2
∫
Ω
(|∇u(x)|2 + |∇v(x)|2) dx−
∫
Ω
G(x, u(x), v(x)) dx. (2.2)
It can be easily verified that (0, 0) is a local minimum of such J under (A2) and (A3).
The existence of multiple nontrivial solutions to system (2.1) has been established
for several subclasses [6,46,64,65,68]. Among those nontrivial solutions, solutions
without a zero component are of particular interest in many applications [27,34,52]
since they represent the coexisting states which usually give rise to rather complex
scenarios. Thus, we are only interested in finding such coexisting states (solutions)
to (2.1) and shall view all other solutions as trivial. In addition, hypothesis (A2)
implies that if one component (i.e., u or v) is equal to zero, then system (2.1) reduces
to a semilinear elliptic equation w.r.t. the other component, for which many results
(see, e.g., [48,57,61]) on the existence of multiple or infinitely many solutions can be
applied.
Let us now recall the framework [38,39] of LMM in search for saddle points. For
a given Hilbert space H , one first sets or selects a subspace L ⊂ H , also called a
support, which is spanned by all trivial and known solutions at lower critical levels
and from which an algorithm search needs to keep away; then introduces a composite
functional J(p(u)) such that u ∈ L⊥, p(u) ∈ H \ L and J ′(p(u))⊥ span{L, u}; and
finally seeks a point u∗ ∈ L⊥ such that J ′(p(u∗))⊥L⊥, which implies that p(u∗) /∈ L
is a critical point of J . For example, if p(u) is a local maximum of J on span{L, u},
then J ′(p(u))⊥ span{L, u}; on the other hand, if a point u∗ ∈ L⊥ is a local minimizer
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of J(p(u)) on L⊥, then J ′(p(u∗))⊥L⊥. In this case, one can immediately obtain
J ′(p(u∗)) = 0 since J ′(p(u∗))⊥(L⊥ ⊕ L) ≡ H .
When it comes to solving cooperative systems (2.1) for coexisting solutions, there
may exist many and even infinitely many trivial (i.e., non-coexisting) solutions that
need to be excluded. Under the framework of LMM, the support L may need to
include so many trivial solutions at various critical levels. This can cause serious
problems in numerical implementation. In this chapter, we shall fix this problem by
introducing a new L-orthogonal selection and then establishing a new local charac-
terization for coexisting saddle points.
B. Local Characterization on Coexisting Solutions
For i = 1, 2, let Hi be a real Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖,
Li be a closed subspace of Hi and Hi = Li ⊕ L⊥i be its orthogonal decomposition.
Denote H = H1 × H2, L = L1 × L2. Then, L⊥ = L⊥1 × L⊥2 and H = L ⊕ L⊥.
Occasionally, L is called a “support” and L1, L2 are called “sub-supports”. Denote
by SB = {u ∈ B : ‖u‖ = 1} the unit sphere of any closed nonzero subspace B of
Hi (i = 1, 2) or H and let [Li, v] = {tv+w|w ∈ Li, t ∈ R}, ∀v ∈ SL⊥i , i = 1, 2. Assume
J ∈ C1(H,R) and denote its gradient by J ′ ≡ (∂J1, ∂J2).
Definition II.1 ([16]) A set-valued mapping P: SL⊥ → 2H is called an L-⊥ mapping
of J if
P (w) =
{
u ∈ [L1, w1]× [L2, w2] : ∂Ji(u)⊥[Li, wi], i = 1, 2
}
, ∀w = (w1, w2) ∈ SL⊥.
A single-valued mapping p : SL⊥ → H is an L-⊥ selection of J if p(w) ∈ P (w),
∀w ∈ SL⊥. For each w ∈ SL⊥ , if p is locally defined around w, then p is called a local
L-⊥ selection of J w.r.t. L at w. In particular, if p(w) is a local maximum point of
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J in [L1, w1]× [L2, w2], then p is called a local peak selection of J w.r.t. L at w.
Remark II.1 (a) Definition II.1 is stronger than the original one proposed in [66]
(see also Definition IV.1) since
∂J1⊥[L1, w1], ∂J2⊥[L2, w2]⇒ J ′ = (∂J1, ∂J2)⊥[L,w], ∀w = (w1, w2).
This new definition, however, not only enables us to identify and capture the
coexisting solutions, but also allows us to deal with other types of elliptic sys-
tems such as noncooperative elliptic systems, refer to those problems studied in
Chapter V.B.
(b) In view of systems (2.1), Definition II.1 holds some advantages for finding the
coexisting solutions. Consider the case in which dim(L) is zero, for example.
Assume w = (w1, w2) ∈ SL⊥ is our initial search direction such that w1 6=
0, w2 6= 0. Then, by Definition II.1, to find a peak selection p of J at w,
we perform a 2-dimension search, picking up a local maximum of J in the 2-
dimension subspace span{w1} × span{w2}. If the gradient of J at that local
maximum does not vanish, we then update our search direction with a point
close to w via certain stepsize rule and perform a 2-dimension search again. We
continue this process until a solution is found. It turns out that the repeated
2-dimension search in computing an L-⊥ selection will help us to stay away
from those non-coexisting solutions eventually. Meanwhile, under the original
definition, a peak selection p of J at w is just a local maximum of J along the
direction w, which apparently is an outcome of a 1-dimension search. This 1-
dimension search can assist us to keep away from the origin (0, 0) but not from
those non-coexisting solutions. Therefore, this new definition is more helpful to
us in search for coexisting solutions.
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(c) One can easily extend Definition II.1 to an n-product Hilbert space so that an
n-component system can be solved, see Definition IV.2 and Section V.A.2.
It is easy to see the orthogonality in Definition II.1 is preserved under the limiting
process in SL⊥. This leads to the following lemma.
Lemma II.1 The graph G = {(u, w) : w ∈ SL⊥ , u ∈ P (w) 6= ∅} is closed.
Proof. Let (u(n), w(n)) ∈ G and (u(n), w(n))→ (u(0), w(0)). Since w(n) → w(0) and SL⊥
is closed, we have w(0) ∈ SL⊥. If denoting w(n) = (w(n)1 , w(n)2 ), by definition,
u(n) ∈ [L1, w(n)1 ]× [L2, w(n)2 ] and ∂J1(u(n)) ⊥ [L1, w(n)1 ], ∂J2(u(n)) ⊥ [L2, w(n)2 ],
where J ′(u(n)) =
(
∂J1(u
(n)), ∂J2(u
(n))
)
and u(n) = (t
(n)
1 w
(n)
1 , t
(n)
2 w
(n)
2 )+ (w
(n)
L1
, w
(n)
L2
) for
some (t
(n)
1 , t
(n)
2 ) ∈ R2 and some (w(n)L1 , w
(n)
L2
) ∈ L. Denote u(0) = (u⊥L1 , u⊥L2)+(u(0)L1 , u
(0)
L2
),
where (u⊥L1, u
⊥
L2
) ∈ L⊥, (u(0)L1 , u
(0)
L2
) ∈ L. Since w(n) → w(0) and
‖u(n)−u(0)‖2 = ‖t(n)1 w(n)1 −u⊥L1‖2+‖t(n)2 w(n)2 −u⊥L2‖2+‖(w(n)L1 , w
(n)
L2
)−(u(0)L1 , u
(0)
L2
)‖2 → 0,
we obtain (t
(n)
1 w
(n)
1 , t
(n)
2 w
(n)
2 )→(u⊥L1, u⊥L2)=(t(0)1 w(0)1 , t(0)2 w(0)2 ) for some (t(0)1 , t(0)2 ). Thus,
u(0) = (t
(0)
1 w
(0)
1 , t
(0)
2 w
(0)
2 )+(u
(0)
L1
, u
(0)
L2
) ∈ [L1, w(0)1 ]× [L2, w(0)2 ] and ∂J1(u(0)) ⊥ [L1, w(0)1 ],
∂J2(u
(0)) ⊥ [L2, w(0)2 ] since J is C1. Therefore u(0) ∈ P (w(0)), i.e., (u(0), w(0)) ∈ G.
With Definition II.1, we give a necessary and sufficient condition for character-
izing a coexisting critical point of J as below.
Theorem II.1 Let w∗ = (w∗1, w
∗
2) ∈ SL⊥ and p be a local L-⊥ selection of J w.r.t.
L at w∗ and continuous at w∗. Assume that p1(w∗) /∈ L1 and p2(w∗) /∈ L2, where
p(w∗) = (p1(w∗), p2(w∗)), then a necessary and sufficient condition that u∗ = p(w∗)
is a coexisting critical point of J is that there exists a neighborhood N (w∗) of w∗ s.t.
∂Ji(p(w
∗)) ⊥ pi(w)− pi(w∗), ∀w ∈ N (w∗) ∩ SL⊥, i = 1, 2, (2.3)
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where J ′(p(w∗)) = (∂J1(p(w∗)), ∂J2(p(w∗))), p(w) = (p1(w), p2(w)).
Proof. Only need to prove the sufficiency. Since ∂Ji(p(w
∗)) ⊥ Li (i = 1, 2), it suffices
to show that ∂Ji(p(w
∗)) ⊥ L⊥i (i = 1, 2). Let N (w∗) be a neighborhood of w∗ s.t. p
is well-defined and (2.3) is satisfied. Denote pi(w
∗) = t∗iw
∗
i + w
∗
Li
for some scalar t∗i
and w∗Li ∈ Li, i = 1, 2. Then p1(w∗) /∈ L1 and p2(w∗) /∈ L2 imply w∗i 6= 0 and t∗i 6= 0,
i = 1, 2. By the continuity, pi(w) = tiwi + wLi with ti 6= 0 and wLi ∈ Li (i = 1, 2)
for each w = (w1, w2) ∈ N (w∗) ∩ SL⊥. For i = 1, 2, since ∂Ji(p(w∗))⊥ [Li, w∗i ] and
pi(w
∗) ∈ [Li, w∗i ], we have
∂Ji(p(w
∗)) ⊥ pi(w)− pi(w∗)⇔ ∂Ji(p(w∗)) ⊥ pi(w)⇔ ∂Ji(p(w∗)) ⊥ wi, (2.4)
for each w = (w1, w2) ∈ N (w∗) ∩ SL⊥. On the other hand, for each w ∈ L⊥, when
the scalar s is small, we have
w∗ + sw
‖w∗ + sw‖ ∈ N (w
∗) ∩ SL⊥.
This and (2.4) imply that ∂Ji(p(w
∗)) ⊥ wi (i = 1, 2), ∀w = (w1, w2) ∈ L⊥, or
∂Ji(p(w
∗)) ⊥ L⊥i , i = 1, 2.
Lemma II.2 Let v be any unit vector in a normed space (X, ‖ · ‖), then
‖v − v ± w‖v ± w‖‖ ≤
2‖w‖
‖v ± w‖ , ∀w ∈ X\{v}.
The following lemma is crucial in developing our local min-orthogonal method
and will lead to a local characterization for coexisting critical points of dual functionals
and a stepsize rule for our local min-orthogonal algorithm as well.
Lemma II.3 Let w = (w1, w2) ∈ SL⊥ with w1 6= 0, w2 6= 0 and p be a continuous local
L-⊥ selection of J w.r.t. L at w. Denote p(w) = (p1(w), p2(w)) = (t1w1, t2w2) + wL
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for some scalars t1, t2 and wL ∈ L. If t1t2 > 0, then either J ′(p(w)) = (0, 0) or there
exists s0 > 0 s.t.
J(p(w(s)))− J(p(w)) < −min{|t1|, |t2|}s‖J
′(p(w))‖2
2
√
1 + s2‖J ′(p(w))‖2
≤ −1
4
min{|t1|, |t2|}‖J ′(p(w))‖ · ‖w(s)− w‖ < 0, (2.5)
∀ 0 < s < s0, where w(s) = (w1(s), w2(s)) = w − sign(t1)sJ
′(p(w))√
1 + s2‖J ′(p(w))‖2 ∈ SL⊥ and
p(w(s)) = (p1(w(s)), p2(w(s))) = (t1(s)w1(s), t2(s)w2(s)) + wL(s)
for some wL(s) ∈ L.
Proof. For convenience, let d = (d1, d2) = −J ′(p(w)). SinceH = (L1×L2)⊕(L⊥1 ×L⊥2 )
and w(s)→ w as s→ 0, p is continuous at w implies that ‖p(w(s))− p(w)‖ → 0 and
t1(s)→ t1, t2(s)→ t2, as s→ 0. (2.6)
With t1t2 > 0 and J ∈ C1(H,R), we have
sign(t1(s)) = sign(t2(s)) = sign(t1) = sign(t2) (2.7)
and
J(p(w(s)))− J(p(w)) = 〈J ′(p(w)), p(w(s))− p(w)〉+ o(‖p(w(s))− p(w)‖) (2.8)
= 〈−d1, p1(w(s))− p1(w)〉+ 〈−d2, p2(w(s))− p2(w)〉+ o(‖p(w(s))− p(w)‖)
when s is small. Next, we note that p is an L-⊥ selection, i.e., d1⊥[L1, w1], d2⊥[L2, w2].
It then follows that 〈d1, p1(w)〉 = 〈d2, p2(w)〉 = 0. This together with (2.7) leads to
〈J ′(p(w)), p(w(s))− p(w)〉 =
2∑
i=1
〈−di, pi(w(s))〉
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= −
2∑
i=1
〈di, ti(s)wi(s)〉 = −
2∑
i=1
〈di, ti(s)wi + sign(ti)sdi√
1 + s2‖d‖2 〉 (since wL(s) ∈ L)
= −
2∑
i=1
〈di, sign(ti)ti(s)sdi√
1 + s2‖d‖2 〉 = −
2∑
i=1
sign(ti)ti(s)s√
1 + s2‖d‖2 ‖di‖
2 (since di⊥[Li, wi])
= −
2∑
i=1
sign(ti(s))ti(s)s√
1 + s2‖d‖2 ‖di‖
2 = −
2∑
i=1
|ti(s)|s‖di‖2√
1 + s2‖d‖2 (2.9)
≤ −min(|t1(s)|, |t2(s)|)s√
1 + s2‖d‖2 ‖d‖
2,
when s is small. From (2.6), it follows that |t1(s)| → |t1| > 0, |t2(s)| → |t2| > 0
and min {|t1(s)|, |t2(s)|} → min {|t1|, |t2|} > 0 as s → 0. Hence, when s is small,
min{|t1(s)|, |t2(s)|} > 12 min{|t1|, |t2|} > 0. From this and (2.9), there is s0 > 0 s.t.
〈J ′(p(w)), p(w(s))− p(w)〉≤−min(|t1(s)|, |t2(s)|)s√
1 + s2‖d‖2 ‖d‖
2<−min(|t1|, |t2|)s
2
√
1 + s2‖d‖2‖d‖
2 (2.10)
for 0 < s < s0. On the other hand, by Lemma II.2 and the orthogonality d⊥w,
‖w − w(s)‖ = ‖w − w + sign(t1)sd‖w + sign(t1)sd‖‖ ≤
2s‖d‖
‖w + sign(t1)sd‖ =
2s‖d‖√
1 + s2‖d‖2 . (2.11)
Combining (2.10) and (2.11), we obtain
〈J ′(p(w)), p(w(s))−p(w)〉 < −min(|t1|, |t2|)s
2
√
1 + s2‖d‖2‖d‖
2 ≤ −1
4
min{|t1|, |t2|}‖d‖·‖w(s)−w‖,
which together with (2.8) yields (2.5).
With Lemma II.3, we can now establish the following local min-orthogonal char-
acterization for coexisting critical points.
Theorem II.2 If w = (w1, w2) ∈ SL⊥ and p(w) = (p1(w), p2(w)) be a local L-⊥
selection of J at w s.t. (i) p is continuous at w, (ii) p1(w) 6∈ L1 and p2(w) 6∈ L2 and
(iii) w = arg(loc)minv∈S
L⊥
J(p(v)), then p(w) is a coexisting critical point of J .
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Proof. Suppose J ′(p(w)) 6= 0. By (ii), we have p(w) = (p1(w), p2(w)) = (t1w1, t2w2)+
wL for some scalars t1 6= 0, t2 6= 0 and wL ∈ L. There are two cases: either (a) t1t2 > 0
or (b) t1t2 < 0. Since Case (b) can be converted to Case (a) by setting w˜ = (w1,−w2),
we only need to discuss Case (a). For Case (a), by Lemma II.3, there is s0 > 0 s.t.
for 0 < s < s0,
J(p(w(s))) < J(p(w))− 1
4
min{|t1|, |t2|}‖J ′(p(w))‖ · ‖w(s)− w‖ < J(p(w)),
which contradicts (iii).
Remark II.2 If introducing a solution manifoldM by
M =
{
p(w) : w ∈ SL⊥
}
,
then Lemma II.1 shows that M is closed and Theorem II.2 states that a local mini-
mizer of J(·) on M (or J(p(·)) on SL⊥) yields a saddle point p(w∗) of J , which can
be numerically approximated by a minimization method, e.g., the steepest descent
method. The subspace L here serves as a support in search for a local minimizer of
J(·) outside L.
C. Local Min-Orthogonal Algorithm
In this section, we present the flow chart of a local min-orthogonal algorithm, based
on the local min-orthogonal characterization for coexisting saddle points established
in Theorem II.2. A subsequence convergence of the algorithm is given in the end of
this section.
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1. The Flow Chart
Assume u1, . . . , um ∈ H1 are linearly independent, so are v1, ..., vn ∈ H2. Let L =
L1 × L2, where L1 = span{u1, . . . , um}, L2 = span{v1, . . . , vn}. Choose an error
tolerance ε > 0 and a stepsize control parameter λ ∈ (0, 1).
Algorithm II.1 Local Min-Orthogonal Algorithm (LMOA)
Step 1: Set k = 1. Choose a point θ(k) = (θ
(k)
1 , θ
(k)
2 ) ∈ SL⊥ s.t. θ(k)1 6= 0, θ(k)2 6= 0 and
an appropriate initial guess (t
(k)
0 , ..., t
(k)
m , r
(k)
0 , ..., r
(k)
n ) usually with t
(k)
0 r
(k)
0 6= 0.
Use this initial guess to solve a system of m+ n + 2 nonlinear equations
∂J(p(θ(k)))
∂t
(k)
i
= 0,
∂J(p(θ(k)))
∂r
(k)
j
= 0, i = 0, 1, ..., m, j = 0, 1, ..., n, (2.12)
for the m + n + 2 unknowns (t
(k)
0 , ..., t
(k)
m , r
(k)
0 , ..., r
(k)
n ); more precisely, find an
L-⊥ selection p(θ(k)) = (p1(θ(k)), p2(θ(k))) at θ(k) s.t.
p1(θ
(k)) =
∑m
i=1 t
(k)
i ui + t
(k)
0 θ
(k)
1 ∈ [L1, θ(k)1 ]\L1,
p2(θ
(k)) =
∑n
i=1 r
(k)
i vi + r
(k)
0 θ
(k)
2 ∈ [L2, θ(k)2 ]\L2,
and t
(k)
0 r
(k)
0 > 0.
Step 2: Set w(k) = p(θ(k)) and compute the gradient d(k) =
(
d
(k)
1 , d
(k)
2
)
= J ′(w(k)).
Step 3: If ‖d(k)‖ < ε, then OUTPUT w(k), STOP; Otherwise, GOTO Step 4.
Step 4: For each s > 0, let θ(k)(s) = (θ
(k)
1 (s), θ
(k)
2 (s)) =
θ(k) − sign(t(k)0 )sd(k)
‖θ(k) − sign(t(k)0 )sd(k)‖
.
Determine the stepsize
sk = max
i∈N
{
λ
2i
∣∣∣2i > ‖d(k)‖,
J(p(θ(k)(
λ
2i
)))− J(w(k)) < −1
4
min{|t(k)0 |, |r(k)0 |}‖d(k)‖ · ‖θ(k)(
λ
2i
)− θ(k)‖
}
,
where (t
(k)
0 , t
(k)
1 , . . . , t
(k)
m , r
(k)
0 , r
(k)
1 , . . . , r
(k)
n ) is used as an initial guess to evaluate
p(θ(k)( λ
2i
)) = (p1(θ
(k)( λ
2i
)), p2(θ
(k)( λ
2i
))) with p1(θ
(k)( λ
2i
)) /∈ L1 and p2(θ(k)( λ2i )) /∈
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L2 in the same way as in Step 1.
Step 5: Set θ(k+1) = θ(k)(sk), p(θ(k+1)) = p(θ(k)(sk)), k ← k + 1. GOTO Step 2.
Remark II.3 (a) The algorithm generally starts from the case L1 = L2 = {0}.
With different initial points in SL⊥, it can find one or more saddle points (solu-
tions), say (u11, v
1
1), (u
2
1, v
2
1), . . . , (u
e1
1 , v
e1
1 ). Gradually increasing the dimension
of L1 and/or L2 (e.g., with the sub-support L1 fixed in span{u11, u21, . . . , ue11 },
one can gradually increase the dimension of the other, i.e., L2, by adding more
and more linearly independent elements from span{v11, v21, . . . , ve11 }), it then can
capture one or more saddle points (u12, v
1
2), (u
2
2, v
2
2), . . . , (u
e2
2 , v
e2
2 ) at higher crit-
ical levels. By this way, multiple branches of solutions can be located. On
the other hand, if a problem possesses certain symmetries, one may easily con-
struct the sub-supports L1 and L2 by applying those symmetries, refer also to
Section V.A.1.
(b) Equations (2.12) come exactly from the definition of an L-⊥ selection (i.e.,
∂J1(p(θ
(k)))⊥[L1, θ(k)1 ], ∂J2(p(θ(k)))⊥[L2, θ(k)2 ]) and are apparently satisfied for
every critical point of J . To find a new critical point, one needs to choose
an appropriate initial guess in Step 1 (e.g., except t
(1)
0 , r
(1)
0 , set all other en-
tries t
(1)
1 = ... = t
(1)
m = r
(1)
1 = ... = r
(1)
n = 0), then use this initial guess to
find a solution, still denoted by (t
(1)
0 , t
(1)
1 , ..., t
(1)
m , r
(1)
0 , r
(1)
1 , ..., r
(1)
n ), of (2.12) s.t.
t
(1)
0 6= 0, r(1)0 6= 0 (it hence implies p1(θ(1)) /∈ L1, p2(θ(1)) /∈ L2). The resulting
solution will be saved in the computer memory and used as the initial guess in
evaluating the next L-⊥ selection p. In Step 4, it is crucial to consistently fol-
low the initial guess (t
(k)
0 , t
(k)
1 , ..., t
(k)
m , r
(k)
0 , r
(k)
1 , ..., r
(k)
n ) when computing the L-⊥
selection p from equations (2.12). The purpose of such strategy is to prevent
a possible oscillation of p between different solution branches in the solution
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manifoldM and hence to keep such p “continuous”. Note that equations (2.12)
usually have multiple solutions when J possesses multiple critical points.
(c) The algorithm is stable in the sense that the energy functional J is strictly de-
creasing, i.e., J(p(θ(k+1))) < J(p(θ(k))).
Finally, a subsequence convergence result similar to that of Theorems 3.1-3.2 in
[39] reads as:
Theorem II.3 Let Li be a closed subspace of Hi, i = 1, 2, L = L1×L2. Assume that
J ∈ C1(H1×H2,R) satisfies the (PS) condition and p is an L-⊥ selection of J w.r.t. L
s.t. (i) p is continuous, (ii) dist(pi(θ
(k)), Li) > α > 0 (i = 1, 2) for some α > 0 and all
k = 1, 2, . . . , and (iii) inf
1≤k<∞
J(p(θ(k))) > −∞, where {p(θ(k)) ≡ (p1(θ(k)), p2(θ(k)))}
is a sequence generated by Alg. II.1 (wherein the stopping condition ‖d(k)‖ < ε is
replaced by ‖d(k)‖ = 0). Then
(a) {p(θ(k))} possesses a subsequence converging to a coexisting critical point of J ,
(b) any convergent subsequence of {p(θ(k))} converges to a coexisting critical point
of J .
Proof. Follows similar arguments in the proofs of Theorems 3.1-3.2 in [39] while
applying condition (ii).
Since Alg. II.1 is based on the steepest descent method, its rate of convergence
is expected to be linear. To speed up the convergence, a Newton’s method can be
used after a number of iterations by Alg. II.1, refer also to [59].
2. Computation of the Gradient
In this section we instructively describe how to compute the gradient ∇J(w) and
an L-⊥ selection p(θ) for the functional J in (2.2) and the associated system (2.1).
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Let ‖ · ‖ be the norm of H1 = H2 = H10 (Ω) defined by the inner product 〈u, v〉 =∫
Ω
∇u(x) · ∇v(x) dx, ∀u, v ∈ H10 (Ω). Then for H = H1 × H2, its inner product
is 〈w1, w2〉 = 〈u1, u2〉 + 〈v1, v2〉 and norm is ‖w1‖2 = ‖u1‖2 + ‖v1‖2, where w1 =
(u1, v1), w2 = (u2, v2) ∈ H . For J in (2.2), its Frechet derivative at w¯ = (u¯, v¯) is
J ′(w¯) = (−∆u¯ −Gu(x, u¯, v¯), −∆v¯ −Gv(x, u¯, v¯)) ∈W−1,2(Ω)×W−1,2(Ω),
whose smoothness usually is very “poor”. Numerically, such J ′(w¯) may not be used
as a search direction in H . However, we can use its canonical identification in H (also
called the gradient of J at w¯) defined by
∇J(w¯) = ∆−1(−J ′(w¯)) = (u¯+∆−1(Gu(x, u¯, v¯)), v¯ +∆−1(Gv(x, u¯, v¯))) ∈ H
as our search direction at w¯. Obviously,
J ′(w¯) = (0, 0)⇔ ∇J(w¯) = (0, 0)⇔ w¯ is a critical point of J.
If denoting d = (d1, d2) = ∇J(w¯), then one can solve it from the following linear
elliptic system 
∆d1(x) = ∆u¯(x) +Gu(x, u¯(x), v¯(x)), x ∈ Ω
∆d2(x) = ∆v¯(x) +Gv(x, u¯(x), v¯(x)), x ∈ Ω
d1(x) = d2(x) = 0, x ∈ ∂Ω,
(2.13)
via any standard finite element solver, e.g., the MATLAB subroutine ASSEMPDE.
In Steps 1 and 4 of Alg. II.1, we need to compute w = p(θ), the value of a local
L-⊥ selection p at a point θ = (θ1, θ2) ∈ SL⊥1 ×L⊥2 , where L1 = span{u1, ..., um} and
L2 = span{v1, ..., vn}. From the definition of p, we may write
w = (w1, w2) = (t0θ1 +
m∑
i=1
tiui, r0θ2 +
n∑
i=1
rivi).
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Here, the m+n+2 unknowns t0, t1, ..., tm, r0, r1, ..., rn are solved from the orthogonal
conditions
∂J1(w)⊥[L1, θ1], ∂J2(w)⊥[L2, θ2]
which, through integration by parts, lead to a system of m+n+2 nonlinear algebraic
equations
∫
Ω
[
∆w1(x) +Gu(x, w1(x), w2(x))
]
θ1 dx = 0,∫
Ω
[
∆w1(x) +Gu(x, w1(x), w2(x))
]
ui dx = 0, i = 1, . . . , m,∫
Ω
[
∆w2(x) +Gv(x, w1(x), w2(x))
]
θ2 dx = 0,∫
Ω
[
∆w2(x) +Gv(x, w1(x), w2(x))
]
vj dx = 0, j = 1, . . . , n.
(2.14)
The system above then can be solved by a MATLAB subroutine FSOLVE or FMI-
NUNC with an initial guess determined by the same strategy as described in Re-
mark II.3(b).
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CHAPTER III
A LOCAL MIN-MAX-ORTHOGONAL METHOD
This chapter is devoted to a local min-max-orthogonal method (LMMOM) for saddle
points of strongly indefinite functionals whose Euler-Lagrange equations are ellip-
tic systems of noncooperative type (1.9). A closer examination on the corresponding
functionals J in (1.10) reveals that they are positive definite in u and negative definite
in v, respectively. Using this crucial structure, we prove a local min-max-orthogonal
characterization for saddle points of strongly indefinite functionals of form (1.10).
We then develop a local min-max-orthogonal algorithm (LMMOA) by carefully de-
vising a stepsize rule. Such stepsize rule plays an important role in establishing the
subsequence convergence results for LMMOA.
A. Local Characterization on Saddle Points of Infinite MI
The lemma below gives some stronger results than that of Lemma II.2.
Lemma III.1 For every unit vector w in a Hilbert space (X, ‖ · ‖), there holds
‖v‖
‖w ± v‖ ≤
∥∥∥ w ± v‖w ± v‖ − w∥∥∥ ≤ 2‖v‖‖w ± v‖ , ∀v ∈ X with v⊥w.
For i = 1, 2, let Hi be a real Hilbert space with inner product 〈·, ·〉 and norm ‖·‖,
Li be a closed subspace of Hi and Hi = Li ⊕ L⊥i be its orthogonal decomposition.
Still, we denote H = H1 × H2, L = L1 × L2. Assume J ∈ C1(H,R) and denote its
gradient by ∇J ≡ (∂J1, ∂J2).
The following lemma is crucial in establishing a local characterization for saddle
points of a class of strongly indefinite functionals J of form (1.10) and a stepsize rule
for the LMMOM as well.
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Lemma III.2 Let J ∈ C1(H,R), L be a closed subspace of H and w = (w1, w2) ∈
SL⊥ with w1 6= 0, w2 6= 0. Assume that p is a continuous local L-⊥ selection of J
w.r.t. L at w. Denote by d ≡ (d1, d2) = ∇J(p(w)) the gradient of J at p(w) and
write p(w) ≡ (p1(w), p2(w)) = (t1w1, t2w2)+wL ∈ H, where (t1, t2) ∈ R2 and wL ∈ L.
If t1t2 6= 0 and d 6= (0, 0), then ∃s0 > 0 such that ∀0 < s ≤ s0 there holds one of the
followings
(i) J(p(w(1)(s)))− J(p(w)) < − |t1|
4
||d1|| · ||w(1)(s)− w|| ≤ − |t1|8 s||d1||2 < 0,
if d2 = 0;
(ii) J(p(w))− J(p(w(2)(s))) < − |t2|
4
||d2|| · ||w(2)(s)− w|| ≤ − |t2|8 s||d2||2 < 0,
if d1 = 0;
(iii)
 J(p(w
(1)(s)))− J(p(w)) < − |t1|
4
||d1|| · ||w(1)(s)− w|| ≤ − |t1|8 s||d1||2 < 0,
J(p(w))− J(p(w(2)(s))) < − |t2|
4
||d2|| · ||w(2)(s)− w|| ≤ − |t2|8 s||d2||2 < 0,
if di 6= 0 (i = 1, 2);
where w(1)(s) =
w − sign(t1)s(d1, 0)
||w − sign(t1)s(d1, 0)|| , w
(2)(s) =
w + sign(t2)s(0, d2)
||w + sign(t2)s(0, d2)|| ∈ SL⊥.
Proof. (i) Assume d1 6= 0, d2 = 0. First, we note that p is an L-⊥ selection implies
d1⊥w1. Then we have
w(1)(s) ≡ (w(1)1 (s), w(1)2 (s)) = (
w1 − sign(t1)sd1√
1 + s2‖d1‖2
,
w2√
1 + s2‖d1‖2
)→ w = (w1, w2)
as s→ 0. Since p is continuous at w, so p(w(1)(s))→ p(w) when s→ 0. On the other
hand, for each s near zero,
p(w(1)(s)) ≡ (p1(w(1)(s)), p2(w(1)(s))) = (t˜1(w(1)(s))w(1)1 (s), t˜2(w(1)(s))w(1)2 (s))+wL(s)
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for some scalars t˜1(w
(1)(s)), t˜2(w
(1)(s)) and some wL(s) ∈ L. Thus t˜i(w(1)(s))→ ti as
s→ 0, i = 1, 2; in particular,
t˜1(s)→ t1 as s→ 0 (3.1)
if denoting t˜1(s) ≡ t˜1(w(1)(s)).
With t1t2 6= 0, d2 = 0 and J ∈ C1(H,R), we have
sign(t˜1(s)) = sign(t1), |t˜1(s)| > |t1|/2 (3.2)
and
J(p(w(1)(s)))− J(p(w))
= 〈∇J(p(w)), p(w(1)(s))− p(w)〉+ o(‖p(w(1)(s))− p(w)‖)
=
∑2
i=1〈di, pi(w(i)(s))− pi(w)〉+ o(‖p(w(1)(s))− p(w)‖)
= 〈d1, p1(w(1)(s))− p1(w)〉+ o(‖p(w(1)(s))− p(w)‖) (because d2 = 0)
(3.3)
when s is small. Again, p is an L-⊥ selection implies d1⊥[L1, w1], d2⊥[L2, w2]. It
then follows that 〈d1, p1(w)〉 = 〈d2, p2(w)〉 = 0. Hence
〈∇J(p(w)), p(w(1)(s))− p(w)〉 = 〈d1, p1(w(1)(s))〉 (because d2 = 0)
= 〈d1, t˜1(s)w(1)1 (s)〉 = 〈d1, t˜1(s)
w1 − sign(t1)sd1√
1 + s2‖d1‖2
〉 (because wL(s) ∈ L)
= 〈d1, −sign(t1)t˜1(s)sd1√
1 + s2‖d1‖2
〉 = −sign(t1)t˜1(s)s√
1 + s2‖d1‖2
‖d1‖2 (because d1⊥[L1, w1])
= −sign(t˜1(s))t˜1(s)s√
1 + s2‖d1‖2
‖d1‖2 = − |t˜1(s)|s√
1 + s2‖d1‖2
‖d1‖2
< − |t1|s
2
√
1 + s2‖d1‖2
‖d1‖2 (3.4)
for any s > 0.
36
By Lemma III.1, we have
1
2
s‖d1‖ ≤ s‖d1‖√
1 + s2‖d1‖2
≤
∥∥∥ w − sign(t1)s(d1, 0)‖w − sign(t1)s(d1, 0)‖ − w
∥∥∥ ≤ 2s‖d1‖√
1 + s2‖d1‖2
(3.5)
when s > 0 is sufficiently small. Combining (3.4) and (3.5) yields
〈∇J(p(w)), p(w(1)(s))− p(w)〉 < − |t1|
4
‖d1‖ 2s‖d1‖√
1+s2‖d1‖2
≤ − |t1|
4
‖d1‖
∥∥∥ w−sign(t1)s(d1,0)‖w−sign(t1)s(d1,0)‖ − w∥∥∥
= − |t1|
4
‖d1‖ · ‖w(1)(s)− w‖ ≤ − |t1|8 s‖d1‖2
when s is sufficiently small. Taking (3.3) into account, we conclude that ∃s0 > 0 s.t.
(i) holds ∀0 < s ≤ s0. Finally, by similar arguments as above, one can prove (ii) and
(iii).
With the preceding lemma, we are ready to establish a local min-max-orthogonal
characterization for saddle points of strongly indefinite functionals J of form (1.10).
Theorem III.1 Let J ∈ C1(H,R) be a strongly indefinite functional of form (1.10),
w¯ = (w¯1, w¯2) ∈ SL⊥. Assume that p(w¯) = (p1(w¯), p2(w¯)) is a local L-⊥ selection
of J w.r.t. L at w¯ s.t. (i) p is continuous at w¯, (ii) dist(p1(w¯), L1) > 0 and
dist(p2(w¯), L2) > 0. If there exists an open neighborhood U × V ⊂ L⊥ of (w¯1, w¯2)
s.t.
J(p( (w¯1,w2)‖(w¯1,w2)‖)) ≤ J(p(w¯1, w¯2)) ≤ J(p(
(w1,w¯2)
‖(w1,w¯2)‖)), ∀(w1, w2) ∈ U × V, (3.6)
then p(w¯) is a saddle point of J in H.
Proof. Only need to show that p(w¯) is a critical point since every critical point
of a strongly indefinite functional is a saddle point. Suppose, by contradiction,
‖∇J(p(w¯))‖ ≡ ‖(d1, d2)‖ 6= 0. We have three cases: (a) d1 6= 0, d2 = 0, (b) d1 =
0, d2 6= 0, (c) d1 6= 0, d2 6= 0. By definition, we may write p(w¯) = (p1(w¯), p2(w¯)) =
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(t1w¯1, t2w¯2)+wL for some scalars t1, t2 and some wL ∈ L. Then condition (ii) implies
that w¯1 6= 0, w¯2 6= 0 and t1t2 6= 0. For case (a), by Lemma III.2, there is s0 > 0 s.t.
J(p(w(1)(s))) < J(p(w¯))− 1
4
|t1|‖∇J(p(w¯))‖ · ‖w(1)(s)− w¯‖ < J(p(w¯))
∀0 < s ≤ s0, where
w(1)(s) ≡ (w(1)1 (s), w(1)2 (s)) =
w¯ − sign(t1)s(d1, 0)
||w¯ − sign(t1)s(d1, 0)|| =
(w¯1 − sign(t1)sd1, w¯2)√
1 + s2‖d1‖2
.
This violates (3.6) when s is small. Finally, cases (b) and (c) can follow similar lines
as does case (a).
Remark III.1 As before, a solution manifold M⊂ H can be defined by
M =
{
p(w) : w ∈ SL⊥
}
.
Note that a point w¯ ∈ SL⊥ characterized by (3.6) is similar to a saddle point defined
in game theory. Hence, we may call such w¯ a game-type saddle point (or just saddle
point if there is no confusion) of J(p(·)) on SL⊥. Further, we say that p(w¯) is a saddle
point (actually a game-type saddle point) of J on M. With this in mind, instead of
finding saddle points of J in H , we actually look for saddle points of J on M.
There are some variations of Lemma III.2 based on which slightly different step-
size rules can be obtained. The following is one of such variations.
Lemma III.3 Under the assumptions in Lemma III.2, there holds one of the follow-
ings
(i) J(p(w(1)(s1)))− J(p(w)) < − |t1|4 ||d1|| · ||w(1)(s1)− w|| ≤ − |t1|8 s1||d1||2 < 0,
if d2 = 0;
(ii) J(p(w))− J(p(w(2)(s2))) < − |t2|4 ||d2|| · ||w(2)(s2)− w|| ≤ − |t2|8 s2||d2||2 < 0,
if d1 = 0;
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(iii)
(−1)i
(
J(p(w))− J(p(w(i)(si)))
)
< − |ti|
4
||di|| · ||w(i)(si)− w||
≤ − |ti|
8
si||di||2 < 0, i = 1, 2,
if d1 6= 0, d2 6= 0;
∀0 < s1 ≤ s¯1, 0 < s2 ≤ s¯2, for some s¯1, s¯2 > 0, where
w(1)(s1) =
w − sign(t1)s1(d1, 0)
||w − sign(t1)s1(d1, 0)|| ∈ SL⊥, w
(2)(s2) =
w + sign(t2)s2(0, d2)
||w + sign(t2)s2(0, d2)|| ∈ SL⊥ .
Corollary III.1 With the notations and assumptions in Lemma III.2, if letting j =
arg max
k∈{1,2}
‖dk‖2, then there exists s¯ > 0 such that
J(p(w(2)(s)))− J(p(w(1)(s))) > |tj |
8
s||dj||2 ≥ |tj|
16
s||d||2
∀0 < s ≤ s¯.
Proof. Follows from Lemma III.2 and the fact 2||dj||2 ≥ ‖d‖2 = ‖d1‖2 + ‖d2‖2.
B. Local Min-Max-Orthogonal Algorithm
Algorithm III.1 Local Min-Max-Orthogonal Algorithm (LMMOA)
Step 0: Set a support L = L1 × L2 = span{u1, ..., um} × span{v1, ..., vn} and a
tolerance ǫ > 0 and choose control parameters λ, T s.t. 0 < λ < 1, T ≥ 1.
Step 1: Choose an initial direction w1 = (w11, w
1
2) ∈ SL⊥1 ×L⊥2 with w11 6= 0, w12 6= 0 s.t.
p1(w
1) =
∑m
i=1 t
1
iui + t
1
0w
1
1 ∈ [L1, w11]\L1 (i.e., t10 6= 0),
p2(w
1) =
∑n
i=1 r
1
i vi + r
1
0w
1
2 ∈ [L2, w12]\L2 (i.e., r10 6= 0),
where p(w1) = (p1(w
1), p2(w
1)) is an L-⊥ selection of J w.r.t. L at w1 and
t1i , r
1
j (i = 0, . . . , m, j = 0, . . . , n) are solved from the following (m + n + 2)
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equations
∂J1(p(w
1))⊥w11, ∂J1(p(w1))⊥ui, i = 1, . . . , m,
∂J2(p(w
1))⊥w12, ∂J2(p(w1))⊥vj , j = 1, . . . , n.
Set k=1.
Step 2: Set θk = p(wk) and compute the gradient dk = (dk1, d
k
2) = ∇J(θk).
Step 3: If max{||dk1||, ||dk2||} ≤ ǫ, OUTPUT θk, STOP; otherwise, GOTO Step 4.
Step 4 (Find next point by the stepsize rule) :
Find wk+1 ≡ (wk+11 , wk+12 ) = φ(s¯1, s¯2) where
φ(s1, s2) ≡ (w
k
1(s1), w
k
2(s2))
‖(wk1(s1), wk2(s2))‖
(3.7)
with wk1(s1) = w
k
1 − sign(tk0)s1dk1, wk2(s2) = wk2 + sign(rk0)s2dk2, and s¯1, s¯2 are
determined by the following stepsize rule.
(i) First, initialize the stepsizes s¯1 = s¯2 = 0.
(ii) If ||dk1|| > ǫ, then
s¯1 = max
i∈N
{
λ
2i
∣∣∣2i > ||dk1||,
J(p(φ( λ
2i
, 0)))− J(p(wk)) < − |tk0 |
4
||dk1|| · ||φ( λ2i , 0)− wk||
}
;
If ||dk2|| > ǫ, then
s¯2 = max
i∈N
{
λ
2i
∣∣∣2i > ||dk2||,
J(p(wk))− J(p(φ(0, λ
2i
))) < − |rk0 |
4
||dk2|| · ||φ(0, λ2i )− wk||
}
.
Here (tk0, t
k
1, . . . , t
k
m, r
k
0 , r
k
1 , . . . , r
k
n) is used as an initial guess to evaluate
p(φ( λ
2i
, 0)) and/or p(φ(0, λ
2i
)) through the same way as does Step 1.
(iii) (Adjust the stepsizes)
If ||dk1|| ≤ ||dk2||, set s¯1 = min{s¯1, T s¯2}; otherwise, set s¯2 = min{s¯2, T s¯1}.
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Step 5: Evaluate p(wk+1) and set k ← k + 1, GOTO Step 2.
Fig. 1. Flow chart of the local min-max-orthogonal algorithm.
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Remark III.2 A flow chart of Alg. III.1 is shown in Fig. 1 wherein the stepsizes
s¯1, s¯2 are determined by Step 4 of Alg. III.1 and satisfy the following
s¯1
 > 0, if ‖d
k
1‖ > ǫ
= 0, if ‖dk1‖ ≤ ǫ
, s¯2
 > 0, if ‖d
k
2‖ > ǫ
= 0, if ‖dk2‖ ≤ ǫ
. (3.8)
Due to (3.8), Alg. III.1 produces two byproducts, denoted by {wk,1} and {wk,2} (see
also Fig. 2), such that
wk,1 =
 φ(s¯1, 0), if ‖d
k
1‖ > ǫ
wk, if ‖dk1‖ ≤ ǫ
, wk,2 =
 φ(0, s¯2), if ‖d
k
2‖ > ǫ
wk, if ‖dk2‖ ≤ ǫ
. (3.9)
These two byproducts are actually very important for us to establish the convergence
of the algorithm.
From the stepsize rule in Step 4 of Alg. III.1, one can easily see the following
proposition.
Proposition III.1 J(p(wk,2)) ≥ J(p(wk)) ≥ J(p(wk,1)), ∀k.
Fig. 2. Sequences {wk}, {wk,1}, {wk,2} generated by LMMOA.
To obtain the convergence of Alg. III.1, we need to slightly modify its stopping
condition in Step 3; in other words, we assume {wk ≡ (wk1 , wk2)}, {wk,1}, {wk,2} are
infinite sequences generated by Alg. III.1 in the sense that the tolerance ǫ → 0. We
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continue to use the same notations as in Alg. III.1, i.e., θk = p(wk), dk ≡ (dk1, dk2) =
∇J(θk).
Theorem III.2 (Uniform stepsize rule) Suppose that J ∈ C1(H,R) and L =
L1 × L2 is a closed subspace of H. Let w¯ ≡ (w¯1, w¯2) ∈ SL⊥, p(w¯) ≡ (p1(w¯), p2(w¯)) =
(t1w¯1, t2w¯2) + wL with wL ∈ L be a local L-⊥ selection of J w.r.t. L at w¯ s.t. (i)
p is continuous at w¯, (ii) dist(pi(w¯), Li) > 0 (i = 1, 2). Denote by d¯ ≡ (d¯1, d¯2) =
∇J(p(w¯)) the gradient of J at p(w¯). If ‖d¯‖ 6= 0, then there holds one of the followings:
(i) if d¯2 = 0, then there exists an open neighborhood U of w¯1 and a number s¯1 > 0
such that the stepsize rule in Lemma III.3(i) holds true for any w1 ∈ U ∩ L⊥1 ,
wherein w is replaced by w˜ ≡ (w1,w¯2)‖(w1,w¯2)‖ ∈ SL⊥ and d = (d1, d2) is replaced by
∇J(p(w˜));
(ii) if d¯1 = 0, then there exists an open neighborhood V of w¯2 and a number s¯2 > 0
such that the stepsize rule in Lemma III.3(ii) holds true for any w2 ∈ V ∩ L⊥2 ,
wherein w is replaced by w˜ ≡ (w¯1,w2)‖(w¯1,w2)‖ ∈ SL⊥ and d = (d1, d2) is replaced by
∇J(p(w˜));
(iii) if d¯1 6= 0, d¯2 6= 0, then there exists an open neighborhood U × V of (w¯1, w¯2) and
numbers s¯1, s¯2 > 0 such that the stepsize rule in Lemma III.3(iii) holds true for
any w = (w1, w2) ∈ (U × V ) ∩ SL⊥.
Proof. The proof is similar to that of Lemma 2.2 in [39].
Remark III.3 The preceding theorem states that for a given point w¯ ≡ (w¯1, w¯2) ∈
SL⊥ s.t. w¯1 6= 0, w¯2 6= 0, there exists a uniform stepsize s¯1 (resp. s¯2) locally inde-
pendent of w¯1 (resp. w¯2) if the corresponding partial gradient d1 (resp. d2) is not
zero. More precisely, if d1 6= 0, d2 = 0, for example, then there is a uniform stepsize
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s¯1 for any w1 ∈ U ∩ L⊥1 , where U is some neighborhood of w¯1 (which hence implies
that w˜ ≡ (w1,w¯2)‖(w1,w¯2)‖ ∈ SL⊥ is in some neighborhood of w¯). In this case, however, the
stepsize s¯2 may or may not be bounded below away from 0, i.e., s¯2 may decrease to 0
as w1 → w¯1 or equivalently w˜ → w¯ = (w¯1, w¯2). Finally, one sees that the adjustment
of the stepsizes in Step 4(iii) of Alg. III.1 will not destroy such uniformity.
C. Subsequence Convergence
In this section we prove some convergence results for LMMOA. First, we show that
under some appropriate assumptions any limit point of the sequence {wk} generated
by Alg. III.1 will yield a critical point of the functional J in H . Next, we establish
the existence of a subsequence of {wk} which leads to a critical point of J in H . The
proof is based on an auxiliary lemma on estimating the distance of two consecutive
iteration points, i.e., ‖wk+1 − wk‖.
Theorem III.3 Suppose J ∈ C1(H1×H2,R), Li is a closed subspace of Hi, i = 1, 2.
Let L = L1 × L2, {wk}, {wk,1}, {wk,2} be the sequences produced by Alg. III.1 in the
sense the tolerance ǫ→ 0. Assume further that the L-⊥ selection p therein satisfies
(i) p is continuous,
(ii) dist(pi(w
k), Li) ≥ α > 0 (i = 1, 2) for some α > 0, ∀k,
(iii) J(p(wk,2))− J(p(wk,1))→ 0 when k →∞.
Then for any convergent subsequence wki = (wki1 , w
ki
2 ) of w
k with wki → w¯ for some
w¯ = (w¯1, w¯2) ∈ SL⊥ , p(w¯) is a coexisting critical point of J .
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Proof. We still borrow the notations from Alg. III.1. Let wki be any convergent
subsequence of wk. By definition, p(w¯) and p(wki) can be expressed as
p(w¯) = (t¯1w¯1, t¯2w¯2) + w¯L, for some w¯L ∈ L,
p(wki) = (tki1 w
ki
1 , t
ki
2 w
ki
2 ) + w
ki
L , for some w
ki
L ∈ L, ∀ki.
It follows from conditions (i) and (ii) that tkil → t¯l, wkil → w¯l, l = 1, 2. Clearly,
t¯l 6= 0, w¯l 6= 0 (l = 1, 2) because dist(pl(wki), Ll) = ‖tkil wkil ‖ ≥ α > 0 and
dist(pl(w
ki), Ll)→ dist(pl(w¯), Ll) = ‖t¯lw¯l‖ ≥ α > 0, l = 1, 2.
Next, denote by (d1, d2) ≡ ∇J(p(w¯)) and by dki ≡ (dki1 , dki2 ) = ∇J(p(wki)) the
gradient of J at p(w¯) and p(wki), respectively. Suppose by contradiction p(w¯) is not
a critical point of J , i.e., ‖(d1, d2)‖ 6= 0. We have three cases: (I) d1 6= 0, d2 = 0, (II)
d1 = 0, d2 6= 0, (III) d1 6= 0, d2 6= 0. Since cases (I), (II) are symmetric to each other,
essentially we only need to prove cases (I) and (III).
Case (I). Observe that wki → w¯ implies dki → ∇J(p(w¯)) = (d1, d2) and (d1, d2)
is the only limit point of dki. Since ‖dki‖ 6= 0 for all ki (due to Alg. III.1) and
‖(d1, d2)‖ 6= 0, there exists δ > 0 such that
max
{
‖dki1 ‖, ‖dki2 ‖
}
> δ, ∀ki. (3.10)
This together with the fact ‖dki1 ‖ → ‖d1‖ > 0, ‖dki2 ‖ → ‖d2‖ = 0 as ki →∞ leads
to
‖dki1 ‖ = max
{
‖dki1 ‖, ‖dki2 ‖
}
> δ, when ki is large. (3.11)
For each ki with ‖dki1 ‖ 6= 0, by Lemma III.3 and Prop. III.1, there exists s¯0 > 0
such that
J(p(wki,2))− J(p(wki,1)) ≥
∣∣∣J(p(wki))− J(p(wki,1))∣∣∣ > |tki1 |8 s1||dki1 ||2 > 0, (3.12)
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∀0 < s1 ≤ s¯0. Observing |tki1 | → |t¯1| > 0 when ki →∞ leads to |tki1 | ≥ |t¯1|/2 > 0, for
ki sufficiently large.
On the other hand, by conditions (i) and (ii), we have dist(p1(w¯), L1) = |t¯1w¯1| ≥
α > 0 or |t¯1| ≥ α‖w¯1‖ > 0. Hence for ki sufficiently large, we have
|tki1 | ≥ |t¯1|/2 ≥
α
2‖w¯1‖ > 0, (3.13)
which together with (3.11) and (3.12) yields
J(p(wki,2))− J(p(wki,1)) > |t
ki
1 |
8
s1||dki1 ||2 ≥ 18 α2‖w¯1‖s1δ2 > 0. (3.14)
The left hand side of the above inequality going to 0 under condition (iii) implies
that lim
ki→∞
s1 → 0. This violates the uniform stepsize rule as stated in Theorem III.2.
Therefore, p(w¯) is a critical point of J .
Case (III). We write ρ = min{‖d1‖, ‖d2‖} and ρki = min{‖dki1 ‖, ‖dki2 ‖}. Clearly,
ρ > 0 because d1 6= 0, d2 6= 0. Observe that ρki → ρ since wki → w¯, J ∈ C1 and p, ‖·‖
are continuous functions. It then follows that there are at most finite many ki’s with
ρki < ρ/2 and hence, without loss of generality, we can assume that ρki ≥ ρ/2, ∀ki.
For each ki, again by Lemma III.3 and Prop. III.1, there exists s¯0 > 0 such that
J(p(wki,2))− J(p(wki,1)) ≥
∣∣∣J(p(wki))− J(p(wki,1))∣∣∣ > |tki1 |8 s1||dki1 ||2 > 0, (3.15)
∀0 < s1 ≤ s¯0.
Combining (3.13) and (3.15) yields
J(p(wki,2))− J(p(wki,1)) > |t
ki
1 |
8
s1||dki1 ||2 ≥ |t
ki
1 |
8
s1(ρ
ki)2 ≥ 1
8
αs1
2‖w¯1‖(
ρ
2
)2 > 0 (3.16)
for ki sufficiently large.
Once again, letting ki →∞ will lead to a contradiction with the uniform stepsize
rule established in Theorem III.2. Therefore, in this case p(w¯) must also be a critical
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point of J . The proof is complete.
The preceding theorem shows that any convergent subsequence of wk yields a co-
existing critical point of J . However, such a convergent subsequence is not guaranteed
without some stronger assumptions on J and on the sequences {wk}, {wk,1}, {wk,2}
produced by Alg. III.1. Before we can prove our next theorem on the convergence of
LMMOA, we need an auxiliary lemma to estimate the distance ‖wk+1−wk‖ by using
the two byproducts wk,1 and wk,2.
Define a function j : H −→ {1, 2} by
j(d) =
 1, if ‖d1‖ ≥ ‖d2‖,2, otherwise, (3.17)
for each d = (d1, d2) ∈ H , then we have the following lemma.
Lemma III.4 For any k (≥ 1) such that max{‖dk1‖, ‖dk2‖} > ǫ, there hold
‖wk+1 − wk‖ < 2
√
2‖wk,2 − wk,1‖ (3.18)
and
‖wk+1 − wk‖ < (
√
2T + 1)‖wk,j(dk) − wk‖, (3.19)
where dk ≡ (dk1, dk2) = ∇J(wk), 0 < ǫ < 1 and T (≥ 1) are the parameters given in
Alg. III.1 and j(·) is the functional defined in (3.17).
Proof. By the stepsize rule in Alg. III.1, the condition max{‖dk1‖, ‖dk2‖} > ǫ implies
that at least one of the two stepsizes s¯1, s¯2 is not equal to zero. Since p is an L-⊥
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selection, i.e., wki⊥dki (i = 1, 2), with (3.7) we have
‖wk+1 − wk,2‖2 = ‖φ(s¯1, s¯2)− φ(0, s¯2)‖2
=
∥∥∥ (wk1 (s¯1),wk2 (s¯2))‖(wk1 (s¯1),wk2 (s¯2))‖ − (wk1 ,wk2 (s¯2))‖(wk1 ,wk2 (s¯2))‖∥∥∥2
=
∥∥∥( 1‖(wk1 (s¯1),wk2 (s¯2))‖ − 1‖(wk1 ,wk2 (s¯2))‖)(wk1 , wk2(s¯2))∥∥∥2 + s¯21‖dk1‖2‖(wk1 (s¯1),wk2 (s¯2))‖2
=
(
‖(wk1 (s¯1),wk2 (s¯2))‖−‖(wk1 ,wk2 (s¯2))‖
‖(wk1 (s¯1),wk2 (s¯2))‖
)2
+
s¯21‖dk1‖2
‖(wk1 (s¯1),wk2 (s¯2))‖2
≤
(
‖(wk1 (s¯1),wk2 (s¯2))−(wk1 ,wk2 (s¯2))‖
‖(wk1 (s¯1),wk2 (s¯2))‖
)2
+
s¯21‖dk1‖2
‖(wk1 (s¯1),wk2 (s¯2))‖2
=
s¯21‖dk1‖2
‖(wk1 (s¯1),wk2 (s¯2))‖2
+
s¯21‖dk1‖2
‖(wk1 (s¯1),wk2 (s¯2))‖2
=
2s¯21‖dk1‖2
‖(wk1 (s¯1),wk2 (s¯2))‖2
≤ 2s¯21‖dk1‖2‖(wk1 (s¯1),wk2 )‖2 .
(3.20)
Similarly, we can obtain
‖wk,2 − wk‖2 ≤ 2s¯
2
2‖dk2‖2
‖(wk1 , wk2(s¯2))‖2
. (3.21)
On the other hand, using wki⊥dki (i = 1, 2) and ‖wk‖ = ‖(wk1 , wk2)‖ = 1 gives
‖wk,2 − wk,1‖2 = ‖φ(0, s¯2)− φ(s¯1, 0)‖2
=
(
1
‖(wk1 ,wk2 (s¯2))‖
− 1‖(wk1 (s¯1),wk2 )‖
)2
+
s¯21‖dk1‖2
‖(wk1 (s¯1),wk2 )‖2
+
s¯22‖dk2‖2
‖(wk1 ,wk2 (s¯2))‖2
≥ s¯21‖dk1‖2‖(wk1 (s¯1),wk2 )‖2 +
s¯22‖dk2‖2
‖(wk1 ,wk2 (s¯2))‖2
,
(the above inequality is strict if ‖dk1‖ ≤ ǫ or ‖dk2‖ ≤ ǫ)
(3.22)
where the last summation is strictly greater than
s¯21‖dk1‖2
‖(wk1 (s¯1),wk2 )‖2
and
s¯22‖dk2‖2
‖(wk1 ,wk2 (s¯2))‖2
if
min{‖dk1‖, ‖dk2‖} > ǫ. This together with (3.20)-(3.21) and max{‖dk1‖, ‖dk2‖} > ǫ
leads to
‖wk+1 − wk,2‖2 < 2‖wk,2 − wk,1‖2, ‖wk,2 − wk‖2 < 2‖wk,2 − wk,1‖2, (3.23)
or
‖wk+1 − wk,2‖ < √2‖wk,2 − wk,1‖, ‖wk,2 − wk‖ < √2‖wk,2 − wk,1‖. (3.24)
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Hence by the triangle inequality, it follows that
‖wk+1 − wk‖ ≤ (‖wk+1 − wk,2‖+ ‖wk,2 − wk‖) < 2
√
2‖wk,2 − wk,1‖. (3.25)
Next, to prove (3.19), without loss of generality, suppose j(dk) = 2, i.e., ‖dk1‖ <
‖dk2‖, from which the stepsize rule in Alg. III.1 gives s¯2 > 0 and s¯1 ≤ T s¯2. This
together with (3.20) leads to
‖wk,2 − wk‖2 = ‖φ(0, s¯2)− wk‖2
=
∥∥∥ (wk1 ,wk2 (s¯2))‖(wk1 ,wk2 (s¯2))‖ − wk∥∥∥2
=
∥∥∥wk+(0,sign(rk0 )s¯2dk2 )‖(wk1 ,wk2 (s¯2))‖ − wk∥∥∥2
=
∥∥∥( 1‖(wk1 ,wk2 (s¯2))‖ − 1)∥∥∥2 + s¯22‖dk2‖2‖(wk1 ,wk2 (s¯2))‖2 (since ‖wk‖ = 1)
>
s¯22‖dk2‖2
‖(wk1 ,wk2 (s¯2))‖2
(since ‖dk2‖ = max{‖dk1‖, ‖dk2‖} > ǫ > 0)
≥ s¯22‖dk2‖2‖(wk1 (s¯1),wk2 (s¯2))‖2 (since w
k
1⊥dk1)
≥ s¯21‖dk1‖2
T 2‖(wk1 (s¯1),wk2 (s¯2))‖2
(since s¯1 ≤ T s¯2, ‖dk1‖ < ‖dk2‖)
≥ 1
2T 2
‖wk+1 − wk,2‖2(due to the 2nd last inequality in (3.20))
(3.26)
or equivalently
‖wk+1 − wk,2‖ <
√
2T‖wk,2 − wk‖. (3.27)
Finally, using the triangle inequality again gives
‖wk+1 − wk‖ ≤ (‖wk+1 − wk,2‖+ ‖wk,2 − wk‖) < (
√
2T + 1)‖wk,2 − wk‖. (3.28)
This proof is complete.
Theorem III.4 Let J ∈ C1(H1 × H2,R) satisfy the (PS) condition, Li be a closed
subspace of Hi, i = 1, 2, L = L1×L2, {wk}, {wk,1}, {wk,2} be the sequences generated
by Alg. III.1 when ǫ→ 0. Assume further that the L-⊥ selection p satisfies
(i) p is continuous,
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(ii) dist(pi(w
k), Li) ≥ α > 0 (i = 1, 2) for some α > 0, ∀k,
(iii)
∞∑
k=1
[
J(p(wk,2))− J(p(wk,1))
]
<∞ and
(iv) {J(p(wk))} is bounded.
Then the followings are true:
(a) for any subsequence wki → w¯ ∈ SL⊥, p(w¯) is a coexisting critical point of J ;
(b) {wk} has a subsequence {wki} such that p(wki) converges to a coexisting critical
point of J .
Proof. Only need to prove part (b), since part (a) is a direct consequence of Theo-
rem III.3. To simplify the notations, we use the expression j(k) for j(dk), ∀k, where
j(·) is the functional defined in (3.17). Then ‖dkj(k)‖ ≡ max
{
‖dk1‖, ‖dk2‖
}
, ∀k.
First, we show that {wk} possesses a subsequence {wki} s.t. ‖∇J(p(wki))‖ → 0.
Suppose not, by contradiction, there exists δ > 0 such that
‖dkj(k)‖ ≡ max
{
‖dk1‖, ‖dk2‖
}
> δ, ∀k. (3.29)
Applying Lemma III.3 and Prop. III.1, we have
J(p(wk,2))− J(p(wk,1)) ≥ |J(p(wk,j(k)))− J(p(wk))|
≥ |t
k
j(k)
|
4
‖dkj(k)‖‖wk,j(k) − wk‖, ∀k.
(3.30)
Again, we write p(wk) as p(wk) = (tk1w
k
1 , t
k
2w
k
2)+w
k
L, where t
k
1, t
k
2 ∈ R, wkL ∈ L, ∀k.
Since dist(pi(w
k), Li) = ‖tkiwki ‖ ≥ α > 0 (i = 1, 2) for every k, there exists ρ > 0 such
that
|tki | > ρ, i = 1, 2, ∀k,
from which, it follows that
|tkj(k)| > ρ, ∀k. (3.31)
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Taking (3.29) and (3.31) into account, (3.30) becomes
J(p(wk,2))− J(p(wk,1)) ≥ |t
k
j(k)
|
4
‖dkj(k)‖‖wk,j(k) − wk‖ > ρδ4 ‖wk,j(k) − wk‖, (3.32)
which together with Lemma III.4 yields
J(p(wk,2))− J(p(wk,1)) > ρδ
4
‖wk,j(k) − wk‖ > ρδ
4(
√
2T+1)
‖wk+1 − wk‖. (3.33)
With assumption (iii), we have
∞∑
k=1
[ ρδ
4(
√
2T + 1)
‖wk+1 − wk‖
]
<
∞∑
k=1
[
J(p(wk,2))− J(p(wk,1))
]
<∞, (3.34)
which implies that {wk} is a Cauchy sequence. Therefore wk → w¯ for some w¯ =
(w¯1, w¯2) ∈ SL⊥ with w¯1 6= 0, w¯2 6= 0. By continuity, max{‖d¯1‖, ‖d¯2‖} ≥ δ > 0, where
d¯ = (d¯1, d¯2) = ‖∇J(p(w¯))‖. Now, we have three cases: (I) d¯1 6= 0, d¯2 = 0, (II)
d¯1 = 0, d¯2 6= 0, (III) d¯1 6= 0, d¯2 6= 0. By the same lines in the proof of Theorem III.3,
we can obtain a contradiction. Therefore, there exists a subsequence {wki} of {wk}
such that ‖∇J(p(wki))‖ → 0 as i → ∞. With assumptions (ii) and (iv), the (PS)
condition shows that {p(wki)} possesses a subsequence, still denoted by {p(wki)},
converging to a coexisting critical point of J . Thus (b) is proved.
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CHAPTER IV
INSTABILITY ANALYSIS ON SADDLE POINTS
In [67], instability analysis on saddle points was carried out in a single Hilbert space
through a local minimax method. In this chapter we extend some instability analysis
results therein via a local min-orthogonal method in two directions: from a local peak
selection to a local L-⊥ selection and from a single Hilbert space (corresponding to
a single equation case) to a product Hilbert space (corresponding to a system case).
Based on a local min-orthogonal characterization, several estimates on the Morse
index are established. Finally, a local instability index of a saddle point in a product
Hilbert space is proposed and used to induce an order for multiple unstable solutions
(saddle points) captured.
A. Motivation
Let H be a Hilbert space and J : H → R be a C1-functional. For a critical point u∗ of
J in H , assume J ′′(u∗) is a self-adjoint Fredholm operator from H → H . According
to the spectral theory, H has an orthogonal spectral decomposition
H = H− ⊕H0 ⊕H+
where H−, H0, H+ are respectively the maximum negative definite, the null and the
maximum positive definite subspaces of J ′′(u∗) in H with dim(H0) < ∞, and are
invariant under J ′′(u∗). Then, the Morse index of u∗ is MI(u∗) = dim(H−).
For a nondegenerate critical point u∗ of J (implying dim(H0) = 0), the Morse
index of u∗ can be used to measure its local instability [55]; in other words, MI(u∗)
can be used as a local instability index, a quantity measuring the maximum number
of linearly independent directions along which a functional value can decrease, of J
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at u∗. However, directly computing the Morse index of a critical point is usually
very expensive since, essentially, one needs to find a basis for the unknown subspace
H−. Because of this, early results [4,5,6,14,56] focused on establishing some bound
estimates of the Morse index based on a certain global minimax characterization. On
the other hand, the Morse index is ineffective in measuring the local instability of
a degenerate critical point since many situations can happen in the null space H0.
Recently, based on a local minimax characterization on saddle points, several bound
estimates of the Morse index were established and a local minimax index (MMI) which
is closely related to the Morse index was proposed to measure the local instability of
saddle points not necessarily nondegenerate [40,67]. Unlike early results, these new
estimates as well as MMI provide valuable guidance in finding saddle points with a
prescribed Morse index. Also, MMI induces an order for unstable solutions, which is
both useful and advantageous in numerical computations.
Let L be a closed subspace ofH and L⊕L⊥ = H be its orthogonal decomposition.
Denote by SL⊥ = {u ∈ L⊥ : ‖u‖ = 1} the unit sphere of L⊥ and let [L, v] = {tv+ vL :
t ∈ R, vL ∈ L} for each v ∈ SL⊥ . The following theorem is a result due to [67].
Theorem IV.1 ([67], Theorem 2.4) Let v∗ ∈ SL⊥. Assume that J has a local
peak selection p w.r.t. L at v∗, u∗ ≡ p(v∗) /∈ L and v∗ = arg(loc)minv∈S
L⊥
J(p(v)).
If either H− ∩ [L, v∗]⊥ = {0} or p is differential at v∗, then u∗ is a critical point with
dim(L) + 1 =MI(u∗) + dim(H0 ∩ [L, v∗]) (4.1)
where H0 is the null space of J ′′(u∗) in H.
Due to the above theorem, a local minimax index of a saddle point u∗ was
proposed in [67] as MMI(u∗) = dim(L) + 1. As noted in [67], MMI can measure the
local instability for both degenerate and nondegenerate critical points. If H0 = {0},
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then MMI(u∗) = MI(u∗). In this case, to capture a saddle point of MI = n (≥ 1),
a support L with dim(L) = n− 1 is needed in computation.
While instability analysis results established in [67] were based on a local mini-
max characterization (method), analogous results via a local min-orthogonal charac-
terization (method) have not been investigated yet; in particular, the relation between
the Morse index and a product support
∏m
i=1 Li (m ≥ 2) is unknown. Besides, a local
min-orthogonal method was used in [16] to find multiple coexisting saddle points in
a certain order; meanwhile, further analysis especially analysis of instability was not
fulfilled therein. These lie in our motivation on instability analysis.
B. Solutions in a Single Hilbert Space
For a closed subspace L of H , we still use same notations with same meanings, i.e.,
SL⊥, [L, v] (∀v ∈ SL⊥), as in the previous section. Assume J ∈ C1(H,R) and denote
by ∇J its gradient.
Definition IV.1 ([66]) A set-valued mapping P : SL⊥ → 2H is called an L-⊥ map-
ping of J if
P (v) =
{
u ∈ [L, v] : ∇J(u) ⊥ [L, v]
}
, ∀v ∈ SL⊥.
A single-valued mapping p : SL⊥ → H is called an L-⊥ selection of J if p(v) ∈ P (v),
∀v ∈ SL⊥. For a given v ∈ SL⊥, if p is locally defined on N (v) ∩ SL⊥ where N (v) is
a neighborhood of v, then such p is called a local L-⊥ selection of J at v; in addition,
if p(w) is a local maximum of J in [L,w] for each w ∈ N (v) ∩ SL⊥, then such p is
called a local peak selection of J w.r.t. L at v.
In the rest of this chapter we always assume that J ′′(u∗) is a self-adjoint, Fred-
holm operator from H → H whenever u∗ is a critical point of J . Hence the orthogonal
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spectral decomposition of H is always available, i.e., H = H−⊕H0⊕H+, where H−,
H0, H+ are, respectively, the maximum negative definite, the null and the maximum
positive definite subspaces of J ′′(u∗) in H .
The following lemma gives stronger results than that of Lemma 2.3 in [67].
Lemma IV.1 Let v∗ ∈ SL⊥, P be the projection operator from H onto [L, v∗]⊥.
Suppose there exists a locally defined mapping p : N (v∗) ∩ SL⊥ → H on some open
neighborhood N (v∗) of v∗ s.t. p(v) ∈ [L, v] for any v ∈ N (v∗)∩SL⊥ and, in particular,
p(v∗) = t0v∗ + v∗L for some v
∗
L ∈ L. If p is differentiable at v∗ and t0 6= 0, then
(i) P(p′(v∗)(w)) = t0w, ∀w ∈ [L, v∗]⊥;
(ii) P(p′(v∗)([L, v∗]⊥)) = [L, v∗]⊥;
(iii) p′(v∗)([L, v∗]⊥)⊕ [L, v∗] = H.
Proof. (i) Let n = dim(L) and l1, ..., ln be a basis of L. For any 0 6= w ∈ [L, v∗]⊥,
denote v˜(s) = v
∗+sw
‖v∗+sw‖ . Clearly, v˜(s) is a differentiable function of s with v˜(s)|s=0 =
v∗, dv˜(s)
ds
|s=0 = w. Since p is differentiable at v∗, then p(v˜(s)) is differentiable at
s = 0. More precisely, there exists s0 > 0 s.t. p(v˜(s)) = t(s)v˜(s) +
∑n
i=1 αi(s)li for
some differentiable (at 0) functions t, αi : R → R (i = 1, ..., n) with t(0) = t0 and∑n
i=1 αi(0)li = v
∗
L, when |s| < s0. Next,
p′(v∗)(w) = dp(v˜(s))
ds
∣∣∣
s=0
=
[
t′(s)v˜(s) + t(s)v˜′(s) +
∑n
i=1 α
′
i(s)li
]∣∣∣
s=0
= t′(0)v∗ + t0w +
∑n
i=1 α
′
i(0)li.
Thus, P(p′(v∗)(w)) = t0w. Finally, (i) leads to (ii) and (i)-(ii) lead to (iii).
Lemma IV.2 Let v∗ ∈ SL⊥ . Assume that J has a local L-⊥ selection p w.r.t. L at v∗
s.t. p is differentiable at v∗, where v∗ = arg(loc)minv∈S
L⊥
J(p(v)). If u∗ = p(v∗) /∈ L,
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then u∗ is a critical point of J with
p′(v∗)([L, v∗]⊥) ∩H− = {0} (4.2)
and
MI(u∗) ≤ dim(L) + 1. (4.3)
Proof. Suppose (4.2) does not hold, then there is w ∈ [L, v∗]⊥ with ||w|| = 1 s.t.
p′(v∗)(w) ∈ H− ∩ p′(v∗)([L, v∗]⊥).
Close to u∗ = p(v∗), we have the second order Taylor expansion
J(u) = J(u∗) +
1
2
〈J ′′(u∗)(u− u∗), u− u∗〉+ o(||u− u∗||2). (4.4)
Letting v∗(s) = v
∗+sw
||v∗+sw|| , we have v
∗(s) ∈ N (v∗)∩SL⊥ for |s| is small and dv
∗(s)
ds
|s=0 =
w. It then follows that
u(s) = p(v∗(s)) = u∗ + sp′(v∗)(w) + o(|s|). (4.5)
Combining (4.4) and (4.5), we obtain
J(p(v∗(s))) = J(u∗) +
s2
2
〈J ′′(u∗)(p′(v∗)(w)), p′(v∗)(w)〉+ o(s2) < J(u∗),
where the last strict inequality holds true for |s| sufficiently small since
p′(v∗)(w) ∈ H− implies 〈J ′′(u∗)(p′(v∗)(w)), (p′(v∗)(w))〉 < 0.
The above inequality violates the assumption that v∗ is a local minimum of J ◦ p on
SL⊥. Thus, (4.2) is proved.
To prove (4.3), suppose by contradiction MI(u∗) = dim(H−) > dim(L) + 1. By
Lemma IV.1, we have H = p′(v∗)([L, v∗]⊥) ⊕ [L, v∗]. Applying the decomposition
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H = H− ⊕H0 ⊕H+ leads to p′(v∗)([L, v∗]⊥) ∩H− 6= {0}. This violates (4.2).
Next, for a given symmetric matrixQ ∈ Rn×n, we denote respectively the positive
eigenspace, the negative eigenspace and the kernel of Q in Rn by Q+, Q−, ker(Q).
Clearly, Rn = Q− ⊕Q+ ⊕ ker(Q).
Lemma IV.3 Let L = span{u1, u2, . . . , un}, where u′is ∈ H are linearly independent.
Suppose v∗ ∈ SL⊥ and p is a local L-⊥ selection of J w.r.t. L at v∗ such that (a) p is
continuous at v∗, (b) u∗ = p(v∗) /∈ L, (c) v∗ = arg(loc)minv∈S
L⊥
J(p(v)). Let
Q =

〈J ′′(u∗)v∗, v∗〉 〈J ′′(u∗)u1, v∗〉 · · · 〈J ′′(u∗)un, v∗〉
〈J ′′(u∗)v∗, u1〉 〈J ′′(u∗)u1, u1〉 · · · 〈J ′′(u∗)un, u1〉
. . . . . . . . . . . .
〈J ′′(u∗)v∗, un〉 〈J ′′(u∗)u1, un〉 · · · 〈J ′′(u∗)un, un〉

(4.6)
and define
G+ = {t0v∗ + t1u1 + . . .+ tnun : (t0, t1, . . . , tn)T ∈ Q+} ⊆ [L, v∗], (4.7)
G− = {t0v∗ + t1u1 + . . .+ tnun : (t0, t1, . . . , tn)T ∈ Q−} ⊆ [L, v∗], (4.8)
G0 = {t0v∗ + t1u1 + . . .+ tnun : (t0, t1, . . . , tn)T ∈ ker(Q)} ⊆ [L, v∗], (4.9)
then the followings hold:
(i) u∗ is a critical point of J ;
(ii) [L, v∗] = G− ⊕G0 ⊕G+;
(iii) dim(H0 ∩ [L, v∗]) ≤ dim(G0) = dim(ker(Q));
(iv) dim(L) + 1− dim(Q+)− dim(H0 ∩ [L, v∗]) ≤MI(u∗);
(v) dim(L) + 1− dim(Q+)− dim(ker(Q)) ≤MI(u∗).
Proof. (i) See Lemma 2.5 in [66].
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(ii) By the definitions of G+, G−, G0, we have
dim(Q+) = dim(G+), dim(Q−) = dim(G−), dim(ker(Q)) = dim(G0). (4.10)
Then
n + 1 = dim(Q−) + dim(ker(Q)) + dim(Q+)
= dim(G−) + dim(G0) + dim(G+).
(4.11)
Observe that G+ ∩G− = G+ ∩G0 = G− ∩G0 = {0}, then
dim(G− +G0 +G+) = dim(G−) + dim(G0) + dim(G+)
= n+ 1 = dim([L, v∗]).
(4.12)
Since G− +G0 +G+ ⊆ [L, v∗], we have [L, v∗] = G− ⊕G0 ⊕G+.
(iii) Directly from the definition of G0.
(iv) Write H as H = H− ⊕ (H0 ∩ [L, v∗]) ⊕ (H0 ∩ [L, v∗])⊥H0 ⊕ H+. By (ii),
H = [L, v∗] ⊕ [L, v∗]⊥ = G− ⊕ G0 ⊕ G+ ⊕ [L, v∗]⊥. If dim(L) + 1 − dim(Q+) >
MI(u∗) + dim(H0 ∩ [L, v∗]), i.e.,
dim(G− ⊕G0) = dim(L) + 1− dim(G+) > MI(u∗) + dim(H0 ∩ [L, v∗]),
then
(G− ⊕G0) ∩ ((H0 ∩ [L, v∗])⊥H0 ⊕H+) 6= {0}.
For any w ∈ (G−⊕G0)∩ ((H0∩ [L, v∗])⊥H0⊕H+) with w = t0v∗+ t1u1+ . . .+ tnun 6= 0
and some (t0, t1, . . . , tn)
T ∈ Q− ⊕ ker(Q), we can write it as w = w0 + w+, where
w0 ∈ (H0 ∩ [L, v∗])⊥H0 , w+ ∈ H+. We claim that w+ 6= 0. If w+ = 0, then w = w0 ∈
(G− ⊕G0) ∩ (H0 ∩ [L, v∗])⊥H0, where
(G− ⊕G0) ∩ (H0 ∩ [L, v∗])⊥H0 ⊆ [L, v∗] ∩ (H0 ∩ [L, v∗])⊥H0
= (H0 ∩ [L, v∗]) ∩ (H0 ∩ [L, v∗])⊥H0 = {0}.
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A contradiction. Thus w+ 6= 0. Then the inequality
〈J ′′(u∗)w,w〉 = 〈J ′′(u∗)(w0 + w+), (w0 + w+)〉 = 〈J ′′(u∗)w+, w+〉 > 0
contradicts the assumption that
〈J ′′(u∗)w,w〉 = (t0, t1, . . . , tn)Q(t0, t1, . . . , tn)T ≤ 0,
where (t0, t1, . . . , tn)
T ∈ Q− ⊕ ker(Q). Thus,
dim(L) + 1− dim(Q+)− dim(H0 ∩ [L, v∗]) ≤MI(u∗).
(v) Combining (iii) and (iv) yields (v).
Theorem IV.2 Under the assumptions in Lemma IV.3, if H− ∩ [L, v∗]⊥ = {0} or p
is differentiable at v∗, then
dim(L) + 1− dim(Q+)− dim(ker(Q)) ≤MI(u∗) ≤ dim(L) + 1.
Proof. By Lemma IV.3(v), it only needs to prove the right inequality in the above.
If p is differentiable at v∗, it clearly holds true by Lemma IV.2. Next, assume H− ∩
[L, v∗]⊥ = {0}. Suppose the right inequality does not hold, i.e.,MI(u∗) > dim(L)+1.
Then with the orthogonal decomposition H = H−⊕H0⊕H+ = [L, v∗]⊕ [L, v∗]⊥, we
have H− ∩ [L, v∗]⊥ 6= {0}. A contradiction. Thus, MI(u∗) ≤ dim(L) + 1.
Note that the condition H− ∩ [L, v∗]⊥ = {0} posed in the above theorem can
not be verified numerically since H− is usually unknown and [L, v∗]⊥ is infinite-
dimensional. However, if the Hessian matrix Q is nonsingular, i.e., |Q| 6= 0, then the
local L-⊥ selection p becomes differentiable at v∗. In this case, a better result can be
obtained as in the next theorem.
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Theorem IV.3 Under the assumptions in Lemma IV.3, if |Q| 6= 0, i.e., ker(Q) =
{0}, then the followings hold:
(i) p is differentiable at v∗ and u∗ is a critical point of J ;
(ii) dim(G0) = dim(ker(Q)) = 0 or [L, v∗] = G+ ⊕G−;
(iii) dim(H0 ∩ [L, v∗]) = 0;
(iv) dim(L) + 1− dim(Q+) ≤MI(u∗) ≤ dim(L) + 1.
Proof. (i) By the Implicit Function Theorem, |Q| 6= 0 implies that p is differentiable
at v∗. Hence, u∗ is a critical point of J , refer also to Lemma 2.5 in [66].
(ii) See part (ii) in Lemma IV.3 wherein G0 = {0}.
(iii) See (iii) in Lemma IV.3.
(iv) Follows from Theorem IV.2 while applying (i) and (ii).
Remark IV.1 Theorems IV.2 and IV.3 provide us a simple method for estimating
the Morse index of a critical point u∗ based on a local min-orthogonal characteri-
zation. In [67], the author gave a similar yet more accurate result on estimates of
the Morse index based on a local minimax characterization. But, it involves the
unknown invariant subspace H0. Here, we only need to calculate dim(ker(Q)) and
dim(Q+), a much more easier job to do numerically in comparison with computing
dim(H0 ∩ [L, v∗]). If Q is nonsingular, then a better estimate on MI can be achieved
as in Theorem IV.3 (iv). Moreover, if p happens to be a local peak selection of J
w.r.t. L at v∗, then MI(u∗) = dim(L) + 1 since dim(Q+) = 0. This coincides with
the results of Theorem 2.5 in [67].
The above analysis can be stated as below:
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Corollary IV.1 Under the assumptions in Lemma IV.3, if Q+ = ker(Q) = {0} and
J ∈ C2 in some neighborhood of p(v∗), then p is a differentiable local peak selection
of J w.r.t. L at v∗ such that MI(p(v∗)) = dim(L) + 1.
C. Solutions in a Product Hilbert Space
In Definition IV.1, if replacing the space H with a product space
∏n
i=1Hi (n ≥ 2),
the support L with a product subspace
∏n
i=1 Li, where Li is a closed subspace of
Hi (i = 1, 2, . . . , n), and denoting by ∇J = (∂J1, ∂J2, · · · , ∂Jn) the gradient of J ,
then we can extend the definition of an L-⊥ mapping (selection) as follows:
Definition IV.2 A set-valued mapping P : SL⊥ → 2H is called an L-⊥ mapping of
J if
P (w) =
{
u = (u1, · · · , un) ∈
n∏
i=1
[Li, wi] : ∂Jj(u)⊥[Lj , wj], j = 1, 2, . . . , n
}
,
∀w = (w1, · · · , wn) ∈ SL⊥ . A single-valued mapping p : SL⊥ → H is called an L-⊥
selection of J if p(w) ∈ P (w), ∀w ∈ SL⊥. For a given w ∈ SL⊥, if p is locally defined
on N (w)∩SL⊥ where N (w) is a neighborhood of w, then such p is called a local L-⊥
selection of J at w; in addition, if p(w¯) is a local maximum of J in
∏n
i=1[Li, w¯i] for
each w¯ = (w¯1, · · · , w¯n) ∈ N (w)∩SL⊥, then such p is called a local peak selection of J
w.r.t. L at w.
Remark IV.2 Clearly, Definition IV.2 implies Definition IV.1 when n ≥ 2, i.e.,
when H is a product space. To reduce the confusion between these two definitions,
we consider Definition IV.1 as a special case (n = 1) of Definition IV.2. Moreover,
when n = 2, Definition IV.2 becomes Definition II.1. One motivation to replace
Definition IV.1 or II.1 with Definition IV.2 is to find the coexisting solutions to n-
component systems. For example, several 3-component vector solitons have been
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found in Section V.A.2 by utilizing Definition IV.2.
Once estimates on the Morse index of critical points in a single Hilbert space
are established, similar results for critical points in a product Hilbert space can be
obtained via similar arguments. The results are based on our local min-orthogonal
characterization established in Chapter II (see Theorem II.2). Next, we list two
lemmas without proofs by extending the results of Lemma IV.1 and Lemma IV.2 to
the case of a product Hilbert space, respectively. One can follow the same lines of
the proofs to Lemmas IV.1 and IV.2.
Let H = H1 ×H2 be a product Hilbert space. For a critical point u∗ = (u∗1, u∗2)
of a dual functional J on H , assume that J ′′(u∗) is a self-adjoint, Fredholm operator
from H → H . Once again, we decompose H as H = H−⊕H0⊕H+, where H−, H0,
H+ are, respectively, the negative definite, the null and the positive definite (eigen)
subspaces of J ′′(u∗) in H .
Lemma IV.4 Let w∗ = (w∗1, w
∗
2) ∈ SL⊥1 ×L⊥2 with w∗1 6= 0, w∗2 6= 0, P be the projection
operator from H1 × H2 onto [L1, w∗1]⊥ × [L2, w∗2]⊥ and p be a local L-⊥ selection of
J w.r.t. L1 × L2 at w∗ s.t. p(w∗) ≡ (p1(w∗), p2(w∗)) = (t1w∗1 + w∗L1 , t2w∗2 + w∗L2) for
some (w∗L1, w
∗
L2
) ∈ L1 × L2. If t1t2 6= 0 and p is differentiable at w∗, then
(i) P(p′(w∗)(α)) = (t1α1, t2α2), ∀α = (α1, α2) ∈ [L1, w∗1]⊥ × [L2, w∗2]⊥;
(ii) P(p′(w∗)([L1, w∗1]
⊥ × [L2, w∗2]⊥) = [L1, w∗1]⊥ × [L2, w∗2]⊥;
(iii) p′(w∗)([L1, w∗1]
⊥ × [L2, w∗2]⊥)⊕ [L1, w∗1]× [L2, w∗2] = H1 ×H2.
Lemma IV.5 Let w∗ = (w∗1, w
∗
2) ∈ SL⊥1 ×L⊥2 with w∗1 6= 0, w∗2 6= 0 such that w∗ =
arg(loc)minw∈S
L⊥1 ×L
⊥
2
J(p(w)), where p(w∗) ≡ (p1(w∗), p2(w∗)) is a local L-⊥ selection
of J w.r.t. L1 × L2 at w∗ and differentiable at w∗. If p1(w∗) /∈ L1 and p2(w∗) /∈ L2,
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then p(w∗) is a critical point of J with
p′(w∗)([L1, w∗1]
⊥ × [L2, w∗2]⊥) ∩H− = {0} (4.13)
and
MI(p(w∗)) ≤ dim(L) + 2 = dim(L1) + dim(L2) + 2. (4.14)
With Lemmas IV.4 and IV.5, we are now ready to extend the results of Theo-
rems IV.2-IV.3 to a product space as below (the proofs are similar to that of Theo-
rems IV.2-IV.3 and thus omitted).
Theorem IV.4 Let L1 = span{u1, u2, . . . , um}, L2 = span{v1, v2, . . . , vn}, where ui
are orthogonal vectors (i = 1, 2, . . . , m) and so are vj (j = 1, 2, . . . , n). Let w
∗ =
(u0, v0) ∈ SL⊥1 ×L⊥2 with u0 6= 0, v0 6= 0 s.t.
w∗ = arg(loc) min
w∈S
L⊥
1
×L⊥
2
J(p(w))
where p(w) = (
∑m
i=0 tiui,
∑n
j=0 sjvj) is a local L-⊥ selection of J w.r.t. L1 × L2 and
differentiable at w∗. Denote p(w∗) = (
∑m
i=0 t¯iui,
∑n
j=0 s¯jvj) and let Q be the Hessian
matrix of the quadratic function φ : Rm+n+2 × Rm+n+2 → R given by
φ(t0, ..., tm, s0, ..., sn) =
1
2
〈J ′′(p(w∗))p(w), p(w)〉
at (t¯0, ..., t¯m, s¯0..., s¯n). If t¯0s¯0 6= 0, then p(w∗) is a critical point of J with
dim(L1 × L2) + 2− dim(ker(Q))− dim(Q+) ≤MI(p(w∗))
≤ dim(L1 × L2) + 2
(4.15)
where Q+ ⊆ Rm+n+2 is the positive eigenspace of Q. Moreover, if Q+ = ker(Q) = {0}
and J ∈ C2 in some neighborhood of p(w∗), then p is a differentiable local peak
selection of J w.r.t. L at w∗ such that MI(p(w∗)) = dim(L1) + dim(L2) + 2.
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Note that results in the above theorem can be easily generalized to an N -product
space (corresponding to an N -component system). For example, under some similar
assumptions as above, the Morse index of an N -component saddle point p(w∗) is
MI(p(w∗)) =
N∑
i=1
dim(Li) +N.
D. Discussion on a Local Instability Index
In this section, we discuss how to formulate a properly useful local instability index
(LII) for saddle points in a product Hilbert space. We first extend the results of
Theorem IV.1 to a product Hilbert space. Then we propose a definition of LII so
that it can be used as an partial order for multiple coexisting solutions.
When it comes to multiple solution problems, especially when the number of
solutions is large or even infinite, a proper order of the solutions should be always
advantageous both theoretically and numerically. An index used to define such order
should make sense in the meaning that qualitative behaviors of the solutions, like
instabilities, are properly measured or reflected so that two solutions assigned with
different indices are comparable. Besides, the order designated should be very easy
to find or calculate; otherwise, it may lose its advantages in numerical computations.
It is known that the Morse index can be used to define such order for nondegenerate
critical points. As suggested in Theorems IV.2-IV.3 and Corollary IV.1, see also [67],
the number dim(L) naturally provides us with an order meeting the criterion just
mentioned.
As before, we work in a 2-product Hilbert space H = H1 ×H2.
Lemma IV.6 Let w∗ = (w∗1, w
∗
2) ∈ SL⊥1 ×L⊥2 with w∗1 6= 0, w∗2 6= 0. Assume there exist
a neighborhood N (w∗) of w∗ and a locally defined mapping p : N (w∗)∩SL⊥1 ×L⊥2 → H
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s.t. p(w) ∈ [L1, w1]× [L2, w2] for any w = (w1, w2) ∈ N (w∗) ∩ SL⊥1 ×L⊥2 . Denote
H−0 = H
− ⊕ (H0 ∩ [L1, w∗1]× [L2, w∗2]) (4.16)
and p(w∗) = (p1(w∗), p2(w∗)). Assume further that p is differentiable at w∗ and
p1(w
∗) /∈ L1 and p2(w∗) /∈ L2. If dim(H−0 ) > dim(L1 × L2) + 2, then
p′(w∗)([L1, w∗1]
⊥ × [L2, w∗2]⊥) ∩ (H−0 \(H0 ∩ [L1, w∗1]× [L2, w∗2])) 6= {0} (4.17)
but
p′(w∗)([L1, w∗1]
⊥ × [L2, w∗2]⊥) ∩ (H0 ∩ [L1, w∗1]× [L2, w∗2]) = {0}. (4.18)
Proof. The above lemma is a direct extension of Lemma 2.4 in [67], refer to its proof
therein.
With the above lemma, we can strengthen the results of Lemma IV.5 as follows:
Lemma IV.7 Let w∗ = (w∗1, w
∗
2) ∈ SL⊥1 ×L⊥2 with w∗1 6= 0, w∗2 6= 0 such that w∗ =
arg(loc)minw∈S
L⊥1 ×L
⊥
2
J(p(w)), where p(w∗) = (p1(w∗), p2(w∗)) is a local L-⊥ selection
of J w.r.t. L1 × L2 at w∗ and differentiable at w∗. If p1(w∗) /∈ L1 and p2(w∗) /∈ L2,
then p(w∗) is a critical point of J with
p′(w∗)([L1, w∗1]
⊥ × [L2, w∗2]⊥) ∩H−0 = {0} (4.19)
and
dim(H−0 ) = MI(p(w
∗)) + dim(H0 ∩ [L1, w∗1]× [L2, w∗2]) ≤ dim(L) + 2. (4.20)
Proof. Follows the same argument as in the proof of Lemma IV.2 while applying
Lemma IV.6, refer also to the proof of Theorem 2.4 in [67].
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When p is a local peak selection, then dim(H−0 ) has a lower bound as stated in
the following lemma.
Lemma IV.8 Let w∗ = (w∗1, w
∗
2) ∈ SL⊥1 ×L⊥2 with w∗1 6= 0, w∗2 6= 0. Assume that
p : N (w∗)∩SL⊥1 ×L⊥2 → H is a local peak selection of J defined on N (w∗)∩SL⊥1 ×L⊥2 for
some neighborhood N (w∗) of w∗, and denote p(w∗) = (p1(w∗), p2(w∗)). If p1(w∗) /∈ L1
and p2(w
∗) /∈ L2, then
dim(L) + 2 ≤ dim(H−0 ) = MI(p(w∗)) + dim(H0 ∩ [L1, w∗1]× [L2, w∗2]). (4.21)
Proof. Follows the same steps of the proof of Theorem 2.2 in [67].
With Lemmas IV.7 and IV.8, we can extend the results of Theorem IV.1 to a
product Hilbert space.
Theorem IV.5 Let w∗ = (w∗1, w
∗
2) ∈ SL⊥1 ×L⊥2 with w∗1 6= 0, w∗2 6= 0 such that
w∗ = arg(loc)minw∈S
L⊥1 ×L
⊥
2
J(p(w)), where p(w∗) = (p1(w∗), p2(w∗)) is a local peak
selection of J at w∗ and differentiable at w∗. If p1(w∗) /∈ L1 and p2(w∗) /∈ L2, then
p(w∗) is a critical point of J with
MI(p(w∗)) + dim(H0 ∩ [L1, w∗1]× [L2, w∗2]) = dim(L) + 2. (4.22)
Proof. Combining Lemmas IV.7 and IV.8 yields (4.22).
With Theorem IV.5, we are now ready to define a local instability index of critical
points in a product space, a generalization of MMI proposed in [67].
Definition IV.3 A subspace L˜1× L˜2 ⊂ H is called a support of a critical point p(v∗)
of a dual functional J(·, ·), where p is a continuous local L-⊥ selection of J w.r.t.
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L˜1 × L˜2 at v∗ if
v∗ ≡ (v∗1 , v∗2) = arg(loc) min
(v1,v2)∈SeL⊥
1
×eL⊥
2
J(p(v1, v2)).
L˜1 × L˜2 is called a minimal support of p(v∗) if there holds dim(L˜1) ≤ dim(L1),
dim(L˜2) ≤ dim(L2) for any support L1 × L2 of p(v∗).
Definition IV.4 Let L1 × L2 be a minimal support of a saddle point u∗ = (u∗1, u∗2)
of a dual functional J(·, ·) on H. The local instability index of J at u∗ is defined by
LII(u∗) = dim(L1) + dim(L2) + dim(span{u∗1}) + dim(span{u∗2}).
Remark IV.3 (a) Generally, LII can measure the local instability of saddle points.
For local minima, we simply set their LII by 0.
(b) We use dim(span{u∗1})+dim(span{u∗2}) instead of the constant 2 so that Defini-
tion IV.4 can cover both coexisting and non-coexisting saddle points. Note that
in addition to coexisting solutions (saddle points), there may also exist many
non-coexisting ones in various applications. If one component of a saddle point
is zero, then its corresponding LII should drop by 1 accordingly. For instance,
suppose (u∗1, 0) is a saddle point of J with a zero support L, i.e., dim(L) = 0,
then LII(u∗1, 0) = dim(span{u∗1}) = 1. This indeed coincides with MMI in the
single space case.
(c) Definition IV.4 can be easily extended to an n-component saddle point problem.
For example, for a 3-component saddle point u∗ = (u∗1, u
∗
2, u
∗
3), its LII(u
∗) =∑3
i=1(dim(Li) + dim(span{u∗i})).
(d) LII provides a partial order for multiple unstable solutions and hence offers
some guidance in computation. Some applications of LII will be illustrated in
Section V.A.
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CHAPTER V
NUMERICAL EXPERIMENTS
In this chapter, we carry out numerical experiments and present our numerical results
to various model problems by applying the LMOM and LMMOM (as well as Alg. II.1
and Alg. III.1) developed in Chapters II-III. We start with an experiment in search
for multiple 2-component vector solitons to (1.4) using Alg. II.1. Estimates of the
Morse indices of those solitons are given. Several important properties (e.g., conti-
nuity or differentiability) of a particular L-⊥ selection function are verified. Then,
by an extension version of Alg. II.1, we find several 3-component vector solitons as
well. Next, we apply the LMMOM to solve two noncooperative elliptic systems: one
with a positive nonlinear term (also referred to as noncooperative systems of definite
type), another with a nonlinear term neither bounded from below nor from above
(also referred to as noncooperative systems of indefinite type). Before presenting our
numerical solutions, we also study and verify several important properties (e.g., exis-
tence, differentiability, separation) of an L-⊥ selection p as well as a solution manifold
M it induces. Moreover, we show in Theorem V.3 that saddle points of certain type
strongly indefinite functional are still saddle points even when the functional is re-
stricted on M. This hence implies that saddle points of infinite Morse index can be
approximated by the LMMOM but not by the LMOM. Finally, for a special class of
Hamiltonian elliptic systems, we apply the LMMOM again to solve two Hamiltonian
system models (i.e., the Lane-Emden system and the nonlinear biharmonic problem)
by employing their close relationship with noncooperative elliptic systems.
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A. Cooperative Elliptic Systems
1. 2-Component Model
With LMOA (i.e., Alg. II.1) developed in Chapter II, we are in a position to carry
out some numerical experiments for our model problem (1.6). But before that let us
first prove some properties of problem (1.6) and of an L-⊥ selection p it induced.
Denote H1 = H2 = H
1
0(Ω) and H = H1 ×H2. For the function G(u, v) in (1.7),
we see that  Gu(u, v) = −u+
uI(u,v)
1+µI(u,v)
,
Gv(u, v) = −γv + vI(u,v)1+µI(u,v) .
(5.1)
Hence, our model problem (1.6) is a special example of system (2.1). While coexisting
solutions to (1.6) have been repeatedly observed in physics experiments [32,37], most
existence results (see, e.g., [6,46,64,68]) in the literature focus on nonzero solutions
not the coexisting ones.
Proposition V.1 (a) Any solution (u, v) to (1.6) with γ ∈ (0, 1) satisfies u⊥v in
L2(Ω) or
∫
Ω
uvdx = 0. (b) If γ ∈ (0, 1], then (1.6) has a positive coexisting solution
(u, v) only if γ = 1.
Proof. Multiplying the first and the second equations in (1.6) by v and u, respectively,
and integrating by parts yields
∫
Ω
[
∆u · v − uv + uvI(u, v)
1 + µI(u, v)
]
dx = 0,∫
Ω
[
∆u · v − γvu+ vuI(u, v)
1 + µI(u, v)
]
dx = 0.
(5.2)
Subtracting the second equation above from the first one leads to (γ−1) ∫
Ω
uvdx = 0.
Then, (a) follows if γ ∈ (0, 1) and (b) follows if γ ∈ (0, 1] and u > 0, v > 0.
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Remark V.1 The orthogonality condition in Proposition V.1(a) gives us a hint on
selecting initial guesses for the LMOA; more precisely, we try to choose initial guesses
(u, v) such that u⊥v in L2(Ω) (refer also to the initial guesses used for computing
those 2-component vector solitons at the end of this section). In addition, Proposi-
tion V.1(b) coincides with the experimental observations, “...because the state |0, 0〉,
nodeless in both components, can exist only in the degenerate case γ = 1 . . .”[45].
We have seen in Section II.B and Chapter IV that continuity and/or differentia-
bility of a local L-⊥ selection p plays a significant role both in the local characteri-
zation on coexisting saddle points and in estimates of the Morse index. For problem
(1.6) or equivalently its associated functional J in (2.2) with G(u, v) satisfying (1.7),
the following theorem gives us a judgment on the differentiability of such p.
Theorem V.1 Let L = {0} × {0} ⊂ H. For any (u¯, v¯) ∈ SL⊥ with u¯2, v¯2 linearly
independent, assume that p0(u¯, v¯) = (t¯1u¯, t¯2v¯) is an L-⊥ selection of J w.r.t. L at
(u¯, v¯) such that t¯1t¯2 6= 0. Then there exists a local peak selection p of J w.r.t. L s.t.
p is differentiable at (u¯, v¯), p(u, v) = (t1u1, t2v) with t1t2 6= 0 for every (u, v) in some
neighborhood of (u¯, v¯) and p(u¯, v¯) = p0(u¯, v¯).
Proof. For convenience, denote f(u, v) = Gu(u, v) and g(u, v) = Gv(u, v). By
Definition II.1, the L-⊥ selection function p0(u¯, v¯) = (t¯1u¯, t¯2v¯) can be solved from F1(u¯, v¯, t1, t2) ≡
∂J
∂t1
(t1u¯, t2v¯) = −
∫
Ω
[∆(t1u¯) + f(t1u¯, t2v¯)]u¯dx = 0
F2(u¯, v¯, t1, t2) ≡ ∂J∂t2 (t1u¯, t2v¯) = −
∫
Ω
[∆(t2v¯) + g(t1u¯, t2v¯)]v¯dx = 0,
(5.3)
or equivalently from  −
∫
Ω
∆u¯ · u¯dx = 1
t1
∫
Ω
f(t1u¯, t2v¯) · u¯dx
− ∫
Ω
∆v¯ · v¯dx = 1
t2
∫
Ω
g(t1u¯, t2v¯) · v¯dx.
(5.4)
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Then, one can obtain the associated Jacobian matrix
Q ≡ ∂(F1,F2)
∂(t1,t2)
∣∣∣
(t1,t2)=(t¯1,t¯2)
=
 ∂2J∂t21 (t1u¯, t2v¯) ∂2J∂t1∂t2 (t1u¯, t2v¯)
∂2J
∂t2∂t1
(t1u¯, t2v¯)
∂2J
∂t22
(t1u¯, t2v¯)
∣∣∣∣
(t1,t2)=(t¯1,t¯2)
=
 ∫Ω(−∆u¯− fu(t¯1u¯, t¯2v¯)u¯)u¯dx ∫Ω−fv(t¯1u¯, t¯2v¯)v¯u¯dx∫
Ω
−gu(t¯1u¯, t¯2v¯)u¯v¯dx
∫
Ω
(−∆v¯ − gv(t¯1u¯, t¯2v¯)v¯)v¯dx

(because (t¯1, t¯2) solves (5.4))
=
 1t¯21 ∫Ω(f − fu · (t¯1u¯))(t¯1u¯)dx 1t¯1 t¯2 ∫Ω(−fv · (t¯2v¯))(t¯1u¯)dx
1
t¯1 t¯2
∫
Ω
(−gu · (t¯1u¯))(t¯2v¯)dx 1t¯22
∫
Ω
(g − gv · (t¯2v¯))(t¯2v¯)dx

=
( −2
(t¯1)2
∫
Ω
(t¯1u¯)4
D2
dx −2
t¯1 t¯2
∫
Ω
(t¯1u¯)2(t¯2v¯)2
D2
dx
−2
t¯1 t¯2
∫
Ω
(t¯1u¯)2(t¯2v¯)2
D2
dx −2
(t¯2)2
∫
Ω
(t¯2v¯)4
D2
dx
)
and its determinant
|Q| = 4
(t¯1 t¯2)2
∣∣∣∣
∫
Ω
(t¯1u¯)4
D2
dx
∫
Ω
(t¯1u¯)2(t¯2v¯)2
D2
dx∫
Ω
(t¯1u¯)2(t¯2 v¯)2
D2
dx
∫
Ω
(t¯2v¯)4
D2
dx
∣∣∣∣
= 4
(t¯1 t¯2)2
(∫
Ω
(t¯1u¯)4
D2
dx
∫
Ω
(t¯2 v¯)4
D2
dx−
( ∫
Ω
(t¯1u¯)2(t¯2 v¯)2
D2
dx
)2)
,
where D = 1 + µ((t¯1u¯)
2 + (t¯2v¯)
2). Next, we show that |Q| > 0 (6= 0). Observe
that (t¯1u¯)
2
D
, (t¯2 v¯)
2
D
∈ L2(Ω) since | (t¯1u¯)2
D
| < 1
µ
, | (t¯2v¯)2
D
| < 1
µ
. Then by the Cauchy-Schwarz
inequality, it follows that
(∫
Ω
(t¯1u¯)
2(t¯2v¯)
2
D2
dx
)2
≤
∫
Ω
(t¯1u¯)
4
D2
dx
∫
Ω
(t¯2v¯)
4
D2
dx (5.5)
which becomes an equality if and only if (t¯1u¯)
2
D
and (t¯2v¯)
2
D
are linearly dependent in
L2(Ω) or equivalently u¯2, v¯2 are linearly dependent. But u¯2, v¯2 are linearly inde-
pendent by assumption, thus inequality (5.5) is strict and hence |Q| > 0. By the
Implicit Function Theorem, there exist an open neighborhood N (u¯, v¯) of (u¯, v¯) and
an open neighborhood N (t¯1, t¯2) of (t¯1, t¯2) such that for every (u, v) ∈ N (u¯, v¯) ∩ SL⊥,
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there exists a unique (t1, t2) ∈ N (t¯1, t¯2) solving system (5.3) (wherein u¯, v¯ are re-
placed by u, v, respectively). Moreover, t1(u, v), t2(u, v) are differentiable functions
of (u, v). Taking the condition t¯1t¯2 6= 0 into account, a local L-⊥ selection function
p given by p(u, v) = (t1u, t2v) with t1t2 6= 0 is well-defined and differentiable for each
(u, v) ∈ N (u¯, v¯)∩SL⊥ . Finally, observe that the diagonal elements of Q are negative,
then |Q| > 0 implies Q is strictly negative definite. From this and the differentiability
of p, we conclude that p is indeed a local peak selection of J w.r.t. L at (u¯, v¯).
Remark V.2 The linear independency of u¯2, v¯2 in Theorem V.1 implies the linear
independency of u¯, v¯. Although we cannot derive general conditions to assure the
differentiability of a local L-⊥ selection p for the case L 6= {0} × {0}, we can always
numerically check or track the invertibility of the Jacobian matrix Q which somehow
provides some useful information about the differentiability of p. For example, if Q is
invertible, then a local L-⊥ selection p is well-defined and differentiable; furthermore,
if Q is strictly negative definite, then p becomes a differentiable local peak selection.
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Fig. 3. A sample symmetric mesh on the square domain Ω = (−10, 10)2.
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Next, we present our numerical solutions to our model problem (1.6). We choose
γ = 0.65, µ = 0.5, Ω = (−10, 10)2 (square), and use ε = 10−4 as the tolerance for
LMOA. Since the original physics model (1.4) as well as problem (1.6) possesses many
symmetries, we develop symmetric mesh grids on Ω. Fig. 3 is a coarse version of a
symmetric mesh that we used. The number of triangle elements used on Ω is 32,768.
Figs. 4-6 show the contour plots of the first few coexisting states (corresponding
to dipole-, tripole-, quadrupole- and multipole-mode vector solitons) to (1.6) in an
induced (partial) order based on their instability. In Fig. 4 (resp. Fig. 5 and Fig. 6),
solutions (a)-(b) have the same local instability index as defined in Definition IV.4,
so do solutions (c)-(d). Solutions (a) and (b) in Fig. 4 correspond respectively to the
dipole-mode vector solitons with 45◦ orientation and 90◦ orientation; while solutions
(a)-(b) in Fig. 5 correspond to two quadrupole-mode vector solitons with different
orientations. Physically, dipole-mode vector solitons are the most stable vector soli-
tons. On the other hand, based on our analysis in Chapter IV (see Theorem IV.4) as
well as our numerical computations, dipole-mode vector solitons have the least Morse
index (MI≥ 3) among all the coexisting states. Hence, mathematically, dipole-mode
solitons are still unstable, though “they are extremely robust objects.”[32]. Besides,
it can be seen from Figs. 4-6 that for each solution (u, v), the 2nd component (i.e., v-
component) always carries more complex solution structures than the 1st component
(i.e., u-component) does. To be more precise, one sees that the v-component always
has at least the same number of nodal lines as the u-component does. Take solution
(a) or (b) in Fig. 6, for example, when u-component is nodal, then v-component must
be nodal as well; conversely, v-component cannot be nodeless (i.e., bell-shaped) when
u-component is nodal. In physics, u-component is called a fundamental mode (wave).
It traps and guides a weaker higher-order mode (v-component) while traveling in a
nonlinear bulk medium [26].
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Fig. 4. Dipole- (top: a,b) and tripole-mode (bottom: c,d) vector solitons to (1.4) (i.e.,
solutions to (1.6) with Ω = (−10, 10)2, γ = 0.65, µ = 0.5). Dashed lines
indicate the nodal lines.
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Fig. 5. Quadrupole- (top: a,b) and tripole-mode (bottom: c,d) vector solitons to (1.4)
(i.e., solutions to (1.6) with Ω = (−10, 10)2, γ = 0.65, µ = 0.5). Dashed lines
indicate the nodal lines.
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Fig. 6. Multipole-mode vector solitons to (1.4) (i.e., solutions to (1.6) with γ = 0.65,
µ = 0.5, Ω = (−10, 10)2). Dashed lines indicate the nodal lines.
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The orthogonality condition stated in Proposition V.1(a) suggests us to construct
the following supports L and initial guesses (u0, v0) to compute multiple coexisting
states to problem (1.6), wherein
f(x, y) = e−0.05(x
2+y2)(y2 − 100)(x2 − 100), g(x, y) = cos(0.05πx) cos(0.05πy).
Clearly, f(x, y), g(x, y) are positive symmetric functions in Ω and vanish on its bound-
ary ∂Ω. Note that the initial guesses listed below are just for the instructive purpose
and readers’ convenience. In fact, choosing initial guesses for the LMOA is quite
flexible. For a large Morse index solution with certain symmetries, it is more advan-
tageous and efficient to apply such symmetries as carried out in [60]. More precisely,
we use the Haar projection (see, e.g., [17,60] and references therein) to preserve the
symmetries, keeping or forcing our iterations in an invariant subspace induced by
such symmetries. Even so a nonzero support sometimes is still required. Take the
triple-mode vector solitons (refer to Fig. 5(c) or (d)), for example, we need a bell-
shaped symmetric function (symmetric w.r.t. both the x and y axes) which serves as
a sub-support for the v-component no matter what kind of symmetry we impose on
that component. This is because for a triple-hump nodal function as in the second
component of solution (c) or (d) in Fig. 5, without a sub-support, eventually it will
collapse, i.e., it will decay to zero. Thus, as long as multiple solutions are concerned,
introducing a support is essential in numerical computations.
(1) cf. Fig.4(a). Choose (u0, v0) = (f(x, y), f(x, y)(y + x)) and L = {0} × {w1}
with w1 = e
−x2+y2
50 g(x, y). Solution (a) can also be obtained by applying the
odd symmetry to the v-component w.r.t. the line y + x = 0 while letting
L = {0} × {0}. This is the most stable coexisting state that we can find. Its
Morse index is at least 3.
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(2) cf. Fig.4(b). Choose (u0, v0) = (f(x, y), f(x, y)x) and use the same support L as
in case (1). This solution can also be obtained by applying the odd symmetry
to the v-component w.r.t. the y-axis while letting L = {0} × {0}. Its Morse
index is at least 3.
(3) cf. Fig.4(c). Choose (u0, v0) = g(x, y)(e
(x+y)2
50
−x2+y2
20 , e−
(x+y)2
45 (y+x+ 10
3
)(y+x−10
3
))
and L = {0}×{w1, w2} with w1 = e− (x+y)
2
45 g(x, y), w2 = (y+x)w1. This solution
can also be found by applying the even symmetry w.r.t. the line y + x = 0 to
the v-component while letting L = {0} × {w1}. Here, the sub-support {w1}
for the v-component is essential; without it, the v-component will collapse (i.e.,
decay to zero), a situation that one needs to avoid in order to obtain coexisting
solutions. Note that the v-component is a triple-hump sign changing function.
The Morse index of this solution is at least 4.
(4) cf. Fig.4(d). Choose u0 = e
y2
25
−x2+y2
20 g(x, y), v0 = e
− (x+y)2
45 g(x, y)(y + 10
3
)(y − 10
3
)
and L = {0} × {w1, w2} with
w1 = e
− (x+y)2
45 g(x, y), w2 = e
− (x+y)2
45 cos(0.05πx) sin(0.1πy).
Similarly, solution (d) can be found by applying the even symmetry w.r.t. the x-
axis to the v-component while letting L = {0}×{w1}. Again, the v-component
is a triple-hump sign changing function for which the sub-support {w1} is nec-
essary. The associated Morse index is at least 4.
(5) cf. Fig.5(a). Choose (u0, v0) = f(x, y)(1, y
2 − x2) and L = {0} × {w1, w2, w3}
with
w1 = e
−x2+y2
50 g(x, y), w2 = e
−x2+y2
40 g(x, y)(y − x), w3 = e−x
2+y2
40 g(x, y)(y + x).
Likewise, this solution can be obtained by letting L = {0} × {0} and applying
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the odd symmetry to the v-component w.r.t. both the line y − x = 0 and the
line y+x = 0. This is a quadrupole-mode vector soliton with Morse index ≥ 5.
(6) cf. Fig.5(b). Choose (u0, v0) = (e
−x2+y2
25 (y2 − 100)(x2 − 100), f(x, y)xy) and L =
{0} × {w1, w2, w3} with
w1 = e
−x2+y2
50 g(x, y), w2 = e
−x2+y2
40 g(x, y)x, w3 = e
−x2+y2
40 g(x, y)y.
Likewise, this solution can be obtained by letting L = {0} × {0} and applying
the odd symmetry to the v-component w.r.t. both the x and y axes. This is
another quadrupole-mode vector soliton whose Morse index is at least 5.
(7) cf. Fig.5(c). Choose (u0, v0) = (e
−x2+y2
10 (y2 − 100)(x2 − 100)(y + x), f(x, y)xy)
and apply the even (odd) symmetry w.r.t. the line y + x = 0 to the v-
(u-) component, respectively. Meanwhile, a support L = {0} × {w1} with
w1 = e
−x2+y2
40 g(x, y) is used. Again, the v-component is a triple-hump sign
changing function for which the sub-support {w1} is required. The associated
Morse index is at least 5.
(8) cf. Fig.5(d). Choose u0 = e
−x2+y2
15 sin(
πy
10
) cos(
πx
20
), v0 = e
−x2+y2
20 g(x, y)(y2 − x2)
and apply the even (odd) symmetry w.r.t. the x-axis to the v- (u-) component,
respectively. Meanwhile, a support L = {0} × {w1} with w1 = e−
x2+y2
50 g(x, y)
is used. Likewise, the v-component is a triple-hump sign changing function for
which the sub-support {w1} is essential. The Morse index of this solution is at
least 5.
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(9) cf. Fig.6(a). Choose (u0, v0) = (f(x, y)(y+x), f(x, y)(y−x)), L = {0}×{0} and
apply the odd symmetry w.r.t. the line y + x = 0 to the u-component and the
odd (even) symmetry w.r.t. the line y− x = 0 (y+ x = 0) to the v-component.
This solution corresponds to a dipole-dipole mode vector soliton with Morse
index at least 5.
(10) cf. Fig.6(b). Choose (u0, v0) = (f(x, y)y, f(x, y)x), L = {0} × {0} and apply
the odd symmetry w.r.t. the x-axis to the u-component and the odd (even)
symmetry w.r.t. the y-axis (x-axis) to the v-component. This is another dipole-
dipole mode vector soliton with Morse index at least 5.
(11) cf. Fig.6(c). Choose (u0, v0) = f(x, y)(y + x)(1, y − x) and L = {0} × {0}.
Then, apply the odd symmetry w.r.t. the line y + x = 0 to the u-component,
and the odd symmetry w.r.t. both the lines y + x = 0 and y − x = 0 to the
v-component, respectively. Its Morse index is at least 6.
(12) cf. Fig.6(d). Choose (u0, v0) = f(x, y)y(1, x) and L = {0} × {0}. Then, apply
the odd symmetry w.r.t. the x-axis to the u-component, and the odd symmetry
w.r.t. both the x and y axes to the v-component, respectively. Its Morse index
is at least 6.
In addition to those coexisting solutions to (1.6), there are quite many non-
coexisting ones which are of less interest in physics applications and hence are omitted
here. With the LMOM developed in Chapter II, we are able to locate the coexisting
solutions while excluding the non coexisting ones.
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2. 3-Component Model
By extending the LMOM in Chapter II to the case of 3-component cooperative sys-
tems, we will find several 3-component spatial vector solitons in this subsection.
Consider an N -component vector soliton problem which describes the interaction
of N mutually incoherent (2 + 1)-dimensional optical beams E1, ..., EN propagating
in a bulk saturable medium (e.g., photorefractive crystals) along z direction and can
be modelled by an N -coupled NLS system [24,25,42]
i
∂Ej
∂z
+∆Ej − Ej
1 +
∑N
k=1 |Ek|2
= 0, j = 1, 2, ..., N. (5.6)
Here, ∆ = ∂
2
∂x2
+ ∂
2
∂y2
is the transverse Laplacian. To describe and/or study soliton
formation, soliton interactions and collisions, and so on, coexisting standing solitary
wave solutions to (5.6) of the form
Ej = uj(x, y)e
−iβjz, j = 1, 2, ..., N, (5.7)
are of particular interest in practice, where 0 < βj < 1 is the propagation constant
and uj(x, y) is the envelope (i.e., amplitude) of the jth component. After introducing
γj = 1 − βj , λj = γjγ1 (note that λ1 ≡ 1) and rescaling the amplitudes, uj →
√
γ1uj,
and the coordinates, {x, y} → {x/√γ1, y/√γ1}, we obtain an N-component semilinear
elliptic system [24,25,42]
∆uj(x, y)− λjuj(x, y) + I1+µIuj(x, y) = 0, j = 1, 2, ..., N, (5.8)
where I =
∑N
j=1 u
2
j is the total intensity, µ ≡ γ1 = 1 − β1 ∈ (0, 1) is the effective
saturation parameter (the case µ→ 0 corresponds to the Kerr medium). Obviously,
system (5.8) contains degeneracy, i.e., if one of uj’s is zero, then the dimension of the
problem will drop by 1.
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Next, we will find multiple coexisting solutions to (5.8) (corresponding to vector
solitons to (5.6)) in an ascending order by their instability indices (i.e., their LIIs).
We still use Ω = (−10, 10) × (−10, 10) ⊂ R2 (as was used in [32] and [62]) while
imposing zero Dirichlet conditions on such Ω for system (5.8), and choose ε = 10−4
as our tolerance to terminate our iterations. Again, the number of triangle elements
used on Ω is 32,768.
Example V.1 For system (5.8), let N = 3, then it becomes
−△uj = Guj(u1, u2, u3) = −λjuj + u
2
1+u
2
2+u
2
3
1+µ(u21+u
2
2+u
2
3)
uj , x ∈ Ω, j = 1, 2, 3 (5.9)
where λ1 ≡ 1, G(u1, u2, u3) = 12
∑3
j=1(
1
µ
− λj)u2j − ln(1+µ(u
2
1+u
2
2+u
2
3))
2µ2
, u1 = u2 = u3 =
0 on ∂Ω. The associated energy functional is
J(u1, u2, u3) =
1
2
∫
Ω
(|∇u1|2 + |∇u2|2 + |∇u3|2)dx−
∫
Ω
G(u1, u2, u3)dx. (5.10)
The following result is a direct generalization of Proposition V.1.
Proposition V.2 Assume λ1 6= λ2 6= λ3. For any solution (u1, u2, u3) to (5.9), there
holds ui⊥uj in L2(Ω) or
∫
Ω
uiujdx = 0 when i 6= j, i, j = 1, 2, 3.
For problem (5.9), if u3 ≡ 0, then it reduces to the 2-component vector soliton
problem (1.6). In this sense, problem (1.6) is just a special case of Example V.1.
The contour plots of the first few multiple coexisting unstable solutions to (5.9) with
µ = 0.5, λ2 = 0.8, λ3 = 0.5 (corresponding to 3-component vector solitons to (5.6)
with N = 3) are shown in Figs. 7-9 and approximations of their Morse indices and
LIIs are given in Table I, wherein L = L1×L2×L3 ⊂ (H10 (Ω))3 are the supports used
in our computations. We refer the reader to Remark IV.3(c) on the calculation of
LIIs. Note that the actual Morse indices of some of those solutions may be different
from the results in Table I. Even so Table I provides very good approximations on
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the Morse index according to both our numerical computations and related analysis
carried out in Chapter IV.
Table I. Approximations on the Morse index (MI) and local instability index (LII) of
3-component vector solitons depicted in Figs. 7-9.
solution Morse index dim(L1) dim(L2) dim(L3) LII
Fig. 7: (a),(b) 5 0 1 1 5
Fig. 8: (a),(b) 6 0 1 2 6
Fig. 9: (a),(b) 7 0 1 3 7
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(a)  Energy: 32.6
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Fig. 7. 3-component dipole-dipole mode vector solitons to (5.6) with N = 3 (i.e.,
solutions to (5.9) with Ω = (−10, 10)2, µ = 0.5, λ2 = 0.8, λ3 = 0.5). Solid lines
indicate the nodal lines.
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Fig. 8. 3-component dipole-tripole mode vector solitons to (5.6) with N = 3 (i.e.,
solutions to (5.9) with Ω = (−10, 10)2, µ = 0.5, λ2 = 0.8, λ3 = 0.5). Solid lines
indicate the nodal lines.
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Fig. 9. 3-component dipole-quadrupole mode vector solitons to (5.6) with N = 3 (i.e.,
solutions to (5.9) with µ = 0.5, λ2 = 0.8, λ3 = 0.5, Ω = (−10, 10)2). Solid lines
indicate the nodal lines.
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B. Noncooperative Elliptic Systems
In this section we apply the LMMOM developed in Chapter III to solve two nonco-
operative elliptic systems: one with a positive nonlinear term (called definite type),
another with a nonlinear term neither bounded from below nor from above (called
indefinite type). Before presenting our numerical solutions, we study several impor-
tant properties such as existence, differentiability, and separation of an L-⊥ selection
p and a solution manifold M it induces.
1. Definite Type
a. A Model
Consider noncooperative elliptic systems of the form [20,21,30,68]
−∆u = λu− δv +Gu(x; u, v) x ∈ Ω,
−∆v = δu+ γv −Gv(x; u, v) x ∈ Ω,
u = v = 0 x ∈ ∂Ω,
(5.11)
where Ω ⊂ RN (N ≥ 1), γ ≤ λ, δ > 0. The nonlinear term G(x;U) ∈ C1(Ω× R2;R)
(in the variables U = (u, v) ∈ R2) satisfies the following [20,21]
(F1) |∇G(x, U)| ≤ c(1 + |U |ξ−1), ∀U ∈ R2, a.e. x ∈ Ω, for some c > 0 and 2 ≤
ξ < 2N
N−2 if N ≥ 3 or 2 ≤ ξ < +∞ if N = 1, 2; ( subcritical)
(F2) lim inf|U |→∞
U · ∇G(x;U)− 2G(x;U)
|U |µ ≥ a > 0 uniformly a.e. x ∈ Ω with µ > N(ξ−
2)/2 if N ≥ 3 or µ > ξ − 2 if N = 1, 2; ( nonquadratic)
(F3) G(x;U) ≥ 0, ∀U ∈ R2, lim|U |→0
G(x;U)
|U |2 = 0 uniformly a.e. x ∈ Ω.
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If letting H = L2(Ω)× L2(Ω) and denoting by ∇G = (Gu, Gv) and
A =
 λ −δ
δ γ
 , R =
 1 0
0 −1
 , −~∆ =
 −∆ 0
0 −∆
 ,
then (5.11) becomes
LU = ∇G(x;U),
where L : D(L) ⊂ H → H is a self-adjoint operator given by LU = R(−~∆ − A)U
with domain
D(L) =W 2,2(Ω,R2) ∩W 1,20 (Ω,R2).
Problem (5.11) was extensively investigated in [20,21], etc. As noted in [21], the
following asymptotic noncrossing conditions
(F+4 ) λk−1 < lim inf|U |→∞
2G(x;U)
|U |2 ≤ lim sup|U |→∞
2G(x;U)
|U |2 ≤ λk unif. a.e.x ∈ Ω
(F−4 ) λk−1 ≤ lim inf|U |→∞
2G(x;U)
|U |2 ≤ lim sup|U |→∞
2G(x;U)
|U |2 < λk unif. a.e.x ∈ Ω
or crossing conditions
(F5) G(x;U) ≥ 1
2
λk−1|U |2 a.e. x ∈ Ω, ∀U ∈ R2
(F6) lim sup
|U |→0
2G(x;U)
|U |2 ≤ α < λk < β ≤ lim inf|U |→∞
2G(x;U)
|U |2 unif. a.e.x ∈ Ω,
where λk−1 < λk are two consecutive eigenvalues of the operator L, were used to assure
the existence of nontrivial solutions to (5.11). In some sense the assumptionG(x;U) ≥
0, ∀U ∈ R2 in (F3) is a necessity for conditions (F±4 ) (asymptotic noncrossing) or (F5)-
(F6) (crossing). Meanwhile, other authors [7,30,68] showed that such a condition may
be weakened by, e.g., G(x; 0, v) ≥ 0, for a.e. x ∈ Ω, v ∈ R, under which existence
results can still be obtained.
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Example V.2 Choose N = 2 (i.e., Ω ⊂ R2) and G(x; u, v) ≡ G(u, v) = 1
p+1
|u|p+1 +
1
q+1
|v|q+1 with p, q > 1. Then (5.11) becomes
−∆u = λu− δv + |u|p−1u x ∈ Ω,
−∆v = δu+ γv − |v|q−1v x ∈ Ω,
u = v = 0 x ∈ ∂Ω.
(5.12)
For this particular example, we can check that conditions (F1)-(F3) are satisfied.
Let H = H10 (Ω) × H10 (Ω) and ‖ · ‖ be its usual norm, i.e., ‖(u, v)‖2 =
∫
Ω
(|∇u|2 +
|∇v|2)dx, ∀(u, v) ∈ H . Then, weak solutions of (5.12) are critical points of the
following C2-functional on H
J(u, v) =
1
2
∫
Ω
[
(|∇u|2 − |∇v|2)− (λu2 − 2δuv − γv2)
]
dx−
∫
Ω
G(u, v)dx. (5.13)
We have the following properties (i.e., Props. V.3-V.5) of J in (5.13).
Proposition V.3 Every critical point of J or −J has infinite Morse index.
Proof. Only need to show that the conclusion holds true at the trivial critical point
(0, 0) of J . The second derivative of J at (0, 0) is
J ′′(0, 0) =
 −∆− λ δ
δ ∆+ γ
 .
For any kth eigenpair (λk, φk) of (−∆, H10 (Ω)) with λk > γ, we have
〈J ′′(0, 0)(0, φk), (0, φk)〉 =
∫
Ω
(∆φk · φk + γφ2k)dx = (−λk + γ)
∫
Ω
φ2kdx < 0.
Since there are infinite many such pairs, it follows that the negative eigenspace of
J ′′(0, 0) is infinite-dimensional. This implies that critical point (0, 0) of J has infinite
Morse index. Finally, a similar argument as above holds true for −J .
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For a general dual functional J ∈ C1(H,R) with gradient ∇J = (∂J
∂u
, ∂J
∂v
), we
define a solution manifold M˜ of J in H by
M˜ =
{
(u, v) ∈ H : ∂J
∂u
⊥u, ∂J
∂v
⊥v
}
. (5.14)
Clearly, M˜ contains all critical points of J in H .
Proposition V.4 For J in (5.13), there holds
J(u, v) =
∫
Ω
[
(
1
2
− 1
p+ 1
)|u|p+1 + (1
2
− 1
q + 1
)|v|q+1
]
dx ≥ 0, ∀(u, v) ∈ M˜.
Consequently, (0, 0) ∈ M˜ is the least energy saddle point of J with J(0, 0) = 0.
Proof. For every point (u, v) ∈ M˜, Definition II.1 and equation (5.12) show that∫
Ω
|∇u|2dx =
∫
Ω
(−∆u · u)dx =
∫
Ω
[
λu2 − δuv + |u|p+1] dx, (5.15)∫
Ω
|∇v|2dx =
∫
Ω
(−∆v · v)dx =
∫
Ω
[
γv2 + δuv − |v|q+1] dx, (5.16)
which together with (5.13) leads to
J(u, v) =
1
2
∫
Ω
[
(−∆u · u− (−∆v · v))− (λu2 − 2δuv − γv2)
]
dx−
∫
Ω
G(u, v)dx
=
1
2
∫
Ω
[
(λu2 − δuv + |u|p+1)− (γv2 + δuv − |v|q+1)
]
dx
−1
2
∫
Ω
(λu2 − 2δuv − γv2)dx−
∫
Ω
G(u, v)dx
=
1
2
∫
Ω
(|u|p+1 + |v|q+1)dx−
∫
Ω
(
1
p+ 1
|u|p+1 + 1
q + 1
|v|q+1)dx
=
∫
Ω
[
(
1
2
− 1
p + 1
)|u|p+1 + (1
2
− 1
q + 1
)|v|q+1
]
dx ≥ 0 (since p, q > 1).
Next, if denoting by σ1 the first eigenvalue of −∆ on H10 (Ω), then we have
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Proposition V.5 If γ < σ1, then for any critical point (u¯, v¯) 6= (0, 0) of J in (5.13),
there hold (i) u¯ 6= 0, v¯ 6= 0; (ii) ∫
Ω
u¯v¯dx > 0.
Proof. (i) is trivial. For (ii), since (u¯, v¯) is a critical point of J , then (u¯, v¯) is a weak
solution of (5.12). Multiplying the second equation in (5.12) by v¯ yields∫
Ω
|∇v¯|2dx = 〈−∆v¯, v¯〉 = δ
∫
Ω
u¯v¯dx+ γ
∫
Ω
v¯2dx−
∫
Ω
|v¯|q+1dx,
or equivalently
δ
∫
Ω
u¯v¯dx =
∫
Ω
|∇v¯|2dx− γ
∫
Ω
v¯2dx+
∫
Ω
|v¯|q+1dx
from which, together with (i), assertion (ii) follows via the Poincare inequality.
b. Properties of the L-⊥ Selection
Still, we denote by σ1 the first eigenvalue of −∆ onH10 (Ω). The lemma below confirms
the existence and differentiability of an L-⊥ selection function p of J in (5.13).
Lemma V.1 Assume γ ≤ λ < σ1. For every unit vector (u¯, v¯) with
∫
Ω
u¯v¯dx 6= 0,
there exists a differentiable local peak selection p of J in (5.13) w.r.t. L = {0} × {0}
around (u¯, v¯) such that p(u¯, v¯) = (t¯u¯, s¯v¯) with t¯
s¯
∫
Ω
u¯v¯dx > 0 for some t¯, s¯.
Proof. In the following, for simplicity, we use
∫
instead of
∫
Ω
to stand for the integral
over Ω. By definition, an L-⊥ selection p(u¯, v¯) = (tu¯, sv¯) of J in (5.13) can be solved
from the following equations
∂J
∂t
(tu¯, sv¯) = t(
∫
[|∇u¯|2 − λu¯2]dx) + δs
∫
u¯v¯dx− |t|p−1t
∫
|u¯|p+1dx = 0 (5.17)
∂J
∂s
(tu¯, sv¯) = s(
∫
[γv¯2 − |∇v¯|2]dx) + δt
∫
u¯v¯dx− |s|q−1s
∫
|v¯|q+1dx = 0 (5.18)
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for a nontrivial solution (t, s) (i.e., ts 6= 0).
For notational convenience, denote a0 = δ
∫
u¯v¯dx, a1 =
∫
[|∇u¯|2 − λu¯2]dx, a2 =∫ |u¯|p+1dx, b1 = ∫ [|∇v¯|2 − γv¯2]dx, b2 = ∫ |v¯|q+1dx. Clearly, by assumptions, ai >
0, bi > 0, i = 1, 2. Then, (5.18) gives
t =
b1s+ b2|s|q−1s
a0
. (5.19)
Since we seek nonzero solutions of (5.17) and (5.18), substituting (5.19) into
(5.17) and dividing the resulting equation by s yields
(b1 + b2|s|q−1)a1
a0
+ a0 −
∣∣∣b1s+ b2|s|q−1s
a0
∣∣∣p−1 (b1 + b2|s|q−1)
a0
a2 = 0. (5.20)
Define
ψ(s) = (b1 + b2|s|q−1)a1
a0
+ a0 −
∣∣∣b1s+ b2|s|q−1s
a0
∣∣∣p−1 (b1 + b2|s|q−1)
a0
a2, ∀s ∈ [0,∞).
Clearly, ψ is a continuous function with ψ(0) = b1a1
a0
+ a0 and ψ(s) ≈ −|s|pq−1 b
p
2a2
|a0|p−1a0
(when s is sufficiently large). We then see that ψ(0)ψ(∞) < 0 because a1, a2, b1 are
all positive. Thus, by the mean value theorem, there exists s¯ > 0 such that ψ(s¯) = 0.
Substituting s¯ into (5.19) gives t¯ = (b1+b2|s¯|
q−1)s¯
a0
6= 0 since b1 + b2|s¯|q−1 > 0. Thus,
t¯
s¯
δ
∫
u¯v¯dx =
t¯
s¯
a0 = b1 + b2|s¯|q−1 > 0 or t¯
s¯
∫
u¯v¯dx > 0 since δ > 0. (5.21)
Next, we show that p(u¯, v¯) = (t¯u¯, s¯v¯) is a local maximum of J in the subspace
span{u¯} × span{v¯}; i.e., we verify that the Hessian matrix
Q =
 ∂2∂t2J(tu¯, sv¯) ∂2∂t∂sJ(tu¯, sv¯)
∂2
∂s∂t
J(tu¯, sv¯) ∂
2
∂s2
J(tu¯, sv¯)
∣∣∣∣
(t,s)=(t¯,s¯)
=
 a1 − a2p|t¯|p−1 a0
a0 −b1 − b2q|s¯|q−1

(5.22)
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is negative definite. Since (t¯, s¯) solves (5.17)-(5.18), we have
a1 = − s¯
t¯
a0 + a2|t¯|p−1, b1 = t¯
s¯
a0 − b2|s¯|q−1. (5.23)
Substituting (5.23) into (5.22) gives
Q =
 − s¯t¯a0 − a2(p− 1)|t¯|p−1 a0
a0 − t¯s¯a0 − b2(q − 1)|s¯|q−1
 . (5.24)
Since a2, b2 > 0, p, q > 1, (5.21) implies that the diagonal elements of Q are
negative and the determinant |Q| > a2b2(p − 1)(q − 1)|t¯|p−1|s¯|q−1 > 0, from which
it follows that Q is negative definite. Consequently, p(u¯, v¯) = (t¯u¯, s¯v¯) is a local
maximum of J in span{u¯} × span{v¯}.
Finally, we show that such p can be extended locally as a differentiable local
peak selection of J around (u¯, v¯). Consider the following equations F1(u, v, t, s) ≡
∂J
∂t
(tu, sv) = 0
F2(u, v, t, s) ≡ ∂J∂s (tu, sv) = 0
(5.25)
and define a matrix function
Q(u, v, t, s) ≡ ∂(F1, F2)
∂(t, s)
=
 ∂2∂t2J(tu, sv) ∂2∂t∂sJ(tu, sv)
∂2
∂s∂t
J(tu, sv) ∂
2
∂s2
J(tu, sv)
 . (5.26)
Obviously, (u¯, v¯, t¯, s¯) solves (5.25) and Q
∣∣∣
(u,v,t,s)=(u¯,v¯,t¯,s¯)
= Q.
Since |Q| > 0 (i.e., Q is invertible), by the implicit function theorem, there exists
an open neighborhood N (u¯, v¯) of (u¯, v¯) such that for every (u, v) ∈ N (u¯, v¯) ∩ SL⊥,
(5.25) can be uniquely solved for (t(u, v), s(u, v)), where t(u, v), s(u, v) are differen-
tiable functions of (u, v) with (t(u¯, v¯), s(u¯, v¯)) = (t¯, s¯). Hence a differentiable local
L-⊥ selection p with p(u¯, v¯) = (t¯u¯, s¯v¯) is well-defined in N (u¯, v¯)∩SL⊥. With J ∈ C2,
it follows that Q(t(u, v), s(u, v)) = Q(u, v, t, s) is continuous in N (u¯, v¯) ∩ SL⊥. Since
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Q is strictly negative definite and Q(t(u¯, v¯), s(u¯, v¯)) = Q, we can conclude that
Q(t(u, v), s(u, v)) is strictly negative definite, ∀(u, v) ∈ N (u¯, v¯) ∩ SL⊥. Therefore,
such p is also a local peak selection of J w.r.t. L. The lemma is thus proved.
In this preceding lemma, we see that under some appropriate assumptions an
L-⊥ selection p of J w.r.t. L = {0} × {0} exists at least locally. For a general
L = L1 × L2 ⊂ H , we define a solution manifold M by
M =
{
p(u, v) 6= (0, 0) : (u, v) ∈ SL⊥
}
.
In particular, for L = {0} × {0}, denote the solution manifold M0 by
M0 =
{
p(u, v) 6= (0, 0) : ‖(u, v)‖ = 1
}
.
Clearly, M ⊆ M0 ⊆ M˜, ∀L ⊂ H , where M˜ is defined in (5.14). Here, the point
(0, 0) is excluded from the solution manifold M orM0 because it is usually a trivial
solution. Next, we continue to explore some properties of J in (5.13).
Theorem V.2 Assume λ < σ1, γ < σ1. Then there exists a constant α > 0 such that
dist(M0, (0, 0)) ≥ α > 0. (5.27)
Consequently, (0, 0) /∈M0.
Proof. We start the proof by defining
M′ =
{
p(u, v) ≡ (tu, sv) : tu 6= 0, ‖(u, v)‖ = 1
}
.
Clearly, M′ ⊆ M0. We will prove that M0 = M′ by verifying that tu¯ = 0 implies
sv¯ = 0 for every L-⊥ selection p(u¯, v¯) = (tu¯, sv¯) of J w.r.t. {0} × {0}. For each unit
vector (u¯, v¯) ∈ H , assume p(u¯, v¯) is an L-⊥ selection of J w.r.t. {0}×{0}. By (5.18),
