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Abstract
In this work, we propose an approach to optimal control based on the
A∗ algorithm. It employs a discrete approximation of the dynamic of the
robot to estimate the cost-to-go function using the wavefront propagation
algorithm. This simplified version of the problem provides a heuristic
that is evaluated using linear interpolation. In addition, the density of
exploration of the state space is bounded using a multi-scale scheme that
increases the efficiency of the search. Two models were used to test this
algorithm: the Dubins car and the Reed-Sheep car, both having a dis-
crete set of actions. Preliminary results, using some basic polygonal en-
vironments, showed that the amount of states visited during the search is
reduced by a significant factor; moreover, the cost of the solution is lower
for the same resolution than for a systematic search algorithm. Although,
the overhead for the computation of the heuristic is yet to be measured,
this framework could be extended to more complex dynamic models to
find feasible, close-to-optimal plans efficiently.
keywords: motion planning, Dubins car, differential constraints, dynamic
programming
1 Introduction
The problem of finding a control sequence that drives a robot to perform some
required task, such as reaching a goal configuration starting from some known
position, has been a fundamental problem in robotics during the last decades.
One of the key challenges of this problem, involves the geometric and topological
characterization of the space that describes the possible set of transformations
of the robot, as well as the restrictions over this space.
These restrictions include: avoidance of obstacles, limitations of the actua-
tion devices, and the laws of mechanics. This implies that not every possible
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trajectory is allowed. Furthermore, finding a feasible solution has been proved
to be a computational hard problem (ie. PSPACE-hard) in a general setting
considering only obstacles [1]; this means that the time required to find a valid
solution increases beyond any practical consideration, as the degrees of freedom
of the robot grow.
Formulating the space of valid transformation, also known as the configura-
tion space, creates a valuable abstraction of the problem allowing the formula-
tion of general planning algorithms. Within the configuration space framework,
the planning problem can be formulated independent of the particular imple-
mentation of the robot [2].
The evolution of the configuration of the robot through the sequential ap-
plication of actions described a graph of states; hence, by discretizing the time,
the set of actions and the space of transformations, the problem can be turned
into a graph search problem. However, such discretization has to be defined in
way that guarantees the resolution completeness of the algorithm.
In discrete settings, dynamic programming methods have been proposed to
find an optimal plan given the state graph. For example, the value-iteration
and Dijkstra algorithm are particular dynamic-programming approaches for the
problem of optimal planning (ie. finding the trajectory with the lowest-cost). In
the case of loss functions that are defined as a linear combination of terms that
only depends on the current state and action, they are able to find the optimal
plan in polynomial time. These ideas can be extended to continuous scenarios
using interpolation, in order to keep a discrete representation of the optimal
cost-to-go. The quality of this approximation depends on the dispersion of the
sampling [3].
On the other hand, other approaches depend on the sequential sampling of
the space, and the incremental extension of the reachable areas though some
simpler local planning method, until the goal region can be reached through
this process. For this type of algorithms, there exist some extensions that seek
for the optimal path in term of some predetermined metric [4].
If it is assumed that there are constraints in the dynamic of the robot,
the space has to be expanded to consider differential constraints. Moreover,
the local planning in this setting has been proved to be hard; since, no good
decomposition have been found for the general formulation. In this scenario,
some methods relied on some assumptions, like the possibility of eventually
follow some trajectory under any given tolerance, to guarantee completeness or
resolution completeness [1] (ie. small-time local controllability).
The particular problem considered in this work is also known as the optimal
racing problem, time-optimal control, or minimum-time trajectory planning;
where the cost function that is intended to be minimized is the time required
to reach the goal.
In this approach, a path-connected, close and bounded polygonal environ-
ment with close polygonal obstacles is assumed, along with a a simple disk
shaped car robot with a discrete set of actions, characterized by a simple dy-
namic model. This frameworks considers no uncertainty and complete knowl-
edge about the state of the robot.
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In the next section the formal formulation of the problem is presented, fol-
lowed by the proposed approximation to the solution. Some preliminary results
are shown in section 4, and finally the discussion section.
2 Problem Formulation
Following the configuration space framework, for the two robot models consid-
ered in this work: Dubins car and Reed-Shepp Car; their state can be completely
specified by their position in the plane and the current orientation. Hence, the
configuration space is homeomorphic to SO(2).
c ∼= SO(2) ∼= R2 × S1
q = (x, y, θ)
(1)
The task can be described as that of finding a plan composed of set of
actions, that drive the robot from some predetermined initial position to the
final configuration. The dynamic of the cars can be described by (see Figure 1):
Figure 1: Geometric representation of the parametrization of the set of actions
for the car model (taken from [1]).
x˙ = us cos(θ)
y˙ = us sin(θ)
θ˙ = usL tan(uθ)
(2)
where u = (us, uθ), is the action vector. For the particular models tested in
this project, the set of actions (U) is defined as follows:
• Dubins car: us ∈ {0, 1} and uθ ∈ {−φ, 0, φ}
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• Reeds-Shepp car: us ∈ {−1, 0, 1} and uθ ∈ {−φ, 0, φ}
Shortly, this can be represented by: q˙ = f(q, u).
A valid trajectory in the configuration space can be characterized as a func-
tion over cfree, whose domain is an interval of time:
q˜ = [0, T ]→ cfree (3)
In the same, the control sequence can be described by:
u˜ = [0, T ]→ u (4)
The simulation of the dynamic given the sequence of action generates a
trajectory q˜u, that can be defined as follows:
q˜u(t) = q˜(0) +
∫ t
0
f(q˜u(s), u(s))ds (5)
where q˜(0) is the initial state. A sequence of actions u˜ determines a feasible
plan if: qu(t) ∈ cfree and ∃t > 0 q˜u(t) ∈ qG ∧ ∀t′ > t u˜(t′) = (0, 0). That means
that, the trajectory is completely contained in the free space of the configuration
space, and the goal state (qG) is eventually reached and becomes a stable state.
For any feasible plan, a cost function can be associated as follows:
L(u˜) = inf
t∈[0,T ]
{q˜u(t) ∈ qG} (6)
Which corresponds to the time required to reach the goal region following the
sequence of actions determined by u˜.
Therefore, the problem faced in this work can be formulated as the search
for u˜∗ = minu˜∈[0,T ]→U{L(u˜)}.
Figure 2: Discrete representation of the reachable region in a lattice after 3
steps (taken from [1] Fig.14.13)
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3 Algorithm Description
The proposed method consists of three main components:
3.1 Computation of the Heuristic Function
For this part of the process, a relaxed version of the problem was defined in
order to get some approximate values of the cost to get to the goal regions
(G∗(q)). In this way, a discrete lattice was defined over the configuration space.
This lattice has two main purposes: First, it supports the approximation of the
dynamic of the robot, that is, given the time step set by the discretization, all
the actions can be represented as edges between a pair of points in the lattice
(see Figure 5). Second, it constitutes a low-dispersion grid for the interpolation
of the cost-to-go in the next step.
For practical reasons, the lattice is defined in such a way that the goal state
corresponds exactly to a point in the grid (more precisely, in the projection of
the goal region in the plane). Moreover, the collision detection was applied to
all the points in the lattice and those within an obstacle region were assigned
with infinite cost.
Within this lattice, a version of Dial’s algorithm for wave-propagation was
employed; thus, the minimum time required to go to the goal configuration was
computed in linear time in the number points in the lattice.
3.2 A∗ search
Figure 3: A∗ algorithm (taken from [5]).
In this stage, the states are explored based on the estimate cost of the trajectory
that contain this state, [5]:
L∗(q) = C∗(q) +G∗(q) (7)
In this formula, the cost to get to the state (C∗(q)) is known, since it is prop-
agated along the search; but, the cost to reach the goal has to be approximated
using the interpolation of the cost estimated in the lattice (see Figure 4).
Given the current configuration, the new states are generated by simulating
the dynamic of the car, assuming that each action is a applied continuously
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for the duration of the time step. Following this procedure for all the actions,
the set of possible next states is obtained. if the heuristic is admissible, the
optimality of the cost for the best plan can be guaranteed.
In this practical approach the resolution for the time is restricted, so that,
not every possible feasible plan is explored; therefore, not even with an admissi-
ble heuristic computed in every state (without approximation errors associated
with the interpolation (see Figure 4)), the optimality of the plan found by this
approach can be guaranteed.
Figure 4: In a continuous state space the cost can be approximated with a
discrete set of samples (taken from [1]).
3.3 Multiscale density restriction
For the sake of control the density of points explored in the search, a regular grid
was defined, such that only one state could be explored at a time within each
cell of the grid. This approach was extended with a multiscale grid approach.
This extension was designed such that, if the search was unsuccessful for some
resolution, the resolution of grid is doubled; so that, the current visited states
are kept and new points are allowed to be visited. For this process, the time
discretization remains constant, the initial resolution of the grid is set to 2dt3
and doubled in any iteration until some maximum number of cells is reached.
Figure 5: The density of the search is controlled using a grid (taken from [1]).
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After this process is concluded, if no solution has been found the time res-
olution is increased and the search is performed again. This reduction of the
time step is repeated until some maximum resolution is reached. If no solution
could be found, then the algorithm reports the unsuccessful search. However,
the existence of at least one feasible solution cannot be discarded given that the
proposed method is not complete.
4 Results
Some world environment were designed to test the performance of the propose
method in control cases where the contribution from the heuristic clearly leads
the search toward the goal.
The set of parameters of the algorithm that were tuned for each of these
experiment include:
• Parameters of the car model: phi = pi7 ,L = 0.1
• Parameters of the search: dt,dθ,dx
• Parameters of the world: c,cfree
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Figure 6: Experiment 1: Dubins car in a 2-obstacle environment.
The prototype of the algorithm was implemented using Matlab.
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Figure 7: Experiment 2: Dubins car in a environment with parallel walls.
The different world configurations are presented in the Figures 8,7 and
6; for all these settings, the initial point was fixed in the upper left corner
(x = −0.45, y = 0.45) , and the goal state in the lower right corner (x =
0.45, y = −0.45). The algorithm was run for both dynamic models using differ-
ent weighting schemes for the heuristic in order to compare its effectiveness.
c Base-line A∗ Best-First
NVS cost NVS cost NVS cost
World1 (Fig. 7) 626 (3) 2.827 575 (3) 2.827 518 (3) 3.044
World2 (Fig. 8) 3048 (4) 3.3433 1392 (4) 3.098 1330 (4) 3.588
Table 1: Results for the search for a minimum time plan with the Dubins car.
(NSV: number of states visited (iteration); cost: time required to reach the goal)
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Figure 8: Experiment 3: Dubins car in a environment with a narrow aisle.
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c Base-line A∗ Best-First
NVS cost NVS cost NVS cost
World1 (Fig. 7) 3398 (3) 15.439 1692 (2) 3.9142 705 (2) 4.893
World2 (Fig. 9) 883 (2) 3.4249 187 (2) 3.588 167 (2) 4.403
Table 2: Results for the search for a minimum time plan with the Reeds-Shepp
car. (NSV: number of states visited (iteration); cost: time required to reach the
goal)
As shown in the Table 1, a fewer number of iterations and number of explored
states were required with the proposed algorithm compared to the uninformed
search. In addition, the cost of the optimal path is less or equal to the cost
obtained with the base-line approach. On the other hand, taking into account
only the value of the heuristic (Best-First search), the number of visited configu-
ration was in general reduced even more, but the cost of the computed plan was
greater in some cases; showing than a greedy approach is not the best option
given the error produced by the discrete approximation in the lattice.
The results provided by Table 2, confirm the previously described observa-
tions for the Reed-Shepp car1.
5 Discussion
This approach is clearly limited by the requirement of continuity of the inter-
polation in order to get a meaningful estimation; however, by fixing the value
of the time step, the cost-to-go function becomes discontinuous even for the
Reed-Shepp car, despite its compliance with the small-time local controllability
property. Furthermore, because of the discretization error in the representation
of both time and space, and the interpolation, the admissibility of the heuris-
tic function is seriously compromised. In the same way, the restriction over
the density in the search also compromises the asymptotic completeness of the
searching procedure.
In the considered scenarios, the low dimensionality of the problem and the
simple kinematic of the cars make the problem tractable for most of the ap-
proaches to time-optimal control. For example, sampling based approaches
will, undoubtedly, find a plan close to optimal very efficiently for the examples
presented in this report. Although, the complexity of our approach has an ex-
ponential dependency on the dimension of the configuration space, and relies
on a efficient simulation of the dynamic of the robot. Those points affect the
scalability and the spectrum of problem where this algorithm can be applied.
1More results are available at: http://magma.cs.uiuc.edu/mancill1/Planning/planning_
project.html
9
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
Figure 9: Experiment 4: Reeds-Shepp car in a environment with a narrow aisle.
As a general observation, a smooth trajectory is frequently found given that
the time is employed as an optimization criterion. Also, as expected, the cost
for the Reed-Shepp car tends to be lower than for the Dubins car, given the
maneuverability advantages of the former one over the latter.
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