P rice discrimination occurs when firms charge different mark-ups to different consumers. While intuition might suggest that competition would limit a firm's ability to price discriminate, it is well established that firms can price discriminate in non-monopoly settings. There is now a large theoretical literature on oligopoly price discrimination (for an extensive review, see Stole 2007) . There is also a growing body of empirical work that investigates how market structure impacts equilibrium outcomes under price discrimination.
This empirical literature has developed along several tracks. One track investigates whether competition influences the type of price discrimination strategies firms use; see, for example, Asplund, Eriksson, and Strand (2008) and Borzekowski, Thomadsen, and Taragin (2009) . Another focuses on the impact of competition on price menus in settings in which firms practice second-degree price discrimination; see Busse and Rysman (2005) and Seim and Viard (2011) . The third and largest set of studies considers the impact of competition on price differences or price dispersion in settings where firms practice third-degree price discrimination or when only data on prices are available. This line of work dates back to Borenstein and Rose (1994) who first documented that competition was associated with increased price elasticity, while those with a high industry elasticity have a high cross elasticity, prices will remain high for the former but fall for the latter and price differentials will grow with competition.
Using the set-up in Holmes (1989) and Stole (2007) , we develop a simple model of third-degree price discrimination with three types of consumers. In our model, consumers differ in terms of both their underlying willingness-to-pay and their degree of brand loyalty to particular firms. To match our empirical setting, we describe our model in the context of the airline industry, but believe that it would apply in a broader set of industries. Like much of the previous literature, we distinguish between "business travelers" and "leisure travelers" and assume that business travelers have both a higher underlying willingness-to-pay as well as greater brand loyalty due, perhaps, to frequent flyer programs. However, we also allow "business travelers" to themselves be heterogeneous in their degree of airline loyalty, perhaps as a result of different corporate travel policies. To capture this, we introduce an intermediate type of traveler who we refer to as a "brand indifferent business traveler. " We show that, in this set-up, competition will have the largest impact on the fares of the intermediate type since these are the consumers who will be charged high prices by a monopolist but whose price will move toward marginal cost with competition. The intuition for this result is simple: brand indifferent business travelers need to fly, similar to brand-loyal business travelers; however, they are willing to switch carriers, similar to leisure travelers. This implies that a monopoly airline can charge these travelers high prices, but must reduce prices to them once competition arises. In contrast, brand-loyal business travelers' fares will remain high even under competition, while leisure travelers' fares will be low regardless of market structure. It follows directly that competition will reduce the fare differential between some groups of travelers while increasing it between others.
Empirically, we test the predictions of this model using data on the Canadian airline industry. Our analysis uses data from the Airport Data Intelligence (ADI) database produced by Sabre Airline Solutions. The ADI database provides monthly fare and booking information for most itineraries worldwide and provides one of the only available sources of systematic data on the Canadian market. 2 The ADI data provide monthly average fares by cabin class and fare code. These data allow us to investigate how competition affects the fares paid for tickets in different cabins as well as tickets at different points of the fare distribution. 3 Since Canada had only a single legacy price-discriminating airline-Air Canada-operating during our sample period, our empirical analysis consists of a series of reduced-form regressions in which we relate Air Canada's fares for different types of tickets to measures of route-level market structure. All of our regressions include route, year, and month fixed-effects, and therefore capture how Air Canada differentially adjusts its fares for a given type of ticket, as the degree of competition on a route changes over time. 2 The Canadian government does not disseminate detailed data on airfares in the way that the US government does through the Department of Transportation's Databank 1B (DB1B), which is a random 10 percent sample of domestic tickets. 3 Recently, other studies have also employed airline data with information on ticket characteristics, although the source and setting is different from ours; see Hernandez and Wiggins (2014) and Sengupta and Wiggins (2014) .
A clear pattern of results emerges from our empirical analysis. When we compare the impact of competition across cabin classes, we find that having an additional competitor on a route has no impact on Air Canada's Business fares but reduces its average coach fares by approximately 6 percent, suggesting that competition has little impact on Air Canada's very expensive tickets. When we focus just on coach class fares and estimate the impact of competition on the percentiles of the coach fare distribution, we uncover a U-shaped relationship between competition and fare reductions. Competition has the largest impact on fares between the fifteenth and seventy-fifth percentiles of the coach fare distribution and a smaller impact on fares below and above these percentiles.
In extensions of our empirical analysis, we exploit the one multi-airport city in our data-Toronto-which, in addition to having a major international airport, has a small downtown airport, as well as an airport about an hour out of the city, in neighboring Hamilton. When we estimate the impact of competition on Air Canada's fares on flights out of Toronto, we find that Air Canada's median fares fall by 29 percent when it faces competition from Porter Airlines at Toronto's downtown airport, which is likely to particularly appeal to business travelers, but by only 6 percent on other routes. Similarly, Air Canada's median fares fall by 12 percent when WestJet's competition at Toronto occurs at Pearson airport, but by a statistically insignificant amount when WestJet competes from Hamilton airport, which is likely to attract leisure rather than business travelers. Overall, our empirical findings suggest the existence of more than two types of travelers and indicate that competition serves to reduce fare differentials between some while increasing differentials between others.
This work makes several important contributions. First, within the empirical literature on competition and price discrimination, we are the first to document a U-shaped relationship between competition and price decreases. Our findings indicate that, in our setting, competition has little impact on prices at the bottom or top of the distribution but a statistically and economically significant effect on prices in the middle of the distribution. Note that this result is different from that in Dai, Liu, and Serfes (2014) . They also document a U-shaped pattern, but they measure the impact of increased competition on dispersion, starting from different levels of market concentration, while we focus on how a given change in competition impacts different parts of the fare distribution. Second, our model and results offer a way of reconciling the conflicting results in the earlier literature. Although the early theoretical literature shows that the relationship between competition and price differentials is, in fact, ambiguous, the empirical literature has nevertheless focused on measuring the direction of that relationship, typically using aggregate measures of dispersion. Our simple extension of the theory as well as our empirical results show that not only is the direction of the relationship ambiguous but-with more than two types of consumers-some differentials may increase while others decrease. Thus, the different findings in the literature, especially when based on aggregate measures of dispersion like the Gini index, may all be possible.
Finally, this work contributes to the broader literature on oligopoly price discrimination. Early models of price discrimination were developed in a monopoly setting, where only differences in consumers' underlying willingness-to-pay are relevant.
Yet, as Borenstein (1985) , Holmes (1989) , and Stole (2007) all highlight, a fundamental difference between monopoly and oligopoly price discrimination is that, in the latter, differences in consumers' willingness-to-switch become relevant as well. Our paper shows that understanding the relevant sources of consumer heterogeneity in an industry is critical to understanding and estimating the relationship between market structure and equilibrium outcomes. While we focus on a particular empirical setting, the same issues are likely to arise in other industries. The hotel industry, for example, also has consumers with different underlying values of a good as well as different degrees of brand loyalty and firms with tools for discriminating among them. Price discrimination is also common in the software industry where customers are likely to differ in terms of their overall value of a product (for example, depending on whether the software is for personal or commercial use) as well as their willingness to switch among software products, due to heterogeneity in switching and learning costs.
The remainder of this paper is organized as follows. The next section lays out the theoretical considerations. In Section II, we describe our empirical setting and data. Section III presents our empirical strategy. The results of our empirical analysis are presented in Section IV. A final section concludes.
I. Theoretical Considerations
In this section, we present a simple model to illustrate how competition may increase price differences between some groups of customers while decreasing price differences between others. The intuition that drives our results is similar to Borenstein (1985) , which is explored further in Holmes (1989) . Specifically, the key insight that we build on is that the effect of competition on price differentials depends on whether price discrimination is based on differences in consumers' tendency to drop out of the market or their tendency to switch suppliers.
We first summarize the key result from Holmes (1989) , with slight modifications to fit our extension. Assume that two differentiated firms, A and B, face a set of potential consumers of two types, 1 and 2. Firms can practice third-degree price discrimination, implying that they can set separate prices for the two different groups of consumers. Holmes makes two assumptions, which we follow. The first is the symmetry assumption by which Firm A's demand by a given type when it sets a price p 1 and B sets p 2 , is the same as Firm B's demand by that type when prices are reversed. The second is that there exists a unique equilibrium to the price game in which both firms set the same price for a given type. Given these two assumptions, the results that follow in this section hold for all demand functions. Thus, rather than specifying demand for each consumer type, we follow Holmes and directly consider the various demand elasticities at the equilibrium prices.
Holmes shows that the demand for each firm's output, by each type of consumer, has an elasticity that can be decomposed into an industry-elasticity component and a cross-price elasticity component. Specifically, for either firm, the elasticity of demand by consumers of type i is given by
Here, e  , the industry elasticity, measures how responsive aggregate industry demand is to changes in prices while e  , the cross-price elasticity, measures the impact on one firm's demand from changes in the other firm's price.
Holmes then shows how the familiar inverse elasticity pricing rule determines equilibrium prices for each group of consumers:
As Holmes points out, this expression shows that, in symmetric oligopoly, price discrimination can be based on differences in consumers' industry-demand elasticity and/or differences in consumers' cross-price elasticities.
Stole (2007) uses Holmes' set-up to illustrate why the relationship between competition and price differentials is ambiguous. Stole explains that if the goods are close substitutes (i.e.: both types of consumers have high cross-elasticities of demand), then competition will drive prices in both segments toward marginal cost and the price differential across segments will be negligible. On other hand, if consumers with a high industry elasticity consider the goods to be close substitutes while consumers with a low industry elasticity have strong brand loyalty, then competition will lower prices to the former while firms maintain high prices for the latter. In this case, competition will lead to larger price differentials across consumer segments, relative to the case of monopoly. It is thus clear from Stole that both of the empirical findings in the earlier literature are theoretically possible and that the relationship between competition and fare differentials depends on the underlying source(s) of heterogeneity between travelers.
We extend the two-type model from Stole (2007) to consider the possibility that travelers differ in terms of both their underlying value of a trip and their strength of brand loyalty and, moreover, that travelers who are similar on one dimension may still differ on the other. This gives rise to more than two types of travelers and the possibility that competition may increase price differentials between some types while decreasing them between others. We illustrate the intuition using a simple three-type model. In particular, we assume that Type 1 consumers have a low willingness-to-pay for a trip and no brand loyalty. These travelers, whom we call price-sensitive leisure travelers, will choose to fly with the cheapest possible airline and, if prices are too high, they will choose not to fly at all. We assume that Type 2 consumers are travelers with a high willingness-to-pay for a given trip but little brand loyalty. These travelers, we call brand-indifferent business travelers, will purchase a ticket even if fares are high, but will choose to fly with the airline offering the cheapest fare. The third type of travelers are brand-loyal business travelers who have both a high willingness-to-pay to take their trip and a high degree of brand loyalty.
We focus on these particular segmentations of travelers because we believe they are consistent with key institutional features of the airline industry. A fundamental source of heterogeneity between travelers is their basic willingness-to-pay for a trip. Business travel is conducted to support some type of commercial or income-generating activity and therefore the reservation price for a business-related trip will typically be higher than that of a leisure-related trip. Therefore, we model business and leisure travelers as differing in their underlying willingness-to-pay. 4 In addition, travelers are heterogeneous in their degree of brand loyalty. In the airline industry, brand loyalty can result from both actual differentiation between airlines' offerings as well as perceived differentiation resulting from airlines' use of frequent flyer programs. These programs, which reward travelers for cumulative travel on a given airline, lower the degree of substitutability between otherwise similar flights. Because these programs generally have a non-linear reward structure, they will be more highly valued by business travelers since they fly more frequently. 5 For this reason, business travelers are often assumed to be more brand loyal than leisure travelers. However, we recognize that business travelers themselves may differ in terms of their degree of loyalty, due to differences in corporate travel policies (which may offer the traveler varying amounts of flexibility in his choice of carrier and ticket type), differences in their preferences for in-flight amenities, or even differences in their frequency or destination of travel, which will impact the value to them of collecting frequent flyer points. We therefore assume that leisure travelers have low brand loyalty and that business travelers differ in terms of their degree of airline loyalty.
We capture these sources of heterogeneity in travelers' willingness-to-pay and willingness-to-switch by assuming that Types 1 and 2 have the same cross-elasticity of demand and differ only in terms of their industry elasticity, while Types 2 and 3 have the same industry elasticity and differ only in their cross-elasticity. 6 Specifically,
Similar to Holmes (1989) , we assume that airlines are able to set separate prices for each of these three types of travelers, if they so choose. That is, we assume airlines practice third-degree price discrimination. In reality, airlines price discriminate through both third-degree and second-degree strategies, taking advantage of known information about travelers' that correlates with their willingness-to-pay and also offering menus of fare and ticket characteristic bundles for travelers to choose from. For simplicity and for the purposes of motivating our empirical analysis, we abstract from the self-selection problem and assume the airline can observe enough about each traveler's type-for example, from the timing of the search, the search parameters they enter, and their frequent-flyer program profile-to charge them a different price. This allows us to build directly on the set-up in Stole (2007) . In addition, this approach follows the one taken in most of the previous empirical work in this area, which has estimated the impact of competition on fare dispersion, rather than on fare menus, thus also abstracting from the role of self-selection.
We begin by considering a price discriminating monopoly airline facing these three traveler types. In the case of a monopolist, the cross-price elasticity, e i  , is zero for all consumer types, implying that the firm's elasticity is the same as the industry elasticity. The monopolist will set each group's price, which we denote p M , according to the standard inverse elasticity rule. Therefore, for each Type i :
. We now consider the impact on prices when there is competition from a second airline. Each firm in this symmetric duopoly sets a price for each group of consumers, denoted p D , according to the inverse elasticity rule. Therefore, for each Type i :
Given equations (3) and (4), this implies that
Note that, with competition, the consumers' cross-elasticities of demand become relevant.
We can now compare how the change in market structure affects prices to each group and examine how price differentials between each pair of types changes with competition. Note first that, for all i , p i D < p i M , or that prices are lower in duopoly than monopoly for all consumers. For each Type i , equations (5) and (6) imply that the ratio of the monopoly to duopoly markup is 1 + Thus, competition reduces Type 2's fares by more than either of the other types. Note the intuition behind the result that the Type 2 fares fall more than the other two types. Type 2 travelers need to fly, like Type 3s; however, they are willing to switch carriers, like Type 1s. Their low industry elasticity but high cross elasticity means that the airline can charge them high prices when it is a monopolist but not once there is competition. In contrast, Type 1's high industry elasticity means the airline cannot charge them very high prices even under monopoly and so competition does not impact their fares as much. Type 3's low cross elasticity means that the airline can charge them high prices even under competition and so competition also does not impact their fares as much.
What does this imply for how competition affects price dispersion? It is clear that whether competition increases or decreases price dispersion will depend on which groups' fares are compared. Since fares for Type 2s fall by more than the other two types, competition should decrease the differential between Type 2s and Type 1s and increase the differential between Type 3s and Type 2s. Without additional structure on the model, we cannot determine whether competition lowers Type 1 or Type 3 fares more. However, we know that competition should either increase the differential between Type 3s and Type 1s (which will occur if fares to leisure travelers fall by more than fares to brand loyal business travelers) or decrease the differential between them, but by less than the change between Type 2s and Type 1s. More generally, the model suggests that if airlines are able to segment travelers based on both their underlying value of a trip and their degree of brand loyalty, competition will increase the price differential between travelers who have different levels of brand loyalty but decrease the differential between travelers whose only source of heterogeneity is their underlying willingness-to-pay. 7 This simple model illustrates two key points that impact an empirical analysis of the relationship between competition and price discrimination. First, we have shown that with more than two types of consumers, competition may increase the price differential between groups while decreasing it between others. This implies that empirical analyses that measure changes in overall price dispersion using a metric like the Gini coefficient may not be informative about the underlying changes in price differentials that have occurred. Second, we have shown that the largest impact of competition may be on neither the cheapest nor most expensive fares, but rather on fares in the middle. Since it is typically not possible to know which tickets are sold to which types of travelers, previous work has compared the impact of competition on the top and bottom of the fare distribution as a way to distinguish tickets sold to business and leisure travelers. Our simple model suggests that it may be more informative to estimate the impact of competition on the overall distribution as focusing on the extremes may miss the largest effects.
Finally, while our model assumes that airlines practice third-degree price discrimination, in reality airlines use a mix of second-degree and third-degree price discrimination. For example, price discrimination based on cabin class or ticket characteristics (such as refundability) is clearly a form of second-degree discrimination since, at the time of booking, the traveler can choose from a menu of tickets with different features and fares. However, airlines also price discriminate based on features of the transaction including how far in advance the ticket was purchased and the day-of-week and time-of-day on which the ticket was purchased (for evidence, see Puller and Taylor 2012; Escobari, Rupp, and Meskey 2016) . While this is not quite the same as price discriminating based on immutable characteristics of the consumer, it is also not equivalent to offering the consumer a clear menu of price and quality combinations to actively choose from. A traveler who learns of her travel plans at the last minute will not likely have contemplated purchasing that ticket weeks in advance of the plans becoming known, such that she can be considered to have (even implicitly) chosen from a menu of options. Similarly, a traveler who books his flight on a Sunday does not know what the price of fare code that flight would be if he booked it on every other possible day of the week. Thus, many forms of price discrimination by airlines lie somewhere in between second-and third-degree discrimination. They are not based on characteristics of the consumers but are also not based on self-selection into a menu of choices presented to the consumer. Figure 1 reproduces an Air Canada document, published in 2009, which summarizes its North American fare structure. The document shows the various ways the airline price discriminates. Specifically, it shows that Air Canada offers different fare types (e.g.: Tango, Latitude), which are clearly associated with different characteristics and quality levels. Consumers are presented with a menu of these fare types and associated prices at the time of booking. At the same time, each fare type is associated with a number of fare codes (for example, Tango fares are associated with the K, N, G, P, T, and E codes) over which travelers have no direct ability to choose. These fare codes represent different "buckets" (or versions) of the fare type that are offered by the airline at varying times, with varying conditions and varying prices. For example, fare codes might distinguish the same Tango ticket sold with varying advance purchase requirements. These fare codes are never presented to the consumer as a menu; rather, different fare codes will be made available based on characteristics of the consumer's search, such as days remaining before departure or day of booking. This type of price discrimination, we argue, more closely resembles third-degree than second-degree. Our model and empirical analysis abstract from price discrimination via self-selection for two reasons. First, theoretically, the third-degree model allows us to illustrate, a simple way, the intuition for why competition may increase price differentials between some consumers while decreasing them between others. In contrast, there are no clear predictions for the effect of competition on prices in an environment of second-degree price discrimination. As Stole (2007) discusses, most prior research in this area has focused on the effects of competition on quality or quantity, rather than on prices. It is difficult to obtain clear predictions of the effect of competition on prices, given that firms can adjust quality or quantity.
8 Second, our data contain no information on ticket characteristics. While we do observe fare codes, we cannot match those codes to particular types of tickets in a systematic way. As a result, we are limited to estimating the impact of competition on prices, though we recognize that some of the changes in the price distribution that we document may reflect Air Canada adjusting its menu and/or consumers choosing different products from that menu. It is worth noting, though, that the fare structure represented in Figure 1 is used by Air Canada on all North American routes regardless of the level of competition faced.
II. Empirical Setting and Data

A. Empirical Setting: The Canadian Airline Industry
Our empirical setting is the Canadian domestic airline industry. The Canadian market has several features that make it well suited for a study of market structure and price discrimination. First, Canada had only one legacy airline-Air Canadaoperating in our sample period. Air Canada is, by far, the largest airline in the country, in terms of both the number of routes served and passengers carried. Unlike the other airlines in the industry at the time, Air Canada operated a hub-and-spoke network including a large international network and offered multiple cabin classes on its aircraft. Air Canada provides service on virtually all of the top domestic routes in Canada. We therefore focus our empirical analysis on Air Canada's pricing behavior, investigating how its fares for different types of tickets change as it faces varying levels of competition on a route.
Second, market structure is straightforward to measure in the Canadian setting. There is little connecting service in Canada because Canadian airlines do not generally operate large hub-and-spoke networks.
9 Rather, they mostly operate point-to-point flights, focusing on the larger cities in the country. By contrast, in the United States, there are typically multiple carriers offering connecting service between any two cities, leading to different measures of market structure depending on whether the researcher focuses on only direct service or on direct and connecting 8 Some research suggests that greater competition reduces welfare distortions between high-and low-valuation consumers and also reduces the dispersion in prices (Stole 1995) . The results of Rochet and Stole (2002) also suggest that prices decrease more for high-valuation consumers. Yang and Ye (2008) have a similar finding although they suggest that the result depends on the initial level of competition.
9 Air Canada does have a hub in Toronto. However, Air Canada also offers non-stop service between all of Canada's large cities and the vast majority of its passengers fly nonstop itineraries.
service. In addition, there is no domestic codesharing between Canadian carriers so there is no need to distinguish between operating and marketing carriers when measuring competition. With the exception of Air Canada, there is also no use of regional partners. Finally, there is only one multi-airport city in Canada (Toronto). The existence of multi-airport cities can make market structure measures sensitive to the researcher's decision about market definition.
Third, the Canadian market offers the opportunity to examine changes in fares and fare differentials as routes move between monopoly and duopoly. Because of the small number of carriers serving the domestic Canadian market, and Air Canada's long-standing dominance, there are many routes in our dataset-over 50 percenton which the airline is a genuine monopolist for at least part of our sample period. By contrast, even with recent consolidation, it is rare to find routes in the United States with only a single airline offering direct service, especially when restricting attention to travel between large cities, as we do in this paper. Moreover, as argued above, the importance of connecting service in the United States and the prevalence of multi-airport cities means that there are often four or even five airlines offering service in some form between large cities. The Canadian setting therefore maps much more closely to the comparison between monopoly and duopoly, which forms the basis of our model as well as much of the theoretical work in this area.
Since there is little previous empirical work on the Canadian industry, we provide some background information to illustrate how the Canadian industry compares with the United States, which has been extensively researched. Table 1 presents the ten largest Canadian airports based on total annual enplanements in 2011. To demonstrate how Canadian airports compare to US airports in size, we also show, for each Canadian airport, a US airport of comparable size and indicate the rank of that airport. As the table shows, Canadian airports are generally significantly smaller than US airports, with the third largest airport in Canada roughly the same size as the nineteenth largest in the United States and the tenth largest roughly the same size as the seventy-seventh largest in the United States.
B. Data and Construction of Sample
The primary source of data for our empirical analysis is the Airport Data Intelligence (ADI) database, compiled by Sabre Holdings. Sabre is a travel technology company that owns a global distribution system (GDS) used by thousands of travel agents (including several of the large online agencies). Based on its GDS bookings, as well as data it collects to capture bookings that do not go through its GDS, Sabre produces the ADI database, which contains fare and booking information for most passengers and flights worldwide, from January 2002 to the present.
Our analysis uses data on travel within Canada from 2002 until 2011. The level of observation in the ADI data is the airline-route-year-month-cabin class-fare code.
11 This means that, for each month and for each pair of airports in Canada, we observe every airline that offered direct or connecting service between those airports, the number of passengers who traveled that route on the airline in that month in a given cabin and fare code, and the average fare they paid. The data are further broken down by direction of travel so that passengers flying from Toronto to Vancouver, for example, can be distinguished from those flying from Vancouver to Toronto, and are also broken down by point of origin.
We complement the ADI data with flight schedule data from the Official Airlines Guide (OAG). The OAG data provide the complete flight schedule of flights between all Canadian airports for one week in each month between January 2002 and December 2011. Specifically, we have the complete schedule of flights for the week beginning with the first Monday of each month. We use the OAG data as a second source of data on entry and exit dates which is useful for constructing and checking our market structure measures. We assume that airlines' schedules during the week that we observe reflect their schedules throughout the month and we match the variables we construct from the OAG data to the Sabre data at the airline-route-month level. We also use the OAG data to construct a measure of Air Canada's average plane size on a route and use this as a control in one of our robustness checks.
For our regression analysis, we limit our sample to routes between the top 15 cities in Canada.
12 Travel between these 15 cities accounts for approximately 65 percent of all domestic travel in Canada. The average route in this sample has about 8,000 monthly passengers in the ADI data and about 7,000 direct monthly passengers. The largest route in the sample ( Toronto-Montreal) has, on average, over 100,000 monthly passengers in the ADI data. Averaging across routes in this sample, 59 percent of the passengers on a route travel on direct itineraries. However, in this sample as a whole, direct passengers account for over 87 percent of passengers, indicating that connecting passengers are concentrated on the smaller routes.
11 Airlines may offer multiple itineraries on a given route. For example, an airline may provide both direct and connecting service between two airports. For simplicity, and because our regressions include only direct service, we will refer to observations as being at the airline-route-month level.
12 These 15 cities contain 17 airports, since there are three airports in the Toronto area. The top ten airports appear in Table 1 . Our empirical analysis thus focuses on the impact of competition on Air Canada's fares for direct itineraries on routes between the top 15 cities. Air Canada provided service on 158 routes between the top 15 cities, with 118 of these routes being served nonstop. These 118 routes form the basis of our regression sample. We impose two additional sample restrictions. First, we drop route-months where Sabre reports fewer than 400 passengers on Air Canada (across all fare codes), which would correspond to fewer than 100 a week. Second, we exclude fare codes with average one-way fares below $50 on a given route-month. 13 After imposing these restrictions, we find that across all route-months in our data, Air Canada's average share of direct or one-stop passengers on a route is 47 percent and its average share of direct passengers on a route is 48 percent.
C. Cabin Class and Fare Code Data
A novel and important feature of the ADI data is that it includes information on the cabin class and fare code of tickets. The cabin class refers to the actual cabin of service on the aircraft and distinguishes between coach and business class service. This allows us to investigate whether competition impacts coach and business class tickets differently.
14 Aggregating across all route-months in our regression sample, we find that the majority of Air Canada's passengers travel in coach class with only 4 percent in business class. Air Canada does not necessarily sell tickets in both cabins on every route as some of its smaller planes do not have separate business class cabins. In our sample, we observe business tickets on 30 percent of route-months. Fare codes are a finer level of categorization than cabin classes and multiple fare codes will be associated with a given cabin class. Fare codes are typically designated using a single letter of the alphabet, as discussed in Section I. As Figure 1 showed, Air Canada offered several fare types within coach and business class (e.g.: Tango, Latitude) with each type being associated with several different fare codes. In our data, we observe tickets by cabin class and fare code though we are not able to match fare codes to the specific fare types in Figure 1 . As Figure 1 indicates, fare codes are used to distinguish tickets with different features (i.e., tickets in different fare types) and to distinguish tickets that are identical from the customers' point of view, but which are associated with different restrictions or requirements, such as advance purchase periods. Table 2 shows how the tickets in our data map to cabin classes and fare codes on Air Canada. Our data cover about 54 million total passengers who fly on Air Canada over the 10-year sample period. The table shows their distribution across cabins and fare codes. The vast majority of passengers fly in the coach cabin. The table also shows that, even within coach class, Air Canada uses a large number of different fare codes.
III. Empirical Approach and Identification
The goal of our empirical analysis is to investigate whether competition differentially impacts the fares charged to different types of passengers. While previous work in this area has largely focused on the impact of competition on the overall amount of fare dispersion on a route (captured by an index such as the Gini coefficient), we instead estimate how competition impacts different parts of the overall fare distribution.
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A. Regression Specification
Our main estimating equation is a simple reduced-form specification. Denoting routes by r and time-periods by t , we estimate the effect of competition on a specific fare, i using:
log p rt i = β 0 + β 1 i Competition rt + λ r + θ t + ϵ rt , 15 Borenstein (1989) estimated the impact of hub dominance on different percentiles of the fare distribution. In their analysis, Gerardi and Shapiro (2009) estimate the impact of competition on both the Gini coefficient and various percentiles of the fare distribution. where λ and θ denote route and time fixed-effects, respectively. The i s denote different types of fares on a given route; for example, the average coach or average business class fare, or else specific percentiles of the overall fare distribution. An observation is a route-month combination. 16 We cluster standard errors at the route level.
We express prices in logs to measure the proportional effect of competition on various fare measures. Doing so allows us to compare differences in the estimated coefficients in order to determine the effect of competition on the ratio of fares for different tickets. In particular, assume that for two distinct types of fares, i and j , the estimated coefficients on the competition variable are β ˆ 1 i and β ˆ 1 j . Since these estimated coefficients represent the proportional effect of competition on fares, price dispersion will rise or fall depending on the value of β ˆ 1 i − β ˆ 1 j .
B. Variables Used in the Regressions
Fare Measures.-We explore the relationship between market structure and fare differentials in two ways. First, we compare the impact of competition on the average fare of tickets in the two different cabin classes: business and coach. This allows us to examine, at a broad level, whether the prices of Air Canada's tickets in different cabin classes are affected differently by competition.
Second, we estimate how competition affects the full distribution of fares within coach class. Coach accounts for the vast majority of Air Canada's passengers and there are over 20 different fare codes within coach. Thus, most of Air Canada's price discrimination is taking place across passengers within coach class. Since the ADI data are not available at the ticket level, we use the fare code information to approximate the empirical distribution of fares for each route-month. Specifically, we assume that every passenger in a fare code paid the average fare of that class and use this to construct a route-month-level fare distribution. We then calculate every fifth percentile of this fare distribution.
18 Following the methodology developed in Chetverikov, Larsen, and Palmer (2016), we estimate equation (7) using each of these percentiles as the dependent variable. This allows us to trace out the impact of competition on the distribution of fares.
19
Because we approximate the true fare distribution with the one we construct from the fare code information, we expect that our percentiles may be measured with error. While the methodology of Chetverikov, Larsen, and Palmer (2016) is robust to left-hand side measurement error, it is nevertheless useful to consider the possible sources of this error. Measurement error will arise if not all passengers who purchased a ticket in a given fare code (on a given route in a given month) paid the 16 Recall that the regression sample only includes observations on Air Canada's fares. 17 We present a formal test of the equality of the coefficients in the online Appendix. 18 Table A1 in the Appendix presents an example using a specific route-month. 19 Chetverikov, Larsen, and Palmer (2016) develop a methodology for estimating the impact of a group-level treatment on the within-group distribution of a micro-level outcome variable. In our case, the group is the route-month, the micro outcome is fare, and we are estimating the impact of market structure (which varies at the group-level) on the percentiles of the fare distribution. Because their approach is implemented as a linear regression of the percentiles on the group-level treatment, the endogeneity of the treatment can be dealt with through standard two-stage least squares and group-level fixed effects can be included. average fare of that class. To understand when this may occur requires some institutional background on airline pricing. As discussed by Lazarev (2012) , airlines establish a set of fares for each flight, with different types of fares denoted with different fare codes. As we discussed above, and as illustrated in the Air Canada document in Figure 1 , fare codes distinguish tickets that have different characteristics or restrictions. Airlines then determine how many seats (if any) to make available in each fare code on each flight at each point in time.
Variation in fares across passengers within a fare code will therefore arise for two reasons. First, passengers flying in the same fare code on the same flight might pay different prices if, in the time leading up to departure, the airline varies the price it sets for that fare code on that flight. Second, passengers flying the same fare code on different flights within the month may pay different prices if the airline sets different fares for the same fare code on different flights. While it is not possible for us to know how frequently these occur, we expect that airlines do set different prices for the same fare code across flights on a route. We also expect, at least on routes with competition, airlines may adjust the fares for tickets in a fare code on a given flight during the time leading up to departure.
20 Given this, we expect that our percentiles will be measured with error.
21 However, we assume that the level of the measurement error is uncorrelated with market structure, although we expect that the variance of the error may be larger on more competitive routes (since these may invite more frequent fare changes within a fare code on a flight). As this may give rise to heteroskedasticity, we account for this with robust standard errors.
Market Structure Measures.-We measure the competition faced by Air Canada on a given route-month in three ways: (i) the number of carriers, other than Air Canada, that provide direct service on the route in the month; (ii) indicators for whether the market is a duopoly or competitive (which we define as having three or more carriers), with AC's monopoly routes being the omitted category; and (iii) the negative of the log of the Herfindahl Index in the route-month.
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When constructing the market structure measures, we restrict the sample to the main nationwide carriers that existed during our sample period. Along with Air Canada, there were four such carriers, all of which were essentially low-cost carriers: WestJet, Porter, CanJet, and Jetsgo. 23 All of these four carriers offer only a single class of service on their aircraft. Together, these five airlines account for over 20 Lazarev (2012) , whose data allows him to observe fare codes at the flight level, reports that this is more common on very competitive routes, but much less so on routes with few operating carriers. On the latter, most of the variation in fares comes from the availability of different fare codes while fares within a class do not change much. 21 There are a number of route-months on which Y-code tickets, which usually denote a refundable coach class ticket, account for an unusually high share of passengers. We believe that this classification is an error but that the underlying passenger and fares numbers are reliable as they are consistent with other months. We include these route-months in our analyses but recognize that they may also introduce measurement error to our fare percentiles. As a robustness check, we re-estimate (and present in the online Appendix) our main regression specifications excluding the problematic route-months and find that the results are unchanged. 22 These are the same measures used in Gerardi and Shapiro (2009) , although they use the log of the number of rival carriers and we use the level since Air Canada is a monopolist on a number of routes. 23 Porter is not exactly a low-cost carrier; it features amenities that are more commonly associated with a "Premium Economy" class of service, such as leather seats and free snacks on board and in its airport lounges. However, Porter offers a single aircraft cabin, similar to most LCCs. See Chandra and Lederman (2014) for a note on Porter Airlines and its effects on Air Canada's fares. CHANDRA AND LEDERMAN: COMPETITION AND PRICE DISCRIMINATION 85 percent of domestic airline passengers in Canada, and over 99 percent of passengers within our sample of routes between the top 15 cities.
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To confirm our measures of market structure, we cross-check Sabre's data against data from the OAG. While there is generally clear agreement between the two sources, there are occasional differences, due to missing data in either Sabre or OAG. We therefore measure a carrier as providing service on a route-month if it shows up in either dataset for the corresponding route-month. Table 3 presents summary statistics on our fare and market structure variables. The level of observation in the table is the route-month and we have a total of 11,064 observations in the regression sample. Air Canada serves all of these routes in all months by construction. As the table indicates, across route-months, the average coach and business fares are $253 and $868, respectively. 25 On average, Air Canada faces fewer than one direct competitor on its routes. About 59 percent of route-months have Air Canada facing one competitor in direct service while 11 percent of route-months have two or more rivals. Based on the distribution of passengers across carriers, the average Herfindahl index on a route is a very high 70 percent.
Summary Statistics.-
The lower panel of Table 3 presents summary statistics for selected percentiles of the coach cabin distribution. Again, the level of observation is the route-month. On average, the ninety-ninth percentile fare within coach is about four times as expensive as the first percentile and the seventy-fifth percentile is about 25 percent more expensive than the twenty-fifth percentile. Note that all fare values are in nominal US dollars. 24 Note, in particular, that we drop charter airlines as well as small carriers, such as Bearksin Airlines, which operate small planes on some of the routes in our sample. 25 As mentioned in Section II, not all routes have business class service, which explains the lower number of observations for these fares. Note: An observation is a route-month.
C. Identification
Our empirical analysis consists of a series of reduced-form regressions in which we relate various fare measures to route-level market structure. All of our regressions include route, year, and month fixed-effects. Thus, our analysis exploits variation in market structure within routes over the 120 months of our sample and our estimates capture how Air Canada changes its fares for different types of tickets as market structure on a route changes.
While the route fixed-effects control for route-level unobservables that may be correlated with market structure and fares, changes in market structure over timewhich result from the entry and exit decisions of competing airlines-could still be correlated with time-varying unobservables which could also affect Air Canada's fares. For example, entrants may enter or exit routes following unobservable demand or cost shocks which also impact Air Canada's fares. Alternatively, entrants' decisions and Air Canada's pre-entry pricing decisions may be linked as demonstrated by Goolsbee and Syverson (2008) . Given this, we begin by estimating our pricing regressions using ordinary least squares (OLS) and then go on to develop an instrumental variables (IV) approach to account for the potential endogeneity of the market structure variable. We describe the IV strategy in detail below. Our results are consistent across the two approaches.
IV. Results
Our main results are presented in Tables 4 and 5. Table 4 investigates the impact of competition on cross-cabin price differentials while Table 5 investigates how competition impacts within coach price differentials. We then present a number of extensions and robustness checks including an instrumental variables estimation strategy. We conclude the section with a discussion of how our results relate to the theoretical considerations laid out in Section I. Table 4 presents estimates of the relationship between market structure and average fares, by cabin class. For each cabin class, we show the results of estimating equation (7) using the three market structure variables described above. Looking first at the specifications that use the number of nonstop rivals as the measure of competition (columns 1 and 4), the coefficient estimates indicate that having an additional nonstop rival on a route lowers Air Canada's average coach class fares by about 6 percent, but has no statistically significant effect on average business class fares. When we measure market structure using dummy variables for a duopoly or competitive market structure (columns 2 and 5), we find that competition has a modest and marginally significant impact on business class fares but a large and statistically significant impact on coach class fares. The estimates in column 2 suggest that moving from a monopoly to duopoly reduces Air Canada's average coach fares by about 7 percent, and that the introduction of additional competition reduces fares by another 7 percentage points. The estimates using the Herfindahl index as the measure of competition (columns 3 and 6) show a similar pattern.
Since competition significantly reduces coach fares but has little or no impact on business class fares, the findings in Table 4 indicate that competition increases cross-cabin fare differentials, relative to monopoly. These results are consistent with the finding in Borenstein and Rose (1994) who found that competitive routes were associated with greater fare dispersion, albeit in a different setting and using a cross-sectional estimation strategy.
As described above, over 90 percent of Air Canada's passengers travel in coach class and there is considerable within-coach class price dispersion. Therefore, we next estimate how market structure impacts different parts of the coach class fare distribution. In Table 5 , we estimate the effect of the number of rival carriers on selected percentiles of Air Canada's coach fare distribution. 26 The coefficient estimates suggest that competition has a different impact on tickets at different points in the coach distribution. In particular, the greatest impact of competition on Air Canada's fares lies somewhere in the middle of the coach fare distribution. Among the selected percentiles, each additional competitor leads to a 7 percent to 8 percent reduction in fares on tickets between the twenty-fifth and the seventy-fifth percentile, but at most a 2 percent effect on the fares of tickets in the tails of the distribution. In all cases, the data reject the hypothesis that the coefficients on percentiles in the middle of the distribution (the twenty-fifth, fiftieth, and seventy-fifth) are equal to the coefficients on the percentiles at the tails of the distribution (the first, fifth, ninety-fifth, and ninety-ninth).
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To visually represent the impact of competition across the full coach fare distribution, in Figure 2 , we plot the coefficient estimate on the number of rival carriers variable, for every fifth percentile in the fare distribution. The figure has a clear U-shape, indicating that the greatest effect of competition occurs between the fifteenth and seventy-fifth percentiles of the fare distribution. By contrast, competition has a much smaller effect at either end of this distribution. This implies that competition reduces the differential between some tickets but increases the differential between others.
A. Instrumental Variables Estimation
We develop an instrumental variables (IV) strategy to ensure that our findings are not driven by the possible endogeneity of the market structure variables. Given the inclusion of route fixed effects in all of our models, our regressions identify the impact of market structure on fares by exploiting changes in the number of carriers serving a route over time. These changes in market structure result from the entry and exit decisions of airlines. Much of the variation in market structure in our sample comes from the expansion of WestJet, CanJet, and JetsGo early in our sample and the expansion of Porter Airlines in latter years of our sample.
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WestJet, CanJet, and JetsGo were all low-cost carriers operating one (or, in JetsGo's case, two) aircraft type(s) and operating mostly point-to-point flights. Taking their business model as fixed, they could only enter routes that were appropriate for the plane types in their fleet and that had large enough populations to provide sufficient point-to-point traffic. In addition, WestJet, CanJet, and JetsGo each began with a particular geographic focus and expanded outward from their headquarters.
Porter Airline began operations out of Toronto's Billy Bishop Airport in 2007. This is a small airport in downtown Toronto that had not been used for commercial flights for many years. Porter operates only Bombardier Q400 planes and has been constrained in adopting any other type of aircraft due to both the runway length at the airport and city regulations. As a result, as Porter expanded, it could only enter routes that are within the flying range of the Q400 and appropriate for its 70-seat capacity. In addition, Porter's expansion has been largely focused out of its headquarters at Billy Bishop Airport.
Our IV strategy takes advantage of these technological and geographic influences on these airlines' entry decisions. In particular, our IV strategy is based on an implicit entry model that assumes airlines choose which routes to enter, and in what order, based on their expected profitability. We include two types of instruments: variables that we expect will impact the suitability of a route for a particular airline's fleet type and variables that we expect will impact the expected costs to a particular airline of entering a particular route. Specifically, we predict the likelihood that an airline serves a given route in a given month with the following variables: the population of the endpoint cities of the route at the start of the sample (to capture suitability with the airline's aircraft size and business model), the distance of the route as well as squared and cubed distance terms (to capture suitability with the airline's aircraft range), the distance of the route from the airline's headquarters (to capture the fact that the costs of entry likely increase as an airline moves further from its headquarters of operation), and an interaction between the distance of the route from the airline's headquarters and the airline's age (to capture the fact that airlines will enter less profitable routes as they get older). 29 After predicting each airline's likelihood of serving a route in a given month, we use these predictions to calculate the predicted number of competitors on each route in each month. We then use the predicted number of carriers as an instrument for the actual number of competitors in a two-stage least squares estimation.
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This IV strategy involves a number of assumptions. First, while we predict which routes an airline is likely to serve in each month once they have entered the industry, we do not predict the full-scale entry of Porter Airlines or full-scale exit of CanJet and Jetsgo. Rather, we assume that their entry and exit dates are exogenous to route-level, time-varying unobservables.
31 Second, we assume that airlines' decisions about where to locate their headquarters are not driven by time-varying unobservable characteristics of the routes close to their headquarters. This allows us to use the distance of a route from an airline's headquarters as an instrument, capturing the cost advantages that may come with expansion to nearby routes. Given that the airlines in our sample chose different cities in different parts of the country for their headquarters, this assumption seems reasonable. Finally, we assume that the airlines' business models-for example, the decision of what type of aircraft to operate and the number of aircraft types to employ-are exogenous.
To implement the IV strategy, we construct an airline-route-month level dataset that includes all of the airlines in our sample other than Air Canada and all of the 118 routes in our sample in each month. We construct a variable that equals one if the airline serves the route-month and zero otherwise. We estimate a logit model that relates an airline's decision to serve a route in a given month to the variables described above. We allow each of the variables to have a different effect for each airline, in order to capture differences in their business models. For example, we expect that route distance will have a different effect on the likelihood of Porter Airlines serving a route than the likelihood of WestJet serving a route, given the different types of aircraft each uses. This means that the route -evel characteristics, such as endpoint population and distance, become airline-route-level variables and are still identified even with the inclusion of route fixed effects in the model. The variables measuring age and the interaction of age with distance from headquarters provide time-varying instruments that help predict changes in the likelihood of airline serving a given route in one month compared to another.
We estimate a single logit model where each of the independent variables is interacted with a dummy variable for each of the four airlines. Table 6 presents the results of this estimation. Each column of the table displays the coefficients on the independent variables for a different airline. The coefficients generally have the expected signs and match institutional features of the industry and the individual 29 The population data are Census Metropolitan Area data for 2001, from Statistics Canada's Table 051. All of the distance variables are calculated based on latitude and longitude information, which was obtained from www. openflights.org. Information on each airline's headquarters was found on the web. We also include the airline's age uninteracted. 30 This approach mimics the approach used for binary endogenous variables, which involves using a nonlinear model such as a logit or probit to generate a predicted value for the binary variable and then using the predicted value as an instrument in a two-stage least squares with a linear first-stage. See Angrist and Pischke (2009) for details.
31 These airlines' "birth" and "death" dates effectively serve as an additional instrument in our first-stage model.
carriers. For example, all of the carriers other than Porter Airlines are more likely to serve routes between cities with larger populations. This is consistent with the fact that WestJet, CanJet, and Jetsgo all operate aircraft with about 100 seats or more while Porter operates planes with 70 seats. Similarly, WestJet, CanJet, and JetsGo are more likely to serve longer routes while Porter is more likely to serve shorter routes, again matching the constraint it faces by only operating Bombardier Q400 planes. All airlines other than JetsGo are less likely to serve routes that are further from their headquarters. Finally, all of the airlines become more likely to serve routes further from their headquarters as they grow older. The fit of the first-stage logit model is very good with a Pseudo-R 2 of 0.57.
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Because our right-hand variables vary at the airline-route or airline-route-month level, we are also able to estimate the logit model including route fixed effects. This is a demanding specification in that it is estimating each airline's tendency to serve routes with particular characteristics, over and above the average tendency of all airlines to serve that route.
33 Nevertheless, we estimate this specification so that our equation includes all of the same fixed effects as our second-stage regression. The results of this specification are presented in the online Appendix, where we also replicate the results from Table 6 . The pattern of estimates is qualitatively quite similar though the magnitudes change, as expected given the inclusion of the fixed effects. Not surprisingly, the inclusion of the route fixed effects improves the fit of the model. 34 32 If we estimate the model separately for each airline-which produces identical coefficients-we obtain a somewhat lower fit for WestJet than for the other carriers, which is not surprising given that WestJet was already a mature airline at the start of our sample period and had already entered most of the routes that matched its initial expansion strategy. 33 Intuitively, if we observe Porter Airlines provide service on the Toronto to Montreal route, which is served, at various times, by all of the airlines in our sample, it is difficult for the regression to determine whether Porter serves this route because its short distance makes it suitable for Porter's aircraft or because it has a high route fixed effect. 34 We have also estimated these equations using probit models and the results are almost identical. Notes: Coefficients are from a single logit regression where the identity of each airline is interacted with the corresponding variable in the left column. The regression includes polynomials in distance measures, and month and year fixed effects, all of which are also interacted separately for each airline. Standard errors are in parentheses. N = 57,960; Pseudo-R 2 = 0.569.
Using the estimates in Table 6 , we calculate each airline's predicted probability of serving a route and sum these to obtain the predicted number of competitors in a market in a month. Table 7 presents summary statistics of the predicted number of competitors, based on the actual number of competitors. The logit model predicts values in a continuous distribution, which is bounded between zero and one, producing a more compressed distribution than the original discrete distribution of actual rivals. Therefore, we slightly overpredict the number of rivals on Air Canada's monopoly routes, and slightly under-predict them when it has one or more rivals in the market. Overall, though, the predictions are excellent, with an 88 percent correlation between the predicted and actual number of competitors.
35 Table 8 presents the results of estimating our percentile regressions via two-stage least squares, using the predicted number of competitors as an instrument for the actual number of competitors (thus, the table is analogous to the regressions in Table 5 presented earlier). The pattern of estimates in Table 8 is very similar to that in the original table and the same U-shaped relationship emerges. The point estimates are generally slightly larger in absolute value than those in the original table suggesting perhaps a slight upward bias in the original. Figure 3 plots the coefficients from the IV regressions and it looks very similar to the original version in Figure 2 .
Overall, the findings in Table 8 suggest that the results presented thus far are not influenced by the potential endogeneity of the market structure measures.
B. Extensions
We now present a number of extensions and robustness checks. We first examine the effect of competition from two specific rivals to Air Canada: Porter Airlines and WestJet Airlines. There are reasons to believe that these two carriers may have had distinct effects on Air Canada's fares for certain types of tickets.
As described earlier, Porter Airlines is a relatively new, regional airline focused on travel out of its hub in Toronto. Porter uses the Billy Bishop airport in downtown Toronto, which is often much more convenient for travelers than Air Canada's hub at Pearson Airport. Porter is believed to appeal especially to business travelers who work downtown, for whom the airport is a short distance from their offices. In addition, Porter provides very high frequency service on routes that are commonly 35 Using the specification without route fixed-effects-i.e., the results of Table 6 , provides a correlation of 60 percent. traveled for business purposes (in particular, Toronto-Ottawa and Toronto-Montreal). Thus, if competition has the largest impact on business travelers who have a high willingness-to-pay to travel but are willing to switch between airlines, this effect should be particularly strong when the competition is from Porter Airlines on routes in or out of Toronto. To investigate this, we estimate our percentile regressions with separate variables to capture the impact of competition from Porter on Toronto routes, the impact of competition from Porter on routes that do not involve Toronto as an endpoint, and the impact of competition from other carriers. Table 9 presents the results of these regressions. The estimates indicate that the U-shaped pattern of fare reductions that we found earlier is most pronounced when Air Canada faces competition from Porter on its Toronto routes. The impact of competition from Porter on those routes is much larger than the impact of Porter on other routes or the impact of other carriers. This pattern is easily seen in Figure 4 , which plots the coefficient estimates for the impact of competition from Porter in Toronto and the impact from Porter on other routes. The figure shows that the U-shaped pattern is both more pronounced and deeper. This suggests that travelers who purchase tickets in the middle and upper portions of the Discount Coach distribution have a greater cross-elasticity with respect to Porter in Toronto than they do to other carriers or to Porter in other markets.
We now turn to effects of competition from WestJet Airlines, which is a low-cost carrier competing nationally with Air Canada on most major routes. In the early part of our sample, WestJet's service from the Toronto area was from the Hamilton airport, which is located about 40 miles from downtown Toronto. Over time, WestJet shifted operations from Hamilton to Toronto's Pearson airport. This means that, for a sample of routes to and from Toronto, we observe periods when WestJet's operations were from a considerably less desirable location than Air Canada's flights from Toronto. This might imply lower substitutability with Air Canada's flights on these routes, especially for business travelers (even ones with little brand loyalty) who would not be expected to commute to Hamilton for a flight.
To explore this, we re-estimate our percentile regressions allowing competition from WestJet at Hamilton to have a different impact than competition from WestJet at Toronto and controlling for the number of other carriers serving a route.
36 Table 10 36 For this analysis, we limit the sample to routes into or out of Toronto, hence the much smaller sample size. If WestJet provided service on a given route-month from both Pearson and Hamilton, we code this as service from Pearson. presents results of this analysis. The results show that competition by WestJet from Hamilton has a smaller impact on Air Canada's fares at all points in the distribution, with most of the coefficients capturing competition from WestJet in Hamilton not being statistically significant (although the point estimates are still suggestive of a U-shape). A pronounced U-shape pattern emerges from the coefficients on the variable capturing competition from WestJet in Toronto, as illustrated in Figure 5 . These results suggest that competition from WestJet at Toronto has a larger impact on Air Canada's fares than competition from Hamilton and this difference is most pronounced for fares in the middle of the distribution, consistent with these tickets being purchased by travelers who may be willing to switch between carriers but less so if the competing carrier operates out of a distant airport.
We also carry out a number of robustness checks that we describe here. The results of these checks are available in the online Appendix. First, we split our sample by routes that involve Toronto and routes that do not and our findings are similar across both samples. Second, we break up the sample into the periods before and after 2007 and find that the U-shaped pattern emerges in both time periods. Third, we add a control for the average size of the planes used by Air Canada on each route, using data from OAG, since this variable was identified by Gerardi and Shapiro (2009) as an explanation for the discrepancy between their finding and that of Borenstein and Rose (1994) . Our results are robust to including this control. Finally, our findings are robust to ignoring the direction of travel and estimating our regressions at the city-pair level.
C. Discussion
In Section I, we developed a simple model of airline price discrimination in which travelers differed in terms of both their underlying value of a trip and their degree of brand loyalty. We distinguished between leisure travelers and two types of business travelers: "brand loyal business travelers" and "brand indifferent business travelers." We showed that, in this setup, competition would have the largest impact on the fares charged to brand indifferent business travelers and, as a result, would reduce the fare differential between these travelers and leisure travelers but increase the fare differential between them and the brand loyal business travelers. Consistent with existing results in Borenstein (1985) , Holmes (1989) , and Stole (2007) , our simple model illustrated that competition increases price differences between consumers when discrimination is based on differences in cross-price elasticities (or the strength of brand preferences) but decrease price differences between consumers when discrimination is based on differences in industry-demand elasticities. While our data do not allow us to directly link tickets to traveler types, our results indicate that different parts of the fare distribution are differentially impacted by competition. Moreover, the U-shaped pattern that we uncover is consistent with the existence of (at least) three broad types of travelers. In particular, our finding that the fares for Air Canada's very cheap tickets are hardly impacted by competition suggests that these tickets are sold to highly price sensitive travelers who are charged low prices even when Air Canada is a monopolist. Our finding that the fares for Air Canada's very expensive tickets (both expensive Coach tickets and Business class tickets) are hardly impacted by competition suggests that these tickets are sold to travelers with both a high willingness-to-pay and strong brand loyalty. Finally, our finding that fares for the remainder of Air Canada's tickets do fall with competition suggests the existence of a set of travelers with a high enough underlying willingness-to-pay that they are charged relatively high prices under monopoly but a high enough willingness-to-switch that their prices fall with competition. This set of travelers is consistent with the brand indifferent business travelers that we consider in our model. Furthermore, consistent with our model, our results indicate that fare differentials between some tickets fall with competition while other rise. To illustrate this, in Table 11 , we estimate the impact of competition on the ratios of various fare percentiles. The estimates in the table show that competition lowers the ratio of fares in the middle of the distribution (the twenty-fifth, fiftieth, and seventy-fifth percentiles) to fares at the bottom of the distribution by about 10 percent. On the other hand, the ratio of fares at the top of the distribution to fares in the middle of the distribution increases with competition. 37 These patterns suggest that price differences between tickets in the middle and bottom of the distribution is likely based on differences in 37 We also estimated these regressions using less extreme percentiles; e.g., fifth and ninety-fifth. When we do so, we find a very similar pattern, however, the standard errors are larger-likely due to the measurement error in the percentiles we construct, as discussed earlier-making the point estimates either only marginally significant or insignificant. underlying willingness-to-pay while price discrimination between tickets at the top and in the middle of the distribution is, at least partly, based on differences in brand loyalty.
One concrete way to illustrate the differing effects of competition on fares is to consider the entry of Porter airlines, starting in 2008, into 18 routes. All of these were served by Air Canada, and a number of these were routes where Air Canada was a monopolist. Thus, Porter's entry would be expected to reduce fares. In Table 12 , we show the estimated effect of Porter's entry on selected percentiles of Air Canada's fare distribution. We do this by estimating how Porter's presence on a route affected Air Canada's fares, controlling for the number of other carriers on the route, restricting attention to the routes that were entered by Porter at some point during our sample period. The table shows that Porter's entry was associated with around a $40 drop in Air Canada's mean fares across the routes that eventually experienced entry. However, these figures are strikingly different at various percentiles. For the very cheapest tickets on Air Canada, Porter's entry had no effect, while the largest effect-a $72 reduction, with a confidence interval of +/−$18-occurred at the seventy-fifth percentile. Thus, this simple exercise highlights why focusing on mean effects, or effects at the tails of the fare distribution, can obscure the considerable heterogeneity in the impact of competition across the fare distribution.
Finally, while our findings are consistent with our simple model of price discrimination, it is worth considering the role that cost-based explanations of price dispersion could play. Variation in the fares observed on a given route-month will reflect both price discrimination and differences in the marginal costs of a seat. While it is likely the case that the marginal costs of business class tickets and expensive coach tickets are somewhat higher than the marginal costs of cheaper coach tickets-for example, due to the costs of providing greater in-flight service, more frequent flier points or refundability-it is unlikely that these cost differences are large enough to account for the fare differences between these types of tickets. Moreover, there is no reason that competition would differentially impact the costs of different types of tickets.
A more significant source of cost variation can arise from differences in the shadow cost of capacity. Because capacity is hard to adjust and demand is uncertain, the marginal cost of an airline seat includes a shadow cost-i.e.: the cost of not being able to sell that seat at a later time. Shadow costs will vary across flights in both predictable and unpredictable ways. For example, the shadow cost of capacity will be higher at peak times of the day, peak times of the season, and when airline and/or airport resources are scarce. This will result in fare differences across flights on a given route, reflecting the higher expected shadow cost of capacity on certain flights. In addition, the shadow cost of a seat may change over time as demand for a flight is realized. Since airlines can adjust fares as demand is realized, fares will be adjusted to reflect the shadow cost of a seat at the time that the seat is sold. It is likely that some of the within route-month fare variation observed in our data reflects differences in the shadow costs of seats. Since we are unable to match tickets to particular flights and do not have data on expected or realized load factors, it is not possible for us to directly control for the factors that affect the shadow cost of a seat. Most previous studies of competition and price discrimination in the airline industry face a similar problem as the standard database on US fares, the DB1B, also does not allow tickets to be matched to particular flights. 38 Instead, one strategy that has been used to distinguish price dispersion due to price discrimination from price dispersion due to differences in marginal cost is to identify routes where the heterogeneity in willingness-to-pay is expected to be large. For example, Gerardi and Shapiro (2009) identify "big city" routes and tourist routes and argue that the former are more likely than the latter to have both business and tourist travelers. They show that their findings with respect to market structure and price dispersion are more pronounced on big city routes, suggesting the operation of price discrimination.
The Canadian setting does not lend itself to this strategy as there are fewer big cities and no obvious tourist routes (like Las Vegas and Orlando). Instead, we view our analyses that consider the impact of Porter Airlines (at Toronto's Billy Bishop Airport) and WestJet (at Hamilton airport) as suggesting the operation of price discrimination. Specifically, our findings-that the U-shaped pattern of fare reductions is larger when Air Canada faces competition from Porter Airlines out of downtown Toronto and smaller when it faces competition from WestJet out of Hamilton Airport-are consistent with a high cross price elasticity between Air Canada and Porter but a low cross price elasticity with WestJet when it flies out of a distant airport. 38 A number of recent papers have data that links fares to flights and that includes information on load factors. However, these papers focus only on monopoly routes in order to simplify their structural estimation. See, for example, Lazarev (2012) and Williams (2013) . 
V. Conclusions
In this paper, we have revisited the relationship between market structure and price discrimination in the airline industry. This industry has been the focus of much of the previous empirical work on competition and price discrimination; yet, this literature has delivered conflicting findings. These findings have, thus far, been reconciled based on differences in empirical strategies used. To be sure, these differences are important. However, we have offered a new way to understand the different findings that have emerged. Building on early theoretical work in this area, which shows that competition can increase or decrease price differences between consumer types, we developed a simple model with three types of travelers. Our model allowed travelers to differ in terms of both their underlying value of a trip and their degree of brand loyalty and, further, allowed travelers with a high value of travel to differ in terms of their brand loyalty. We have shown that, in this setup, competition may have the largest impact on the fares charged to travelers who have a high underlying value of completing their trip but little airline loyalty. Because these travelers' fares fall by more than those of other types of travelers, competition reduces the fare differential between some types of tickets while increasing the differential between others. This makes it clear that the resulting relationship between competition and overall fare dispersion is ambiguous.
Our empirical analysis estimated how changes in market structure on routes served by Air Canada affected the airline's fares for different types of tickets. The results indicate that competition has little impact on Air Canada's very cheap fares or very expensive fares, including both business class and high-end coach class tickets. On the other hand, competition leads to a 7-8 percent reduction in fares of tickets in the middle of the coach distribution. Overall, we find a U-shaped relationship between competition and fare reductions over the fare distribution. This implies, and indeed we show, that competition reduces some fare differentials while increasing others, thus encompassing both sets of findings in the earlier literature. More generally, the paper highlights the fact that, in non-monopoly settings, the impact of competition on price discrimination will depend on whether price discrimination is based on differences in industry-elasticities or cross-elasticities or both and that measuring this relationship requires a nuanced understanding of the sources of consumer heterogeneity in an industry. Both our theoretical model and our empirical results are rooted in a model of third-degree price discrimination, where airlines charge different prices to travelers who are likely to possess different characteristics. However, as we acknowledge in the paper, airlines use a mix of second-and third-degree price discrimination strategies, as do firms in a range of industries. Thus far, the empirical literature on price discrimination has not separated out the effect of competition on each type of price discrimination. We believe that a productive area of future research would be to identify a setting where data was available that allowed the effects of competition on firms' second-degree and third-degree price discrimination strategies to be disentangled. 
