Silicon pixel detectors are used to measure the position of charged particles. Each pixel is a small segmented square on a silicon wafer which is a thin slice of Semiconductor material. The pixel detector in the ATLAS experiment is designed to collect information on particles coming from a point of interest, in our case it is the interaction point where the two proton beams collide, so it's built to surround that point as completely as possible. In the following sections, a basic working principle of a pixel sensor and semiconductor physics theory is briefly discussed. A brief description of the ATLAS pixel detector [1] is given in Chapter 2. A study of the SEU rate in the ATLAS Pixel detector is presented in Chapter 3. The summary of results and conclusions based on the SEU rate study is presented in Chapter 4.
Basic working principle of a Pixel detector:
An energetic charged particle passing through a pixel detector creates many (thousands or tens of thousands) electron-hole pairs via the electromagnetic interaction.
The electron thus created is pulled to one direction (towards the anode) by the applied electric field, while the hole (the empty space where the electron should be) is pulled to the other direction (towards the cathode) as shown in Figure 1 . The charge built up on these contacts produces a current which is registered via the electronic readout into the data acquisition system and recorded into the data stream. By studying the data streams to identify the patterns of pixels that have charge recorded, we can reconstruct the paths of the particles that passed through them. This gives us a very precise measurement of the point at which the particle passed through the detector.
LHC collisions had highest peak instantaneous luminosity around 7.
[2] in 2012 operation. Pixel sensors are designed to withstand intense radiation found right next to the collision region, which can damage the silicon structure.
Studies of Single Event Upset (SEU) in pixel readout electronics [3] were performed before LHC operation began. An SEU is the phenomenon of producing an electrical signal with in a micro-electronic device, such as a transistor, when an energetic particle passes directly through it. anti-clock wise. Source: [4] .
Brief introduction to semiconductors:
This section discusses the basic properties of semiconductors. A semiconductor is a material which has electrical conductivity between that of a conductor such as copper
and an insulator such as glass. In semiconductor production, doping intentionally introduces impurities into an extremely pure semiconductor (also referred to as intrinsic).
Adding small quantities of impurity atoms to an intrinsic semiconductor significantly changes the electrical conductivity of a semiconductor. The energy levels of different types of semiconductor materials are shown in Figure 2 , where is the energy of a single-electron quantum state drawn along the vertical axis. The number of quantum states per unit energy (Energy density of states "D") is drawn along the horizontal axis.
The valence band is the highest range of electron energies in which electrons are normally present at absolute temperature. The conduction band is the range of electron energy that is high enough to free an electron from binding with its atom to move freely within the atomic lattice of the material. The difference between the valence band and conduction band is the band gap. The minimum energy required for an electron in the valence band to jump into the conduction band is the band gap energy given by .
States occupied by electrons are shown as states filled with small black circles. At room temperature, due to thermal excitation, some electrons jump to the conduction band leaving "holes" (absence of an electron) in the valence band. Electrical conductivity is possible with either electrons in the conduction band or holes in the valence band. Figure 2 . Band gap spectra of intrinsic and doped semiconductors at room temperature.
Source: [5] The number of electrons per quantum state is given by the Fermi-Dirac distribution.
depends on the energy of the single-electron quantum state, the absolute temperature T, the Boltzmann constant , and µ is the chemical potential, also known as the Fermi level. The Fermi level is shown by a red tick mark in Figure 2 .
Because the number of electrons in the conduction band is small, the average number of quantum states in the conduction band may be simplified to the MaxwellBoltzmann distribution given by:
Here T is the absolute temperature, is the Boltzmann constant, and µ is the chemical potential. For an intrinsic semiconductor, the Fermi level is about in the middle of the band gap. Therefore with , the average number of electrons per quantum state at the bottom of the conduction band is
At room temperature (T = 293 K), is about 0.025 eV and for silicon, the band gap energy is about 1.12 eV. Then the fraction of electrons in the bottom of the conduction band is about . In other words, only one in 5 billion quantum states in the lower part of the conduction band has an electron in it. This is why pure silicon conducts poorly.
Holes are the absence of electrons, so the states that are not filled with electrons in the valance band are given by:
Plugging the Fermi-Dirac distribution into , we have the expression for .
In the valence band, the energy of the single-electron (or hole) Usually the angle is more conveniently expressed in terms of the pseudo-rapidity defined ( )
The ATLAS Pixel Detector:
The innermost detector, immediately outside the LHC beam pipe, is the silicon pixel detector. As shown in Figure 5 , the ATLAS Pixel detector has three concentric cylindrical layers and six end cap disks of detectors inside a magnetic field provided by a superconducting solenoid. The Pixel detector is capable of measuring the charged particle positions in spite of the high particle densities, radiation doses, and interaction rates provided by the LHC collisions.
The schematic view of the active region of the pixel detector is shown in Figure 6 .
The principle components of the pixel tracking system are given below: The basic unit of the pixel detector is the module, composed of silicon sensors, front-end electronics and flex-hybrids with control circuits. All modules are identical to each other. Figure 7 shows the block diagram of the pixel detector system. Each module is connected to the off-detector Read-Out-Drivers through optical-fiber links (optolinks). Figure 8 shows the architecture of the opto-links. The two main components in the opto-link system are the Opto-board, on the detector side, and the Back of Crate Card (BOC), on the off-detector end. The nominal pixel size is 50 microns in the ɸ direction and 400 microns in z (barrel region, along the beam axis) or r (disk region). There are 46,080 pixel electronics channels in a module. The summary of the number of modules, number of channels and active area for pixel barrel layer is shown in Table 1 and for Disks is shown in Table 2 . As shown in Figure 6 , there are 1456 barrel modules and 288 disk modules Module reconfiguration has proved to be a corrective action for Timeout, Busy and module level Synchronization error states. An automatic mechanism to detect these error states at ROD level and reconfigure that specific problematic module to recover it into data-taking mode is implemented. In the following sections, we present the performance of this module auto-recovery tool and quantify the rate of occurrences of these error states and their dependency on layer and end cap disk geometry.
Analysis of the QuickStatus performance:
The following section contains several studies aiming to evaluate the performance of the ROD-level auto recovery system during the 2012 LHC proton-proton collisions run. Section 3. this actions information was also written to the same log file. The number of runs, the average time per run and the total run time for each Phase can be found in Table 3 .
Approximately 22% of the log files were lost due to automatic clean up. Table 5 shows that for every one Timeout error in the Layer2 Module, there were eight
Timeout errors in the BLayer Module, approximately two Timeout errors in the Layer1
Module and one Timeout error in the Disk Module.
ROD Busy errors study:
Similar to the previous Timeout Study, the Busy rate is the ratio of the total number of Busy errors in the given Phase of the run and the total run time of that Phase. Table 6 shows the summary of Busy rates in the given Pixel Layer in all of the three Phases of the run. The average Busy error rate in the BLayer for Phase1 runs was 0.50;
i.e., approximately one Busy error in every two hours of data taking in the BLayer
Modules. Whereas, in Phase2 and Phase3 runs were 1.6 hours and 1 hour of data taking respectively, clearly indicating the increase in the Busy error rate from Phase1 to Phase3.
This increase in Busy rate was due to the increase of Busy errors contribution from known problematic Modules (Modules connected to the Rods: ROD_B1_S12, ROD_B1_S18, ROD_B1_S9 and ROD_B3_S8) in BLayer [2] . There was on average three Busies in every run in Pixel BLayer Modules in Phase1 and Phase2 runs and on an average of five Busies per run in Phase3 runs. Figure 12 . ModSync errors in Pixel Layers and All Disks in Phase2 runs and Phase3 runs. Source: [2] As shown in Figure 12, total RodSyncs) were in Layer2 Rods. In the Disks, almost all the RodSyncs were occurred in the Rod: ROD_D1_S17 [2] . This ROD is known for its bandwidth problem. [8] It is clearly noticeable that the QuickStatus logic recovers the problematic modules efficiently so that the Enabled module fraction is increased after run 202609, shown in Figure 14 . Figure 15 shows the average number of modules with readout errors per event per luminosity block in the Pixel BLayer for the data taken from a run before (black points) and after (blue points) the recovery procedure was introduced.
Because of single event upset a module may get stuck in a permanent error state.
After the automatic recovery, the number of modules in error state has decreased significantly.
Thus we conclude that the Module auto-recovery algorithm recovered many problematic
Modules a significant number of times in a given run. It will be interesting to study the above errors (SEU) rate at higher energies when the LHC restarts after a long shutdown, 
