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Abstract
The efficient and reliable approximation of convection-dominated problems continues
to remain a challenging task. To overcome the difficulties associated with the discretiza-
tion of convection-dominated equations, stabilization techniques and a posteriori error
control mechanisms with mesh adaptivity were developed and studied in the past. Nev-
ertheless, the derivation of robust a posteriori error estimates for standard quantities
and in computable norms is still an unresolved problem and under investigation. Here
we combine the Dual Weighted Residual (DWR) method for goal-oriented error control
with stabilized finite element methods. By a duality argument an error representation
is derived on that an adaptive strategy is built. The key ingredient of this work is the
application of a higher order discretization of the dual problem in order to make a robust
error control for user-chosen quantities of interest feasible. By numerical experiments
in 2D and 3D we illustrate that this interpretation of the DWR methodology is capable
to resolve layers and sharp fronts with high accuracy and to further reduce spurious
oscillations.
Keywords: Convection-dominated problems, stabilized finite element methods, mesh
adaptivity, goal-oriented a posteriori error control, Dual Weighted Residual method, duality
techniques
1 Introduction
From the second half of the last century to nowadays, especially in the pioneering works of the
1980’s (cf., e.g., [13, 21]), strong efforts and great progress were made in the development of ac-
curate and efficient approximation schemes for convection-dominated problems. For a review
of fundamental concepts related to their analysis and approximation and a presentation of
prominent robust numerical methods we refer to the monograph [30]. Convection-dominated
problems arise in many branches of technology and science. Applications can be found in fluid
dynamics including turbulence modelling, heat transport, oil extraction from underground
reservoirs, electro-magnetism, semi-conductor devices, environmental and civil engineering as
well as in chemical and biological sciences. The solutions of convection-dominated transport
problems are typically characterized by the occurrence of sharp moving fronts and interior
or boundary layers. The key challenge for the accurate numerical approximation of solutions
to convection-dominated problems is thus the development of discretization schemes with
the ability to capture strong gradients of solutions without producing spurious oscillations or
smearing effects.
A possible remedy is the application of one of the numerous stabilization concepts that
have been proposed and studied for various discretization techniques in the recent years; cf. [30].
Here we focus on using finite element discretizations along with residual-based stabilizations.
Among theses techniques, we choose the streamline upwind Petrov–Galerkin (SUPG) method
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[20, 13], which aims at reducing non-physical oscillations in streamline direction. Besides the
class of residual-based stabilization techniques, flux-corrected transport schemes (cf., e.g.,
[28]) have recently been developed and investigated strongly. They have shown their poten-
tial to handle the characteristics of convection-dominated problems and resolve sharp fronts
with high accuracy; cf. [25]. Recently, numerical analyses of these methods were presented;
cf. [7]. In contrast to residual-based stabilizations, flux-corrected transport schemes aim at a
stabilization on the algebraic level. In [25], a competitive numerical investigation of the perfor-
mance properties of these and further stabilization concepts is given. In [25] and many other
works of the literature authors conclude that spurious oscillations in the numerical approx-
imation of convection-dominated problems can be reduced by state-of-the-art stabilization
techniques, but nevertheless the results are not satisfactory yet, in particular, if applications
of practical interest and in three space dimensions are considered.
A further and widespread technique to capture singular phenomena and sharp profiles
of solutions is the application of adaptive mesh refinement based on an a posteriori error
control mechanism. For a review of a posteriori error estimation techniques for finite element
methods and automatic mesh generation we refer, for instance, to the monograph [32]. The
design of an adaptive method requires the availability of an appropriate a posteriori error
estimator. For convection-dominated problems, the derivation of such an error estimator,
that is robust with respect to the small perturbation parameter of the partial differential
equation, is delicious and has borne out to be a considerable source of trouble. Existing a
posteriori error estimates are typically either non-robust with respect to the perturbation
parameter or provide a control of quantities that are typically not of interest in practice or a
control in non-computable error norms; cf. [16, 24]. Consequently, the quality of adaptively
refined grids is often not satisfactory yet. Further, only a few contributions have been pub-
lished for convection-dominated problems and the considered type of stabilized finite element
discretizations. For a more detailed discussion we refer to [24].
In this work we use an adaptive method that is based on dual weighted residual a posteriori
error estimation [11, 12, 6]. The Dual Weighted Residual method (DWR) aims at the eco-
nomical computation of arbitrary quantities of physical interest, point-values or line/surface
integrals for instance, by properly adapting the computational mesh. Thus, the mesh adap-
tation process can be based on the computation and control of a physically relevant goal
quantity instead of a control in the traditional energy- or L2-norm. In particular in the con-
text of convection-dominated transport, the control of local quantities is typically of greater
importance than the one of global quantities arguing for the application of DWR based tech-
niques. The DWR approach relies on a variational formulation of the discrete problem and
uses duality techniques to provide a rigorous a posteriori error representation from that a
computable error indicator can be derived. Of course, such an error estimation can also be
obtained with respect to global quantities and norms, e.g., the L2-norm or energy norm;
cf. [4]. The exact error representation within the DWR method cannot be evaluated directly,
since it depends on the unknown exact solution of a so called dual or adjoint problem. The
dual solution is used for weighting the local residuals within the error representation and
has to be computed numerically. This approximation cannot be done in the finite element
space of the primal problem, since it would result in an useless vanishing approximation
of the error quantity; cf. [6]. Approximation by higher-order methods, approximation by
higher-order interpolation, approximation by difference quotients and approximation by local
residual problems have been considered so far as suitable approaches for the approximation
of the dual solution; cf. [6].
In this work we combine the DWR approach with SUPG stabilized approximations of
convection-dominated problems. Even though the DWR approach has been applied to many
classes of partial differential equations, our feeling is that its potential for the numerical
approximation of convection-dominated problems has not been completely understood and
explored yet. For simplicity, we restrict ourselves to stationary convection-dominated prob-
lems here. This is done in order to focus on the interaction of stabilization and error control in
a simplified framework rather than considering sophisticated problems. In [18], higher-order
finite elements and a partition-of-unity technique are used to get the local error estimations
within the DWR method for a class of elliptic problems. Similarly to [18], we solve the
dual problem by using higher-order finite element techniques, which is a key ingredient of
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this work. However, we differ from [18] with respect to the computation of the local error
indicator. Here, we follow the classical way of the DWR philosophy, receiving the error rep-
resentation on every mesh element by a cell-wise integration by parts. Due to the specific
character of convection-dominated problems our computational experience is that the error
control needs a particular care in regions with interior and boundary layers and in regions
with sharp fronts in order to get an accurate quantification of the numerical errors. This is
in contrast to other works of the literature on the DWR method in that strong effort is put
onto the reduction of the computational costs for solving the dual problem. In numerical
experiments we will illustrate the high impact of the proper choice of the weights and thereby
of the dual solution on the mesh adaptation process. The key motivation in this work is to
reduce sources of inaccuracies and non-sharp estimates in the a posteriori error representation
as far as possible in order to avoid numerical artefacts. Thereby we aim to improve the quality
of the numerical approximation and error control in particular in regions with sharp fronts
and sensitive solution profiles where the application of interpolation techniques is expected
to be highly defective. We note that in the case of nonlinear problems, like the Navier–Stokes
equations, the computational costs for solving the primal problem dominate, since here a
Newton or fixed-point iteration has to be applied, whereas the dual problem always remains
a linear one. Therefore, in the case of nonlinear problems a higher order approach for the dual
problem does not necessarily dominate the overall computational costs. Our approach is elab-
orated by careful numerical investigations in two and three space dimensions that represent
a further ingredient of this work.
This work is organized as follows. In Sect. 2 we introduce our model problem together
with some global assumptions and our notation. Further we present a short derivation of the
DWR approach as well as the finite element approximation in space. We conclude Sect. 2
by presenting the SUPG stabilized form of the discrete scheme. In Sect. 3 we derive a
localized error representation in terms of a user chosen target quantity. In Sect. 4 some
implementational issues and our adaptive solution algorithm are addressed. Finally, in Sect.
5 the results of numerical computations in two and three space dimensions are presented in
order to illustrate the feasibility and potential of the proposed approach.
2 Problem formulation and stabilized discretization
In this section we first present our model problems. Then we sketch the stabilized approxi-
mation of the primal and dual problem within the DWR framework.
2.1 Model problem and variational fomulation
In this work we consider the steady linear convection-diffusion-reaction problem
−∇ · (ε∇u) + b · ∇u+ αu = f in Ω ,
u = 0 on ∂Ω .
(2.1)
We assume that Ω ⊂ Rd, with d = 2 or d = 3, is a polygonal or polyhedral bounded do-
main with Lipschitz boundary ∂Ω . For brevity, problem (2.1) is equipped with homogeneous
Dirichlet boundary conditions. In our numerical examples in Sect. 5, we also consider other
types of boundary conditions. In Remark 3.6, the incorporation of nonhomogeneous Dirichlet
and Neumann boundary conditions is briefly addressed. Problem (2.1) is considered as a
prototype model for more sophisticated equations of practical interest, for instance, for the
Navier–Stokes equations of incompressible viscous flow. For an application of our approach
to semilinear problems with nonlinear reactive terms we refer to [31].
Here, 0 < ε  1 is a small positive diffusion coefficient, b ∈ (H1(Ω))d ∩ (L∞(Ω))d is the
flow field or convection tensor, α ∈ L∞(Ω) is the reaction coefficient, and f ∈ L2(Ω) is a given
outer source of the unknown scalar quantity u . Furthermore, we assume that the following
condition is fulfilled:
∇ · b(x) = 0 and α(x) ≥ 0 ∀x ∈ Ω . (2.2)
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It is well known that problem (2.1) along with condition (2.2) admits a unique weak solution
u ∈ V = H10 :=
{
v ∈ H1(Ω)∣∣ v|∂Ω = 0} that satisfies the following variational formulation;
cf., e.g. [30, 2, 24].
Find u ∈ V such that
A(u)(ϕ) = F (ϕ) ∀ϕ ∈ V , (2.3)
where the bilinear form A : V × V 7→ R and the linear form F : V 7→ R are given by
A(u)(ϕ) := (ε∇u,∇ϕ) + (b · ∇u, ϕ) + (αu, ϕ) ,
F (ϕ) := (f, ϕ) .
We denote by (·, ·) the inner product of L2(Ω) and by ‖ · ‖ the associated norm with ‖v‖ =
(v, v)
1
2 = (
∫
Ω
|v|2dx) 12 .
2.2 The Dual Weighted Residual approach
The DWR method aims at the control of an error in an arbitrary user-chosen target functional
J of physical relevance. To get an error representation with respect to this target functional,
an additional dual problem has to be solved. Before we focus on this error representation, we
introduce the derivation of the dual problem of (2.3) needed below in the DWR approach.
For this, we consider the Euler-Lagrangian method of constrained optimization. For some
given functional J : V 7→ R we consider solving
J(u) = min{J(v) , v ∈ V , where A(v)(ϕ) = F (ϕ) ∀ϕ ∈ V } .
For this we define the corresponding Lagrangian functional L : V × V 7→ R by
L(u, z) := J(u) + F (z)−A(u)(z) , (2.4)
where we refer to z ∈ V as the dual variable (or Lagrangian multiplier), cf. [6]. We determine
a stationary point {u, z} ∈ V × V of L(·, ·) by the condition that
L′(u, z)(ψ,ϕ) = 0 ∀{ψ,ϕ} ∈ V × V , (2.5)
or, equivalently, by the system of equations that
A′(u)(ψ, z) = J ′(u)(ψ) ∀ψ ∈ V , (2.6)
A(u)(ϕ) = F (ϕ) ∀ϕ ∈ V . (2.7)
Eq. (2.7), the z-component of the stationary condition (2.5), is just the given primal problem
(2.3) whereas Eq. (2.6), the u-component of (2.5), is called the dual or adjoint problem. In
strong form, the dual problem reads as
−∇ · (ε∇z)− b · ∇z + αz = j in Ω ,
z = 0 on ∂Ω ,
(2.8)
where j ∈ L2(Ω) is a L2-representation of the target function J(·) that is supposed to exist;
cf. Eq. (2.12). The bilinear form A′ is given by
A′(u)(ψ, z) = (ε∇ψ,∇z) + (b · ∇ψ, z) + (αψ, z) = A(ψ)(z) .
Applying integration by parts to the convective term along with the condition (2.2) yields for
A′(u)(ψ, z) the representation that
A∗(z)(ψ) := A′(u)(ψ, z) = (ε∇z,∇ψ)− (b · ∇z, ψ) + (αz, ψ) . (2.9)
Thus we have the following Euler-Lagrange system.
Find {u, z} ∈ V × V such that
A(u)(ϕ) = F (ϕ) ∀ϕ ∈ V , (2.10)
A∗(z)(ψ) = J(ψ) ∀ψ ∈ V , (2.11)
where the functional J(·) is supposed to admit the L2-representation
J(ψ) := (j(u), ψ) . (2.12)
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2.3 Discretization in space
Here we present the spatial discretization of (2.1). We use Lagrange type finite element
spaces of continuous functions that are piecewise polynomials. For the discretization in space,
we consider a decomposition Th of the domain Ω into disjoint elements K, such that Ω¯ =
∪K∈ThK¯. Here, we choose the elements K ∈ Th to be quadrilaterals for d = 2 and hexahedrals
for d = 3. We denote by hK the diameter of the element K. The global space discretization
parameter h is given by h := maxK∈Th hK . Our mesh adaptation process yields locally
refined and coarsened cells, which is facilitated by using hanging nodes [14]. We point out
that the global conformity of the finite element approach is preserved since the unknowns at
such hanging nodes are eliminated by interpolation between the neighboring ’regular’ nodes,
cf. [6].
The construction of the approximating function spaces is done on the reference element
Kˆ := [0, 1]d , d = 2, 3. Therefore, we introduce the mapping TK : Kˆ → K from the reference
element Kˆ onto an element K ∈ Th. On that reference domain Kˆ, we introduce the following
finite element spaces
Qˆp1,p2h :=
{
ϕˆ : [0, 1]2 → R
∣∣∣∣∣ ϕˆ(xˆ) :=
p1∑
i=0
p2∑
j=0
ϕˆi,jx
i
1x
j
2 , with ϕˆi,j ∈ R
}
and
Qˆp1,p2,p3h :=
{
ϕˆ : [0, 1]3 → R
∣∣∣∣∣ ϕˆ(xˆ) :=
p1∑
i=0
p2∑
j=0
p3∑
k=0
ϕˆi,j,kx
i
1x
j
2x
k
3 , with ϕˆi,j,k ∈ R
}
.
Then, for an arbitrary polynomial degree p ≥ 0, the approximating finite element spaces are
defined by
V ph :=
{{
v ∈ V ∩ C(Ω¯)∣∣v|K ◦ T −1K ∈ Qˆp,ph ,∀K ∈ Th} , d = 2 ,{
v ∈ V ∩ C(Ω¯)∣∣v|K ◦ T −1K ∈ Qˆp,p,ph ,∀K ∈ Th} , d = 3 . (2.13)
2.4 Streamline upwind Petrov-Galerkin stabilization
In order to reduce spurious and non-physical oscillations of the discrete solutions, arising close
to layers or sharp fronts, we apply the SUPG method, a well-known residual based stabiliza-
tion technique for finite element approximations; cf. [30, 1, 25, 9]. The SUPG approach aims
at an stabilization in the streamline direction; cf. [30]. In particular, existing a priori error
analysis ensure its convergence in the natural norm of the scheme including the control of
the approximation error in streamline direction; cf. [30, Thm. 3.27]. Applying the SUPG ap-
proach to the discrete counterpart of (2.10) and (2.11) yields the following stabilized discrete
system of equations.
Find {uh, zh} ∈ V ph × V p+sh , s ≥ 1 , such that
AS(uh)(ϕh) = F (ϕh) ∀ϕh ∈ V ph , (2.14)
A∗S(zh)(ψh) = J(ψh) ∀ψh ∈ V p+sh , s ≥ 1 , (2.15)
where the stabilized bilinear forms are given by
AS(uh)(ϕh) := A(uh)(ϕh) + S(uh)(ϕh) ,
A∗S(zh)(ψh) := A
∗(zh)(ψh) + S∗(zh)(ψh) ,
and the stabilized terms are defined by
S(uh)(ϕh) :=
∑
K∈Th
δK(R(uh), b · ∇ϕh)K ,
R(uh) := −∇ · (ε∇uh) + b · ∇uh + αuh − f ,
S∗(zh)(ψh) :=
∑
K∈Th
δ∗K(R
∗(zh),−b · ∇ψh)K ,
R∗(zh) := −∇ · (ε∇zh)− b · ∇zh + αzh − j(uh) .
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Remark 2.1. The proper choice of the stabilization parameters δK and δ
∗
K is an important
issue in the application of the SUPG approach; cf. [23, 22] and the discussion therein. As
proposed by the analysis of stabilized finite element methods in [29, 9], we choose the parameter
δK and δ
∗
K as
δK , δ
∗
K ∼ min
{
hK
p‖b‖L∞(K) ;
h2K
p4ε
;
1
α
}
.
Here, the symbol ∼ denotes the equivalence up to a multiplicative constant independent of K.
This constant has to be understood as a numerical tuning parameter.
Remark 2.2. We note that the stabilization within the dual problem acts in the negative
direction of the flow field b; cf. Eq. (2.9). The discrete dual probleme (2.15) is based on a
first dualize and then stabilize (FDTS) principle in that the dual problem of the weak equation
(2.11) is derived first. The stabilization is then implemented by applying the SUPG method to
the discrete counterpart of the dual problem. The alternative strategy first stabilize and then
dualize (FSTD) of transposing the stabilized fully discrete equation (2.14) requires differenti-
ation of the stabilization terms. In general, the strategies FDTS and FSTD do not commute
with each other. In the literature (cf. [10]) the possibility of stability problems is noted for
the FSTD strategy. In our performed numerical experiments the FSTD strategy did not show
any lack of stability but led to slightly weaker results; cf. [31]. For these reasons we focus on
the FDTS strategy only in this work.
3 Error Estimation
In this section our aim is to derive a localized (i.e. elementwise) a posteriori error represen-
tation for the stabilized finite element approximation in terms of the target quantity J(·) by
using the concepts of the DWR approach briefly introduced in Subsect. 2.2. Afterwards, an
adaptive mesh refinement process is built upon the thus given error representation. Refining
and coarsening of the finite element mesh is considered. To achieve this aim, some abstract
results are needed. First, we show an error representation by means of the Lagrangian func-
tional. From this, an error representation in terms of the primal and dual residual is deduced.
In the final step the dual residual is substituted by the primal residual and some stabilization
terms.
To start with, we put
x := {u, z} , y := {ψ,ϕ} ∈ V × V , (3.1)
xh := {uh, zh} , yh := {ψh, ϕh} ∈ V ph × V ph , (3.2)
and
S(xh)(yh) := S(uh)(ϕh) + S∗(zh)(ψh) .
The discrete solution xh ∈ V ph × V ph then satisfies the variational equation
L′(xh)(yh) = S(xh)(yh) ∀yh ∈ V ph × V ph . (3.3)
Now we develop the error in terms of the Lagrangian functional.
Theorem 3.1. Let X be a function space and L : X → R be a three times differentiable
functional on X. Suppose that xc ∈ Xc with some (”continuous”) function space Xc ⊂ X is a
stationary point of L. Suppose that xd ∈ Xd with some (”discrete”) function space Xd ⊂ X ,
with not necessarily Xd ⊂ Xc , is a Galerkin approximation to xc being defined by the equation
L′(xd)(yd) = S(xd)(yd) ∀yd ∈ Xd . (3.4)
In addition, suppose that the auxiliary condition
L′(xc)(xd) = 0 (3.5)
is satisfied. Then there holds the error representation
L(xc)− L(xd) = 1
2
L′(xd)(xc − yd) + 1
2
S(xd)(yd − xd) +R ∀yd ∈ Xd ,
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where the remainder R is defined by
R = 1
2
∫ 1
0
L′′′(xd + se)(e, e, e) · s · (s− 1) ds , (3.6)
with the notation e := xc − xd.
Proof. We let e = xc − xd. By the fundamental theorem of calculus it holds that
L(xc)− L(xd) =
∫ 1
0
L′(xd + se)(e) ds .
Approximating the integral by the trapezoidal rule yields that
L(xc)− L(xd) = 1
2
L′(xd)(xc − xd) + 1
2
L′(xc)(xc − xd) +R , (3.7)
with R being defined by (3.6) . By the supposed stationarity of L in xc along with the
assumption (3.5) the second of the terms on the right-hand side of (3.7) vanishes. Together
with eq. (3.4) we then get that
L(xc)− L(xd) = 1
2
L′(xd)(xc − yd) + 1
2
L′(xd)(yd − xd) +R
=
1
2
L′(xd)(xc − yd) + 1
2
S(xd)(yd − xd) +R ,
for all yd ∈ Xd. This completes the proof of the theorem.
For the subsequent theorem we introduce the primal and dual residuals by
ρ(uh)(ϕ) := F (ϕ)−A(uh)(ϕ) ∀ϕ ∈ V , (3.8)
ρ∗(zh)(ψ) := J ′(uh)(ψ)−A∗(zh)(ψ) ∀ψ ∈ V . (3.9)
Theorem 3.2. Suppose that {u, z} ∈ V ×V is a stationary point of the Lagrangian functional
L defined in (2.4) such that (2.5) is satisfied. Let {uh, zh} ∈ V ph × V ph denote its Galerkin
approximation being defined by (2.14) and (2.15) such that (3.3) is satisfied. Then there holds
the error representation that
J(u)− J(uh) = 1
2
ρ(uh)(z − ϕh) + 1
2
ρ∗(zh)(u− ψh) +RS +RJ , (3.10)
for arbitrary functions {ϕh, ψh} ∈ V ph × V ph , where the remainder terms are defined by
RS := 1
2
S(uh)(ϕh + zh) +
1
2
S∗(zh)(ψh − uh) ,
and
RJ := 1
2
∫ 1
0
J ′′′(uh + s · e)(e, e, e) · s · (s− 1) ds , (3.11)
with e = u− uh.
Proof. Let x, defined by (3.1), be a stationary point of L in (2.4) such that (2.5) is satisfied.
Let xh, defined by (3.2), denote the Galerkin approximation of x that is given by (2.14) and
(2.15), respectively. From (2.4) along with (2.5) and (2.14) we conclude that
J(u)− J(uh) = L(x)− L(xh) + S(uh)(zh) .
Using Thm. 3.1 we get that
J(u)− J(uh) = 1
2
L′(xh)(x− yh) + 1
2
S(xh)(yh − xh) + S(uh)(zh) +R , (3.12)
for all {ψh, ϕh} ∈ V ph × V ph with the remainder R being defined by (3.6). Recalling the
definition (2.4) of L yields for the remainder R the asserted representation (3.11), due to the
fact that all parts of the third derivative of L vanish except the third derivative of J .
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Taking into account that Lu(u, z)(ψ) + Lz(u, z)(ϕ) = 0,where Lu and Lz denote the u-
component and z-component, respectively, of the stationary condition (2.5), we can write the
Fre´chet derivative of the Lagrangian functional as
L′(uh, zh)(u− ψh, z − ϕh) = J ′(uh)(u− ψh)−A∗(zh)(u− ψh)
+ F (z − ϕh)−A(uh)(z − ϕh)
= ρ∗(zh)(u− ψh) + ρ(uh)(z − ϕh) ,
for all {ψh, ϕh} ∈ V ph × V ph . Substituting this identity into (3.12) yields that
J(u)− J(uh) =1
2
ρ∗(zh)(u− ψh) + 1
2
ρ(uh)(z − ϕh)
+
1
2
S(xh)(yh − xh) + S(uh)(zh) +RJ .
(3.13)
Finally, we note that
1
2
S(xh)(yh − xh) + S(uh)(zh)
=
1
2
S(uh)(ϕh − zh) + 1
2
S∗(zh)(ψh − uh) + S(uh)(zh)
=
1
2
S(uh)(ϕh + zh) +
1
2
S∗(zh)(ψh − uh) . (3.14)
Combining (3.13) with (3.14) proves the assertion of the theorem.
In the error respresentation (3.10) the continuous solution u is required for the evaluation
of the adjoint residual. In the following theorem we show that the adjoint residual coincides
with the primal residual up to a quadratic remainder. This observation will be used below to
find our final error respresentation in terms of the goal quantity J and a suitable linearization
for its computational evaluation or approximation, respectively.
Theorem 3.3. Under the assumptions of Thm. 3.2, and with the definitions (3.8) and (3.9)
of the primal and dual residual, respectively, there holds that
ρ∗(zh)(u− ψh) = ρ(uh)(z − ϕh) + S(uh)(ϕh − zh) + S∗(zh)(uh − ψh) + ∆ρJ ,
for all {ψh, ϕh} ∈ V ph × V ph , where the remainder term is given by
∆ρJ := −
∫ 1
0
J ′′(uh + s · e)(e, e) ds , (3.15)
with e := u− uh.
Proof. Let e := u − uh and e∗ := z − zh denote the primal and dual error, respectively. For
arbitrary ψh ∈ V ph we put
k(s) := J ′(uh + s · e)(u− ψh)−A∗(zh + s · e∗)(u− ψh) .
We have that
k(1) := J ′(u)(u− ψh)−A∗(z)(u− ψh) = 0 .
From (3.9) we get that
k(0) = J ′(uh)(u− ψh)−A∗(zh)(u− ψh) = ρ∗(zh)(u− ψh) .
Further, we conclude that
k′(s) = J ′′(uh + s · e)(e, u− ψh)−A∗(e∗)(u− ψh) .
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Using (2.15) and (3.9) we find that
ρ∗(zh)(u− ψh) = J ′(uh)(u− ψh)−A∗(zh)(u− ψh) + S∗(zh)(ψh)− S∗(zh)(ψh)
−J ′(uh)(uh) +A∗(zh)(uh) + S∗(zh)(uh)
= ρ∗(zh)(u− uh) + S∗(zh)(uh − ψh)
= ρ∗(zh)(e) + S∗(zh)(uh − ψh) . (3.16)
From (3.16) along with the theorem of calculus
1∫
0
k′(s) ds = k(1)− k(0) it follows that
ρ∗(zh)(u− ψh) = ρ∗(zh)(e) + S∗(zh)(uh − ψh)
= k(0)− k(1) + S∗(zh)(uh − ψh)
=
∫ 1
0
(
A∗(e∗)(e) +−J ′′(uh + s · e)(e, e)
)
ds+ S∗(zh)(uh − ψh)
= A∗(e∗)(e) + S∗(zh)(uh − ψh) + ∆ρJ . (3.17)
Next, for the first term on the right-hand side of (3.17) we get that
A∗(e∗)(e) = (ε∇e∗,∇e)− (b · ∇e∗, e) + (αe∗, e)
= (ε∇e,∇e∗) + (b · ∇e, e∗) + (αe, e∗)
= F (e∗)−A(uh)(e∗)
= ρ(uh)(z − zh) = ρ(uh)(z − ϕh) + S(uh)(ϕh − zh) , (3.18)
for all ϕh ∈ V ph . Combining (3.17) with (3.18) yields that
ρ∗(zh)(u− ψh) = ρ(uh)(z − ϕh) + S(uh)(ϕh − zh) + S∗(zh)(uh − ψh) + ∆ρJ ,
for all {ψh, ϕh} ∈ V ph × V ph with ∆ρJ being defined by (3.15). This proves the assertion of
the theorem.
We summarize the results of the previous two theorems in the following corollary.
Corollary 3.4. Under the assumptions of Thm. 3.2 with the definitions (3.8) and (3.9) of
the primal and dual residual, respectively, there holds the error representation that
J(u)− J(uh) = ρ(uh)(z − ϕh) + S(uh)(ϕh) +RJ + 1
2
∆ρJ , (3.19)
for arbitrary functions ϕh ∈ V ph , where the remainder term RJ is given by (3.11) and the
linearization error ∆ρJ is defined by (3.15).
In the final step we derive a localized or elementwise approximation of the error that is
then used for the design of the adaptive algorithm.
Theorem 3.5 (Localized error representation). Let the assumptions of Thm. 3.2 be satisfied.
Neglecting the higher order error terms in (3.19), then there holds as a linear approximation
the cell-wise error representation
J(u)−J(uh) .=
∑
K∈Th
{(R(uh), z−ϕh)K−δK(R(uh), b·∇ϕh)K−(E(uh), z−ϕh)∂K} . (3.20)
The cell- and edge-wise residuals are defined by
R(uh)|K := f +∇ · (ε∇uh)− b · ∇uh − αuh , (3.21)
E(uh)|Γ :=
{ 1
2n · [ε∇uh] if Γ ⊂ ∂K\∂Ω ,
0 if Γ ⊂ ∂Ω , (3.22)
where [∇uh] := ∇uh|Γ∩K − ∇uh|Γ∩K′ defines the jump of ∇uh over the inner edges Γ with
normal unit vector n pointing from K to K ′.
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Proof. The assertion directly follows from (3.19) by neglecting the higher order remainder
terms RJ and ∆ρJ as well as applying integration by parts on each cell K ∈ Th to the
diffusion term in the primal residual (3.8).
Remark 3.6. (Nonhomogeneous Dirichlet and Neumann boundary conditions) We briefly
address the incorporation of further types of boundary conditions. First, we consider problem
(2.1) equipped with the nonhomogeneous Dirichlet condition
u = gD on ∂Ω
for a given function g ∈ H 12 (∂Ω) . For this, let g˜D ∈ H1(Ω) be an extension of gD in the sense
that the trace of g˜D equals gD on ∂Ω. Further, let the discrete function g˜D,h be an appropriate
finite element approximation of the extension g˜D. Then, the trace on ∂Ω of g˜D,h represents a
discretization of gD. For instance, a nodal interpolation of gD and an extension in the finite
element space can be used. This allows us to recast the weak form of problem (2.1) and its
discrete counterpart in terms of w = u − g˜D ∈ H10 (Ω) and wh = uh − g˜D,h ∈ V ph ⊂ H10 (Ω).
The previous calculations and the derivation of the a posteriori error estimator are then done
for the weak problem and its discrete counterpart rewritten in terms of w and wh. This yields
the result that
J(u)− J(uh) .=
∑
K∈Th
{(R(uh), z − ϕh)K − δK(R(uh), b · ∇ϕh)K
− (E(uh), z − ϕh)∂K}− ((gD − g˜D,h), ε∇z · n)∂Ω , (3.23)
where R(uh) and E(uh) are given by (3.21) and (3.22), respectively. The result of Thm. 3.5 is
thus extended by the last term of (3.23). If a homogeneous Neumann condition is prescribed
on a part ∂ΩN of the boundary ∂Ω = ∂ΩD∪∂ΩN , with Dirichlet part ∂ΩD, then the derivation
has to be done analogously for the solution space V = {v ∈ H1(Ω) | v = 0 on ΓD} and its
discrete counterpart and the resulting variational problems.
4 Practical Aspects
In this section we present practical aspects regarding the application of the result given
in Thm. 3.5 in computational studies of convection-dominated problems. In particular, we
present our mesh adaptation strategy that is based on (3.20). We note that the concepts
described here can be generalized to nonstationary problems; cf. [27].
The error representation (3.20), rewritten as
J(u)− J(uh) .=
∑
K∈Th
{(R(uh), z − ϕh)K − δK(R(uh), b · ∇ϕh)K − (E(uh), z − ϕh)∂K}
= η :=
∑
K∈Th
ηK , (4.1)
depends on the discrete primal solution uh as well as on the exact dual solution z. For the
application of (4.1) in computations, the unknown dual solution z has to be approximated
which results in an approximate error indicator η˜. As noted before, and as a consequence of
(3.19) and (3.20), respectively, the approximation of the dual solution cannot be done in the
same finite element space as used for the primal problem, since this would result in an useless
vanishing error representation η˜ = 0, due to the Galerkin orthogonality. As a key ingredient of
this work, for the numerical approximation of the dual solution z ∈ V we use a finite element
approach that is of higher polynomial order than the one of the discretization of the primal
problem. Again, to overcome the difficulties associated with the convection-dominance the
SUPG method (2.15) is here applied to the discrete dual problem as well. Thus, we determine
an approximation zh of the the dual solution z ∈ V in the space V p+sh for some s ≥ 1. In
contrast to many other works of the literature we thus use a higher order approach for the
approximation of the dual solution, i.e. zh ∈ V p+sh with s ≥ 1 whereas uh ∈ V ph , which however
leads to higher computational costs; cf. [8, 26] for algorithmic formulations and analyses. In
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the literature, the application of higher order interpolation instead of usage of higher order
finite element spaces is often suggested for the DWR approach; cf. [6, 4]. For convection-
dominated problems such an interpolation might be defective and lead to tremendous errors
close to sharp layers and fronts. Higher order techniques show more stability and reduce
spurious oscillations (cf. [9]) which is our key motivation for using a higher order approach
for the approximation of the dual solution. We also refer to our remark in Sect. 1 regarding
the computational costs if the DWR is applied to nonlinear problems as they typically arise
in applications of practical interest.
In order to define the localized error contributions η˜K we consider a hierarchy of sequen-
tially refined meshesMi, with i ≥ 1 indexing the hierarchy. The corresponding finite element
spaces are denoted by V p+s,ih , s ≥ 1 , (cf. (2.13)) with the additional index i denoting the
mesh hierarchy. We calculate the cell-wise contributions to the linearized error representation
(4.1) and (3.20), respectively, by means of
η˜K =
(R(uih), zih − Ihzih)K − δK(R(uih), b · ∇Ihzih)K − (E(uih), zih − Ihzih)∂K , (4.2)
where the cell and edge residuals are given in (3.21) and (3.22), respectively. By Ihzih ∈ V p,ih
we denote the nodal based Lagrange interpolation of the higher order approximation zih ∈
V p+s,ih , s ≥ 1 into the lower order finite element space V ph . Our adaptive mesh refinement
algorithm based on (4.2) is summarized in the following.
Adaptive solution algorithm (Refining and Coarsening)
Initialization Set i = 0 and generate the initial finite element spaces for the primal and dual
problem.
1. Solve the primal problem: Find uih ∈ V p,ih such that
AS(u
i
h)(ϕh) = F (ϕh) ∀ϕh ∈ V p,ih .
2. Solve the dual problem: Find zih ∈ V p+s,ih ⊃ V p,ih , s ≥ 1 , such that
A∗S(z
i
h)(ψh) = J(ψh) ∀ψh ∈ V p+s,ih , s ≥ 1 .
Here, V p+s,ih denotes the finite element space of piecewise polynomials of higher order
on the mesh Mi.
3. Evaluate the a posteriori error indicator
η˜ :=
∑
K∈Th
η˜K ,
η˜K =
(R(uiH), zih − Ihzih)K − δK(R(uiH), b · ∇Ihzih)K − (E(uiH), zih − Ihzih)∂K ,
where the cell and edge residuals are given in (3.21) and (3.22). By uiH we denote the
nodal based Lagrange interpolation of uih in V
p+s,i
h . Further, z
i
h is the computed dual
solution and Ihzih is the interpolation of zih in the finite element space V p,ih of the primal
problem.
4. Histogram based refinement strategy:
Choose θ ∈ (0.25, 5). Put η˜max = max
K∈Th
|η˜K | and
µ = θ
∑
K∈Th
|η˜K |
#K
.
While µ > η˜max:
µ :=
µ
2
.
Mark the elements K˜ with |η˜K˜ | > µ to be refined and those two percent of the elements
Kˆ that provide the smallest contribution to η˜ to be coarsened. Generate a new mesh
Mi+1 by regular coarsening and refinement.
11
5. Check the stopping condition:
If η˜max < tol or η˜ < tol is satisfied, then the adaptive solution algorithm is terminated;
Else, i is increased to i+ 1 and it is jumped back to Step 1.
Remark 4.1. Regarding the choice of the numerical tuning parameter θ in Step 4 of the
previous algorithm we made the computational experience that a value of θ between 0.25 and
5 typically leads to good results. Further, we note that the performance properties of adaptive
algorithms are strongly affected by the marking strategy. Here, marking is implemented in Step
4. We carefully analyzed the cell-wise distribution of the magnitude of the error indicators
defined in Step 3 of the previous algorithm. The presented histogram based remeshing strategy
of Step 4 yielded the best results. The so called Do¨rfler marking (cf. [17]) or the marking of
the largest local error indicators represent further popular marking strategies. For a further
discussion of this issue we refer to, e.g., [6].
Remark 4.2. According to the adaptive solution algorithm presented above, we use the same
mesh for solving the primal and dual problem, more precisely we use the same triangulation
for both problems, but different polynomial degrees for the underlying shape functions of the
respective finite element space.
For measuring the accuracy of the error estimator, we will study in our numerical experi-
ments the effectivity index
Ieff =
∣∣∣∣ η˜J(u)− J(uh)
∣∣∣∣ (4.3)
as the ratio of the estimated error η˜ of (4.1) over the exact error. Desirably, the index Ieff
should be close to one.
5 Numerical studies
In this section we illustrate and investigate the performance properties of the proposed ap-
proach of combining the Dual Weighted Residual method with stabilized finite element ap-
proximations of convection-dominated problems. We demonstrate the potential of the DWR
method with regard to resolving solution profiles admitting sharp layers as they arise in
convection-dominated problems. Further we investigate the mesh adaptation processes by
prescribing various target functionals or goal quantities, respectively. For this, standard
benchmark problems of the literature for studying the approximation of convection-dominated
transport are applied. For the implementation and our numerical computations we use our
DTM++ frontend software [26, Chapter 4] that is based on the open source finite element library
deal.II; cf. [3, 5].
5.1 Example 1 (Hump with circularly layer, 2d)
In the first numerical experiment we focus on studying the accuracy of our error estimator
and the impact of approximating the weights of the dual solution within the error indicators
(4.2). For this, we consider different combinations of polynomial orders for the finite element
spaces of the primal and dual solution. We study problem (2.1) with the prescribed solution
(cf. [25, 9, 1])
u(x) = 16x1(1−x1)x2(1−x2) ·
{
1
2
+
arctan
(
2ε−1/2
[
r20 − (x1 − x01)2 − (x2 − x02)2
])
pi
}
. (5.1)
where Ω := (0, 1)2 and z0 = 0.25, x
0
1 = x
0
2 = 0.5. We choose the parameter ε = 10
−6,
b = (2, 3)> and α = 1.0. For the solution (5.1) the right-hand side function f is calculated
from the partial differential equation. Boundary conditions are given by the exact solution.
Our target quantity is chosen as
J(u) =
1
‖e‖L2(Ω) (e, u)Ω . (5.2)
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(a) L2-error over degrees of freedom for global and
DWR adaptive mesh refinement.
(b) Adaptive mesh for target quantity (5.2) with
56222 degrees of freedom.
Figure 5.1: Comparison of L2-errors and visualization of the adaptive mesh for Example 5.1.
(a) Global Refinement. (b) Adaptive Refinement.
Figure 5.2: Stabilized solution profile on a globally refined mesh with 66049 degrees of freedom
(5.2a) and on an adaptively refined mesh with error control by the target quantity (5.2) with
56222 degrees of freedom (5.2b) for Example 5.1.
In Fig. 5.1a we compare the convergence behavior of the proposed DWR approach with a
global mesh refinement strategy. The corresponding solution profiles are visualized in Fig. 5.2.
The adaptively generated mesh is presented in Fig. 5.1b. The DWR based adaptive mesh
adaptation is clearly superior to the global refinement in terms of accuray over degrees of
freedom. While the globally refined solution is still perturbed by undesired oscillations within
the circular layer and behind the hump in the direction of the flow field b, the adaptively
computed solution exhibits an almost perfect solution profile for even less degrees of freedom.
In Fig. 5.3 we present the calculated effectivity indices (4.3) for solving the primal and dual
problem in different pairs of finite element spaces based on the Qk element of polynomials of
maximum degree k in each variable. Considering the Q1 based approximation of the primal
problem, we note that by increasing the polynomial degree of the dual solution from Q2
to Q4 the mesh adaptation process reaches the stopping criterion faster and requires less
degrees of freedom. This observation is reasonable, since a higher order approximation of the
dual problem is closer to its exact solution of the dual problem, which is part of the error
representation (3.20). Thus we conclude that a better approximation of the weights provides
a higher accuracy of the error estimator. This observation is also confirmed by the pairs of
Q2/Q3 with Q2/Q4 based finite element spaces. Nevertheless, the difference for using higher-
order finite elements for solving the dual problem is not that significant, even less if we take
into account the higher computational costs for solving the algebraic form of the dual problem
for an increasing order of the piecewise polynomials. Using pairs of Qk/Qk+1 based elements
for the approximation of the primal and dual problem, the error estimator gets worse for
increasing values of the parameter k. This observation is in good agreement with the results
in [18, Example 3]. A reason for this behavior is given by the observation that for increasing
values of k the mesh is less refined for the same number of degrees of freedom. Therefore
less cells are available to capture the strong gradients of the exact solution. This argues for
choosing smaller values of k in the application of our DWR based approach.
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Figure 5.3: Effectivity indices over degrees of freedom for the target quantity (5.2) and
different polynomial degrees for Example 5.1.
5.2 Example 2 (Point-value error control, 2d).
In this example we study the application of our approach for different target functionals and a
sequence of decreasing diffusion coefficients. Thereby we aim to analyze the robustness of the
approach with respect to the small perturbation parameter ε in (2.1). If convection-dominated
problems are considered, or also often for applications of practical interest, local quantities
are of greater interest than global ones. The DWR approach offers the appreciable advantage
over standard a posteriori error estimators that an error control in an arbitrary user-chosen
quantity and not only in the global L2 norm, as in Example 1, or a norm of energy type can
be obtained. Since the error representation is exact up to higher order terms (cf. Thm. 3.5),
robustness with respect to the perturbation parameter ε can be expected to be feasible. Of
course, the approximation of the dual solution z in (3.20) adds a source of uncertainty in the
error representation. In the sequel, we evaluate the potential of our approach with respect to
these topics for different target functionals. As a benchmark problem we consider problem
(2.1) for the solution (cf. [29, Example 4.2])
u(x) =
1
2
(
1− tanh 2x1 − x2 − 0.25√
5ε
)
(5.3)
with corresponding right-hand side function f . Further, Ω = (0, 1)2, α = 1.0, b = 1√
5
(1, 2)>.
The Dirichlet boundary condition is given by the exact solution. The solution is characterized
by an interior layer of thickness O(√ε| ln ε|). We study the target functionals
JL2(u) =
1
‖e‖L2(Ω) (e, u)Ω , J1(u) =
∫
Ω
udx and J2(u) = u(xe) ,
where e := u − uh and with a user-prescribed control point xe =
(
5
16 ,
3
8
)
that is located in
the interior of the layer. In our computations we regularize J2(·) by
Jr(u) =
1
|Br|
∫
Br
u(x) dx ,
where the ball Br is defined by Br = {x ∈ Ω | ‖x− xe‖ < r} with small radius r > 0.
Here, all test cases are solved by using the Q1/Q2 pair of finite elements for the primal
and dual problem which is due to the observations depicted in Example 1. In Table 5.1
and Fig. 5.4 we present the effectivity indices of the proposed DWR approach applied to the
stabilized approximation scheme (2.14) for a sequence of vanishing diffusion coefficients. For
the target functionals JL2(·) and J1(·) the effectivity indices nicely converge to one for an
increasing number of degrees of freedom. Moreover, the expected convergence behavior is
robust with respect to the small diffusion parameter ε. For the more challenging error control
of a point-value, which however can be expected to be of higher interest in practice, the
effectivity indices also convergences nicely to one. This is in good agreement with effectivity
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ε = 10−6 ε = 10−7 ε = 10−8
JL2 J1 Jr JL2 J1 Jr JL2 J1 Jr
dofs Ieff dofs Ieff dofs Ieff dofs Ieff dofs Ieff dofs Ieff dofs Ieff dofs Ieff dofs Ieff
4531 0.72 5355 0.14 4334 1.09 1643 0.32 4034 0.12 753 0.73 1477 0.46 2810 0.56 1841 1.00
7603 0.84 9458 1.92 6468 1.16 2772 0.37 8383 6.38 1841 0.99 5668 0.54 10925 0.90 3301 1.22
13319 0.92 16067 1.73 13851 1.58 5094 0.43 16314 0.01 6358 1.34 10005 0.56 22028 0.05 6411 1.46
24418 0.98 28584 0.85 19670 1.19 10086 0.53 28310 0.13 12674 1.23 17974 0.59 41088 1.72 12904 1.72
42174 1.00 52024 3.06 38002 0.99 21071 0.67 44111 0.61 25558 1.09 41402 0.66 71646 0.26 27039 1.74
76341 1.01 95006 1.07 51603 1.20 46172 0.84 72705 1.07 54549 0.96 90486 0.78 141031 1.96 58254 1.46
126757 0.99 179893 1.01 119171 0.94 103077 0.97 178757 0.85 139531 1.31 253203 0.90 305855 1.01 123436 1.24
224160 1.01 307864 1.00 357046 0.90 240672 1.02 433232 1.00 387749 1.27 502287 1.00 608497 1.04 274188 1.13
409008 0.99 560046 1.00 571577 1.14 580812 1.00 1003495 1.00 1181627 1.01 801381 1.01 856320 1.01 691860 1.08
Table 5.1: Effectivity indices for the target quantities JL2 J1 and Jr and different decreasing
perturbation parameters for Example 5.2.
indices for point-value error control that are given in other works of the literature for the
pure Poisson problem; cf. [6, p. 45]. We note that in the case of a point-value error control
the target functional lacks the regularity of the right-hand side term in the dual problem that
is typically needed to ensure the existence and regularity of weak solutions; cf. [19, Chapter
6.2]. However, no impact of this lack of regularity is observed in the computational studies.
Thus, for all target functionals a robust convergence behavior is ensured for this test case.
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Figure 5.4: Effectivity indices over degrees of freedom for different target functionals and
decreasing diffusion coefficient for Example 5.2.
For completeness, in Figure 5.5 we visualize the computed solution profiles and adaptive
meshes for an error control based on the local target functional Jr(·) and the global target
functional JL2(·), respectively. This test case nicely illustrates the potential of the DWR
approach. For the point-value error control the refined mesh cells are located close to the
specified point of interest and along those cells that affect the point-value error by means
of transport in the direction of the flow field b. Furthermore, the mesh cells without strong
impact on the solution close to the control point are coarsened further. Even though a
rough approximation of the sharp interface is obtained in downstream direction from the
viewpoint of the control point, in its neighborhood an excellent approximation of the sharp
layer is ensured by the approach. A highly economical mesh along with a high quality in
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(a) Point-value error control. (b) Global error control.
Figure 5.5: Point-value error control by J2 (5.5a) and global error control by JL2 (5.5b) by
the DWR approach for Example 5.2.
the computation of the user-specified goal quantity is thus obtained. In contrast to this, the
global error control of JL2(·) provides a good approximation of the solution in the whole
domain by adjusting the mesh along the complete layer.
5.3 Example 3 (Variable convection field, 3D).
In our last test case we apply the approach to a three-dimensional test case which represents
a more challenging task. Moreover, we consider a velocity field b depending on the space
variable x. Precisely, we consider problem (2.1) with the unit cube Ω = (0, 1)3, ε = 10−6,
α = 1, b = (−x2, x1, 0)> and f ≡ 0. The boundary conditions are given by ∂u∂n = 0 on
ΓN = {x ∈ Ω | x1 = 0}, u = 1 on ΓD1 = {x ∈ Ω | 0.4 ≤ x1 ≤ 0.6, x2 = 0, 0.4 ≤ x3 ≤ 0.6},
and u = 0 on ΓD2 = ∂Ω\{ΓN ∪ ΓD1}. Thus, by the boundary part ΓD1 we model an
inflow region (area) where the transport quantity modelled by the unknown u is injected; cf.
Fig. 5.6. ΓN models an outflow boundary. Prescribing a homogeneous Dirichlet condition
on ΓD2 is done for the sake of simplicity and of no real relevance for the test setting. The
target functional aims at the control of the solution’s mean value in a smaller, inner domain
ΩIn = [0, 0.1]× [0.4, 0.6]× [0.4, 0.6], and is given by
J4(u) =
∫
ΩIn
udx .
In the context of applications, the transport quantity u is thus measured and controlled in
the small region of interest ΩIn.
Figure 5.6 illustrates the computed adaptively generated meshes for some of the DWR
iteration steps. For visualization purposes, two surfaces with corresponding mesh distribution
are shown for each grid, the bottom surface and the surface in the domain’s center with respect
to the x3 direction. We note that the postprocessed solutions are visualized on a grid for the
respective surfaces. The cells on the surfaces are triangular-shaped since the used visualization
software ParaView is based on triangular-shaped elements. Similar to the previous test case of
a point-value error control, the refinement is located on those cells that affect the mean value
error control. Here, the cells close to the two inner layers aligned in the flow direction b are
strongly refined. This refinement process is obvious since the inner and control domain ΩIn
is chosen to have exactly the same dimensions as the channel-like extension of the boundary
segment ΓD1 along the flow direction into the domain Ω. Outside the inner domain ΩIn and
the channel-like domain of transport the mesh cells are coarsened for an increasing number
of DWR iteration steps.
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(a) (b)
(c) (d)
Figure 5.6: Adaptive grids after first (5.6a), third (5.6b), fifth (5.6c) and seventh (5.6d)
iteration step of the DWR approach with coarsening and refinement with target functional
J1 for Example 5.3.
6 Summary
In this work we developed an adaptive approach for stabilized finite element approximations of
stationary convection-dominated problems. It is based on the Dual Weighted Residual method
for goal-oriented a posteriori error control. A first dualize and then stabilize philosophy was
applied for combining the mesh adaptation process in the course of the DWR approach with
the stabilization of the finite element techniques. In contrast to other works of the literature we
used a higher order approximation of the dual problem instead of a higher order interpolation
of a lower order approximation of the dual solution. Thereby we aim to eliminate sources
of inaccuracies in regions with layers and close to sharp fronts. In numerical experiments
we could prove that spurious oscillations that typically arise in numerical approximations
of convection-dominated problems could be reduced significantly. Robust effectivity indices
very close to one were obtained for the specified test target quantities. We demonstrated the
efficiency of the approach also for three space dimensions. The presented approach offers large
potential for combining goal-oriented error control and selfadaptivity with stabilized finite
element methods in the approximation of convection-dominated transport. The application
of the approach to nonlinear, nonstationary and more sophisticated problems of multiphysics
is our ongoing work. Moreover, the efficient computation of the higher order approximation to
the dual problem offers potential for optimization. This will also be our work for the future.
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