Abstract. When predictive modeling requires comprehensible models, most data miners will use specialized techniques producing rule sets or decision trees. This study, however, shows that genetically evolved decision trees may very well outperform the more specialized techniques. The proposed approach evolves a number of decision trees and then uses one of several suggested selection strategies to pick one specific tree from that pool. The inherent inconsistency of evolution makes it possible to evolve each tree using all data, and still obtain somewhat different models. The main idea is to use these quite accurate and slightly diverse trees to form an imaginary ensemble, which is then used as a guide when selecting one specific tree. Simply put, the tree classifying the largest number of instances identically to the ensemble is chosen. In the experimentation, using 25 UCI data sets, two selection strategies obtained significantly higher accuracy than the standard rule inducer J48.
Introduction
Only comprehensible predictive models make it possible to follow and understand the logic behind a prediction or, on another level, for decision-makers to comprehend and analyze the overall relationships found. When requiring comprehensible predictive models, most data miners will use specialized techniques producing either decision trees or rule sets. Specifically, a number of quite powerful and readily available decision tree algorithms exist. Most famous are probably Quinlan's C4.5/C5.0 [1] and Breiman's CART [2] .
Although evolutionary algorithms are mainly used for optimization, Genetic Algorithms (GA) and Genetic Programming (GP) have also proved to be valuable data mining tools. The main reason is probably their very general and quite efficient global search strategy. Unfortunately, for some basic data mining problems like classification and clustering, finding a suitable GA representation tends to be awkward. Using GP, however, it is fairly straightforward to specify an appropriate representation for the task at hand, just by tailoring the function and terminal sets.
Remarkably, GP data mining results are often comparable to, or sometimes even better than, results obtained by the more specialized machine learning techniques. In particular, several studies show that decision trees evolved using GP often are more accurate than trees induced by standard techniques like C4.5/C5.0 and CART; see e.g. [3] and [4] . The explanation is that while decision tree algorithms typically choose splits greedily, working from the root node down, the GP performs a global optimization. Informally, this means that the GP often chooses some locally sub-optimal splits, but the overall model will still be more accurate and generalize better to unseen data.
The inherent inconsistency (i.e. that runs on the same data using identical settings can produce different results) of GP is sometimes cited as a disadvantage for data mining applications. Is it really possible to put faith in one specific evolved tree when another run might produce a different tree, even disagreeing on a fairly large number of instances? The answer to this question is not obvious. Intuitively, most data miners would probably want one accurate and comprehensible model, and having to accept several different models from the same data is confusing. We, however, argue that consistency is a highly overvalued criterion, and showed in [5] that most of the decision trees extracted (from neural networks) using GP had higher accuracy than corresponding CART trees. Why should using a tree inducer to get one specific model be considered better than obtaining several, slightly different models, each having high accuracy? In that study, we also used the fact that we had several, slightly different, trees available to produce probability estimation trees, in a similar way to Provost and Domingos [6] . In a later study we utilized the inconsistency to achieve implicit diversity between base classifiers in ensemble models, contrasting our approach with standard bagging [8] . Bagging obtains diversity among the base classifiers in an ensemble by training them on different subsets of the data, thus resulting in less data being available to each base classifier.
Nevertheless, there are situations where a decision-maker wants to make use of only one comprehensible model. Naturally, this model should then be "the best possible". Exactly what criterion this translates to is not obvious, but, as always, test accuracy, i.e., the ability to generalize to novel data, must be considered very important. So, the overall question addressed in this study is whether access to a number of evolved decision tree models will make it easier to produce one, single model, likely to have good test accuracy.
Given a pool of independently trained (or evolved) models, there are two basic strategies to produce one model; either you pick one of the available models, or you somehow use the trained models to create a brand new model. In this paper, we will investigate the first strategy, i.e., how do we pick a specific model from the pool. The most straightforward alternative is, of course, to compare all models and pick the one having the highest accuracy on either training data or on an additional (validation) data set. The hypothesis tested in this study is, however, that we can do better by somehow using the fact that we have a number of models available.
Background
An ensemble is a composite model aggregating multiple base models, making the ensemble prediction a function of all included base models. The most intuitive explanation for why ensembles work is that combining several models using averaging will eliminate uncorrelated base classifier errors; see e.g., [9] . Naturally, there is nothing to gain by combining identical models, so the reasoning requires that base classifiers commit their errors on different instances. Informally, the key term diversity therefore means that the base classifiers make their mistakes on different instances. The important result that ensemble error depends not only on the average accuracy of the base models, but also on their diversity was, for regression problems, formally derived by Krogh and Vedelsby in [10] . The result was Equation (1) , stating that the ensemble error, E, can be expressed as: ( 1 ) where is the average error of the base models and is the ensemble diversity (ambiguity), measured as the weighted average of the squared differences in the predictions of the base models and the ensemble. Since diversity is always positive, this decomposition proves that the ensemble will always have higher accuracy than the average accuracy obtained by the individual classifiers.
It must be noted, however, that with a zero-one loss function, there is no clear analogy to the bias-variance-covariance decomposition. Consequently, the overall goal of obtaining an expression where the classification error is decomposed into error rates of the individual classifiers and a diversity term is currently beyond the state of the art. Nevertheless, several studies have shown that sufficiently diverse classification ensembles, in practice, almost always will outperform even the strongest single base model.
So, the key result that we hope to utilize is the fact that an ensemble most often will be a very accurate model, normally generalizing quite well to novel data. In this specific setting, when we are ultimately going to pick one specific model (base classifier), we will investigate whether it is better to pick a model that agrees as much as possible with the (imaginary) ensemble instead of having the highest possible individual training accuracy.
Method
This section will first describe the different selection strategies evaluated in the study. The second part gives an overview of the GP used and the last part, finally, gives the details for the experimentation.
Selection Strategies
As described above, an ensemble is normally a very accurate model of the relationship between input and target variables. In addition, an ensemble could also be used to generate predictions for novel instances with unknown target values, as they become available. In the field of semi-supervised learning, this is referred to as coaching. Specifically, ensemble predictions could be produced even for the test instances, as long as the problem is one where predictions are made for sets of instances, rather than one instance at a time. Fortunately, in most real-world data mining projects, bulk predictions are made, and there is no shortage of unlabeled instances. As an example, when a predictive model is used to determine the recipients of a marketing campaign, the test set; i.e., the data set actually used for the predictions, could easily contain thousands of instances.
It must be noted that it is not "cheating" to use the test instances in this way. Specifically, we do not assume that we have access to values of the target variable on test instances. Instead, we simply produce a number of test set predictions, and then utilize these for selecting one specific model. Naturally, only the selected model is then actually evaluated on the test data.
In the experimentation, we will evaluate four different selection strategies. Three of these use imaginary ensembles and the concept ensemble fidelity, which is defined as the number of instances classified identically to the ensemble.
• TrAcc: The tree having the highest training accuracy is selected.
• TrFid: The tree having the highest ensemble fidelity on training data is selected.
• TeFid: The tree having the highest ensemble fidelity on test data is selected.
• AllFid: The tree having the highest ensemble fidelity on both training data and test data is selected.
In addition, we will also report the average accuracies of the base classifiers (which corresponds to evolving only one tree, or picking one of the trees at random) and results for the J48 algorithm from the Weka workbench [11] . J48, which is an implementation of the C4.5 algorithm, used default settings.
Some may argue that most data miners would not select a model based on high training accuracy, but instead use a separate validation set; i.e., a data set not used for training the models. In our experience, however, setting aside some instances to allow the use of fresh data when selecting a model will normally not make up for the lower average classifier accuracy, caused by using fewer instances for training. Naturally, this is especially important for data sets with relatively few instances to start with, like most UCI data sets used in this study. Nevertheless, we decided to include a preliminary experiment evaluating the selection strategy ValAcc which, of course, picks the tree having the highest accuracy on a validation set.
GP Settings
When using GP for tree induction, the available functions, F, and terminals, T, constitute the literals of the representation language. Functions will typically be logical or relational operators, while the terminals could be, for instance, input variables or constants. Here, the representation language is very similar to basic decision trees. The GP parameter settings used in this study are given in Table 1 below. The length penalty was much smaller than the cost of misclassifying an instance. Nevertheless, the resulting parsimony pressure was able to significantly reduce the average program size in the population. 
Experiments
For the experimentation, 4-fold cross-validation was used. The reported test set accuracies are therefore averaged over the four folds. For each fold, 15 decision trees were evolved. If several trees had the best score (according to the selection strategy), the result for that strategy was the average test set accuracy of these trees. All selection strategies except ValAcc used the same pool of trees, where each tree was evolved using all available training instances. When using ValAcc, 75% of the available training instances were used for the actual training and the remaining 25% for validation.
The 25 data sets used are all publicly available from the UCI Repository [12] . For a summary of data set characteristics, see Table 2 below. Classes is the number of classes, Instances is the total number of instances in the data set, Con. is the number of continuous input variables and Cat. is the number of categorical input variables. Table 3 below shows the results from the preliminary experiment. The main result is that it is clearly better to use all data for actual training, compared to reserving some instances to be used as a validation set. Comparing TrAcc to ValAcc, TrAcc wins 15 of 25 data sets, and also obtains a higher mean accuracy over all data sets. The explanation is obvious from the fact that using all available instances (Rand All) results in considerably higher average classifier accuracy, compared to using only 75% of the instances for the training (Rand 75%). As a matter of fact, Rand All (i.e. using a random tree trained on all instances) even outperforms the ValAcc selection strategy, both when comparing average accuracy over all data sets, and when considering wins and losses. Table 4 below shows the results from the main experiment. The overall picture is that all selection strategies outperform both J48 and Rand; i.e., picking a random tree. The best results were obtained by the selection strategy utilizing the imaginary ensemble only on the test instances, which of course is an interesting observation. To determine if there are any statistically significant differences, we use the statistical tests recommended by Demšar [13] for comparing several classifiers over a number of data sets; i.e., a Friedman test [14] , followed by a Nemenyi post-hoc test [15] . With six classifiers and 25 data sets, the critical distance (for α=0.05) is 1.51, so based on these tests, TeFid and AllFid obtained significantly higher accuracies than J48 and Rand. Furthermore, the difference between TeFid and TrAcc is very close to being significant at α=0.05. All in all, it is obvious that basing the selection on fidelity to the imaginary ensemble is beneficial, especially when also considering the ensemble predictions on test instances.
Results
Since the most common and straightforward alternative is to simply use a decision tree, it is particularly interesting to compare the suggested approach to J48. As seen in Table 5 below, all selection strategies clearly outperform J48. A standard sign test requires 18 wins for α=0.05, so the difference in performance between the selection strategies TeFid and AllFid and J48 are significant, also when using pair-wise comparisons. In addition, both TrFid, and to a lesser degree, TrAcc clearly outperform J48. Interestingly enough, this is despite the fact that J48 wins almost half of the data sets when compared to a random tree. So, the success of the suggested approach must be credited to the selection strategies, rather than having only very accurate base classifiers. Another interesting comparison is to look specifically at selection strategies not considering test instances. After all, not all predictions are performed in bulks. Table  6 below therefore compares J48 to TrAcc and TrFid. Even now the picture is quite clear; the best choice is to select a tree based on ensemble fidelity. Table 7 below, finally, presents the results in a slightly different way. Here, the tabulated numbers represent the average rank (based on test accuracy) of the selected tree among the 15 available trees. As an example, a rank of 1.00 would indicate that the suggested strategy picked the best possible tree on each fold. Here, it must be noted that when several trees obtained identical accuracies, they all got the best ranking, instead of an average rank. If, as an example, three trees obtained the best accuracy, a selection strategy picking either of these trees would get a rank of 1 on that fold. A strategy picking the second best tree would then receive a rank of 4, and so on. In addition, if a selection strategy picked several trees (because they had identical scores) the ranking on that fold, for that strategy, would be the average rank of the selected trees. There are several interesting observations in Table 7 . First of all, no strategy succeeds in always picking one of the best trees. This is a clear message that it is still very hard to estimate performance on unseen data based on results on available data. Picking the most accurate tree on training data (TrAcc), is sometimes the best option (5 wins) but, based on this comparison, it is still the worst choice overall. TeFid is again the best selection strategy, with a mean value indicating that the tree picked by TeFid is, on average, ranked as one of the best four.
Conclusions
This paper shows that the predictive performance of genetically evolved decision trees can compete successfully with trees induced by more specialized machine learning techniques, here J48.
The main advantage for an evolutionary approach is the inherent ability to produce a number of decision trees without having to sacrifice individual accuracy to obtain diversity. Here, each tree was evolved based on all available training data, which is in contrast to standard techniques, which normally have to rely on some resampling technique to produce diversity.
The proposed method, consequently, evolves a collection of accurate yet diverse decision trees, and then uses some selection strategy to pick one specific tree from that pool. The key idea, suggested here, is to form an imaginary ensemble of all trees in the pool, and then base the selection strategy on that ensemble. Naturally, the assumption is that individual trees that, to a large extent, agree with the ensemble are more likely to generalize well to novel data.
In the experimentation, the use of several selection strategies produced evolved trees significantly more accurate than the standard rule inducer J48. The best performance was achieved by selection strategies utilizing the imaginary ensemble on actual predictions, thus limiting the applicability to problems where predictions are made for sets of instances. Nevertheless, the results also show that even when bulk predictions are not possible, the suggested approach still outperformed J48.
Discussion and Future Work
First of all, it is very important to recognize the situation targeted in this paper, i.e., that for some reason models must be comprehensible. If comprehensibility is not an issue, there is no reason to use decision trees or rule sets, since these will almost always be outperformed by opaque techniques like neural networks, support vector machines or ensembles.
A potential objection to the suggested approach is that using evolutionary algorithms to produce decision trees is much more computationally intense, and therefore slower, than using standard techniques. This is certainly true, but the novel part in this paper, i.e., the evolution of several trees just to pick one, could easily be run in parallel, making the entire process no more complex and time consuming than evolving just one tree.
Regarding the use of the same instances later used for the actual prediction when selecting a specific model, it must be noted that it is not very complicated, and definitely not cheating. All we do is give each model the opportunity to vote, and then the voting results are used for the model selection. Correct test target values are, of course, not used at all during the model building and selection part.
In this study, we used GP to evolve all decision trees. The suggested approach is, however, also potentially applicable to standard algorithms like C4.5 and CART. The most natural setting would probably be quite large data sets, where each tree would have to be induced using a sample of all available instances, thereby introducing some implicit diversity.
