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2 I´NDICE GENERAL
Introduccio´n
Las funciones zeta son el objeto de atencio´n en numerosas a´reas de las ma-
tema´ticas, como objetos de referencia para formular y eventualmente resolver
los problemas principales de dichas a´reas. Ello se debe a la informacio´n y a las
propiedades que aportan dichas funciones.
La funcio´n zeta de Riemann en relacio´n con la distribucio´n con los nu´meros
primos, as´ı como funciones zeta de Dedekind para cuerpos para fines ana´logos,
las funciones zeta de Weil y de Igusa en relacio´n con el co´mputo de soluciones de
ecuaciones algebraicas sobre cuerpos finitos o sobre enteros p-a´dicos, o la funcio´n
zeta de la monodromı´a en relacio´n con la geometr´ıa y topolog´ıa de variedades,
son algunos de notables ejemplos importantes en ana´lisis, a´lgebra o geometr´ıa.
Las funciones zeta son normalmente funciones meromorfas de una variable
compleja asociadas con determinadas funciones generatrices de secuencias de en-
teros que codifican informacio´n relevante de problemas de intere´s en el a´rea que
se considera. Los ceros y los polos de dichas funciones suelen encerrar una in-
formacio´n fundamental sobre los problemas, y frecuentemente para formularlos
en forma clara y enunciar los resultados y las conjeturas. Como ejemplo, la vali-
dez de la hipo´tesis de Riemann implicar´ıa una distribucio´n ma´s armoniosa de los
nu´meros primos. Para las principales funciones zeta se han formulado tambie´n
sus hipo´tesis de Riemann con resultados o conjeturas significativas.
En ocasiones se utilizan adicionalmente ana´logos de las funciones zeta en va-
rias variables, como es el caso de la teor´ıa de nudos, en topolog´ıa, para cuyo
problema de clasificacio´n se utiliza el polinomio de Alexander en tantas varia-
bles como nudos hay en los entrelazamientos. En algunos casos geome´tricos, la
especializacio´n de las variables del polinomio de Alexander, o ana´logos en varias
variables de la funcio´n zeta [2], da lugar a una funcio´n zeta de la monodromı´a.
Este tambie´n es el caso de la teor´ıa de grafos, en combinatoria, a las que se
dedica este trabajo. Se trara de la funcio´n zeta de Ihara en una variable, para
la que la validez de la hipo´tesis de Riemann caracteriza los grafos regulares de
Ramanujan, y tambie´n a las funciones zeta en varias variables de Hashimoto y
Stark respectivamente [11]. Por su respectiva construccio´n las funciones de Ihara,
Hashimoto y Stark asociadas a un grafo se denominan tambie´n “de ve´rtices”, “de
aristas” y “ de caminos” y cada una de ellas determina tambie´n la anterior por
medio de una especializacio´n asociada de sus variables.
La funcio´n zeta de Ihara esta´ vinculada con el co´mputo de caminos cerrados
sin retrocesos ni colas (es decir circuitos formados por aristas consecutivas sin
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dar pasos hacia atra´s) de longitud arbitraria que se pueden trazar en el grafo. El
logaritmo de la funcio´n zeta de Ihara tiene directamente esta informacio´n como
coeficientes de su serie de Taylor en el origen. Tambie´n tiene una fo´rmula co-
mo producto de Euler de tantos te´rminos como circuitos primos (o simplemente
primos) pueden trazarse en el grafo, definidos por la nocio´n natural de irreduci-
bilidad.
La fo´rmula de Ihara para la funcio´n zeta muestra e´sta como la inversa de un
polinomio calculable por una fo´rmula determinantal cuya matriz de polinomios
se construye a partir de la matriz de adyacencia del grafo y de la matriz diagonal
de grados de los ve´rtices. Ello permite encontrar, como ra´ıces de un polinomio,
los polos de la funcio´n zeta. La demostracio´n , por parte de Bass [3], de la fo´rmula
de Ihara es, en s´ı misma, un resultado de intere´s matema´tico general.
En analog´ıa con el teorema del nu´mero primo, que afirma que el infinito
dado por el nu´mero de primos menores o iguales que una cantidad x, cuando x
tiende a infinito, es equivalente al infinito x/ log x. Se tiene tambie´n un “teorema
del nu´mero primo para grafos”, debido al trabajo de Kotani y Sunada [11], que
afirma que el infinito secuencial dado por el nu´mero de circuitos de longitud m,
cuando m tiende a infinito, es equivalente al infinito ∆R−m/m siendo R el radio
de convergencia de la funcio´n zeta de Ihara y ∆ el ma´ximo comu´n divisor de las
longitud de los circuitos cerrados del grafo sin retrocesos ni colas.
A todo lo anterior, sobre la funcio´n zeta de Ihara, esta´ dedicado el primer
cap´ıtulo de este trabajo. El segundo cap´ıtulo se dedica a las funciones zeta de
varias variables asociadas a un grafo. Para la construccio´n de dichas funciones, se
considera una variable wa,b o za,b para cada par de aristas orientadas siempre y
cuando el extremo final de a coincida con el inicial de b y se tenga b 6= a−1. En el
caso de la funcio´n zeta de aristas, se consideran la totalidad de los pares de aristas
con esta propiedad, en el caso de que la funcio´n zeta de caminos, se consideran
solamente los pares de aristas fuera de un a´rbol de expansio´n (o generador) del
grafo que son, en concreto, las aristas que generan el grupo fundamental del grafo.
Si especializamos la funcio´n zeta de aristas, haciendo que todas las variables sean
iguales a una, se obtiene la funcio´n zeta de Ihara.
Una especializacio´n precisa de las variables de la funcio´n zeta de caminos,
teniendo en cuenta la nocio´n de a´rbol de expansio´n, da lugar a la funcio´n zeta
de aristas. En ambos casos, se tienen fo´rmulas determinantales que muestran res-
pectivamente que dichas funciones zeta son los inversos de polinomios del tipo
det(I −W ) y det(I − Z), siendo I la matriz identidad y W , Z respectivamente
matrices cuyas entradas son las variables wa,b, za,b consideradas o bien cero. Se de-
duce, en particular, por especializacio´n la celebrada fo´rmula de Ihara-Hashimoto
que muestra que la funcio´n zeta de Ihara es el inverso de un polinomio carac-
ter´ıstico de una matriz cuadrada con nu´mero de filas igual al doble de nu´mero de
aristas.
El cap´ıtulo 3 esta´ dedicado a los grafos de Ramanujan. Para un entero positivo
q, los grafos regulares de grado d = q+1 son aquellos en los que todos sus ve´rtices
tienen grado d. Los valores propios de la matriz de adyacencia de un grafo regular
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de grado d esta´n en el intervalo [−d, d] siendo siempre d uno de dichos autovalores.
El grafo regular es bipartito exactamente si −d es un valor propio tambie´n y, de
hecho, el espectro (conjunto de autovalores con su multiplicidad) es sime´trico
respecto de 0 en ese caso.
Tiene especial intere´s para un grafo regular de grafo d, el ma´ximo valor abso-
luto λ de los valores propios diferentes de d y −d (e´stos son los llamados triviales).
La razo´n es que, asinto´ticamente, hay autovalores de valor absoluto relativamente
grande, en concreto se tiene, como probo´ Alon [1] que si dejamos fijo d y conside-
ramos una sucesio´n de grafos reculares de grado d cuyo nu´mero de ve´rtices tienda
a infinito, entonces para cada ε > 0 a partir de un cierto te´rmino de la sucesio´n
el grafo tiene al menos un valor propio no trivial de mo´dulo mayor que 2
√
q − ε.
Los grafos regulares de Ramanujan se definen como aquellos de grado d cuyos
valores propios no triviales son todos, en mo´dulo, menores que
√
q. Estos grafos
con competitivos en las aplicaciones como son las de los problemas de distribucio´n,
al encontrarse todos sus ve´rtices proporcionalmente bien ubicados con respecto
de sus ve´rtices vecinos para esta finalidad. La fo´rmula de Ihara permite probar
que los grafos de Ramanujan son, como ya se ha dicho, exactamente aquellos
para los que la funcio´n zeta de ve´rtices satisface la hipo´tesis de Riemann en su
contexto.
Existen grafos de Ramanujan para todo valor de d, de hecho el grafo completo
Kd+1 o los grafos bipartitos Kd,d son Ramanujan entre muchos otros. Sin embar-
go, si se fija d y el nu´mero de ve´rtices tiende a infinito, el problema asinto´tico
de encontrar sucesiones de grafos de Ramanujan regulares de grado d y nu´me-
ro de ve´rtices arbitrariamente grande es dif´ıcil. Hasta 2013, utilizando te´cnicas
sofisticadas sobre cuaterniones, grupos, grafos de Cayley y otros, solo se hab´ıa en-
contrado tales sucesiones de grafos de Ramanujan para casos en los que q era una
potencia de un nu´mero primo. Fueron trabajos hace tres de´cadas de matema´ticos
como Lubotzky, Phillips, Sarnak [5] o Margulis [8], que no hemos descrito en este
trabajo.
Recientemente, utilizando te´cnicas de gran sencillez como son recubrimientos
dobles, polinomios en una variable y ca´llculo matricial, Marcus, Spielman y Sri-
vastava [6], [7] han construido sucesiones de grafos bipartitos de Ramanujan de
grado arbitrario d. Esta construccio´n, que describimos conceptualmente (ya que
los detalles esta´n claros en las referencias) en este trabajo. La prueba consiste
en comenzar con un grafo regular bipartito de grado d, y estudiar los 2m recu-
brimientos posibles del mismo siendo m el nu´mero de aristas (se obtienen con
una simple signacio´n +1, -1 a las aristas del grafo original) y entonces se prueba
que algunos de estos recubrimientos dobles tienen que ser de nuevo Ramanujan y,
naturalmente, conserva la regularidad y el grado. Iterando el proceso se encuentra
la sucesio´n.
Los resultados se extienden a grafos bipartitos birregulares, pero au´n no hay
avances significativos para grafos regulares no bipartitos ni para otros tipos de
grafos irregulares, La condicio´n de bipartito se ha utilizado para despreocuparse
de los valores propios pro´ximos a −d al ser el espectro sime´trico en este caso. La
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nocio´n de ser Ramanujan se puede formular en general. La referencia a Ramanujan
no se debe al trabajo del gran matema´tico indio, sino al hecho de que las primeras
construcciones de sucesiones de tales grafos regulares (para q primo) requirieron
la prueba previa de la conocida conjetura de Ramanujan.
La exposicio´n del trabajo es te´cnica y pretende describir los conceptos y resul-
tados que consideramos principales de las funciones zeta en general. Tambie´n nos
hemos procurado motivar el uso de pensamiento topolo´gico para los razonamien-
tos en teor´ıa de grafos, como son el grupo fundamental o los recubrimientos. Ello
se debe a la posibilidad de relacionar estas funciones con otras de la aritme´trica
y de la geometr´ıa en las que tambie´n el pensamiento topolo´gico juega un papel.
Cap´ıtulo 1
Funcio´n zeta de Ihara
1.1. Conceptos ba´sicos
Comencemos dando unas definiciones ba´sicas, las cuales facilitara´n la expre-
sio´n a lo largo del trabajo.
Definicio´n 1.1 Un grafo X es un par ordenado de conjuntos finitos X = (V,E),
donde:
V es el conjunto de ve´rtices, siendo este no vac´ıo.
E es el conjunto de aristas cada una de las cuales esta´ representada por
dos ve´rtices a los que enlaza que se llaman extremos. Dos ve´rtices dados
pueden ser los extremos de una o ma´s aristas.
Diremos que un grafo es no dirigido si las aristas de E no esta´n orientadas,
es decir no se distingue un ve´rtice de otro. En cambio diremos que el grafo es
dirigido cuando las aristas esta´n orientadas, es decir se tiene un sentido de
recorrido de un ve´rtice a otro. Cuando una arista esta´ orientada, uno de sus
extremos sera´ el ve´rtice inicial y el otro el final.
Normalmente se pueden considerar grafos infinitos, es decir aquellos en los que
V y E pueden ser conjuntos infinitos, pero este trabajo solo afecta a los grafos
finitos definidos anteriormente. Diremos que n es el orden de X si es su nu´mero
de ve´rtices, es decir n = |V |.
Un lazo es una arista de un grafo no dirigido que relaciona al mismo ve´rtice,
es decir, una arista donde los extremos coinciden.
El grado de un ve´rtice v ∈ V es igual al nu´mero de aristas que lo tienen como
extremo, contando dos veces los lazos, pues lo contiene dos veces como extremo.
Un camino c es una concatenacio´n de aristas sucesivas tales que cada una
de ellas lleva un sentido de forma que el ve´rtice final de una es el inicial de la
siguiente. Si el ve´rtice inicial y el final de un camino coinciden diremos que es un
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camino cerrado. Si el camino cerrado no pasa dos veces por ningu´n ve´rtice, (es
decir ninguno es el inicial de dos caminos) entonces diremos que c es un ciclo.
Llamaremos grafo c´ıclico de orden n al grafo conexo no dirigido de n ve´rtices
y todos ellos de grado 2, es decir X esta compuesto por un ciclo de orden n.
Un grafo no dirigido X es conexo si para cada par de ve´rtices a, b ∈ V existe
un camino cuyos ve´rtices inicial y final son a y b respectivamente.
Un grafo se dice que es simple, si no tiene lazos ni aristas mu´ltiples, es decir
si no hay lazos ni ma´s de una arista con los mismos extremos.
A lo largo del trabajo, salvo que se mencione expresamente, consideraremos
grafos no dirigidos, de orden finito, conexos, sin ve´rtices de grado 1. Generalmente
los consideraremos no c´ıclicos, ya que e´stos casos sera´n triviales.
Definicio´n 1.2 Sea V el conjunto de ve´rtices de un grafo X con n = |V |. La
matriz de adyacencia A de X es una matriz n× n donde
ai,j =
{
nu´mero de aristras entre los ve´rtices i y j si i 6= j,
2 veces el nu´mero de lazos en i si i = j.
Al igual que con la funcio´n zeta de Riemann, en los grafos podemos definir una
funcio´n zeta, la funcio´n zeta de Ihara, pero para ello debemos dar un concepto
de primo en un grafo.
Definicio´n 1.3 Sea X un grafo y E su conjunto de aristas con |E| = m. Con-
sideremos una orientacio´n arbitraria de las aristas de X y definamos un nuevo
conjunto de aristas orientadas
Ee =
{
e1, e2, . . . , e2m
}
,
donde ei con i = 1, . . . ,m es la i-e´sima arista de E con la orientacio´n antes dada,
y ei+m = e
−1
i es la misma arista con la orientacio´n opuesta.
Definicio´n 1.4 Dado un grafo X, un a´rbol de expansio´n de X es un subgrafo
conexo y sin ciclos que contiene a todos los ve´rtices.
Definicio´n 1.5 Sea c = a1a2 · · · as un camino en X donde ai ∈ Ee se dice que:
a) c tiene un retroceso, si aj+1 = a
−1
j para algu´n j = 1, . . . , s− 1.
b) c tiene una cola si as = a
−1
1 .
c) La longitud de c es s y se denota por ν(c).
d) El producto de dos caminos cerrados c y d con el mismo ve´rtice inicial es
el camino cerrado denotado por c · d que consiste en recorrer primero las
aristas de c y a continuacio´n las de d.
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e) Un camino cerrado c es primitivo, si c 6= df para todo f ≥ 2 y todo camino
d de X, donde df denota recorrer el camino cerrado d, f veces en el mismo
sentido.
f) Un camino cerrado c es primo si no tiene retrocesos ni colas y es primitivo.
De la definicio´n de primo en X es inmediato que los caminos sin retrocesos ni
cola de X son primos, o potencias de un primo.
Si c = a1a2 . . . as es un primo de X, cualquier camino cerrado de la forma
ajaj+1 · · · a1as · · · aj−1 con j = 1, . . . , s tambie´n sera´n primos, por lo que vamos a
definir una relacio´n de equivalencia en la que la clase de c es:
C =
{
a1a2 · · · as, a2a3 · · · asa1, . . . , asa1 · · · as−1
}
.
A la clase de equivalencia del camino cerrado as, . . . , a2, a1 la denotamos por
C−1. Si C es la clase de equivalencia de un primo, tambie´n lo sera´ C−1 y viceversa,
y a dichas clases denotaremos habitualmente por P,Q, . . ..
Dadas dos clases de equivalencia C y D de respectivos caminos cerrados c y d,
denotaremos por C ·D a la clase de equivalencia del camino obtenido a partir de
cd eliminando los retrocesos y las colas. Los grafos c´ıclicos solo tienen dos primos
P y P−1, siendo P el primo dado por el ciclo del grafo recorrido en uno de los
dos sentidos posibles.
Ejemplo 1.6 Consideremos X = K4 − e el siguiente grafo obtenido de suprimir
una arista e del grafo completo K4, y sea E su conjunto de aristas. Veamos cual
es Ee y demos algunos ejemplos y contraejemplos de primos en e´l.
Dando una orientacio´n arbitraria a sus aristas, tendr´ıamos los dos grafos con E
y Ee como conjuntos de aristas respectivamente
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Si denotamos por aj la arista etiquetada por j en el grafo de la figura anterior, el
camino a1a3a5a9a6 tiene cola y el a3a7a2a5a9 un retroceso, luego no son primos.
Los caminos a1a4a10a7 y a1a3a5a9a3a7 son primos, as´ı como lo son todos los de la
forma a3a7a1(a3a5a9)
n.
Como podemos observar este grafo tiene infinitos primos, de hecho esto sucede
en todos los grafos salvo los c´ıclicos, que solo tienen los primos P y P−1.
1.2. Funcio´n zeta de Ihara
En teor´ıa de nu´meros se nos presenta la funcio´n zeta de Riemann dada por el
producto infinito
ζ(s) =
∞∑
n=1
1
ns
=
∏
P primo
1
1− P−s
La importancia de esta funcio´n reside en su relacio´n con la distribucio´n con
los nu´meros primos. De hecho, uno de los problemas del milenio es probar la
hipo´tesis de Riemann, que conjetura que los ceros no triviales de la funcio´n zeta
de Riemann, que es la extensio´n anal´ıtica al plano complejo de la funcio´n definida
por el producto infinito, esta´n en la recta Re(s) = 1/2.
En teor´ıa de grafos tambie´n se define una funcio´n zeta, donde el papel de los
nu´meros primos pasan a ser el de los caminos primos en X.
Definicio´n 1.7 La funcio´n zeta de Ihara para un grafo X conexo, finito y sin
ve´rtices de grado 1 viene dada por la siguiente funcio´n compleja de u para |u|
suficientemente pequen˜o,
ζX(u) = ζ(u,X) =
∏
P
(1− uν(P ))−1, (1.1)
Do´nde P recorre todas las clases de los primos del grafo X.
Esta funcio´n tambie´n se la llama funcio´n zeta de los ve´rtices. El producto que
define la funcio´n zeta de Ihara es infinito salvo para los grafos c´ıclicos, en cuyo
caso, si X es c´ıclico con m aristas,
ζ(u,X) =
1
(1− um)2
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Definicio´n 1.8 Al radio de convergencia del producto con el que se define la
funcio´n zeta de Ihara se le denota por RX .
Observacio´n 1.9 Otro aspecto a tener en cuenta de los grafos, es su grupo
fundamental Π1(X, v), cuyos elementos son los caminos de aristas orientadas que
empiezan y terminan en el ve´rtice v . El producto de dos caminos C y D, consiste
en recorrer primero C y despue´s D. Puesto que el a´rbol de expansio´n es contra´ctil
por no contener ciclos, se puede probar que el grupo fundamental de X es el grupo
libre de r generadores, donde el rango r es el numero de aristas fuera del a´rbol
de expansio´n.
Ejemplo 1.10 El a´rbol de expansio´n de K4 − e es:
Podemos ver que entonces su grupo fundamental Π1(K4 − e, 1) es el grupo libre
de dos generadores.
En general se puede calcular el rango del grupo fundamental de un grafo
conexo con solo saber el nu´mero de ve´rtices y de aristas como muestra el siguiente
resultado.
Proposicio´n 1.11 Sea X un grafo, E su conjunto de aristas y V el de ve´rtices.
Entonces
r − 1 = |E| − |V |
siendo r el rango del grupo fundamental de X.
Demostracio´n: Sabemos que r es el nu´mero de aristas fuera de un a´rbol de
expansio´n. Puesto que e´ste es conexo, sin ciclos y contiene todos los ve´rtices,
veamos que debe tener |V | − 1 aristas.
Podemos construir el a´rbol generador partiendo de un ve´rtice v deX Partiendo
de un ve´rtice v, por cada nuevo ve´rtice que queramos conectar al a´rbol, tendremos
que an˜adir una arista, lo que hacen un total de |V | − 1 aristas, de modo que
r = |E| − (|V | − 1) de donde se obtiene el resultado. 
Ma´s adelante trabajaremos nuevamente con los a´rboles de expansio´n y el
grupo fundamental de un grafo, cuando veamos la funcio´n zeta de caminos. Ahora
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daremos una fo´rmula muy eficaz para calcular la funcio´n zeta de Ihara de un grafo.
Teorema 1.12 Fo´rmula determinantal de Ihara. Dado X un grafo, r el
rango de su grupo fundamental, A su matriz de adyacencia y Q la matriz diagonal
cuya entrada i-e´sima es grado del ve´rtice i-e´simo menos 1, entonces
ζ(u,X)−1 = (1− u2)r−1 det(I − Au+Qu2) (1.2)
Ma´s adelante daremos una demostracio´n de esta fo´rmula, basada en la prueba
de Bass (Teorema 2.8). Pero por ahora veamos cual ser´ıa el resultado para nuestro
grafo antes mencionado, do´nde r = 2,
A =

0 1 1 0
1 0 1 1
1 1 0 1
0 1 1 0
 ,
Q =

1 0 0 0
0 2 0 0
0 0 2 0
0 0 0 1
 .
De modo que la fo´rmula determinantal de Ihara ser´ıa:
ζ(u, x)−1 = (1− u2)
∣∣∣∣∣∣∣∣
1 + u2 −u −u 0
−u 1 + 2u2 −u −u
−u −u 1 + 2u2 −u
0 −u −u 1 + u2
∣∣∣∣∣∣∣∣
Llegando tras las cuentas a
ζ(u,X)−1 = (1− u2)(1 + u2)(1− u)(1 + u+ 2u2)(1− u2 − 2u3).
Definicio´n 1.13 Dado un grafo X, consideremos Ee el conjunto de aristas defi-
nido en 1.3 se define la matriz 0,1 de adyacencia de aristas W1, a la matriz
2m× 2m cuyo elemento i, j es 1 si ei acaba donde empieza ej siendo ei 6= e−1j , y
es 0 en otro caso.
Lema 1.14 DadaA, matriz n×n con coeficientes complejos se tiene que exp TrA =
det expA siendo
expA = I + A+
A2
2!
+ . . . .
Demostracio´n: Dada A, sabemos que existe otra matriz invertible U con
U−1AU = T siendo T una matriz triangular superior. Adema´s el operador traza
cumple que Tr(AB) = Tr(BA) para cualesquiera A,B ∈Mn×n. De modo que
TrA = Tr(UU−1A) = Tr(U−1AU) = TrT = λ1 + λ2 + . . .+ λn.
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Donde los λi son los autovalores de la matriz A, luego
exp TrA = exp(λ1 + λ2 + . . .+ λn).
Por otro lado tenemos definida
expA = I + A+
1
2!
A2 + . . .+
1
n!
An + . . .
De donde se deduce que B exp(A)B−1 = exp(BAB−1) para cualquier matriz
invertible B. En concreto para U se tiene que U exp(A)U−1 = exp(T ), cuyo
i-e´simo elemento de la diagonal, atendiendo a la definicio´n de la exponencial
sera´ exp(λi). De modo que
det expA = det(U exp(A)U−1) = det expT = exp(λ1) exp(λ2) . . . exp(λn)
= exp(λ1 + λ2 + . . .+ λn)
teniendo as´ı el resultado. 
Definicio´n 1.15 Se denota por Nk al nu´mero de caminos cerrados sin retrocesos
ni colas de longitud k en X.
Lema 1.16 Dado un grafo X, se tiene que:
log ζ(u,X) =
∑
k≥1
Nk
k
uk. (1.3)
Demostracio´n: Tomando logaritmos en (1.1) se tiene que
log ζ(u,X) = log
∏
P
(1− uν(P ))−1 = −
∑
P
log(1− uν(P )).
Tomemos ahora el desarrollo en serie de la funcio´n logaritmo,
log ζ(u,X) = −
∑
P
log(1− uν(P )) =
∑
P
∑
j≥1
1
j
uν(P )j
Dado que todo camino cerrado sin retrocesos ni cola es un primo o una po-
tencia de e´l, podemos interpretar la suma anterior como la suma en todos estos
caminos, sean primos o no, de longitud k. Teniendo en cuenta que hay Nk caminos
con ν(C) = k la fo´rmula anterior nos queda:
log ζ(u,X) =
∑
k≥1
Nk
k
uk. (1.4)

Teorema 1.17 Dado un grafo X y W1 su matriz de adyacencia de aristas, se
tiene la siguiente formula:
ζ(u,X)−1 = det(I −W1u) (1.5)
Este teorema lo daremos por supuesto por el momento, pues su demostracio´n se
dara´ ma´s adelante como corolario de un resultado ma´s general.
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1.3. Formula de inversio´n de Mo¨bius
Uno de los principales resultados en teor´ıa de nu´meros es el llamado teorema
de los nu´meros primos, demostrado por Jacques Hadamard y Vallee Poussin en
1896. Este resultado nos dice como se distribuyen los nu´meros primos asinto´tica-
mente, dando a entender que, aun siendo infinitos, son “ menos comunes” cuanto
ma´s grandes son.
Teorema 1.18 Sea pi(x) la funcio´n cuenta cuantos nu´mero primos menores o
iguales que x. Entonces
pi(x) ∼ x
ln(x)
Donde ln(x) denota el logaritmo natural de x.
Decir que el l´ımite cuando x tiende a infinito del cociente entre las dos fun-
ciones pi(x) y x/ log(x) es 1. El infinito dado por la diferencia de estas funciones
puede ser estimado y dicha estimacio´n se har´ıa ma´s ajustada si la hipo´tesis de
Riemann fuese probada.
En la teor´ıa de grafos nos encontramos su ana´logo, al igual que lo hac´ıamos
con la funcio´n zeta de Riemann y la de Ihara. El propo´sito de este cap´ıtulo es
entender y demostrar este teorema, para ello vayamos antes con unos resultados
y definiciones previas.
Definicio´n 1.19 Se define la funcio´n de Mo¨bius µ(n) como
µ(n) =

1 si n = 1,
(−1)r si n = p1 . . . pr con pi primos distintos,
0 en otro caso (n no es libre de cadrados).
Definicio´n 1.20 Se define la convolucio´n de Dirichlet entre dos funciones aritme´ti-
cas f y g como:
(f ∗ g)(n) =
∑
a·b=n
f(a)g(b)
Proposicio´n 1.21 La convolucio´n de Dirichlet es asociativa, conmutativa y con
elemento unidad.
Demostracio´n: La conmutatividad es casi inmediata de la definicio´n,
(f ∗ g)(n) =
∑
a·b=n
f(a)g(b) =
∑
a·b=n
g(b)f(a) = (g ∗ f)(n).
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La asociatividad se deduce de que
((f ∗ g) ∗ h)(n) =
∑
a·b=n
(f ∗ g)(a)h(b) =
∑
a·b=n
∑
c·d=a
f(c)g(d)h(b)
=
∑
c·d·b=n
f(c)g(d)h(b).
(f ∗ (g ∗ h))(n) =
∑
a·b=n
f(a)(g ∗ h)(b) =
∑
a·b=n
∑
c·d=b
f(a)g(c)h(d)
=
∑
a·c·d=n
f(a)g(c)h(d).
Por u´ltimo consideremos ε(n) definido por ε(n) = 1 si n = 1, ε(n) = 0 si n > 1.
Entonces para cualquier funcio´n aritme´tica,
(ε ∗ f)(n) =
∑
a·b=n
ε(a)f(b) = ε(1)f(n) = f(n).

Teorema 1.22 Fo´rmula de inversio´n de Mo¨bius Sean f y g son funciones
aritme´ticas cumpliendo que
g(n) =
∑
d|n
f(d) para todo n ≥ 1.
Entonces:
f(n) =
∑
d|n
g(d)µ
(n
d
)
=
∑
d|n
g
(n
d
)
µ(d) para todo n ≥ 1, (1.6)
do´nde µ(n) es la funcio´n de Mo¨bius.
Demostracio´n: Vamos a considerar la convolucio´n de Dirichlet entre f y g,
dos funciones aritme´ticas cualesquiera, dada por
(f ∗ g)(n) =
∑
ab=n
f(a)g(b) =
∑
d|n
f(d)g
(n
d
)
Vamos a considerar la funcio´n I(n) = 1 para todo n de tal modo que (f ∗
I)(n) =
∑
d|n f(d), y veamos que (µ ∗ I)(n) = ε(n), es decir∑
d|n
µ(d) =
{
1 si n = 1,
0 si n > 1.
El caso n = 1 es trivial, si n = pα11 p
α1
2 · · · pαrr con r ≥ 1 , puesto que µ(n) = 0
si n no es libre de cuadrados obtenemos que∑
d|n
µ(d) = µ(1) +
r∑
k=1
∑
1≤pi1<...<pik≤r
µ(pi1 · · · pik)
=
r∑
k=0
(
r
k
)
(−1)k = (1− 1)r = 0
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Y el resultado se da de las siguientes igualdades
µ ∗ g = µ ∗ (I ∗ f) = (µ ∗ I) ∗ f = ε ∗ f = f

1.4. Teorema del nu´mero primo para grafos.
En teor´ıa de nu´meros contamos los primos que son menores o iguales a un
nu´mero dado, en cambio en teor´ıa de grafos lo que vamos a contar son los primos
de X de longitud fija.
Definicio´n 1.23 La funcio´n que cuenta primos en un grafo X viene dada por
pi(n) = ]
{
P primos en X de longitud n
}
.
Observemos que contamos la clase de los caminos primos y no los primos.
Definicio´n 1.24 El ma´ximo comu´n divisor de los caminos primos en X es
∆X = m.c.d.
{
ν(P ) tal que P es primo en X
}
Teorema 1.25 Teorema de Kotani-Sunada. Sea un grafo X tal que el ma´xi-
mo grado de los ve´rtices es pmax + 1 y el mı´nimo pmin + 1.
1. Todo polo u de ζ(u,X) satisface que RX ≤ |u| ≤ 1, y adema´s
p−1max ≤ RX ≤ p−1min.
2. Todo polo no real u de ζ(u,X) verifica la desigualdad
p−1/2max ≤ |u| ≤ p−1/2min .
3. Los polos de ζ(u,X), tales que |u| = RX son de la forma
RXe
2piia/∆X con a = 1, . . . ,∆X .
Demostracio´n: La demostracio´n usa la fo´rmula determinantal de Ihara, que
para su prueba utiliza las funciones zeta de aristas que se tratan en el pro´ximo
cap´ıtulo. 
Lema 1.26 Dados b, n ∈ N se tiene que
b∑
a=1
e
2piian
b =
{
0, si b - n,
b, si b | n.
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Demostracio´n: Si b | n, entonces n = kb de modo que
b∑
a=1
e
2piian
b =
b∑
a=1
e2piika =
b∑
a=1
(
cos(2pika) + i sin(2pika)
)
= b.
Por otro lado, si b > 1 y mcd(b, n) = 1, e
2piia
b recorre las ra´ıces b-e´simas de
la unidad y, por ser mcd(b, n) = 1, entonces e
2piian
b tambie´n. Como adema´s b > 1
entonces
b∑
a=1
e
2piian
b = 0 si b > 1,mcd(b, n) = 1.
Si b - n, sea d = mcd(b, n), de tal forma que n = n0d, b = b0d con b0 > 1,
entonces podemos reescribir
b∑
a=1
e
2piian
b =
d−1∑
k=0
(k+1)b0∑
a=kb0+1
e
2piian0
b0 =
d−1∑
k=0
b0∑
j=1
e
2piijn0
b0 e2piin0k
=
d−1∑
k=0
b0∑
j=1
e
2piijn0
b0 = 0.

Para terminar este cap´ıtulo concluiremos con el enunciado y prueba del teo-
rema de los nu´meros primos para grafos, la demostracio´n esta inspirada en el
art´ıculo de Horton y Terras [4].
Teorema 1.27 Teorema de los nu´meros primos para grafos
Sea X un grafo conexo, RX el radio de convergencia de su funcio´n zeta de Ihara.
Entonces:
Si ∆X = 1 se tiene que
pi(m) ∼ R
−m
X
m
, cuando m→∞.
Si ∆X > 1, entonces pi(m) = 0 si ∆X no divide a m y si ∆X si lo divide
entonces
pi(m) ∼ ∆XR
−m
X
m
, cuando m→∞.
Demostracio´n:
Observemos que podemos reescribir la funcio´n zeta de Ihara como
ζ(u,X) =
∏
n≥1
(1− un)−pi(n),
pues hay pi(n) primos con ν(P ) = n.
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Entonces, aplicando de nuevo nuestro operador diferencial u
d
du
se tiene que
u
d
du
log ζ(u,X) = u
d
du
log
∏
n≥1
(1− un)−pi(n) = u d
du
∑
n≥1
−pi(n) log(1− un)
=
∑
n≥1
npi(n)un
1− un =
∑
n≥1
npi(n)un
∑
j≥0
unj =
∑
n≥1
∑
j≥0
npi(n)un(j+1)
Puesto que n(j+1) recorre todos los mu´ltiplos naturales de n podemos reescribir
la fo´rmula anterior de la siguiente manera
u
d
du
log ζ(u,X) =
∑
m≥1
∑
d|m
dpi(d)um =
∑
m≥1
(∑
d|m
dpi(d)
)
um
Aplicando tambie´n el operador diferencial u
d
du
a la fo´rmula obtenida en el
lema 1.3, obtenemos que
u
d
du
log ζ(u,X) =
∑
m≥1
Nmu
m, (1.7)
de donde deducimos que Nm =
∑
d|m dpi(d). Por la fo´rmula de inversio´n de Mo¨bius
(1.6) llegamos a que
pi(m) =
1
m
∑
d|m
µ
(m
d
)
Nd (1.8)
Por otro lado sabemos que existe B matriz invertible con BW1B
−1 = T siendo
T una matriz triangular superior, de modo que
det(I −W1u) = det
(
B(I −W1u)B−1
)
= det(I − Tu) =
∏
λ∈Spec(W1)
(1− λu).
Aplicando nuestro operador diferencial a la fo´rmula (1.5) se tiene que
u
d
du
log ζ(u,X) = −u d
du
log det(I −W1u) = −u d
du
log
∏
λ∈Spec(W1)
(1− λu)
= −u d
du
∑
λ∈Spec(W1)
log(1− λu) = u d
du
∑
λ∈Spec(W1)
∑
n≥1
1
n
(λu)n
=
∑
λ∈Spec(W1)
∑
n≥1
(λu)n
De modo que
Nm =
∑
λ∈Spec(W1)
λm (1.9)
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Conviene tener en cuenta que cada autovalor aparece tantas veces como sea
su multiplicidad. Los te´rminos dominantes en esta suma corresponden a los au-
tovalores de W1 de ma´ximo valor absoluto, y puesto que
ζ(u,X) = det(I −W1u)−1,
al ser RX el radio de convergencia significa que
∏
λ∈Spec(W1)(1− λu) ha de tener
un cero para algu´n x con |x| = RX . De aqu´ı se deduce que los autovalores de
mayor valor absoluto de la matriz W1 son aquellos tal que |λ| = R−1X , por lo que
en (1.9) los te´rminos dominantes de la suma sera´n aquellos que correspondan a
dichos autovalores.
El teorema de Kotani-Sunada (1.25) nos dice que hay un total de ∆X auto-
valores λ de valor absoluto ma´ximo, de la forma
R−1x exp
(2piia
∆X
)
donde a = 1, . . . ,∆X .
De modo que por el lema 1.26
∑
|λ| maximal
λn = R−nX
∆X∑
a=1
e
2piian
∆X =
{
0, si ∆X - n,
R−nX ∆X , si ∆X | n. (1.10)
Con esta igualdad, podemos deducir que si ∆X | d y d | m entones∑
|λ| maximal
λm
∑
|λ| maximal
λd
= Rd−mX ∆X
Ese cociente tiende a infinito cuando m → ∞ pues RX < 1. Con esto, y
reuniendo la informacio´n de (1.8), (1.9) y (1.10), y para valores de m grandes se
tiene que
pi(m) =
1
m
∑
d|m
µ
(m
d
)
Nd =
1
m
∑
d|m
µ
(m
d
) ∑
λ∈SpecW1
λm
∼ 1
m
∑
d|m
µ
(m
d
) ∑
|λ| maximal
λm ∼ 1
m
∑
|λ| maximal
λm
=
 0, si ∆X - m,R−mX
m
∆X , si ∆X | m.

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Cap´ıtulo 2
Otras funciones Zeta
En este cap´ıtulo presentaremos dos funciones zeta relacionadas con la funcio´n
zeta de Ihara, estas son la funcio´n zeta de aristas, y la de caminos. Tambie´n
veremos la prueba de Bass de la fo´rmula determinantal de Ihara, teorema 1.12.
Esta prueba la ubicamos aqu´ı pues, aunque tiene que ver directamente con el
teorema 1.5, esta matriz W1 esta´ relacionada con la funcio´n zeta de aristas.
2.1. Funcion zeta de Aristas
En esta seccio´n usaremos el sub´ındice E, de edge, para resaltar la dependencia
de estas funciones de el conjunto de aristas.
Definicio´n 2.1 Dado un grafo X se define su matriz de aristas W a la matriz
2m×2m siendo m = |E|, cuya entrada a, b es una nueva variable wa,b si el ve´rtice
final de a es el inicial de b con a 6= b−1 y es 0 en otro caso.
Las variables wa,b, pueden evaluarse a su vez como nu´meros complejos concretos,
y en expresiones polino´micas concretas. Observemos que W1, definido en 1.13, es
la matriz W do´nde todos los nu´meros complejos no nulos son iguales a 1.
Definicio´n 2.2 Dada una clase de equivalencia de caminos cerrados C de X
escrito como producto de aristas orientadas C = a1a2 · · · as se define la norma de
aristas como
NE(C) = wa1,a2wa2,a3 · · ·was−1,aswas,a1
Definicio´n 2.3 La funcio´n zeta de aristas de un grafo X es
ζE(W,X) =
∏
P
(1−NE(P ))−1,
donde el producto es sobre las clases de los primos en X. La funcio´n zeta de
aristas fue introducida por Hashimoto en 1989.
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Teorema 2.4 Fo´rmula determinantal de aristas. SiW es la matriz de aristas
de un grafo X entonces
ζE(W,X) = det(I −W )−1
Demostracio´n: Tomando logaritmos en la definicio´n de ζE se tiene que
log ζE(W,X) = log
∏
P
(1−NE(P ))−1 = −
∑
P
log(1−NE(P ))
=
∑
P
∑
j≥1
1
j
NE(P )
j
Puesto que hay ν(P ) elementos en la clase P entones
log ζE(W,X) =
∑
j≥1
k≥1
∑
P
ν(P )=k
NE(P )
j
puesto que (P j) es un camino sin retrocesos ni colas, cuya longitud es jν(P ) la
fo´rmula anterior la podemos reescribir como
log ζE(W,X) =
∑
C
1
ν(C)
NE(C),
donde la suma es tomada en todos los caminos sin retrocesos ni colas, sean primos
o no.
Por otro lado, debido a que
TrW k =
∑
b1,...,bk∈Ee
wb1,b2wb2,b3 · · ·wbk,b1 =
∑
C
ν(C)=k
NE(C) (2.1)
Donde la suma es sobre las 2m aristas orientadas Ee. Los we,f son 0 sal-
vo que e acabe donde empieza f sin retrocesos, es decir e 6= f−1. Entonces
wb1,b2wb2,b3 · · ·wbk,b1 6= 0 significa que el camino C = b1b2 · · · bk es cerrado, sin
retrocesos ni cola, y de longitud k, de ah´ı la u´ltima igualdad.
De (2.1) se deduce que∑
k≥1
1
k
TrW k =
∑
k≥1
∑
C
ν(C)=k
1
k
NE(C) =
∑
C
1
ν(C)
NE(C),
por lo que
log ζE(W,X) =
∑
k≥1
1
k
TrW k = Tr
(∑
k≥1
1
k
W k
)
= −Tr log(I −W ) = log det(I −W )−1.
La u´ltima igualdad es consecuencia del lema 1.14 aplicado a log(I −W ). Final-
mente se concluye el teorema tomando exponenciales en
log ζE(W,X) = log det(I −W )−1.

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Observacio´n 2.5 El teorema de Ihara-Hashimoto, que es el teorema que da la
fo´rmula determinantal 1.5 para la funcio´n zeta de Ihara, es una consecuencia del
teorema 2.4. En efecto, como ya hemos comentado, la funcio´n zeta de Ihara se
obtiene a partir de la funcio´n zeta de aristas de Hashimoto sustituyendo cada
variable wa,b por la variable u. Por tanto, la fo´rmula determinantal 1.5 se obtiene
a partir de la fo´rmula determinantal 2.4 sustituyendo la matriz W por W1u.
2.2. Prueba de Bass de la fo´rmula determinan-
tal de Ihara
Veremos ahora la prueba de la fo´rmula determinantal de Ihara hecha por Bass,
para ello consideraremos X un grafo, n su nu´mero de ve´rtices y m el de aristas
no orientadas.
Definicio´n 2.6 En las condiciones descritas anteriormente, se definen las si-
guientes matrices:
J =
(
0 Im
Im 0
)
La matriz n× 2m de elementos iniciales S dada por
sv,a =
{
1, si v es el ve´rtice inicial de la arista a,
0, en otro caso.
La matriz n× 2m de elementos finales T dada por
tv,a =
{
1, si v es el ve´rtice final de la arista a,
0, en otro caso.
Proposicio´n 2.7 Consideremos las matrices S, T , A, Q, J , y W1 definidas an-
teriormente, entonces se tienen las siguientes propiedades
1. SJ = T , TJ = S.
2. A = S tT .
3. Q+ In = S
tS = T tT .
4. W1 + J =
tTS.
Demostracio´n:
1. Por como hemos llamado a las aristas, aj = a
−1
j+m, j = 1, . . . ,m luego, el
elemento (v, a) de SJ es precisamente el (v, a−1) de T , pues v es el ve´rtice inicial
de a si, y so´lo si, es el final de a−1.
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2.Basta con considerar el elemento (u, v) del producto que es
(tTS)u,v =
∑
a∈Ee
su,atv,a
El lado derecho precisamente nos cuenta el nu´mero de aristas cuyo ve´rtice inicial
es u y final es v, que es precisamente lo que hace el elemento u, v de A.
3. De forma similar a lo anterior
(S tS)u,v =
∑
a∈Ee
su,asv,a
Como no puede haber dos ve´rtices iniciales de una misma arista, entonces (StS)u,v =
0 si u 6= v, adema´s si u = v lo que estamos es contando todos las aristas que co-
mienzan en v, es decir, su grado. Para la matriz T el razonamiento es exactamente
el mismo.
4.Se tiene que
(tTS)a,b)
∑
v∈V
tv,asv,b
Y puesto que tv,asv,b 6= 1 si, y so´lo si, el final de a coincide con el inicio de b,
aunque a = b−1, lo que se solventa sumando J . 
Teorema 2.8 Prueba de Bass de la fo´rmula determinantal de Ihara
ζ(u,X)−1 = (1− u2)r−1 det(I − Au+Qu2)
Demostracio´n: Esta es la demostracio´n del teorema 1.12
Veamos que es cierta la siguiente igualdad de matrices (n+ 2m)× (n+ 2m).(
In 0
tT I2m
)(
In(1− u2) Su
0 I2m −W1u
)
=
(
In − Au+Qu2 Su
0 I2m + Ju
)(
In 0
tT − tSu I2m
)
Vayamos por componentes:
(In − Au+Qu2)In + Su( tT − tSu) = In − Au+Qu2 + S tTu− S tSu2
= In − Au+Qu2 + Au− (Q+ In)u2
= In(1− u2) = InIn(1− u2).
SuI2m = InSu.
(I2m + Ju)(
tT − tSu) = tT − tSu+ J tTu− J tSu2
= tT − tSu+ tSu− tTu2
= tT (1− u2) = tTIn(1− u2).
tTSu+ I2m(I2m −W1u) = (W1 + J)u+ I2m −W1u
= I2m + Ju = (I2m + Ju)I2m.
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Luego tomando determinantes obtenemos que
(1− u2)n det(I2m −W1u) = det(In − Au+Qu2) det(I2m + Ju). (2.2)
Como se tiene que
I2m + Ju =
(
Im Imu
Imu Im
)
debido a la siguiente igualdad de matrices(
I 0
−Iu I
)(
I Iu
Iu I
)
=
(
I Iu
0 I(1− u2)
)
,
se tiene que det(I2m +Ju) = (1−u2)m. Por (2.2) y el teorema 1.5 deducimos que
ζ(u,X) = det(I −W1u)−1 = (1− u2)n−m det(I − A+Qu2),
y puesto que r − 1 = m− n por la proposicio´n 1.11,
ζ(u,X) = (1− u2)r− det(I − A+Qu2).

2.3. Funcio´n zeta de caminos
En esta seccio´n estudiaremos la funcio´n zeta de caminos, la cual se puede usar
para calcular la funcio´n zeta de aristas con determinantes ma´s pequen˜os. Para
ello debemos recordar el grupo fundamental de un grafo as´ı como su a´rbol de
expansio´n.
Puesto que podemos identificar Π1(X, v) con el grupo libre de r generadores
siendo r el nu´mero de aristas fuera del a´rbol de expansio´n, llamemos a estas
aristas no orientadas e1, . . . , er con una orientacio´n arbitraria, de modo que las
aristas orientadas fuera del a´rbol de expansio´n sera´n:
e1, . . . , er, e
−1
1 , . . . e
−1
r .
De igual manera llamaremos a las aristas del a´rbol de expansio´n una vez orien-
tadas
t1, . . . , tu, t
−1
1 , . . . t
−1
u .
Definicio´n 2.9 La matriz de caminos de un grafo X es la matriz 2r × 2r
cuya entrada i, j es una variable zi,j si ei 6= e−1j y es 0 si ei = e−1j . Las variables
zi,j pueden ser evaluadas como nu´meros complejos concretos o en expresiones
polino´micas concretas.
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Observemos que la matriz de caminos Z tiene tan solo un cero en cada fila,
en cambio, la matriz W de la definicio´n 2.1 que era mas dispersa.
La observacio´n 1.9 y la proposicio´n 1.11 muestran que la clase de homotop´ıa
en el grupo fundamental de cualquier clase de equivalencia de caminos cerrados C
esta determinada po las aristas ek por las que pasa fuera del a´rbol de expansio´n, de
este modo podemos escribir C = a1 · · · as con ai ∈ {e±11 , . . . e±1r }, esta se llamara´ la
forma reducida de C, y Cr sera´ la clase de esta representacio´n reducida, es decir
Cr =
{
a1a2 · · · as, a2 · · · asa1, . . . , asa1 · · · as−1
}
Definicio´n 2.10 Se define la norma de caminos para un camino C = a1 · · · as,
escrito de tal modo que ai ∈ {e±11 , . . . e±1r } como:
NF (C) = za1a2 · · · zas−1aszasa1 .
Asimismo se define la funcio´n zeta de caminos por
ζF (Z,X) =
∏
Pr
(1−NF (Pr))−1,
donde el producto se realiza sobre las clases reducidas de los primos del grafo. La
funcio´n zeta de caminos se debe a Stark, y fue introducida por Stark y Terras en
1996.
Teorema 2.11 Fo´rmula determinantal de caminos
Para todo grafo X se tiene que
ζF (Z,X) = det(I − Z)−1.
Demostracio´n: La demostracio´n es igual a la del teorema 2.4, pues es un caso
particular de e´ste. En concreto para grafos de un solo ve´rtice, y r lazos, pues este
es el resultado de contraer el a´rbol de expansio´n de un grafo a un punto. 
Observacio´n 2.12 Para terminar este cap´ıtulo veremos como la funcio´n zeta de
caminos generaliza la de aristas. Si consideramos un primo P, primero tomamos
para e´l el camino cerrado en el grupo fundamental (del grafo obtenido al contraer
el a´rbol de expansio´n) que sera´ una secuencia de aristas orientadas fuera del a´rbol,
es decir una sucesio´n de fj?s donde cada fj es eh o e
−1
h para algu´n h. Ahora, si
el extremo final de fi coincide con el inicial de fj existe un u´nico camino sin
retrocesos en el a´rbol de expansio´n, tk1 · · · tks , que conecta el ve´rtice final de
fi con el inicial de fj siendo fi 6= f−1j , para que el camino no tenga cola. Si
consideramos la sustitucio´n
zi,j = weitk1wtk1 tk2 · · ·wtk−stkswtksej ,
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entonces la funcio´n zeta de caminos generaliza a la de aristas, ya que para
cualquier clase de equivalencia de caminos cerrados C sin retrocesos ni colas,
NF (C) = NE(C), y en particular esto ocurre para las clases de los primos P .
En otras palabras, si se considera la sustitucio´n anterior, se tiene una sustitu-
cio´n global de variables Z = Z(W ) y se tiene que
ζF (Z(W ), X) = ζE(W,X)
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Cap´ıtulo 3
Grafos de Ramanujan
Finalizaremos este trabajo describiendo algunos resultados recientes sobre la
construccio´n de grafos de Ramanujan. Tambie´n mostraremos que los grafos regu-
lares de Ramanujan son precisamente aquellos en los que la funcio´n zeta de Ihara
satisface la hipo´tesis de Riemann.
Definicio´n 3.1 Decimos que un grafo X es regular o d-regular, si todos sus
ve´rtices tienen el mismo grado igual a d.
Proposicio´n 3.2 Sea X un grafo d-regular y A su matriz de adyacencia. Enton-
ces:
1. Todo λ ∈ Spec(A) cumple que |λ| ≤ d.
2. d ∈ Spec(A) con multiplicidad 1.
3. −d ∈ Spec(A) si, y so´lo si, X es bipartito.
Demostracio´n:
1. Observemos que d es autovalor correspondiente al vector de todo unos. Si
Av = v, con v =t (v1, . . . , vn), sea a el ve´rtice donde |vi| toma su valor
ma´ximo. Utilizando la notacio´n a ∼ b para denotar que los ve´rtices a y b
son adyacentes, entonces
|λ||va| = |(Av)a| =
∣∣∣∑
b∼a
vb
∣∣∣ ≤ k|va|.
2. Ya hemos visto que d ∈ Spec(A), veamos que su multiplicidad es 1, de
un modo similar al anterior suponiendo que va > 0, pues sino podemos
multiplicar a v por -1. Entonces
dva = (Av)a =
∑
b∼a
vb ≤ dva.
Para que se de la igualdad no sebe haber ninguna cancelacio´n, luego vb = va
para cada ve´rtice b adyacente al a, puesto que el grafo es conexo se sigue el
resultado.
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3. Si el grafo es bipartito y ordenamos los ve´rtices de tal modo que los l
primeros este´n en el mismo lado de la particio´n y los n − l u´ltimos en el
otro lado, entonces el vector cuyas l primeras componentes son 1 y el resto
-1 es un autovector asociado al autovalor −d.
Rec´ıprocamente si −d es un autovalor asociado al autovector v entonces
fijado a tal que |vi| toma su valor ma´ximo en i = a
dva = (Av)a =
∑
b∼a
vb = −dva.
Por lo que necesariamente vb = −va si b ∼ a, como el grafo es conexo
podemos calcular cual ser´ıa vb para todo b ∈ V . Si llega´semos a que va =
−va seria una contradiccio´n pues va no puede ser 0. Por lo tanto podemos
distinguir el conjunto de ve´rtices en dos subconjuntos:
V1 = {b ∈ V : vb = va} y
V2 = {b ∈ V : vb = −va}.
Puesto que no hay ve´rtices de un mismo Vi adyacentes entre si, el grafo es
bipartito.

Como la matriz de adyacencia de los grafos no orientados es sime´trica, todos
los autovalores son reales, y por tanto podemos ordenarlos. Los denotaremos por
λ1(X) ≥ λ2(X) ≥ . . . ≥ λn(X).
En el caso de que el grafo sera d-regular se tendra´ que λ1 = d, y si adema´s es
bipartito λn = −d.
Definicio´n 3.3 Para un grafo d-regular X con matriz de adyacencia A se define
λ(X) como el mayor de los valores absolutos de los autovalores no triviales.
Acorde a la definicio´n, tambie´n se tiene que
λ(X) = ma´x{|λ| : λ ∈ Spec(A), |λ| 6= d}
Definicio´n 3.4 Un grafo X es Ramanujan si, y solo si, es d-regular y
λ(X) ≤ 2√d− 1.
Del mismo modo que en la teor´ıa de nu´mero que para la funcio´n zeta de
Riemann, esta´ la hipo´tesis de Riemann la cual conjetura donde esta´n los ceros de
la funcio´n zeta de Riemann, en teor´ıa de grafos tenemos su ana´logo, pero en este
caso nos preguntamos donde esta´n los polos de la funcio´n zeta de Ihara.
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Definicio´n 3.5 Sea X un grafo d-regular. Se dice que la funcio´n zeta de Ihara
ζ((d−1)−s, X) satisface la hipo´tesis de Riemann si, y so´lo si, para 0 < Re(s) < 1,
ζ((d− 1)−s, X)−1 = 0 =⇒ Re(s) = 1
2
.
Si u = (d− 1)−s, el hecho de que Re(s) = 1/2 implica que |u| = 1/√d− 1.
Teorema 3.6 Sea X un grafo d-regular. La funcio´n zeta ζ(u,X) satisface la
hipo´tesis de Riemann si, y so´lo si, X es Ramanujan.
Demostracio´n: Utilizando la fo´rmula determinantal de Ihara del teorema 1.12,
se tiene que
ζ((d− 1)−s, X)−1 = (1− u2)r−1
∏
λ∈SpecA
(1− λu+ (d− 1)u2)
Si escribimos (1−λu+(d−1)u2) = (1−αu)(i−βu), donde αβ = d−1 y α+β = λ,
si tratamos de despejar en este sistema, puesto que al ser d ≥ 3 entonces β 6= 0
de modo que
α =
d− 1
β
β =
λ±√λ2 − 4(d− 1)
2
En virtud de la proposicio´n 3.2 distinguimos 3 casos
1. λ = ±d, lo que implica que α = ±(d− 1) y β = ±1.
2. |λ| ≤ 2√d− 1, por lo que β y α sera´n complejos conjugados de modo que
|d− 1| = |α||β| por lo tanto |α| = |β| = √d− 1.
3. 2
√
d− 1 < |λ| < d, de modo que tanto α como β son reales y
1 < |α|, |β| < d− 1,
con |α|, |β| 6= √d− 1.

Es fa´cil construir grafos de Ramanujan con un nu´mero pequen˜o de ve´rtices,
de hecho los grafos completos y los bipartitos completos son Ramanujan.
Ejemplo 3.7 La matriz de Adyacencia de K5, el grafo completo de 5 ve´rtices es
A5 =

0 1 1 1 1
1 0 1 1 1
1 1 0 1 1
1 1 1 0 1
1 1 1 1 0
 .
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Y det(A5− λI) = (λ− 4)(λ+ 1)4, como 1 ≤ 2
√
3 entonces , efectivamente, K5 es
Ramanujan.
La matriz de adyacencia de K3,3, el grafo bipartito completo de 6 ve´rtices es:
A3,3 =

0 0 0 1 1 1
0 0 0 1 1 1
0 0 0 1 1 1
1 1 1 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0
 .
Puesto que det(A3,3−λI) = (λ−3)(λ+3)λ4, entonces al ser 0 ≤ 2
√
2 es un grafo
Ramanujan.
Generalizando, cualquier grafo completo a a ser Ramanujan, consideremos el
grafo completo Kn, entonces su matriz de adyacencia es la matriz n × n cuyos
elementos diagonales son 0 y el resto 1, es decir
An =

0 1 . . . 1 1
1 0 . . . 1 1
...
...
. . .
...
...
1 1 . . . 0 1
1 1 . . . 1 0
 .
Con esto simplemente se puede ver que
1. La matriz de adyacencia tiene como autovalor a n de multiplicidad 1, y su
autovector asociado es (1, 1, . . . , 1).
2. La matriz tambie´n tiene como autovalor el −1 de multiplicidad n− 1 y una
base de autovectores puede ser e1 − ei con i = 2, . . . n.
Definicio´n 3.8 Tambie´n diremos que un grafo bipartito es (c,d)-birregular si
todos los ve´rtices de un lado de la particio´n tienen grado c y los del otro lado,
grado d. La matriz de adyacencia de un grafo (c, d)-birregular siempre tiene como
autovectores ±√cd, vea´moslo.
Si hay r ve´rtices de grado c y s de grado d, entonces rc = sd = n el numero
de aristas. Si ordenamos la matriz de tal forma que los r primeros elementos
sean los correspondientes a los ve´rtices de grado c y los s u´ltimos a la de d, es
sencillo comprobar que el vector v = (v1, . . . , vn) con v1 = . . . = vr =
√
d y las
v1 = vs =
√
c entonces
(Av)i = c
√
d =
√
cd
√
c =
√
cd vi para i = 1, . . . r,
(Av)i = d
√
c =
√
cd
√
d =
√
cd vi para i = r + 1, . . . n,
luego efectivamente
√
cd es autovalor. Para el caso negativo se obtiene el re-
sultado cambiando de signo a las r primeras coordenadas y siguiendo el mismo
razonamiento. Estos dos son los que llamaremos autovalores triviales.
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Con esta definicio´n, tambie´n diremos que un grafo X (c, d)-birregular es Ra-
manujan si todos sus autovalores no triviales de su matriz de adyacencia, podemos
denotarlo nuevamente por λ(X).
Tambie´n tendremos una nocio´n de grafo de Ramanujan (c, d)-birregular, que
son aquellos tales que λ(X) ≤ √c− 1 +√d− 1.
3.1. Algunas desigualdades
En esta seccio´n daremos algunas de las desigualdades ma´s notorias en los
grafos que tienen que ver con los grafos de Ramanujan. Estos resultados se pueden
consultar en [9].
Definicio´n 3.9 La distancia de dos ve´rtices u y v de un grafo es el mı´nimo
nu´mero de aristas que hay que atravesar para llegar de uno a otro. Del mismo
modo se define el dia´metro D de un grafo como el ma´ximo de las distancias entre
sus ve´rtices, siendo esta distancia la menor longitud de los caminos que conectan
los ve´rtices.
d(u, v) = mı´n{ν(c) : c conecta los ve´rtices u y v}.
D = ma´x{d(u, v) : u, v ve´rtices de X}.
El dia´metro de un grafo completo se puede acotar por la siguiente expresio´n,
dada por Chung en 1989.
Teorema 3.10 Chung.[9] Si X es un grafo d-regular con n ve´rtices y dia´metro
D. Si X no es bipartito entonces
D ≤ log(n− 1)
log(d/λ(X))
+ 1.
Asimismo si X es bipartito podemos encontrar la siguiente cota
D ≤ log((n− 2)/2)
log(d/λ(X))
+ 2.
A fin de cuentas el teorema anterior nos dice que minimizando λ(X), minimi-
zaremos el dia´metro. Entonces nos debemos preguntar, ¿Co´mo de pequen˜o puede
ser µ(C)? La respuesta a esta pregunta la podr´ıamos dar en estos dos resultados,
siendo el segundo ma´s reciente.
Teorema 3.11 Para un grafo d-regular X, se tiene que
l´ım inf λ(X) ≥ 2√d− 1
cuando el nu´mero de ve´rtices de X tiende a infinito.
34 CAPI´TULO 3. GRAFOS DE RAMANUJAN
Teorema 3.12 Nilli.[9] Sea X un grado d-regular. Si el dia´metro de X es D,
siendo D ≥ 2l + 2 ≥ 4, entonces
λ(X) ≥ 2√d− 1− 2
√
d− 1− 1
l
.
La cota obtenida es similar a la de los grafos de Ramanujan lo que nos hace
pensar que estos sera´n en general los que menor λ(X) tengan. Lo siguiente a tratar
es la construccio´n de una familia de grafos de Ramanujan, todos ellos d-regulares,
en la que vaya creciendo el nu´mero de ve´rtices.
3.2. Recubrimientos de grafos
En esta seccio´n vamos a ver la construccio´n dada por Marcus Spielman y
Srivastava en [6], para construir grafos bipartitos d-regulares de Ramanujan por
un proceso de recubrimiento, en concreto de 2-recubrimientos.
Definicio´n 3.13 Dado un grafo X, siendo V su conjunto de ve´rtices y E el de
aristas, un 2-recubrimiento de X es un grafos con dos ve´rtices por cada ve´rtice
en V . Este par de ve´rtices son llamados fibra del ve´rtice original. Toda arista
de E corresponde a dos aristas en el 2-recubrimiento, es decir, si tenemos una
arista (u, v) en X, {u1, u2} es la fibra de u y {v1, v2} es la fibra de v, entonces el
2-recubrimiento contendra´ el par de aristas
(1) {(u1, v1), (u2, v2)} o
(2) {(u1, v2), (u2, v1)}.
Si el 2-recubrimiento solo contiene pares de aristas del primer tipo, entonces
sera´n dos copias disjuntas del grafo original. Si en cambio solo contiene pares del
segundo tipo entonces se tendra´ el doble recubrimiento de X.
Para analizar los autovalores de un 2-recubrimiento, Bilu y Linial estudiaron
las signaciones que son aplicaciones s : E → {±1} en el conjunto de aristas de
X. Las signaciones esta´n en correspondencia biun´ıvoca con los 2-recubrimientos
haciendo s(u, v) = 1 si en el 2-recubrimiento hay una arista del tipo (1) asociada
a esta, y s(u, v) = −1 en caso de que fuera del tipo (2). Tambie´n definieron la
matriz signada de adyacencia As, que es la matriz de adyacencia de X salvo que
la entrada correspondiente al eje (u, v) se sustituye por s(u, v). Ellos prueban el
siguiente resultado.
Lema 3.14 Sea A la matriz de adyacencia asociada a un grafo X y As la ma-
triz asociada a su 2-recubrimiento. Entonces la unio´n con multiplicidad de los
autovalores de A y As son los autovalores de la matriz de adyacencia asociada al
2−recubrimiento.
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De este modo lo que debemos hacer es preocuparnos de que los autovalores
de As este´n acotado en valor absoluto por 2
√
d− 1, para que sigan siendo de
Ramanujan. Nosotros haremos un estudio de el caso bipartito como se hace en
[6], pues en estos grafos los autovalores de la matriz de adyacencia son sime´tricos
con respecto al 0, y por tanto vale con acotarlos superiormente por 2
√
d− 1 para
que sean Ramanujan. Adema´s un 2-recubrimiento de un grafo bipartito sigue
siendo bipartito.
Proposicio´n 3.15 Si X es un grafo bipartito entonces los autovalores de su
matriz de adyacencia son sime´tricos respecto del 0.
Demostracio´n: Veamos que si λ es autovalor, necesariamente −λ tambie´n lo es.
Para ello supongamos que ordenamos los ve´rtices de tal forma que los l primeros
sean los de un lado y los n− l u´ltimos del otro. Si λ es un autovalor de A asociado
al autovector v =t (v1, . . . , v − n), entonces (Av)i = λvi. Consideremos entonces
el vector v˜ =t (−v1, . . . ,−vl, vl+1, . . . , vn), entonces puesto que las l primeras
coordenadas no interfieren las mismas asociadas al producto, para i = 1, . . . l se
tiene que
(Av˜)i = Avi = λvi = −λv˜i,
mientras que para i = l + 1, . . . , n , al interferir solo las l primeras coordenadas
del vector obtenemos
(Av˜)i = −(Av)i = −λvi = −λv˜i.

3.3. 2-recubrimientos y el polinomio indicador
de emparejamientos
Definicio´n 3.16 Sea X un grafo con n ve´rtices y sea mi es el nu´mero de conjun-
tos de i aristas de X sin ve´rtices en comu´n, siendo m0 = 1. Se define el polinomio
indicador de emparejamientos como
µX(x) =
∑
i≥0
xn−2i(−1)imi. (3.1)
Ejemplo 3.17 Calculemos cua´l ser´ıa el polinomio asociado a el grafo bipartito
completo K3,3. Obviamente m1 = 9 que es el nu´mero total de aristas del grafo.
Fijada una arista de las restantes hay 4 que no comparten ningu´n ve´rtice en
comu´n con ella, m2 = 9 · 4/2 = 18. Para calcular m3 fije´monos que 3 aristas sin
ve´rtices en comu´n los tocar´ıan a todos, por lo que fijada la arista que va a dar
al ve´rtice v1, es sencillo ver que hay dos posibilidades so´lo de coger las otras dos
aristas, como v1 es de grado 3 entonces m3 = 3 · 2 = 6. Por tanto tendr´ıamos que
µK3,3(x) = x
6 − 9x4 + 18x2 − 6.
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Los dos resultados principales en relacio´n al polinomio indicador de empareja-
mientos son los siguientes.
Proposicio´n 3.18 (teorema 3.1 de [6]) Para cualquier grafo X, µX(x) tiene solo
ra´ıces reales.
Proposicio´n 3.19 (teorema 3.2 de [6]) Para cualquier grafo X cuyos ve´rtices
tienen grado a lo sumo d se tiene que todas las ra´ıces de µX(x) acotadas en valor
absoluto por 2
√
d− 1.
Definicio´n 3.20 Dado X con aristas ei, . . . , em podemos denotar cada signacio´n
de X por s ∈ {±1}m. Si as es la matriz de adyacencia asociada a la signacio´n, se
denota al polinomio caracter´ıstico de As por
fs(x) = det(xI − As).
Proposicio´n 3.21 (teorema 3.6 de [6]) El polinomio caracter´ıstico esperado de
la matriz de adyacencia asociada a una signacio´n arbitraria de un grafo X es su
polinomio indicador de emparejamientos, es decir
1
2m
∑
s∈{±1}m
fs(x) = µX(x).
Por lo que para probar que existe un recubrimiento de un grafo Ramanujan
por el cual obtenemos otro, basta con ver, por los teoremas anteriores que existe
una signacio´n s tal que la mayor ra´ız de fs(x) es a lo sumo la mayor ra´ız de
1
2m
∑
s∈{±1}m fs(x). Para ello veremos que {fs(x)}s∈{±1}m es una familia entrela-
zada, las cuales definiremos y daremos sus propiedades a continuacio´n.
3.4. Familias entrelazadas
Definicio´n 3.22 Decimos que un polinomio g(x) = (x − α1) · · · (x − αn−1) en-
trelaza al polinomio f(x) = (x− β1) · · · (x− βn) si
β1 ≤ α1 ≤ β2 ≤ α2 ≤ . . . ≤ αn−1 ≤ βn.
Tambie´n diremos que f1, . . . , fk tienen un entrelazado comu´n si existe un
polinomio g(x) que entrelaza a fi i = 1, . . . , k.
Si βi,j denota la ra´ız j-e´sima de fi, entonces los polinomios f1, . . . fk tendra´n
un entrelazado comu´n si, y so´lo su, existen α0 ≤ α1 ≤ . . . ≤ αn tal que βi,j ∈
[αj−1, αj] para todo i, j, siendo α1 ≤ . . . ≤ αn−1 las ra´ıces de g.
Lema 3.23 Sean f1, . . . , fk polinomios del mismo grafo con coeficiente dominan-
te positivo y con todas sus ra´ıces reales. Definimos
f∅ =
k∑
i=1
fi.
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Si f1, . . . , fk tienen un entrelazado comu´n entonces existe un i tal que la mayor
ra´ız de fi es a lo sumo la mayor ra´ız de f∅.
Demostracio´n: Puesto que todos los polinomios tienen coeficiente dominante
positivo, debera´n ser positivos para un x0 suficientemente grande. Ademas todos
ellos tienen una u´nica ra´ız mayor que αn−1, de modo que fi(αn−1) ≤ 0 para todo
i, de modo que f∅(α − n− 1) ≤ 0, y al ser tener tambie´n coeficiente dominante
positivo, f∅ tiene una ra´ız β ≥ αn−1,por lo tanto su mayor ra´ız βn ≥ αn−1.
Por ser f∅ la suma de todas las fj, debe existir algu´n i tal que fi(βn) ≥ 0.
Puesto que fi(αn−1) ≤ 0 y solo tiene una ra´ız mayor o igual que αn−1, entonces la
mayor ra´ız de fi esta´ en el intervalo [αn−1, βn], siendo este posiblemente un solo
punto. 
Definicio´n 3.24 Sean S1, . . . , Sm conjuntos finitos y para cada s1, . . . sm ∈ S1×
· · · × Sm, sea fs1,...,sm(x) un polinomio con ra´ıces reales y coeficiente dominante
positivo. Para s1, . . . sk ∈ S1 × · · · × Sk con k < m se define
fs1,...,sk =
∑
sk+1∈Sk+1,...,sm∈Sm
fs1,...,sm ,
as´ı como tambie´n
f∅ =
∑
s1∈S1,...,sm∈Sm
fs1,...,sm .
Adema´s diremos que los polinomios {fs1,...,sm}s1,...sm son una familia entrela-
zada si para todo k = 0, . . . ,m−1 y todo s1, . . . sk ∈ S1×· · ·×Sk, los polinomios
{fs1,...,sk,t}t∈Sk+1
tienen un entrelazado comu´n.
Proposicio´n 3.25 Sean S1, . . . , Sm conjuntos finitos y sean fs1,...sm una familia
entrelazada de polinomios. Entonces existe algu´n s1, . . . sm ∈ S1 × · · · × Sm tal
que la mayor ra´ız de fs1,...sm es menor que la mayor ra´ız de f∅.
Demostracio´n: De la definicio´n de familia entrelazada sabemos que los polino-
mios {ft}t∈S1 tienen un entrelazado comu´n y su suma es f∅. En virtud del lema
3.23, la mayor ra´ız de uno de ellos, llame´moslo fs1 , es menor que la mayor ra´ız
de f∅. Ahora recurrimos a una induccio´n, para cualquier s1, . . . , sk, sabemos que
{fs1,...,sk,t}t∈Sk+1 tienen un entrelazado comu´n, luego existe t = sk+1 tal que la
mayor ra´ız de fs1,...,sk+1 es menos que la mayor de fs1,...,sk , con lo que se concluye
el resultado. 
Lo que veremos nosotros es que nuestra familia {fs}s∈{±1}m definida en 3.20 son
una familia entrelazada. Los dos siguientes resultados, que exponemos sin probar
son las piezas clave para ver que son una familia entrelazada.
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Lema 3.26 Sean f1, . . . , fs polinomios del mismo grado y con coeficiente prin-
cipal positivo. Entonces f1, . . . , fs tienen un entrelazado comu´n si, y so´lo si,∑k
i=1 λifi tiene todas sus ra´ıces reales para todas las combinaciones lineales con-
vexas λi ≥ 0,
∑k
i=1 λi = 1.
Proposicio´n 3.27 Sean p1, . . . , pm ∈ [0, 1]. Entonces el siguiente polinomio tiene
ra´ıces reales ∑
s∈{±1}m
( ∏
i:si=1
pi
)( ∏
i:si=−1
(1− pi)
)
fs(x).
Teorema 3.28 La familia {fs}s∈{±1}m es una familia entrelazada.
Demostracio´n: Primero veamos que para todo 0 ≤ k ≤ m − 1, cualquier
s1, . . . , sk ∈ {±1}k, y cualquier λ ∈ [0, 1] se tiene que
λfs1,...,sk,1(x) + (1− λ)fs1,...,sk,−1(x)
es un polinomio con solo ra´ıces reales. Para ello apliquemos el teorema anterior
con pk+1 = λ, pk+2 = . . . = pm = 1/2 y pi = (1 + si)/2 con i = 1, . . . , k. Si las
primeras componentes de s ∈ {±1}m no son s1, . . . , sk por la eleccio´n del pi dicho
sumando sera´ cero por lo que podr´ıamos expresar el polinomio de la siguiente
forma ∑
sj=±1
j=k+2,...,n
1
2n−k−1
(
λfs1,...,sk,1,sk+2,...,sn(x) + (1− λ)fs1,...,sk,−1,sk+2,...,sn(x)
)
.
Este polinomio, en virtud de la definicio´n 3.24 es precisamente
1
2n−k−1
(
λfs1,...,sk,1(x) + (1− λ)fs1,...,sk,−1(x)
)
,
que entonces tiene ra´ıces reales. Por el lema 3.26 se da el resultado. 
Teorema 3.29 Sea X un grafo con matriz de adyacencia A y recubrimiento
universal T . Entonces existe una signacio´n s de A tal que todos los autovalores
de As son menores que ρ(T ). En particular si X es (q + 1)-regular, existe una
signacio´n s tal que los autovalores de As son menores que
√
q
Lema 3.30 Todo autovalor no trivial de un grafo (c, d)-birregular completo es
cero.
Demostracio´n: Inmediato del hecho de que la matriz de adyacencia tiene rango
2 y son dos los autovalores triviales, ±√cd. 
Teorema 3.31 (teorema 5.5 de [6]) Para cualquier q ≥ 2, existe una sucesio´n de
grafos de Ramanujan (q + 1)-birregulares y bipartitos.
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Teorema 3.32 (teorema 5.6 de [6]) Para cualquier c, d ≥ 3, existe una sucesio´n
de grafos de Ramanujan (c, d)-birregulares y bipartitos.
Con estos resultados hemos encontrado una sucesio´n de grafos de Ramanujan
todos ellos d-regulares con el nu´mero de ve´rtices cada vez mayor, en concreto el
nu´mero de ve´rtices se va duplicando cada vez. ¿Existen grafos de Ramanujan de
cualquier grado y nu´mero de ve´rtices? La respuesta es afirmativa para el caso de
n par como veremos en la siguiente seccio´n a modo de resumen.
3.5. Grafos de Ramanujan de orden par
Concluiremos el trabajo con una revisio´n de los resultados principales del
art´ıculo de Marcus, Spielamn y Srivastava [7]. En el consideran matrices de per-
mutacio´n aleatorias, matrices con un solo cero en cada fila y cada columna, y esto
para emparejar uno a uno los ve´rtices de un grafo biparto.
Teorema 3.33 Sean P1, . . . , Pd matrices n × n de permutacio´n independientes
con d ≥ 3. Entonces con probabilidad no nula los autovalores no triviales de
A =
d∑
i=1
(
0 Pi
tPi 0
)
son todos menores que 2
√
d− 1 en valor absoluto.
Observemos que los grafos no tiene porque ser simples, pues puede que para
mas de un i haya dos ve´rtices con los mismos extremos. Tambie´n destaquemos
que estamos ante un resultado de existencia, pues la probabilidad es mayor es-
trictamente que cero, pero no nos da ninguna pista de como hallar estos grafos.
Existe una versio´n del teorema para grafos no bipartitos, pero con nu´mero de
ve´rtices n par. Pero para ello deberemos partir de grafo con un emparejamiento
perfecto de los ve´rtices, es decir que existan n/2 aristas tales que la unio´n de
todos sus extremos son el conjunto de ve´rtices, luego no ha de repetirse ningu´n
extremo.
Teorema 3.34 Sean P1, . . . , Pd matrices n × n de permutacio´n independientes
con d ≥ 3 y n par. Sea A la matriz de adyacencia de un grafo X con n ve´rtices
y emparejamiento perfecto de e´stos. Entonces con probabilidad no nula
λ2
(
d∑
i=1
PiM
tPi
)
< 2
√
d− 1.
Con el u´ltimo resultado obtenemos una cota del segundo autovalor, en realidad
esto no nos producir´ıa grafos de Ramanujan, pues no tenemos ningu´n control
sobre los autovalores negativos, y especialmente sobre λn(X) que es el menor de
ellos.
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