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MULTILEVEL MONTE CARLO FOR SMOOTHING VIA
TRANSPORT METHODS
JEREMIE HOUSSINEAU∗, AJAY JASRA† , AND SUMEETPAL S. SINGH‡
Abstract. In this article we consider recursive approximations of the smoothing distribution as-
sociated to partially observed stochastic differential equations (SDEs), which are observed discretely
in time. Such models appear in a wide variety of applications including econometrics, finance and
engineering. This problem is notoriously challenging, as the smoother is not available analytically
and hence require numerical approximation. This usually consists by applying a time-discretization
to the SDE, for instance the Euler method, and then applying a numerical (e.g. Monte Carlo) method
to approximate the smoother. This has lead to a vast literature on methodology for solving such
problems, perhaps the most popular of which is based upon the particle filter (PF) e.g. [9]. In the
context of filtering for this class of problems, it is well-known that the particle filter can be improved
upon in terms of cost to achieve a given mean squared error (MSE) for estimates. This in the
sense that the computational effort can be reduced to achieve this target MSE, by using multilevel
(ML) methods [12, 13, 18], via the multilevel particle filter (MLPF) [16, 20, 21]. For instance, to
obtain a MSE of O(2) for some  > 0 when approximating filtering distributions associated with
Euler-discretized diffusions with constant diffusion coefficients, the cost of the PF is O(−3) while
the cost of the MLPF is O(−2 log()2). In this article we consider a new approach to replace the
particle filter, using transport methods in [27]. In the context of filtering, one expects that the
proposed method improves upon the MLPF by yielding, under assumptions, a MSE of O(2) for a
cost of O(−2). This is established theoretically in an “ideal” example and numerically in numerous
examples.
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1. Introduction. The smoothing problem often refers to the scenario where one
has an unobserved Markov chain (or signal) in discrete or continuous time and one is
interested in inferring the hidden process on the basis of observations, which depend
upon the hidden chain. The case we consider is where the hidden process follows a
SDE and the observations are regularly recorded at discrete times; given the signal
at a time t the observation is assumed to be conditionally independent of all other
random variables. The process of filtering is to infer some functional of the hidden
state at time t given all the observations at time t and the smoothing problem to infer
some functional of potentially all the states at the discrete observation times again
given all the observations. It is often of interest to do this recursively in time. This
modelling context is relevant for many real applications in econometrics, finance and
engineering; see e.g. [4] and the references therein.
The smoothing problem is notoriously challenging. Supposing one has access
to the exact transition of the SDE, then unless the observation density is Gaussian
and depends linearly on the hidden state and the transition density is also Gaussian
depending linearly on the previous state, the filter and smoother are not analytically
tractable (unless the state-space of the position of the diffusion at any given time is
finite and of small cardinality); see [5]. However, it is seldom the case that even the
transition density (or some unbiased approximation of it, e.g. [11] and the references
therein) is available; this is assumed throughout the article. Thus typically, one
time-discretizes the diffusion process and then one seeks to perform filtering and
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smoothing from the time-discretized model. This latter task is still challenging as
it is still analytically intractable. There is a vast literature on how to numerically
approximate the filter/smoother (e.g. [7]) and perhaps the most popular of which is
the particle filter. This is a method whose cost grows linearly with the time parameter
and generates N samples in parallel. These samples are put through sampling and
resampling operations. It is well-known that when estimating the filter, the error is
uniform in time. For the smoother, the error often grows due to the so-called path
degeneracy problem and indeed, there are many smoothing problems for which it is
not appropriate; see [23] for some review and discussion. In the context of the problem
in this article, when only considering the filter, ignoring the time parameter and under
assumptions, to obtain a MSE of O(2) for some  > 0 the cost of the PF is O(−3).
The MSE takes into account the exact filter (i.e. the one with no time discretization).
Multilevel Monte Carlo (MLMC) methods [12, 13, 14, 15, 18] are of interest in
continuum systems which have to be discretized in one dimension, just as in this
article (extensions to discretization in multiple dimensions have been proposed and
studied in [6, 17]). We explain the idea informally as follows: let the time parameter
be fixed and denote by pLt the filter associated to a (say Euler) discretization level
hL > 0, set Xt ∈ Rd, d ≥ 1 and for ϕ : Rd → R bounded denote by pLt (ϕ) the
expectation of ϕ with respect to (w.r.t.) the filter. Then the MLMC method is based
upon the following approach. Consider 0 < hL < hL−1 < · · · < h0 < +∞ a sequence
of discretizations, where hL is the most accurate (finest) discretization and h0 the
least (coarsest), the ML identity is
pLt (ϕ) =
L∑
l=0
(plt − pl−1t )(ϕ)
where p−1t is an arbitrary measure satisfying p
−1
t (ϕ) = 0 for every ϕ. The idea is then
to sample N0 independent samples from p
0
t and then, independently for each 1 ≤ l ≤ L
independently sample Nl coupled pairs from the pair (p
l
t, p
l−1
t ). The MLMC estimator
is then
1
N0
N0∑
i=1
ϕ(X0t,i) +
L∑
l=1
1
Nl
Nl∑
i=1
[ϕ(X lt,i)− ϕ(X l−t,i )]
where {X0t,i}N0i=1 are i.i.d. p0t and {(X lt,i, X l−t,i )}Nli=1 are i.i.d. from a coupling of (plt, pl−1t ).
To obtain a MSE of O(2) one sets L such that the squared bias is O(2) (the bias is
known in the context of interest). If one has Var(ϕ(X lt,1)−ϕ(X l−t,1)) = O(hβl ) for some
β > 0 then one can try to minimize (w.r.t. N1, . . . , NL) the cost
∑L
l=1Nlh
−ζ
l (ζ = 1
for an Euler discretization) subject to the variance 1/N0 +
∑L
l=1 h
β
l /Nl being O(2).
[12] finds a solution to this problem. The main issue in the context of smoothing,
is that one (typically) does not know how to sample from the smoothers nor the
couplings.
In [16, 20, 21] it is shown how to utilize the PF to leverage on the potential
decrease in cost to obtain a given MSE. This has been termed the MLPF. The idea is
to use couplings in the Euler dynamics and the resampling operation of a PF. This has
been later refined in [26]. To our knowledge, the only theoretical work for the MLPF
in [20], shows that to obtain a MSE of O(2) the cost in MLPF is O(−2 log()2), for
some specific (constant diffusion coefficient) models and under particular assumptions.
This is known to be worse than the rates obtained in [12] in the case where there are no
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observations. Here and throughout, the time parameter is omitted from the discussion
on cost and error, despite the fact that these are important considerations in general.
The main idea in this article is to adopt an alternative method to the PF. The ap-
proach is to use transport methods [27]. Transport maps have been used for Bayesian
inference [10, 19] and more specifically for parameter estimation in [24] based on a
related multi-scale idea. The basic idea is to obtain a map such that the image of
samples from an easy-to-sample distribution through this map has exactly the type
which one desires. In [27] it is shown how to develop numerical approximations of
maps, associated exactly to the distributions of interest in this article. These approx-
imations often induce i.i.d. Monte Carlo approximations of expectations of interest,
albeit with a numerical error associated to the approximation of the transport map.
As mentioned in [22], it is simple to induce coupled pairs using the method of [27] and
this is exactly what is done in this paper. The potential advantages of this method
relative to the MLPF are then as follows:
(i) The ML rate lost by coupled resampling can be regained in the context of
filtering.
(ii) The method can be used for approximating the expectation of some func-
tionals w.r.t. the smoother, whereas the approach in [20, 21] is typically not
useful for smoothing at large time-lags.
In this article we establish that (i) can hold in an ideal special case, where the model
is linear and Gaussian and the transport map is exact. This result is reinforced by
numerical examples which show that the result seems to hold more generally. The
significance of (i) is that to obtain a MSE of O(2) the cost is O(−2); this is better
than the MLPF. Point (ii) relates to the afore-mentioned path degeneracy effect,
which can mean PFs (and hence the MLPF) are not so useful in the context of large
lag smoothing.
The structure of the article is as follows: Section 2 introduces the model and
transport methodology. Section 3 presents the multilevel approach and the MLPF
as well as the mechanisms underlying the computation of transport maps for a given
level of discretization. The efficiency of the proposed approach is shown numerically
on increasingly challenging scenarios in section 4.
2. Methodology for SDE smoothing. In this section, the considered nota-
tions and assumptions for the smoothing of SDEs are presented, together with a brief
overview of the transport methodology.
2.1. The SDE model. Throughout the article, all random variables will be
assumed to be on the same complete probability space (Ω,Σ,P) and will be denoted
by upper-case letters, while their realisations will be in lower case. We consider a
diffusion process X = {Xt}t∈[0,T ] on the space Rd of the form
(2.1) dXt = a(Xt)dt+ b(Xt)dWt, t ∈ [0, T ],
where T is the final time, {Wt}t∈[0,T ] is the Brownian motion on Rd, a(·) is in the set
C2(Rd,Rd) of twice continuously differentiable mappings from Rd to itself and b(·) is
in C2(Rd,Md(R)) with Md(R) the space of square matrices of size d. The mapping b is
assumed to be such that b(x)b(x)t is positive definite for all x ∈ Rd, with ·t denoting
the transposition. Moreover, the drift and diffusion coefficients are assumed to be
globally Lipschitz, i.e. there exists c > 0 such that
|a(x)− a(x′)|+ |b(x)− b(x′)| ≤ c|x− x′|
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for all x, x′ ∈ Rd. The initial distribution of the process X, i.e. the distribution of
X0, is denoted p0 (and might be equal to δx0 for some initial condition x0 ∈ Rd). It is
assumed that the mth-order moment of X0 defined as E(|X0|m) is finite for any m ≥ 1.
Probability density functions will be considered with respect to the Lebesgue measure
on Rd and both probability measures and their corresponding density functions will
be referred to by the same notation.
The distribution of Xk, k ∈ {1, . . . , T}, given a realisation xk−1 of the state
Xk−1 is denoted Q(xk−1, ·). In addition to the fact that the expression of the Markov
transition Q is unavailable in general, it is not usually possible to devise an unbiased
estimator for it or even to sample from it. In the case where d = 1, one can obtain
“skeletons” of exact paths using the algorithm of [3, 2], however, the extension of this
approach to SDEs of higher dimensions might not be possible [1].
The diffusion process X is assumed to be observed in Rd′ , d′ ∈ N, at all the
integer-valued times so that the final time T is also assumed to be an integer. These
assumptions are made for the sake of notational simplicity and can be easily removed.
For all k ∈ {0, . . . , T}, the observation Yk is a random variable that is conditionally
independent on the state Xt at times t 6= k given Xk. The observation process can
be expressed in general as
(2.2) Yk = gk(Xk, Vk)
where gk is a deterministic observation function and where {Vk}Tk=0 is a collection
of independent random variables. It is assumed without any real loss of generality
that both gk and the distribution of Vk do not depend on the time index k, the
corresponding likelihood for a realisation yk of Yk is denoted `(Xk, yk).
2.2. Smoothing for SDEs. Throughout the article, joint states in Rd(n+1) for
some n ∈ N0 will be denoted either by xk:k+n .= (xk, xk+1, . . . , xk+n) with k ∈ N
or by xS , with S = {s0, s1, . . . , sn} a finite subset of [0, T ] such that si < sj for
all 0 ≤ i < j ≤ n, defined as xS .= (xs1 , xs2 , . . . , xsn). The smoothing distribution
associated with the SDE (2.1) is defined formally as the joint law of the diffusion
process X at all the integer times given realisations y0, . . . , yT of the observation
process (2.2), and can be expressed for any x0:T ∈ Rd(T+1) as
p(x0:T ) =
`(x0, y0)p0(x0)
∏T
k=1
[
Q(xk−1, xk)`(xk, yk)
]∫
`(x′0, y0)p0(x
′
0)
∏T
k=1
[
Q(x′k−1, x
′
k)`(x
′
k, yk)
]
dx′0:T
.
The dependence of the smoothing distribution on the realisations y0, . . . , yT of the
observation process is omitted for the sake of notational simplicity. This is justified
by the fact that these observations will be fixed in the remainder of the article so that
the smoothing distribution p and its approximations will always be conditioned on the
same given observations. The expression of p is a direct consequence of Bayes’ theorem
applied to the prior p0(x0)
∏T
k=1Q(xk−1, xk) describing the law of the unobserved
(hidden) diffusion process together with the joint likelihood
∏T
k=0 `(xk, yk) whose
expression results from the conditional independence of the observations.
Using the same principle of implicit conditioning as with the smoothing distri-
bution, the filtering distribution pk at time k is defined as the law of Xk given the
realisations y0, . . . , yk and is expressed recursively as
pk(xk) =
`(xk, yk)
∫
Q(xk−1, xk)pk−1(xk−1)dxk−1∫
`(x′k, yk)Q(x
′
k−1, x
′
k)pk−1(x
′
k−1)dx
′
kdx
′
k−1
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for any xk ∈ Rd and any k ∈ {1, . . . , T}. The marginal distribution of Xk induced by
the smoothing distribution p corresponds to the filtering distribution pk when k = T
only.
The objective in this article can now be formally expressed as follows: to compute
the expectation p(ϕ)
.
=
∫
ϕ(x0:T )p(x0:T )dx0:T of some bounded measurable function
ϕ on Rd(T+1). Although the above formulation casts the considered problem into
the standard Bayesian inference framework, the Markov transition Q is unavailable
in general, so that expressing analytically the distributions p and pk is not usually
possible. The first step toward our objective is then to apply a time-discretization to
the SDE (2.1), which, for the sake of simplicity, is illustrated with Euler’s method for
some discretization level l ∈ N0:
(2.3) Xt+hl = Xt + hla(Xt) +
√
hlb(Xt)Ut,
for some time-step hl = 2
−l and for all t ∈ Tl \ {T} where Tl .= {0, hl, . . . , T},
with {Ut}t∈Tl\{T} a collection of independent Gaussian random variables with density
φ(· ; 0, Id) where Id is the identity matrix of size d. The choice of time step hl = 2−l
is made for the sake of convenience and is not necessary. The only requirement for
both the MLPF and the multilevel transport is that the ratio hl−1/hl has to be an
integer. The number of time steps from a given observation time up to and including
the next observation time, that is in the interval (k, k+1] for some k ∈ {0, . . . , T −1},
is Ml = 2
l. The numeral scheme (2.3) yields a Markov transition Kl between two
successive discretization times defined as
Kl(x, ·) = φ(· ;x+ hla(x), hlb(x)b(x)t)
for any x ∈ Rd, which enables the approximation of Q by another Markov kernel Ql
defined as
Ql(x, ·) = Kl . . .Kl︸ ︷︷ ︸
Ml times
(x, ·),
where KK ′(x, ·) = ∫ K(x, x′)K ′(x′, ·)dx′ for any transition kernels K, K ′. The
smoothing distribution pl induced by (2.3), which approximates p, is expressed on
Rd(MlT+1) instead of Rd(T+1) and is characterised by
pl(xTl) ∝ p0(x0)
∏
t∈Tl\{T}
Kl
(
xt, xt+hl
) T∏
k=0
`(xk, yk)
for any xTl ∈ Rd(MlT+1). Marginalising w.r.t. all xt such that t /∈ N0 gives a distribu-
tion on Rd(T+1) which depends on the same time steps as p. It is understood that the
error in the approximation of Q and p by Ql and pl decreases when l increases and
tend to 0 as l tends to infinity. The measure pl(ϕ) of the function ϕ is understood as
the measure of the canonical extension ϕ¯ of ϕ from Rd(T+1) to Rd(MlT+1) defined as
ϕ¯(xt) =
{
ϕ(xt) if t ∈ N0
1 otherwise.
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The extension ϕ¯ of the function ϕ can indeed be seen as canonical since it holds that
pl(ϕ¯) ∝
∫
ϕ¯(xTl)p0(x0)
∏
t∈Tl\{T}
Kl
(
xt, xt+hl
) T∏
k=0
`(xk, yk)dxTl
=
∫
ϕ(x0:T )`(x0, y0)p0(x0)
T∏
k=1
[
Ql(xk−1, xk)`(xk, yk)
]
dx0:T ,
as expected. Henceforth, pl(ϕ) will be used has a shorthand notation for pl(ϕ¯) when
there is no ambiguity.
At this stage, standard Bayesian inference methods can be easily applied. For
instance, if a and b are linear and constant functions respectively and if the observation
equation (2.2) takes the form
Yk = gk(Xk) + Vk
with gk a linear map and with Vk normally distributed, then the Kalman methodology
can be used to determine the filtering and smoothing distributions. When this is
not the case, the PF methodology can be used instead, the approach exposed in [9]
being one of the most popular versions. The latter applies sampling and resampling
mechanisms to determine the filtering distribution with an error that is uniform in
time. It is however less efficient for smoothing problems [23], mostly because of the
path degeneracy induced by the use of repeated resampling procedures.
The proposed second step toward the efficient computation of p(ϕ) is to use a
method that enables i.i.d. samples to be drawn directly from the smoothing distribu-
tion pl and hence avoiding path degeneracy. This has been made possible by transport
methods [28, 27] which are presented in the next section.
2.3. Transport methodology. The general principle of transport methods,
when applied to the considered problem, is to compute a deterministic coupling be-
tween the base probability distribution ηl of a convenient i.i.d. process on Rd and the
target distribution pl, that is to compute a mapping Gl from Rd(MlT+1) to itself that
pushes forward ηl to pl, i.e. such that
pl(xl) = Gl#η
l(xl)
.
= ηl
(
(Gl)−1(xl)
)∣∣det∇(Gl)−1(xl)∣∣,
where ∇(Gl)−1(xl) is the gradient of the inverse transport map (Gl)−1 evaluated
at xl ∈ Rd(MlT+1). In this setting, the distribution ηl is also assumed to be on
Rd(MlT+1). The method introduced in [27] makes use of the specific structure of
pl, which is induced by the Markov property of the underlying diffusion process X,
to divide the problem into a sequence of low-dimensional couplings. Each of these
deterministic couplings, say M lt for some t ∈ Tl \ {T}, is a mapping from Rd × Rd to
itself which is assumed to take the form
M lt : (xt, xt+hl) 7→
(
M l,1t (xt, xt+hl),M
l,2
t (xt+hl)
)t
,
for some M l,1t : Rd × Rd → Rd and M l,2t : Rd → Rd. Under additional assumptions
on M l,1t and M
l,2
t (see (2.7) below), the mapping M
l
t can be characterised by
(M lt)#η
l
t,t+hl
= pit,t+hl ,
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where the probability distribution ηlt,t+hl on R
d×Rd is the marginal of ηl at discretiza-
tion steps (t, t + hl) and where pit,t+hl is related to the marginal law of (Xt, Xt+hl)
and is characterised when t > 0 by
pit,t+hl(xt, xt+hl) ∝
{
ηlt(xt)K
l
(
M l,2t−hl(xt), xt+hl
)
`(xt+hl , yt+hl) if t+ hl ∈ N
ηlt(xt)K
l
(
M l,2t−hl(xt), xt+hl
)
otherwise,
where ηlt is the marginal of η
l on Rd at discretization time t, and by
pi0,hl(x0, xhl) ∝
{
p0(x0)K
0(x0, x1)`(x0, y0)`(x1, y1) if l = 0
p0(x0)K
l(x0, xhl)`(x0, y0) otherwise.
Remark 2.1. The expression of pit,t+hl at level 0 is the one corresponding to the
standard state space model presented in [27], that is
pit,t+1(xt, xt+1) ∝ ηt(xt)K
(
M2t−1(xt), xt+1
)
`(xt+1, yt+1), t > 0
pi0,1(x0, x1) ∝ p0(x0)K(x0, x1)`(x0, y0)`(x1, y1),
where the superscripts 0 indicating the level have been omitted.
The distribution ηl is a design variable which is chosen to be the normal distri-
bution N (0, Id(MlT+1)) for the sake of convenience (so that ηlt,t+hl = φ(· ; 0, I2d) and
ηl
.
= ηlt = φ(· ; 0, Id) do not depend on t). The two components of the mapping M lt are
instrumental for the proposed approach since they allow to transport samples from a
convenient distribution to samples from the filtering or smoothing distributions. The
filtering case is straightforward since it holds [27, Theorem 7.1] that M l,2t pushes for-
ward ηlt+hl to the filtering distribution p
l
t+hl
. To obtain samples from the smoothing
distribution, it is necessary to first embed M lt into the identity function on Rd(MlT+1),
which results in a function Glt defined as
Glt : (x0, xhl , . . . , xT ) 7→
(
x0, . . . , xt−hl ,M
l,1
t (xt, xt+hl),M
l,2
t (xt+hl), xt+2hl , . . . , xT
)t
.
It is also demonstrated in [27, Theorem 7.1] that the desired mapping Gl, that is
the one that pushes forward ηl to the smoothing distribution pl, is defined by the
composition
(2.6) Gl = Gl0 ◦Glhl ◦ · · · ◦GlT−hl .
Remark 2.2. It would be possible to deduce a collection {G˜l−1t }t of transport
maps at level l − 1 by approximating pairwise compositions of maps at level l as
G˜l−1t ≈ Glt ◦Glt+hl
for any t ∈ Tl−1 \ {T}. However, it is less clear in this case which distribution is
approximated by this new collection of transport maps.
Although the transport maps M lt have been identified, their computation is not
straightforward. Assuming that the mappings M l,1t and M
l,2
t are of the form
(2.7)
M l,1t (x1:d, x
′
1:d) =
M
l,1,1
t (x1:d, x
′
1:d)
...
M l,1,dt (xd, x
′
1:d)
 and M l,2t (x1:d) =
M
l,2,1
t (x1:d)
...
M l,2,dt (xd)
 ,
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for any x1:d, x
′
1:d ∈ Rd, i.e. loosely speaking, that M l,1t and M l,2t are upper triangular,
it follows that M lt is a σ-generalised Knothe-Rosenblatt (KR) rearrangement with
σ = (2d, 2d − 1, . . . , 1), that is, informally, a map whose ith component depends
only on the variables x2d, . . . , xi and which pushes forward the i
th conditional of the
base distribution to the corresponding conditional of the target distribution (see [27,
Definition A.3] for more details). In order to find M lt , we first have to solve the
following optimisation problem:
(2.8)
M l,∗ = argmin
M
−E
(
logpit,t+hl(Sσ(M(Z))) +
2d∑
i=1
log ∂iM
i(Z)− log ηlt,t+hl(Sσ(Z))
)
subject to M being a monotone increasing lower triangular mapping, where the ex-
pectation is w.r.t. Z ∼ ηlt,t+hl and where Sσ is the linear map corresponding to the
transposition matrix induced by σ. It follows that M lt = Sσ ◦M l,∗ ◦ Sσ since it holds
that S−1σ = Sσ for the considered permutation σ. The above optimisation problem
can be solved in different ways, e.g. by Gauss quadrature or by having recourse to
Monte Carlo techniques [25, 8].
The transport map Gl enables an approximation of pl(ϕ) to be computed by
drawing N samples {zi}Ni=1 from ηl and by computing the empirical average
p˜l(ϕ)
.
=
1
N
N∑
i=1
ϕ
(
Gl(zi)
) ≈ pl(ϕ).
The MSE corresponding to the approximation of p(ϕ) by p˜l(ϕ) can be expressed as
the sum of a variance term and a bias term as follows
E
(
(p˜l − p)(ϕ)2) = E((p˜l − pl)(ϕ)2)+ (pl − p)(ϕ)2.
We propose to further enhance the estimation by having recourse to a multilevel
strategy for which transport methods will appear to be particularly well suited.
Although the method presented in this section applies in principle to state spaces
of any dimension, it is important to note that the computational cost of the corre-
sponding algorithm can be prohibitively high even for moderate dimensions. This
issue can however be mitigated by identifying some specific dependence structure be-
tween the different dimensions and by applying the same principles as the ones applied
here between time steps.
3. Multilevel Monte Carlo. We now consider that the discretization (2.3) of
the SDE (2.1) is performed at different discretization levels l ∈ {0, . . . , L} so that
0 < hL < · · · < h0 = 1 for the considered value of hl. This implies that the solution
at the coarsest level l = 0 is computationally efficient but possibly inaccurate whereas
the solution at the finest level L is more accurate but slower to compute. The principle
of MLMC is that the respective advantages of the coarsest and finest levels can be
combined within a single estimation procedure by coupling the estimation of p(ϕ)
for adjacent levels. More specifically, the first step is to notice that the smoothing
distribution pL corresponding to the discretization at level L can be expressed via a
telescopic sum involving the smoothing distributions pl at the other levels l < L, that
is
(3.1) pL(ϕ) =
L∑
l=0
(pl − pl−1)(ϕ)
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where p−1 is an arbitrary measure satisfying p−1(ϕ) = 0, e.g. the null measure.
Equation (3.1) motivates the introduction of some i.i.d. random variables {X0i }N0i=1
in Rd(T+1) with law p0 and some i.i.d. random variables {X l,l−1i }Nli=1 in the space
Rd(MlT+1) × Rd(Ml−1T+1) expressed as X l,l−1i = (X li ,X l−i ) and such that X li and
X l−i have marginal laws p
l and pl−1 respectively, for all l ∈ {1, . . . , L}. This enables
an approximation of pL(ϕ) as
(3.2) pL(ϕ) ≈ p˜L(ϕ) .= 1
N0
N0∑
i=1
ϕ(X0i ) +
L∑
l=1
1
Nl
Nl∑
i=1
(
ϕ(X li)− ϕ(X l−i )
)
.
This approximation of pL is useful if the random variables X0i0 ,X
1,0
i1
, . . . ,XL,L−1iL are
independent of each other for all i0, i1, . . . , iL and if their respective components X
l
1
and X l−1 are as correlated as possible for all l ∈ {1, . . . , L} (and hence for all random
variables X li and X
l−
i with i ∈ {1, . . . , Nl} since they are i.i.d.).
In order to determine the number of samples Nl required at each level, we first
express the MSE related to (3.2) as the sum of a variance term and a bias term as
(3.3) E
(
(p˜L − p)(ϕ)2) = L∑
l=0
Vl + (pL − p)(ϕ)2
with
Vl =

E
([
1
N0
N0∑
i=1
ϕ(X0i )− p0(ϕ)
]2)
if l = 0
E
([
1
Nl
Nl∑
i=1
(
ϕ(X li)− ϕ(X l−i )
)− (pl − pl−1)(ϕ)]2) otherwise.
Assuming that the bias is of order O(hαL) for some integer α > 0, it follows that a
bias proportional to  requires
L ∝ − 1
α
log2().
We also assume that the variance Vl at level l > 0 is of order O(hβl ) and that the
cost Cl at level l is of order O(h−ζl ) for some positive integers β and ζ. The number
of samples Nl at level l > 1 can then be determined by optimising the total cost
C = ∑l ClNl for a given total variance V = ∑l Vl/Nl. This leads to
(3.4) Nl = N12
−(β+ζ)(l−1)/2,
so that, to obtain a MSE of order 2, that is a bias of order  and a total variance of
order 2, one must take N0 ∝ −2 and
N1 ∝ −2
L∑
l=1
2(ζ−β)l/2.
Therefore, the number of samples and the cost for a MSE of order O(2) depends on
the respective values of β and ζ. For instance, if β > ζ, then both N1 and C are of
order O(−2).
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3.1. Multilevel particle filter. It is assumed in this section that the interest
lies in estimating the filtering distribution pLk at time k through the multilevel iden-
tity (3.1). Since it is generally difficult to sample directly from a reasonable candidate
for a coupling of plk and p
l−1
k , one solution is to adopt a PF strategy within the ML
formulation. In order to obtain samples that are correlated between two adjacent
levels, a special joint Markov transition Ql,l−1 can be devised together with a resam-
pling procedure that retains the correlation of the samples. This is the principle of
the MLPF which is briefly discussed here. Assume that we have some collections of
samples {xli,k−1}Nli=1 and {xl−i,k−1}Nli=1 at time k − 1 approximating plk−1 and pl−1k−1 re-
spectively. For all i ∈ {1, . . . , Nl} and all l ∈ {1, . . . , L}, samples xli,k and xl−i,k at time
k are produced through the Markov transition Ql,l−1((xli,k−1, x
l−
i,k−1), ·) as follows:
(i) Simulate (2.3) starting from the initial condition x0 = x
l
i,k−1 over Ml
time steps, denote by xli,k the obtained state of the process and by
{ult}t∈{0,hl,...,1−hl} the collection of realisations of the perturbation U lt drawn
during the procedure.
(ii) Using the initial condition xl−0 = x
l−
i,k−1, define x
l−
i,k as the result of the deter-
ministic recursion
xl−t+hl−1 = x
l−
t + hl−1a(x
l−
t ) +
√
hl−1b(xl−t )(u
l
t + u
l
t+hl
),
for any t ∈ {0, hl−1, . . . , 1− hl−1}. This recursion is meaningful since hl−1 =
2hl so that u
l
t + u
l
t+hl
corresponds to the noise in the step from t to t+ hl−1
induced by {ult}t.
This procedure yields Nl pairs of correlated samples {(xli,k, xl−i,k)}Nli=1 according to the
predictive distribution at time k given observations up to time k − 1. The informa-
tion provided by the observation yk is simply taken into account by attributing the
respective weights wli,k and w
l−
i,k to the samples x
l
i,k and x
l−
i,k in a similar fashion:
wli,k =
`(xli,k, yk)∑Nl
j=1 `(x
l
j,k, yk)
and wl−i,k =
`(xl−i,k, yk)∑Nl
j=1 `(x
l−
j,k, yk)
.
Following the weighting of the samples, the difference (plk−pl−1k )(ϕ) can be estimated
via
(plk − pl−1k )(ϕ) ≈
Nl∑
i=1
(
wli,kϕ
(
xli,k
)− wl−i,kϕ(xl−i,k)).
Although this approximation would behave well in general, most of the sample weights
would tend to 0 if we were to apply the same procedure repeatedly in order to reach
the next observation times, resulting in a rapid increase of the empirical variance.
The usual way to address this problem in the standard PF formulation is to perform
resampling, that is to draw new samples from the old ones according, for instance, to
the multinomial distribution induced by the weights. Applying the same approach to
the MLPF would result in the loss of the correlation between the samples at adjacent
levels. A coupled resampling is used instead as follows. For all i ∈ {1, . . . , Nl} and all
l ∈ {1, . . . , L}:
(i) With probability ρlk =
∑Nl
i=1 min{wli,k, wl−i,k} draw the index il according to
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the probability mass function (p.m.f.) mˆlk on {1, . . . , Nl} characterised by
mˆlk(j) =
1
ρlk
min{wlj,k, wl−j,k}
and define il− = il.
(ii) If (i) is not selected (with probability 1−ρlk), draw the indices il and il− inde-
pendently according to the p.m.f.s mlk and m
l−
k on {1, . . . , Nl} characterised
by
mlk(j) ∝ wlj,k−min{wlj,k, wl−j,k} and ml−k (j) ∝ wl−j,k−min{wlj,k, wl−j,k}.
(iii) Define the new pair of samples (x˜li,k, x˜
l−
i,k) as (x
l
il,k, x
l−
il−,k).
Although the coupled resampling addresses the problem of reducing the empirical
variance without completely losing the correlation between samples at adjacent levels,
it nevertheless has a negative impact of the ML rate. Indeed, as demonstrated in [20],
one needs β > 2ζ to obtain a cost of order O(−2) for a MSE of order O(2). In the
case where β = 2ζ, e.g. for Euler’s scheme (ζ = 1) with β = 2, the cost is of order
O(−2 log()2).
Also, even if the MLPF can handle smoothing on a short time window, i.e. it can
successfully approximate the distribution of {Xt′}t′∈{t−s,t−s+1,...,t} given y0, . . . , yt for
small values of s ∈ N, the error in the approximation of the full smoothing distribution
would increase in time because of the path degeneracy effect. Indeed, resampling tends
to multiply the samples of higher weights so that, after a certain number of time steps,
all samples will be descendants of the same earlier sample.
3.2. Multilevel transport. In order to avoid the path degeneracy inherent
to any PF approach and to regain the ML rate lost through the coupled resam-
pling of the MLPF, we propose to compute samples from the distributions pl via the
transport maps Gl characterised by pl = Gl#η
l with ηl = φ(· ; 0, Id(MlT+1)) for all
l ∈ {0, . . . , L}. The specific procedure is described as follows. For all i ∈ {1, . . . , Nl}:
(i) draw a sample zli = (z
l
i,0, z
l
i,1, . . . , z
l
i,MlT
) from ηl
(ii) map zli through G
l to obtain a sample xli = G
l(zli) from p
l
(iii) define a thinned sample zl−i = (z
l
i,0, z
l
i,2, . . . , z
l
i,MlT
)
(iv) map zl−i through G
l−1 to obtain a sample xl−i = G
l−1(zl−i ) from p
l−1
This simple procedure yields two collections {xli}i and {xl−i }i of samples drawn from
a joint distribution that obviously has marginals pl and pl−1 and that correlates
adjacent levels as desired. As a motivation for this coupling, note that it is optimal
in terms of squared Wasserstein distance with the Euclidean metric in the case where
d = 1 and assuming that the transport maps can be computed exactly. The efficiency
of the approach comes from the fact that the transport maps Gl have to be computed
once only. Given the computation of the maps, it is relatively fast to obtain the
samples.
Although there is, strictly speaking, no path degeneracy in the considered ap-
proach, there might be some accumulation of error through time induced by the
composition of transport maps defining Gl as in (2.6). This accumulation of error
will however be seen to be milder than the one experienced by the PF in section 4.
It is assumed that the procedure underlying the computation of the transport
maps is deterministic, so that there is no undesired correlations between samples
from X l,l−1 and X l
′,l′−1 when l 6= l′. Further neglecting the numerical error in the
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computed transport maps, it follows that the expression (3.3) of the MSE holds for
the considered approach.
Before proceeding to a numerical study, the legitimacy of the proposed approach
is verified for the linear-Gaussian case. Consider the SDE (2.1) in dimension d = 1
and with p0 = δx0 (so that the observation at time t = 0 has no impact). The
corresponding filtering distribution at time k ∈ N and at level l ∈ {0, . . . , L} simplifies
to
plk(xk) ∝
∫ k∏
n=1
[
Ql(xn−1, xn)`(xn, yn)
]
dx1:k−1
for any xk ∈ Rd. Denote Gˆlk .= M l,2k−hl the transport map from the base distribution
ηl = φ(· ; 0, 1) to plk, i.e. such that (Gˆlk)#ηl = plk. If Fηl and Fl,k denote the cumulative
distribution functions (c.d.f.) of ηl and plk respectively, then it holds that Gˆ
l
k =
F−1l,k ◦ Fηl , where F−1 is the generalised inverse
F−1(u) = inf{x ∈ R : F (x) ≥ u}, ∀u ∈ [0, 1].
Considering i.i.d. random variables Zi ∼ ηl for i ∈ {1, . . . , Nl}, the objective is to
determine the order of
Vl,k = Var
(
1
Nl
Nl∑
i=1
(
ϕ
(
Gˆlk(Zi)
)− ϕ(Gˆl−1k (Zi))))
w.r.t. hl for any function ϕ that is at the intersection of the set Bb(R) of bounded
measurable functions and of the set Lip(R) of Lipschitz functions. Since the Zi’s are
i.i.d. and by definition of Gˆlk, it holds that
Vl,k = 1
Nl
Var
(
ϕ
(
Gˆlk(Z)
)− ϕ(Gˆl−1k (Z)))
=
1
Nl
Var
(
ϕ
(
F−1l,k (U)
)− ϕ(F−1l−1,k(U)))
≤ c
Nl
E
([
F−1l,k (U)− F−1l−1,k(U)
]2)
for some c > 0, with Z ∼ ηl and U ∼ U([0, 1]), where the inequality comes from the
fact that ϕ ∈ Lip(R). The linear case is addressed in the following theorem as a proof
of concept.
Theorem 3.1. Let X a 1-dimensional diffusion process with linear drift and con-
stant diffusion coefficient observed at all integer times through a linear-Gaussian like-
lihood `(x, ·) = φ(· ;x, τ2) for some τ > 0, then the variance Vl,k obtained at level l
for Euler’s method with discretization hl = 2
−l and with the transport-based approach
satisfies
Vl,k = O(h2l )
for any k ∈ {1, . . . , T}.
Proof. The objective is to compute the order of
F−1l,k (u)− F−1l−1,k(u) = µˆl,k − µˆl−1,k +
√
2 erf−1(2u− 1)(σˆl,k − σˆl−1,k)
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w.r.t. hl, where erf
−1 is the inverse error function and where the updated mean µˆl,k
and standard deviation σˆl,k at level l and at time k can be found through the Kalman
filter to be
µˆl,k = µl,k +
σ2l,k(y − µl,k)
τ2 + σ2l,k
and σˆ2l,k =
τ2σ2l,k
τ2 + σ2l,k
with µl,k and σl,k the predicted mean and standard deviation expressed as
µl,k = (1+hla)
Ml µˆl,k−1 and σ2l,k = (1+hla)
2Ml σˆ2l,k−1+hlb
2
Ml−1∑
i=0
(1+hla)
2i.
First, the predicted mean µl,k and standard deviation σl,k have to be developed to
the second order. The main term appearing in the expressions of µl,k is
(1 + hla)
Ml =
Ml∑
n=0
an
n!
n−1∏
i=0
[
hl(Ml − i)
]
=
Ml∑
n=0
an
n!
+
hl
2
Ml∑
n=2
an
(n− 2)! +O(h
2
l ),
For the sake of compactness we define
Am =
m∑
n=0
an
n!
and Bm =
m∑
n=2
an
(n− 2)! .
Assuming that
µˆl,k−1 = ck−1 + rk−1,lhl +O(h2l )(3.7a)
σˆl,k−1 = c′k−1 + r
′
k−1,lhl +O(h2l )(3.7b)
where ck−1 and c′k−1 do not depend on l, and where rk−1,l and r
′
k−1,l are of order
O(1) w.r.t. hl, it follows that
µl,k = µˆl,k−1
(
AMl +
hl
2
BMl
)
+O(h2l )
= ck−1AMl + rk−1,lhlAMl + hl
ck−1
2
BMl +O(h2l ).
Recalling that Ml = 2
l and noticing that
AMl = e
a −
∑
n≥Ml+1
an
n!
= ea + o(hl)
with o(hl) referring to terms that are negligible in front of hl, µk,l can be seen to be
of the same form as µˆk,l, that is
µl,k = ck−1ea + rk−1,lhlea + hl
ck−1
2
BMl +O(h2l ).
The same type of expansion can be used for the first term in the variance σ2l,k as
follows
σ2l,k = c
′2
k−1e
a + 2c′k−1r
′
k−1,lhle
a + hl
c′2k−1
2
B2l+1 + b
2hl
Ml−1∑
i=0
(1 + hla)
2i +O(h2l ).
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The second term has however a slightly different form and must be studied on its
own:
(3.9) hl
Ml−1∑
i=0
(1 + hla)
2i =
2Ml−2∑
n=0
(
hn+1l a
n
Ml−1∑
i=dn/2e
(
2i
n
))
where it appears that
hn+1l a
n
Ml−1∑
i=dn/2e
(
2i
n
)
≤ hn+1l an
Ml∑
i=1
(2i)n
n!
=
(2a)n
(n+ 1)!
where the r.h.s. tends exponentially fast to 0 when n→∞. It follows that (3.9) is of
the form s+ o(hl) where s does not depend on l, so that
σ2l,k = c
′2
k−1e
a + 2c′k−1r
′
k−1,lhle
a + hl
c′2k−1
2
B2l+1 + sb
2 +O(h2l ),
from which the expansion of the standard deviation σl,k can be expressed as
σl,k =
√
Cl +
hl
2
√
Cl
(
2c′k−1r
′
k−1,lhle
a +
c′2k−1
2
B2l+1
)
+O(h2l )
where Cl = e
ac′2k−1 + sb
2 is the term of order O(1) in σ2l,k. We conclude that
µl,k−µl−1,k = hl
(
rk−1,lA2l−2rk−1,l−1A2l−1
)
+hl
ck−1
2
(
B2l−2B2l−1
)
+O(h2l ) = O(hl).
Similarly, it holds that σl,k − σl−1,k = O(hl). Proceeding to the updated terms, it
holds that
σ2l,k(yk − µl,k) = (eac′2k−1 + sb2)(yk − ck−1ea) +O(hl)
τ2 + σ2l,k = τ
2 + (eac′2k−1 + sb
2) +O(hl),
so that
µˆl,k = µl,k +
σ2l,k(yk − µl,k)
τ2 + σ2l,k
= ck−1ea +
(eac′2k−1 + sb
2)(yk − ck−1ea)
τ2 + (eac′2k−1 + sb2)
+O(hl)
σˆl,k =
τ2σ2l,k
τ2 + σ2l,k
=
τ2(eac′2k−1 + sb
2)
τ2 + (eac′2k−1 + sb2)
+O(hl).
If follows from reasoning by induction that µˆl,k and σˆl,k have the form assumed in
(3.7) for all k ∈ {0, . . . , T}, the result being obvious for k = 0. Combining the different
results it can be easily verified that
µˆl,k − µˆl−1,k = O(hl) and σˆl,k − σˆl−1,k = O(hl),
which yields Vl,k = O(h2l ) as desired. This concludes the proof of the theorem.
4. Numerical study. In this section, the effectiveness of the proposed method
is shown in simulations for different SDE models. Numerical verifications of some of
the considered assumptions are also provided. The scenarios considered for simulation
are the same as for the MLPF in [20], so that results can be compared.
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4.1. Linear Gaussian. The first simulation study is performed on the linear-
Gaussian case with a = −0.1, b = 1 and with a likelihood `(x, ·) = φ(· ;x, τ2) with
τ = 0.25 which corresponds to an observation process of the form
(4.1) Yk |Xk ∼ N (0, τ2).
The initial distribution is p0 = φ(· ; 0, σ) with σ = 1 and the final time is T = 4. A
realisation of the state and observation processes are shown in Figure 4.1 together with
the mean and some percentiles corresponding to samples drawn from the smoothing
distribution. The involved transport maps1, say T , are assumed to be triangular maps
which ith component T (i) takes the form
T (i)(x1, . . . , xi) = ai(x1, . . . , xi−1) +
∫ xi
0
bi(x1, . . . , xi−1, t)2dt
where ai and bi are real-valued functions defined on Ri−1 and Ri respectively.
For any j ≤ i − 1, it is assumed that the functions xj 7→ ai(x1, . . . , xi−1) and
xj 7→ bi(x1, . . . , xi−1, t) are Hermite Probabilists’ functions extended with constant
and linear components whereas the function t 7→ bi(x1, . . . , xi−1, t) is assumed to be a
Hermite Probabilists’ function extended with a constant component only. Then, the
functions ai and bi, when expressed as functions from Ri−1 and Ri respectively, take
the form
ai(x1, . . . , xi−1) =
2d(om+1)∑
k=1
ckΦk(x1, . . . , xi−1)
bi(x1, . . . , xi−1, t) =
2dom∑
k=1
c′kΨk(x1, . . . , xi−1, t)
with om the map order, with {ck}k≥1 and {c′k}k≥1 some collections of real coeffi-
cients and with Φk and Ψk basis functions based on the above mentioned Hermite
Probabilists’ functions. In the simulations, the case om = 4 is considered.
The integration in (2.8) is performed using a Gauss quadrature of order 10 in each
dimension. The optimisation relies on the Newton-CG algorithm (Newton algorithm
using the conjugate-gradient method for each step) with a tolerance of 10−4.
MLMC rates. The behaviour of the numerical scheme for different levels is
displayed in Figure 4.2a, where Var(ϕ(X l)−ϕ(X l−1)) is considered with ϕ(x0:T ) = xT
and where the cost is the computational time required to obtain one sample at a given
level l. This result confirms the applicability of multilevel techniques by showing that
Vl = O(h2l ) and Cl = O(h−1l ), that is β = 2 and ζ = 1.
One important point is that the time spent to obtain samples at a high level is
small when compared to the time required to compute the underlying transport map.
For instance, it takes about 25s to calculate the transport map at level 5 while a sample
is obtained in 0.00025s, so that a 100, 000 samples can be drawn in the time spent
to compute the map. It is therefore necessary to verify that the gain obtained with
the multilevel approach is not compensated by the additional time spent computing
more transport maps (one for each level).
1The solver used for the determination of the transport maps is the one provided at http://
transportmaps.mit.edu/docs/index.html
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Fig. 4.1. Mean and percentiles of samples generated according to the target distribution of the
linear-Gaussian SDE at four consecutive levels (blue line: state of the process; red dots: observations;
black line: samples mean; red areas: 1-99, 5-95 and 20-80 percentiles).
Multilevel vs computation at the highest level. The objective with the
multilevel approach is to reduce the computational cost to reach a given error when
compared to computations at the highest level only. This aspect is verified in Fig-
ure 4.3a where the multilevel approach appears to outperform the one based on sam-
ples at the highest level. The above-mentioned fact that calculation of the transport
maps might be time-consuming is shown to be compensated by the efficiency of the
multilevel approach within a reasonable time interval. This is in spite of the fact
that the multilevel approach nearly doubles the number of maps to be computed.
In particular, in the considered linear-Gaussian scenario, the average computational
cost for the calculation of the maps in the multilevel and highest-level approach is
respectively 10.76s and 6.15s.
More specifically, Figure 4.3 is obtained by first computing all the required trans-
port maps and then by generating samples by batches of 1000. The multilevel estimate
is obtained by sweeping the different levels sequentially until the predetermined num-
ber Nl of samples has been computed at level l. The number N0 of samples at level 0
is fixed to 213× 1000 for all the considered SDEs, that is 213 batches of 1000 samples.
The number of samples at level 1 is determined by the ratio between the variance
at levels 0 and 1 and the number of samples for the subsequent levels are computed
through (3.4).
4.2. Langevin SDE. We now consider a Langevin SDE of the form
dXt =
1
2
∇ logSν(Xt)dt+ bdWt, t ∈ [0, T ]
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Fig. 4.2. Variance of ϕ(Xl)− ϕ(Xl−1) with ϕ(x0:T ) = xT and cost as a function of hl (Blue
dashed line: poly. fit of order 2; green dashed line: least-square fitting of the form a/hl). The
experimental (exp) cost for two map-approximation orders are indicated in the linear-Gaussian case
together with their corresponding least-square fittings (fit).
where Sν is the Student’s t distribution with ν = 10 degrees of freedom and with
b = 1. The observations are generated according to
(4.2) Yk |Xk ∼ N
(
0, τ2 exp(Xk)
)
with τ = 1. The initial distribution is the same as in the previous example. A
realisation of the considered Langevin SDE is shown in Figure 4.4 together with
mean and percentiles of samples obtained using transport maps. It appears clearly
on this figure that the observation process characterised by (4.2) is less informative
than the one modelled by (4.1). Figure 4.2b shows that the considered Langevin SDE
also displays a variance of order O(h2l ), although the actual values are much higher
than in the linear-Gaussian case, which might be due to both the nature of the SDE
and the quality of the approximation of the transport maps. A comparison of the
computational efficiency of the multilevel approach is given in Figure 4.3b where the
proposed method is seen to outperform the approach based on computations at the
highest level. The time needed to initialise the latter, i.e. the time to compute the
transport map at level L = 4 and to perform the first 200 iterations, is however slightly
less affected than with the multilevel approach. Figure 4.3c shows the performance
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(d) Non-linear diffusion ϕ(x0:T ) = xT
Fig. 4.3. MSE vs. cost for the multilevel approach compared with computations at the highest
level L = 4 (semi-log scale, averaged over 50 Monte Carlo simulations). The first 200 iterations are
not displayed.
of the proposed approach with a different functional, that is
ϕ(x0:T ) =
T∑
t=0
exp(−κ(T − t))xt,
which gives the sum of the states at the observations weighted by a forgetting factor κ,
with κ = 2 in the simulations. In this case, the tolerance of the optimisation is also
adapted to the level as follows: the tolerance at level l is 10−l−1. This helps retaining
the benefits of the multi-level approach in this more challenging smoothing problem.
4.3. Nonlinear diffusion. We now consider a SDE with a nonlinear diffusion
term:
dXt = θ(µ−Xt)dt+ ς√
1 +X2t
dWt, t ∈ [0, T ]
with θ = 1, µ = 1 and ς = 1 and with a time step of 0.5 between observation
times, so that the final time is T = 2. The linear-Gaussian observation model (4.1)
is considered with τ = 1. The initial distribution is the same as in the previous
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Fig. 4.4. Mean and percentiles of samples generated according to the target distribution of the
Langevin SDE at four consecutive levels (blue line: state of the process; red dots: observations; black
line: samples mean; red areas: 1-99, 5-95 and 20-80 percentiles).
examples. A realisation of the considered SDE is displayed in Figure 4.5 together
with mean and percentiles of samples obtained using transport maps. Figure 4.2c
shows that the same rates as in the previous cases apply although the contribution of
the quadratic term in the variance is smaller than before. It appears in Figure 4.3d
that the time spent computing the transport maps has largely increased for both
approaches when compared to the linear-Gaussian and Langevin SDEs. This might
be due to the challenging nature of the problem which induces a slower convergence
on the involved optimisation methods. However, the proposed method still displays a
significant gain in performance, although the first 200 iterations just gave it enough
time to compensate for the computational overhead caused by the calculation of the
maps at all level.
5. Conclusion. An algorithm for the determination of expectations with re-
spect to laws of partially-observed SDEs has been proposed. The observations are
received at discrete times and depend only on the state at the time they occurred,
hence enabling a standard state space modelling to be used. The proposed method
relies on three principles: (i) the discretization of the considered SDE, for instance
with Euler’s method, (ii) the expression of the smoothing distribution at a given level
as a telescopic sum involving coarser discretizations and (iii) the generation of pairs
of samples correlated across adjacent levels via the application of different transport
maps to samples from a common base distribution. As opposed to MLPF, the pro-
posed approach retains the “ideal” MLMC rates, since, in particular, it does not
require resampling techniques to be used. In addition to a numerical verification of
its performance, the proposed method was shown to have the desired behaviour in
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Fig. 4.5. Mean and percentiles of samples generated according to the target distribution of the
SDE with nonlinear diffusion at four consecutive levels (blue line: state of the process; red dots:
observations; black line: samples mean; red areas: 1-99, 5-95 and 20-80 percentiles).
the linear-Gaussian case. Future works include the theoretical verification of the rates
that are observed in practice for more diverse types of SDEs, as well as the study of
the optimal parametrisation of the transport maps as a function of the discretization
level.
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