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ABSTRACT 
Naval Aviation requires all prospective Naval Flight Students (NFS) to go 
through flight training. At any point, whether due to the NFS’s choice or from a lack of 
performance, an NFS may be attrited from flight school. The U.S. Navy invests 
substantial resources in the training of its pilots. Attrition in flight school, due to 
substandard performance or other factors, represents a loss of training resources. In 
Primary Flight Training (“Primary”), the cost of attrition is particularly high, at 
approximately two hundred thousand dollars per student. Naval Air Training Command 
(NATRACOM) has identified reducing training costs while at the same time maintaining 
a throughput of highly qualified Navy pilots as an important objective. In this thesis, we 
examine how this objective may be met by adopting a machine-learning approach to 
estimate the probability that an NFS will pass Primary at three distinct stages: at entry 
into flight school, upon successful completion of Initial Flight Screening (IFS), and upon 
successful completion of Aviation Preflight Indoctrination (API). Because the entry-level 
model is based only on information that is available prior to the start of flight school, it is 
suitable for use as a screening tool. Using data from 2013 to 2018, we show that requiring 
an entrant to have an estimated probability of successfully passing Primary above a 
threshold can reduce costs associated with attrition and increase the percentage of 
entrants who successfully complete Primary. 
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Every year, nearly one thousand Naval Flight Students (NFS) enter flight school to 
start flight training. Flight training typically requires between two to three years to 
complete. Throughout their training, an NFS is continuously evaluated on both written 
exams and physical flights. A failure on either a written exam or a flight is counted against 
the NFS. After a prescribed number of failures, an NFS is more closely evaluated on their 
ability to fly a “check ride.” Satisfactory performance on the check ride allows the NFS to 
continue back on the normal training process. Unsatisfactory performance leads to more 
evaluation including review boards and finally the commanding officer’s (CO’s) decision 
to allow the NFS to continue flight training or to be attrited from flight school.   
With each attrition, Naval Air Training Command (NATRACOM) loses both the 
monetary and non-monetary resources that they invested in the NFS. Each stage of flight 
school becomes increasingly costly, and a significant increase in cost is incurred after 
Aviation Preflight Indoctrination (API) when an NFS starts Primary Flight Training. It is 
therefore advantageous for NATRACOM to identify those NFS who will fail out of flight 
school earlier, so as to preserve as much of its limited resources as possible. 
When review boards and the CO evaluate the ability of an NFS to successfully 
complete the remainder of flight school, they take into consideration all available 
information on the individual, which includes individual flight and test scores, the NFS 
Naval Standard Score (NSS), and personal interviews. The review boards and CO use their 
personal experience and knowledge to decide, based on this information, whether to allow 
the NFS to continue flight training. 
The purpose of our thesis is to show how statistical tools can be used to identify 
NFS who are at risk of attriting, before substantial investment of resources in their training 
has been made. Specifically, we develop three models to estimate the probability that an 
NFS will pass Primary Flight Training (“Primary”) at each of three milestones: entry into 
flight school, completion of Introductory Flight Screening (IFS), and completion of API. 
We build each model using a machine-learning technique known as random forests. As an 
xvi 
NFS progresses through each stage of flight school, more information is accumulated about 
their likelihood of successfully completing the program. The Entry Model estimates the 
probability that an NFS passes Primary based solely on the information obtained from an 
NFS before they start flight school, using predictor variables that include the score from 
the Aviation Selection Test Battery Series E (ASTB-E), undergraduate GPA, and prior 
flying experience. If an NFS passes IFS, then we utilize the IFS Model, which allows the 
use of additional information such as the number of IFS flight and test failures, along with 
the entry variables, to estimate the probability that the NFS will pass Primary. And, after 
an NFS passes API, we may consider more additional variables such as the student’s API 
NSS score and the number of API test failures, to estimate their probability of passing 
Primary. 
In support of this research, NATRACOM provided us with flight school 
information on nearly 4,400 NFS. Although most of these NFS had either successfully 
completed flight school through Primary or failed in one of the first few stages, some NFS 
had only made it through IFS or API by the time NATRACOM collected the data. Thus, 
for some observations, whether the individual ultimately succeeds in passing Primary is 
unknown; this phenomenon is known as right censoring. Each of the three models we 
develop is estimated taking censoring into account. Proper accounting for censoring allows 
us to incorporate the most recent data available in estimating our models 
We also provide a model application that uses the probabilities obtained from the 
Entry Model to suggest a criterion for selecting potential NFS candidates for flight school. 
We create this criterion by finding which probabilities reduce the current data set by 
removing the bottom 5%, 10%, and 15% NFS. These probabilities become the screening 
criteria for new candidates. We show that if NATRACOM can select enough NFS who 
meet the probability criteria, while still meeting their production quota, then they can 
reduce their training cost due to attrition by 6%, 14%, and 18%, respectively. Furthermore, 
this screening criterion increases the NFS average probability of passing Primary. An 
increase in the passing probabilities means that NATRACOM can increase the number of 
NFS it wings if it keeps the number of candidates it allows into flight school constant, or 
xvii 
NATRACOM can reduce the number of entrants while maintaining the number of  
NFS it wing. 
We create models to estimate the probability an NFS passes Primary at one of three 
stages: entry into flight school, completion of IFS, and completion of API. These 
probabilities can then be used by NATRACOM when it needs to evaluate an NFS’s ability 
to pass Primary, depending on their current stage. If estimated probabilities from our Entry 
Model are used to screen candidates for flight school, NATRACOM can decrease its cost 
due to attrition, and either increase the number of NFS it wings, or decrease the number of 
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The mission of the Chief of Naval Air Training (CNATRA) “is to train the world’s 
finest combat quality aviation professionals, delivering them at the right time, in the right 
numbers, and at the right cost to a Naval Force that is where it matters, when it matters” 
(CNATRA 2019a). CNATRA oversees all training for naval aviation, to include Naval Air 
Training Command (NATRACOM) which is responsible for all five of the Training Air 
Wings. Every year, NATRACOM trains “over 1000 new naval aviators and naval flight 
officers for the Navy, Marine Corps, and Coast Guard” (CNATRA 2019a).    
Naval aviators, commonly referred to as pilots, are in charge of the maneuvering 
operation of the physical aircraft, whereas NFO operate the other on-board systems that do 
not directly relate to maneuvering the aircraft. In order to become a naval aviator or NFO, 
all potential candidates must pass through naval flight training. In order to be accepted into 
naval flight school, candidates must first be a commissioned officer, earning their 
commissions from one of the service academies, Naval Reserve Officer’s Training Corps 
(ROTC), Officer Candidate School (OCS), or go through the Navy’s enlisted to officer 
program, Seaman to Admiral 21. Once commissioned, a candidate must be selected to start 
flight training to become either a naval aviator or an NFO. One criterion used to select 
candidates is the Aviation Selection Test Battery Series E (ASTB-E), which is a test 
designed to predict a candidate’s academic and flight performance in flight school. 
Once selected for flight school, all Student Naval Aviators (SNA) and Student 
Naval Flight Officers (SNFO), both commonly referred to as Naval Flight Students (NFS), 
must go to Pensacola, Florida, to start flight school. The first milestone in flight school is 
Introductory Flight Screening (IFS). Candidates going through IFS must complete an 
academic ground school portion along with a flying portion that consists of ten flights, with 
a civilian instructor, and one solo flight. As its name suggests, IFS subjects the candidates 
to a screening process to determine whether they can handle the academic and basic flying 
requirements of flight school before sending them through the full program. 
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After successful completion of IFS, all candidates go through Aviation Preflight 
Indoctrination (API). API is a six-week long course and tests the students academically on 
the basic fundamentals of flight, aerodynamics, aviation weather, air navigation, flight 
rules and regulations, and aircraft engines and systems; along with testing the students 
physically through water survival courses (TW4 2019). Once the students have passed API, 
they separate into their SNA or SNFO tracks depending on their designator, and begin 
Primary Flight Training.  
All SNA begin by flying the T-6B in Primary Flight Training (“Primary”), where 
they learn to fly a military aircraft along with learning the necessary navigation and 
communication skills for flying an aircraft. After Primary, SNA get selected into one of six 
pipelines according to which platform they will fly once they graduate. Depicted below in 
Figure 1 is the SNA training pipeline (CNATRA 2019b).  
 
Figure 1. SNA Training Pipeline. Source: CNATRA (2019b). 
SNFO stay in Pensacola for the entire duration of their training. For their Primary, 
they fly in the T-6A Texan II. Instead of focusing on flying the aircraft during Primary, 
SNFO learn more about the navigation and communication skills needed as an NFO. 
Similar to SNA, after Primary SNFO separate into different pipelines according to their 
future platform. The SNFO training pipeline with each of their major milestones is depicted 
below in Figure 2 (CNATRA 2019b). 
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Figure 2. SNFO Training Pipeline. Source: CNATRA (2019b). 
Throughout flight school, the progress of naval flight students (NFS) is constantly 
monitored. NFS are required to meet certain training requirements on each flight and 
academic test. Persistent unsatisfactory performance by an NFS can trigger progress checks 
to evaluate the student’s ability to successfully complete the remainder of flight training. 
If an NFS fails these checks, a Training Review Board (TRB) is conducted to evaluate the 
training of the NFS to determine what administrative issues, if any, may have negatively 
affected the NFS. If the TRB recommends separation, then the NFS’s respective 
Commanding Officer (CO) assesses their abilities. The CO weighs all of the information 
available on the individual, along with interviewing and potentially flying with the student 
to make the final determination of whether they should continue flight training or be 
attrited.  
B. MISSION OBJECTIVE
In any DoD organization, there is a focus to accomplish the mission in the most
cost-efficient manner. NATRACOM fulfills its mission of training the required number of 
qualified aviators and NFO, but if we can develop a method to better identify who would 
struggle if admitted to flight school, then NATRACOM would experience less attrition and 
its training costs would decrease. NATRACOM experiences an attrition rate between 15 
and 20 percent with an average attrition rate of around seven to ten percent during Primary. 
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Although attrition is sufficiently low that NATRACOM is able to meet its goals for 
training, each attrition carries a high resource cost from investments that fail to produce 
returns. Because it costs hundreds of thousands of dollars to train an NFS during Primary 
Flight Training, identifying individuals who are likely to attrite during Primary, before this 
training investment is made would produce cost savings.  
In order to achieve this goal, we develop an approach using machine learning 
techniques to estimate the probability that an individual will pass Primary Flight Training 
given information about the NFS depending on which milestones of flight school they have 
already completed. These estimates of probabilities are designed to be used directly by any 
review board or CO to help provide another quantitative tool to further asses an NFS’s 
ability to pass Primary.  
We also provide an application of these probabilities. This application uses the 
probabilities resulting from the Entry Model (the model which estimates the probability an 
NFS passes Primary at the beginning of flight school) to create a selection criterion for 
selecting new candidates into flight school. Using three distinct screening thresholds, 
NATRACOM can decrease its cost due to attrition by 5%, 14%, and 18%, respectively, 
depending on the screening criteria it can implement and still meet its production quota.  
C. THESIS BREAKDOWN 
The remainder of this thesis is organized as follows. Chapter II surveys previously 
published research related to predicting performance in a training program in both the 
civilian and military sectors. Chapter III discusses the data that we use for our analysis and 
the statistical methodology that we employ. Our analysis is based on random forests, which 
is a widely used machine-learning technique. We provide a brief background on random 
forests and discuss how we use them to make best use of the data. Chapter IV presents the 
results and the subsequent analysis of those results. Finally, in Chapter V we present final 
conclusions and briefly discuss ways that this research can be extended and improved upon 
in the future.    
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II. LITERATURE REVIEW 
The objective of this thesis is to estimate the probability that an individual NFS 
passes Primary Flight Training at different milestones. This type of problem has arisen not 
only in military flight training programs, but also in the civilian sector. In the civilian 
sector, researchers have examined whether they can predict school performance at different 
milestones in a student’s schooling in a variety of contexts. In the military sector, 
researchers similarly have considered how to predict a flight student’s performance based 
on prior information. This chapter outlines the previous work done in this field for both the 
civilian and military sectors.  
A. CIVILIAN SECTOR 
In the civilian sector, Chao et al. (1986) consider the problem of predicting medical 
students’ performance on the National Board of Medical Examiners examinations (NDME-
I). Their objective is to identify those medical students that might be at risk of failing the 
NBME-I in order to remediate their performance before they take the exam. The authors 
use separate multiple linear regression models to predict student scores at various 
milestones leading up to the NDME-I. At each milestone, more information is available 
for each student to be incorporated into a prediction model. Similarly, in this thesis, more 
information becomes available on individuals as they go through and pass specific 
milestones in flight school. Each milestone has its own model that uses the current 
information available, which is a technique we will adopt for this thesis. 
Cortez and Silva (2008) also seek to predict school performance by creating several 
models to predict Portuguese students’ performance in secondary school. They use the 
student grades, demographics, social and school related features as the predictor variables. 
They test four different modeling techniques: decision trees, random forests, neural 
networks, and support vector machines. For each modeling technique, they run three 
different models with slightly different predictor variables similar to Chao and his co-
authors (1986).  
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Cortez and Silva (2008) find that the model with the most predictor variables results 
in the best performance. In general, the decision tree and random forest outperform the 
neural network (NN) and support vector machine (SVM). The authors attribute this to the 
presence of many irrelevant features, which has a larger effect on NN and SVM. The 
authors find that only a small subset of features that includes previous grades, past failures, 
and the number of absences are useful predictors of successful completion. Cortez and 
Silva (2008) lays some of the groundwork for this thesis in two important respects:  the 
usage of random forests to predict school performance, and the development of several 
models to predict outcomes at defined checkpoints in the students’ schooling, similar to 
the research conducted by Chao et al. (1986).  
B. MILITARY SECTOR 
In the military sector, Spinner (1991) examines the use of flight students’ previous 
performance data to predict future performance in the Canadian Air Force. Specifically, he 
uses data from the Canadian Automated Pilot Selection System (CAPSS) to predict a 
candidate’s success in Primary Flying School, PFS (similar to IFS in the US Navy’s flight 
school). CAPSS is similar to the U.S. Navy’s ASTB-E except that it only evaluates the 
candidate’s psychomotor skills. Spinner develops a single formula that could give the score 
for a candidate from CAPSS which could be used in a classification analysis to predict 
passing or failing on PFS. Spinner further delineates the output variable from a simple pass 
or fail in PFS, to a variable that represents whether the individual passes or fails the final 
two tests of PFS. Spinner conducts a classification analysis that achieves high prediction 
accuracy and shows how a flight student’s previous performance on one test may be used 
to predict the student’s future performance at a single flight school milestone.  
Carretta and Ree (2009) study 678 U.S. Air Force pilot candidates to determine 
which variables can predict whether the individuals will pass or fail flight school and their 
final class rank at the end of training. The predictor variables considered by the authors 
include the students’ results from their written aptitude test, psychomotor test, information 
processing test, previous flying experience, and answers to personality questions.  
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To decide which variables are important, Carretta and Ree (2009) fit a separate 
linear regression model for each predictor variable, and then compare the individual models 
to a model that just includes the written attitude test variable (which can be considered the 
baseline). Using the models’ correlations, they find that all the variables are statistically 
significant. The written aptitude test is the most predictive, followed by flying experience, 
psychomotor predictors, attitude towards risk, and finally information processing. This 
research further reinforces the predictive ability of similar variables utilized in this thesis. 
Blower (1998) develops a statistical model to predict a flight student’s probability 
of success in the Navy’s Primary Flight Training. He uses the subtest scores from the ASTB 
and the cumulative grade (NSS) from API as the input variables. Blower found that the 
data needed for the model was held in several databases with incompatible formatting, and 
was controlled by different entities. Blower advocated having all of the data combined into 
one central location that could be accessed using a common identifier for a given student.  
Blower uses data from June 1994 to January 1998 for Navy and Marine Corps flight 
students who took the revised 1992 ASTB. The five ASTB variables (MVT–Mathematics 
and Verbal Test, MCT Mechanical Comprehension Test, SAT Spatial Apperception Test, 
and ANI Aviation and Nautical Interest) are used with the NSS scores from API. Blower 
uses Bayesian Decision Theory and a loss function to produce an estimate of the posterior 
odds (probability of success divided by the probability of failure) of completing flight 
school based on the five ASTB variables and the API NSS scores. He incorporates the 
economic loss of an individual being incorrectly classified as the threshold to predict 
whether someone will pass or fail Primary. Individuals whose posterior odds are greater 
than the ratio of monetary loss resulting from a prediction that a failed student would pass 
versus a prediction that a passing student would fail are classified as passing Primary. We 
use Blower’s (1998) approach in our model selection technique in order to determine which 
variables are important to use in each of our models.  
A difference between our approach and Blower’s is that we develop separate 
models at each of the three milestones before Primary Flight Training (entry into flight 
school, completion of IFS, and completion of API) to predict the probability of a student 
passing primary instead of doing one model right after API. Additionally, we use a modern 
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machine-learning technique for modeling, which was not available at the time that Blower 
conducted his research.  
C. SUMMARY 
Both Chao et al. (1986) and Cortez and Silva (2008) research in the civilian sector 
show us how to build multiple machine learning models for different milestones to predict 
school performance using students’ information as the predictor variables. In the military 
sector we see which variables have been used in past research to predict school 
performance. Spinner (1991) uses a Canadian flight student’s performance on a single pre-
flight school test to predict their performance for one stage of Canadian flight school. 
Carretta and Ree (2009) go further than Spinner and use a host of predictor variables 
gathered for students at the beginning of the US Air Force flight school to predict their 
final performance at flight school. Finally, Blower (1998) uses a US Navy flight student’s 
performance on the ASTB and API NSS to predict the NFS performance in Primary.  
In terms of content, this thesis is most similar to Blower’s (1998) in that we use 
ASTB and API NSS scores to estimate a NFS probability of successfully completing 
Primary. The major difference however is that we use multiple models, similar to Chao et. 
al. (1986) and Cortez and Silva (2008), to estimate NFS Primary probability of success at 
multiple stages, specifically at the entry point of flight school, completion of IFS, and 
completion of API. Novel to this thesis is how we build our models in order to incorporate 
individuals that have started flight school, but who are still going through flight school. We 
use sub models for the main milestone models that allow us to use more recent NFS in 




In this chapter, we discuss the specific modeling techniques we employ to estimate 
the probability that NFS pass Primary Flight Training. Before any modeling technique may 
be employed, effort is required to derive a data set that is suitable for analysis. In Section 
A we discuss this process. In Section B we describe the statistical techniques that we use 
to analyze the data. Section C discuss the intricacies of our models. Section D describes 
the need to identify important variables and in Section E, we define our model selection 
technique to choose those important variables. Finally, in Section F, we give an example 
of how the probabilities can be utilized to make selection decisions for new NFS.  
A. DATA 
Data analysis starts with formatting the data so that it is amenable to analysis. Van 
den Broeck (2005) describes data cleaning as the “process of detecting, diagnosing, and 
editing faulty data” (p. 0966). As Van den Broeck points out, a formal technique to clean 
data has yet to be developed as each data cleaning process depends on the data and how 
that data will be used.  
1. Data Collection 
NATRACOM provided an initial data set with 290 different variables on 5,063 
NFS who attended flight school between the calendar years 2004 to 2018. These NFS 
include officers in the Navy, Marine Corps, and Coast Guard. In order to obtain this data 
set, NATRACOM combined data for individual students across the five different stages of 
flight school: IFS, API, Primary, Intermediate, and Advanced. Because different 
organizations manage each of the different stages of flight school, each organization keeps 
its own set of records on individual students. Without direct access to the other 
organizations’ data, and each organization records some of the same information using its 
own format, it becomes a challenge for NATRACOM to easily access all of the available 
flight school data on a particular NFS. NATRACOM aggregated the data and provided it 
to us for our analysis. 
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2. Data Cleaning 
With any data set, a process of data cleaning is needed to prepare the data for 
analysis. We now discus some of the procedures that we use to make the data amenable to 
analysis. One challenge was that a number of variables were either entirely or 
predominately left blank, implying missing values, which we removed from the analysis 
data set. Variables with free-form text containing student comments also were removed. In 
addition, any variable that contained duplicate information as another variable was 
combined into one variable. 
The ASTB variables needed special handling. Variables that tracked the 
candidates’ ASTB scores spanned six different ASTB variants that were utilized in the data 
set which ranged from a wide timeframe (2004 to 2018). The NFS in the data that took the 
earliest ASTB variants (1 and 2), attended flight school at least a decade before the data 
we wish to create probabilities for in the future. Therefore, we remove those NFS 
observations having took the ASTB 1 or 2 variants. The current variant of the ASTB, the 
ASTB-E has been in use since in December of 2013. However, scores from the ASTB 
variants 3, 4, and 5 were still being accepted through 2015. Since these observations from 
2015 were less than three years old from our most recent observations, we include those 
NFS observations that took the ASTB 3, 4, or 5 in our data set. We view these NFS as still 
being recent enough to our near future population to still be relevant.  
Additional processing was needed to convert direct student input from survey 
questions on the ASTB to a usable form. The survey data contain inconsistencies. For 
example, some students indicated that they were officers although they were still enrolled 
at the Naval Academy or in ROTC. Of relevance is whether the student was prior enlisted, 
and this information was extracted using pattern recognition techniques and made into its 
own variable. 
3. Formatting 
After the data was cleaned, we format the data to make it usable for analysis. Some 
of the variables are responses from students that allow multiple choices from a predefined 
set. Students can select any number of these choices and these choices are displayed in 
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single variables. For instance, “GameTypePreference” is a variable where the students 
mark which types of games they prefer in non-mutually exclusive categories (action, 
puzzle, role playing, sports, or strategy). We derived a separate indicator variable for each 
of the possible choices.  
Another formatting issue was that some of the variables had missing values that 
represent valid zero entries. For example, the variable “FormalFlightInstrHours” is not 
recorded when a student does not have any formal flight instruction hours; a non-missing 
value of zero would be valid in this instance. We replace these missing values with zeros 
when it was appropriate to do so.  
The data contains instances of missing values. For example, out of those individuals 
who took the ASTB-E, all IFS data are missing for 46 percent of the cases. In other 
instances, all of Advanced Flight School data is present but not the Primary data, even 
though completing Primary is necessary for any individual to progress to Advanced. In 
instances with missing flight school data, we had to determine whether an individual failed 
a certain segment of flight school or if they had simply not completed it and therefore 
would not have data for that section. We resolved this issue by regarding a student who 
had data in a later section, but missing data in an earlier section, to have passed that earlier 
section; otherwise, it was unknown if they completed that part and they were marked as 
having not completed that section.  
Finally, all of the variables had to be formatted to one of three possible variable 
types: categorical, logical, or numeric. Categorical variables assume values in a non-
ordered set. Logical variables are those with a yes-or-no answer, such as whether the 
student had prior military service. Numeric variables measure quantitative attributes such 
as undergraduate GPA. Overall, the cleaning and formatting process reduced the number 
of variables from 290 to 121 variables. Further removing variables that were out of the 
scope of this thesis, such as variables for Intermediate and Advanced training, reduced the 
data set to 52 variables. All of the variables utilized in the models are depicted in the 
Appendix, along with descriptions for each variable. 
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B. MODELING 
The main modeling technique we utilize in this research is random forests which is 
a widely used machine-learning technique. We begin by describing machine learning and 
random forests. In order to use as much recent data as possible, we deal with data censoring, 
which results from the inclusion of data from students who could not have completed their 
training before the end of the study period. Although we do not know the final disposition 
of these cases, we have information about their successes or failures at various milestones. 
Censoring presents special data analysis issues that we address below. 
1. Machine Learning 
According to Alpaydin (2010), “machine learning is programming computers to 
optimize a performance criterion using example data” (p. xxxi). A common problem in 
data analysis is to predict an outcome variable based on a data set of previous examples. 
The purpose of machine learning is to use a computer algorithm to find patterns that can 
predict the outcome variable based on previous examples and then use them to 
automatically predict outcomes for a given set of predictor variables.  
2. Decision Trees 
A random forest is an ensemble, or collection, of decision trees that are estimated 
from a data set.  Decision trees also are a standalone machine learning technique that can 
be used to make predictions of future outcomes on a new data set.  In our thesis, a decision 
tree would attempt to classify whether an individual passes or fails flight school.  
Timofeev (2004) explains that decision trees are formed by initially placing all of 
the observations into a single parent node. A binary split is then made in which the parent 
node is partitioned into two child nodes so that the observations in each individual child 
node are as similar to each other as possible. This requires a measure of node purity to 
describe how similar observations are in a given node (Rutkowski et al. 2014).  Each split 
is based on a simple yes-or-no question, determined from one of the predictor variables, so 
that the two child nodes are purer than the parent node. To find the best split, the tree 
searches over all predictor variables and determines the best possible splitting rule. In our 
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context a splitting rule might ask whether a flight student had a grade point average (GPA) 
above 3.4, for example. After the initial node is split, the process continues recursively, 
with each subsequent node split in the described manner to increase the purity of the 
resulting child nodes. The process ends when no further splitting can increase purity above 
a given threshold, or if splitting would produce nodes with too few observations according 
to a predefined threshold.  
If the outcome variable is categorical, as it is in this thesis, a commonly used 









= −∑ .           (2) 
In this formula, K is the number of categorical outcomes, and ˆ kp  is the proportion of 
observations in the node that have outcome k. A Gini index value of zero is obtained when 
all observations in a node belong to the same category, which is maximally pure. 
Algorithms that use the Gini index seek to minimize the sum of this measure over the two 
nodes that result from a split.  
Using single trees for classification has several advantages. Trees are easy to depict 
graphically. They also are easy to interpret, because the important variables are 
automatically selected and shown in the tree. Another advantage of trees is that they have 
a convenient way of dealing with missing values. If there is a missing value for a certain 
variable that is being split on, then a surrogate variable is used. The surrogate variable is a 
variable which can split the data most similarly to the missing variable.  
3. Random Forests 
In essence, a random forest is an ensemble of decision trees (Kocev et al. 2007). To 
get a prediction for a new data point with an ensemble, each classifier makes its own 
prediction, and the predictions are then averaged. Combining in this manner usually 
improves the prediction quality of a weaker classifier. 
 In a random forest, the ensemble is created using a process called bootstrap 
aggregation or “bagging” for short (Breiman 2001). With bagging, each tree in the forest 
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is grown on a bootstrapped subset of the original training set. Another feature of random 
forests that incorporates randomness is that for each tree, only a random subset of all the 
variables are available for use in splitting. These incorporations of randomness help reduce 
the correlations between the trees. 
Even though random forests often have better prediction power than single trees, 
they lose some of the interpretability features of a single tree. With a tree, it is easy to 
display the different splits. This provides an intuitive way to see the important variables 
because one can physically see what variables were used to split the data. Because random 
forests are usually built from hundreds or thousands of trees, each with a different structure, 
it is impossible to display all of them in an appealing manner.  
Even though random forests do not have an easy to read format to view which 
variables are important, many random forest implementations have a built-in variable 
importance method that rank each of the variables according to their relative importance. 
For this thesis, the measure of variable importance is directly related to the splitting criteria, 
the Gini Index, as discussed in Ssection 2. Each time a variable is used as the splitting 
variable, the decrease in impurity according to the Gini Index is calculated and then totaled 
for that variable across all of the splits with that variable. The larger the total decrease in 
impurity, the more important the variable (König et al. 2018). 
4. Data Censoring 
One challenge with random forests is that available software implementations do 
not allow for missing data. If we just used one random forest to estimate the probability 
that an individual will pass Primary, then we could only use data on individuals where their 
outcome is known on each stage of flight school through Primary. Since it can take up to 
and even longer than a year for an NFS to arrive at flight school and successfully complete 
Primary, our data has at least a yearlong gap between the NFS we are building our model 
on and the future NFS to which we want to apply our model. In statistical analysis, the data 
set used to build the model should be similar to the data for which predictions are desired. 
We therefore use data from recent NFS who have completed some parts of flight school, 
even if we do not quite know their outcomes past a particular milestone.  
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Using students that have only completed some parts of flight school prior to 
Primary raises an issue in statistical analysis called data censoring. Data censoring occurs 
when the outcome variable is the “time until some specified event but cannot always be 
fully observed” (Lagakos 1979, p. 139). In order to use data from NFS who have started 
flight school, but it is unknown if they will pass Primary, we must confront the data 
censoring issue. Several methods have been created to do analysis on data with censoring 
issues, but these methods were built for scenarios where all of the predictor variables are 
available at the time the observation starts. However, in this thesis we want to be able to 
evaluate NFS at different milestones where new information becomes available for each 
NFS based on their performance.  
In order to allow the ability to update NFS probability of passing Primary as they 
complete milestones and new information is available, we create a separate model for each 
milestone. Then, to allow for the use of students with partial flight school data, we build 
each of our milestone models with sub random forest models. This process is explained 
below in Section C.  
C. MODEL STRUCTURE 
The primary goal of this thesis is to estimate the probability that an individual 
student passes Primary Flight Training based on previous performance. Flight school, and 
subsequently the data, is broken into the three sections before NFS finish Primary: entry 
into flight school, completion of IFS, and completion of API. We therefore develop three 
models to estimate the probability that an individual passes Primary at each of these 
milestones. To handle the data censoring issues, the models are further broken into sub-
models to utilize individuals that had not finished Primary by the time our data set was 
collected. Each of these sub-models are built from their own random forest. This results in 
six different sub-models. In Table 1, we show each sub-model and its corresponding base 
model. Table 1 also shows the specific probability that the sub-model is estimating, along 
with the number of observations each model is able to utilize. Now we discuss in more 
detail how each base model is built from the sub-models.  
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Table 1. Sub-models, Their Corresponding Base Model,  
which Probability each Sub-model Estimates,  
and the Number of Observations each Sub-model Uses 
 
 
1. Entry Model 
The Entry Model is based solely on an NFS’s available information before they 
begin flight school. Some of the major attributes include the NFS’s ASTB scores, 
undergraduate GPA, and previous flight school experience. Demographic features are also 
included in this model; however, in previous flight school performance studies, no 
significant correlation was found between a student’s demographic characteristics and their 
flight school performance. The generic formula for the probability that an individual passes 
Primary is  
( ) ( ).P PRI P IFS API PRI= ∩ ∩                                       (3) 
This equation states that the probability of passing Primary is the probability of 
passing IFS and API and Primary (the intersection symbol is commonly used to denote 
“and”). The downside in using this equation is that estimation only allows individuals with 
“full resolution” (where we know if they passed Primary or failed at any of the previous 
stages). To include those individuals who have passed some parts of flights school, we 
express Equation (3) as  
 ( ) ( ) ( | ) ( | ).P PRI P IFS P API IFS P PRI API IFS= ⋅ ⋅ ∩     (4) 
Equation (4) states that the probability of an NFS passing Primary is the probability 
of passing IFS, multiplied by the probability of passing API given that the individual passed 









1 Entry IFS 4602
2 Entry API 4518
3 Entry Primary 3875
4 IFS API 2836
5 IFS Primary 2735
6 API Primary 2577
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IFS. Breaking up the probability in this manner allows us to fit a separate random forest to 
each of the three probabilities shown on the right-hand side of Equation (4). Specifically, 
we can utilize individuals that have only completed some of the flight school stages 
because to calculate each part of the equation, we build a sub random forest model. Because 
each random forest is fit separately, we do not have to use the same data. For instance, any 
individual that passed IFS, can be used in the ( )P IFS  model as that model is only trying 
to predict the probability that an individual passes IFS. It does not matter if we know if 
they passed or failed a later stage.  
After we fit each random forest, we find the important variables and refit the model 
to improve its performance using the technique discussed in Section E. Once we have a 
final random forest for each of the parts for the Entry Model, we multiply the resulting 
probabilities and get the final probability that an individual will pass Primary. Using the 
technique explained below in Section F, we demonstrate how the probabilities can be used 
to support decision making.   
2. IFS Model
The IFS Model is used to estimate the probability that an NFS passes Primary after 
the individual has completed IFS. Because the individual has passed IFS at this point, the 
IFS model uses both the entry level variables and the individual’s information that was 
tracked during IFS. The probability formulation for the IFS Model is given in Equation (5): 
( | ) ( | ) ( | ).P PRI IFS P API IFS P PRI API IFS= ⋅ ∩ (5) 
The IFS Model only requires two random forests, to represent the two terms on the 
right hand side of Equation (5). The IFS Model is fit to a smaller sample than the Entry 
Model as it can only utilize data on those individuals who passed IFS; however, it can use 
data on individuals that have only passed API. Moreover, the models in this case can use 
predictor variables that are only available given that a student passed IFS. We use the same 
model selection technique as the Entry Model and combine the separate random forests as 
we do for the Entry Model.  
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3. API Model 
The API Model follows directly from the Entry and IFS Model. With the API 
Model, individuals have successfully completed flight school through API. The API Model 
estimates the probability that an individual passes Primary using all of the data for the 
previous models, along with the new API data. Since the API Model only needs to estimate 
Primary performance with individuals that have already passed IFS and API, only one 
random forest is utilized. The same model selection technique is utilized as the other two 
models. Because students have passed the API milestone successfully, predictor variables 
become available at this stage that were not available in the models described earlier. 
D. VARIABLE IMPORTANCE 
After initially fitting each of the random forests, we next identify the important 
variables. Identification of the important variables allows NATRACOM to identify which 
variables actually have predictive power in estimating the probability that an individual 
passes Primary. For instance, the models may indicate that flying experience is more 
important than an individual’s undergraduate GPA, and they should therefore seek 
candidates that have previous flying experience.  
The second reason to identify the important variables is for model selection. A 
smaller subset of important variables often has higher predictive power than a fuller data 
set that includes variables with little to no predictive power (Genuer et al. 2010). As 
discussed in Section B. 3 of this chapter, at each possible node split, only a random subset 
of all of the variables are available to be used. With hundreds of trees being built for each 
random forest, it often is the case that many trees have little predictive power, because 
random forests force splits on variables with low predictive power, which could decrease 
the accuracy of the model. By eliminating weak predictors, the trees tend to be more 
informative, which increases model performance.   
To find the important variables, the first step is running the random forest with all 
of the available possible predictor variables for a given random forest. Then using the Gini 
impurity measure discussed above, we obtain relative variable importance values for each 
variable. The next step is finding which of those variables actually contribute to estimating 
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probabilities of success in the context of our models. We then refit those models using only 
those variables identified as important.  
E. MODEL SELECTION
For model selection we start with the most important variable, fit a new random
forest on a subset of the data, evaluate the performance of that random forest, then add in 
the next important variable, repeating this process until all of the available predictor 
variables are in the model. To fit each random forest, we use a training set which consists 
of a randomly selected subset of 80% of the available cases. A test set, which is the 
remaining 20% of cases, is used to assess model performance. For each of the six sub-
models, we fit a series of random forests in which variables are added to the sub-model 
successively, in decreasing order of variable importance to identify the predictive variables 
that has the best performance on the test set. We discuss further below how we measure 
performance of model selection for each random forest and provide an example of how the 
model selection works for one of the sub-models of the IFS Model.  
There are several ways to measure the performance of a random forest. We use our 
random forests to estimate probabilities that individuals will pass Primary. An intuitive 
way to measure accuracy of probability estimates is to transform those probabilities into 
pass-or-fail predictions for Primary. We then can find how those predictions perform 
compared to what happened to an NFS in reality and find the associated cost of those 
predictions. The default threshold to transform probabilities to predictions is 50 percent, so 
an estimated probability above 50 percent results in predicting a pass and a value below 
results in predicting a failure. However, in many cases such as in this thesis, a threshold of 
50 percent does not make sense as the probability of passing Primary is most often higher 
than 50 percent. If 50 percent were used, then too many individuals would be predicted to 
pass. 
We adopt the threshold determination technique proposed by Blower (1998). His 
threshold, what he terms “the decision rule,” states that if the cost of predicting “pass is 
less than or equal to the cost of predicting fail, then predict pass, otherwise predict fail” 
(Blower 1998). In this thesis, the cost of predicting an NFS to pass is the probability that 
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someone fails multiplied by the cost of a false positive (predicting someone will pass when 
they actually fail). Figure 3 shows a basic tabulation of predictions of the outcome variable 
(fail or pass) versus the truth state of the outcome variable.  Correct classifications are on 
the main diagonal of the table and the two classification errors (false positive and false 
negative) constitute the off-diagonal elements.  
 
Figure 3. Prediction versus Truth for Classification Rules 
The two misclassifications (false positive and false negative) usually carry costs.  
Blower’s decision rule shows how these costs can be used to decide on a threshold for 
predicting that a student will pass flight school based on a threshold value.  It starts with a 
condition that states that a classification of “pass” has to carry a smaller expected cost than 
a classification of “fail” which is summarized in Equation (6). 
                               (pass) FalseNegativeCost (fail) FalsePositiveCost.P P⋅ ≥ ⋅  (6) 
We rearrange the above equation in order to get the equation in terms of the probability of 
passing, since that is the output of our models: 
(pass) FalseNegativeCost [1 (pass)] FalsePositiveCostP P⋅ ≥ − ⋅             (7) 
FalsePositiveCost(pass)
FalsePositiveCost+FalseNegativeCost
P ≥                          (8) 
Finally, we arrive at our classification decision rule. In order to predict that an 
individual will pass Primary Flight Training, an NFS’d probability that they pass Primary 
must be greater than the cost of incorrectly predicting them to pass divided by the sum of 















We therefore find the probability that an individual will pass a given stage, and then 
use the decision rule from Equation (8) to classify that individual as pass or fail. With 
predictions for whether individuals will pass or fail a given stage, we find the cost of how 
our predictions compare to reality. The costs we use are based on estimates, provided to us 
by NATRACOM, of costs associated with training at each milestone plus the general cost 
of attriting an NFS, which are shown in Table 2.  
Table 2. Cost of Each Stage (from CNATRA) 
To summarize the model selection process, we illustrate with an example. We begin 
with the IFS Model, which is used to estimate the probability that an NFS will pass Primary 
given they have already passed IFS. This model contains two sub-models: the first to 
estimate the probability that an individual passes API given the NFS has passed IFS, and 
the second to estimate the probability that an NFS passes Primary given the NFS has passed 
API (and therefore IFS as well). Each of these sub-models has its own model-selection to 
choose only those variables that have a significant impact on the model. 
We examine the first sub-model, the one to estimate the API passing probabilities. 
First, we create a training set and a test set. The training set contains a random 80% subset 
of the NFS who have completed IFS; the remaining 20% constitutes our test set. Next we 
fit a random forest to the training set to estimate the probability that NFS passes API using 
their entry and IFS predictor variables. We then utilize the random forest’s importance 
method to order the predictor variables from most important to least important. We then 
start with the most important variable and fit a new random forest, similar to the original 
except it only uses the most important variable. Then we apply our new random forest to 
our test set.  
Once we have the probabilities for the test set, we use our decision rule from 
Equation (8) to create pass/fail predictions for each NFS in our test set. In this instance, the 
IFS API Primary
18,000$ 24,750$ 224,750$ 
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false positive cost from Equation (8) is the cost of predicting someone to pass API when 
in truth that individual failed. In Table 2, the false positive cost for this model would be 
$24,750 as we incur the training cost of sending the individual through API and then that 
individual failing. The false negative cost from Equation (8) is the cost of predicting 
someone to fail when they would have passed. Because the NFS has already completed 
IFS, we would then incur the cost of training that individual through IFS.  
Using those predictions, we now compare them to what happened in reality and 
find the associated total cost. In this instance, our predictions could incur three costs:  
false positive, false negative, and true negative costs. We use the same costs for the false 
positive and false negative predictions that we discussed in the previous paragraph. The 
only new addition is the true negative cost. This cost is applied anytime we predict an 
individual to fail, and then that individual failed in reality. In this instance, we incur this 
cost anytime we predict an individual to fail API and they actually did fail API, which 
would be $18,000 as we have to pay for their now-wasted IFS training cost.  
We then total up the cost from our false positives, false negatives, and true 
negatives. This represents the total cost to NATRACOM for our predictions based on a 
model that just uses the most important variable. We now add in the next important 
variables so as to create a new random forest on the same training set, but this time uses 
the two most important variables. We find the associated cost of this random forest, add in 
the next important variable, and repeat the process. Once we finish with the model that uses 
all of the available predictor variables, we compare the costs from all of the different 
random forests, and then select the model and combination of variables that results in the 
minimum cost. We now build our final random forest for that sub model, this time using 
only the combination of variables that resulted in the minimum cost. We also build this 
final random forest on the entire available data set as we are done tuning the model and 
can use the whole data set to create the most accurate model possible. 
F. MODEL APPLICATION  
After the model selection process, we can now apply our models to any proper data 
set of new NFS and find the probability that they pass Primary at each of the three 
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milestones: entry into flight school, completion of IFS, and completion of API. For 
instance, as a new cohort of NFS come to flight school, their information can be applied to 
each model as they progress through flight school, and their probability of passing Primary 
can be calculated. These probabilities are intended to be used in and of themselves. For 
instance, if an NFS is going through a training review board, the board can calculate the 
NFS probability of passing Primary based on our models and use this as an additional tool 
when deciding when to attrite or let an NFS continue flight school. 
Although the estimated probabilities produced by our models are useful in and of 
themselves, we provide an example of how they can be used to set a screening criterion for 
accepting candidates into flight school. For this application, we use the estimated 
probabilities produced from the Entry Model. We remind the reader that the Entry Model 
produces estimates of the probability that an NFS will pass Primary using only the predictor 
variables that are available before they enter flight school.  
We begin by finding the proportion of NFS who fail IFS, API, or Primary for our 
entire data set. We multiply each of those proportions by the associated cost of failing each 
of the stages (IFS, API, or Primary) from Table 1, and then sum the results together. This 
gives the average failure cost per NFS. We call this the Base Case to which other policies 
may be compared.  
To produce the screening criterion, we need a probability to use as the threshold to 
decide which new candidates to allow into flight school. We set our probability screening 
threshold to the minimum probability when we remove the lowest kth percentile of NFS. 
We use three different values for k: 5, 10, and 15. The resulting minimum probability from 
removing the kth percentile of NFS becomes the screening threshold (i.e., if an NFS scores 
below that minimum probability, we screen them from the data set). Assuming 
NATRACOM can find enough candidates to meet these minimum screening thresholds, 
then these subsets of data, in which we remove the bottom kth percentile, become random 
samples of future candidates. Finally, we can calculate the statistics for these subsets as we 
did for the Base Case and compare the results. These results, after applying this analysis, 
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IV. ANALYSIS
Applying the process we describe in Chapter III, we fit models that estimate the 
probability that an individual NFS passes Primary at three milestones: entry into flight 
school, completion of IFS, and completion of API. The probabilities produced by our 
models can be another quantitative measure that NATRACOM uses when they need to 
evaluate an NFS’s ability to successfully complete Primary. We provide the predictor 
variables selected for each model in Section A. In Section B, we discuss how we check to 
see if the estimated probabilities that are produced by our models are reasonable. In Section 
C, we apply the method explained in Chapter III to quantify the effects of using the 
estimated probabilities to screen candidates for flight school.  
A. MODEL PREDICTOR VARIABLES
We apply the model selection process explained in Section E of Chapter III to select
the most important variables to be used to fit each sub-model. The predictor variables that 
are selected for each of the sub-models are shown in Table 3. The variable names are fully 
explained in the Appendix. 
Table 3. Variables Selected for the Entry, IFS, and API Models 
As an NFS progresses through flight school, more information becomes available 
about that individual. The Entry Model is fit only with variables that are known about an 
NFS before that individual starts flight school. However, after an NFS completes IFS, more 
information becomes available at the completion of that stage. The IFS Model therefore is 
fit on entry level variables and IFS variables. As shown in Table 3, only IFS variables were 
Entry Model Variables IFS Model Variables API Model Variables
Pass IFS Sub-Model
Source, PFAR, UnderGradGPA, 
HighestEducation, AQR, RetestStatus, 
DesignTestID, CollegeMajorCat
- -








selected to build the IFS Model. This indicates that the two IFS variables, IFS_EOC and 
IFS_DAYS_PENDING, are the most important variables to estimate the probability of 
passing Primary after IFS. Even though those variables that were used in the Entry Model 
could be used in the IFS Model, they do not provide any additional predictive performance 
than can be achieved by these two IFS variables alone. 
Once an NFS finishes API, their API variables can now be included in the model. 
Therefore, we fit the API Model with the entry variables, IFS variables, and performance 
variables from API.  The API Model chose two API variables to build its model, but also 
included IFS_DAYS_PENDING which was also selected for the IFS Model. This indicates 
that IFS_DAYS_PENDING must be important to estimate the probability of passing 
Primary at both the IFS and API stages. 
To demonstrate the importance of each of the variables in Table 3 are to estimating 
the probabilities for each of the models, we show how the probabilities are affected by the 
variables. In Figures 4, 5, and 6, we show how the estimated probability of passing Primary 
changes as we change each of the variables in the API Model. In all three figures, we note 
that there is a substantial change in the estimated probabilities as the variables are changed; 
this indicates that the variables have a strong effect on the probability. If the variables had 
no effect and were not important to estimating the probabilities, then there would not be a 
noticeable change in the probabilities as the variables are changed.   
 
Figure 4. Probability of Passing Primary as a Function of 
API_Class_Diff  

























We notice that as API_Class_Diff increases (i.e., as the difference in the class an 
NFS starts and ends in API increases) the estimated probabilities of passing Primary 
decreases. Usually a difference in classes indicates that an NFS failed a test in API, and 
thus was rolled back to another class which would explain the downwards trend in the 
estimated probabilities. Considering there are other reasons why an NFS may be rolled to 
a later class (e.g., due to illness or emergency leave), and because of the presence of 
sampling variability, the probabilities are not steadily decreasing. However, it is clear that 
as the variable API_Class_Diff increases the estimated probabilities tends to decrease.     
Figure 5. Probability of Passing Primary as a Function API_NSS 
In Figure 6, we observe how an NFS’s API_NSS affects their estimated probability 
of passing Primary. To remind the reader, the NSS score is the cumulative score that an 
NFS receives during a stage in flight school. Higher scores indicate higher performance. 
From Figure 6, we see that as an NFS’s API NSS score increases, their probability of 
passing Primary also tends to increase, again subject to sampling variability.  We would 
expect to see a smoother estimated curve if a larger data set had been used to produce the 
estimate.  
































Figure 6. Probability of Passing Primary as a Function 
IFS_DAYS_PENDING 
Finally, in Figure 6 we see the effect of IFS_DAYS_PENDING on the probability 
an NFS passes Primary. The IFS_DAYS_PENDING variable records how many days an 
NFS waited to begin flight school. Most of the time, the length of time an NFS waits to 
start flight school is not a direct response to any negative performance, and more often is 
due factors outside of the NFS’s control. However, it is clear from Figure 6 that as the 
number of days an NFS waits to start IFS increases, the estimated probability of the NFS 
tends to decrease, although not monotonically as seen near day 20, for instance. There may 
be an administrative reason for this phenomenon, although the precise reason is unknown 
to us. As with the previous two figures, small instances of non-monotonic behavior may 
be due to sampling variability.  
As demonstrated by Figures 4, 5, and 6, the predictor variables used in the 
probability plots for each model, specifically shown for the API Model, are important as 
they have strong predictive power in estimating the probability that an NFS passes Primary. 
If these variables were not important to the model or to estimating the probability, then 
there would be no discernable pattern from changing their values.      


























The outputs of our models are the probabilities that an NFS will pass Primary at
different milestones. To check if the estimated probabilities that result from our models are 
reasonable, we examine how their average compares to proportion of NFS who pass 
Primary from the same data set. The comparison of the proportions of NFS who pass 
Primary and the average estimated probabilities produced by our models is presented in 
Table 4. We note that the average estimated probabilities match the proportions very 
closely which indicates that the estimated probabilities meet a basic criterion of 
reasonableness.  
Table 4. Proportion of NFS to Pass Primary versus the Average of 
Each Model’s Probabilities 
C. MODEL APPLICATION ANALYSIS
As discussed in Chapter III, we want to examine the effects of using estimated
probabilities for screening new candidates into flight school. We assume that the data set 
provided to us by NATRCOM represents a random sample from a population of future 
NFS based on current selection methods. We determine minimum estimated probabilities 
to use as possible thresholds to screen new candidates into flight school. Then, we measure 
the effect on the average failure cost per NFS, and the associated passing rates resulting 
from applying a threshold. This application assumes that NATRACOM can find enough 
candidates that meet the minimum probability threshold, while still meeting its overall 
production quota.  
This model application demonstrates one way that the estimated probabilities 
resulting from the models can be utilized by NATRACOM. The first step in our application 








is to find the proportion of NFS who fail each of the first three milestones. These results 
are based on our full data set of about 4,400 NFS, between the calendar years of 2013 and 
2018. This data set only includes NFS where we know whether they passed Primary or 
failed any stage prior to and including Primary. These proportions are shown in Table 5.  
Table 5. Proportion of NFS who Started Flight School and 
Failed in One of Three Stages, 2013 to 2018 
We multiply each of the proportions presented in Table 5 by the cost of failing each 
of the flight school stages that are presented in Table 2. We then sum these products as 
shown in Equation (9). The result of this for the aforementioned data set results in an 
average failure cost of about $19,102 per NFS. This average failure cost per NFS results 
from the current flight school process.  
(9) 
With the failure rates for each milestone and the average failure cost per NFS for 
the current data set, we can compare these to the results from removing the bottom 5%, 
10%, and 15% of NFS based on their estimated probabilities of passing Primary before 
they enter flight school. These estimated probabilities result from the Entry Model. In Table 
6, we display the minimum probabilities in each cohort resulting from removing the bottom 
5%, 10%, and 15% as our thresholds. We also show the minimum probability in the Base 































Table 6. Minimum Probabilities in Each Cohort after Removal of Students’ 
Scoring Based on Probability Thresholding 
From Table 6, the lowest estimated probability of passing Primary in the data set 
provided by NATRACOM is only 14%. Therefore, under the current selection process, 
individuals with as low as a 14% estimated probability, from our Entry Model, can be 
selected for flight school. If NATRACOM implements the 5% Removal Threshold, then it 
will only select those candidates in the future that have an estimated probability of passing 
Primary above 78%. This threshold assumes that NATRACOM can find enough candidates 
that would produce estimated probabilities above 78%. Below we discuss the results of 
implementing the 5% Removal Threshold, along with the 10% and 15% Removal 
Threshold.      
The proportions of failures for each stage are presented in Table 6 for each of the 
kth removal percentiles ( 5,10,15k = ). Table 6 is interesting for several reasons. First, it is 
apparent that all failures at the IFS stage could have been preempted by applying our 
screening criteria even with a 5th percentile threshold. Second, with more stringent 
screening criteria the failure rates at the other two stages are strictly decreasing, which 
suggests that the estimated probabilities have skill in anticipating failures. If the NFS 
probabilities had no skill in estimating their probability of passing Primary, then the 
percentages would not be strictly decreasing. Third, even small reductions in the Primary 
fail rate may result in substantial cost savings as the cost of Primary Flight Training is more 






Table 7. Percentages of Failure at Each Stage after Removal of Students 
Based on Probability Thresholding 
 
 
If we take each of the failure proportions from Table 6 and multiply the associated 
failure costs, we get the average failure cost per NFS. Depicted in Table 8 are the average 
failure cost per NFS and percentage of cost savings compared to the Base Case, for each 
of the kth Removal Thresholds. We see that the costs decrease as the kth Removal Threshold 
increases. From Table 8, if we apply the 5% Removal Threshold (set a minimum 78% of 
passing Primary), then NATRACOM can reduce its training costs resulting from attrition 
by nearly 5%. If NATRACOM can use the stricter threshold resulting using the 10% 
Removal Threshold (a minimum of 83% probability of passing Primary), then its average 
cost further decreases to nearly 14%.   
Table 8. Average Failure Cost per NFS and the Percentage of Savings 




Finally, we look at the proportion of NFS who pass Primary for each of the kth 
Removal Thresholds. Looking at Table 9, we can see that there is a steady increase in the 
proportion of NFS who pass Primary as the kth Removal Threshold increases. As long as 
NATRACOM can fill flight school with NFS who meet our screening threshold, then an 
NFS’s probability of passing Primary will increase. By increasing the Primary pass 
percentage, the number of NFS who are winged after flight school increases for the same 
number of entrants. For example, applying the 5% Removal Threshold results in 22 more 
Fail IFS Fail API Fail Primary
Base Case 1.70% 2.64% 8.07%
5% Removal 0.00% 2.32% 7.84%
10% Removal 0.00% 2.09% 7.07%
15% Removal 0.00% 2.01% 6.71%
Base Case 19,102$       -
5% Removal 18,191$       5%
10% Removal 16,417$       14%
15% Removal 15,573$       18%
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NFS who pass Primary compared to the base case for every 1000 NFS who start flight 
school. If more NFS are passing Primary, then more NFS will wing. 
Table 9. Proportion of NFS who Start Flight School and Pass Primary 
Flight Training after Removal of Students 
Based on Probability Thresholding 
 
 
This application of the estimated probabilities, resulting from our Entry Model, can 
help create a selection criterion for selecting new candidates into flight school. As shown 
in the previous tables, if NATRACOM can find sufficient numbers of candidates that meet 
the probability thresholds in Table 6, then it can decrease its failure rates which results in 
lowering its average costs due to attritions. Furthermore, by reducing its failure rates, it 
creates more winged NFS, or subsequently can reduce the number of candidates it allows 
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V. CONCLUSIONS 
In this thesis we develop three models to produce estimated probabilities that an 
individual NFS passes Primary Flight Training at one of three prior milestones: entry into 
flight school, successful completion of IFS, and successful completion of API. 
NATRACOM will then have the ability to use these models and the subsequent 
probabilities they produce to help aid their decision of whether to allow an NFS to continue 
with flight training or be attrited from flight school.    
For each model, we fit a series of random forests that we then combine to get an 
overall estimate for the probability that an individual passes Primary. By using sub-models 
and fitting a series of random forests, we have the ability to utilize more recent NFS data, 
because we can use NFS who have only completed some parts of flight school. Also, by 
separating the models into three distinct models, one for each milestone, we allow 
NATRACOM to update NFS estimated probabilities of passing Primary based on which 
milestone they last completed.  
The estimated probabilities from our models can be used to support decision 
making in a variety of ways.  One way that they can be used is to set thresholds that must 
be met for entry into flight school. Depending on the threshold that NATRACOM can use 
and still meet its production quota, NATRACOM can reduce its failure rates and the 
average training cost due to attrition.  
For future research, we recommend that a universal system of data collection, 
perhaps in the form of a relational data base, be implemented in order to improve the 
accessibility of the data. Although the data set provided by NATRACOM was extensive, 
it was limited in the data it could provide due to the nature of how individual NFS data is 
collected. By using a universal system, that provides access and commonality to each of 
the commands responsible for their respective portion of flight school, NATRACOM can 
more easily and readily access data needed for such analysis as conducted in this thesis. 
Not only will ease of access be improved but also quality of data, as redundant and 
unimportant data can be minimized. A universal data collection system would therefore 
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make analysis such as this thesis easier as it would provide faster access to the data and 
require less time to aggregate and format the data for analysis, overall improving the quality 
of analysis.  
Another recommendation for future research is further exploration into using some 
type of classification technique to better classify the probabilities into predictions of 
passing or failing Primary Flight Training. Further research can also be extended to looking 
at the probability of passing the other stages of flight school to include the probability of 
passing flight school as a whole. Another area to be explored is to extend this research to 
estimate the probability of success in each of the different pipelines after Primary Flight 
Training for each NFS. 
The models and subsequent probabilities they produce provide NATRACOM with 
a useful metric to further evaluate NFS and their ability to successfully complete Primary 
Flight Training. The models incorporate tangible predictor variables that NATRACOM 
already uses to evaluate NFS, and finds the combination of those factors that best estimate 
NFS’s ability to pass Primary. With the number of factors that are available to evaluate an 
NFS, these probabilities take into account only those factors which have shown to be a 
significant indication of Primary success. We therefore recommend that these models and 
probabilities be added as an additional tool for NATRACOM when they need to analyze 














APPENDIX.  PREDICTOR VARIABLES  
Variables Description Examples Models  Type 
Gender Gender of NFS Male/Female Entry, IFS, API Categorical  
RetestStatus Number of days NFS waited to 
retake ASTB 
Never/30/90/180 Entry, IFS, API Categorical 
 
HighestEducation Highest Educational Experience of 
NFS 
High School/ Some College/ Bachelor Entry, IFS, API Categorical 
CollegeMajorCat Type of NFS College Major Arts/ business/ Engineer Entry, IFS, API Categorical 
UnderGradGPA Under Grade GPA 2.0-4.0 Entry, IFS, API Numeric 
ProgramApplyingFor Whether NFS is a part of Seaman to 
Admiral Program 
Yes or No Entry, IFS, API Logic 
Branch Service branch of NFS Coast Guard/ Marine Corps/ Navy Entry, IFS, API Categorical 
Designator Designator of NFS SNA or SNFO Entry, IFS, API Categorical 
Source Commissioning source of NFS USNA/ OCS/ ROTC/ OLC/ USCG Entry, IFS, API Categorical 
Prior_Enlisted Prior enlisted True or False Entry, IFS, API Logic 
FlightSimExperience Flight Simulation Experience None/ Novice/ Inter/ Expert Entry, IFS, API Categorical 
HasFormalFlightInstr Formal flight instruction True/ False Entry, IFS, API Logic 
FormalFlightInstrHours Number of formal flight instruction 
hours 
Min: 0, Max: 2100 Entry, IFS, API Numeric 
GameHoursPerWeek Number of video game hours played 
each week 
1-11 hours Entry, IFS, API Numeric 
GameExperienceAsChild Frequency of video game play Never/ Seldom/ Sometimes/ Frequently Entry, IFS, API Categorical 
PbmControllerType Type of controller used on ASTB Cougar/ Saitek x52 Entry, IFS, API Categorical 
DesignTestID ASTB variant ASTB 3/ 4/ 5/ ASTBE Entry, IFS, API Categorical 
AQR Score on Academic Qualification 
Rating on ASTB 
1-9 Entry, IFS, API Numeric 
PFAR Score on Pilot Flight Aptitude Rating 
on ASTB 
1-9 Entry, IFS, API Numeric 
FOFAR Score on Flight Officer Aptitude 
Raing 
1-9 Entry, IFS, API Numeric 
Age Age of applicant, only available after 
IFS 
20-33 IFS, API Numeric 
IFS _Pilot_School Pilot School for IFS Trident Gulf Shores/ Trident Milton/ 
AMS Aviation 
IFS, API Categorical 
IFS fiscal_Year Fiscal Year when NFS went through 
IFS 
2013-2018 IFS, API Numeric  
IFS _Days_Enrolled Number of days enrolled in IFS  Min: 4, Max: 111, Median: 38 days IFS, API Numeric 
IFS _Days_Pending Number of days waiting to start IFS Min: 0, Max: 100, Median: 0 IFS, API Numeric 
IFS _Total_Flight_Time Total number of hours flown in IFS Median: 13.70 IFS, API Numeric 
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IFS _Total_Dual_Hours Total number of hours flown with 
an instructor 
Median: 13.20 IFS, API Numeric 
IFS _Total_Solo_Hours Total number of hours flown solo Median: 0.50 IFS, API Numeric 
IFS _Total_Landings Total number of landings in IFS Median: 56.00 IFS, API Numeric 
IFS _Night_Hours Total number of night flight hours Mean: 0.12 IFS, API Numeric 
IFS _Completed_Cross_Country Completed cross country (only 
attempted by CG) 
Yes/ No IFS, API Logic 
IFS _FPY_Hrs_to_First_Solo Number of flight hours completed 
before the first attempted solo 
flight 
Min: 9.8, Max: 19.1, Median: 12.5 IFS, API Numeric 
IFS _Class_No IFS class number of NFS (one for 
every week of the year) 
1-52 IFS, API Numeric 
IFS _STG_1 Grade on first academic test in IFS Min: 60, Max: 100, Median: 98 IFS, API Numeric 
IFS _STG_2 Grade on second academic test in 
IFS 
Min: 66, Max: 100, Median: 100 IFS, API Numeric 
IFS _STG_3 Grade on third academic test in IFS Min: 60, Max: 100, Median: 98 IFS, API Numeric 
IFS _EOC Grade on the accumulated IFS 
academic test 
Min: 55, Max: 100, Median: 90 IFS, API Numeric 
IFS _FAA Grade on the FAA written exam Min: 62, Max: 100, Median: 90 IFS, API Numeric 
IFS _Acad_Fail Number of academic tests failed in 
IFS 
Mean: 0/ 1 / 2 / 3 IFS, API Numeric 
IFS _Acad_Fail_Binary Academic tests failure True/ False IFS, API Logic 
IFS _Flt_Fail Number of flights failed in IFS 0/ 1 /2 IFS, API Numeric 
IFS_Flt_Fail_Finary Flight failed True/ False IFS, API Logic 
IFS_USNA_PFP Result of PFP if NFS attempted it 
while at the academy 
Attrite/ completer/ Incomplete IFS, API Categorical 
IFS_Waiver Waiver for extra flight time during 
IFS 
True or False 
 
IFS, API Logic 
API_FY Fiscal Year in which API was 
conducted 
2013-2017 API Numeric 
API_StartCls Class number NFS started API 1-51 API Numeric 
API_EndCls Class number NFS ended API 1-51 API Numeric 
API_NSS Final NSS score from API Mean: 48.95 API Numeric 
API_Test_FAILS Number of written tests failed in API 0/1/2/3/4 API Numeric 
API_StartCls_Yr Year NFS started API 2013-2018 API Numeric 
API_EndCls_Yr Year NFS ended API 2013-2018 API Numeric 
API_Class_Diff Difference in the number of classes  0-21 API Numeric 
Pass_IFS Passed IFS True or False Entry Logic 
Pass_API Passed IFS True or False IFS Logic 
Pass_PRI Passed IFS True or False API Logic 
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