Abstract-Digital elevatio models (DEMs) were generated from a stereo pair using the Advanced Spaceborne Thermal Emission and Reflection Radiomete (ASTER) backward and nadir images with 27.7 intersection angles ( = 0 6) over a high relief area of the Canadian Rocky Mountains. Fifteen ground control points were a good compromise to compute the stereo-bundle adjustment when they are only 25-30 m precise to avoid their error propagation in the modeling. It enabled to keep accuracy on the order of one pixel (15 m). DEM accuracy was then evaluated along the full process and as a function of different parameters. Applying the calibration of charge-coupled devices in order to reduce the striping effects improves the DEM accuracy by a factor of 10%. The major problems in the image matching were the clouds, snow, lakes, and occluded/shadowed areas, which generated mismatched areas and "artificial" relief in the lakes (1000-2000 m) during the correlation process and the automatic interpolation method. Postprocessing the DEM with semiautomatic three-dimensional tools improved its accuracy by a factor of 10%. The final results (LE68 and LE90 of 28 and 51 m, respectively) were obtained with the interactive correction of lake elevations, but without taking into account the large mismatched areas, which were specific to this challenging mountainous study site. The final results demonstrated that the DEM was almost linearly correlated with the terrain slopes, and 20-m LE68 can be obtained on a medium topography. The bidirectional reflectance distribution function and local topography effects should then be corrected on the ASTER stereo images to improve DEM extraction in an iterative processing method.
I. INTRODUCTION
T HE ADVANCED Spaceborne Thermal Emission and Reflection Radiometer (ASTER) is a Japanese instrument launched December 19th, 1999 on the Terra platform as part of the National Aeronautics and Space Administration's (NASA) Earth Observing System (EOS) [1] . ASTER is the only high spatial resolution instrument on the Terra platform. The ASTER instrument was built in Japan for the Ministry of Economy Trade and Industry (METI) formerly known as the Ministry of International Trade and Industry (MITI). A Joint U.S./Japan Science Team was responsible for instrument design, calibration, and validation [2] . The primary objective for the ASTER mission is to obtain high spatial resolution global, regional, and local images of the earth in 14 colors (spectral bands). ASTER consists of three different subsystems: the visible and near infrared (VNIR), the shortwave infrared (SWIR), and the thermal infrared (TIR). 1 Table I shows the basic characteristics of these subsystems: 14 bands in the visible and infrared spectrum with different spatial resolution (VNIR, 15 m; SWIR, 30 m; TIR, 90 m). The VNIR subsystem is the only one to provide stereo capability. It consists of two independent telescope assemblies to minimize image distortion in the backward-and nadir-looking telescopes [1] . The focal plane of the nadir telescope contains three silicon charge-coupled detector (CCD) line arrays (Bands 1, 2, and 3N of Table I ), while the focal plane of the backward telescope has only one (3B). The nadir-and backward-looking telescope pair is thus used for same-orbit stereo imaging (alongtrack stereo). The two near-infrared spectral bands, 3N and 3B, generate an along-track stereo image pair with a base-to-height ( ) ratio of about 0.6 and an intersection angle of about 27.7 ( Fig. 1) . Since the two telescopes can be rotated 24 to provide extensive cross-track pointing capability and five-day revisit capability, across-track stereo imaging with a better ratio (close from one) is also possible.
The digital elevation model (DEM) from satellite data has been a vibrant research and development topic for the last 30 years since the launch of the first civilian remote sensing satellite [3] .
Stereo-viewing of images was and still is the most common method used by the mapping, photogrammetry, and remote sensing communities for elevation modeling. To obtain stereoscopy with images from satellite scanners, two solutions are possible:
• along-track stereoscopy from the same orbit using fore and aft images; • across-track stereoscopy from two different orbits. The latter solution was more used since 1980: first with Landsat from two adjacent orbits [4] , [5] ; then with SPOT using across-track steering capabilities [6] ; and finally with IRS-1C/D by "rolling" the satellite [7] . In the last few years, the first solution got renewed popularity with the JERS-1's Optical Sensor (OPS) [8] , the German Modular Opto-Electronic Multi-Spectral Stereo Scanner [9] , [10] , and now ASTER [11] , [12] .
The simultaneous along-track stereo-data acquisition gives a strong advantage in terms of radiometric variations versus the multidate stereo-data acquisition with across-track stereo. This was confirmed by very high correlation success rate (82.6%) obtained with JERS-OPS stereo images [13] , which can then compensate for the weaker stereo geometry. Since an error of 1 pixel for the parallax measurements in the automated matching process has been achieved with these different datasets (along-track and across-track), the potential accuracy for the along-track stereo-derived DEM from ASTER ( ; pixel spacing of 15 m) could be on the order of 25 m [11] .
To expand on these preliminary and theoretical studies on ASTER, the main objectives of this paper are to generate and evaluate DEMs from along-track stereo ASTER data using a generalized three-dimensional (3-D) physical sensor model developed at the Canada Centre for Remote Sensing (CCRS) [14] and an automatic image-matching process [15] . A complementary objective of this paper is to track the error propagation during the different processing steps with topographic ground truth: ground control points (GCPs) acquisition, stereo-model setup, image matching, and DEM postediting.
II. STUDY SITE AND DATASET
The study site located in British Columbia (Canada) overlaps six 1:50 000-scale topographic maps centered on 120 W and 49 50' N. The area is characterized by a rugged topography where the elevation ranges from 342 m along Okanagan Lake to 2137 m ( Fig. 2) with a mean slope of 10 and slopes approaching 87 (Fig. 3) . The land cover consists mainly of a mixture of coniferous and deciduous trees with patches of agricultural land and clear-cut areas. The agricultural fields are found mostly along Lake Okanagan, while the clear-cut areas, linked by new logging roads, are randomly located within the area. Roads are mainly loose or stabilized roads with two lanes or less, but a few are hard surface roads with two lanes or less. A few lakes and ponds are also found that are connected through a series of creeks flowing between steep cliffs.
The topographic data were obtained from the Centre for Topographic Information Sherbrooke, Canada and cover an area of six 1:50 000 maps, which have a positioning accuracy of 25-30 m. The paper maps are only used for the GCP collection. The digitized 10-m contour lines of the six maps are first grouped and used to generate a triangular irregular network, which is then transformed into a 25-m grid file. Break lines and hydrographic features are also added in the topographic DEM processing. The vertical accuracy of the topographic DEM is better than 10 m. The topographic DEM is then postprocessed to derive a digital slope model (DSM) with the same pixel spacing, and its histogram is computed (Fig. 3) .
The ASTER images, acquired on September 25th, 2000, with the VNIR subsystem from a descending orbit, cover an area approximately 60 km by 60 km. The Level 1A data have been directly downloaded from the NASA Web site [12] . The Level 1A raw data (4100 pixels by 4200 lines) are reconstructed unprocessed instrument digital counts with a ground resolution of 15 m. This product contains depacketized, demultiplexed, and realigned instrument image data with geometric correction coefficients and radiometric calibration coefficients appended but not applied. The spacecraft ancillary (including the attitude) and instrument engineering data are also included. The radiometric calibration coefficients consisting of offset and sensitivity information are generated from a database for all detectors. The geometric correction is the coordinate transformation for band-to-band coregistration [16] . Only the near-infrared backward and nadir images (3B and 3N) are used in the DEM generation.
III. DEM GENERATION
The main digital processing steps for DEM generation are 1) image preprocessing; 2) stereo-model setup; 3) data extraction or capture by image matching; 4) 3-D stereo intersection; 5) DEM editing. The stereo-model setup and the 3-D stereo intersection are geometric issues. They use a parametric geometric model and method already developed and tested at CCRS on stereo datasets [14] and adapted for the ASTER instrument [12] . This ASTER model and method have been subsequently implemented in the digital image analysis system OrthoEngine v7.0 of the PCI Geomatics Group [15] . The NASA EOS Land Process Distributed Active Archive Centre (DAAC), located at the U.S. Geological Survey's EROS Data Center, is currently using the software to produce EOS standard data product DEMs from stereo ASTER data.
In the ASTER level 1A raw data, there are some banding or striping effects resulting from the nonprocessing of CCD instrument digital counts. Since the radiometric calibration coefficients are appended in the metadata file, the images can be radiometrically preprocessed to reduce this effect. Fig. 4 displays a subimage (100 by 100 pixels) of the nonprocessed (left) and preprocessed (right) image. In order to demonstrate the need of the CCD calibration with the ASTER instrument before any further processing, a DEM is generated from nonprocessed and preprocessed stereo images.
The stereo-model setup is computed with an iterative least square bundle adjustment that enables the parameters of the geometric model to be refined with GCPs. They are stereo-plotted on a digital stereo-workstation with an accuracy of one pixel, but a little more in the mountainous areas. The accuracy of cartographic coordinates digitized on the 1:50 000-paper maps is 25-30 m in planimetry and 10 m in elevation. Although four GCPs are theoretically sufficient to compute the stereo model, a larger number (35) are acquired to have an overestimation in the least square adjustment, reducing the impact of map and plotting errors and to perform different accuracy testing.
The image matching is principally a radiometric issue. Most of the matching systems operate on reference and search windows. For each position in the search window, a match value is computed from gray-level values in the reference window. The local maximum of all the match values computed in the search window is the good spatial position of the searched point. The match value can be computed with 1) mean normalized cross-correlation coefficient; 2) sum of mean-normalized absolute difference; 3) stochastic sign change; 4) outer minimal number estimator.
The last two match-value computations have rarely or never been used by the remote sensing community. The first one is considered to be the most accurate [17] and is largely used with satellite VIR images. It is the solution chosen and adapted in OrthoEngine of PCI Geomatics Group, where a multiscale strategy has been used in addition [15] . The number of steps involved in the multiscale matching varies from five to eight with a maximum resolution reduction of 16. The correlation window size varies from 8 "reduced" pixels at the coarsest resolution to 32 pixels at the full resolution. Elevation points are extracted every other image sample (every 30 m) of the full stereo pairs (about 4 000 000 points).
The 3-D stereo intersection is performed using the previously computed geometric model to convert the pixel coordinates in both images determined in the image matching of the stereo pair to 3-D data. Cartographic coordinates (planimetry and height) in the user-defined map projection system are determined for the measured point with a least square intersection process based on the geometric model equations and parameters [14] . The result is an irregular grid in the map projection system, which is transformed to a raw regular DEM.
Whatever the matching method, there is always a need for postprocessing the extracted elevation data, e.g., to remove blunders, to fill the mismatched areas, to correct for the lake surface or vegetation cover, etc. Different methods can be used, depending on the capability of the stereo-workstation: manual, automatic, or interactive. A blunder removal function is needed to remove any artifacts or noise when an elevation value is drastically different from its neighbors. These functions generally use existing filters based on statistical computation (mean, standard deviation). Some functions tend to remove small noisy areas, but inversely some tend to increase failed areas on the rationale that the pixels surrounded by failed pixels tend to have a high probability of being noisy. To fill the mismatched and the noisy areas previously detected, interpolation functions are used to replace the mismatched values interpolated from good elevation values of the edges of the failed areas. These functions are well adapted to be performed automatically but should not be used for areas that are too large (more than 200 pixels) [15] .
To evaluate the DEMs as a function of the terrain slopes, a DSM is computed from the DEM. Conceptually, the slope function fits a plane to the elevation surface. The slope function uses the average maximum technique from a 3-by-3 sample window. Fig. 3 displays the histogram of the DSM for slopes from 0 to 60 . The 0 class mainly represents the lakes (9%), and there is only 1% and 0.08% of total slopes over 35 and 60 , respectively. Each 1 bin over 20 represents less than 1% of total slopes.
IV. RESULTS

A. Least Square Bundle Adjustment Results
The first results are related to the stereo-model setup computed with least square adjustment using the 35 stereo GCPs. The root mean square (RMS) residuals are 16.9, 14.3, and 14.7 m for the map projection coordinates , , and respectively, and the maximum residuals are 31.3, 30.7, and 33.2 m for the map projection coordinates , , and , respectively. The -residuals are on the same order of magnitude as the map errors of the GCPs (25-30 m), and the residual reflects the plotting accuracy (15-20 m) with a of 0.6. Furthermore, the maximum errors are about two times the RMS residuals, which demonstrates a good coherency in the full stereo pair.
However, unbiased validation of the positioning accuracy has to be realized with independent check points (ICPs), which are not used in the parametric model calculation. Different GCP/ICP configurations were thus evaluated to find the optimal number of GCPs in relation with the error of the cartographic coordinates and its propagation. The number of GCPs varies from 20 to 10, and the results (Fig. 5) are evaluated with the RMS errors on the remaining ICPs (15-25, respectively). These GCP/ICP numbers are used to compute statistics with sufficient samples. The RMS error variations on ICPs are always less than (18-20 m) , which is a little better than the potential accuracy (25 m) theoretically computed, gives a priori accuracy of the DEM. Fifteen GCPs are then a good compromise in the operational environment to keep redundancy in the least square adjustment and to insure pixel accuracy. These whole results on least square bundle adjustments demonstrate that the mathematical model does not introduce trends or systematic errors and is stable and robust for the full stereo model without generating local errors. The use of overabundant GCPs (four is the theoretical minimum) in the least square bundle adjustment has reduced the propagation of the different input data errors (plotting and map) in the modeling. Conversely, thus, GCP residuals mainly reflect these input data errors, which did not propagate in the geometric modeling. Thus, they give a conservative approximation of a priori stereo-mapping error in relation to the input data and their errors.
B. DEM Results
The results are obtained from the statistical comparison of the stereo-extracted DEMs with the topographic-derived DEM. The statistics were computed over 4 000 000 points of the DEM. The first comparison is related to the preprocessing (CCD calibration) of the stereo images in order to evaluate its impact on the DEM accuracy. Table II gives the linear errors with 68% and 90% levels of confidence (LE68 and LE90, respectively), the bias and the minimum and maximum errors (in meters). It shows that the CCD calibration significantly improves all the statistical values, mainly LE68 and LE90.
The second comparison is related to the postprocessing of the stereo images in order to evaluate its impact on the DEM accuracy. The first observation is the large percentage of mismatched areas (about 10%), which is mainly due to this specific dataset and steep relief. They generate reflectance variations and shadowing in valleys for the two images, but also occluded areas in the 27.7 backward image for the steepest slopes. In addition to shadow and occluded areas (1%), there are clouds and their shadows (2%), some snow (0.5%) over 2000 m, and lakes (5%), which thus create large mismatched areas during the image-matching process. Furthermore, high/low relief artifacts are artificially created in lakes due to wrong matches. Theoretically, such large mismatched or "incorrectly matched" areas have to be visually edited by high-performance 3-D tools because any automatic interpolation process will never "reconstruct" the relief. Unfortunately, no remote sensing system of- fers presently such capabilities for ASTER stereo images, but only automatic interpolation.
As an example, a "nonflat" water body can be unacceptable for specific DEM applications, such as hydrology or bank erosion. However, all lake shorelines and elevation can be interactively extracted by an operator using the nadir ortho-image and the DEM. The extracted elevation value is thus replaced in each lake boundary of the DEM, which results in "flat" lakes with normal banks and a more "coherent" DEM. Since these mismatched areas are inherent to our challenging site, two more DEM comparisons are performed in order to evaluate the impact of automatic interpolation methods (Table III): 1) DEM1, without the mismatched areas and without the corrected lakes, results from automatic interpolation methods; 2) DEM2, without the mismatched areas and with the corrected lakes (postedited), results from semiautomatic interpolation methods. Since LE68 (28 m versus 33 m) and LE90 (51 m versus 61 m) were significantly reduced (20%) when compared to the results of Table II , the automatic interpolation methods are the major factor of the elevation error propagation in mountainous study sites. LE68 is consistent with the potential accuracy theoretically computed (25 m), but is a little worse than a priori accuracy (18-20 m) computed on ICPs. The difference is due to the fact that DEM points are rarely easily identifiable unlike well-defined features for ICPs, which also are acquired with 3-D visual plotting. As mentioned previously, the largest errors ( 2042 m and 1071 m) correspond to "high/low-relief artifacts" created in the lakes during the matching and automatic interpolation processes. Consequently, these artifacts still exist in the DEM1, without the mismatched areas and without the corrected lakes, because the lake-elevation errors have not been corrected with the automatic editing methods. Inversely, the semiautomatic editing methods corrected these lake artifacts in the DEM2, and the largest errors are thus reduced. The advantage of the semiautomatic editing method is then not only to increase the accuracy but also to largely reduce the extreme error values (Table III) . Reducing larger errors is a key point to obtain a topographically coherent DEM and to well reproduce geomorphological features.
Since the relief is an important factor, the last results are related to the DEM accuracy as a function of the slopes (DSM). Fig. 6 represents the elevation accuracy (LE68 and LE90) for the different slopes from 0 -30 . After 30 , there are not enough slope samples to compute significant statistics for every slope degree. These results strongly confirm the preliminary results on correlation between elevation accuracy and slopes [12] , but it further enhances the almost-linear correlation: the stronger is the slope , the worse is the elevation accuracy. These results are coherent with previous work related to the effects of bidirectional reflectance distribution functions (BRDFs) and local topography [18] , [19] . To improve the matching performance and then the elevation accuracy in the strongest slopes, these two effects should be corrected on the ASTER stereo images. However, the corrections require a DEM, which is not known at this correction processing step. Future studies will address these interrelationships and an iterative processing method.
V. CONCLUSIONS
DEMs were generated from a stereo pair using ASTER backward and nadir images with 27.7 intersection angles ( ) over a high relief area in the Canadian Rocky Mountains. The extracted elevation values are compared with an accurate topographic-derived DEM, and the error propagation is evaluated during the different processing steps: GCP acquisition, stereo-bundle adjustment, image matching, and DEM editing. The mathematical tools for ASTER stereo processing were developed at CCRS and ported into the operational digital image analysis system OrthoEngine , v7.0 of PCI Geomatics Group.
The results of the stereo-bundle adjustment are related to the GCP number used in the process. While only four precise GCPs are theoretically sufficient to perform the least square bundle adjustment, 15 GCPs are a good compromise because they are only 25-30 m precise. The use of overabundant GCPs enables to avoid their error propagation in the modeling and to keep an accuracy on the order of one pixel (15 m).
DEM accuracy was then evaluated along the full process and as a function of different parameters. Radiometric calibration has first to be applied to CCDs in order to reduce the striping effects in the images. This calibration improves the DEM accuracy with a factor of a little less than 10%. The major problems in the image matching were the clouds, snow, lakes, and shadowed/occluded areas, which generate mismatched areas and "artificial" relief in the lakes (1000-2000 m) during the correlation process and the automatic interpolation method. Even if lake elevations can be postprocessed with two-dimensional editing tools, it is recommended to use the 3-D visual editing method in the DEM postprocessing to improve the accuracy of the final DEM by 10%. It enables to obtain in mountainous areas a more consistent DEM in a topographic sense, mainly in the lowest (lakes) and highest (mountain ridges) elevation areas, where the errors and the mismatched areas are the largest. The final results (LE68 and LE90 of 28 and 51 m, respectively) were obtained with the correction of lake elevations, but without taking into account the mismatched areas, because they were specific to this challenging mountainous study site. However, these high and steep areas do not frequently occur in the earth relief. The final results demonstrated that the DEM is almost linearly correlated with the terrain slopes, and 20-m LE68 can be obtained on a medium topography. BRDF and local topography effects should then be corrected on the ASTER stereo images to improve DEM extraction in an iterative processing method.
