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a b s t r a c t
Let EG be a directed graph. A transitive fraternal augmentation of EG is a directed graph EH
with the same vertex set, including all the arcs of EG and such that for any vertices x, y, z,
1. if (x, y) ∈ E(EG) and (x, z) ∈ E(EG) then (y, z) ∈ E(EH) or (z, y) ∈ E(EH) (fraternity);
2. if (x, y) ∈ E(EG) and (y, z) ∈ E(EG) then (x, z) ∈ E(EH) (transitivity).
In this paper, we explore some generalization of the transitive fraternal augmentations for
directed graphs and its applications. In particular, we show that the 2-coloring number
col2(G) ≤ O(∇1(G)∇0(G)2), where ∇k(G) (k ≥ 0) denotes the greatest reduced average
density with depth k of a graph G; we give a constructive proof that ∇k(G) bounds the
distance (k+ 1)-coloring number colk+1 (G) with a function f (∇k(G)). On the other hand,
∇k(G) ≤ (col2k+1 (G))2k+1. We also show that an inductive generalization of transitive
fraternal augmentations can be used to study nonrepetitive colorings of graphs.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
A digraph EG is fraternally oriented if (x, y) ∈ E(EG) and (x, z) ∈ E(EG) implies (y, z) ∈ E(EG) or (z, y) ∈ E(EG). This concept
was introduced by Skrien [17]. An algorithmic characterization of fraternally orientable graphs was given by Gavril and
Urrutia [19]. An orientation is transitive if (x, y) ∈ E(EG) and (y, z) ∈ E(EG) implies (x, z) ∈ E(EG).
Let EG be a directed graph. A 1-fraternal augmentation of EG is a directed graph EH with the same vertex set, including all
the arcs of EG and such that, if (x, y) ∈ E(EG) and (x, z) ∈ E(EG) then (y, z) ∈ E(EH) or (z, y) ∈ E(EH). A 1-transitive fraternal
augmentation of EG is a directed graph EH with the same vertex set, including all the arcs of EG and such that for any vertices
x, y, z,
1. if (x, y) ∈ E(EG) and (x, z) ∈ E(EG) then (y, z) ∈ E(EH) or (z, y) ∈ E(EH) (fraternity);
2. if (x, y) ∈ E(EG) and (y, z) ∈ E(EG) then (x, z) ∈ E(EH) (transitivity).
A proper coloring of a graph G is an assignment of colors to the vertices of G such that no adjacent vertices receive the
same color. A proper coloring is acyclic if every pair of color classes induces a forest. The acyclic chromatic number of G,
denoted by χa(G), is the least t such that G has an acyclic coloring with t colors. A star coloring of G is a proper coloring such
that no path on four vertices is 2-colored, i.e., every pair of color classes induces a star forest. The star chromatic number of
G, denoted by χs(G), is the least t such that G has a star coloring with t colors.
Theorem 1.1. A coloring of G is a star coloring, if and only if for some orientation EG of G, it is a proper coloring of the underlying
graph of a 1-transitive fraternal augmentation of EG.
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A simple proof of this theorem can be found in [7]. This techniquewas first used byNešetřil and Ossona deMendez in [11]
showing that the star chromatic number for planar graphs is at most 30. This technique was further explored by Albertson
et al. in [1]; especially, it was used showing that the star chromatic number for planar graphs is at most 20. By using this
technique again, Kierstead et al. in [7] showed that star chromatic number for bipartite planar graphs is at most 14.
Let G = (V , E) be a graph. For a vertex u, we denote the neighborhood of u in G by NG (u). LetΠ (G) be the set of linear
orderings on the vertex set of G, L ∈ Π(G). The orientation GL = (V , EL) of G with respect to L is obtained by setting
EL = {(v, u) : {v, u} ∈ E and v > u in L}. (If this definition seems backwards, think of> as the head of an arrow.)
For any orientation EG of G and for a vertex x of EG, let N+EG (x) denote the outneighbor(s) of x, i.e., N+EG (x) = {y : x→ y}, let
d+EG (x) be the outdegree of x, i.e., d
+
EG (x) = |N+EG (x)|. Let∆+
(EG) = maxv∈V d+EG (v). For a directed graph EH , we use H to denote
the underlying (undirected) graph of EH .
The coloring number of a graph G, denoted by col(G), is defined by
col(G) = min
L∈Π(G)
max
v∈V (G)
∣∣∣N+GL [v]∣∣∣ .
Recently linear orders withmore complicated properties have been used for various applications by Chen and Schelp [2],
Kierstead and Trotter [9], and Kierstead [6]. The quality of these orders have been measured by parameters such as
arrangability [2], admissability [9], and rank [6]. These parameters are very closely related; slight variances arise from
attacking different optimization problems. In an attempt to unify the discussions, Kierstead and Yang [10] introduced the
2-coloring number of a graph. For a graph G and order L ∈ Π(G), let V+(GL, u) be the set of vertices of G that precede u in L,
R2(GL, u) =
{
v ∈ V+(GL, u) : v ∈ N+GL (u) , or ∃z ∈ V (G) s.t. u, v ∈ N+GL (z)
}
and R2 [GL, u] = R2(GL, u) ∪ {u}. The 2-coloring number of G, denoted by col2(G), is defined by
col2(G) = min
L∈Π(G)
max
v∈V (G)
|R2 [GL, v]| .
Theorems 1.2–1.4 illustrate some applications of the 2-coloring number of graphs.
Theorem 1.2 ([10]). Every graph G satisfies χa(G) ≤ col2(G).
Let k be a positive integer. A graph G is k-degenerate if every subgraph of G has a vertex of degree less than k. A coloring
of a graph is a degenerate coloring if for every k ≥ 1, the union of any k color classes induces a k-degenerate subgraph. Note
that a degenerate coloring is a strengthening of the concept of an acyclic coloring. The degenerate chromatic number of G,
denoted by χd(G), is the least t such that G admits a degenerate coloring with t colors. The following result in [8] shows that
the degenerate chromatic number of G can be bounded in terms of col2(G) in much the sameway that the acyclic chromatic
number of G can be bounded by col2(G).
Theorem 1.3 ([8]). Every graph G satisfies χd(G) ≤ col2(G).
For a graph G = (V , E), the game coloring number of G is defined through amarking game. Amarking game is played by
two players, Alice and Bob, with Alice playing first. At the start of the game all vertices are unmarked. A play by either player
consists of marking an unmarked vertex. The game ends when all the vertices have been marked. Together the players
create a linear order L on the vertices of G defined by u<L v if u is marked before v. The score of the game is s, where
s = maxv∈V (G)
∣∣∣N+GL [v]∣∣∣. Alice’s goal is to minimize the score, while Bob’s goal is to maximize the score. The game coloring
number of G, denoted by gcol(G), is the least s such that Alice has a strategy that results in a score of at most s. IfC is a class of
graphs then gcol (C) = maxG∈C gcol (G). The game coloring number was first explicitly introduced by Zhu in [22], and has
been studied extensively. The following result regarding the relationship of gcol (G) and col2(G) is a corollary of the main
theorem in [21].
Theorem 1.4. Every graph G satisfies gcol (G) ≤ 3 col2(G)− 1.
Grad and class expansion. The grad and class expansion were first introduced by Nešetřil and Ossona de Mendez, and have
already attracted some attention [3,12–16,23].
The distance d(x, y) between two vertices x and y of a graph is the minimum length of a path linking x and y, or∞ if x
and y do not belong to the same connected component. The radius ρ(G) of a connected graph G is the minimummaximum
distance of the vertices from a fixed vertex, i.e.
ρ(G) = min
r∈V (G)
max
x∈V (G)
d(r, x).
The radius of a non-connected graph G is the maximum of the radii of its components.
A simple graph is aminor of a graph G if it may be obtained from G by contracting edges, simplifying the resulting graph,
deleting edges and deleting vertices. In such a case we note H  G. As edge deletion and contraction commute, we may
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consider contractions first and deletions next. Thus aminorH of a graph G is obtained by contracting some connected subset
F of edges, simplifying and then taking a subgraph, i.e. H ⊆ G/F . We denote by GF the subgraph of G induced by the subset
F of edges of G. The depth of a minor of G is the minimum radius of the part we have to contract in G to get H . More formally:
depth(H,G) = min{ρ(GF ) : H ⊆ G/F}.
Definition 1.5. The greatest reduced average density (grad) of Gwith depth r is
∇r(G) = max
HG, depth(H,G)≤r
|E(H)|
|V (H)| .
Notice the following well-known fact, which is usually expressed by means of the maximum average degree (cf. [5]):
Fact 1.6. Let G be a graph. Then G has an orientation such that themaximum outdegree of G is at most k if and only if ∇0(G) ≤ k.
In [12], by using the 1-transitive fraternal augmentation, Nešetřil and Ossona de Mendez showed that the arrangability
of graphs G, therefore the 2-coloring number of G, is bounded by O(∇1(G)2∇0(G)2). As a consequence of Theorem 9 of [3],
Dvořák also showed that the arrangability of graphs G is bounded by a function of ∇1(G). In Section 2 of this paper,
we will use the 1-transitive fraternal augmentation (which is similar to that of [12]) showing that 2-coloring number
col2(G) ≤ O(∇1(G)∇0(G)2). This section also serves as a warm-up for Sections 3 and 4.
In Section 3, we will introduce the k-coloring number and the weak k-coloring number that were first introduced
by Kierstead and Yang in [10], and discuss some recent developments done by Zhu [23] and Dvořák [3] regarding the
relationships between the grad with depth k and the generalized coloring numbers. Then we will define a distance k
generalization of fraternal, transitive augmentation. In Section 4, by using the distance k generalization of fraternal, transitive
augmentation,wegive a constructive proof that∇k(G)bounds thedistance (k+1)-coloringnumber colk+1(G)with a function
f (∇k(G)). On the other hand, we show that ∇k(G) ≤ wcol2k+1(G) ≤ (col2k+1(G))2k+1.
In Section 5, as a generalization of Theorem 1.1, we show that an inductive generalization of transitive fraternal
augmentations can be used to study nonrepetitive colorings of graphs.
We end this section with the following simple lemma, which is heavily used in this paper.
Lemma 1.7. Let EH be a directed graph with ∆+(EH) = k, then there exists a linear order L ∈ Π (H), such that for any vertex
u ∈ V (EH), |N+HL (u)
⋂
N−EH (u) | ≤ k.
Proof. We recursively construct an ordering L = x1x2 . . . xn of V = V (EH) as follows. Suppose that we have constructed the
final sequence xi+1 . . . xn of L (if i = n then this sequence is empty). LetM = {xi+1, . . . , xn} be the set of vertices that have
already been ordered and U = V − M be the set of vertices that have not yet been ordered. Let EHU ⊆ EH be the subgraph
of EH induced by U . If we have not finished constructing L, we will choose xi ∈ U so that d−EHU (xi) is minimal. Note that since
∆+( EHU) ≤ ∆+(EH) = k, we have d−EHU (xi) ≤ k. This finishes the proof of this lemma. 
2. Transitive fraternal augmentation, grad and 2-coloring number of graphs
Lemma 2.1. Let EG be a simple directed graph. Then there exists an edge coloring Υ using at most 3∆+(EG) colors such that any
color class induces a star forest oriented inwards.
Proof. By applying Lemma 1.7, there exists a linear order L of V (EG), such that for any vertex v ∈ V (EG),
∣∣∣N+GL (v)⋂N−EG (v)∣∣∣ ≤
∆+(EG). According to the order of v ∈ L, we work on the vertices v one by one. When wework on a vertex v, we will color all
the arcs coming out of v in EG, such that for any vertex v, all the outward arcs of v in EG are colored differently in Υ . Moreover,
suppose−→xy ,−→yz ∈ E(EG), wewill require that the edge coloringΥ satisfies thatΥ (−→xy) 6= Υ (−→yz ). Then any color class induces
a star forest oriented inwards.
To make Υ satisfy the requirements, when an edge e = −→vw ∈ E(EG) is colored, we will use a color different from all the
colored arcs coming out ofw in EG, all the colored arcs coming out of v in EG, and all the colored arcs coming into v in EG. Note
that there are at most∆+(EG) arcs coming out of v orw. By the property of L, no more than∆+(EG) arcs coming into v can be
colored before e = −→vw is colored. Therefore if there exist 3∆+(EG) colors for Υ to use, we can find a color for−→vw, such that
Υ (−→vw) satisfies the required properties. 
Lemma 2.2. Let EG be a simple directed graph with maximum outdegree∆+(EG). Then EG has a 1- fraternal augmentation EH such
that ∆+(EH) ≤ ∆+(EG)+ 3∆+(EG)∇1(G).
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Proof. Let Υ be the edge coloring defined in Lemma 2.1, where |Υ (EG)| ≤ 3∆+(EG). For any color α ∈ Υ (EG), let Gα be the
graph obtained from EG by contracting all the edges of color α.
Let−→zx ,−→zy be arcs of EG (here x, y and z are distinct vertices), so that Υ (−→zx ) = α, then Υ (−→zy ) 6= α. Therefore x and y are
distinct and adjacent in Gα . As Gα may be oriented with outdegree at most ∇0(Gα) ≤ ∇1(G), we get that EG has a 1-fraternal
augmentation EH such that
∆+(EH) ≤ ∆+(EG)+ |Υ (EG)|∇1(G)
≤ ∆+(EG)+ 3∆+(EG)∇1(G). 
Corollary 2.3. Every graphG has an orientation EGwithmaximumoutdegree∇0(G) and a 1- transitive fraternal augmentation EH
such that ∆+(EH) ≤ ∇0(G)(1+∇0(G)+ 3∇1(G)).
Proof. Let EG be an orientation of G such that∆+(EG) ≤ ∇0(G). By Lemma 2.2 and adding the transitive edges to EG, we have:
∆+(EH) ≤ ∆+(EG)+ 3∆+(EG)∇1(G)+ (∆+(EG))2
≤ ∇0(G)+ 3∇0(G)∇1(G)+∇0(G)2. 
Theorem 2.4. For every graph G, suppose EG is an orientation of G with maximum outdegree∇0(G), EH is a 1-transitive fraternal
augmentation of EG, then col2(G) ≤ 2∆+(EH)(1+∇0(G))+ 1.
Proof. By applying Lemma 1.7 to EH , we know there exists a linear order L of V = V (EH) = V (EG), such that for any vertex
v ∈ V ,
∣∣∣N+HL (v)⋂N−EH (v)∣∣∣ ≤ ∆+(EH). Next we show if we color the vertices u according to the order of u ∈ L, then this
coloring order Lwill witness that col2(G) is as required.
To see this, first note that the number of colored neighbors of any uncolored vertex in H is not more than 2∆+(EH) by
the property of L. For any uncolored vertex u, if v ∈ R2 (GL, u) and v ∈ N+GL (u), then v ∈ NH(u). Suppose v ∈ R2(GL, u) and
there exists z ∈ V (G) such that u, v ∈ N+GL (z). If z ∈ N−EG (u), since EH is a 1-transitive fraternal augmentation of EG, we have
v ∈ NH(u). Finally suppose among all the outneighbors of u in EG, there are s of them still uncolored, then we have:
col2(G) ≤ max
u∈V (G)
|R2(GL, u)| + 1
≤ 2∆+(EH)+ 2∆+(EH)s+ 1
≤ 2∆+(EH)+ 2∆+(EH)∇0(G)+ 1
= 2∆+(EH)(1+∇0(G))+ 1. 
Theorem 2.5. For every graph G,
col2(G) ≤ 2∇0(G)+ 4∇0(G)2 + 2∇0(G)3 + 6∇1(G)∇0(G)+ 6∇1(G)∇0(G)2 + 1
= O(∇1(G)∇0(G)2).
Proof. By Corollary 2.3 and Theorem 2.4, we have:
col2(G) ≤ 2∇0 (G) (1+∇0 (G)+ 3∇1 (G)) (1+∇0 (G))+ 1
= 2∇0(G)+ 4∇0(G)2 + 2∇0(G)3 + 6∇1(G)∇0(G)+ 6∇1(G)∇0(G)2 + 1
= O(∇1(G)∇0(G)2). 
Applying Theorems 2.5, 1.3 and 1.4, we have the following corollary.
Corollary 2.6. For every graph G,
χd(G) ≤ 2∇0(G)+ 4∇0(G)2 + 2∇0(G)3 + 6∇1(G)∇0(G)+ 6∇1(G)∇0(G)2 + 1
= O(∇1(G)∇0(G)2).
gcol(G) ≤ 6∇0(G)+ 12∇0(G)2 + 6∇0(G)3 + 18∇1(G)∇0(G)+ 18∇1(G)∇0(G)2 + 2
= O(∇1(G)∇0(G)2).
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3. Generalized coloring numbers, and distance k generalization of fraternal, transitive augmentation
The k-coloring number and the weak k-coloring number were first introduced by Kierstead and Yang in [10]. Let G be a
graph and L ∈ Π(G). Let x and y be two vertices of G. We say that y is weakly k-accessible from x if y<L x and there exists
a x − y path P of length at most k such that every internal vertex z of P satisfies y<L z. If in addition every internal vertex
z of P satisfies x<L z then y is k-accessible from x. Let Rk (x) be the set of vertices that are k-accessible from x and Qk (x) be
the set of vertices that are weakly k-accessible from x. Also let Rk [x] = Rk (x) ∪ {x} and Qk [x] = Qk (x) ∪ {x}. If we want to
specify the graph GL we will write Rk (GL, x), Rk [GL, x], Qk (GL, x) and Qk [GL, x]. Define the k-coloring number of G, denoted
by colk(G), and the weak k-coloring number of G, denoted by wcolk(G), by
colk(G) = min
L∈Π(G)
max
v∈V (G)
|Rk [GL, v]| and
wcolk(G) = min
L∈Π(G)
max
v∈V (G)
|Qk [GL, v]| .
Note that the col(G) = col1(G) = wcol1 (G) and colk(G) ≤ wcolk(G). The next lemma shows that wcolk(G) is bounded in
terms of colk(G).
Lemma 3.1 ([10]). Every graph G satisfieswcolk (G) ≤ (colk(G))k.
The following theorem was proved in [10]. It shows in particular that for any positive integer k, the k-coloring number
is bounded on the class of planar graphs.
Theorem 3.2 ([10]). There exists a function f such that for all positive integers d and k, if C is a topologically closed class of
graphs such that col(G) ≤ d for every graph G ∈ C then colk(G) ≤ f (d, k) for every G ∈ C.
For the relationships between the grad with depth k and generalized coloring numbers, by using a probabilistic method
that is similar to the proof of Theorem 3.2 in [10], Zhu [23] showed that∇k(G) bounds (2k+ 1)-coloring number col2k+1(G)
with a function; on the other hand, by Theorem 4.6 of this paper or by Lemma 3.3 in [23], we have∇k(G) ≤ wcol2k+1 (G) ≤
(col2k+1(G))2k+1.
As a consequence of this, every graph G with large ∇k(G) will have large col2k+1(G) (and vice versa); by Theorem 3.2, G
contains a topological minor X with large coloring number; this is equivalent to that G contains a subgraph Y , such that Y is
a subdivision of X , and X has large coloring number; indeed, the proof of Theorem 3.2 in [10] showed that Y can be obtained
from X by subdividing each edge by at most 2k vertices. A similar conclusion of this was also obtained by Dvořák (theorem
11 of [3]).
In Section 4, by using the following distance k generalization of fraternal, transitive augmentation, we give a constructive
proof that∇k(G) bounds the distance (k+1)-coloring number colk+1(G)with a function f (∇k(G)). Compared with the proof
Zhu given in [23], the proofs given in this paper are more like an algorithmic approach to this problem. It seems to be an
interesting open question to explore if there is any non-probabilistic method to prove that ∇k(G) bounds col2k+1(G)with a
function.
Distance k-fraternal, transitive augmentation. Let G be a graph and L ∈ Π(G). Let EG = GL. We define EFk to be a distance k-
fraternal graph of EG if EFk has the same vertex set as EG, and EFk contains all the distance k-fraternal edges of EG, where the distance
k-fraternal edges of EG is defined by if (x, y) ∈ E(EG) and z is weakly k-accessible from x then (y, z) ∈ E(EF) or (z, y) ∈ E(EF).
From EG, we define an auxiliary digraph EHk, such that EHk has the same vertex set as EG, including all the arcs of EG. Moreover
we add some more edges to EHk (if needed), such that the auxiliary graph EHk satisfying that if v <L u and v is weakly k-
accessible from u then (u, v) ∈ E(EHk). By Lemma 3.1, we have ∆+(EHk) ≤ wcolk(G) ≤ (colk(G))k, and also note that EHk is
acyclically oriented.
We say that EFk ∪ EHk is a distance k-fraternal augmentation of EG. We use F∗k to denote the underlying (undirected) graph ofEFk − EHk, use EF∗k to denote an orientation of F∗k .
We define ETk to be the 1-transitive graph of EHk∪ EFk, if ETk has the same vertex set as EHk∪ EFk, and ETk contains all the transitive
edges of EHk ∪ EFk, where the transitive edges of EHk ∪ EFk are defined by (x, y) ∈ E( EHk)∪ E( EFk) and (y, z) ∈ E( EHk)∪ E( EFk) then
(x, z) ∈ E( ETk).
Finally we call EH∗ = EHk ∪ EF∗k ∪ ETk a distance k-transitive fraternal augmentation of GL.
4. Generalized coloring numbers and grad
In this section, by using the distance k generalization of fraternal, transitive augmentation defined in Section 3, we give a
constructive proof that the gradwith depth k,∇k(G), bounds the distance (k+1)-coloring number colk+1 (G)with a function
q(∇k(G)) (Theorem 4.4). On the other hand, we show that ∇k(G) ≤ wcol2k+1(G) ≤ col2k+1(G)2k+1 (Theorem 4.6).
For any x ∈ V (G), recall that Qk (x) is the set of vertices that are weakly k-accessible from x. For simplicity, we define
Q0 (x) = ∅. In our proof, wewill need the following definition of distance t-path coloring (with respect to L), where 1 ≤ t ≤ k.
Note here that this definition is recursively defined.
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For the base step of the definition (t = 1), note that for any x ∈ V (G), if y is weakly 1-accessible from x, then−→xy ∈ EG. The
unique witness-path for y ∈ Q1 (x) \ Q0 (x) is defined as P1(x, y) = xy. Note that we can identify P1(x, y)with the arc−→xy .
A distance 1-path coloring (with respect to L) is an arc coloring Υ of EG, such that: if −→xy1,−→xy2 ∈ EG and y1 6= y2, then
Υ (
−→xy1) 6= Υ (−→xy2); if−→uv,−→vw ∈ EG, then Υ (−→uv) 6= Υ (−→vw). First note that any color class of a distance 1-path coloring induces
a star forest oriented inwards. Secondly, we note that this arc coloring Υ is actually regarded as a path coloring, where any
edge−→uv ∈ EG is identified as the unique distance 1-path from u to v that witnesses v is weakly 1-accessible from u.
Now suppose 1 < t ≤ k. For the induction hypothesis, we suppose for any x ∈ V (G), if y ∈ Qt−1 (x) \ Qt−2 (x), a
witness-path for y ∈ Qt−1 (x) \ Qt−2 (x) is uniquely defined, and we denote this path as Pt−1(x, y).
For the induction step of the definition, for any x ∈ V (G), if y ∈ Qt (x) \ Qt−1 (x), first we deliberately choose a witness-
path for y ∈ Qt (x) \ Qt−1 (x) as follows. For y ∈ Qt (x) \ Qt−1 (x), pick any path PW (x, y) from x to y with distance t that
witnesses y ∈ Qt (x) \ Qt−1 (x). Suppose z is the next vertex to x along path PW (x, y). Note that since y ∈ Qt (x) \ Qt−1 (x),
we concluded that y ∈ Qt−1 (z) \ Qt−2 (z). By the induction hypothesis, the witness-path for y ∈ Qt−1 (z) \ Qt−2 (z) is
uniquely defined, we denote this path as Pt−1(z, y). The witness path we finally choose for y ∈ Qt (x) \ Qt−1 (x) is defined
as: Pt(x, y) = xPW (x, y)zPt−1(z, y). And once Pt(x, y) is chosen, it will not be changed any more.
A distance k-path coloring (with respect to L) is a coloring Υ of all the witness-paths Pt(x, y), for all 1 ≤ t ≤ k, all
x ∈ V (G) and y ∈ Qt (x)\Qt−1 (x), such thatΥ (Pt(x, y)) is uniquely determined, and ifΥ (Pi(x1, y1)) = Υ (Pj(x2, y2)) (where
1 ≤ i, j ≤ k), then either Pi(x1, y1)⋂ Pj(x2, y2) = ∅ or y1 = y2. Note that any color class of a distance k-path coloring of G
induces a component of Gwith radius at most k. To see this, choose the identified ending vertex of all the paths of the same
color as the center of the component.
Nowwe are ready to prove the following lemma, which plays a crucial role in our proof of bounding the (k+ 1)-coloring
number colk+1(G)with a function f (∇k(G)).
Lemma 4.1. Suppose linear order L ∈ Π(G) witnesses the k-coloring number of G is colk(G). Then there exists a function
g(k, colk(G)), such that GL has a distance k-path coloring Υk using at most g (k, colk(G)) colors.
Proof. For 1 ≤ t ≤ k, define g (t, colt(G)) by
g (1, col1(G)) = 2wcol1(G) = 2 col(G)
g (t, colt(G)) = (2(t + 1) (colt(G))t + 1)
∏
1≤i≤t−1
g (i, coli(G))+ g (t − 1, colt−1(G)) .
By induction on 1 ≤ t ≤ k, We show that there exists a distance t-path coloring Υt using at most g (t, colt(G)) colors.
Base step, t = 1.We show that exists a distance 1-path coloringΥ using atmost 2wcol1(G) colors. This is actually proved
in [12], we include a proof here for the completeness of this paper. Note that when t = 1, P1(x, y) could be identified as
the arc −→xy ∈ EG = GL, and then the distance 1-path coloring Υ is actually an arc coloring. According to the order of x ∈ L,
we work on the vertices one by one. When we work on a vertex x, we color all the arcs coming out of x. Suppose −→xy ∈ GL,
since both x and y have at most wcol1(G) out-coming arcs in GL (including
−→xy ), we can choose a color for−→xy such thatΥ (−→xy)
is different from all the colored arcs that are coming out of x and y. It is straightforward to verify this is a distance 1-path
coloring.
Induction hypothesis: Suppose 1 < t ≤ k, and for all 1 ≤ i < t , there exists a distance i-path coloring Υi using at most
g (i, coli(G)) colors.
For the induction step, for any vertex x, we will color all the chosen witness-paths Pt(x, y) (where path Pt(x, y) is chosen
to witness y ∈ Qt (x) \ Qt−1 (x)), such that the resulting Υt is a distance t-path coloring.
We define an auxiliary digraph EH to help us find such a coloring. The vertices set V ( EH) := {Pt(x, y) : where x ∈
V (EG), and y ∈ Qt (x) \ Qt−1 (x)}, directed edges of EH are defined as: Pt(x1, y1) → Pt(x2, y2) if and only if x2 ∈ Pt(x1, y1).
(Note that in EH , we may have both Pt(x1, y1) → Pt(x2, y2) and Pt(x1, y1) ← Pt(x2, y2).) Now for any Pt(x, y) ∈ V ( EH),
if Pt(x, y) → Pt(u, v), then u ∈ Pt(x, y) and v ∈ Qt (u) \ Qt−1 (u), i.e. v is weakly t-accessible from u. Since wcolt(G) ≤
(colt(G))t , we have ∆+( EH) ≤ (t + 1) (colt(G))t . By Lemma 1.7, there exists a linear order L∗ of V ( EH) such that for any
vertex ℘ ∈ V ( EH), |N+HL∗ (℘)
⋂
N−EH (℘) | ≤ ∆+( EH).
To define the coloringΥt of the induction step, we need a coloringΦ to V ( EH): according to the order of℘ = Pt(x, y) ∈ L∗,
we color the vertices ℘ one by one. When we color a vertex ℘, we will use a color for ℘ such that ℘ receives a different
color from all the already colored neighbors of ℘ in EH . The resulting coloring of V ( EH) is denoted by Φ . Note that since
|N+HL∗ (℘)
⋂
N−EH (℘) | ≤ ∆+( EH), by using First-Fit, we have the number of colors Φ needed is ≤ 2∆+( EH) + 1 ≤
2(t + 1) (colt(G))t + 1.
For any vertex x, suppose path Pt(x, y) is the chosen witness-path for y ∈ Qt (x) \ Qt−1 (x). By the recursive definition of
Pt(x, y), there exist zi, 1 ≤ i ≤ t − 1, such that zi ∈ Pt(x, y), and Pi(zi, y) is the chosen witness-path for y ∈ Qi (zi) \Qi−1 (zi).
By the induction hypothesis, all these Pi(zi, y) are properly colored by the distance i-path coloring Υi, and Υi uses at most
g (i, coli(G)) colors. Finally, Υt(Pt(x, y)) is defined by
Υt(Pt(x, y)) = (Υ1(P1(z1, y)), . . . ,Υt−1(Pt−1(zt−1, y)),Φ(Pt(x, y))).
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We are left to show that Υt is a distance t-path coloring as required. Suppose Υt(Pt(x, y)) = Υt(Pt(u, v)), and
Pt(x, y)
⋂
Pt(u, v) 6= ∅. Suppose
Υt(Pt(x, y)) = (Υ1(P1(z1, y)), . . . ,Υt−1(Pt−1(zt−1, y)),Φ(Pt(x, y)))
and
Υt(Pt(u, v)) = (Υ1(P1(w1, v)), . . . ,Υt−1(Pt−1(wt−1, v)),Φ(Pt(w, v))).
Suppose v 6= y. First suppose x ∈ Pt(u, v). Since Υt(Pt(x, y)) = Υt(Pt(u, v)), we haveΦ(Pt(x, y)) = Φ(Pt(u, v)). But this
contradicts with the definition of Φ: since Pt(u, v)→ Pt(x, y) in EH , and the coloring Φ we give for EH satisfies that if two
vertices of EH are adjacent, they will receive different colors inΦ . Now, without loss of generality, suppose zi ∈ Pi(wi, v) and
i < t . Then we have Υi(Pi(zi, y)) = Υi(Pi(wi, v)), Pi(zi, y)⋂ Pi(wi, v) 6= ∅, and v 6= y. This contradicts with the induction
hypothesis that Υi is a distance i-path coloring. The contradictions show that Υt is a distance t-path coloring. Finally notice
that the number of colors Υt needed is at most
(2(t + 1) (colt(G))t + 1)
∏
1≤i≤t−1
g (i, coli(G))+ g (t − 1, colt−1(G)) .
This finishes the proof of this lemma. 
Nowwe begin showing by induction that there exists a function q, such that colk+1(G) ≤ q(∇k(G)). Base step, k = 0. This
is true because G has an orientation EG such that ∆+(EG) ≤ ∇0(G), therefore col(G) ≤ 2∇0(G) + 1 by Lemma 1.7. Suppose
k > 0, and ∇k(G) is bounded. Since ∇k−1(G) ≤ ∇k(G), for the induction hypothesis, we suppose that colk(G) ≤ f (∇k−1(G)).
Suppose linear order L ∈ Π(G) witnesses colk(G) ≤ f (∇k−1(G)). Let EG = GL, where GL is the orientation of G with respect
to L. By Lemma 3.1, we have wcolk(G) ≤ (colk(G))k ≤ f k(∇k−1(G)).
Lemma 4.2. Suppose linear order L ∈ Π(G) witnesses colk(G) ≤ f (∇k−1(G)). Let EG = GL. Let EHk, F∗k be the auxiliary graphs
of EG defined in the definition of distance k-fraternal, transitive augmentation. Then there exists a function h(k, colk(G),∇k(G)),
such that EF∗k is an orientation of F∗k , and∆+( EF∗k ) ≤ h (k, colk(G),∇k(G)).
Proof. Let Υk be a distance k-path coloring defined in Lemma 4.1, where |Υk(EG)| ≤ g (k, colk(G)). For any color α ∈ Υk(EG),
let Gα be the graph obtained from G by contracting all the distances at most k witness-paths of color α in Υk. Since any
color class of a distance k-path coloring of G induces a component of Gwith radius at most k. We concluded that Gα may be
oriented with outdegree at most ∇0(Gα) ≤ ∇k(G). And we use EGα to denote such an orientation.
If−→xy ∈ E(EG), and Pj(x, z) is a colored distance at most kwitness-paths of EG, here x, y and z are distinct vertices, and j ≤ k.
Suppose Υk(Pj(x, z)) = α, then Υk(−→xy) 6= α. If y ∈ Pt(x, z), then −→yz ∈ EHk, therefore yz 6∈ F∗k = Fk − Hk. From now on, we
suppose y 6∈ Pk(x, z). Therefore y and z are distinct and adjacent in EGα .
As EGα satisfies that∆+( EGα) ≤ ∇0(Gα) ≤ ∇k(G), we see that F∗k has an orientation EF∗k such that
∆+( EF∗k ) ≤ |Υk(EG)|∇k(G)
≤ g (k, colk(G))∇k(G).
To finish the proof of this lemma, we define h (k, colk(G),∇k(G)) = g (k, colk(G))∇k(G). 
Corollary 4.3. Suppose linear order L ∈ Π(G) witnesses colk(G) ≤ f (∇k−1(G)). Let EG = GL. Then there exists a function
p(k, colk(G),∇k(G)), such that EH∗ is a k-transitive fraternal augmentation of GL, and∆+( EH∗) ≤ p (k, colk(G),∇k(G)).
Proof. Suppose linear order L ∈ Π(G) witnesses colk(G) ≤ f (∇k−1(G)). Then wcolk(G) ≤ colk(G)k ≤ f (∇k−1(G))k. LetEG = GL. By Lemma 4.2, we see that GL has a k-fraternal augmentation EHk⋃ EF∗k such that:
∆+( EHk ∪ EF∗k ) ≤ wcolk(G)+ h (k, colk(G),∇k(G)) .
By adding the transitive edges to EHk ∪ EF∗k , we have:
∆+( EH∗) ≤ ∆+( EHk ∪ EF∗k )+ (∆+( EHk ∪ EF∗k ))2
≤ wcolk(G)+ h (k, colk(G),∇k(G))+ (wcolk(G)+ h (k, colk(G),∇k(G)))2
= p (k, colk(G),∇k(G)) . 
Theorem 4.4. Suppose linear order L ∈ Π(G) witnesses colk(G) ≤ f (∇k−1(G)). Let EG = GL. Then there exists a function
q(k, colk(G),∇k(G)), such that colk+1(G) ≤ q(k, colk(G),∇k(G)).
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Proof. By Corollary 4.3, there exists a k-transitive fraternal augmentation EH∗ of GL, and a function p(k, colk(G),∇k(G)),
such that ∆+( EH∗) ≤ p (k, colk(G),∇k(G)). By applying Lemma 1.7 to EH∗, we know there exists a linear order L′ of
V = V ( EH∗) = V (EG), such that for any vertex v ∈ V , |N+H∗
L′
(v)
⋂
N−EH∗ (v) | ≤ ∆+( EH∗). Next we show there exists a function
q(k, colk(G),∇k(G)), such that if we color the vertices u according to the order of u ∈ L′, then this coloring order L′ will
witness that colk+1(G) ≤ q(k, colk(G),∇k(G)). We will need the following claim for this.
Claim 4.5. For any vertex u, if a vertex v is colored before u, and v is (k+ 1)-accessible from u with respect to L′; then either v is
a neighbor of u in EH∗; or there exists a vertex y, such that both−→uy ∈ E( EH∗), and−→vy ∈ E( EH∗).
Proof. To prove the claim, for any uncolored vertex u, suppose v is colored before u, and v is (k + 1)-accessible from u.
Furthermore, suppose PW (u, v) is a witness path for v being (k+ 1)-accessible from u. Then we have PW (u, v) is of distance
at most k + 1; and for any vertex z ∈ PW (u, v) \ {u, v}, z>L′ u. Since vertex u is uncolored yet, we know z is uncolored.
Supposew is the next vertex of u along the path PW (u, v).
First considering the cases when u<Lw, i.e.−→wu ∈ E(GL).
If PW (u, v) \ {u, w} = ∅, then v = w, i.e. v is an inneighbor of u in GL. Next suppose PW (u, v) \ {u, w} 6= ∅. Suppose y is
the minimal vertex in PW (u, v) \ {u, w} according to the linear order L.
Case 1.1:w<L y. Then the path vPW (u, v)wwill witness thatw is weakly k-accessible from vwith respect to L. For this just
note that for any z ∈ {vPW (u, v)w} \ {w}, we have z≥L y>Lw. Therefore −→vw ∈ E( EH∗). Combining −→wu ∈ E(GL),
we see that −→vu is an arc in the k-transitive fraternal augmentation EH∗ of GL. Actually this is due to the transitive
property.
Case 1.2: y<Lw. Then the path wPW (u, v)y will witness that y is weakly k-accessible from w with respect to L. For this
just note that for any z ∈ {wPW (u, v)y} \ {y}, we have z>L y. Therefore−→wy ∈ E( EH∗). Combining−→wu ∈ E(GL), we
see that−→yu or−→uy is an arc in EH∗, because of the k-fraternal property of EH∗.
If v = y, then either −→vu or −→uv is an arc in the k-transitive fraternal augmentation EH∗ of GL. Suppose v >L y,
i.e. v 6= y. Then y is weakly k-accessible from v with respect to L, therefore−→vy ∈ E( EH∗). Now if−→yu is an arc in the
k-fraternal augmentation of GL, then we have
−→
vu ∈ E( EH∗), because of the transitive property of EH∗. If−→yu 6∈ E( EH∗),
then we must have−→uy ∈ E( EH∗) and−→vy ∈ E( EH∗).
Now considering the cases whenw<L u, i.e.←−wu ∈ E(GL).
If PW (u, v) \ {u, w} = ∅, then v = w, i.e. v is an outneighbor of u in GL. Next suppose PW (u, v) \ {u, w} 6= ∅. Suppose y
is the minimal vertex in PW (u, v) \ {u, w} according to the linear order L.
Case 2.1:w<L y. Then we have w is weakly k-accessible from v with respect to L. For this just note that for any z ∈
{vPW (u, v)w} \ {w}, we have z≥L y>Lw. Then we have both−→uw ∈ E( EH∗) and−→vw ∈ E( EH∗).
Case 2.2: y<Lw. Then the pathwPW (u, v)ywill witness that y is weakly k-accessible fromw with respect to L. Therefore−→
wy ∈ E( EH∗). Combining−→uw ∈ E( EH∗), we see that−→uy ∈ E( EH∗), by the transitive property of EH∗.
If v = y, then −→uv ∈ E( EH∗). Suppose v >L y, i.e. v 6= y. Then y is weakly k-accessible from v with respect to L.
Therefore we have both−→vy ∈ E( EH∗) and−→uy ∈ E( EH∗).
This finishes the proof of this claim. 
Now we use Claim 4.5 to prove Theorem 4.4. To do this, we note that the number of colored neighbors of any uncolored
vertex is not more than 2∆+( EH∗) by the property of L′. For any uncolored vertex u, suppose among all the outneighbors of
u in EH∗, there are s of them are still uncolored. By applying Claim 4.5 and∆+( EH∗) ≤ p (k, colk(G),∇k(G)), we have:
colk+1(G) ≤ 2∆+( EH∗)+ 2∆+( EH∗)s+ 1
≤ 2∆+( EH∗)+ 2(∆+( EH∗))2 + 1
≤ 2 · p (k, colk(G),∇k(G)) · (1+ p (k, colk(G),∇k(G)))+ 1
= q (k, colk(G),∇k(G)) .
This finishes the proof of this theorem. 
For the other direction of the relationships between the grad with depth k and the generalized coloring numbers, we
show the following theorem.
Theorem 4.6. For any graph G and k ≥ 0, ∇k(G) ≤ wcol2k+1(G) ≤ (col2k+1(G))2k+1.
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Proof. Suppose linear order L ∈ Π(G) witnesses the distance (2k + 1)-coloring number of G is col2k+1(G). Let P =
{X1, . . . , Xp} be a family of balls (subgraphs) of G, such that for any 1 ≤ i ≤ p, we have ρ(Xi) ≤ k, where ρ(Xi) denotes the
radius of Xi; for 1 ≤ i 6= j ≤ p, Xi⋂ Xj = ∅. To show∇k(G) ≤ wcol2k+1 (G), it is sufficient to give an orientation of the graph
H = G/P , such that the resulting directed graph EH satisfies that∆+(EH) ≤ wcol2k+1(G).
Let x1, . . . , xp be centers of X1, . . . , Xp. Suppose edge uv ∈ G/P , we will orient the graph H = G/P according to the
following rules:
Case 1 If both u and v are not branch vertices in G/P , then we give the edge uv the same orientation in EH as it has in GL.
Case 2 If exactly one of them is a branch vertex, say u = Xi in G. Let P{xi, v} be a shortest path between the center xi (of Xi)
and v. Since uv ∈ E(H), and ρ(Xi) ≤ k, we know P{xi, v} is of distance at most k+ 1. Let y be the smallest vertex in
P{xi, v} \ {v} according to L. If y>L v, then we oriented u→ v. Otherwise, we have y<L v, then we oriented v→ u.
Note that according to this definition, if u→ v, then v is weakly (k+ 1)-accessible from xi. If v→ u, then there
exists y ∈ Xi, such that y is weakly (k+ 1)-accessible from v in Gwith respect to L.
Case 3 If both u and v are branch vertices in G/P , say u = Xi and v = Xj in G, here i 6= j. Let P{xi, xj} be a shortest path
between the centers xi (of Xi) and xj (of Xj). Since uv ∈ E(H), and ρ(Xi), ρ(Xj) ≤ k, we know P{xi, xj} is of distance
at most 2k+ 1. Let y be the smallest vertex in P{xi, xj} according to L. If y ∈ Xi, then we define Xj → Xi, i.e. v→ u in
EH . Otherwise, y ∈ Xj, then we define Xi → Xj, i.e. u→ v in EH .
Without loss of generality, suppose we have Xj → Xi, i.e. v→ u in EH . Then there exists vertex y ∈ Xi, such that y
is weakly (2k+ 1)-accessible from xj in Gwith respect to L.
This finishes the definition of EH .
For any vertex u ∈ V (EH), if u is not a branch vertex, we define the representative of u in G, r(u) as u itself. If u is a branch
vertex, say u = Xj, then we define the representative of u in G, r(u) = xj, where xj is the chosen center of Xj. Combining all
the three cases of the above definition of EH , we see that for any vertex u ∈ V (EH), if v ∈ N+EH (u), then there exists a vertex
l(v) ∈ V (G), such that l(v) is well-defined for this v, and l(v) is weakly (2k+ 1)-accessible from r(u) in Gwith respect to L.
This shows∆+(EH) ≤ wcol2k+1(G) ≤ (col2k+1(G))2k+1, and finishes the proof of this theorem. 
5. Inductive generalization of transitive fraternal augmentations and nonrepetitive colorings of graphs
A finite sequence u = u1u2 · · · un of symbols from a set C is nonrepetitive if it does not contain a sequence of the form
yy = y1 · · · ymy1 · · · ym, yi ∈ C , as a subsequence of consecutive terms. The nonrepetitive sequence was first studied in [18].
Alon et al. [20] introduced the graph theoretic version of nonrepetitiveness. A coloring of vertices of a graphG is nonrepetitive
if the sequence of colors on any simple path in G is nonrepetitive. The minimal number of colors needed is the Thue number
of G, denoted by pi(G). In this section, we show that an inductive generalization of transitive fraternal augmentations can
be used to study nonrepetitive colorings of graphs.
A restricted version of nonrepetitive sequence as following was introduced by Grytczuk in [4]. A finite sequence u =
u1u2 · · · un of symbols from a set C is k-nonrepetitive if it does not contain a sequence of the form yy = y1 · · · ymy1 · · · ym,
yi ∈ C with |y| = m ≤ k, as a subsequence of consecutive terms. A coloring of vertices of a graph G is k-nonrepetitive if the
sequence of colors on any simple path in G is k-nonrepetitive. The minimal number of colors needed is the k-Thue number
of G, denoted by k-pi(G). For example, if k = 1, the 1-pi(G) is actually the chromatic number χ(G); if k = 2, the 2-pi(G) is
actually the star chromatic number χs(G). It was shown in [4] that for any graph G and k ≥ 1, k-pi(G) ≤ wcolk(G), where
wcolk(G) is the weak k-coloring number of G. Obviously, when k ≥ |V |2 , we have k-pi(G) = pi(G).
For a directed graph EG, and integer i ≥ 0, let EG0 = EG. Inductively, let EGi+1 be a 1-transitive fraternal augmentation of EGi.
We say EGi+1 is a (i + 1)-transitive fraternal augmentation of EG. Recall that for a directed graph EGi, we use Gi to denote the
underlying (undirected) graph of EGi. Between the k-pi(G) and i-transitive fraternal augmentation of EG, we have the following
theorem, which generalizes one direction of Theorem 1.1 (from 2-pi(G) to k-pi(G)).
Theorem 5.1. For any graph G and k ≥ 1, k-pi(G) ≤ χ(Gk−1).
Proof. We actually show a stronger conclusion than the claim: for any graph G and k ≥ 1, any proper coloring of Gk−1 is a
k-nonrepetitive coloring of G. We show this by induction on k.
The base step is true since the 1-nonrepetitive coloring of G and a proper coloring of G are actually the same definition.
For induction hypothesis, suppose for i ≥ 1, for any graph H , any proper coloring of Hi−1 is a i-nonrepetitive coloring of H .
Here Hi−1 is the underlying (undirected) graph of EHi−1, and EHi−1 is any (i− 1)-transitive fraternal augmentation of EH .
For the induction step, suppose EGi is a 1-transitive fraternal augmentation of EGi−1. And c is a proper coloring ofGi.We show
next c is a (i+1)-nonrepetitive coloring of G. Suppose otherwise, then there is a simple path Pi+1 = x1 · · · xixi+1y1 · · · yiyi+1
in G, such that the coloring sequence c(x1) · · · c(xi)c(xi+1)c(y1) · · · c(yi)c(yi+1) is repetitive. Without loss of generality,
we suppose xi+1 → y1 ∈ E(EG). Since EG1 is a 1-transitive fraternal augmentation of EG, we have xiy1 ∈ E(G1). Then
P1i+1 = x1 · · · xiy1 · · · yi is a path in G1. Since the coloring sequence c(x1) · · · c(xi)c(y1) · · · c(yi) is repetitive, we have c
is i-repetitive in G1. Note that EGi is a (i − 1)-transitive fraternal augmentation of EG1, this contradicts with the induction
hypothesis. The contradiction finishes the proof. 
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