Derivatives of fractional order, Daj, have been considered extensively in the literature. However, little attention seems to have been given to finite differences of fractional order, A "/. In this paper, a definition of differences of arbitrary order is presented, and A «/ is computed for several specific functions / (Table 2.1 ). We find that the operator A °i s closely related to the contour integral which defines Meijer's G-function. A Leibniz rule for the fractional difference of the product of two functions is discovered and used to generate series expansions involving the special functions.
Introduction.
It is well known that there is a remarkable similarity between formulas from the differential calculus, involving the operator D = d/dz, and formulas from the calculus of finite differences, involving the operator A, which we define by A/(z) = f(z + 1) -f(z).
In particular, we recall the following similar pairs of formulas [3] :
(1.1) Dzp = pzv~\ AziT) = pz{v~"; P'z .»_(») P'z (1.2) Dnzp (1. 7) In these formulas, the notation z"" = z(z -l)(z -2) ■ • • (z -p + 1) is used, with/? = 0, 1, 2, • • • . We can also define zip\ for arbitrary, not necessarily integral, p, by z<p) = T(z + 1)/T(z -p + 1), in terms of Euler's gamma function. We notice that the powers f play a role, relative to the operator D, which is similar to that played by the factorials z<B> relative to the operator A.
There exists in the literature an extensive "calculus of fractional derivatives," in which the order a of the operator D" = d"/(dz)a is extended to arbitrary (real or complex) numbers. To the best of the authors' knowledge, there does not exist an extensive fractional calculus for A", but only a few scattered remarks in the literature ([1], [4] ). It is the purpose of this paper to inquire into the feasibility of establishing a fractional calculus of finite differences which is comparable to the already existing calculus of fractional derivatives and to investigate possible applications.
In the construction of the theory of fractional derivatives, the following three features occur:
(1) When inventing a definition for D"f(z), for arbitrary a, it becomes apparent that there are several alternative definitions which are not all equivalent. Thus, a particular definition must be selected, and the fractional derivative calculus developed for this choice.
(2) Rules and formulas, similar to those studied in the classical elementary calculus, can be derived, which now involve derivatives of fractional order. These include the Leibniz rule, the chain rule, Taylor's series, etc. ( [6] - [13] ).
(3) The fractional calculus permits us to represent the special functions of mathematical physics in a novel way. For example, the hypergeometric function of Gauss is given by
These fractional derivative representations, when combined with general rules and formulas described in (2), yield interesting series and integral identities involving the special functions. Thus, the fractional derivative provides another tool for investigating the properties of the special functions. These same three features, mentioned above, also occur in constructing our theory of fractional differences. We list these three features below, and summarize the principal results of this paper.
(1) The definition we select for A°/(z) can be given in two equivalent forms, one a series, and the other an integral:
A"/(z) = ¿(-lrv?)/(2+«-*)
The contour C is shown in Fig. 2 .1. This definition is discussed in Section 2.
(2) In Section 4, we derive a Leibniz rule for the fractional difference of the product of two functions A"f(z)g(z) = ¿ (jy A°-*/(z) Akg(z + « -k).
Notice that this formula, valid for arbitrary a, closely resembles the corresponding known formula (1.7), which is valid only for a = n = 0, 1, 2, • • • . We show that, for suitably restricted functions f(z) and g(z), this series converges for all z in a certain left half-plane.
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In proving this Leibniz rule, we make use of the following series of the GregoryNewton type:
g(z) = Lj-;-Since the authors were unable to locate this Gregory-Newton series in the literature, its derivation is given in Section 3.
The fractional difference operator provides another tool for representing the special functions of mathematical physics. For example,
Further representations can be obtained from Table 2 .1. These fractional difference representations for the special functions, when combined with the Leibniz rule, yield series expansions relating these special functions. These are discussed in Section 5. One of the series we obtain (Example 3) is rather involved, and appeared in the literature for the first time only recently.
Definition of Fractional Differences.
In this section, we give motivation for the concept of fractional differences, state our definition of A"/(z) precisely, and give examples of A"f(z) for specific functions /(z).
We begin with motivation. Consider the following list:
where N is a positive integer or zero. Equation (2.1) suggests that A°/(z) could be defined by the series
for arbitrary a (rational, irrational, or complex), with the binomial coefficient defined in terms of the gamma function, provided that the series converges. Of course, (2.1) is a special case of (2.2).
Before examining (2.2) further, we give a second motivation which leads to a contour integral representation. Cauchy's integral formula, where A'' is a positive integer or zero, tfm . M x m dt 3) suggests that we define for arbitrary, not necessarily integral, a:
where C is the contour shown in Fig. 2 .1, enclosing the infinitely many simple poles of the integrand at t = z -\-a, z -\-a -1, z + a -2, • • • .
Before showing that (2.2) and (2.4) are identical, we investigate the possible growth of /(z), for \z\ large an C, which will permit the integral in (2.4) to converge.
Since r(z + c)/r(2 + b) ~ z"'" as \z\ -» », |arg(z)| < t -e [5, Vol. 1, p. 33], a bound on the integrand of (2.4) for / on C is (using the real periodicity of the sine function, and the fact that -t has a positive real part as / -> °° )
Here, the constant K(z, a) is independent of /. Thus if we assume the existence of positive constants M and p such that 
and we see that (2.2) and (2.4) are identical. We summarize our conclusions in the following precise Definition 2.1. Let f(t) be analytic in a region R containing the straight line segment L = {t \ t = z -\-a -q, 0 ^ q}. Let C be the contour (loop) shown in Fig. 2 .1, which starts at -oe + / lm(z + a), encloses L in the positive sense, and returns to the start without leaving R. Suppose also that for all complex numbers / "inside" and on C, there exist positive constants M and p such that |/(0| ^ M\(-t)"-'\.
Then, A"f(z) is defined by (2.2) and (2.4) (both of which are shown above to be equal).
Remark: Definitions involving T(z) become suspect, since the gamma function is undefined for z = 0, -1, -2, • • • . Looking at (2.4), we see that it contains the factor T(a + 1), which is undefined when a is a negative integer. However, (2. (which is equivalent to (2.4) when a is not a negative integer) is defined when a is a negative integer, because the binomial coefficient is then to be interpreted as rather than
2) provides us with the analytic continuation of (2.4) to the case where a is a negative integer. Another potential source of difficulty is the factor T(t -z -a) in the integrand of (2.4). However, this trouble is avoided by requiring that the contour C not touch the line L, so that t -z -a is never zero or a negative integer. Finally, we note that our above definition for fractional differences is certainly not the only reasonable one. Our definition was obtained by generalizing the formulas (2.1) and (2. .6) is not equivalent to our definition (2.2). We will not pursue this question of alternative definitions of fractional differences in this paper, but will investigate consequences of the particular definition (2.2) studied above.
3. Gregory-Newton Type Series. Having examined the concept of fractional differences, we set it aside in this section, and investigate an expansion of the GregoryNewton type:
. We return to fractional differences in the next section, where (3.1) plays a central part in the derivation of a "Leibniz rule" for the fractional difference of a product. We derive (3.1), as the authors have been unable to locate it in the literature. for Re(z) < 7. Then, (3.1) is valid for Re(z) < 7 and Re(z0) < 7. Froo/. Let / be a real variable.
e = e °(e ) = e (l + (e -l)) for all z and z0, provided that \e ' -1| < 1, which implies that í > log §, since í is real. Since A"V = (e' -1)VZ (see Table 2 .1), we can rewrite (3.2) as for all z and z0, and for í > log 5.
Multiplying both sides of (3.3) by G(t), and integrating from 0 to 00 with respect to t, we get
where we note that, for Re(z) < 7, the integral is finite. We shall show below that this integration can be performed termwise, and thus Table 2 .1, we see that an(t) = Ale" |,.,._ (z -zQ\G(t)/n\ = (e' -l)V("-"(2 -Zo)nG(t)/n\ = (1 -e-lfe"\z -Zo)nG(t)/n\.
Using the bound on G(t), from the hypothesis, we get MOI Ú \K(X -e-,)nelu'-y\z-Zo)Jn\\.
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An interesting example. The theorem just proved tells us that (3.1) is true, provided
Re(z) and Re(z0) < 7. Are both these conditions necessary? It is of interest to examine a special case of (3.1) to gain some insight into the meaning of these restrictions. If we select G(i) = e"1 ', where 7 is real, then, for Re(z) < 7,
Substituting this value of g(z) into (3.1), we get (after some simplification and the use of Table 2 .1) The right-hand side converges absolutely provided Re(z) < 7, and can be summed [5, p. 99 ] to yield the left-hand side. Thus, we see that the condition Re(z) < 7 is needed for the convergence of the series (3.1) in this example. The condition Re(z0) < 7 seems to be important only to insure that g(z) is defined by the integral above.
We will not pursue this question of the importance of the restrictions listed in Theorem 3.1 further. Rather, we use this result as a basis to prove the Leibniz rule for fractional differences in the next section.
4. The Leibniz Rule for Fractional Differences. In this section, we derive the Leibniz rule for fractional differences -±t>~< (4.1) A7(2)/?(2) = 2-I )Aa-nf(z)Ang(z + an).
"_o \n/
The form of (4.1) is readily anticipated when we recall the known form of the Leibniz rule,
A7 (2) Let g(z) be defined by
(ii) g(z) = j e"G(s) ds, for Re(z) < y.
•>0
Let z and a be fixed numbers such that (iii) Re(z + a) g 7 -1.
Let R be a region in the t-plane containing the horizontal semi-infinite straight line segment L = \t \ t = z + a -q, 0 ^ q}. Let f(f) be analytic on R, and let (iv) |/(0I á K\(-ty + "v\en'U) for fixed positive constants K and p, and all t in R. Then the Leibniz rule for fractional differences (4.1) is valid.
Proof. Replace z0 in Theorem 3.1 by z + a, and replace z by t. We have, then, for Re(z + a) < y and Re(0 < 7, g(t) = Z (A"s(z + a -n))(t -2 -a)"/n\.
71-0
Multiply both sides of this relation by
and obtain
Let C be the contour of integration shown in Figure 2 .
(and described in Definition
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 2.1 of A7(z))-If we integrate both sides of (4.2) over C (with respect to /), and assume that (i) the integrals exist, and (ii) we can integrate the right-hand side of (4.2) term by term, then we obtain the desired Leibniz rule at once. It is clear that the integrals just mentioned exist, as follows from the discussion in Definition 2.1, together with items (i) through (iv) of the hypothesis. Let un(t) denote the nth term on the right-hand side of (4.2 T
It is well known that this last series converges if Re(0 < 1 + Re(z + a) [5, pp. 43, 44] . This inequality shows that the series in (4.3) converge for each t on the contour C. Thus, we can integrate over C, provided only that this last expression tends to zero sufficiently fast on C as Re(0 -> -°°. It remains, then, to estimate The relations (4.4a) and (4.4c) confine t to a rectangle in the complex plane, having base 1 and altitude 2 (see Fig. 4 .1). By increasing N, (4.4c) will permit us to consider t further and further to the left on the contour C. Now, the sequence of numbers (see Fig. 4 .2) {ak] = {|r -z -a-1 + k\}k,0 is such that a0 > ax > a2 > ■ ■ ■ > fltf-i, and aN < aN+l < aN+2 < • • • , because (4.4c) implies that 0 ^ Re(f -2-a-l + A0<l.
Thus
Re(t) exists, and the theorem is proved.
In the next section, we will derive several interesting results from our Leibniz rule (4.1), by simply selecting specific functions for f(z) and g(z). However, we note at this time that items (i) and (ii) of the hypothesis of Theorem 4.1 may be difficult to check. This is because, after first selecting g(z), we must find G(s) such that g(z) = f e"G(s) ds, Jo and finally we must investigate G(s) to determine the critical constant y such that |G(0| è Me"". Fortunately, the existence of G(s) and its growth have been studied in the literature [14, p. 30] . Using this reference, we see at once that items (i) and (ii) in the hypothesis of Theorem 4.1 can be replaced by items (i) and (ii) in the corollary below. Also, item (iv) can be replaced by 1/(01 ^ AVRe(,), c > X, which is stronger than (iv), but better suited for applications. We summarize our conclusions in Corollary 4.1. Let (i) g(z) be analytic for Re(z) < 7; and (ii) \g(z)\ g M\z~k\for Re(z) < 7, where M > 0 and k > 1; and (iii) f(t) be analytic on R (defined in Theorem 4.1); and (iv) |/(0| =S Ke'n'{l) for some fixed K > 0 and c > 1, and all t in R.
Then the Leibniz rule for fractional differences (4.1) is valid for (v) Re(z + a) < y -1.
5. Applications to Infinite Series. In this section, specific functions f(z) and g(z) are selected for use in our new Leibniz rule (4.1). Table 2 .1 is used to compute the differences A7g, Aa'nf, and A"g encountered. Several interesting results are found to be special cases of our Leibniz rule for fractional differences. Example 1. Let f(z) = w~l and g(z) = T(a -z)/T(b -z), a and b real, and w positive. Substituting directly into (4.1) and using Table 2 .1, we get, after minor simplification, o often used in this paper, we see that (ii) is satisfied if we take a -b < -1. Items (iii) and (iv) can be satisfied by taking w < e~1 and item (v) by Re(z) < -Re(a) + a -1. It is clear from (5.1) that these restrictions are sufficient for the convergence of the series, but it is also clear that they are too strong since the series converges for \w/(w -1)| < 1, which implies that Re(vv) < f. Example 2. Looking at our Leibniz rule (4.1), it is quite clear that we can interchange /(z) and g(z) on the left-hand side, but this is not clear on the right-hand side. In fact, very different restrictions are imposed on f(z) and g(z) in Corollary 4.1. Let us experiment, and interchange / and g in the preceding example. Thus, we take /(z) = T(a -z)/T(b -z) and g(z) = w~'. Substituting directly into (4.1), using r+u-a-t) + 2^Ck' + Z^ßk'-2^dk'-l^ak' as |z| -* » and |arg(-z)| < ir -«, e > 0. Thus, we see that the terms of the form (-z)Fi~z) dominate these asymptotic expansions. We see, from Corollary 4.1, that we require (5.4) P + t -g -u -1<0 and r+u -s-t<0.
We also see that x and y are arbitrary, and that we should take
Re(z + a) < y + 1, Example 4. If we select
