1 Supplementary Methods
Comparing cluster assignments at different bin sizes and bin definitions
Given two sets of cluster assignments, C 1 and C 2 of regions of potentially different lengths, our goal is to calculate the overlap of the two sets. Let C 1 i denote the i th cluster of the first set of assignments and let C 2 j denote the j th cluster from the second set of assignments. Note that there is no correspondence between C 1 i and C 2 i . For every pair of clusters C 1 i and C 2 j define overlap between these clusters as overlap(C where r and r are regions and overlap(r, r ) is the number of base pairs that overlap between two regions.
We map each C 1 i to a cluster C 2 i * where i * = arg max j overlap(C 1 i , C 2 j ), is the cluster in the second set with the largest overlap. We iterate over all clusters in the first cluster assignment and sum over the length of the best overlaps (o 12 = i overlap(C 1 i , C 2 i * )). The overlap ratio is defined as
where o 12 is the length of the overlap (base pair) and l 1 is the length of the genome covered by the first cluster assignment (bp).
We calculate this ratio from C 1 to C 2 and vice versa. The similarity between two cluster assignments is then defined as the average of the two ratios. To test the significance of the computed overlap, we compared it to the overlap between a clustering to a random shuffling of itself. The overlap with the random clusters is dependent on the number of clusters and size of the clusters, but in all cases, overlap estimated by a random clustering is significantly lower than the estimated overlap between two estimated clusterings (Supplementary Table 1 ). For example the overlap observed between trans and cis and trans interactions of human ESC at 1Mbp resolution is 59%, while the overlap between the cis and trans clusters and a random shuffling of itself is 24±0.5%. To calculate the F-score between a pair of clusters C 1 i and C 2 j (shown in Supplementary Figures S3, S7, S8, S12, S13), we calculate the overlap of the two clusters as described before (o = overlap(C 1 i , C 2 j )). We define the F-score as and len(C 1 i ) is the length of the cluster C 1 i .
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Clustering TAD regions
We start by aggregating normalized contact counts at 40Kbp resolution in pairs of TAD regions. If bin i is inside T AD k and bin j is inside T AD l , we add the normalized contact count of the pair (bin i , bin j ) to pair of TAD regions (T AD k , T AD l ). Because the length of TADs are variable (160Kb-5Mb), we normalized the aggregated sums by dividing by the size of the TADs; if the length T AD k is l k and T AD l is l l , we divide the aggregated sum of (T AD k , T AD l ) by l k × l l . We next clustered the matrix of the aggregated sums using spectral clustering (with Spearman correlation as the graph edge weights). Figure S7 shows the resulting clusters. Figure S7 a-e shows the heatmap of Spearman correlation matrix of the aggregated sums, re-ordered by the spectral clusters, the distribution of chromosomes in clusters, patterns of enrichment of different regulatory signals, and the significance of the enrichment in the clusters (similar to Figure 2 ). We next compared the clustering of TADs to the clustering of fixed size bins at 1Mbp resolution and calculated their similarity (as described above). Clustering using TADs and 1Mbp bins have a 43% overlap, which is significantly higher than random. Furthermore, for 4 of the 10 clusters we can uniquely map the clusters from TADs to clusters using 1Mbp bins Figure S7f.
Clustering inter-chromosomal (trans) interactions only
To create the adjacency matrix, A using inter-chromosomal interactions only, we calculated the Spearman correlation of interaction profile of regions, after excluding the intra-chromosomal (cis) interactions. For a pair of regions r 1 and r 2 , where r 1 is in chromosome i and r 2 is in chromosome j, we define their trans correlation, corr trans (r 1 , r 2 ), as the Spearman correlation between two vectors x r 1 and x r 2 . Each entry x r 1 (t) corresponds to all regions t that are not in chromosomes i or j. Each entry of the adjacency matrix is then defined as We also observe that all chromosomes are split into more than 1 cluster. Supplementary Figure S3f shows the overlap of these clusters to clusters obtained using both inter and intra chromosomal interactions. We observe significant overlap (59%) between the two clusterings, suggesting that at this resolution, we can recover similar structures from both trans and cis and trans interactions.
Statistical significance of cluster evaluation values to assess over-clustering
Because several clusters exhibited similar patterns of enrichment that could be grouped into high and low activity regions, we tested whether k = 10 was overclustering the data, by computing the expected value of the evaluation criteria in a random setting. Specifically, to evaluate whether the scores that we observe from different evaluation metrics are significant, we compare these scores to random cluster assignments (Supplementary Figure S5) . We generated 100 random cluster assignments by shuffling the cluster assignments from spectral (Spearman> 0) clustering. Davies-Bouldin index, Delta-contact counts, and silhouette index for the actual clustering result is significantly better (red star in Supplementary Figure S5 ) than random cluster assignments. As an additional sanity check of our clustering, we compared the distribution of interaction strengths within and between clusters for every pair of clusters (Supplementary Figure S5b, c). Supplementary Figure S5b shows the distribution of positive Spearman correlation within regions of clusters C0 and C1, and between regions in clusters C0 and C1. We observe that regions in each cluster are significantly more correlated to themselves compared to regions between two clusters. Supplementary Figure S5c shows the the distribution of correlation between and within clusters, for all pairs of clusters. We observe significant difference in between and within correlations for all pairs of clusters (KS-test p-value < 1E − 20).
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Assessing the dependencies between different regulatory features
The regulatory genomic signals that we used for assessing enrichment in the clusters were highly correlated (Supplementary Figure S4a, b) . Because previously open chromatin assays measured through DNase I footprinting has been a strong predictor of interacting and non-interacting regions, it is possible that the enrichment patterns that we observed were a consequence of their association of DNase I, and not due to the clustering of the Hi-C data. To test whether the clustering is providing additional information over DNase I for the other non-DNase I features we computed the conditional mutual information between two random variables, given the DNase I signal. One random variable represented the cluster partition and the second random variable represented one of the non-DNase I signals. Before calculating the conditional mutual information, we first discretize each feature by clustering it into 3 clusters (using Matlab's kmeans). To assess the significance of the conditional mutual information for a feature and a clustering, we performed a permutation test. We shuffled the cluster assignments for 1000 times and calculated mean and STD of the mutual information values for the 1000 random cluster assignments. We calculated the significance of the conditional mutual information by comparing the actual value to the mean and STD from random permutations (using Matlab's ztest). Supplementary Figure S4c -g shows the conditional mutual information of different features and the results of different spectral clustering methods, given the DNaseI feature vector, and the corresponding random value. Even though different regulatory features are significantly correlated, we observe that the enrichment of these features in the resulting clusters can not be explained using DNase I alone and the clusters are providing additional information.
Arboretum-HiC algorithm details
Given the Hi-C contact count matrices of M different cell line/species, and a mapping between the regions in these cell lines and/or species, the goal of Arboretum-Hi-C is to cluster the contact counts. Between cell lines of the same species, the regions are identical. Between two species, we define the mapping using orthology of the genomic bins (as described in the manuscript methods). The original Arboretum algorithm was developed to cluster multiple expression clusters, one for each species. Below we describe the key differences in the initialization and learning algorithm due to the nature of the Hi-C data.
Initialization
To cluster Hi-C contact count matrices using the spectral clustering algorithm, we computed the top K eigenvectors of the graph Laplacian and apply Gaussian mixture model on each set of eigenvectors. Here K denotes the number of clusters in each dataset. Let X i denote the set n × k matrix of the K largest eigenvectors where each column corresponds to an eigenvector. We merge this matrix into X = [X 1 , · · · , X M ]. We next applied the k-means algorithm to this merged matrix with 50 random restarts and pick the clustering with the best objective. These cluster assignments are projected onto each Hi-C dataset to estimate the initial means and diagonal covariance elements of each Gaussian mixture. There is one mixture per leaf node.
Learning the Arboretum-Hi-C model
The parameters of Arboretum-Hi-C are the transition matrices for each branch in the tree, the prior probability of each cluster, and the Gaussian mixture model associated with each leaf node which has the measured dataset. As in Arboretum, we use an Expectation Maximization (EM) framework to cluster the data: in the E step the hidden cluster assignments are inferred, and in the M step the Gaussian mixture model parameters and the transition parameters are estimated. The EM algorithm is very similar to the original Arboretum algorithm, with the key difference that we are applying it to eigenvectors rather than expression values.
Expectation: Let z k ri denote the indicator variable that region i in the last common ancestor, r (the root of the phylogenetic tree) is in cluster k. Let z k|k ti denote the indicator variable that region i is assigned to module k in node t, while in its immediate ancestor it was assigned to k . Let γ k|k ti be the posterior probability of this event. Let P t (k|k ) denote the transition probability of a region to switch to cluster k given that it was in cluster k in t's immediate ancestor. We have a P t (k|k ) for each branch of the tree. Let
} denote the mixture Gaussian parameters when t corresponds to a leaf node. We assume that module assignment of region i in node t is only dependent on the sub-tree rooted at t. Given this independent assumption, we can infer these posterior probabilities in a recursive manner. We start at a leaf node t and estimate the γ variables based on the row, x t i of the eigenvector matrix X t corresponding to region i and the Gaussian mixture parameters with this node:
is the probability of observing x t i from a Gaussian with parameters µ t k and Σ t k . For each internal node γ is estimated as:
where lef t(t) and right(t) are respectively left child and right child of node t, and n t (k) = k γ k |k ti is the normalization term. In other words, n lef t(t) (k) and n right(t) (k) sum over all possible cluster assignments of region i in children of t.
Maximization: The maximization step of the inference is very similar to standard Gaussian mixture models. For module k in node t we have:
is the expected value of joint assignment to module k in t and to module k in immediate ancestor of t. The covariance matrix can be estimated similarly.
Likelihood: The penalized likelihood of the model is defined as the data likelihood (the combination of likelihood of mixture of Gaussians in leaf nodes and transition probabilities from parent nodes to child nodes) penalized by the number of parameters: L − np 2log(no) where L is the data likelihood, n p is the number of free parameters, and n o is the number of regions. For a simple mixture of Gaussian the number of parameters would be 2KT (K clusters with a mean and diagonal covariance matrix with T elements corresponding to T measurements in the input data). We note that in the spectral clustering framework, K = T and therefore the number of parameters is 2K 2 . In Arboretum additionally we will have K(K − 1) parameters for the transition matrices in leaf nodes and internal nodes, and K − 1 parameters in root node for the initial prior probabilities of the modules. So the number of parameters in the complete model will
where S e correspond to the number of leaf nodes (cell line/species) and S a correspond to the number of internal nodes excluding the root node.
Arboretum-Hi-C clusters at higher resolution
We applied Arboretum-Hi-C to both regions of 1Mbp and 500Kbp size. Supplementary Figure S12a,b show the results of Arboretum-Hi-C at 500Kbp resolution. Normalized contact counts were aggregated at 500Kbp resolution. We defined the orthology map between the 500Kbp regions as described before for 1Mbp resolution maps. We observe similar patterns of enrichment as we observed in the 1Mbp resolution clusters. Supplementary Figure S12c -e shows the percentage of overlap between clusters recovered at 500Kbp and 1Mbp resolutions, and we observe significant overlap between the clusters in all cell lines.
Arboretum-Hi-C clusters for inter-chromosomal interactions
We also applied Arboretum-Hi-C to trans-only interactions in a manner similar to the single task spectral clustering, but excluding any interaction that is in cis in either human or mouse. We considered only those regions that have an ortholog in human and mouse. As before, to define the trans correlation of two regions, r 1 and r 2 , we first exclude all regions, r that are in the same chromosome as r 1 or r 2 or if r 's ortholog is in the same chromosome as r 1 's ortholog or r 2 's ortholog in the other species. We compute the Spearman correlation between these two vectors, corr trans (r 1 , r 2 ).
We then define our adjacency matrix as:
chr h (r) and chr m (r) are the human and mouse chromosomes of region r.
1.6.5 The effect of alternative phylogenetic tree structure on Arboretum-Hi-C
To test the effect of the structure of the phylogenetic tree on the results of Arboretum-Hi-C, we tested two alternative tree structures, one where the cell lines from the same species are siblings (tree1) and one where ES cell lines are siblings (tree2, Supplementary Figure S11a ). We observed that the likelihood of the model is significantly higher when using tree1 (Supplementary Figure S11b) . We furthermore investigated the conservation scores between the pairs of cell lines when using different structures of phylogenetic tree (Supplementary Figure S11c) . We found that even though using tree2 structure decreases the within species conservation scores (hESC vs. hIMR90 and mESC vs. mCortex), these scores are still significantly higher than the between species conservation scores, suggesting that for these cell lines, Hi-C data from the same species are more similar to each other than the Hi-C datasets from matched cellular stages.
Assessing the ability of clustering methods to recover TADs
We examined the ability of spectral and other clustering methods to recover TADs. We first examined a small portion of chromosome 1 of mESC (3Mb-9.5Mb at 40Kbp resolution). Supplementary Figure S10a shows the log2 of contact count for these regions, and Supplementary Figure S10b 
Assessing ability of clustering methods to recover compartments
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