Introduction
In this paper, we consider the reaction-diffusion model with nonlinear boundary condition given by u t dΔu λf u ; Ω, where Ω is a bounded domain in R n with n ≥ 1, Δ is the Laplace operator, λ is a positive parameter, d is the diffusion coefficient, ∂u/∂η is the outward normal derivative, f : 0, ∞ → 0, ∞ is a smooth function, and α x, u : Ω × R → 0, 1 is a smooth function nondecreasing in u. The boundary condition 1.2 arises naturally in applications and has been studied by the authors of 1-4 , among others, in particular in the context of population dynamics. Here α x, u u u − d ∂u/∂η 1.3 represents the fraction of the substance that u x represents that remains at the boundary when reached. In particular, we will be interested in the study of positive steady state solutions of 1.1 -1. with positive parameter β. When α x, u ≡ 0 Dirichlet boundary condition case there is already a very rich history in the literature about positive solutions of 1.4 -1.5 . In particular, when f u e βu/ β u and β 1 the bifurcation diagram of positive solutions is known to be S-shaped see 16, 17 . The main purpose of this paper is to extend this study to the nonlinear boundary condition 1.5 , namely, when α x, u u u 1 1.7
on part of the boundary. Firstly, we discuss the case when n > 1, Ω {x ∈ R n | R 1 ≤ |x| ≤ R 2 } is an annulus in R n , n ≥ 1, and
, |x| R 2 .
1.8
In Section 2, we show that if H 1 and H 2 both hold, then there exists λ * > 0 such that i for 0 < λ ≤ λ * , 1.4 -1.5 has a positive radial solution;
ii for λ > λ * , 1.4 -1.5 has at least two positive radial solutions.
Boundary Value Problems 3
Secondly, we present results for the case when n 1, Ω 0, 1 , f u e βu/ β u ; β > 0, and
1.9
Thus, we study the nonlinear boundary value problem
1.10
Clearly, studying 1.10 is equivalent to analyzing the two boundary value problems
1.12
In particular, the positive solutions of 1.11 and 1.12 are the positive solutions of 1.10 . In Section 3 we present Quadrature methods used to completely determine the bifurcation diagrams of 1.11 and 1.12 , respectively. We show that for β large enough, 1.10 has a double S-shaped bifurcation curve with exactly 6 positive solutions for a certain range of λ see Figure 1 .
Existence and Multiplicity Results when Ω is an
Annulus in R n and n ≥ 1
Here we consider the existence of positive radial solutions for 
2.2
Then the boundary condition of 2.1 is
2.3
Thus to obtain positive solutions for 2.1 , we study
2.5
The existence of positive solutions of 2.4 follows from 16, 18 in the following theorem. 
where
Note that h : 0, 1 → 0, ∞ is continuous function. For details about this transformation, see 19 . We prove the existence of a positive solution of 2.7 by using the fixed point index in a cone. This fixed point index is equivalent to the Leray-Schauder degree which means that if K is a cone in a Banach space E, O is bounded and open in E, 0 ∈ O, and T :
where r : E → K is an arbitrary retraction see 20 .
Lemma A see 21 . 
where 
sh s ds, we have
sh s ds > 0.
2.13
Thus 
2.16
Thus T λ z / νz for all ν ≥ 1. Now applying Lemma A, we have
which means that T λ has a fixed point in K ∩ O λ . Thus Theorem 2.2 is proven.
Further, if we additionally assume that 
2.18
Letting t 1 gives
Since u λ t is positive, we have
or, equivalently,
Hence, the theorem is proved.
From Theorems 2.1 and 2.2, we have the following result.
Theorem 2.4. Assume (H 1 ) and (H 2 ). Then
sh s ds, then 2.1 has a positive radial solution;
sh s ds, then 2.1 has at least two positive radial solutions, where b and h t are defined as in 2.8 .
Existence of a Double S-Shaped Bifurcation Curve

A Quadrature Method for 1.11
In this section, we analyze the positive solutions when Ω 0, 1 , n 1, and f s e βs/ β s . The structure of positive solutions for 1.11 is well known for the case n 1, as well as 
Define F u u 0 f s ds, the primitive of f u . Figures 2 and 3 show f u plotted for β 2 and β 5, respectively. Notice that f u is concave on 0, ∞ for β ∈ 0, 2 . When β ∈ 2, ∞ , there exists a μ 0 ∈ 0, ∞ such that f u is convex on 0, μ 0 and concave on μ 0 , ∞ . For all β > 0, f u is increasing on 0, ∞ and bounded above by the horizonal asymptote, y e β . Also, F u is shown in Figure 4 . We present the main theorem of this subsection followed by computational results in the form of bifurcation diagrams. 
Integrating throughout 3.5 from x to 1/2, we have,
Integration of 3.6 from 0 to x gives
Using the fact that u 1/2 ρ, 3.7 becomes
3.9
We will show that u x is a positive solution of 3.1 . It follows that the left-hand side of 3.9 is a differentiable function of u which is strictly increasing from 0 to 1/2 as u increases from 0 to ρ. Hence, for each x ∈ 0, 1/2 , there exists a unique u x that satisfies
By the Implicit Function Theorem, u x is differentiable as a function of x. Differentiating 3.10 , we have
Simplifying 3.11 gives
Differentiating 3.12 , we have
Thus, u x satisfies the differential equation in 3.1 . Also, it is clear that u 0 0. Finally, defining u x as a symmetric function on 0, 1 , gives a positive solution to 3.1 -3.3 with u ∞ ρ and u 0 0 u 1 .
Remark 1 see 16 . G ρ is well defined and the included improper integral is convergent since f ρ > 0 and F u is strictly increasing. Moreover, G ρ is a continuous and differentiable function.
Also, analyzing 3.8 the following existence result was established in 16 . 
Computational Results for 1.11
In this subsection, we present the evolution of bifurcation curves for 1.11 suggested by our computational results. Mathematica was employed to plot G ρ from Theorem 3.1 for various f s ds, the primitive of f u . Using a similar argument to the one before, if there exists a x 0 ∈ 0, 1 such that u x 0 0 then u x is symmetric about x 0 . Now, assume that u x is a positive solution of 3.14 -3.16 with ρ : u ∞ u x 0 for some x 0 ∈ 0, 1 such that u x 0 0. Define q : u 1 . Clearly, u x ≥ 0 on 0, x 0 and u x ≤ 0 on x 0 , 1 . Hence, u x must resemble Figure 7 . Substituting x x 0 and x 1 into 3.17 while using u x 0 0, u x 0 ρ, u 1 q, and u 1 −1 yields 
3.22
Integration of 3.22 combined with u 0 0 and u x 0 ρ gives,
We substitute x x 0 into 3.23 and x 1 into 3.24 giving
Subtract 3.26 from 3.25 yields,
Solving 3.21 for √ 2λ and using u 1 −1 and u 1 q, we have 2λ 1
Combining 3.28 with 3.27 we define,
14 Boundary Value Problems
Now, for each ρ ∈ 0, ∞ , we need to find aρ ∈ 0, ρ such that H ρ, q ρ 0. If for fixed ρ ∈ 0, ∞ there is a unique q ρ ∈ 0, ρ with H ρ, q ρ 0 then
will be satisfied for a unique λ ∈ 0, ∞ . As a result, we need to analyze the existence and uniqueness of such aρ . The following lemma lists several properties of H ρ, q .
Lemma B. 1 For every
2 For all ρ > 0 and q ∈ 0, ρ one has that H q ρ, q < 0.
Proof. 1 It follows from the fact that F u is increasing and the Mean Value Theorem. 2 Fix ρ > 0. Then for all q ∈ 0, ρ ,
4 Again, this follows from the Mean Value Theorem and monotonicity of F u .
Notice that if H ρ, 0 > 0, then there will be a unique q ρ ∈ 0, ρ such that H ρ, q ρ 0. From Lemma B, H ρ, q must resemble Figure 8 . Figures 9 and 10 show what H ρ, 0 resembles β ∈ 0, 4 and β ∈ 4, ∞ , respectively. For β ∈ 0, 4 there exists a unique ρ 0 > 0 such that if ρ ≥ ρ 0 then H ρ, 0 ≥ 0 and if ρ < ρ 0 then H ρ, 0 < 0. In the second case, β ∈ 4, ∞ , the shape of H ρ, 0 changes from that of the first case with the addition of both a local maximum and a local minimum. However, based on our computations, we conjecture that there exists a unique ρ 0 > 0 such that if ρ ≥ ρ 0 then H ρ, 0 ≥ 0 and if ρ < ρ 0 then H ρ, 0 < 0. Hence, for each ρ ∈ ρ 0 , ∞ there is a unique q ρ ∈ 0, ρ such that H ρ, q ρ 0. Next we define
for all ρ ∈ ρ 0 β , ∞ and q ρ ∈ 0, ρ and present the main theorem of the section. Proof. Fix β ∈ 0, ∞ . ⇒: is completed through preceding discussion.
⇐: Suppose that there exist λ ∈ 0, ∞ , ρ ∈ S β such that H ρ, q ρ λ where q ρ ∈ 0, ρ is the unique solution of H ρ, q ρ 0. Define u x : 0, 1 → R by
3.34
We will show that u x is a positive solution to 3.14 -3.16 . Notice that the turning point of u x , x 0 , is given by
3.35
Clearly, for fixed λ,
is a differentiable function of u and is strictly increasing from 0 to x 0 as u increases from 0 to ρ. Hence, for each x ∈ 0, x 0 there exists a unique u x such that
By the Implicit Function Theorem, u x is differentiable with respect to x. This implies that,
A similar argument can be made to show that
From 3.38 and 3.39 , we have,
Differentiating 3.40 gives
3.41
Hence, u x satisfies 3.14 . It only remains to show that u x satisfies 3.15 and 3.16 . But, it is clear that u 0 0. Also, since H ρ, q ρ λ, we have
or equivalently,
Substituting x 1 into 3.39 gives
Combining 3.43 and 3.44 ,
Hence, u x satisfies both 3.15 and 3.16 .
To conclude the subsection, we present several results that detail the global behavior of H ρ, q ρ .
Remark 1.
Note that given β > 0, 3.14 -3.16 has no positive solution with u ∞ < ρ 0 β . 
This follows from observing that
3.46 
3.47
By the Mean Value Theorem, there exist θ 1 ∈ s, ρ , θ 2 ∈ t, ρ , and θ 3 ∈ q ρ , ρ with s ∈ 0, ρ and t ∈ q ρ , ρ such that
3.48
Now, since f u is monotone increasing, we have that f θ 1 , f θ 2 ≤ f ρ and
3.49
A change of variables in the integrals of 3.49 yields,
3.50
This implies that, b By the Mean Value Theorem there exists a θ ∈ q ρ , ρ such that
But, 1 ≤ f θ ≤ e β , which implies that
Part a combined with 3.53 completes b . c Finally 3.51 combined with 3.53 yields c . 
Computational Results for 1.12 and 1.10
This subsection will present computational results first for 1.12 then for our original problem, 1.10 . In order to produce bifurcation diagrams, Mathematica was employed in a two-step process. Recalling Theorem 3.3 from Section 3.3, for fixed β > 0 the corresponding unique ρ 0 β is first found using a standard root-finding algorithm. Then for each ρ ≥ ρ 0 β , the same root-finding algorithm is employed to solve H ρ, q ρ 0 for the unique qvalue. Finally, H ρ, q ρ is evaluated for the given ρ and its unique q ρ to obtain the corresponding unique λ. The result is a bifurcation diagram portraying λ versus ρ. Due to the improper integrals in H ρ, q ρ , this procedure is computationally expensive. The numerical investigations suggest the following evolution of bifurcation diagrams. Notice that λ 0 , ρ 0 corresponds to the case when q ρ u 1 0 and thus satisfies both 1.11 and 1.12 . We would then expect this to be the point at which the branch of solutions of 1.10 bifurcates into the separate cases. To conclude the section, we present the computational results for 1.10 by combining the solutions of 1.11 in Section 3.1 and 1.12 in Section 3.3. Case 2 is illustrated in Figure 14 . Case 3 is shown in Figure 15 . Notice that the bifurcation diagram contains two Sshaped curves that do not overlap. 
