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POLYDIAGONAL COMPACTIFICATION
OF CONFIGURATION SPACES
ALEXANDER P. ULYANOV
Abstract. A smooth compactification X〈n〉 of the configuration space
of n distinct labeled points in a smooth algebraic variety X is con-
structed by a natural sequence of blowups, with the full symmetry of
the permutation group Sn manifest at each stage. The strata of the
normal crossing divisor at infinity are labeled by leveled trees and their
structure is studied. This is the maximal wonderful compactification
in the sense of De Concini–Procesi, and it has a strata-compatible sur-
jection onto the Fulton–MacPherson compactification. The degenerate
configurations added in the compactification are geometrically described
by polyscreens similar to the screens of Fulton and MacPherson.
In characteristic 0, isotropy subgroups of the action of Sn on X〈n〉
are abelian, thus X〈n〉 may be a step toward an explicit resolution of
singularities of the symmetric products Xn/Sn.
Introduction
The configuration space F(X,n) of n distinct labeled points in a topolog-
ical space X is the complement in the Cartesian product Xn of the union
of the large diagonals ∆ij = {(x1, . . . , xn) |xi = xj}. Pioneering studies
of these spaces by Fadell, Neuwirth, Arnold and Cohen [Ar, C, Fa, FaN]
evolved into a still active area of algebraic topology; Totaro opens his paper
with a brief review [Tot]. Somewhat later, a compactification of F(C, n)
modulo affine automorphisms, known as the Grothendieck–Knudsen moduli
space of stable n-pointed curves of genus 0, rose to prominence in modern
algebraic geometry [De2, Ka1, Ke, Kn].
Then Fulton and MacPherson devised a powerful construction that works
for any nonsingular algebraic variety and produces a compactification X[n]
of F(X,n) with a remarkable combination of properties [FM]:
⊲ X[n] is nonsingular.
⊲ X[n] naturally comes equipped with a proper map onto Xn.
⊲ X[n] is symmetric: it carries an action of the symmetric group Sn by
permuting the labels.
⊲ The complement D = X[n]r F(X,n) is a normal crossing divisor.
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⊲ The combinatorial structure of D and of the resulting stratification
of X[n] is explicitly described: the components of D correspond to the
subsets of [n] = {1, . . . , n} with at least 2 elements; their intersections,
the strata, correspond to nested collections of such subsets, and the
latter are just a reincarnation of rooted trees with n marked leaves.
⊲ Degenerate configurations have simple geometric descriptions.
Further results of Fulton and MacPherson include: a functorial descrip-
tion of X[n], used to prove many of its properties listed above; a fact that
all isotropy subgroups of Sn acting on X[n] are solvable; some intersection
theory, namely, a presentation of the intersection rings of X[n] and of its
strata, and, as an application, a computation of the rational cohomology
ring of F(X,n) for X a smooth compact complex variety.
About the same time, constructions related to the Fulton–MacPherson
compactification appeared, all motivated by, and suited to, some problems of
mathematical physics: for real manifolds [AS, Ko]; for complex curves [BG],
with later extension to higher dimensions [Gi].
The compactifications X[n] are defined inductively, with the step from
X[n] to X[n+ 1] performed by a sequence of blowups
X[n + 1] = Yn
αn−1
// Yn−1
αn−2
// . . . α1 // Y1
α0 // Y0 = X[n]×X,
where the center of the blowup αk is a disjoint union of subvarieties in Yk
corresponding in a specified way to the subsets of [n] of cardinality n − k.
Thus, the symmetry of Sn+1 is not present at the intermediate stages. An
alternative, and completely symmetric, description of X[n] as the closure
of F(X,n) in a product of blowups does not provide much insight into the
structure of X[n], so the inductive sequence of blowups is essential for that.
Fulton and MacPherson remark:
It would be interesting to see if other sequences of blowups give com-
pactifications that are symmetric, and whose points have explicit and
concise descriptions [FM, bottom of p. 196].
An example of such a compactification, for any nonsingular algebraic
variety X, is studied in the present paper. I denote it by X〈n〉 and call it
a polydiagonal compactification, because the blowup loci are not only the
diagonals of Xn, but also their intersections. The idea is very simple: one
who tries to blow up all diagonals of the same dimension simultaneously is
forced to blow up all their intersections prior to that, and this prescribes
the sequence. Following Fulton and MacPherson’s terminology, X〈n〉 is a
compactification even though it is only compact when X itself is compact.
In general, it is equipped with a canonical proper map onto Xn.
This construction applies also to real manifolds, with real blowups re-
placing algebraic blowups. The compactification is then a manifold with
corners, and the results about the strata presented here can be rephrased to
describe the combinatorics of its boundary.
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The construction of X〈n〉 is in some respects similar to that of X[n], with
one important difference: the former is completely symmetric at each stage.
This reduces logical complexity of the construction even though it involves
(considerably) more blowups. From this last fact stems another feature
of X〈n〉: it distinguishes some collisions that are treated as equal by Fulton
and MacPherson. There is a surjection ϑn : X〈n〉 → X[n] that essentially
retreats from making these distinctions, and it is completely symmetric as
well. Regardless of X, this map, derived from a description of X〈n〉 as the
closure of F(X,n) in a product of blowups, is an isomorphism for n 6 3 only,
and an iterated blowup otherwise. The fibers of ϑn have purely combinato-
rial nature and do not depend even on the dimension of X; their detailed
description will appear in a separate paper [U].
Geometrically, the limiting configurations in the Fulton–MacPherson com-
pactification are viewed in terms of tree-like successions of screens, each of
which is a tangent space to X with several labeled points in it, consid-
ered modulo translations and dilations. In a similar visualization for points
in X〈n〉, labels of a new kind, necessary because X〈n〉 has ‘more’ points
than X[n], augment the screens. This rests on a study of the strata: they
are bundles over X〈r〉, r < n, with fibers decomposable into products of
certain projective varieties. Named bricks, they form a family indexed by
integer partitions that includes, for example, permutahedral varieties. The
latter in fact show up in each brick as constituents that account for those
new labels.
As for the combinatorics underlying X〈n〉, here the place of subsets of [n],
nested collections of such subsets, and plain rooted trees is taken by parti-
tions of the set [n], chains of such partitions, and rooted trees whose vertices
are assigned integer numbers, called levels. With these changes, the natu-
ral stratification of X〈n〉 is quite similar to that of X[n]; moreover, ϑn is a
strata-compatible map corresponding to the forgetful map from leveled trees
to usual rooted trees.
Analogues for X〈n〉 of most results of Fulton and MacPherson follow
purely geometrically. Since the proofs do not require a functorial description
of the space, it is omitted.
The action of the symmetric group Sn on X
n by permuting the labels has
fixed points. Fulton and MacPherson showed that the isotropy subgroups
of the label permutation action of Sn on X[n] are solvable [FM, Theorem 5].
It turns out that in characteristic 0 the similar action of Sn on X〈n〉 has
only abelian isotropy subgroups; thus, singularities of X〈n〉/Sn can in prin-
ciple be resolved by toric methods [AMRT, Br, KKMS, O]. The resulting
space will provide an explicit desingularization of the symmetric product
Xn/Sn, as well as a smooth compactification of B(X,n) = F(X,n)/Sn, the
configuration space of n unlabeled points in X.
De Concini and Procesi developed a general approach to compactifying
complements of linear subspace arrangements by iterated blowups [DP]. For
each arrangement, it yields a family of wonderful blowups with minimal and
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maximal elements. Although they work with linear subspaces, their tech-
nique is local and can be applied to XnrF(X,n) for any smooth variety X;
in this case, the Fulton–MacPherson compactification is the minimal one,
while the polydiagonal compactification is the maximal one. Along the lines
of De Concini, MacPherson and Procesi [MP], Yi Hu has extended many
results presented here in Sections 4, 5 and 6 to blowups of arrangements of
smooth subvarieties and then recovered Kirwan’s partial desingularization
of geometric invariant theory quotients [Hu, Ki].
In addition, Hu computed the intersection rings in that general context of
arrangements. In the case of X〈n〉 these rings may be used to build a differ-
ential graded algebra model of F(X,n) for X a compact complex algebraic
manifold, as Fulton and MacPherson did. After that, Kriz streamlined their
differential graded algebra, while Totaro extracted a presentation of the co-
homology ring of the configuration space from the Leray spectral sequence
of its embedding into its ‘naive’ compactification Xn [Kr, Tot].
Historical note. (Communicated by W. Fulton.) Fulton and MacPherson
sought to build the space whose points would be described by screens; early
attempts led them to consider the spaces denoted here byX〈4〉 andX〈5〉, and
to identify what to blow down to create the desired X[4] and X[5]. Seeing
that as n grows, the blowdown description quickly becomes unwieldy, they
chose not to pursue this in general and finally settled on a nonsymmetric
procedure. D. Thurston pointed out a symmetric construction of X[n] and
used its real analogue in his work on knot invariants [Th].
Standing assumptions. Throughout the paper, X is a smooth irreducible
m-dimensional (m > 0) algebraic variety over some field k, and n is the
number of labeled points in X. The section on Hodge polynomials applies
only to complex varieties, and that on the symmetric group action, only to
the characteristic 0 case.
Outline of the paper. The first section is informal and serves to intro-
duce the basic ideas of the polydiagonal compactification on the simplest
example. A combinatorial interlude of Section 2 is followed by a discussion
of polyscreens and colored screens that represent points in X〈n〉.
Formally stated and proved results begin in Section 4 that contains: con-
struction of X〈n〉 by a symmetric sequence of blowups, a description of the
combinatorics of the complement X〈n〉 r F(X,n) as a divisor with normal
crossings and of the ensuing stratification of X〈n〉, and a recurrent formula
for the number of the strata. If X is a complex variety, the blowup construc-
tion translates into a formula for the (virtual) Hodge polynomial e(X〈n〉)
in terms of e(X) derived in the next section. In Section 6, a consideration
of X〈n〉 as the closure of F(X,n) in a product of blowups implies a surjection
ϑn : X〈n〉 → X[n], written then as an iterated blowup. Technical analysis
of the strata of X〈n〉 occupies Section 7, and the last section deals with the
isotropy subgroups of Sn acting on X〈n〉.
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1. Small numbers of colliding points
The purpose of this section is to introduce the main ideas of the paper
by looking at the case of 4 points—the smallest integer n for which X〈n〉 is
different from X[n] is 4.
To begin with, consider an example of two collisions of four points in
X = C2. The corresponding two limiting configurations arising in the ap-
proach of Fulton and MacPherson coincide; however, the polydiagonal com-
pactification will distinguish them. Take four points labeled by 1 through 4
and make them collide as t→ 0 in the following way:
⋄ the distance between 1 and 2 is O(t3),
⋄ the distance between 3 and 4 is O(t2),
⋄ the distance between the two pairs (12) and (34) is O(t).
Then do the same thing, except for a small exchange:
⋄ the distance between 1 and 2 is O(t2),
⋄ the distance between 3 and 4 is O(t3),
and call the two limiting points x1 and x2.
Both limiting points lie in the same stratum of X[4], the intersection of
three divisors D(1234), D(12), and D(34). The dimension of this stratum
is 5; the dimension of its fiber over a point in the small diagonal ∆ ⊂ X4
is 3. The three parameters record the ‘directions’ of collisions encoded by
the middle tree in Figure 1. Specifying these directions for the two approach
curves, that is, vectors hidden behind the symbol O, one can arrange that
x1 = x2 in X[4].
These approach curves actually belong to a whole family F of curves in
F(X, 4) whose limits in X[4] may coincide. Indeed, consider the diagonals
∆12 and ∆34 in X4, and their intersection ∆12|34. Both curves approach this
intersection, but the first one does it while having a 3rd degree osculation
to ∆12, and the second one does the same with ∆34. The projectivized
normal space P(TpX
4/Tp∆
12|34) parametrizes the family, and the two curves
above correspond to normal directions going along ∆12 and ∆34 respectively.
This suggests looking into a possibility of involving blowups of subvarieties
like ∆12 ∩ ∆34, if the objective is to obtain a compactification that would
distinguish from one another collisions produced by curves in such families.
Figure 1.
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Figure 2.
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The space that achieves this results from implementing a simple idea of
blowing up ‘from the bottom to the top’. Although the dominant feature of
the general case first comes to light when n = 4, it may be useful to begin
with the cases of two and three colliding points.
Assume that dimX > 1. There is no ambiguity about the case of n = 2
points: the compactification is the blowup of the diagonal in X2. If n = 3,
blowing up the small diagonal ∆ ⊂ X3 creates disjoint proper transforms of
∆12, ∆13 and ∆23 that can then be blown up in any order. The resulting
compactification coincides with X[3]. For n > 3, however, this strategy will
not work, and some additional blowups are needed [FM, bottom of p. 196],
but what they are Fulton and MacPherson do not specify.
The left graph in Figure 3 shows the diagonals in X4, including the space
itself, as vertices, and (nonrefinable) inclusions of the diagonals into each
other as edges. As before, blow up the small diagonal first, then blow up
the (disjoint) proper transforms of the four larger diagonals, like ∆123. Now
try to blow up the next level below them simultaneously. It does not work:
these six largest diagonals have not been made disjoint. How can this be
fixed?
The six lines intersecting at seven points depicted in Figure 2 are the
images of the large diagonals of R4 in the real projective plane P(R4/∆),
where ∆ is the small diagonal. Four of the points correspond to diagonals
like ∆123, and the other three, where the intersections are normal, represent
additional loci that need to be blown up to make the large diagonals disjoint.
The second graph in Figure 3 is obtained from the first one by adding these
three intersections ∆12∩∆34, ∆13∩∆24 and ∆14∩∆23. All seven vertices in
the second row correspond to subvarieties pairwise disjoint after the blowup
of the small diagonal ∆ ⊂ X4, so they can be blown up simultaneously,
and—crucially—after that the subvarieties from the row just below become
disjoint and can be blown up simultaneously. This gives a compactification
X〈4〉 of F(X, 4).
Figure 3. Diagonals (left) and polydiagonals (right) in X4
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Figure 4. A point in X[4]
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The construction ofX〈4〉 involves three more blowups than that ofX[4], so
the complement of F(X, 4) in X〈4〉 has three additional components D12|34,
D13|24 and D14|23. Collisions belonging to the family F discussed above
result in points in Z = D1234 ∩ D12|34. To accommodate these, as well as
more complicated degenerations of the same nature that appear for n > 4,
two new features are added to Fulton–MacPherson screens: the screens are
grouped into levels, and the group on each level bears a new parameter living
in a projective space.
Figure 4 illustrates the screen description of the limiting points in X[4] of
the family F : its macroscopic part is a single point in X and its microscopic
part consists of three screens, one for each of the subsets 1234, 12 and 34 of
{1, 2, 3, 4}. A screen is a tangent space TpX with a configuration of points
in it, considered up to dilations and translations. In particular, the last two
screens, S12 and S34, are completely independent of each other.
Pictures like the left one in Figure 6 will represent generic points of Z.
It consists of three levels:
(0) one point in X,
(1) a screen for 1234 with two distinct points, and
(2) a pair of screens S12 and S34 together with their scale factors α12 and
α34, where the pair [α12 :α34] is considered as a point in P
1.
The scale factors serve to compare the approach speeds of the pairs 12 and 34
by keeping track of independent dilations of their respective screens: for all
nonzero scalars φi, the pairs (Si, αi) and (φiSi, αi/φi) are identified, where
the screen in the second pair is the dilation of Si by the factor of φi, as in
Figure 5.
Figure 6. A degeneration in X〈4〉
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Nongeneric points of Z, which lie in Z ∩ D12 and Z ∩ D34, correspond
to incomparable speeds and to the points [0 : 1] and [1 : 0] in P1. They
result from collisions mentioned in the beginning of the section. Keeping
the screen S34 fixed while letting α34 → 0 is the same thing as keeping α34
fixed while contracting the screen. In the limit the two points in it collide,
but a new screen appearing on level 3 separates them. Trivial screens, which
contain a single point, may be omitted from the pictures.
Similarly, points in D12|34 away from D1234 are represented by config-
urations of two distinct points in X, labeled 12 and 34, plus screens S12
and S34 together with their scale factors, generically on the same level and
degenerating to two levels.
The microscopic levels in Figure 6 correspond to the intersecting divisors:
the first to D1234, the second to D12|34 and, in the right half of the figure,
the third to D34. Accordingly, trees that link screens together acquire some
extra structure: levels of vertices. For example, the two pictures in Figure 6
correspond to the middle and right trees in Figure 1. Such trees index the
strata of X〈4〉.
Scale factors are redundant on any level that contains only one nontrivial
screen. Since the middle tree in Figure 1 is, up to relabeling, the only tree
with four leaves in which two vertices may be on the same level, points
in X〈4〉 outside the three additional divisors will have exactly the same
screen description as for X[4]. In fact, forgetting the scale factors gives a
map ϑ4 : X〈4〉 → X[4] that blows down the divisor D
12|34 to the stratum
D(12) ∩D(34), and respectively for D13|24 and D14|23.
A combinatorial basis is necessary in order to generalize these ideas to an
arbitrary number of points, and it is very easy to find. The definition of ∆S
for any subset S of [n] = {1, . . . , n} applied to S = {k} gives ∆{k} = Xn,
hence ∆123 = ∆123 ∩∆4 and so on. The true combinatorial basis will thus
be the partitions of the set [n]. Indeed, when n = 4, the first blowup is
that of ∆ = ∆1234, which corresponds to the only partition into one block;
the next stage blowup centers correspond to all partitions into two blocks;
finally, all those corresponding to partitions into three blocks are blown up:
∆12 = ∆12 ∩∆3 ∩∆4 and so on.
2. Combinatorial background
This section is a short primer on the language of the rest of the paper: it
deals with basic properties of set partitions and a bijection between partition
chains and leveled trees.
Let [n] denote the set {1, . . . , n} of integers. A partition π of [n] is a
set of disjoint subsets of [n], called the blocks of π, whose union is [n].
Nonsingleton blocks are called essential. The two functions of partitions that
are most important for this work are ρ(π), the number of blocks, and ǫ(π),
the number of essential blocks. The integer partition whose parts are one
less than the cardinalities of the essential blocks of π is called the essential
shape of π and denoted by λ(π). For example, π1 = {12357, 9, 468} and
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π2 = {15, 23, 7, 9, 468} are two partitions of [9] with
ρ(π1) = 3, ǫ(π1) = 2, λ(π1) = (4, 2),
ρ(π2) = 5, ǫ(π2) = 3, λ(π2) = (2, 1, 1).
Let L[n] be the set of all partitions of [n]. There is a refinement partial
order on L[n]: π1 6 π2 whenever each block of π2 is contained in a block of π1,
as in the example. This makes L[n] a ranked lattice, with ρ(π) being the
rank function. The minimal (bottom) and maximal (top) elements of L[n]
are denoted by ⊥ and ⊤ respectively.
The Stirling number of the second kind S(n, k) is the number of parti-
tions of [n] into exactly k blocks. Many textbooks on combinatorics discuss
these numbers and the partition lattice, for instance, Andrews [An] and
Stanley [Sta1].
An interval [π′, π′′] in a lattice L is its subset {π |π′ 6 π 6 π′′}. In L[n],
every lower interval [⊥, π] is isomorphic to L[ρ(π)] and every upper interval
[π,⊤] is isomorphic to L[ν1+1] × · · · × L[νr+1], where λ = λ(π) = (ν1, . . . , νr)
is the essential shape of π. This product will be denoted by Lλ.
A totally ordered subset of a partially ordered set is called a chain. The
length of a chain is the number of its elements. Half of the chains in L[n]
contain the top (finest) partition, and the other half do not; from now on, a
chain will mean a partition chain of the latter kind.
Lengyel represented [Le] partition chains as trees. If γ = {π1, . . . , πk},
where πi < πi+1 for 1 6 i 6 k, then the associated tree has the blocks of
each partition as its interior vertices, one additional vertex (the root) and
leaves labeled by 1, . . . , n. Edges indicate inclusions of blocks of πi+1 into
those of πi and of the elements of [n] into the blocks of πk; they also connect
the blocks of π1 to the root. The left tree in Figure 7 goes with the chain
γ = {π1, π2, π3}, where
π1 = {12357, 9, 468}, π2 = {15, 23, 7, 9, 468}, π3 = {1, 5, 23, 7, 9, 46, 8}.
The 2-valent vertices (except for the root if it happens to be such) may
be called the phantom vertices because it is often convenient to omit them;
this gives trees like the middle one in the same figure. Furthermore, labels
of interior vertices are also unnecessary. In thus simplified tree the set of
interior vertices is the set {12357, 468, 23, 46, 15} of all essential blocks in
the three partitions, and they appear to be on different levels reflecting how
far in the chain they survive unsubdivided. This leads to the following
Figure 7. From a partition chain to a leveled tree (and back)
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Definition. A k-leveled tree is a pair (T, η), where T is a rooted tree without
2-valent vertices, except possibly for the root, and η is a surjective poset map
from the set of vertices of T with the parent-descendant partial order to the
set of integers {0, . . . , k} with its standard order. (The root goes to 0.) The
number η(v) is called the level of the vertex v. The map from leveled trees
with marked leaves to usual rooted trees with marked leaves by (T, η) 7→ T
is denoted by θ.
The term leveled tree belongs to Loday, although his trees are binary [Lo].
An inspiring picture evinces that Tonks used leveled trees implicitly [Ton].
In both references the leaves are not marked. The sole purpose of the root
is to simplify wording: without it, we would be dealing not only with trees,
but also with groves (disjoint unions of trees).
The example above demonstrates how to pass from a k-chain γ of parti-
tions of [n] to a k-leveled tree (Tγ , ηγ) with n marked leaves; this is actually
a bijection when restricted to such chains γ that ⊤ 6∈ γ. There is a unique
(shortest) path from the root of (T, η) to each leaf, and each pair of such
separate at a vertex on certain level j. The labels of the two leaves will be
in the same block in the partitions πi for i 6 j, and they will be in different
blocks in πi for i > j. This defines the k-chain γ(T, η).
It will also be useful to associate with a k-leveled tree (T, η) a sequence
{λi(T, η)} = {λi(γ)} of integer partitions as follows. While λ0 has just one
part, equal to the valency of the root of T , the partition λi, 1 6 i 6 k, is to
have as many parts as there are vertices of (T, η) on level i, and each part is
to be one less than the number of direct descendants of the corresponding
vertex. With that, ρ(π1) = λ0(γ) and [πi, πi+1] ≃ Lλi(γ) for 1 6 i 6 k,
where γ = γ(T, η) = {π1, . . . , πk} and πk+1 = ⊤. For the example above,
λ0 = (3), λ1 = (2), λ2 = (1, 1) and λ3 = (1, 1).
3. Polyscreens and colored screens
Partition chains and leveled trees of the previous section play in the poly-
diagonal compactification X〈n〉 the same role as nests of subsets of [n] and
usual trees (groves) do in the Fulton–MacPherson compactification X[n].
They index the strata and are an integral part of the geometric description
of points in X〈n〉, explained in this section without any proofs. It is implied
by the technical work of Section 7.
For a chain γ = {π1, . . . , πk}, each point x in the stratum Sγ of X〈n〉
is represented by a configuration x′ of distinct points in X labeled by the
blocks of π1 and a coherent sequence of polyscreens PS
π1 , . . . ,PSπk at x′.
Let p(x′, β) be the point in the configuration x′ labeled by the block of π1
that contains β ⊆ [n]. This makes sense for every block β of every π > π1.
Definition. A polyscreen PSπ at x′ is given by: for each block βi of π, a
configuration Si of card(βi) points in the tangent space to X at p(x
′, βi),
labeled by the elements of βi, and a nonzero scalar αi, called the scale factor
of Si. The data is considered modulo the following relations:
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Figure 8
X •
•9
•
•7
•
•
•
1 •
5
α=1
•
2
•
3
α=4
•8
•
α=2
•
6
•4
α=1
Level 0
Level 1
Level 2
Level 3
(a) translation of any screen Si;
(b) dilation of any screen Si with compensating change of its scale factor:
(Si, αi) ∼ (φSi, φ
−1αi), φ ∈ k
×;
(c) simultaneous multiplication of all αi by an element of k
× (rescaling).
A sequence of polyscreens PSπ1 , . . . ,PSπk is coherent if, for all j = 1, . . . , k−1,
two labeled points in PSπj coincide if and only if their labels belong to the
same block of πj+1, and all labeled points in PS
πk are distinct.
Coherence makes a sequence PSγ conform to the leveled tree (Tγ , ηγ), as
the example in Figure 8 of a point inX〈9〉 does to the (right) tree in Figure 7.
This means that the root of the tree corresponds to X, each internal vertex
has a screen attached to it and the direct descendants of each vertex form a
configuration of distinct points in X or in the respective screen. The screens
in PSγ attached to the phantom vertices of (Tγ , ηγ) contain just one distinct
labeled point and are called trivial; they carry no information and are left
out of the pictures.
Nontrivial screens in a polyscreen PSπj are exactly Fulton–MacPherson
screens for those blocks of πj that are subdivided in πj+1 (all essential blocks
of πj if j = k). The data of PS
πj is equivalent to this collection of screens
together with the point in the projective space Prj−1 given by the rj-tuple
of scale factors, where rj is the number of nontrivial screens in PS
πj .
If γ = {π1, . . . , πk} starts with the bottom partition ⊥, then for all
points x in Sγ the configuration x
′ is a single point p in X, and all screens
in PSγ(x) are based on the same tangent space TpX. Under the additional
assumption that char k = 0, now made for the rest of this section, the data
of each polyscreen PSπj(x) then fits into a single colored screen CSπj(x).
Definition. Let a color be any nonempty subset of [n]. A colored screen
CSπ at p is a configuration of n colored points x1, . . . , xn in TpX, consid-
ered modulo dilations of TpX, where the color of xi is the block of π that
contains i, such that the points of each color are centered around the origin
(their vector sum is 0).
A sequence CSπ1 , . . . ,CSπk is coherent if, for all j = 1, . . . , k − 1, two
points of the same color coincide in CSπj if and only if they have the same
color in CSπj+1 , and in CSπk no points of the same color coincide.
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Figure 9. Conversion to color
•
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•
2
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•
3
•
4
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1
•
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•
3
•
4
α34=1
7→
•
1
•
2
◦
3
◦
4
To convert a polyscreen PSπ into a colored screen CSπ, first translate the
representative screens of PSπ to center the points around the origin, then
dilate them to make all scale factors equal. Identifying now the underlying
spaces of the screens, place several configurations in the same TpX. To tell
them apart, colors of points are added as a way of recording which one of
the screens each point comes from. Figure 9 shows the simplest nontrivial
example.
Since this conversion of polyscreens into colored screens respects coher-
ence, points in X〈n〉 corresponding to collisions at a single point in X can be
viewed in terms of coherent sequences of colored screens. This interpretation
is useful in Section 8 for studying the natural action of Sn on X〈n〉.
4. Construction of the compactification
For a partition π of [n], denote by ∆π ⊆ Xn the subset of all points
(x1, . . . , xn) with xi = xj whenever i and j are in the same block of π, and
call ∆π a polydiagonal. The diagonals of Xn correspond to partitions with
only one essential block. The set of all polydiagonals in Xn is naturally a
lattice isomorphic to L[n], with its top element X
n itself.
Theorem 1. The following (n − 1)-stage sequence of blowups results in a
smooth compactification X〈n〉 of the configuration space of n distinct labeled
points in a smooth algebraic variety X:
• the first stage is the blowup of ∆, the small diagonal of Xn;
• the k-th stage, 1 < k < n, is the blowup of the disjoint union of the
previous stage proper transforms Y πk−1 of ∆
π, for all partitions π of
the set [n] = {1, . . . , n} into exactly k blocks.
Remark. In the language of De Concini and Procesi [DP], the building set
for this iterated blowup construction consists of all possible intersections of
the diagonals of Xn, and therefore it is maximal. The building set of the
Fulton–MacPherson compactification includes only those intersections that
fail to be normal, so X[n] is the minimal compactification of F(X,n) with
the property that the complement to the configuration space is a divisor
with normal crossings.
Two smooth subvarieties U and V of a smooth algebraic variety W are
said to intersect cleanly if U 6⊂ V 6⊂ U , their scheme-theoretic intersection is
smooth and the tangent bundles satisfy T (U ∩ V ) = TU ∩ TV . Two poly-
diagonals ∆π1 and ∆π2 in Xn intersect cleanly unless one of them contains
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the other; the noncontainment condition is that the partitions π1 and π2 are
incomparable in L[n].
Recall two standard results about the behaviour of clean intersections
under blowups:
Lemma 1. Let W be a smooth algebraic variety and let U , V be smooth
subvarieties of W intersecting cleanly. Then
(a) the proper transforms of U and V in BlU∩V W are disjoint;
(b) if Z is a smooth subvariety of U ∩V , then the proper transforms of U
and V in BlZ W intersect cleanly. 
Proof of Theorem 1. Denote the space obtained at stage k by Yk and orga-
nize the projections of the fiber squares of all stages as
X〈n〉 = Yn−1 // Yn−2 // . . . // Y1 // Y0 = X
n.(1)
Then Y π0 = ∆
π and Y πk is the proper transform of Y
π
k−1 in Yk if ρ(π) 6= k,
while Y πρ(π) is the component of the exceptional divisor over Y
π
ρ(π)−1.
The statement will follow once it has been shown that the stated sequence
of blowups can indeed be performed. For this, it suffices to check that the
centers of those simultaneous blowups will have indeed become disjoint after
the previous stages of the construction. The proof will be done by induction
on k, for all X〈n〉 at the same time; after stage k, the induction will stop for
X〈k + 1〉, and it will continue on for X〈n〉 with n > k + 1.
For any pair of distinct partitions π1 and π2 of [n] into two blocks, their
meet π1 ∧ π2 is the ‘nonpartition’, so ∆
π1 ∩ ∆π2 = ∆π1∧π2 = ∆, the small
diagonal of Xn. By Lemma 1a, the transforms Y π11 and Y
π2
1 will be disjoint,
making the second stage possible.
Assume that stage k−1 has been performed; this means that the varieties
X〈n〉 have been constructed for 1 6 n 6 k, and only those for n > k are
still being built. Also assume that the proper transforms Y πk−1 for π with
ρ(π) = k are disjoint.
For each partition π ∈ L[n] with ρ(π) = k, the projection X〈k〉 → X
k
pulls back the obvious isomorphism Xk ≃ ∆π ⊂ Xn to an isomorphism
X〈k〉 ≃ Y πk−1 ⊂ Yk−1. All these subvarieties are disjoint by the inductive
assumption, and can all be blown up at the same time. This defines the
variety X〈k + 1〉.
To provide the inductive step necessary to continue the construction of
X〈n〉 for n > k+1, the intersection Y π1k ∩Y
π2
k must be empty for all pairs of
distinct π1, π2 in L[n] with ρ(π1) = ρ(π2) = k+1. Such a pair automatically
satisfies the noncontainment condition; so ∆π1 ∩ ∆π2 = ∆π1∧π2 is a clean
intersection. Since ρ = ρ(π1 ∧ π2) < k + 1, a repeated use of Lemma 1b
shows that Y π1ρ−1∩Y
π2
ρ−1 = Y
π1∧π2
ρ−1 is a clean intersection, and then Lemma 1a
implies that Y π1ρ ∩ Y
π2
ρ is empty. The proper transforms of ∆
π1 and ∆π2
become disjoint after stage ρ 6 k, and the proof is complete. 
Corollary 1. For each π ∈ L[n] we have Y
π
ρ(π)−1 ≃ X〈ρ(π)〉.
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Proof. This has been obtained while proving the theorem, and is formulated
separately only for the ease of future reference. 
Flag Blowup Lemma. Let V 10 ⊂ V
2
0 ⊂ · · · ⊂ V
s
0 ⊂W0 be a flag of smooth
subvarieties in a smooth algebraic variety W0. For k = 1, . . . , s, define
inductively: Wk as the blowup of Wk−1 along V
k
k−1; V
k
k as the exceptional
divisor in Wk; and V
i
k , for i 6= k, as the proper transform of V
i
k−1 in Wk.
Then the preimage of V s0 in the resulting variety Ws is a normal crossing
divisor V 1s ∪ · · · ∪ V
s
s .
Remark. This auxiliary result is implicit in earlier works [FM, Ka2].
Proof. In a blowup p : BlZW → W of a smooth algebraic variety W along
a smooth center Z, if V˜ is the proper transform of a smooth variety V ⊃ Z,
then in terms of ideal sheaves I(p−1(V )) = I(V˜ )·I(E). Applied at each step,
this equality yields I(p−1s (V
s
0 )) = I(V
1
s )× · · · × I(V
s
s ), where ps : Ws →W0
denotes the composition of the stated blowups. 
Proposition 1. For each partition π of [n] with at least one essential block,
there is a smooth divisor Dπ ⊂ X〈n〉 such that:
(a) The union of these divisors is D = X〈n〉r F(X,n).
(b) Any set of these divisors meets transversally.
(c) An intersection Dπ1 ∩ · · · ∩Dπk of divisors is nonempty exactly when
the partitions form a chain. In other words, the incidence graph of D
coincides with the comparability graph of the lattice L[n] with the top
partition removed.
Corollary 2. (a) X〈n〉 is stratified by strata Sγ =
⋂
π∈γ D
π parametrized
by all chains γ in L[n].
(b) The codimension of Sγ in X〈n〉 is equal to the length of γ.
(c) The intersection of two strata Sγ and Sγ′ is nonempty exactly when
γ∪γ′ is a chain, in which case Sγ∩Sγ′ = Sγ∪γ′ . In particular, Sγ ⊃ Sγ′
if and only if γ ⊂ γ′.
Proof. We concentrate on the normal crossing property, which implies the
other claims.
By construction, the proper transform of every polydiagonal ∆π ⊂ Xn
under X〈n〉 → Xn is a smooth divisor; it will be denoted by Dπ. The proper
transforms of ∆π1 and ∆π2 become disjoint when that of their intersection
∆π1∧π2 is blown up, unless one of ∆π1 and ∆π2 contains the other, that is,
unless {π1, π2} is a chain.
In order to show that for any saturated (maximal length) chain γ = {πi},
the union Dγ = Dπ1 ∪ · · · ∪ Dπn−1 is a normal crossing divisor in X〈n〉,
consider the flag of polydiagonals ∆π1 ⊂ · · · ⊂ ∆πn−1 ⊂ Xn. The blowups
of Y πρ(π)−1 for π 6∈ γ are irrelevant for the intersection of the components
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of Dγ because their centers are disjoint from
n−1⋂
i=1
Y πiρ(π)−1;
hence, the Flag Blowup Lemma can be applied. The normal crossing prop-
erty of Dγ follows by the lemma, and so does the proposition: since any
chain γ′ is refined by a saturated chain γ, the components of
⋃
π∈γ′ D
π form
a subset of components of
⋃
π∈γ D
π. 
Enumeration of the strata. The number of strata in X〈n〉, n > 1, is
equal to the number 2Z(n) of chains in L[n]. There is a factor of 2 here
because half of the chains contain ⊥ and half do not (the top ⊤ is always
excluded). Sloane and Plouffe [SP] catalogued the sequence {Z(n)} of inte-
gers as M3649. Since the following recurrence relation is immediate:
Z(n) =
n−1∑
k=1
S(n, k)Z(k),
the first few values of Z(n) are easy to compute. No closed general formula
is known, although Babai and Lengyel described the asymptotics of Z(n),
up to yet undetermined constant [BL, Le].
Here is a small table of the numbers of strata in X[n] and X〈n〉:
n 2 3 4 5 6 7 8 9
X[n] 2 8 52 472 5504 78416 1320064 25637824
X〈n〉 2 8 64 872 18024 525520 20541392 1036555120
As codimension-1 strata are the components Dπ of the divisor at infinity,
there are B(n) − 1 of them, where B(n) is the Bell number, equal to the
number of partitions of [n]. The minimal strata have codimension n−1 and
correspond to saturated chains in L[n], whose number is 2
1−nn!(n− 1)!.
5. The Hodge polynomial of X〈n〉
If X is a smooth complex algebraic variety, the construction of X〈n〉
allows an easy derivation of a formula for the Hodge polynomial, hence, for
the Poincare´ polynomial of X〈n〉 in terms of those of X.
The notion of a virtual Poincare´ polynomial extends the usual one to
all complex algebraic varieties and provides a good tool for computing the
Poincare´ polynomials of blowup constructions.
Lemma 2. (a) If Y is smooth and compact, the virtual Poincare´ polyno-
mial P (Y ) coincides with the usual Poincare´ polynomial of Y .
(b) If Z is a closed subvariety of Y , then P (Y ) = P (Z) + P (Y r Z).
(c) If Y ′ → Y is a bundle with fiber F which is locally trivial in the Zariski
topology, then P (Y ′) = P (Y )P (F ). 
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Using Deligne’s mixed Hodge theory [De1, De3], Danilov and Khovanskii
defined a refinement of P (X), the virtual Hodge polynomial e(X), also called
the Serre polynomial, and proved [DKh] that it has the properties listed
in Lemma 2, also independently found by Durfee [Du]. Cheah, Getzler
and Manin computed the Hodge polynomials of the Fulton–MacPherson
compactifications via generating functions [Ch, Ge, M], while the original
paper dealt with summation over trees (groves).
Proposition 2. For any two positive integers m and n, there is a polyno-
mial Umn (t, x) such that for any smooth m-dimensional complex algebraic va-
riety X the Hodge polynomial of X〈n〉 is e(X〈n〉; z, z¯) = Umn (zz¯, e(X; z, z¯)),
and in particular, P (X〈n〉; t) = Umn (t, P (X; t)). The polynomials U
m
n (t, x)
satisfy the recurrence relation
Umn (t, x) = x
n +
n−1∑
k=1
S(n, k)h(n−k)m(t)U
m
k (t, x),
where hd(t) = P (CP
d−1)− 1 = t2d−2 + · · ·+ t4 + t2.
Proof. Straightforwardly from the construction of X〈n〉 and Lemma 2,
e(Yk) = e(Yk−1) +
∑
ρ(π)=k
(
e(P(Nπ))− 1
)
e(Y πk−1),
whereNπ is the fiber of the normal bundle to Y πk−1 in Yk−1, which is C
(n−k)m
by an easy dimension count. Corollary 1 converts this formula into
e(Yk) = e(Yk−1) + S(n, k)h(n−k)m(zz¯)e(X〈k〉).
Since Y0 = X
n and Yn−1 = X〈n〉, there results a recurrence relation
e(X〈n〉) = e(X)n +
n−1∑
k=1
S(n, k)h(n−k)m(zz¯)e(X〈k〉),
and both claims immediately follow. 
A nonrecursive expression for Umn (t, x) can be found by expanding in the
right-hand side of the recurrence the terms with the highest k present in a
loop down to k = 2 terms:
Umn (t, x) = x
n +
n−1∑
s=1
(
xs
n−s∑
r=1
∑
Jrs,n
r∏
i=1
S(ji, ji−1)h(ji−ji−1)m(t)
)
,
where Jrs,n = {(j0, . . . , jr) ∈ Z
r+1 | s = j0 < · · · < jr = n}.
Similar computations of the Hodge polynomials of the strata in the strat-
ification of X〈n〉 from Corollary 2 can be carried out using the description
of their structure given in Section 7.
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6. X〈n〉 as a closure and a surjection X〈n〉 → X[n]
In this section I present X〈n〉 as the closure of the configuration space
embedded in a product of blowups, exhibit a surjection X〈n〉 → X[n], and
write it as an iterated blowup.
First, the results of Section 4 about the structure ofX〈n〉 at infinity should
be rephrased in terms of ideal sheaves. Let I(∆π) be the ideal sheaf of ∆π
in OXn . For any k, 1 6 k 6 n − 1, let τk : Yk → X
n be the appropriate
composition of projections from Eq. (1), let Ik(π) be the ideal sheaf in OYk
generated by τ∗k (I(∆
π)), and also let I(Y πk ) be the ideal sheaf of Y
π
k in OYk .
This notation, although similar to Fulton and MacPherson’s, is not quite
the same. The assertions of Proposition 1 can be restated as
In−1(π) =
∏
π′6π
I(Dπ
′
),
while at the intermediate stages
Ik(π) =
∏
π′6π with ρ(π′)6k
I(Y π
′
k ).
Since Y π
′
k ⊂ Yk is a divisor if ρ(π
′) < k, it follows that Ik(π) = I(Y
π
k ) · J ,
where J is an invertible ideal sheaf.
Proposition 3. The variety X〈n〉 constructed by blowing up is the closure
of the configuration space F(X,n) in∏
π∈L[n]
Bl∆pi X
n.
Remark. The top partition contributes the factor Xn.
Proof. By induction on k, each Yk is the closure of F(X,n) in
Xn ×
∏
ρ(π)6k
Bl∆pi X
n.
The basis is clear: Y0 = X
n. Then, Yk is the blowup of Yk−1 along∐
ρ(π)=k
Y πk−1,
or in other terms, along
I
( ∐
ρ(π)=k
Y πk−1
)
=
∏
ρ(π)=k
I(Y πk−1).
This ideal sheaf becomes
Ik−1 =
∏
ρ(π)=k
Ik−1(π)
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upon multiplying by an invertible ideal sheaf, and blowing up Ik−1 is equiv-
alent to taking the closure of the graph of the rational map from Yk−1 to∏
ρ(π)=k
Bl∆pi X
n.
This provides the inductive step, and eventually Yn−1 = X〈n〉. 
Both the statement and its proof parallel those by Fulton and MacPherson
[FM, Prop. 4.1], who use pullbacks by X[n] → Xn → XS , for S ⊂ [n],
#S > 1, and also by fS : Yk → X
n → XS at the intermediate stages, while
here τk : Yk → X
n. A slight reformulation of their characterization of X[n]
as a closure elucidates its similarity with X〈n〉. For each S as before, take
the diagonal ∆S ⊂ Xn and pull back its ideal sheaf by the first of the two
arrows whose composition is fS; this gives the same ideal sheaf f
∗
S(I(∆)).
Proposition 4. The variety X[n] is the closure of F(X,n) in
Xn ×
∏
S⊂[n],#S>1
Bl∆S X
n.
The two compactifications can now be related.
Proposition 5. For each n > 1, there is a surjection ϑn : X〈n〉 → X[n].
Proof. Start with notation for the products from Propositions 3 and 4:
Π =
∏
ǫ(π)>1
Bl∆pi X
n, and Π′ =
∏
ǫ(π)=1
Bl∆pi X
n,
where ǫ(π) is the number of essential blocks in a partition π. If S is the only
essential block of π, then ∆S = ∆π, so Π′ can indeed be used for X[n].
Π
p

F(X,n) //
11
--
Xn
φ
==
ψ
!!
Π′
Xn ×Π
id×p

F(X,n) //
11
--
Xn
G(φ)
99
G(ψ)
%%
Xn ×Π′
Now take the left of these two diagrams, where φ and ψ are rational maps
defined on F(X,n), and notice that the projection id × p maps the closure
G(φ) of the graph of φ onto the closure G(ψ) of the graph of ψ. 
This surjection ϑn admits a more explicit description. For n 6 3, it is the
identity map; otherwise, it can be written as a composition
X〈n〉 =Wn−2
βn−2
// Wn−3
βn−3
// . . . β3 // W2
β2 // W1 = X[n],(2)
where Wk
βk−→ Wk−1 is the blowup in Wk−1 of (the disjoint union of the
proper transforms under βk−1 ◦ · · · ◦ β2 of) some strata X(S) of X[n]; their
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encoding nests S are characterized below. Favoring imprecision over repet-
itiveness, I will neglect to reiterate the ritual phrase that in the previous
sentence appears in parentheses.
Let U ⊂ X[n] be the union of all strataX(S) such that the nest S contains
two disjoint subsets of [n]. The irreducible components of this codimension 2
reduced subscheme are X(S) for all nests S = {S1, S2} with S1 ∩ S2 = ∅,
which intersect transversally [FM, Theorem 3]. The map ϑn is an iterated
blowup of X[n] along U , but not all the strata contained in U are centers
of a blowup βk. The components of the center of βk are the strata X(S)
such that S is the set of all essential blocks of a partition π ∈ L[n] with
ρ(π) = k and ǫ(π) > 1, which is always a nest. The transversality of the
strata guarantees that, whenever the sequence β2, . . . , βn−2 calls for two
intersecting strata to be in the center of the same βk, the previous stages
will have made them disjoint. The sequence itself implies that, whenever
X(S) ⊂ X(S ′) are both to become centers, the smaller stratum is blown up
before the larger one.
Alternatively, the variety Wk can be defined as the closure of F(X,n) in
Xn ×
∏
ρ(π)6k or ǫ(π)=1
Bl∆pi X
n,
and an argument similar to Proposition 3 shows that this is equivalent to
the blowup description.
Examples. Here X(S1, . . . , Sk) = D(S1) ∩ · · · ∩ D(Sk) refers to strata
of X[n].
The map ϑ4 is the blowup of 3 disjoint codimension-2 strata X(12, 34)
and alike, for the nests obtained from the 3 partitions of shape (2, 2). The
divisor D12|34 ⊂ X〈4〉 is a P1-bundle over X(12, 34).
For n = 5, there are two maps in Eq. (2). The first blows up 10 disjoint
codimension-2 strata, like X(123, 45), corresponding to the partitions of
shape (3, 2). The second blows up 15 disjoint codimension-2 strata, like
X(12, 34), corresponding to (2, 2, 1).
For n = 6, there are three stages according to the partitions
(4, 2), (3, 3); (3, 2, 1), (2, 2, 2); (2, 2, 1, 1).
Here we encounter inclusions like X(12, 34, 56) ⊂ X(12, 34). Interestingly,
the proper transform by ϑ6 of X(12, 34, 56), which is the divisor D
12|34|56, is
a bundle over X(12, 34, 56) with fiber P2 blown up at three points. Propo-
sition 11 generalizes this observation.
The preimage in X〈n〉 of a stratum of X[n] is
ϑ−1n (X(S)) =
⋃
(T,η)∈θ−1(T (S))
S(T,η),
the union of all strata encoded by the leveled trees (T, η) with the same
base tree T (S) and any legal assignment of levels to its interior vertices.
The map ϑn is thus strata-compatible.
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Proposition 6. The fibers of ϑn : X〈n〉 → X[n] are independent of X and
even of its dimension. The fiber over a point in X(S) that is not in any
smaller stratum is completely determined by the nest S.
Proof. The normal space Nx at a point x to X(S) ⊂ X[n] is independent of
dimX (assumed positive): its dimension is equal to the cardinality of the
nest S. The nest alone determines the iterated blowup of Nx induced from
Eq. (2), and the preimage of the origin under it is isomorphic to ϑ−1n (x). 
7. Structure of the strata
This section begins by discussing a family of linear subspace arrangements
indexed by integer partitions; each of them leads to a projective variety that
will be called a brick. Points of a brick correspond to polyscreens, and by
presenting the strata of X〈n〉 as bundles over X〈k〉 whose fibers are products
of bricks, the polyscreen description of X〈n〉 is established here.
The configuration space F(A1, n) is the complement to the braid arrange-
ment of hyperplanes in An, the motivating example for much of the theory
of hyperplane arrangements [OT]. The analogue for Am, denoted by B¯mn ,
is an arrangement of codimension m linear subspaces of (Am)n. Its strata
are various intersections of the large diagonals, so the partitions of [n] in-
dex them, for each m > 1; in other words, the intersection lattice of B¯mn
is isomorphic to the partition lattice L[n]. These and all other subspace
arrangements encountered in this section are c-plexifications of hyperplane
arrangements [Bj]. This means practically that most information about B¯mn
can be extracted from the braid arrangement B¯1n.
For any partition π of [n], the images in the quotient Cmπ = (A
m)n/∆π
of those large diagonals that contain ∆π form an induced arrangement Bmπ .
For π = ⊥(L[n]), it is denoted by B
m
n−1 (actual subscripts will be integers νi);
ifm = 1, this is the Coxeter arrangement of type An−1. For other partitions,
Bmπ is a product arrangement, as Lemma 3 shows below.
For two subspace arrangements Ai = {K
i
1, . . . ,K
i
si} in k-vector spaces Vi,
i = 1, 2, the product arrangement A1 × A2 in V1 ⊕ V2 is the collection of
subspaces {K11 ⊕ V2, . . . ,K
1
s1 ⊕ V2,K
2
1 ⊕ V1, . . . ,K
2
s2 ⊕ V1}. For each integer
partition λ = (ν1, . . . , νr), define B
m
λ as the product B
m
ν1 × · · · × B
m
νr . The
intersection lattice of a product is the product of those of the factors; for Bmλ
this gives the lattice Lλ = L[ν1+1] × · · · × L[νr+1].
As an example, take for λ the finest partition (1, . . . , 1) of r, often denoted
by 1r. Since B11 is the arrangement {0} in k, its r-th power B
1
1r is the
arrangement of coordinate hyperplanes in kr.
Lemma 3. Up to a change of coordinates Bmπ ≃ B
m
λ , where λ = λ(π) is the
essential shape of π.
Proof. Look at the equations of the large diagonals containing ∆π, that is,
∆ij = {(x1, . . . , xn) ∈ (A
m)n |xi = xj} for all pairs of i and j belonging
to the same block of π. Equations coming from different blocks of π are
independent of each other, leading to the product decomposition. 
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Figure 10
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The polydiagonal compactification Am〈n〉 is the maximal blowup of the
arrangement B¯mn , in the sense that all strata of B¯
m
n are blown up in the course
of its construction. In the same fashion, all strata of the arrangement Bmλ
can be blown up in the ascending order given by their dimensions. The first
stage is always the blowup of the origin, creating the exceptional divisor
P(Cmλ ) ≃ P
m|λ|−1, where |λ| is the sum of all parts of λ.
The main objects of interest for this section are defined as follows.
Definition. For any integer partition λ, a brickMmλ is the proper transform
of P(Cmλ ) in the maximal blowup of B
m
λ . If λ has only one part, the brickM
m
λ
is simple, otherwise it is compound. The open brick ◦Mmλ is the complement
in P(Cmλ ) of the projectivization of B
m
λ .
Examples. The brick Mm1 is just P
m−1 (a single point if m = 1).
The bricks Mm2 and M
m
1,1 are blowups of P
2m−1; their centers are, respec-
tively, three and two copies of Mm1 .
The bricks Mm3 , M
m
2,1 and M
m
1,1,1 are 2-stage blowups of P
3m−1; the lower
intervals in L3, L2,1 and L1,1,1 determine their centers, respectively:
7 copies of Mm1 , then 6 copies of M
m
2 ;
4 copies of Mm1 , then 3 copies of M
m
1,1 and 1 copy of M
m
2 ;
3 copies of Mm1 , then 3 copies of M
m
1,1.
For M13 , look again at Figures 2 and 3 on page 6. Similar pictures for M
1
2,1
and M11,1,1 are in Figures 10 and 11. Comparison of these figures suggests
that refining the indexing partition corresponds to omitting some subspaces
from the arrangement. This is proved in general in Proposition 12.
Of special importance is the brick M11r that arises from the coordinate
arrangement in kr: blow up r points in Pr−1 in general position, then blow
up the proper transforms of all lines spanned by pairs of these points, then
blow up those of all planes spanned by triples, and so on. Thus M11r is
isomorphic to the space Πr that Kapranov called the permutahedral space
[Ka2, p. 105]. It is the compact projective toric variety whose encoding
polytope is the permutahedron Pr, usually defined as the convex hull of the
set of r! points in Rr with coordinates (σ−1(1), . . . , σ−1(r)), for all σ ∈ Sr.
This polytope can also be obtained from the standard (r − 1)-simplex by
chopping off first all its vertices, then all that remains of its edges, then faces,
and so on; this corresponds to the sequence of blowups producing Πr. In
addition, this variety is the closure of a principal toric orbit in the complete
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flag variety and it has been extensively studied from various perspectives
[At, DL, GS, P, Sta2, Ste1, Ste2].
For each m > 1, the brick Mm1r is a toric variety because all strata of B
m
1r ,
sitting in Prm−1, are (k×)rm-invariant.
Proposition 7. Every open compound brick has the structure of a bundle
◦M11r
// ◦Mmλ
// ◦Mmν1 × · · · ×
◦Mmνr ,(3)
where λ is the integer partition (ν1, . . . , νr).
Proof. The complement to Bmνi in (A
m)νi is F(Am, νi + 1)/A
m, the config-
uration space of νi + 1 distinct labeled points in A
m modulo translations.
Since ◦Mmλ is the complement in P(C
m
λ ) to the projectivization of the ar-
rangement Bmλ = B
m
ν1 × · · · × B
m
νr , it follows that
◦Mmλ = P(
◦Cmλ ), where
◦Cmλ =
r∏
i=1
(
F(Am, νi + 1)
/
Am
)
,(4)
is the orbit space of the diagonal action of k× on this product by dilations.
Separate actions of k× on each factor together give that of (k×)r on ◦Cmλ .
Its total orbit space is isomorphic to the product of those coming from the
factors, which is ◦Mmν1 × · · · ×
◦Mmνr . The orbit space
◦Mmλ maps into this
product, with fiber (k×)r/k× ≃ ◦M11r . 
The next two propositions follow from the general work of De Concini
and Procesi [DP, pages 480–482], but they can also be proved directly.
Proposition 8. (a) The compactification Am〈n〉 is the product Am × L,
where L is the total space of a line bundle over the simple brick Mmn−1.
(b) The simple brick Mmn−1 is a compactification of F(A
m, n)/Aff, where
Aff is the group of all affine transformations in Am.
Proof. (a) The direct factor Am is the small diagonal ∆ ⊂ (Am)n. The
essential shape of the bottom partition of [n] is the integer n − 1, thus by
definition, there is a map ψ : Mmn−1 → P = P((A
m)n/∆). The bundle L is
the pullback by ψ of the tautologial line bundle over P ; since ψ is an iterated
blowup, Lemma 4 (formulated below) has to be used at each stage.
(b) Affine transformations identify any nondegenerate configuration in Am
with a degenerate one in which all n points collide at 0, cancelling both the
direct factor Am and the fiber of the line bundle Ln. 
Lemma 4. Let V be a smooth subvariety of a smooth algebraic variety W ,
let h : F → W be a vector bundle over W , and E its restriction onto V .
Then BlE F is a vector bundle over BlV W isomorphic to the pullback of F
by the blowup projection.
Proof. The normal bundle NE/F is the pullback h
∗NV/W . 
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There are two differences between the construction of Am〈n〉 and that of
the bricks: different arrangements to start with and projectivization; both
are minor enough that some basic facts about bricks follow by the same
arguments that apply to Am〈n〉. In turn, describing first the strata of the
bricks provides a quick way of doing the same for X〈n〉.
Proposition 9. For any integer partition λ, fix a partition π of [n] of es-
sential shape λ and an isomorphism [π,⊤] ≃ Lλ.
(a) For each partition π1, π < π1 < ⊤, there is a divisor E
π1 in Mmλ . The
union of these divisors is the complement Mmλ r
◦Mmλ , and any set of
them meets transversally.
(b) An intersection Eπ1∩· · ·∩Eπk is nonempty exactly when the partitions
form a chain. Thus Mmλ is stratified by strata parametrized by all
chains in Lλ that include neither its bottom nor its top.
(c) For any such chain {π1, . . . , πk}, the corresponding stratum of M
m
λ is
isomorphic to Mmλ0 × · · · ×M
m
λk
, where the integer partitions λ0, . . . , λk
are determined by Lλi ≃ [πi, πi+1], with π0 = π and πk+1 = ⊤.
Definition. A smooth subvariety V of a smooth algebraic variety W will
be called straight if the normal bundle NVW is isomorphic to a direct sum
of copies of a single line bundle. In this case, the exceptional divisor of the
blowup BlV W is a trivial bundle.
Lemma 5. (a) For any two positive integers k and l, any linear subvari-
ety Pk of Pk+l+1 is straight. (Whence the term.)
(b) Let Z and V be smooth subvarieties of a smooth algebraic variety W ,
such that either Z ∩ V = ∅ or Z ⊂ V . If V is straight in W , then so
is its proper transform V˜ in W˜ = BlZ W .
Proof. Part (a) follows directly from the definition.
(b) Nothing to be done when V and Z are disjoint. When Z ⊂ V , denote
by E the exceptional divisor of W˜ , and by p the projection V˜ → V , then
NV˜/W˜ ≃ p
∗NV/W ⊗O(−E)
∣∣
V˜
,
and the claim follows. 
Proof of Proposition 9. Similarly to Proposition 1, the definition ofMmλ im-
plies parts (a) and (b).
Part (c) can be checked by induction on k, where the inductive step follows
by applying the case k = 1. Thus, it is enough to show that each divisor Eπ
is isomorphic to Mmλ0 ×M
m
λ1
, where Lλ0 ≃ [π, π1] and Lλ1 ≃ [π1,⊤]. The
argument is based on Lemmas 4 and 5.
Every partition from [π,⊤] belongs to one of the following six groups:
(i) {π}, (ii) {π′ |π < π′ < π1},
(iii) {π1}, (iv) {π
′ |π1 < π
′ < ⊤},
(v) {⊤}, (vi) incomparable with π1.
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The proof will be completed by studying the impact of blowups correspond-
ing to partitions in each group on the stratum ∆π1/∆π of the arrange-
ment Bmλ . Before the blowups, the arrangements induced in ∆
π1/∆π and
(Am)n/∆π1 are isomorphic respectively to Bmλ0 and B
m
λ1
.
First group, first stage. The exceptional divisor P(Cmλ ) of the first stage
has a straight subvariety P(∆π1/∆π) ≃ P(Cmλ0) with the projectivization
of Bmλ0 in it, and with the arrangement B
m
λ1
in each normal space to it
(Lemma 4). Lemmas 4 and 5 also apply at the subsequent stages, pulling
back arrangements inside normal spaces and preserving the straightness of
blowup centers. Group (vi) blowups are irrelevant for the divisor Eπ at all
stages, and no blowup corresponds to ⊤.
Group (ii) blowups turn P(Cmλ0) into M
m
λ0
. Then the group (iii) blowup
makes it into a divisor isomorphic to Mmλ0 × P(C
m
λ1
). The second factor
inherits the projectivization of Bmλ1 , and blowups of the remaining group (iv)
transform this divisor into Eπ1 ≃Mmλ0 ×M
m
λ1
. 
Lemma 6. Each divisor Dπ of X〈n〉 is isomorphic to a bundle over X〈ρ(π)〉
with fiber Mmλ(π). In addition, this bundle is trivial if X = A
m.
Proof. Corollary 1 gives Y πr−1 ≃ X〈r〉, where r = ρ(π). By Lemma 4, the
arrangements Bmπ transform isomorphically from the normal spaces to ∆
π
in X〈n〉 into the normal spaces to Y πr−1 in Yr−1. At the next stage, Y
π
r is a
bundle over X〈r〉 with fibers isomorphic to P = P((Am)n/∆). The relevant
blowup centers of the subsequent stages are its subbundles; their fibers form
in every fiber of Y πr an arrangement isomorphic to the projectivization of
Bmπ in P . Thus in the end, the fibers of Y
π
r transform into M
m
λ(π).
If in addition X = Am, a repeated application of Lemma 5 shows that
Y πr−1 is straight in Y
π, so Y πr = A
m〈r〉 × P and the result follows. 
Proposition 10. Let γ = {π1, . . . , πk} be a chain of partitions of [n] and
let {λ0, . . . , λk} be its associated sequence of integer partitions (Section 2).
(a) The stratum Sγ of X〈n〉 is a bundle over X〈λ0〉 with fiber isomorphic
to Mmλ1 × · · · ×M
m
λk
.
(b) Consequently, the complement in Sγ to the union of smaller strata, the
open stratum ◦Sγ, is a bundle over F(X,λ0) with fiber isomorphic to
◦Mmλ1 × · · · ×
◦Mmλk .
Proof. Put together Lemma 6 and Proposition 9. 
By this proposition, a point in a stratum ◦Sγ is given by a configuration of
r distinct points in X (where the collision occurs) and a sequence consisting
of one point in each open brick ◦Mmλi . Equations (3) and (4) in Proposition 7
show that such points can be represented by suitable polyscreens: points
in each constituent open simple brick are Fulton–MacPherson screens, and
points in ◦M11r are r-tuples of scale factors. Thus, points of X〈n〉 indeed
have the geometric description explained in Section 3.
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Figure 12. One level splits into two
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Proposition 11. The compound brick Mm1r has the structure of a bundle
Πr // M
m
1r
// (Mm1 )
r.(5)
Proof. Fix a partition π of [2r] into two-element blocks and let the nest S
be the set {β1, . . . , βr} of blocks of π. The map ϑ2r : A
m〈2r〉 → Am[2r] takes
the divisor Dπ of Am〈2r〉 into the stratum Am(S) of Am[2r]. The divisor is
isomorphic to Am〈r〉 ×Mm1r by Lemma 6 and the stratum is isomorphic to
Am[r]× (Pm−1)r. Since Mm1 ≃ P
m−1, it follows that Mm1r maps to (M
m
1 )
r.
Tracing ϑ−12r stage by stage, first transform the factor A
m[r] into Am〈r〉;
then at stage r blow up the proper transform of Am(S), turning the second
factor into a Pr−1-bundle over (Mm1 )
r. Since Am[n] r F(Am, n) is a normal
crossing divisor, the divisors D(βi) induce in each fiber P
r−1 the projec-
tivized coordinate hyperplane arrangement. All of its strata are blown up
at the subsequent stages, turning Pr−1 into M11r ≃ Πr. 
The fiber Πr in Eq. (5) stores scale factors; points in its open part
◦M11r are
generic and each is a part of one polyscreen. The divisor Er = Πrr
◦M11r has
components isomorphic to Πs×Πr−s, whose points represent degenerations
with s scale factors tending to zero, and therefore polyscreens that split
into two: s screens form a new level. For example, the left leveled tree
in Figure 12 may degenerate into the right one, corresponding to a divisor
Π4 × Π3 ⊂ Π7. The new levels may of course split further; intersections of
components of Er give a stratification of Πr, and each stratum is a product
of a number of smaller permutahedral varieties. This corresponds to the
well-known fact that all faces of the permutahedron Pr are products of lower-
dimensional permutahedra [BS].
Other compound bricks, that is, Mmλ for those integer partitions λ that
have parts greater than 1, do not admit decompositions similar to Eq. (5),
but each of them is a blowup of Mm1r for r = |λ|. Let Λr be the set of all
partitions of an integer r partially ordered by refinement: (5, 3) < (4, 2, 1, 1)
in Λ8 because 5 = 4 + 1 and 3 = 2 + 1. It turns out that the set of bricks
{Mmλ |λ ∈ Λr} has a compatible (reverse) ‘blowing-up’ partial order.
Proposition 12. Suppose that λ, λ′ ∈ Λr and λ < λ
′.
(a) The lattice Lλ′ contains a sublattice isomorphic to Lλ.
(b) The subarrangement of Bmλ′ formed by the subspaces that correspond to
this sublattice is Bmλ , up to coordinate change.
(c) The brick Mmλ′ is an iterated blowup of M
m
λ .
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Proof. (a) It is enough to show this for λ′ = (r − 1) and λ = (s − 1, r − s).
The required sublattice of L[r] is generated by the union [π1,⊤] ∪ [π2,⊤],
where the only essential block of π1 (π2) is {k | k 6 s} (resp. {k | k > s}).
(b) It is enough to consider the same λ and λ′ as in (a) and then write
explicitly the equations for the large diagonals.
(c) The two lattices Lλ ⊂ Lλ′ determine the sequences of blowups of P
rm−1
creatingMmλ andM
m
λ′ . It suffices to show that the blowups makingM
m
λ′ can
be rearranged, without changing the outcome (up to an isomorphism), into
a different sequence so that an intermediate stage is Mmλ . This situation
is quite similar to the consideration of ϑn : X〈n〉 → X[n] in Section 6, and
similar is the solution. 
8. Isotropy of the permutation action
Assume that the ground field k is of characteristic 0. Reading carefully
into Fulton and MacPherson’s proof of the solvability of the isotropy sub-
groups of Sn acting on X[n], one soon realizes that every point where the
isotropy subgroup fails to be abelian lies in a stratum whose encoding nest
contains a pair of disjoint subsets of [n]. Exactly these strata are blown up
by ϑn : X〈n〉 → X[n], and this observation raises hopes that are not false.
Theorem 2. If X is a smooth algebraic variety over a field k of charac-
teristic 0, then all isotropy subgroups of Sn acting on X〈n〉 by permutations
of labels are abelian.
Proof. First, reduce to the case of all n points colliding at the same point
in X. Suppose a collision x occurs at p1, . . . , pr ∈ X. If it could be studied
near each pi independently of the other points, as for X[n], the isotropy sub-
group would have been Gp1 × · · · ×Gpr , where Gpi is the isotropy subgroup
of the collision near pi. It would have corresponded to r independent se-
quences of colored screens and reduced the proof to the case of one collision
point, but this does not suit X〈n〉. Fortunately, interdependencies among
the corresponding levels in those r sequences only put more restrictions on
a permutation aspiring to fix x. It means that the isotropy subgroup will
be a subgroup of the product above, which still does the trick.
Pick a k-chain γ ∋ ⊥ and a coherent sequence of colored screens CSj(x)
for γ. A permutation σ ∈ Sn fixes x ∈
◦Sγ if and only if it fixes all CS
j(x).
A colored screen is fixed by σ exactly when these two conditions are fulfilled:
(F1) it is fixed modulo colors;
(F2) any two points of the same color go to two points of the same color,
not necessarily the original one.
Let G be the isotropy subgroup at x. A permutation σ ∈ G satisfies (F1)
for CSj(x), therefore it induces the scaling of TpX underlying CS
j(x) by a
scale factor fj(σ) ∈ k
×. The map fj : G → k
× is a group homomorphism,
thus there is a group homomorphism (f1, . . . , fk) = f : G → (k
×)k, and to
show that it is injective suffices to complete the theorem.
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Take σ ∈ ker f , then σ does not move points in any of the colored screens
CSj(x), j = 1, . . . , k. By coherence, every color in CSj(x) is a point in
CSj−1(x), since both are but blocks of the partition πj ∈ γ. Thus, σ cannot
change colors either, in any CSj(x) for j = 2, . . . , k, and colors in CS1(x)
stay unchanged because there is only one such. This shows that σ does not
move anything at all, and there is only one such permutation: if σ 6= id and
σ(a) = b, then σ must induce nontrivial scaling on CSl(x), where l is the
maximal index j for which a and b are in the same block of πj ∈ γ. 
Remark. This version of the original proof is one substantially simplified
with a key idea due to Jean–Luc Brylinski.
References
[An] G. Andrews, The Theory of Partitions, Addison–Wesley, 1976.
[Ar] V. I. Arnold, The cohomology ring of the colored braid group, Mat. Zametki 5
(1969), 227–231.
[AMRT] A. Ash, D. Mumford, M. Rapoport, Y. Tai, Smooth Compactification of Locally
Symmetric Spaces, Math. Sci. Press, 1975.
[At] M. Atiyah, Convexity and commuting Hamiltonians, Bull. London Math. Soc.
14 (1982), 1–15.
[AS] S. Axelrod, I. Singer, Chern–Simons perturbation theory II, J. Diff. Geom. 39
(1994), 173–213.
[BL] L. Babai, T. Lengyel, A convergence criterion for recurrent sequences with ap-
plications to the partition lattice, Analysis 12 (1992), 109–119.
[BG] A. Beilinson, V. Ginzburg, Infinitesimal structure on moduli space of G-bundles,
Intl. Math. Res. Notices 4 (1992), 63–74.
[BS] L. J. Billera, A. Sarangarajan, The combinatorics of permutation polytopes, in:
Formal Power Series and Algebraic Combinatorics, DIMACS Ser. on Discrete
Math. Comp. Sci., 24 (1994), 1–25.
[Bj] A. Bjo¨rner, Subspace arrangements, in: First Europ. Congress of Math. (Paris
1992), v. I, Progress in Math. 119, Birkhauser, 1994, pp. 321–370.
[Br] J.–L. Brylinski, Eventails et varie´te´s toriques, in: Se´minaire sur les Singularite´s
des Surfaces, Lect. Notes in Math. 777, Springer, 1980, 247–288.
[Ch] J. Cheah, The Hogde polynomial of the Fulton–MacPherson compactification of
configuration spaces, Amer. J. Math. 118 (1996), 963–977.
[C] F. R. Cohen, The homology of Cn+1-spaces, in The Homology of Iterated Loop
Spaces, Lect. Notes in Math. 533, Springer, 1976, pp. 207–351.
[DKh] V. I. Danilov, A.G. Khovanskii, Newton polyhedra and an algorithm for comput-
ing Hodge–Deligne numbers, Math. U.S.S.R. Izvestiya 29 (1987), 279–298.
[DP] C. De Concini, C. Procesi, Wonderful models for subspace arrangements, Selecta
Math., New ser. 1 (1995), 459–494.
[De1] P. Deligne, The´orie de Hodge I, II, III, in: Proc. I.C.M. 1970, v. 1, 425–430;
Publ. Math. I.H.E.S. 40 (1971), 5–58; ibid. 44 (1974), 5–77.
[De2] P. Deligne, Resume´ des premiers expose´s de A. Grothendieck, in: Groupes
de Monodromie en Ge´ome´trie Alge´brique, SGA 7, Lect. Notes in Math. 288,
Springer, 1972, pp. 1–24.
[De3] P. Deligne, Poids dans la cohomologie des varie´te´s alge´briques, in: Proc. I.C.M.
1974, v. 1, 79–85.
[DL] I. Dolgachev, V. Lunts, A character formula for the representation of a Weyl
group in the cohomology of the associated toric variety, J. Alg. 168 (1994),
741–772.
28 A. ULYANOV
[Du] A. H. Durfee, Algebraic varieties which are a disjoint union of subvarieties, in:
Geometry and Topology: Manifolds, Varieties and Knots, Lect. Notes in Pure
Appl. Math. 105, Marcel Dekker, 1987, pp. 99–192.
[Fa] E. Fadell, Homotopy groups of configuration spaces and the string problem of
Dirac, Duke Math. J. 29 (1962), 231–242.
[FaN] E. Fadell, L. Neuwirth, Configuration spaces, Math. Scand. 10 (1962), 111–118.
[FM] W. Fulton, R. MacPherson, A compactification of configuration spaces, Ann.
Math. 139 (1994), 183–225.
[GS] I. M. Gelfand, V. V. Serganova, Combinatorial geometries and torus strata on
homogeneous compact manifolds, Russian Math. Surveys 42:2 (1987), 133–168.
[Ge] E. Getzler, Mixed Hodge structures of configuration spaces, q-alg/9510018.
[Gi] V. Ginzburg, Resolution of diagonals and moduli spaces, in: The Moduli Space
of Curves, Progress in Math. 129, Birkhauser, 1995, pp. 231–266.
[Hu] Y. Hu, A compactification of open varieties, math.AG/9910181.
[Ka1] M. M. Kapranov, Veronese curves and Grothendieck–Knudsen moduli space
M0,n, J. Alg. Geom. 2 (1992), 236–262.
[Ka2] M. M. Kapranov, Chow quotients of Grassmannians, I, in: I. M. Gelfand Semi-
nar, Adv. in Soviet Math. 16 (1993), 29–111.
[Ke] S. Keel, Intersection theory of the moduli space of stable n-pointed curves, Trans.
Amer. Math. Soc. 330 (1992), 545–574.
[KKMS] G. Kempf, F. Knudsen, D. Mumford, B. Saint-Donat, Toroidal Embeddings I,
Lect. Notes in Math. 339, Springer, 1973.
[Ki] F. Kirwan, Partial desingularization of quotients of nonsingular varieties and
their Betti numbers, Ann. Math. 122 (1985), 41–85.
[Kn] F. Knudsen, Projectivity of the moduli space of stable curves, II: the stacks Mg,n,
Math. Scand. 52 (1983), 161–199.
[Ko] M. Kontsevich, Feynman diagrams and low-dimensional topology, in: First Eu-
rop. Congress of Math. (Paris 1992), v. II, Progress in Math. 120, Birkhauser,
1994, pp. 97–121.
[Kr] I. Kriz, On the rational homotopy type of configuration spaces, Ann. Math. 139
(1994), 227–237.
[Le] T. Lengyel, On a recurrence involving Stirling numbers, Europ. J. Combin. 5
(1984), 313–321.
[Lo] J.-L. Loday, Overview on Leibniz algebras, dialgebras and their homology, Fields
Inst. Comm. 17, (1997), 91–102.
[MP] R. MacPherson, C. Procesi, Making conical compactifications wonderful, Selecta
Math., New ser. 4 (1998), 125–137.
[M] Yu. I. Manin, Generating functions in algebraic geometry and sums over trees,
in: The Moduli Space of Curves, Progress in Math. 129, Birkhauser, 1995,
pp. 401–417.
[O] T. Oda, Convex Bodies and Algebraic Geometry, Springer, 1987.
[OT] P. Orlik, H. Terao, Arrangements of Hyperplanes, Springer, 1992.
[P] C. Procesi, The toric variety associated to Weyl chambers, in: Mots, M. Lothaire,
ed., Herme´s, Paris, 1990, pp. 153–161.
[SP] N. J. A. Sloane, S. Plouffe, The Encyclopedia of Integer Sequences, Acad. Press,
1995.
[Sta1] R. Stanley, Enumerative Combinatorics, v. 1, Wadsworth & Brooks/Cole, 1986.
[Sta2] R. Stanley, Log-concave and unimodal sequences in algebra, combinatorics and
geometry, Ann. New York Acad. Sci. 576 (1989), 500–535.
[Ste1] J. Stembridge, Eulerian numbers, tableaux, and the Betti numbers of a toric
variety, Discrete Math. 99 (1992), 307–320.
[Ste2] J. Stembridge, Some permutation representations of Weyl groups associated with
the cohomology of toric varieties, Adv. Math. 106 (1994), 244–307.
POLYDIAGONAL COMPACTIFICATION 29
[Th] D. Thurston, Integral Expressions for the Vassiliev Knot Invariants,
math.AG/9901110.
[Ton] A. Tonks, Relating the associahedron and the permutohedron, in: Operads, Pro-
ceedings of the Renaissance Conferences, Contemp. Math. 202 (1997), 33–36.
[Tot] B. Totaro, Configuration spaces of algebraic varieties, Topology 35 (1996),
1057–1067.
[U] A. Ulyanov, Polydiagonal compactification and the permutahedra, in preparation.
Department of Mathematics, The Pennsylvania State University
218 McAllister Building, University Park, PA 16802
E-mail address: ulyanov@math.psu.edu
