Abstract. In this paper we extend the recent works on the pointwise convergence for the solutions of Schrödinger equations due to Du, Guth, Li [13] and Du, Zhang [15] to generalized Schrödinger equations. We establish the associated maximal estimates for a general class of phase functions, which gives the pointwise convergence for
Introduction
Let us consider a generalized Schrödinger equation defined on R d+1 such that A generalization of Carleson's problem is to verify the optimal regularity s > 0 which gives almost everywhere convergence for the solution e itΦ f , i.e, (1.2) lim t→0 e itΦ f (x) = f (x) a.e. x.
For the free Schrödinger equation, Carleson [9] observed that (1.2) holds for s ≥ 1/4 in one dimension. The convergence generally fails when s < 1/4 for all dimension due to Dahlberg and Kenig [12] . In higher dimensions, Sjölin [27] and Vega [30] independently showed that (1.2) is valid for s > 1/2. It was improved to s > [20] and for d ≥ 3 by Bourgain [4] respectively (see [8, 11, 3, 26, 29] for the previous results). On the other hand, Bourgain [6] gave an example which s ≥ d 2(d+1) is necessary to hold (1.2). Recently, Du, Guth and Li [13] and Du and Zhang [15] proved the convergence holds for this range except for endpoint (see also [23, 24, 14] for the earlier work).
For the fractional Schrödinger operator e it(−∆) α/2 f , Sjölin [27] proved that (1. when s ≥ 1/2 for d = 2, and s > 1/2 for d ≥ 3. By the iterative argument developed in [4] , Miao, Yang and Zheng [25] improved this result to s > 3/8 when d = 2 and also for higher dimensions.
In this note, we consider a class of the generalized phase functions Φ which are smooth on {ξ : |ξ| ∼ 1} and satisfy These conditions are considered in [20] and [4] . We obtain almost everywhere convergence for a more generalized Schrödinger operator in all dimensions as follows. Reduction. To prove Theorem 1.1, we need to estimate the associated maximal functions by a usual density argument and it suffices to show that
for s > d 2(d+1) for some p ≥ 1. By the Littlewood-Paley inequality and triangle inequality, it is enough to prove that (1.6) sup
where f has Fourier support on the annulus A d (R) for R ≥ 1. By a parabolic rescaling ξ → Rξ and (x, t) → (R −1 x, R −α t), (1.6) is reduced to show that (1.7) sup
where f is supported on A d (1) . Here Φ α (ξ) = R −α Φ(Rξ) and it also satisfies (1.3) and (1.4) . By a localization lemma (see for example [20, 22, 10, 25] ), we only need to prove the following. 
whenever f is supported on A d (1).
Then Theorem 1.2 gives pointwise convergence for the desired range of s > 0. In particular for d = 2, we improve maximal estimates as follows. Theorem 1.3. Let ǫ > 0. For any Φ satisfying (1.3), (1.4) , there exists C ǫ > 0 such that for all R ≥ 1, sup
whenever support of f is in A 2 (1).
To prove Theorem 1.2 and Theorem 1.3, we use inductive arguments. Unfortunately, Unlike Schrödinger case, we can not apply an induction argument to e itΦ f for a fixed Φ since it is changed after parabolic scaling. Thus we construct a class of functions which makes an inductive argument possible in this class. Our proof is based on the recent works done by [13] and [15] . For the proof of Theorem 1.2, we use multilinear restriction theorem due to Bennett, Carbery and Tao [2] and establish refined Strichartz estimates for a class of general elliptic functions. We also use l 2 -decoupling inequality in [7] for elliptic surfaces in a lower dimensional space.
We need more effort to establish Theorem 1.3 using polynomial partitioning. We divide the original operator into cells, transversal and tangential parts and use an induction argument for cells and transversal part. To estimate tangential term, we apply another version of refined Strichartz estimates for 2-dimensional case.
Outline of the paper. This paper is organized as follows. In section 2 and 3, we provide the proof of Theorem 1.3. In section 2, we apply polynomial partitioning and estimate the cellular and transversal part. The tangential term can be established by refined Strichartz estimates in section 4. In section 5, we prove Theorem 1.2.
Proof of Theorem 1.3
Let us set
In order to show Theorem 1.3, we need to discuss more constructive estimates as follow.
Theorem 2.1. Let p > 3, R ≥ 1 and 0 < r ≤ 1. For any ǫ > 0 and Φ satisfying (1.3) and (1.4), there exists a constant C ǫ > 0 such that for q > ǫ −4 ,
holds whenever support of f is in a ball B 2 (ξ 0 , r) for some ξ 0 ∈ A 2 (1).
We choose balls B 2 (ξ 0 , 1) to cover A 2 (1) and apply dominated convergence theorem
for all p > 3. In particular, for p = 3, we interpolate this with trivial estimates
and therefore Theorem 1.3 can be deduced from Theorem 2.1.
In this section, we construct a wave packet decomposition and polynomial partitioning for the proof of Theorem 2.1. Let ǫ > 0 and f be a Schwartz function such that f is supported in a ball B d (ξ 0 , r) for some ξ 0 ∈ A d (1) and 0 < r ≤ 1 ≤ R.
2.1. Wave packet decomposition. Let Φ be a function satisfying (1.3) and (1.4). Suppose that f is supported on a ball B d (0, 1). We also let
and for y ∈ Y, v ∈ V, we set
By the Poisson summation formula, one can easily see that
Let us set f y,v := f, ψ y,v ψ y,v so that f y,v has Fourier support on a ball of radius ∼ R −1/2 and is supported on a ball of radius ∼ R 1/2 in physical space. A wave packet decomposition of f can be written by
. By the stationary phase method, we obtain
for sufficiently large N > 0. Here, the tube T y,v is defined by
for a small δ > 0 and e itΦ f y,v restricted to B d+1 (0, R) is essentially supported on a tube T y,v . We denote the set of all tubes T y,v by T . We remark that if all the wave packets are arranged in one direction, then
To prove Theorem 2.1, we argue by induction on the size of balls in physical and frequency space. It should be pointed out that we only need to consider r ≥ R −1/2 . If
, all the associated wave packets have the same direction. Then by (2.5), we have (2.1) whenever p ≥ 3 for sufficiently large q > ǫ −4 with small δ = δ(ǫ). Also, it is clear that (2.1) holds trivially for R ∼ 1 and therefore we only need to consider the cases R ≫ 1. From now on, we assume that R ≫ 1 and r ≥ R −1/2 . We also assume that (2.1)
holds for either the radius of balls in (x, t) space is less than R/2 or radius of balls in (x, t) space is smaller than R and the radius of balls in frequency space is less than r/2.
Polynomial partitioning.
We denote by Z(P ) the zero set of a polynomial P and call P a non-singular polynomial if ∇P (z) = 0 for all z ∈ Z(P ). Throughout this paper, we assume that the polynomial P is a product of non-singular polynomials by the density argument in [17] . Now we state polynomial partitioning theorem.
) be a nonzero function and 1 ≤ s < ∞ and D > 0. Then there exists a nonzero polynomial P of degree ≤ D defined on R d+1 which is the product of distinct non-singular polynomials and there is a collection of disjoint open sets O i satisfying
there is a polynomial P of degree less than D such that (2.6) and
.
Let us denote a R 1 2 +δ neighborhood of Z(P ) by a wall W and also call
In what follows, we treat cell dominated case and then estimate the remaining case by dividing transversal and tangential part.
2.2.1. Cellular part. Let us define a subcollection I of index set I by
} for the constant C 1 appeared in (2.7). Suppose that I = I and set
Then by definition (2.4), we have for (
for a sufficiently large N . Note that any tube T ∈ T can meet at most (D + 1) cells O i since the axis of T meets Z(P ) at most D times. Therefore, we obtain
By the pigeonholing argument, there exists i
Now we cover B R by translations of the cylinder B R/2 and obtain
By applying induction hypothesis, it follows that
Since p > 3 and D = R ǫ 4 , we can see that
Then it gives (2.1) when the cell part dominates. 
By the definition of ( I) c , we have
Thus we only need to consider the wave packets which are concentrated on the wall. Partition B R into balls B j of radius R 1−δ . Let us denote by T z (Z(P )) the tangent plane of Z(P ) at a fixed point z and by D(T ) the direction of a tube T = T y,v which is
Then we define tangential and transversal tubes on each B j as follows.
Definition 2.1 (tangential and transversal tubes). We say that a tube T is tangent to the wall W in B j if T intersecting B j and W satisfies
for any nonsingular point z ∈ Z(P ) ∩ 10T ∩ 2B j . Otherwise, we say that T is transversal to the wall W in B j .
We let T a j be the collection of all tubes T ∈ T such that T is tangent to the wall in B j and T r j analogously. We also set
We define wave packets tangent to Z = Z(P ) and a function f which is concentrated on that wave packets as follows. Definition 2.2 (concentrated on the wave packets). Let δ ′ > 0. We say that a tube
We also say that f is concentrated on wave packets from T Z (R δ ′ ) with respect to Φ if the corresponding phase function of the wave packets T is Φ and
for a sufficiently large N > 0. We simply say that f is concentrated on the wave packets from T Z (R δ ′ ) when Φ is determined.
Returning to estimating wall part, recall that f is supported on a ball B 2 (ξ 0 , r).
For 1 ≪ K ≪ R ǫ , let ω be the ball of radius K −1 r which covers B 2 (ξ 0 , r) and we let f = ω f ω where f ω is supported on ω. For each fixed B j , we set f
a j and also let a bilinear tangential operator by
To facilitate the understanding, let us define B and Ω by
Let us fix B j . For a fixed (x, t) ∈ B j ∩ W ∩ B, if all ω ∈ Ω c are adjacent, then there are 1 balls ω in Ω c . Then by the definition of B,
Therefore, we obtain 1 2
Then by the definition of Ω,
. Therefore, we have the following decomposition. Lemma 2.3. For each point (x, t) ∈ W ∩ B R , there exists a collection Ω of balls ω of radius K −1 r such that
By Lemma 2.3, we see that
By the definition of B c , the first term on the right hand side of (2.10) can be handled by
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By applying the induction hypothesis (2.1), we see that (2.11) is bounded by
For a sufficiently small ǫ > 0, we have K
. This completes the induction step for the first term of (2.10). In the subsequent section, we estimate the second and third term of (2.10) which are transversal and tangential term separately.
2.2.3. Transversal case. Let us recall an algebraic property for transverse tubes.
Lemma 2.4 (Lemma 3.5. in [17] ). For each tube T ∈ T , #{j :
Since #Ω ≤ 2 K 2 , we note that the second term in (2.10) is controlled by
For the last inequality, we use the induction hypothesis on a ball B j of radius
for a sufficiently large R > 0. Then the induction closes for the transversal term.
Bilinear tangential case.
To estimate the third term of (2.10), it remains to prove the following bilinear maximal estimates.
Theorem 2.5. For p > 3 and any small ǫ > 0, there exists C ǫ such that
Theorem 2.5 implies that for q > ǫ
For the first inequality, we use Hölder's inequality. Since δ = ǫ 2 and K ≪ R ǫ and the number of j is R 3δ , we sum over all j and obtain
This completes the proof of Theorem 2.1.
Proof of Theorem 2.5
In this section, we will prove the maximal estimate for bilinear tangential terms. First, we prove the following maximal estimates which lead Theorem 2.5.
Theorem 3.1. Let 0 < r ≤ 1 and 1 ≪ K ≪ R. Assume that supports of f and g are contained in B 2 (ξ 0 , r) for some ξ 0 ∈ A 2 (1) and separated by K −1 r. If f, g are concentrated on the wave packets from
2 .
Theorem 3.1 implies Theorem 2.5. Since we have different scales in Theorem 2.5 compared with (3.1), we need to adjust wave packets defined on a smaller ball B j = B(a, R 1 ) with
. We also let a = (a, a 3 ) and
. We can write a wave packet decomposition of h • by
where (h • ) y, v has Fourier support on a ball of radius R
It is enough to show that h • is concentrated on the wave packets form
and h y,v such that
. From now on we compare wave packets T y,v and T y, v by using the following two lemmas which are appeared in [18, Lemma 7.1, Lemma 7.2].
Lemma 3.2. For each T y,v , the function h y,v defined by (3.5) is concentrated on the wave packets in T y,v which means
. Now we prove (3.3). Since f a j is tangent to the wall W in B j , T y,v ∩ B j is contained in N R 1/2+δ (Z) ∩ 2B j . By Lemma 3.2, it suffices to consider ( y, v) ∈ T y,v . Therefore, for ( y, v) ∈ T y,v , we see that T y, v satisfies (3.3) by using (3.7) with
gives the desired angle condition.
3.1. Linear refined Strichartz estimates. We prepare some definitions and lemmas for the proof of Proposition 3.4.
3.1.1. Class of phase functions. Let 0 < c 0 ≪ 1 and L ∈ N be sufficiently large. We consider a collection of normalized phase functions defined by
We can reduce phase functions Φ satisfying (1.4) to the function in class N (L, c 0 ) as follows.
Let HΦ(ξ 0 ) be the Hessian matrix of Φ(ξ) at ξ 0 . Then HΦ(ξ 0 ) = T −1 DT for a diagonal matrix D = (λ 1 e 1 , . . . , λ d e d ) and a symmetric matrix T . We set
where
By the Taylor expansion, we can see that Φ ρ,ξ0 ∈ N (L, c 0 ) for a sufficiently small ρ > 0.
for some ρ > 0 and φ ρ,ξ0 and H = Hφ(ξ 0 ) are as above. By change of
Here |H| denotes the determinant of H. By the parabolic scaling
we obtain
Suppose that S is a tube of size ρ
with long axis along (−∇φ(ξ 0 ), 1) which is defined by
Then by the parabolic rescaling (3.9), S is changed into the set H
} which is contained a cube of sidelength CM for some
We remark that for a fixed 0
into small balls of radius 1/(100d) and apply the parabolic scaling (3.9) to functions on each small ball. Then the phase function φ ρ,ξ0 is still contained in N (L, c 0 )
From now on, we prove Proposition 3.4 and Proposition 3.9 which will be ingredients of the proof of Theorem 3.1. It provides more cancellation for e itφ f as the size of domain increases. We extend the previous result on refined Strichartz estimates in [13] to a class of functions as follows.
Proposition 3.4 (linear refined Strichartz estimates).
Let φ ∈ N (L, c 0 ) for sufficiently small c 0 > 0. Suppose that f is supported on B 2 (0, 1) and f is concentrated on the wave
Suppose further that for each Q j and a dyadic constant h 0 , it holds that
Then for any ǫ > 0, there is C ǫ , C ≥ 1 such that
′ -tangent to Z for some Z = Z(P ). We shall verify that parabolic rescaling (3.9) preserves tangential property. For φ ρ,ξ0 , f ρ,ξ0 , H = Hφ(ξ 0 ) and H ρ,ξ0 defined in (3.9) and (3.10), we have the following.
Lemma 3.5. Assume that f is concentrated on the wave packets from T Z(P ) (R δ ′ ) with respect to φ for some polynomial P . After the parabolic rescaling (3.9), f ρ,ξ0 is concentrated on the wave packets from
Proof. We claim that the parabolic scaling (3.9) preserves the angle condition (2.9). It suffices to show that
Therefore, we obtain (3.13).
3.1.4. Decoupling inequality. We consider wave packets f = b,θ f T b,θ where f T b,θ has Fourier support on a ball of radius 1/K centered at θ and it is essentially supported on a ball of radius R/K in physical space. Then we have l 2 -decoupling inequality for elliptic surfaces which are located near a hyperplane.
We also let θ be a cap of radius 1/K in frequency space and B K 2 be a ball of radius
We consider another wave packet decomposition f = z,w f Tz,w where f Tz,w has Fourier support on a ball of radius R −1/4 and is essentially supported on a ball of radius
. Then e itΦ f Tz,w is essentially supported on a R δ -neighborhood of T z,w where T z,w is a tube of size R 3/4 × R 3/4 × R. As a corollary, we have the following. which is supported on a ball of radius R 3/4 , then
Proof of Corollary 3.7. Since f is concentrated on the wave packets from
suffices to consider the case
follows directly. So, it suffices to consider R
. By taking W = T z Z(P ) and
, Corollary 3.7 follows from Theorem 3.6.
The following is the l 2 -decoupling inequality for elliptic surfaces which can be obtained by a slight modification of [7] . 
Now we prove Theorem 3.6.
Proof of Theorem 3.6. We divide physical space into hyperplane W and its normal and use a lower dimensional decoupling inequality for an elliptic surface on W . Let (a 1 , . . . , a d+1 ) of W be the unit normal vector of W . For tangent wave packets T b,θ , we have
. We may assume that (3.14)
From (3.14) and (3.15), note that
For φ ∈ N (L, c 0 ) with sufficiently small c 0 > 0, we see that (3.16) is positive definite. Thus the surface S parametrized by
Now we prove Theorem 3.6. Let
of radius K 2 and ψ K 2 is supported on a cap of radius K −2 . Then we have
By the wave packet decomposition, we can write f = b,θ f b,θ where f b,θ has Fourier support on a ball of radius K −1 and f b,θ is essentially supported on a ball of radius R/K.
As observed above, F (e itφ f ) restricted to W is supported on a K −1 -neighborhood of (d− 1)-dimensional elliptic surface and also for e itφ f ψ K 2 . We also note that
over W are contained in a rectangle of size
. Therefore, we can apply Theorem 3.8 and obtain
Here we use the fact that 1 tubes T b,θ intersect B K 2 for fixed θ. By integrating along W ⊥ axis and using Minkowski's inequality and Fubini's theorem, we
For the last inequality, we use
Then we consider |2 m | ≤ K δ0 and |2 m | ≥ K δ0 separately for some sufficiently small δ 0 = δ 0 (ǫ).
3.1.5. Reduction by pigeonholing. We consider a wave packet decomposition f = z,w f Tz,w where the Fourier support of f Tz,w is B 2 (w, R −1/4 ) and f Tz,w is essentially supported on B(z, R 3/4 ). Then e itφ f Tz,w on the ball B 3 (0, R) is rapidly decreasing outside a R δ -neighborhood of tube T z,w of size R 3/4 × R 3/4 × R. These tubes T = T z,w are not the same as defined in the wave packet decomposition. Here, we abuse of notation T for simplicity. Let us define T to be the collection of tubes T = T z,w . For a fixed tube T = T z,w , there is a cube Q T of sidelength CR 1/2 in R 3 such that T ⊂ H R −1/4 ,z (Q T ) where H R −1/4 ,z defined by (3.9) with ρ = R −1/4 and ξ 0 = z. We decompose ′ , µ ≤ R c be dyadic numbers. We consider a set of tubes T such that
Then for a fixed tube T ∈ T (h 1 ), we define T ′ (h 2 ) by
We further sort T 
For simplicity, we let
′ is smaller than R −100 is negligible, by the pigeonholing argument, we may choose h 1 (j),
Finally, we define
#{T ∈ T (h 1 ) :
We may discard the case µ ≤ R −100 and by pigeonholing, there are
From now on, we simply denote by
Proof of Proposition 3.4. Let T , T ′ , Q as above. By Corollary 3.7 and (3.19) and Hölder's inequality, we can see that for
If the first term of the above line is smaller than E N , it gives (3.12) trivially. Therefore it is enough to consider the first term only. Let us fix T = T z,w . Recall that
for a cube Q ′ of sidelength R 1/4 . By the parabolic scaling (3.9) with ρ = R −1/4 and
Here, φ R −1/4 = φ R −1/4 ,z and f T,R −1/4 = (f T ) R −1/4 ,z defined by (3.10) so that f T,R −1/4 2 = f T 2 . By the hypothesis (3.11) and (3.21), we note that
Therefore, combining this with (3.22) and (3.23), we have
T ∈T
By choice of (3.18), it follows that 
Now we give relations between constants. Since the angle between long axis of T ′ and
x-plane R 2 has angle 1, each tube T ′ may contain at most ∼ 1 cubes Q j arranged along the strip
2 . This completes the proof.
Bilinear refined Strichartz estimates. Now we establish the bilinear version of refined Strichartz estimates.
Proposition 3.9. Let φ r ∈ N (L, c 0 ) for sufficiently small c 0 > 0. Suppose that the Fourier support of f r , g r are contained in B 2 (0, 1) and separated by 1/K. We also assume that f r and g r are concentrated on the wave packets from
3.2.1. Reduction by pigeonholing. As in the proof of Proposition 3.4, we have the wave packet decompositions f = T f T and g = T g T . For dyadic numbers
we have collections of tubes (3.20) with respect to f, T ′ and g, T ′ repectively. We define
By the pigeonholing principle, we can take
For each T ′ ∈ T ′ and T ′ ∈ T ′ , the angle between
Proof of Proposition 3.9. By Hölder's inequality,
. We apply (3.25) for each f and g to obtain
By substituting (3.27), we have . Suppose that supp f , supp g are contained in B 2 (ξ 0 , r) and separated by K −1 r for some 1 ≪ K ≪ R and R −1/2 ≤ r ≤ 1. We also assume that for some dyadic number h 0 and all cubes Q j of sidelength R 1/2 for j = 1, · · · , M , it holds that
We prove Proposition 3.10 by using parabolic scaling (3.9) and Proposition 3.9. φ ∈ N (L, c 0 ) . Assume that Fourier supports of f and g are contained on B 2 (ξ 0 , r) and separated by K −1 r. By parabolic rescaling (3.9) for ρ = r, then we have (3.10) for H = Hφ(ξ 0 ), f r = f r,ξ0 , g r = g r,ξ0 and φ r = φ r,ξ0 such that f r and g r are supported in B 2 (0, 1) and the Fourier supports are separated by K −1 .
Parabolic scaling. Let
Since Q j of sidelength R 1/2 is contained in B R , a tube
Moreover, Lemma 3.5 shows that each f r is r
in the wave packets from T Z (r −1 R δ ′ ) with respect to φ r for Z = Z(Q) for some Q.
By (3.10), we see that
Therefore it is reduced to showing that
3.2.3.
Pigoenholing. Let us set r 1 = r 2 R and r 2 = r 1/2
We also denote the collection of cubes Q r1 k by Q r1 (ν 0 , ν 1 , ν 1 , ν 2 , ν 2 ) which satisfies
k denote the concentric cubes with Q r1 k of sidelength R 2a r 1 for some a = a(ǫ)
will be determined later. Let us consider
We ignore one of them ν 0 , ν 1 , ν 1 , ν 2 , ν 2 are smaller than R −100 and by pigeonholing, there
For such ν 0 , . . . , ν 2 , we denote by
From (3.28) and (3.34), it follows that
Proof of Proposition 3.10. We fix k. From now on, we are going to estimate the right hand side of (3.
Since it satisfies the essential constant property (3.31), we can apply (3.26) and Plancherel's theorem to bound (3.36) by
Since sidelength of the short axis of tube T r is smaller than that of cube R a Q r1 k , i.e., Cr 2 R a r 1 , the intersection of T r and R a Q r1 k ∩{t = t 0 } is contained in R 2a Q r1 k ∩{t = t 0 } for sufficiently large R > 0. Therefore, this gives
We can ignore E N and integrate with respect to t 0 and using r 1 = r 2 R, we obtain
Combining (3.37) with (3.35), we have
where α = −2/3 + ǫ/6 − a + Cδ ′ and β = −4/3 + ǫ/3 + 2Cδ ′ .
Since
r,ξ0 (B R 1+3a ) for large R > 0, by using (3.33) and (3.10), we have
For the last inequality, we use Plancherel's theorem. Combining this with (3.38) for a sufficiently small a = a(ǫ), we obtain
Since the number of P j ∈ P contained in Q r2 k,l is at most r −1 , this gives
Therefore, (3.39) gives
2 . Since M 1 ≥ 1, we obtain (3.30) and this completes the proof.
3.3. Proof of Theorem 3.1. We prove that L 3 maximal estimates can be deduced from the bilinear refined Strichartz estimates in Theorem 3.10.
3.3.1. Reduction. Let ǫ > 0 and Φ satisfies (1.3) and (1.4). Assume that f , g are supported in B 2 (ξ 0 , r) for some 0 < r ≤ 1. For a dyadic number λ with R −100 ≤ λ ≤ R c , define a set X λ by
For Q 1/r be cubes of sidelength r −1 in R 3 , we define S λ by the union of Q 1/r satisfying λ ≤ sup
We may assume that all projections of Q 1/r onto x-plane R 2 are finitely overlapping.
Thus we get
By the partition of unity, we decompose B 2 (ξ 0 , r) in the frequency space by balls or radius ǫ 1 r for sufficiently small ǫ 1 = ǫ 1 (d) > 0 to make sure that a phase function is contained in N (L, c 0 ). We may assume that supp f , supp g ⊂ (η 0 , ǫ 1 r) for some ǫ 1 and η 0 since f and g have Fourier support separated by K −1 r for some K −1 ≪ ǫ 1 . After parabolic scaling (3.9) for ρ = ǫ 1 > 0 and ξ 0 = η 0 , we simply set f ǫ1 = f ǫ1,η0 , g ǫ1 = g ǫ1,η0
and Φ ǫ1 = Φ ǫ1,η0 . Note that Φ ǫ1 ∈ N (L, c 0 ) and f ǫ1 and g ǫ1 have Fourier supports on a ball B 2 (0, r) separated by ǫ −1 K −1 r. Also, f ǫ1 and g ǫ1 are concentrated on the wave
Now we cover N R 1/2+δ ′ (Z) with cubes Q j of radius R 1/2 for 1 ≤ j ≤ M and let R 2δ1 Q 1/r be the concentric cube with Q 1/r of sidelength R 2δ1 r −1 for some constant δ 1 = δ 1 (ǫ) > 0 will be specified later. For a dyadic number R −100 ≤ h 1 ≤ R c , we sort Q j by considering
Note that the projections of Q 1/r onto x-space are finitely overlapping, the number of Q 1/r inside Q j is at most a constant times (R 1/2 /r −1 ) 2 . Thus by pigeonholing principle, there is h 1 such that
Proof of Theorem 3.1. Since f and g are supported in B 2 (ξ 0 , r), we have
Here, ψ Q 1/r ∈ C ∞ 0 (B 3 (0, 1)) such that ψ Q 1/r = 1 on a ball of radius r > 0 and |ψ
Summing over |2 m | ≤ R δ1/2 and |2 m | ≥ R δ1/2 respectively, (3.43) is bounded by
Thus it suffices to consider the left-hand side of (3.44). By parabolic rescaling (3.9) for ρ = ǫ 1 and ξ 0 = η 0 , we have
Since (H ǫ1,η0 ) −1 (R δ1 Q 1/r ) ⊂ R 2δ1 Q 1/r for large R > 0, Hölder's inequality gives
By taking the third power of (3.45), we obtain
We sum over all Q 1/r ⊂ ∪ j Q j and use (3.41) to get
By (3.40) and (3.42), we have
Therefore, combining this with (3.46) gives
Let us take δ 1 = δ 1 (ǫ) small enough. Since f is concentrated on the wave packets from Proposition 4.1 (refined Strichartz estmates for higher dimension). Let ǫ > 0 and K = R δ for some sufficiently small δ = δ(ǫ). We assume that φ ∈ N (L, c 0 ) for small
for some dyadic number h > 0, then for q = 2(d+1)
Here, γ(K 2 ) is the density given by
Before proving Proposition 4.1, we observe that e itφ f is essentially constant on a ball of radius K when f is supported on the cap of radius
for sufficiently large N > 0. Then we have the following. 
Proof. Let us consider τ x0 F and e −ix·ξ0 F (x) instead of F (x) and we may assume that x 0 = 0 and ξ 0 = 0. By the Fourier inversion formula, we have
Then e ix·ξ ψ • (ξ) has the Fourier series expansion
By substituting (4.4) into (4.3), we obtain
Since ψ • is rapidly decreasing, we obtain the first inequality in (4.2). For the second inequality of (4.2), we repeat this process for τ x0 F . This finishes the proof.
4.1. Proof of Proposition 4.1. We decompose frequency space B d (0, 1) by caps of
. Therefore it suffices to consider θ ∈ Θ j . If all normal directions correspond to θ ∈ Θ j are in the 1/(100dK)-neighborhood of a d-dimensional hyperplane W , then we say that Q j is a narrow cube. Otherwise, we say that Q j is a broad cube. Then for a broad cube Q j , we can choose
for large C > 0. Here, D(w) denotes the direction of normal vectors at w which is D(w) = (−∇φ(w), 1). We denote the union of broad cubes Q j by Q broad and the union of narrow cubes
] holds, then we say we are in broad case. Otherwise, we say that we are in narrow case. 4.1.1. Broad case. As mentioned above, for each Q j ∈ Q broad , there are θ 1 , . . . , θ d+1 ∈ Θ j satisfying (4.6) and
Suppose that Q j = Q(a, K 2 ) where Q(a, K 2 ) denotes the cube in R d+1 of sidelength K 2 centered at a. We cover Q j by cubes Q(a + n, K) for n ∈
By translating (x, t) → (x, t) + n i and taking
then (4.7) can be estimated by
We apply Lemma 4.2 for a = (a, a d+1 ) to obtain (4.9) sup
Integrating (4.9) over Q(a, K) for each i = 1, · · · , d + 1 and product of them gives
Applying Lemma 4.2 and Hölder's inequality and averaging over Q(a, K) gives
Since a m1 , a m2 are rapidly decreasing, we only need to consider |m 1 |, |m 2 | ≤ K 1+δ . We ignore the error term O(K −N ) f q 2 and we can write
Combining (4.10) with (4.8) gives
the pigeonholing argument. For such ( θ, n, h 0 ), we simply denote by Q = Q( θ, n, h 0 ) and
. By summing over all Q j and (4.11), we obtain
. By (4.12), for q ≥ r,
Here we use the fact that Q(a,
we can apply multilinear restriction theorem in [2] . 
We apply Theorem 4.3 to (4.13) with r = 2(d + 1)/d. Then (4.13) is bounded by
for some C > 0. By the definition of γ(K 2 ) we can see that M ≤ γ(K 2 )R d and γ(K 2 ) ≥ K 2d , which gives
Thus we obtain
Since K = R δ for small δ = δ(ǫ), it gives (4.1). . Let h 1 , h 2 , h 3 , M 1 , γ ′ ≤ K C be dyadic numbers. We define T ′ be the set of T ′ contained in T such that
We further sort T ′ according to the number of cubes Q j by
We let T r be a tube of size (Kr) d × K 2 r defined by T r = H K −1 ,θ (B d+1 (x ′ , r)) for a ball B d+1 (x ′ , r) and set γ ′ (K 
Consider a collection of tubes T by
We may assume that Q j ∈ Q narrow for all j = 1, . . . , [ For a dyadic number R −100 ≤ µ ≤ R c , we take µ = µ(j) such that (4.16) #{T ∈ T (h 1 (j), . . . , γ ′ (j)) : Q j ⊂ T ′ for some T ′ ∈ T ′ (h 1 (j), M 1 (j))} ∼ µ(j).
Then we consider a collection Q(h 1 , h 2 , h 3 , M 1 , γ ′ , µ) of cubes defined by {Q j ∈ Q narrow : (4.15) and (4.16) holds for h 1 (j) = h 1 , . . . , µ(j) = µ}.
By pigeonholing argument, there is a pair (h 1 , . . . , µ) such that #Q(h 1 , . . . , µ) (log R) −6 M .
For such h 1 , . . . , µ, we simply denote T ′ = T ′ (h 1 , M 2 ), T = T (h 1 , . . . , γ ′ ), ⊔T ′ = ∪ T ′ ∈T ′ T ′ . We also let Q = Q(h 1 , . . . , µ) with M = #{Q ∈ Q}.
Proof of Proposition 4.1 for narrow case. By applying Theorem 3.6 to (4.15), we see that
The last inequality follows from Hölder's inequality. We may ignore E N terms in (4.17) . Summing over all j and using #Q ≥ (log R) −6 M , we have
For dyadic numbers R −100 ≤ M ′ , γ ≤ R c , by pigeonholing, we may assume that
Recall that T
). We apply parabolic rescaling (3.9) for ρ = K −1 and ξ 0 = θ and obtain
where φ K −1 = φ K −1 ,θ and f T,K −1 := (f T ) K −1 ,θ with f T,K −1 2 = f T 2 . Note that by choice of γ ′ (K 
We apply the induction hypothesis with cubes of sidelength K 2 1 and f T,K −1 instead of K 2 and f and obtain
Therefore, combining with (4.18) and using the fact that f T 2 is essentially constant, e itφ f L q (∪j Qj ) (4.19) (log R)
where R δ Q 1 is the concentric cube with Q 1 whise sidelength R δ . It is bounded by
