The present paper completes our earlier results on nonlinear stability of stationary solutions of the Vlasov-Poisson system in the stellar dynamics case. By minimizing the energy under a mass-Casimir constraint we construct a large class of isotropic, spherically symmetric steady states and prove their nonlinear stability against general, i. e., not necessarily symmetric perturbations. The class is optimal in a certain sense, in particular, it includes all polytropes of finite mass with decreasing dependence on the particle energy.
Introduction
The question of which galaxies or globular clusters are stable has for many years attracted considerable attention in the astrophysics literature, cf. [4, 6] and the references there. If one neglects relativistic effects and collisions among the stars, then from a mathematics point of view the question is which steady states of the Vlasov-Poisson system ∂ t f + v · ∂ x f − ∂ x U · ∂ v f = 0, △U = 4π ρ, lim |x|→∞ U(t,x) = 0, ρ(t,x) = f (t,x,v)dv, are stable. Here f = f (t,x,v) ≥ 0 denotes the density of the stars in phase space, t ∈ IR denotes time, x,v ∈ IR 3 denote position and velocity respectively, ρ is the spatial mass density of the stars, and U the gravitational potential which the ensemble induces collectively.
If U 0 is a time-independent potential then the particle energy
is conserved along the characteristics of the Vlasov equation. Therefore, a standard technique to obtain steady states of the Vlasov-Poisson system is to prescribe the particle distribution f 0 as a function of the particle energythis takes care of the Vlasov equation-and to solve self-consistently the remaining Poisson equation. The main problem then is to show that the resulting steady state has finite mass and possibly compact support. A well known class of steady states for which this approach works are the so-called polytropes f 0 (x,v) = (E 0 − E)
Here (·) + denotes the positive part, E 0 ∈ IR is a cut-off energy, and −1/2 < k ≤ 7/2; only for this range of exponents do these steady states have finite mass, if k < 7/2 they have compact support in addition. If f 0 depends only on the particle energy the resulting steady state is isotropic and spherically symmetric. Assuming spherical symmetry of U 0 to begin with steady states may also depend on a further conserved quantity, the modulus of angular momentum squared,
in which case they are no longer isotropic. According to Jeans' Theorem the distribution function of any spherically symmetric steady state has to be a function of the invariants E and L, cf. [2] . In [7, 9, 10, 17] we addressed the stability of steady states by a variational technique: It was shown that an appropriately chosen energy-Casimir functional has a minimizer under the constraint that the mass is prescribed, this minimizer was shown to be a steady state, and its nonlinear stability was derived from its minimizing property. While this turned out to be an efficient method to assess the stability of known steady states and also to construct new ones which automatically have finite mass, compact support, and are stable, there were two unwanted restrictions: Perturbations had to be spherically symmetric, and only the polytropes with 0 < k < 3/2 were covered. A physically realistic perturbation, say by the gravitational pull of some distant galaxy, is hardly spherically symmetric. Also, while the restriction k > 0 was indispensable-for k ≤ 0 no corresponding Casimir functional can be defined-and is probably necessary for stability since it makes f 0 a decreasing function of the particle energy, the restriction k < 3/2 is less well motivated. In [8] the first author removed the latter restriction in the case of the polytropes, while in [18] the second author removed the restriction to spherically symmetric perturbations for a class of isotropic steady states including the polytropes with k < 3/2 . It is the purpose of the present paper to combine these techniques to obtain a result which we believe is optimal in the following sense: It does not require any symmetry restrictions of the perturbations, and it covers all isotropic polytropes. As a matter of fact, the restrictions we require of the steady states are necessary to guarantee finite mass and to make the distribution function a decreasing function of the energy. Presumably, if the latter condition is violated sufficiently strongly, then the steady state is unstable.
The new elements in our analysis which allow for the improvements described above are the following: Previously we minimized an energy-Casimir functional under a mass constraint. Now we minimize the total energy of the system under a mass-Casimir constraint. The change of the role of the Casimir functional-from part of the minimized functional into part of the constraint-allows us to remove the restriction k < 3/2 and was introduced in [8] . It also leads to a much cleaner assumption on the steady state or on the Casimir functional respectively. Inspired by the concentration-compactness argument due to P. L. Lions [14] , which was used in [18] , we use a refinement of our previous scaling and splitting argument in the compactness analysis of the energy functional to get rid of the symmetry assumption for the perturbations.
The investigation is restricted to isotropic steady states: If one includes anisotropic ones then the Casimir functional is not conserved along not spherically symmetric solutions, and the method breaks down. Anisotropic steady states are-under the appropriate assumptions-stable against spherically symmetric perturbations. Whether or not they are stable against general perturbations remains an open problem.
The paper proceeds as follows: In the next section we establish some preliminary estimates which in particular show that the total energy is bounded from below and the kinetic energy is bounded along minimizing sequences. In Section 3 the existence of a minimizer of the energy is established. To prevent mass from running off to spatial infinity along a minimizing sequence we analyze how the total energy behaves under scaling transformations and under splittings of the distribution into different pieces. In Section 4 we show that such minimizers are spherically symmetric steady states of the Vlasov-Poisson system with finite mass and compact support. The stability properties of the steady states are then discussed in the Section 5. Here we point out one problem: If f 0 is a steady state then f 0 (x + tV,v + V ) for any given velocity V ∈ IR 3 is a solution of the Vlasov-Poisson system which for V small starts close to f 0 , but travels away from f 0 at a linear rate in t. This trivial "instability", which cannot be present for spherically symmetric perturbations, is handled by comparing f 0 with an appropriate shift in x-space of the time dependent perturbed solution f (t). Technically, the necessity of this shift arises in the application of our compactness argument. The considerations discussed so far are restricted to Casimir functionals satisfying a growth condition which excludes the polytropic case k = 7/2. This limiting case, the so-called Plummer sphere, is investigated in the final section. It poses additional difficulties due to a particular scaling invariance of the various functionals considered, but by using rearrangements we are able to reduce it to the same problem with symmetry, which has been investigated in [8] . This shows that is can be essential to understand the symmetric case first, and we hope that such a reduction to symmetry can be applied to other problems as well.
We conclude the introduction with some references, where we also compare our approach with other approaches to the stability problem. The first nonlinear stability result for the Vlasov-Poisson system in the present stellar dynamics case is due to G. Wolansky [22] . It is restricted to spherically symmetric perturbations of the polytropes
with exponents l > −1, 0 < k < l + 3/2 with k = −l − 1/2 and uses a variational approach for a reduced functional which is not defined on a set of phase space densities f but on a set of mass functions M(r) := |y|≤r ρ(y)dy with r ≥ 0 denoting the radial coordinate. In particular, is does not yield a stability estimate directly for the phase space distribution f . In [21] Y.-H. Wan proves stability by a careful investigation of the quadratic and higher order terms in a Taylor expansion of the energy-Casimir functional about a steady state. He has to assume the existence of the steady state, requires a strong condition on f 0 which is satisfied by the polytropes only for k = 1 and l = 0, but his arguments do not require spherical symmetry of the admissible perturbations. We also mention [1] where stability for the limiting polytropic case k = 7/2 and l = 0 is considered. Global classical solutions to the initial value problem for the Vlasov-Poisson system were first established in [15] , cf. also [20] . A rigorous result on linearized stability is given in [3] . For the plasma physics case, where the sign in the Poisson equation is reversed, the stability problem is better understood; we refer to [5, 11, 12, 16] . Finally, a very general condition which guarantees finite mass and compact support of steady states, but not their stability, is established in [19] .
Preliminaries
For a measurable function f = f (x,v) we define
and
Next we define
where Q is a given function satisfying certain assumptions specified below. We will minimize the total energy or Hamiltonian H of the system under a mass-Casimir constraint, i. e., over the set
where M > 0 is prescribed. The function Q has to satisfy the following Assumptions on Q:
Remark.
(a) In the last section we consider the limiting case k = 7/2 for which
(b) On their support the minimizers obtained later will satisfy the relation
with some Lagrange multiplier λ 0 < 0 and E as defined in (1.1). Thus f 0 is a function of the particle energy and thus a steady state of the Vlasov-Poisson system, provided this identity can be inverted.
(c) A typical example of a function Q satisfying the assumptions is
with 0 < k < 7/2 which leads to a steady state of polytropic form (1.2). More generally, if an isotropic steady state (f 0 ,U 0 ) is given with f 0 of the form
with some function φ then the above assumptions for the Casimir functional hold, if φ(E) vanishes for E larger than some cut-off energy E 0 , φ(E) ≤ C(E 0 − E) k , E ≤ E 0 , where 0 < k < 7/2, and φ ′ (E) < 0, E < E 0 . The existence of a cut-off energy is necessary in order that the steady state has finite mass. The growth condition is essential for the compactness properties of H; cf. the difficulties in the limiting case k = 7/2, and note also that the polytropic ansatz with k > 7/2 leads to steady states with infinite mass. Finally, it is generally believed that steady states are unstable if the monotonicity condition on φ is violated sufficiently strongly. In this sense one can say that the assumptions on Q are optimal.
(d) The function
also satisfies our assumptions and leads to
with some E 0 < 0. Thus the fact that we do not require Q ∈ C 2 (]0,∞[) with Q ′′ > 0 allows for examples where f 0 has jump discontinuities, and these steady states will turn out to be dynamically stable as well.
We collect some estimates for ρ f and U f induced by an element f ∈ F M . As in the rest of the paper constants denoted by C are positive, may depend on Q and M, and their value may change from line to line.
Lemma 1 Let n := k + 3/2 so that 1 + 1/n > 6/5. Then for any f ∈ F M the following holds:
, the two forms of E pot (f ) stated above are equal, and
The assertions in (b) and (c) remain valid in the limiting case
Proof. Part (a) is obvious from assumption (Q1). Splitting the v-integral according to |v| ≤ R and |v| > R and optimizing in R yields
Therefore, the first estimate in (b) follows from Hölder's inequality with indices n/k and n/(n − k), and part (a) implies the second estimate in (b).
) and 1 + 1/n > 6/5 we find by interpolation,
in the limiting case this follows directly without interpolation. The estimates for U f follow from the generalized Young's inequality, and the equality of the two representations for E pot (f ) follows by integration by parts after regularizing ρ f if necessary. 2 As an immediate corollary of the lemma above we note that on F M the total energy H is bounded from below in such a way that E kin -and thus certain norms of f and ρ f -remain bounded along minimizing sequences:
Lemma 2 There exists a constant C > 0 such that
and E kin is bounded along minimizing sequences of H in F M .
The behavior of H and C under scaling transformations can be used to show that h M is negative and to relate the h M 's for different values of M:
Proof. Given any function f , we define a rescaled functionf (x,v) = f (ax,bv), where a, b > 0. Then
To prove (a) we fix any f ∈ F M and let a = b −1 so thatf ∈ F M as well. Then 6) and since a = (M/M) 1/3 and the mapping F M → F M , f →f is one-to-one and onto this proves (b).
2 One should note that both Lemma 2 and Lemma 3 remain valid in the limiting case k = 7/2.
Existence of minimizers for k < 7/2
It is conceivable that along a minimizing sequence the mass could run off to spatial infinity and/or spread uniformly in space. The main problem in proving the existence of a minimizer is to show that this does not happen, which is done in the next lemma. Combined with a local compactness result for the induced fields and a new version of the splitting technique developed in our previous papers this will yield the existence of minimizers.
for all sufficiently large i ∈ IN. Here we define B R := {x ∈ IR 3 ||x| ≤ R}.
Proof. For R > 1 define
so that we split the kernel
Here 1 A denotes the indicator function of the set A. We split
according to (3.1) , where
, we find from Lemma 1 (b), using the boundedness of the kinetic energy,
, and
for the last estimate we used Hölder's and Young's inequality. Since (f i ) is a minimizing sequence we have, for any R > 1,
provided i is sufficiently large. Therefore,
By Lemma 3 (a) the right hand side of this estimate is positive for R sufficiently large, and the proof is complete. 2
be bounded with respect to both norms and
Then for any R > 0,
Proof. Take any R ′ > R. Since by assumption on k we have 1 + 1/n ∈ ]6/5,5/3[, the mapping
is compact. Thus the asserted strong convergence holds on B R ′ . On the other hand,
which is arbitrarily small for R ′ large. 2 We are now ready to show the existence of a minimizer of H.
. For the induced potentials we have
Remark. Without admitting shifts in x-space the assertion of the theorem is wrong: Starting from a given minimizer f 0 and a sequence of shift vectors (a i ) ∈ IR 3 the sequence (T i f 0 ) is minimizing and in F M , but if |a i | → ∞ this minimizing sequence converges weakly to zero, which is not in F M . Proof of Theorem 1. Let (f i ) be a minimizing sequence and (a i ) ⊂ IR 3 such that the assertion of Lemma 4 holds. Since H is translation invariant (T i f i ) is again a minimizing sequence. By Lemma 1 (a),
. Thus there exists a weakly convergent subsequence, denoted by
Clearly, f 0 ≥ 0 a. e. By Lemma 2, (E kin (T i f i )) is bounded so by Lemma 1,
, and by assumption (Q1) this sequence is also bounded in L 1 (IR 3 ). After extracting a further subsequence
Also by weak convergence
By (Q2) the functional C is convex. Thus by Mazur's Lemma and Fatou's Lemma
by (Q1). The key step is to show that up to a subsequence we have
For R 0 < R we denote B R 0 ,R := {x ∈ IR 3 |R 0 ≤ |x| ≤ R}, and we split T i f i as follows:
Due
for sufficiently large R. By Lemma 1 (b) we only need to show that
for sufficiently large R. We use the method of splitting to verify (3.8). According to (3.6),
with obvious definitions for ρ
by Lemma 5. For R > 2R 0 we use Hölder's inequality to estimate I 2 as follows:
It is a simple calculus exercise to show that
Here R > 2R 0 are so far arbitrary, and the constants C 1 ,C 2 are independent of R and R 0 . Now assume (3.8) were false. Then there exists ǫ 1 > 0 such that for every R > 0 and i large we have
where ǫ 0 is as in Lemma 4, and increase R 0 from that lemma such that
By (3.10) this contradicts the fact that (T i f i ) is minimizing. Thus (3.8) holds, and (3.5) follows.
Clearly we have H(f 0 ) ≤ lim i H(T i f i ), and it remains to show that C(f 0 ) = M. Assume that M 0 := C(f 0 ) < M; M 0 > 0 since otherwise f 0 = 0 in contradiction to H(f 0 ) < 0. Let
so that by (2.5),f 0 ∈ F M . Then by (2.6),
a contradiction; recall that b < 1 and h M < 0. 2
Properties of minimizers
The purpose of the present section is to show that the minimizers obtained in the previous one are indeed steady states of the Vlasov-Poisson system.
where
U 0 is the potential induced by f 0 , and
In particular, f 0 is a steady state of the Vlasov-Poisson system.
Remark.
(a) The Euler-Lagrange equation for our constrained minimization problem will give us the relation
which we want to invert by means of the function φ. Clearly, if Q ′ is strictly increasing then 
(c) In the example given by (2.3),
which is not one-to-one on [0,∞[, but the Euler-Lagrange equation can be inverted to yield (2.4).
Proof of Theorem 2. Let f 0 and U 0 be a pointwise defined representative of a minimizer of H in F M and its induced potential respectively; to derive the Euler-Lagrange relation we will argue first on f For ǫ > 0 small,
defines a set of positive, finite measure. Let w ∈ L ∞ (IR 6 ) be compactly supported and non-negative outside K ǫ , and define G(σ,τ ) := Q(f 0 + σ1 Kǫ + τ w)dv dx;
for τ and σ close to zero, τ ≥ 0, the function f 0 + σ1 Kǫ + τ w is bounded on K ǫ , and non-negative otherwise. Therefore, G is continuously differentiable for such τ and σ, and G(0,0) = M. Since
there exists by the implicit function theorem a continuously differentiable function τ → σ(τ ) with σ(0) = 0, defined for τ ≥ 0 small, such that
Since G(σ(τ ),τ ) attains its minimum at τ = 0, Taylor expansion implies
for τ ≥ 0 small. With (4.1) we get
. By our choice for w this implies that E = λ ǫ Q ′ (f 0 ) a. e. on K ǫ and E ≥ λ ǫ Q ′ (f 0 ) otherwise. This shows that λ ǫ = λ 0 does in fact not depend on ǫ. Letting ǫ → 0, we conclude that
If we multiply (4.3) by f 0 and integrate we obtain the asserted formula for λ 0 , and λ 0 < 0 as claimed, since
We need to invert (4.3). Let V crit be the at most countable set of values where Q ′ is not one-to-one, cf. part (a) of the remark above. Since for any constant η ∈ IR the set E −1 (η) has measure zero-for fixed x this is a sphere in v-space-we conclude that
is a set of measure zero, and on f Proof. To prove the spherical symmetry of f 0 we denote by f * 0 the spherically symmetric rearrangement of f 0 with respect to x so that ρ f * 0 is the spherically symmetric rearrangement of ρ 0 . Clearly,
. Thus by Riesz' rearrangement inequality these two terms must be equal, and ρ 0 must be spherically symmetric with respect to some point in IR 3 , cf. [13, Thms. 3.7 and 3.9] . By definition, U 0 is symmetric as well, and by Theorem 2 also f 0 .
To prove part (b), consider first the case where k < 1/2 i. e., n < 2.
The usual L p -regularity theory and Sobolev's embedding theorem implies that
Moreover, for any R > 0 and x ∈ IR 3 ,
where q is the conjugate exponent to p, so q < 3. This implies that
This in turn implies that for |x| sufficiently large, E > E 0 ; note that the latter quantity is negative by Theorem 2. By the same theorem, f 0 and ρ 0 have compact support. To continue, we note that since f 0 depends only on the particle energy E via the function φ,
note that h φ (u) = 0 for u ≥ E 0 . By the general assumptions on Q the function h φ is continuously differentiable. Thus the regularity of U 0 implies that ρ 0 ∈ C c (IR 3 ), this in turn implies that
, and finally
. Consider now the case that k ≥ 1/2. Clearly we are done if we can but prove that ρ 0 is not only in L p with p = 1 + 1/n, which is now to small for the argument above, but in some L p with p > 3/2. To show this, we use a bootstrap argument, based on (4.5). For this to work, we need some control on the growth of the function h φ which is the reason for the extra assumption on φ. Indeed, under that assumption the following estimate holds:
If we use this estimate on the set where ρ 0 is large-this set has finite measure-and the integrability of ρ 0 on the complement we find that
If we would pick the limiting case n = 5, i. e., ρ 0 ∈ L 6/5 , we would find by Young's inequality that U 0 ∈ L 6 , and bootstrapping this via (4.7) gives us ρ 0 ∈ L 6/5 back. However, for n < 5 this works better: Starting with p 0 = 1 + 1/n we apply Young's inequality to find that U 0 lies in L q with q = (1/p 0 − 2/3) −1 > 1, and substituting this into (4.7) we conclude that ρ 0 ∈ L p 1 with p 1 = q/n; note that by assumption p 0 < 3/2. If p 1 > 3/2 we are done. If p 1 = 3/2 we decrease p 1 slightly-note that ρ 0 ∈ L 1 -so that in the next bootstrap step we find p 2 as large as we wish. If p 1 < 3/2 we repeat the process. By induction one sees that
as long as p k−1 < 3/2. But since 2 ≤ n < 5 the denominator would eventually become negative so that the process must stop after finitely many steps. As to part (c) we first observe that up to some shift U 0 as a function of the radial variable r := |x| solves the equation
with some appropriately defined constant c k . Here ′ denotes the derivative with respect to r. The assertion now follows from the scaling properties of (4.8), and we refer to [8, Thm. 3] for the details. 
Dynamical stability
Let f 0 ∈ F M be a minimizer as obtained in Theorem 1. To investigate its dynamical stability we note first that
Since Q is convex and the Lagrange multiplier λ 0 from Theorem 2 is negative, the integrand can be estimated from below by
According to Theorem 2, this quantity is zero on suppf 0 , while on IR
Thus we see that
We are now ready to state our stability result. Note that if we shift a minimizer in space we obtain another minimizer. Moreover, we do in general not know whether the minimizers are unique up to spatial shifts. This fact is reflected in two versions of our stability result. 
Then for every ǫ > 0 there is a δ > 0 such that for any solution t → f (t) of the Vlasov-Poisson system with
implies that for every t ≥ 0 there exists a shift vector a ∈ IR 3 such that
Here
Remark. 
where f max ≥ f 0 ∞ as would be the case for the polytropes Q(f ) = f + f 1+1/k with 1 ≤ k < 7/2, then by Taylor-expanding Q we find
observe that the size restriction on f propagates along solutions of the Vlasov-Poisson system.
(c) The restriction f (0) ∈ F M for the perturbed initial data is acceptable from a physics point of view: A physical perturbation of a given galaxy, say by the gravitational pull of some outside object, would result in a perturbed state which is an equimeasurable rearrangement of the original state, in particular, the value of C(f ) remains unchanged.
Proof of Theorem 4. Assume the assertion of part (a) were false. Then there exist ǫ > 0, t n > 0, and
By (5.2) and (5.1),
Since both H and C are conserved along classical solutions as launched by
i. e., (f n (t n )) is a minimizing sequence for H in F M . Up to a subsequence we may therefore assume by Theorem 1 that there exists a minimizer f 0 ∈ F M and a sequence (a n ) ⊂ IR 3 such that
note that for any f ∈ F M and a ∈ IR 3 ,
and since T an f 0 ∈ M M we arrive at a contradiction to (5.3). Thus part (a) is established. Now assume that f 0 is an isolated minimizer in F M , and define
Let ǫ > 0 arbitrary. In order to find the corresponding δ we can without loss of generality assume that ǫ < δ 0 /4. Now choose δ > 0 according to part (a), without loss of generality δ < ǫ, and let
The function
is continuous, and since the interaction term goes to zero as |a| → ∞, uniformly on compact time intervals, inf a∈IR 3 h(t,a) is also continuous. Now assume that there exists t > 0 such that
Since at time zero the left hand side is less then ǫ there exists some t * > 0 where inf
On the other hand, part (a) provides some f *
By (5.5) and (5.6) together with the non-negativity of d,
and by the definition of δ 0 there must exist some a * ∈ IR 3 such that f * 0 = T a * f 0 . But this means that (5.5) contradicts (5.6), and the proof of part (b) is complete. 2
6 The case k = 7/2; the Plummer sphere
In this section we study the so-called Plummer sphere which corresponds to the minimization of H on the constraint set
i. e., we take Q(f ) = f 9/7 which means k = 7/2 and n = 5. Due to the fact that the scaling transformation
1) leaves each term in both H and C invariant this case presents additional difficulties.
As we noted at the end of Section 1 the assertion of Lemma 2 remains valid so that there exists a minimizing sequence (f i ) of H in F M . We shall follow the steps in Section 3 to conclude the existence of a minimizer. The key step is to verify that the assertions of both Lemma 4 and Lemma 5 are still valid in the presence of the scaling (6.1). To this end we wish to employ the results in [8] , so we consider (f * i ), the sequence of spherically symmetric rearrangements with respect to x, which is again minimizing and in F M . By [8, Thm. 2] there exists a symmetric minimizer g such that S i f * i ⇀ g weakly in L 9/7 (IR 6 ), and more importantly
where S i = S λ i with some λ i > 0. The corresponding spatial densities also converge strongly:
Lemma 6 Up to a subsequence,
. By further extracting a subsequence we can assume
for all r ∈]0,∞[ at which ρ g is continuous. If r 0 were a point of continuity for ρ g at which this is not the case, then there is an ǫ 0 > 0 and a subsequence such that
. From the monotonicity of ρ * i we have
in contradiction to (6.2). The assumption ρ * i (r 0 ) − ρ g (r 0 ) < −ǫ 0 leads to the analogous contradiction on the interval [r 0 ,r 0 + δ] so that (6.3) is established. Now we choose two sequences r j → 0 and R j → ∞ at which ρ g is continuous. By the monotonicity and (6.3), ρ * i are uniformly bounded for each region r j ≤ r ≤ R j . By Lebesgue's dominated convergence theorem,
But by (0.47) of [8] there is no concentration at either r = 0 or r = ∞, i. e., for any ǫ > 0, there is R > 0 such that
The first estimate in Lemma 1 (b) therefore implies that up to a subsequence,
for i large, and together with (6.4) this completes the proof. 2 We now establish the key fact that S i f i are equi-integrable, i. e., there is no concentration. For a non-negative function h and a cut-off parameter N > 0 we define
Lemma 7 For any ǫ > 0, there is an N > 0 such that up to a subsequence,
and ρ i = ρ S i f i . We first use Lemma 6 to prove the assertion for ρ * i . To this end, let A i = {r| ρ * i < 1/N} ∪ {r| ρ * i > N}, and A g = {r| ρ g ≤ 1/N} ∪ {r| ρ g ≥ N}. For any ǫ > 0, there is N > 0 large such that ρ g L 6/5 (Ag ) < ǫ/2. Now from Lemma 6 for i large we deduce that
Again by Lemma 6 we find that up to a subsequence ρ * i → ρ g pointwise a. e., and thus limsup i→∞ 1 A i ≤ 1 Ag a. e.. Therefore, applying Fatou's lemma for
Hence up to a subsequence,
(6.5)
Now by the equi-measurability of the rearrangements, (6.5) implies the assertion of the lemma. In fact, for any function h ≥ 0 and p ≥ 1, Taking h = ρ i and noticing that by definition, h
, we see that the assertion of the lemma follows from (6.5). Proof. The identity for f 0 follows exactly as in the proof of Theorem 2. The spherical symmetry follows as in the proof of Theorem 3. By monotonicity lim r→∞ U 0 (r) ∈] − ∞,0] exists, and since U 0 ∈ L 6 (IR 3 ) this limit must be zero so that U 0 is a solution of the corresponding Emden-Fowler equation (4.8) with k = 7/2 and E 0 = 0. The uniqueness up to scalings follows as in [8, Thm. 3] , and the explicit formulas can be checked by direct computation. 2 Finally, we state the stability theorem for the limiting case k = 7/2: The only difference to the proof of Theorem 4 is that one now has to take into account not only the spatial shifts, but also the scaling transformations which arise in Theorem 5, and this is straightforward. The condition f (0) ∈ F M can also be relaxed by a scaling transformation as in [8, Thm. 4] .
