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7.18 Image and Model, Padlock (front view) 146 Vision is something we all take for granted but this one sense is so useful that we would 
be completely lost without it. Over the last few decades many researchers have been 
working towards the goal of giving computers sight: the field of Computer Vision has 
come a long way from the early experiments with poor quality images but it still has 
a long way to go to achieve even a small fraction of the performance of the human 
visual system. 
One of the problems in Computer Vision which has attracted a lot of attention is 
the recognition of three-dimensional objects in images. There are many applications 
where this ability is desirable and of course it is essential for general-purpose vision. 
As a step toward general object recognition, the aim of the work described in this thesis 
is to develop a compact model of three-dimensional objects and to show how objects 
described by such models can be identified in real images. 
Over the last few years there has been significant improvement in the performance 
(and a reduction in cost) of imaging hardware. We now have access to good quality, 
full colour, images which are believed to be optically superior to those captured by the 
human visual system. Although colour cannot solve all our problems, it can often make 
things much easier. In a very tightly constrained system we can often recognise objects 
solely by their colour (eg. the balls in snooker); in a less constrained system colour is 
more likely to be used as well as other features like shape and texture. Consider the 
two images in figure 1.1, both show the same view of the same car. It is quite easy to 
see that both images contain a racing car but in the colour image, if we know that a 
Williams is blue and yellow with bold red letters on the wings, then we can tell very 
quickly what type of racing car is in the picture. Pixels Regions 5>l:ii;)es Objects 
sky 
wall 
path 
Figure 1.2: Overview 20 
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Figure 3.4: Region Growing using Different Colour Models 43 
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Figure 3.5: Split and Merge using Different Colour Models 46 
The relaxation process clearly improves the initial segmentations significantly. The 
handling of the yellow face using the HVC model is not ideal but, as stated previously, 
it is better to oversegment than undersegment since regions can always be combined 
at a later stage of processing. 
The relative performance of the different colour models is much the same as with 
the region grower. The RGB and HSI models perform less well than the HVC model 
because in these spaces a constant colour spread encompasses a larger or smaller range 
of colours depending on the actual colours under consideration. 
These results also show the major pitfalls of the split and merge algorithm. By using 
colour spread alone we have allowed some large regions to merge in small regions 
of a significantly different colour. In most cases though this deficiency is rectified by 
the relaxation process as it returns many of the wrongly placed pixels to their correct 
regions. Of course this can only happen if there is some part of the "correct region" to 
return the pixels to; if a large region were to completely swallow up a distinct region 
then there would be no boundary between the two "regions" across which to move 
pixels. 
3.4.3 Region Growing vs Split and Merge 
3.4.3.1 Segmentation Quality 
In the previous two sections we have seen that both of the segmentation algorithms 
described perform best using the HVC colour model. Comparison of figures 3.4(d) 
and 3.5(f) suggests that the Region Grower is superior to the Split and Merge since all 
the faces of the cube are segmented out correctly. 
Two, more varied, examples of the two algorithms' performance with the HVC 
colour model are given in figures 3.6 and 3.7. The drink-can image 3.6(a) (227 x 425) is 
a complex object (with some smoothly coloured and some textured areas) on a smooth 
background. The outdoor scene 3.7(a) (256 x 384) has few smoothly coloured areas 
and has poor contrast. 47 
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Figure 3.6: Region Grower vs Split and Merge 48 
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(b) Region Grower (c) Split and Merge 
Figure 3.7: Region Grower vs Split and Merge 49 
One obvious difference in the handling of the difficult regions is that the region 
grower tends to produce large regions which have lots of "holes" whereas the split 
and merge produces more compact, less perforated, regions. For our purposes, the 
former behaviour is more desirable since it is easier to trace the outline of a region 
(ignoring the holes) than to stick together many regions and trace the outline of the 
combined region. 
In the highly textured areas (eg. the tiny writing on the can) the region grower 
gives no label (coloured black) but the split and merge produces a large number of 
single-pixel regions. Again, the former is more desirable since unlabelled areas can be 
subsequently examined by other techniques but single-pixel regions are of little use. 
Other areas where the split and merge does badly are (i) the highlight on the yellow 
balloon - we may indeed wish to ignore this region but it is the job of higher-level 
parts of the system to do this, the region is a different colour from its surroundings 
and should be segmented out; (ii) some of the large letters on the can have been split -
most notable is the capital "C" at the bottom which has been successfully segmented 
by the region grower but has lost its tail in the split and merge. 
Based on the above observations we can say that, for our purposes, the colour region 
grower produces better overall results than the split and merge. 
3.4.3.2 Flexibility 
As well as producing preferable results for a "complete" segmentation, the region 
grower has the advantage of greater flexibility. Since the process is defined on a 
region-by-region basis we can be very selective in our choice of seed region and in 
the number/area of regions segmented, unlike the split and merge which is limited to 
segmenting the whole image in one go. 
There are many approaches we might take to selecting a seed region, depending on 
our knowledge of the image content at the time eg. 
® Position - it may be sensible, initially, to segment regions which are in the centre 60 
or when one of the shapes undergoes an arbitrary affine transform [57]. 
4.4.1 Hough Transform Methods 
niingworth and Kittler [51] survey Hough techniques and state that their major 
advantage is the ability to recognise shapes in the presence of noise and occlusions. 
The Generalised Hough Transform (GHT) [3] is an evidence gathering or voting 
procedure. A shape is described by a list of template vectors from the centroid of the 
template shape to its boundary. Translated instances of the shape can be characterised 
by the position of their centroid. Each image point is compared to every entry of 
the template list and votes for the corresponding centroid by incrementing a cell in 
a two-dimensional accumulator array. When all image points have been processed, 
the accumulator cells with the highest values give the most likely positions of the 
shape within the image. The method can also be used to search for scaled and rotated 
versions of the shape by adding a further two dimensions to the accumulator array. 
Each image point generates or votes for all parameter instances that could have 
produced it. Only sets of image points which belong to a shape will vote coherently 
and produce peaks in the accumulator array. Thus extraneous data only adds to 
the distributed background votes and missing data leads only to a reduction in the 
height of a peak. The GHT is also inherently parallel since each image point votes 
independently. The main disadvantages of the GHT are the large computation and 
storage requirements. 
The GHT is useful where a single object must be found since it is a model driven 
approach. When there is a large number of possible objects the amount of computation 
required is prohibitive since we must search the whole image for all possible instances 
of all possible objects. 97 
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