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Abstract
We study the q-state ferromagnetic Potts model on the n-vertex complete graph known
as the mean-field (Curie-Weiss) model. We analyze the Swendsen-Wang algorithm which is a
Markov chain that utilizes the random cluster representation for the ferromagnetic Potts model
to recolor large sets of vertices in one step and potentially overcomes obstacles that inhibit
single-site Glauber dynamics. Long et al. studied the case q = 2, the Swendsen-Wang algorithm
for the mean-field ferromagnetic Ising model, and showed that the mixing time satisfies: (i)
Θ(1) for β < βc, (ii) Θ(n
1/4) for β = βc, (iii) Θ(log n) for β > βc, where βc is the critical
temperature for the ordered/disordered phase transition. In contrast, for q ≥ 3 there are two
critical temperatures 0 < βu < βrc that are relevant. We prove that the mixing time of the
Swendsen-Wang algorithm for the ferromagnetic Potts model on the n-vertex complete graph
satisfies: (i) Θ(1) for β < βu, (ii) Θ(n
1/3) for β = βu, (iii) exp(n
Ω(1)) for βu < β < βrc, and (iv)
Θ(log n) for β ≥ βrc. These results complement refined results of Cuff et al. on the mixing time
of the Glauber dynamics for the ferromagnetic Potts model.
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1 Introduction
The mixing time of Markov chains is of critical importance for simulations of statistical physics
models. It is especially interesting to understand how phase transitions in these models manifest
in the behavior of the mixing time; these connections are the topic of this paper.
We study the q-state ferromagnetic Potts model. In the following definition the case q = 2
corresponds to the Ising model and q ≥ 3 is the Potts model. For a graph G = (V,E) the
configurations of the model are assignments σ : V → [q] of spins to vertices; denote by Ω the set
of all configurations. The model is parameterized by β > 0, known as the (inverse) temperature.
For a configuration σ ∈ Ω let m(σ) be the number of edges in E that are monochromatic under σ
and let its weight be w(σ) = exp(βm(σ)). Then the Gibbs distribution µ is defined as follows: for
σ ∈ Ω, µ(σ) = w(σ)/Z(β), where Z(β) = ∑σ∈Ωw(σ) is the normalizing constant, known as the
partition function.
A useful feature for studying the ferromagnetic Potts model is its alternative formulation known
as the random-cluster model. Here configurations are subsets of edges and the weight of such a
configuration S ⊆ E is
w(S) = p|S|(1− p)|E\S|qk(S),
where p = 1− exp(−β) and k(S) is the number of connected components in the graph G′ = (V, S)
(isolated vertices do count). The corresponding partition function Zrc =
∑
S⊆E w(S) satisfies
Zrc = (1− p)|E|Z.
The focus of this paper is the Curie-Weiss model which in computer science terminology is the
n-vertex complete graph G = (V,E). The interest in this model is that it allows more detailed
results and these results are believed to extend to other graphs of particular interest such as random
regular graphs. For convenience we parameterize the model in terms of a constant B > 0 such that
the Gibbs distribution is as follows:
µ(σ) =
1
Z(β)
(1−B/n)−m(σ). (1)
(Note that β = − ln(1−B/n) ∼ B/n for large n.) The following critical points Bu < Bo < Brc for
the parameter B are well-studied1 and relevant to our study of the Potts model on the complete
graph:
Bu = sup
{
B ≥ 0
∣∣∣ B − z
B + (q − 1)z 6= e
−z for all z > 0
}
= min
z≥0
{
z +
qz
ez − 1
}
, (2)
Bo =
2(q − 1) ln(q − 1)
q − 2 , Brc = q. (3)
These thresholds correspond to the critical points for the infinite ∆-regular tree T∆ and random ∆-
regular graphs by taking appropriate limits as ∆→∞. More specifically, if B(∆) is a threshold on
T∆ or the random ∆-regular graph then lim∆→∞∆(B(∆)−1) is the corresponding threshold in the
Curie-Weiss model. In this perspective, Bu corresponds to the uniqueness/non-uniqueness thresh-
old on T∆; Bo corresponds to the ordered/disordered phase transition; and Brc was conjectured by
Ha¨ggstro¨m to correspond to a second uniqueness/non-uniqueness threshold for the random-cluster
model on T∆ with periodic boundaries (in particular, he conjectured that non-uniqueness holds iff
B ∈ (Bu,Brc)). For a detailed exposition of these critical points we refer the reader to [11] (see
1Bo is βc in [10, Equation (3.1)] and Bu is equivalent to βs in [11, Equation (1.1)] under the parametrization
z = B(qx − 1)/(q − 1). We follow the convention of counting monochromatic edges [10] as opposed to counting
monochromatic pairs of vertices [11]; hence our thresholds are larger than those in [11] by a factor of 2.
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also [12] for their relevance for random regular graphs). We should finally remark that in the case
of the Ising model (q = 2), the three points Bu,Bo,Brc coincide.
The Glauber dynamics is a classical tool for studying the Gibbs distribution. This is the class of
Markov chains with “local” transitions that update the configuration at a randomly chosen vertex
and which are designed so that the stationary distribution is the Gibbs distribution. The limitation
of local Markov chains, such as the Glauber dynamics, is that they are typically slow to converge
at low temperatures (large B). The Swendsen-Wang algorithm is a more sophisticated Markov
chain that utilizes the random cluster representation of the Potts model to potentially overcome
bottlenecks that obstruct the simpler Glauber dynamics.
Specifically, the Swendsen-Wang algorithm is a Markov chain (Xt) whose transitions Xt → Xt+1
are as follows. From a configuration Xt ∈ Ω:
• Let M be the set of monochromatic edges in Xt.
• Percolation step: for each edge e ∈ M , keep it independently with probability B/n. Let M ′
denote the set of the remaining monochromatic edges.
• Coloring step: in the graph (V,M ′), independently for each connected component, choose a
color uniformly at random from [q] and assign to all vertices in that component the chosen
color. Let Xt+1 denote the resulting spin configuration.
It is a standard fact that the chain is reversible with respect to the Gibbs distribution µ (and thus
converges to it). We will be interested in the mixing time Tmix of the chain, which is defined as
the number of steps from the worst initial state to get within total variation distance 1/4 of the
distribution µ.
For the Swendsen-Wang algorithm for the ferromagnetic Ising model (q = 2), Cooper et al. [8]
showed for the complete graph with n vertices that the mixing time satisfies Tmix = n
1/2+o(1) for all
temperatures except for β = βc, where βc is the uniqueness/non-uniqueness threshold. Long et al.
[19] showed more refined results for the complete graph establishing that the mixing time is Θ(1)
for β < βc, Θ(n
1/4) for β = βc, and Θ(log n) for β > βc. For square boxes of Z2, Ullrich [26, 27]
proved that the mixing time of Swendsen-Wang is polynomial for all temperatures (building upon
results for the Glauber dynamics by Martinelli and Olivieri [21, 22] and Lubetzky and Sly [20]).
Very recently, Guo and Jerrum [16] showed that the mixing time of Swendsen-Wang is polynomial
for any graph G for all temperatures.
For the Swendsen-Wang algorithm for the ferromagnetic Potts model (q ≥ 3), it has been
demonstrated that the mixing time can be of order exp(nΩ(1)) at the ordered/disordered phase
transition point (phase coexistence). In particular, Gore and Jerrum [15] showed for the complete
graph that the mixing time is exp(Ω(
√
n)) at the critical point B = Bo. Similar slow mixing results
have been established for other classes of graphs at the analogous critical point: Cooper and Frieze
[9] showed this for G(n, p) when p = Ω(n−1/3), Galanis et al. [12] for random ∆-regular graphs when
q ≥ 2∆/ log ∆, and Borgs et al. [5, 6] for the d-dimensional integer lattice for q ≥ 25. For square
boxes of Z2, Ullrich [26, 27] proves polynomial mixing time at all temperatures except criticality
building upon the results of Beffara and Duminil-Copin [2]. On the torus (Z/nZ)2, Gheissari and
Lubetzky [13] recently showed the following bounds on the mixing time at criticality: polynomial
upper bound for q = 3, quasi-polynomial upper bound for q = 4 and exponential lower bound for
q > 4.
In this paper, we study the mixing time of the Swendsen-Wang dynamics for the ferromagnetic
Potts model on the complete graph. Previously, Cuff et al. [11] had detailed the mixing time
of the Glauber dynamics for the ferromagnetic Potts model on the complete graph (their results
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are significantly more precise than what we state here for convenience): Θ(n log n) for B < Bu,
exp(Ω(n)) for B > Bu, and Θ(n
4/3) mixing time for B = Bu (and a scaling window of O(n
−2/3)
around Bu).
Our main result is a complete classification of the mixing time of the Swendsen-Wang dynamics
on the complete graph when the parameter B is a constant independent of n.
Theorem 1. For all integer q ≥ 3, the mixing time Tmix of the Swendsen-Wang algorithm on the
n-vertex complete graph satisfies:
1. For all B < Bu, Tmix = Θ(1).
2. For B = Bu, Tmix = Θ(n
1/3).
3. For all Bu < B < Brc, Tmix = exp(n
Ω(1)).
4. For all B ≥ Brc, Tmix = Θ(log n).
In an independent work, Blanca and Sinclair [3] analyze a closely related chain to the Swendsen-
Wang dynamics, known as the Chayes-Machta dynamics, which is also suitable for sampling random
cluster configurations (works more generally for q ≥ 1 with q ∈ R). They provide an analogue of
Theorem 1, though their analysis excludes the critical points B = Bu and B = Brc. Very recently,
Gheissari, Lubetzky, and Peres [14] improved the lower bound on the mixing time in the window
Bu < B < Brc to exp(Ω(n)), both for the Swendsen-Wang and the Chayes-Machta dynamics.
In the following section, we give an overview of our proof approach. First, we discuss the critical
points Bu,Bo,Brc in more detail. Then, we present a function F which captures a simplified view
of the Swendsen-Wang dynamics, and then we connect the behavior of F with the critical points.
We also present in Section 2 a high-level sketch of the proof of Theorem 1. In Section 4, we collect
facts for the G(n, c/n) random graph which will be relevant for analyzing one step of the Swendsen-
Wang algorithm. In Section 5, we prove the slow mixing result (Part 3 of Theorem 1). We then
prove the rapid mixing results for B > Brc in Section 7, for B = Brc in Section 8, for B < Bu in
Section 10, and for B = Bu in Section 11.
2 Proof Approach
2.1 Critical Points for Phase Transitions
In this section, we review the thresholds Bu,Bo,Brc for the mean-field Potts model and their
connections to the critical points of the partition function which will be relevant later. The reader
is referred to [4, 10] for further details ([4] also applies to the random-cluster model).
We first need to introduce some notation for the complete graph G = (V,E) with n vertices.
For a configuration σ : V → [q] and a color i ∈ [q], let αi(σ) be the fraction of vertices with color
i in σ, i.e., αi(σ) = |{v ∈ V : σ(v) = i}|/n. We denote by α(σ) the vector (α1(σ), . . . , αq(σ)),
and refer to it as the phase of σ. There are q + 1 phases that are most relevant, the uniform
phase u := (1/q, . . . , 1/q) and the q permutations of the majority phase m := (a, b, . . . , b), for some
appropriate a > 1/q and b given by a + (q − 1)b = 1. Roughly, these phases correspond to the
configurations that have dominant contribution to the partition function.
More precisely, for a q-dimensional probability vector α, let Ωα be the set of configurations σ
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whose phase is α.2 Let
Zα =
∑
σ∈Ωα
w(σ) and Ψ(α) := lim
n→∞
1
n
lnZα.
To simplify the formulas, it turns out that it is enough to consider the following one-dimensional
version of Ψ corresponding to configurations where one color has density α and the remaining colors
have density β where α+ (q − 1)β = 1. Namely, let
Ψ1(α) := Ψ(α, β, . . . , β) = Ψ
(
α,
1− α
q − 1 , . . . ,
1− α
q − 1
)
.
It is not hard to see that Zα is given by
(
n
α1n,...,αqn
)
(1 − B/n)−
∑
i∈[q] (
αin
2 ), so using Stirling’s
approximation we obtain the explicit expression
Ψ1(α) = −α lnα− (1− α) ln 1− α
q − 1 +
B
2
(
α2 +
(1− α)2
q − 1
)
. (4)
With these definitions, we next relate the thresholds Bu,Bo,Brc to the critical points/local
maxima of Ψ1. Depending on the value of B, there are two points that are relevant, u = 1/q and
a > 1/q, where a is a critical point of Ψ1 and hence satisfies
3
ln
(q − 1)a
1− a = B
qa− 1
q − 1 . (5)
The following folklore lemma illustrates the relevant thresholds, see also Figure 1. For completeness,
we give the proof in Section 3.1.
Lemma 2. Let q ≥ 3. For the function Ψ1,
1. For B < Bu, Ψ1 has a unique local maximum, at u = 1/q, and there are no other critical
points of Ψ1.
2. For B = Bu, Ψ1 has two critical points, at u = 1/q and a > 1/q (satisfying (5)). Of these,
u = 1/q is the only local maximum of Ψ1.
3. ForBu < B < Brc, Ψ1 has two local maxima, at u = 1/q and a > 1/q (satisfying (5)). Further,
– For B ∈ (Bu,Bo), u is the only global maximum of Ψ1.
– For B = Bo, u and a are the global maxima of Ψ1.
– For B ∈ (Bo,Brc), a is the only global maximum of Ψ1.
4. For B ≥ Brc, Ψ1 has one local maximum in the interval [1/q, 1], at a point a > 1/q (satisfying
(5)).
2Technically, for integrality reasons, Ωα are the configurations σ whose phase is within O(1/n) from α. This does
not have any effect in the subsequent asymptotic considerations.
3Such a critical point a > 1/q exists when B ≥ Bu (see Lemma 7). In the regime Bu < B < Brc there are two
critical points of Ψ1(a) with value a > 1/q; the relevant value of a is then given by the point where Ψ1(α) has a local
maximum, see Lemma 2 for details and Figure 1 for a depiction.
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(a) B < Bu (b) B = Bu (c) Bu < B < Bo
(d) B = Bo (e) Bo < B < Brc (f) B = Brc
Figure 1: The function Ψ1 (free energy) plotted in different regimes of B (defined in (4)). The
critical points Bu,Bo,Brc are given by (2) and (3). In the regime B < Bu (figure 1a), the function
Ψ1 has a unique local maximum at the disordered phase. At B = Bu (figure 1b), the function
Ψ1 has a saddle point at the ordered phase. In the regime Bu < B < Brc (figures 1c, 1d and 1e)
the function Ψ1 has two local maxima; these are both global maxima iff B = Bo. In the regime
B ≥ Brc (figure 1f), the function Ψ1 has a unique local maximum in the interval [1/q, 1].
While we will not need the following fact explicitly in our arguments, we remark for the sake of
completeness that the local maxima of the multivariable function Ψ correspond to the local maxima
of the function Ψ1 as follows. The phases where Ψ can have a local maximum is the uniform phase
u = (1/q, . . . , 1/q) and the q permutations of the majority phase m = (a, b, . . . , b), where a > 1/q
is as in Lemma 2 and b is given by a+ (q − 1)b = 1. More precisely, u is a local maximum of Ψ iff
u = 1/q is a local maximum of Ψ1, the majority phase m is a local maximum of Ψ iff a is a local
maximum of Ψ1, and there are no other local maxima of Ψ. Both u and m are global maxima of
Ψ only at the point B = Bo.
2.2 Connections to Simplified Swendsen-Wang
The following function4 from [1/q, 1] to [0, 1] will capture the behavior of the Swendsen-Wang
algorithm. Namely, let
F (z) :=
1
q
+
(
1− 1
q
)
zx, (6)
where x = 0 for z ≤ 1/B and for z > 1/B, x ∈ (0, 1] is the (unique) solution of
x+ exp(−zBx) = 1. (7)
4The argument of F will typically be the density of the largest color class — we could have extended the domain
of the function F to be the interval [0, 1] by further defining the value of F in the interval [0, 1/B) to be 1/q.
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The function F captures the size of the largest color class when there is a single heavy color where
heavy means that the color class is supercritical in the percolation step of the Swendsen-Wang
process. Hence after the percolation step this heavy color will have a giant component and the
other color classes will all be broken into small components. So say initially the one heavy color has
size zn for 1/B < z < 1 and let’s consider its size after one step of the Swendsen-Wang dynamics.
After the percolation step, this heavy color will have a giant component of size roughly xzn (where
x is as in (7)) and all other components will be of size O(log n). Then, a 1/q fraction of the small
components will be recolored the same as the giant component, and hence the size of the largest
color class will be (roughly) nF (z) after this one step of the Swendsen-Wang dynamics.
Our next goal is to tie together the functions F and Ψ1 so that we can relate the behavior of
the Swendsen-Wang dynamics with the underlying phase transitions of the model. We first need
some terminology. A critical point a of a function f : R → R is a hessian maximum if the second
derivative of f at a is negative (this is a sufficient condition for a to be a local maximum). For
an integer n ≥ 1, we will denote by f (n) the n-th iterate of the function f . A fixpoint a of f is
attractive if there exists δ > 0 such that for all x ∈ (a − δ, a + δ) it holds that f (n)(x) → a; it is
repulsive otherwise. The fixpoint a is jacobian attractive if |F ′(a)| < 1; this is a sufficient condition
for a to be attractive. The fixpoint a is jacobian repulsive if |F ′(a)| > 1; this is a sufficient condition
for a to be repulsive.
Our first lemma connects the local maxima of Ψ1 with the attractive fixpoints of F (we restrict
our attention to the interval [1/q, 1] since the function F will be considered only in this interval).
Lemma 3. In the interval [1/q, 1], the hessian maxima of Ψ1 correspond to jacobian attractive
fixpoints of F .
Lemma 3 is proved in Section 3.2. A relevant fact we should remark here and we will prove
later is that, in the half-open interval (1/q, 1], the critical points of Ψ1 correspond to fixpoints of
F (see Lemma 9); this actually holds for the left endpoint 1/q as well but only when B ≤ Brc (for
B > Brc, 1/q is a critical point of Ψ1 but not a fixpoint of F , see Lemma 10).
The second lemma studies the behavior of F around the fixpoints and it is the main tool for
proving Theorem 1. Recall the earlier discussion of the uniform vector u := (1/q, . . . , 1/q) and the
q permutations of the majority phase m := (a, b, . . . , b), where a > 1/q is as in Lemma 2. The
following lemma (proved in Section 3.3) provides some basic intuition about the proof of Theorem
1, as we shall explain shortly. A depiction of the various regimes is given in Figure 2.
Lemma 4. Let q ≥ 3. For the function F ,
1. For B < Bu, u = 1/q is the unique fixpoint and it is jacobian attractive.
2. For B = Bu, there are 2 fixpoints: u and a. Of these, only u is (jacobian) attractive. The
fixpoint a is repulsive but not jacobian repulsive.
3. For Bu < B < Brc there are 2 jacobian attractive fixpoints: u and a.
4. For B = Brc, there are 2 fixpoints: u and a. The fixpoint u is jacobian repulsive, while the
fixpoint a is jacobian attractive.
5. For B > Brc, a is the only fixpoint and it is jacobian attractive.
The reason that u abruptly changes from a jacobian attractive fixpoint (B < Brc) to a jacobian
repulsive fixpoint (B = Brc) stems from the fact that in the regime B < Brc, F is constant in a
small neighborhood around 1/q (precisely, in the interval [1/q, 1/B]), which is no longer the case
for B = Brc.
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(a) B < Bu (b) B = Bu (c) Bu < B < Brc
(d) B = Brc (e) B > Brc
Figure 2: The drift function F (z)−z, where F is defined by (6), (7). The critical pointsBu,Bo,Brc
are given by (2) and (3). In the regime B < Bu (figure 2a), the function F has a unique attractive
fixpoint at the disordered phase. At B = Bu (figure 2b), F also has a (non-jacobian) repulsive
fixpoint at the ordered phase. In the regime Bu < B < Brc (figures 2c), F has attractive fixpoints
at the ordered and disordered phases. At B = Brc (figure 2d), the disordered phase is no longer
attractive; it is jacobian repulsive. Finally, in the regime B > Brc (figure 2e), the function F has
a unique attractive fixpoint at the ordered phase.
2.3 Proof Sketches
We explain the high-level proof approach for the various parts of Theorem 1 before presenting the
detailed proofs in subsequent sections.
Slow mixing for B ∈ (Bu,Brc): The main idea is that the function F has 2 attractive
fixpoints (see Lemma 4). At least one of the corresponding phases, u or m, is a global maximum
for Ψ. Consider the other phase, say it is u for concreteness. Consider the local ball around u,
these are configurations that are close in `∞ distance from u. The key is that since u = 1/q is
an attractive fixpoint for F , if the initial state is in this local ball around u then with very high
probability after one step of the Swendsen-Wang dynamics it will still be in the local ball (see
Lemma 22, and Lemma 23 for the analogous lemma for m). The result then follows since one
needs to sample from the local ball around the phase which corresponds to the global maximum of
Ψ to get close to the stationary distribution. The full argument is given in Section 5.
Fast mixing for B > Brc: For a configuration σ and spin i, say the color class is heavy if the
number of vertices with spin i is > n/B and light if it is < n/B. If a color class is heavy then it is
supercritical for the percolation step of Swendsen-Wang and hence there will be a giant component.
The key is that for any initial state X0, with constant probability, the largest components from all
of the colors will choose the same new color and consequently there will be only one heavy color
class and the other q−1 colors will be light. Hence we can assume there is one heavy color class and
q−1 light color classes, and then the function F suitably describes the size of the largest color class
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during the evolution of the Swendsen-Wang dynamics. Since the only fixpoint of F corresponds to
the majority phase m, after O(log n) steps we’ll be close to m – the difference will be due to the
stochastic nature of the process. The remaining bit of the proof is then to define a coupling for two
chains (Xt, Yt) whose initial states X0, Y0 are close to m so that after T = O(log n) steps we have
that XT = YT (this latter part is fairly standard). The proof of the upper bound on the mixing
time is given in Section 7; the lower bound on the mixing time is proved in Section 9.
Fast mixing for B = Brc: The basic outline is similar to the B > Brc case except here the
argument is more intricate when the heaviest color lies in the scaling window (for the onset of a
giant component). We need a more involved argument that we get away from initial configurations
that are close to the uniform phase; informally, the uniform fixpoint of F is jacobian repulsive, so
an initial displacement increases geometrically by a constant factor. The proof of the upper bound
on the mixing time is given in Section 8; the lower bound on the mixing time is proved in Section 9.
Fast mixing for B < Bu: Here the argument is similar to the B > Brc case; namely, the
evolution of the density of the largest color class is captured by the iterates of the function F . Now,
the only fixpoint of F corresponds to the uniform phase u, so after O(log n) steps the chain will
get close to u. In fact, this bound can now be improved to O(1) steps: once the largest color class
reaches density < 1/B (which happens in O(1) steps), then in the next step the chain jumps close
to 1/q, i.e., we get close to the uniform phase abruptly ; this is the reason that the mixing time for
B < Bu is O(1) rather than O(log n). Once we are close to the uniform phase, we can then adapt
a symmetry argument of [19] to show that we can couple two copies of the SW chain in one more
step. The details can be found in Section 10.
Fast mixing for B = Bu: This is the most difficult part. As in the B > Brc case with
constant probability there will be at most one heavy color class after one step. We then track the
evolution of the size of the heavy color class. The difficulty arises because the size of the component
does not decrease in expectation at the majority fixpoint. However variance moves the size of the
component into a region where the size of the component decreases in expectation. The formal
argument uses a carefully engineered potential function that decreases because of the variance (the
function is concave around the fixpoint) and expectation (the function is increasing) of the size of
the largest color class, see Section 11.
3 Phases of the Gibbs distribution and stability analysis of fix-
points of F
3.1 Analysis of the local maxima of Ψ1: Proof of Lemma 2
In this section, we analyze the critical points/local maxima of Ψ1 and prove Lemma 2.
The following formulas for the derivatives of Ψ1 will be useful:
Ψ′1(α) = − ln
(q − 1)α
1− α +B
qα− 1
q − 1 , Ψ
′′
1(α) = B
q
q − 1 −
1
α(1− α) . (8)
Recall that at a critical a of Ψ1 it holds that Ψ
′
1(a) = 0 and hence a satisfies
ln
(q − 1)a
1− a = B
qa− 1
q − 1 . (5)
We will need the following bound on the critical points of Ψ1 in the interval (1/q, 1].
Lemma 5. Let a > 1/q be a critical point of Ψ1 and b = (1−a)/(q−1). Then aB > 1 and bB < 1.
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Proof. Since a > 1/q, there is z > 0 such that a = (z + 1)/(z + q). Equation (5) becomes
ln(1 + z) =
zB
z + q
. (9)
Then, using (9), we have that
aB =
B(z + 1)
z + q
= (1 + 1/z) ln(1 + z) > 1,
bB = (1− a)B/(q − 1) = B
z + q
=
1
z
ln(1 + z) < 1.
where the inequalities hold for any z > 0. This finishes the proof.
Lemma 6. Let B > Bu. A critical point a > 1/q of Ψ1 has non-zero second derivative.
Proof. For the sake of contradiction, let a > 1/q be a critical point of Ψ1 such that Ψ
′′
1(a) = 0.
Using (8), Ψ′′1(a) = 0 yields that 1/q = 1−Ba(1− a). Plugging the value of q into (5) we obtain
ln
Ba2
1−Ba(1− a) =
Ba− 1
a
. (10)
Let w = B − 1/a. Since a > 1/q, by Lemma 5 we have w > 0. Equation (10) becomes
ln(1− w(1− w/B)) = −w. (11)
We thus obtain the following parametrization of B, a, q in terms of w:
B =
w2
e−w + w − 1 , a =
1
1− e−w −
1
w
, q =
ew + e−w − 2
e−w + w − 1 . (12)
Since B > Bu, by the definition (2) of the threshold Bu, there exists B
′ < B and z > 0 such that
B′ − z
B′ + (q − 1)z = exp(−z)
and hence
B′ = z +
qz
ez − 1 . (13)
We will now prove that, for B and q as in (12), for any z > 0 we have
B ≤ z + qz
ez − 1 , (14)
contradicting (13) and B′ < B.
To prove (14), our goal is to show that for any w > 0 and any z > 0
w2
e−w + w − 1 ≤ z +
ew + e−w − 2
e−w + w − 1
z
ez − 1 .
Since e−w + w − 1 > 0 and ez − 1 > 0, multiplying out this inequality yields the equivalent
0 ≤ z(ez − ew)(e−w − 1)− w(w − z)(ez − 1) =: G1(w, z). (15)
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We have
G1(s+ y, 2s) = (s
2 − y2)(e2s − 1)− 2s(es − ey)(es − e−y) =: G2(s, y).
We will show G2(s, y) ≥ 0 for all s > 0 and y ≥ −s. We have G2(s,−s) = 0 and limy→∞G2(s, y) =
∞. Thus it is enough to explore the critical points of G3(y) := G2(s, y) for each s. We have
∂
∂y
G3(y) = 2e
s
(
s(ey − e−y)− y(es − e−s)
)
.
The function y 7→ (ey − e−y)/y is monotone for y ≥ 0 (this follows from the series expansion) and
hence the only critical points of G3(y) are y = 0 and y = ±s. For y = ±s we have G3(y) = 0. For
y = 0 we have
G3(0) = s
2(e2s − 1)− 2s(es − 1)2 =
∞∑
i=5
2i(i− 5) + 16
4(i− 1)! s
i > 0.
This establishes non-negativity of G3(y) for y ≥ −s for all s > 0. This completes the proof of (14)
and hence the proof of the lemma.
The following lemma details the number of critical points of Ψ1 in the interval (1/q, 1].
Lemma 7. Let N be the number of critical points of Ψ1 in the interval (1/q, 1]. Then,
1. for B < Bu, N equals 0,
2. for B = Bu, N equals 1,
3. for Bu < B < Brc, N equals 2,
4. for B ≥ Brc, N equals 1.
Proof. Consider the function g(z) = z + qzez−1 for z ≥ 0. By the definition (3) of Bu, we have that
Bu = min
z≥0
g(z).
Since g′′(z) = qe
z(ez(z−2)+z+2)
(ez−1)3 and limz↓0 g
′(z) = 1− q/2, we have that g(z) is a convex function of
z and that, for q ≥ 3, its minimum is attained (uniquely) at a point z0 > 0.
Note that if B ≥ Bu and z > 0 satisfy B = g(z), then α = ezez+q−1 > 1/q is a critical point of Ψ1
(cf. (5)); similarly a critical point of Ψ1 in the interval (1/q, 1] yields z > 0 such that B = g(z). It
follows that for B < Bu, Ψ1 has no critical point in the interval (1/q, 1]. Since limz↑+∞ g(z) = +∞
and g is continuous, we have that for B ≥ Bu, Ψ1 has at least a critical point in the interval (1/q, 1].
Since the function g(z) is convex and limz↓0 g(z) = Brc, we obtain that Ψ1, in the interval (1/q, 1],
has exactly two critical points for B ∈ (Bu,Brc) and exactly one critical point for B ≥ Brc.
We are now ready to prove Lemma 2.
Proof of Lemma 2. Note that Ψ′1(α) ↑ ∞ for α ↓ 0 and Ψ′1(α) ↓ −∞ for α ↑ 1, so all the local
maxima correspond to critical points of Ψ1.
By (8), we have that Ψ′1(1/q) = 0 and hence u = 1/q is a critical point of Ψ1 for all B > 0. In
fact, we have that Ψ′′1(1/q) < 0 for B < Brc and Ψ′′1(1/q) > 0 for B > Brc. At B = Brc, we have
Ψ′′1(1/q) = 0 and Ψ′′′1 (1/q) 6= 0 (using q ≥ 3). It follows that
u = 1/q is a local maximum of Ψ1 iff B < Brc. (16)
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We also have that Ψ′′1 is monotone in the interval [0, 1/2] (since 1/(α(1 − α)) is monotone). For
B < Brc, we have that Ψ
′′
1(1/q) < 0 and limα↓0 Ψ′′1(α) < 0, so we obtain that Ψ′1 is decreasing in
the interval [0, 1/q] and hence
for B < Brc, there are no critical points/local maxima of Ψ1 in the interval [0, 1/q). (17)
We next search for the existence of critical points/local maxima in the interval (1/q, 1]. We
have the following case analysis.
Case I. For B < Bu, by (16), (17) and Item 1 of Lemma 7, we have that u = 1/q is the unique
critical point of Ψ1 and it is a local maximum of Ψ1.
Case II. For B = Bu, by (17) and Item 2 of Lemma 7 we have that Ψ1 has exactly two critical
points, at u = 1/q and a > 1/q. By (16), we have that Ψ1 has a local maximum at u = 1/q.
Ψ1 cannot have a local maximum at a, otherwise Ψ1 must have at least one critical point in the
interval (u, a) which contradicts the fact that Ψ1 has exactly one critical point in (1/q, 1] (Item 2
of Lemma 7).
Case III. For B ∈ (Bu,Brc), by (17) and Item 3 of Lemma 7, we have that Ψ1 has exactly
three critical points, at u = 1/q and a1, a2 > 1/q with a1 < a2. By (16), we have that Ψ1 has
a local maximum at u = 1/q. From this, it follows that Ψ1 does not have a local maximum at
a1, otherwise Ψ1 would have a critical point in the interval (u, a1); so, Ψ
′′
1(a1) ≥ 0. In fact, by
Lemma 6, we can conclude that Ψ1 has a local minimum at a1. It follows that Ψ1 cannot have a
local minimum at a2 (otherwise there would be a critical point of Ψ1 between a1 and a2). Again
by Lemma 6, we conclude that Ψ1 has a local maximum at a2.
The analysis of the values of B where the two local maxima of Ψ1 correspond to global maxima
is well-known and can be found in, e.g., [10]. Roughly, denoting by a the point where Ψ1 has a local
maximum in the interval (1/q, 1], it can be shown that Ψ1(a)−Ψ1(u) is increasing with respect to
B; then, one only needs to observe that, at B = Bo, it holds that a = (q−1)/q and Ψ1(a) = Ψ1(u).
Case IV. For B ≥ Brc, by (17) and Item 4 of Lemma 7, we have that Ψ1 has exactly two
critical points in the interval [1/q, 1], at u = 1/q and a > 1/q. By (16), we have that Ψ1 does not
have a local maximum at u = 1/q. Since Ψ′1(α) ↓ −∞ for α ↑ 1, we obtain that Ψ1 cannot have a
local minimum at a (otherwise there would be a critical point in the interval (a, 1)). By Lemma 6,
we conclude that Ψ1 has a local maximum at a.
3.2 Connection: Proof of Lemma 3
In this section, we prove Lemma 3 presented in Section 2 connecting the critical points of the
function Ψ1 with the fixpoints of the function F . Recall that the function F captures the density
of the largest color class after one step of the SW algorithm (see (6) and (7) for the definition of
F ).
We first prove the following lemma. The lemma corresponds to the intuitive fact that F (z) is an
increasing function of the initial density z and that the rate of increase, i.e., F ′(z), is a decreasing
function of z.
Lemma 8. For every B > 0, the function F satisfies F ′(z) > 0 and F ′′(z) < 0 for all z ∈ (1/B, 1],
i.e., F is strictly increasing and concave in the interval [1/B, 1].
Proof. We may assume that B > 1 (otherwise there is nothing to prove). Let z ∈ (1/B, 1] and
recall that x ∈ (0, 1) is the (unique) solution of
x+ exp(−zBx) = 1. (7)
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We view (7) as an equation that defines x as an implicit function of z. Differentiating (7) two times
we obtain
∂x
∂z
=
Bxe−zBx
1− zBe−zBx ,
∂2x
∂z2
= −B
2ze−zBx
(
2e−zBx(1− zBe−zBx) + x)
(1− zBe−zBx)3 .
Since F (z) = 1q +
(
1− 1q
)
zx, we obtain
F ′(z) =
q − 1
q
(
x+ z
∂x
∂z
)
=
(q − 1)x
q(1− zBe−zBx) , (18)
F ′′(z) =
q − 1
q
(
2
∂x
∂z
+ z
∂2x
∂z2
)
= −(q − 1)Bxe
−zBx (zB(x+ 2e−zBx)− 2)
q (1− zBe−zBx)3 .
We first show that F ′(z) > 0 for all z ∈ (1/B, 1]. Since x is positive for all z > 1/B, it suffices
to show that 1− zBe−zBx > 0. Since x satisfies (7), we have zB = − ln(1− x)/x, so we have
1− zBe−zBx = x+ (1− x) ln(1− x)
x
> 0, (19)
for all 0 < x < 1 (the inequality holds since the derivative of the numerator is − ln(1− x) and its
value at x = 0 is 0). Thus F ′(z) > 0 for z > 1/B.
We next show that F ′′(z) < 0 for all z ∈ (1/B, 1]. We have already shown that the denominator
in the expression for F ′′(z) is positive, so we only need to show that zB(x+2e−zBx)−2 > 0. Using
again that zB = − ln(1− x)/x, we have
zB(x+ 2e−zBx)− 2 = −2x+ (2− x) ln(1− x)
x
> 0,
for all 0 < x < 1 (the inequality holds since the numerator at x = 0 is 0 and the first derivative of
the numerator is −x+(1−x) ln(1−x)1−x < 0 from (19)). This concludes the proof.
We next prove the following correspondence.
Lemma 9. Let B > 0. For any a > 1/q, Ψ1 has a critical point at a iff F has a fixpoint at a.
Proof. Consider first a critical point a of Ψ1 (with a > 1/q). We use the same parametrization as
in the proof of Lemma 5, i.e., we set a = (z + 1)/(z + q) where z > 0, so that z satisfies
ln(1 + z) =
zB
z + q
. (9)
Now, consider a fixpoint a of F (with a > 1/q). Note that a > 1/B (this is immediate for
B ≥ q since then 1/q ≥ 1/B; for B < q, we have that F (z) = 1/q for all z ∈ [1/q, 1/B], so there is
no fixpoint of F with a ∈ (1/q, 1/B]). Therefore, from (6), we have F (a) = 1q +
(
1− 1q
)
ax, where
x ∈ (0, 1] is the unique solution of
x+ exp(−aBx) = 1. (7)
Under the parametrization a = (z + 1)/(z + q), equation F (a) = a becomes
x =
z
z + 1
, (20)
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and (7) becomes
x+ exp
(
− z + 1
z + q
Bx
)
= 1. (21)
Plugging (20) into (21) and taking logarithm of both sides yields (9). This proves the lemma.
Lemma 10. The function F has a fixpoint at u = 1/q iff B ≤ Brc. For B < Brc, the fixpoint
u = 1/q of F is jacobian attractive. For B = Brc, the fixpoint u = 1/q is jacobian repulsive.
Proof. Recall from (6) that F (z) = 1q +
(
1− 1q
)
zx, where x = 0 for z ≤ 1/B and for z > 1/B,
x ∈ (0, 1] is the (unique) solution of
x+ exp(−zBx) = 1. (7)
Note that when z = u = 1/q, we obtain that x = 0 for B ≤ Brc and x > 0 for B > Brc. Hence
F (u) = u iff B ≤ Brc, proving the first part of the lemma.
For B < Brc, we have that F is constant throughout [1/q, 1/B], so trivially F
′(1/q) = 0 and
hence u is jacobian attractive.
For B = Brc, rewrite (7) as
zq = f(x), where f(x) := − ln(1− x)
x
. (22)
Note that as x ↓ 0, we have z ↓ 1/q. Then, for all sufficiently small x > 0, an expansion of f around
x = 0 yields
z =
1
q
(
1 +
x
2
+
x2
3
)
+O(x3).
It is not hard from here to conclude
x = 2q(z − 1/q) +O((z − 1/q)2),
for all z in a small neighborhood of 1/q. It follows that
F ′(1/q) = 2(q − 1)/q > 1,
for all q ≥ 3, and hence u is jacobian repulsive.
We are now ready to give the proof of Lemma 3.
Proof of Lemma 3. Our goal is to show that, in the interval [1/q, 1], the hessian local maxima of
Ψ1 and the jacobian attractive fixpoints of F are in one-to-one correspondence.
We first prove the correspondence in the half-open interval (1/q, 1]. By Lemma 9, we have that
every critical point a > 1/q of Ψ1 is also a fixpoint of F (and vice versa). Therefore, it suffices to
show that a critical point a of Ψ1 is a hessian local maximum of Ψ1 iff a is also a jacobian attractive
fixpoint of F .
From (8), we have
Ψ′′1(a) = B
q
q − 1 −
1
a(1− a) . (8)
By Lemma 5, we have that a > 1/B, so from (18), we have that
F ′(a) =
(
1− 1
q
) x
1− aB exp(−aBx) , (23)
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where x ∈ (0, 1] satisfies
x+ exp(−aBx) = 1. (7)
Since a is also a fixpoint of F , we have F (a) = a, which yields x = (qa− 1)/((q − 1)a). From (7),
we also have exp(−aBx) = 1− x. Plugging these values in (23), we obtain
F ′(a) = 1 +
B qq−1 − 1a(1−a)
q
1−a −B qq−1
= 1 +
Ψ′′1(a)
q
1−a −B qq−1
. (24)
The denominator of (24) is positive (since a > 1/B) and hence we have
F ′(a) < 1 ⇐⇒ Ψ′′1(a) < 0. (25)
We also have by Lemma 8 that F ′(a) > 0, so we can rewrite (25) as∣∣F ′(a)∣∣ < 1 ⇔ Ψ′′1(a) < 0. (26)
This establishes the lemma in the interval (1/q, 1].
We next consider the left-endpoint of the interval [1/q, 1], i.e., the point u = 1/q. From (8), we
have that u is a critical point of Ψ1 for all B > 0 and it is a hessian local maximum of Ψ1 (i.e., it
holds that Ψ′′1(u) < 0) iff B < Brc. By Lemma 10, we have that u = 1/q is a jacobian attractive
fixpoint of F precisely when B < Brc.
This concludes the proof of the lemma.
3.3 Analysis of the fixpoints of F : Proof of Lemma 4
In this section, we prove Lemma 4, i.e., we analyze the fixpoints of the function F in the interval
[1/q, 1]. Lemma 10 details when u = 1/q is a (jacobian attractive) fixpoint of F , therefore we will
focus on the interval (1/q, 1].
Recall, by Lemma 9, a point a ∈ (1/q, 1] is a fixpoint of F iff a is a critical point of Ψ1.
Therefore, the number of fixpoints of F in the interval (1/q, 1] is the same as the number of critical
points of Ψ1 in the interval (1/q, 1]. Lemma 7 therefore yields the following corollary.
Corollary 11. For B < Bu, there is no fixpoint of F in the interval (1/q, 1]. For B = Bu, there
is a unique fixpoint of F in the interval (1/q, 1]. For B ∈ (Bu,Brc), there are two fixpoints of F
in the interval (1/q, 1]. For B ≥ Brc, there is a unique fixpoint of F in the interval (1/q, 1].
By Lemma 6, every local maximum of Ψ1 in the interval (1/q, 1] is in fact a hessian maximum of
Ψ1. By Lemma 3, a hessian maximum of Ψ1 is also a jacobian attractive fixpoint of F . Therefore,
Lemma 2, which details the local maxima of Ψ1, yields the following.
Corollary 12. For B > Bu, the function F has a unique jacobian attractive fixpoint in the interval
(1/q, 1], namely the point a > 1/q where Ψ1 has a local maximum.
Corollaries 11 and 12 classify the number of fixpoints of F and when these are jacobian attractive
for all B 6= Bu. The following lemma addresses the case B = Bu.
Lemma 13. For B = Bu, consider the fixpoint a of F in the interval (1/q, 1]. Then, F
′(a) = 1.
Remark 1. Note, the non-attractiveness of the fixpoint a for B = Bu follows from F
′(a) = 1 and
F ′′(a) 6= 0 (Lemma 8).
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Proof. From (24), it suffices to show that Ψ′′1(a) = 0.
Recall also that Ψ′1(a) = 0, i.e., a is a critical point of Ψ1. Using Lemma 7, we therefore have
that the critical points of Ψ1 in the interval [1/q, 1] are precisely u = 1/q and a.
By Lemma 2, u = 1/q is the unique local maximum of Ψ1 and hence it must be the case that
Ψ′′1(a) ≥ 0 (otherwise a would also be a local maximum). We also have that Ψ′′1(a) ≤ 0: otherwise,
Ψ1 has a local minimum at a. Since Ψ
′
1(α) ↓ −∞ as α ↑ 1, we would then obtain that Ψ1 has a
critical point in the interval (a, 1), contradicting that, for B = Bu, Ψ1 has a unique critical point
in the interval (1/q, 1] (Lemma 7).
Thus, Ψ′′1(a) = 0, as wanted.
We are now ready to prove Lemma 4 from Section 2.
Proof of Lemma 4. Lemma 10 details when u = 1/q is a fixpoint of F and when it is jacobian
attractive. It therefore remains to classify the fixpoints in the interval (1/q, 1].
For B < Bu, there are no fixpoints of F in the interval (1/q, 1] by Corollary 11.
For B > Bu, by Corollary 12, there is precisely one jacobian attractive fixpoint of F in the
interval (1/q, 1] and it coincides with the point where Ψ1 has a local maximum.
For B = Bu, by Corollary 12, there is precisely one fixpoint a of F in the interval (1/q, 1]. By
Lemma 13 and Lemma 8, we have that F ′(a) = 1 and F ′′(a) 6= 0, so a is repulsive but not jacobian
repulsive.
This completes the proof of the lemma.
4 Random Graph Lemmas
In this section, we collect relevant results from the literature for the sizes of the components in
G(n, p) where p ∼ 1/n. We will use these to analyze one step of the SW algorithm.
For a graph G, we denote by C1, C2, . . . the connected components of G in decreasing order of
size; throughout the paper we refer to the size of a component C as the number of vertices in it
and use |C| to denote its size. Roughly, in one iteration of the SW algorithm, the size of the largest
component after the percolation step controls the size of the largest color class, and the fluctuations
are determined by the sum of squares of the sizes of the components.
4.1 The supercritical regime
We will need several known results on the G(n, p) model in the supercritical regime (p = c/n,
where c > 1). The size of the giant component is asymptotically normal [25] and satisfies moderate
deviation inequalities around its mean value [1]. We will use the following moderate deviation
inequalities for the sizes of the largest and second largest components of G. These are used to track
the evolution of the SW dynamics for an exponential number of steps in the slow mixing regime
Bu < B < Brc.
Lemma 14. Let G ∼ G(n, c/n) where c > 1. Let β ∈ (0, 1) be the solution of x + exp(−cx) = 1.
Let C1, C2 be the largest and second largest components of G respectively. Then, for every constant
ε ∈ (0, 1/3] it holds that
P (
∣∣|C1| − βn∣∣ ≥ n1/2+ε) ≤ exp(−Θ(n2ε)), (27)
P (|C2| ≥ nε) ≤ exp(−Θ(nε)). (28)
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Proof. Equation (27) is proved in [19, Lemma 5.4]. We next prove equation (28). All the elements
are contained in the proof of [17, Theorem 5.4]. The probability that there exists a component of
size from the interval {nε, . . . , n2/3} is bounded by (see [17, p. 110, line 11]):
n2 exp(−((c− 1)2/(9c))nε). (29)
The probability that there exist two or more components of size at least n2/3 is bounded by (see
[17, p. 110, line 24]):
n2 exp(−((c− 1)2c/4)n1/3). (30)
Using the union bound (combining (29) and (30)) we obtain (28), that is, with high probability we
have only one component of size ≥ nε.
The following lemma will be used to analyze the evolution of the SW chain when B = Bu.
Lemma 15. Let G ∼ G(n, c/n) where c0 < c < c1 for absolute constants c0, c1 > 1 (c may
otherwise depend on n). Let β ∈ (0, 1) be the unique solution of β + exp(−βc) = 1. Denote by C1
the largest component in G.
Then, for every constant ε > 0, for all sufficiently large n it holds that
nβ − nε ≤ E[|C1|] ≤ nβ + nε. (31)
Moreover, there exist constants K1,K2,K3 > 0 (depending only on c0, c1) such that for all suffi-
ciently large n it holds that
K1n ≤ V ar[|C1|] ≤ K2n, E
[∑
j≥2
|Cj |2
]
≤ K3n. (32)
Finally, there exists a constant U > 0 (depending only on c0, c1) such that for all sufficiently large
n, for all u ≥ U , it holds that
P
(∣∣|C1| − nβ∣∣ ≥ u√n) ≤ U/u2. (33)
Proof. The bounds on E[|C1|] and V ar[|C1|] can be found in [7, Theorem 5]. The bound on
E
[∑
j≥2 |Cj |2
]
is an immediate corollary of [19, Corollary 5.6]. The probability bound in (33) can
be derived by Chebyshev’s inequality using the bounds on E[|C1|] and V ar[|C1|].
4.2 The scaling window & subcritical regimes
We use the following well-known result about the size of the giant component in the subcritical
regime.
Lemma 16 (see, e.g., [17], p.109). Let t ∈ (0, 1] be a constant. Let G ∼ G(n, c/n) where c < 1 is
a constant, and C1 be the largest component of G. Then,
P (|C1| ≥ nt) ≤ exp(−Θ(nt)).
The following lemma considers the size of the components in the scaling window.
Lemma 17. There exist constants K, c, c′ > 0 such that for any n and
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1. any ε ∈ (0, 1) for random G from G(n, (1− ε)/n) we have
E
[∑
i≥1
|Ci|2
]
≤ Kn
ε
,
2. for any ε ∈ [1/n1/3, c] for random G from G(n, (1 + ε)/n) we have
E
[∑
i≥2
|Ci|2
]
≤ Kn
ε
,
3. for any ε ∈ [c′/n1/3, c′] for random G from G(n, (1 + ε)/n) we have
P
([|C1| < (7/4)εn] ∪ [|C1| > 3εn]) ≤ K exp(−cε3n).
Proof. Part 1 follows from [19, Lemma 5.3 & Theorem 5.12]. Part 2 is [19, Theorem 5.13, Part
(ii)]. Part 3 follows from [19, Lemma 5.4 & Theorem 5.9].
Lemma 18. Let G ∼ G(n, p), p ≥ (1 − An−1/3)/n where A is a large constant. Let C1, C2, . . .
be the connected components of G in decreasing order of size. Then, for all sufficiently large
constant L > 0, there exists a positive constant p′ such that for all n sufficiently large it holds that
P
(|C1| ≥ Ln2/3, ∑j≥2 |Cj |2 ≤ n4/3) ≥ p′.
The proof of Lemma 18 is based on [19, Proof of Lemma 8.26]. We will use the following special
case of [17, Theorem 5.20].
Corollary 19 ([17, Theorem 5.20]). Let t be a positive integer and d, a1, . . . , at, b1, . . . , bt be such
that ∞ ≥ a1 > b1 > a2 > b2 > . . . > at > bt > d > 0. Let c be a constant (not necessarily positive)
and let p = (1 + cn−1/3)/n.
For G ∼ G(n, p) denote by C1, C2, . . . the connected components of G in decreasing order of
their sizes. There exists ` := `(c, t, d, a1, . . . , at, b1, . . . , bt) > 0 such that for all sufficiently large n,
it holds that
P
(
a1 ≥ |C1|
n2/3
≥ b1, . . . , at ≥ |Ct|
n2/3
≥ bt, d ≥ |Ct+1|
n2/3
)
≥ `.
Proof. The statement of [17, Theorem 5.20] is for the Erdo¨s-Re´nyi random graph model G(n,M)
with M = (n/2) + cn2/3. Since for G ∼ G(n, p) with p = (1 + 2cn−1/3)/n the number of edges is
(n/2) + cn2/3 +O(
√
n) with probability Ω(1), the corollary follows.
Proof of Lemma 18. Let A > 0 be a large constant. We consider two cases. If p ≥ (1 +An−1/3)/n,
we have from Part 2 of Lemma 17 that E[
∑
j≥2 |Cj |2] ≤ Kn4/3/A, so by Markov’s inequality
P
(∑
j≥2
|Cj |2 ≤ n4/3
)
≥ 1− K
A
.
From Corollary 19 (with t = 1, b1 = L) we obtain that for p = 1/n, |C1| is greater than Ln2/3
with asymptotically positive probability p1 for any constant L > 0. Note that for p > 1/n we can
couple G ∼ G(n, 1/n) and G′ ∼ G(n, p) so that G is a subgraph of G′. Since |C1| is monotone, it
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follows that for p > 1/n, |C1| is greater than Ln2/3 with positive probability p1. Provided that A
is sufficiently large (depending on K, p1), by a union bound we have that
P
(
|C1| ≥ Ln2/3,
∑
j≥2
|Cj |2 ≤ n4/3
)
≥ p1 − K
A
> 0.
If (1 − An−1/3)/n ≤ p ≤ (1 + An−1/3)/n, we have from Corollary 19 (with t = 1, d = 1, b1 = L)
and the argument in [19, Proof of Lemma 8.26] that for all sufficiently large L, it holds that
P
(
|C1| ≥ Ln2/3,
∑
j≥2
|Cj |2 ≤ n4/3
)
≥ p2 > 0,
where p2 is a constant. The lemma follows.
We will also use the following upper bound on the size of the giant component in the critical
window.
Lemma 20 ([24, Corollary 5.6], see also [23, Theorems 1 & 7]). Let G ∼ G(n, p) with p =
(1± cn−1/3)/n where c is a sufficiently large constant. Let C1 be the largest component in G. Then
there exists a constant r > 0 such that for positive A larger than an absolute constant, it holds that
P (|C1| > An2/3) ≤ exp(−rA3).
4.3 Concentration Inequalities
We conclude this section by recording the following version of Azuma’s inequality that we will use.
Lemma 21 (Azuma’s inequality, see, e.g., [17, p.37]). Let X1, . . . , Xn be independent random
variables such that, for i = 1, . . . , n it holds that ai ≤ Xi ≤ bi. Let X = X1 + · · ·+Xn. Then, for
all t ≥ 0, it holds that
Pr
(|X − E(X)| ≥ t) ≤ 2 exp(− t2∑n
i=1(bi − ai)2
)
.
5 Slow Mixing for Bu < B < Brc
In this section, we show that the SW chain mixes slowly when B ∈ (Bu,Brc).
Let B(v, δ) be the `∞-ball of configuration vectors of the q-state Potts model in Kn around v
of radius δ, that is,
B(v, δ) = {w ∈ Zq | ‖w/n− v‖∞ ≤ δ}. (34)
We will show that for B < Brc the Swendsen-Wang algorithm is extremely unlikely to leave
the vicinity of the uniform configuration. More precisely, we show the following.
Lemma 22. Assume B < Brc. There exists ε0 > 0 such that, for all constant ε ∈ (0, ε0), for
S = B(u, ε), it holds that
Pr(X1 ∈ S | X0 ∈ S) ≥ 1− exp(−Θ(n1/2)).
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The reason for Lemma 22 failing for B > Brc is that the percolation step of the Swendsen-Wang
algorithm on a cluster of size n/q yields linear sized connected components, and these allow the
algorithm to escape the neighborhood of u (a somewhat similar argument applies for B = Brc
as well, though in this case one has to account more carefully for the fluctuations of the largest
components since the percolation step of the SW dynamics is in the critical window for such
configurations).
Proof of Lemma 22. Let X0 ∈ S. The first step of the Swendsen-Wang algorithm chooses, for each
color class, a random graph from G(m, p), where p = B/n and m is the number of vertices of that
color. For all sufficiently small ε we have
p =
B
m
m
n
≤ d
m
,
where d < 1 (we used B < q and m ≤ n/q + εn). Now Lemma 16 (with t = 1/2) implies that with
probability at least
1− n exp(−Θ(n1/2)) (35)
all components after the first step have size ≤ n1/2. The second step of the Swendsen-Wang
algorithm colors each component by a uniformly random color; call the resulting state X1. Let Zi
be the number of vertices of color i in X1. By symmetry, E[Zi] = n/q.
Now assume that all components have size ≤ n1/2. By Azuma’s inequality (see Lemma 21),
Pr(|Zi − n/q| ≥ εn) ≤ exp(−Θ(n1/2)), (36)
and hence Pr(X1 ∈ S) ≥ 1− n exp(−Θ(n1/2)), which combined with (35) yields the lemma.
We also analyze the behavior of the algorithm around the majority configuration m (recall, for
the configuration to exist we need B ≥ Bu).
Lemma 23. Assume B > Bu and let m = (a, b, . . . , b) where a > 1/q is the jacobian attractive
fixpoint of F of Lemma 4. There exists constant ε0 > 0 such that, for all sufficiently large n, for
all ε ∈ (n−1/7, ε0), for S = B(m, ε), we have
Pr(X1 ∈ S | X0 ∈ S) ≥ 1− exp(−Θ(n1/3)). (37)
The reason that Lemma 23 does not hold for B = Bu is that the fixpoint a > 1/q of F is no
longer attractive; indeed, in Section 11 we show that the Swendsen-Wang algorithm escapes the
vicinity of this fixpoint in O(n1/3) steps.
Proof of Lemma 23. Let X0 ∈ S and let γ := F ′(a) (recall that |γ| < 1, since a is Jacobian
attractive fixpoint by Lemma 4). The first step of the Swendsen-Wang algorithm chooses, for
each color class, a random graph from G(m, p), where p = B/n and m is the number of vertices
of that color. Let m1 be the number of vertices of the dominant color. Since X0 ∈ S we have
m1/n = a+ τ =: a
′ where |τ | ≤ ε. We can write
p = (m1B/n)/m1 = (a
′B)/m1,
where a′B > 1 for sufficiently small ε0 > 0 (using aB > 1 from Lemmas 5 and 9). This means that
the G(m, p) process for the dominant color class is supercritical. Let β ∈ (0, 1] be the root of x +
exp(−a′Bx) = 1. By Lemma 14 the random graph will have, with probability ≥ 1−exp(−Θ(n1/3)),
one component of size a′βn± n2/3 and all the other components will have size at most n1/3.
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Let m2 be the number of vertices in one of the non-dominant colors. Since X0 ∈ S we have
m2/n =: b
′ where
b− ε0 ≤ b− ε ≤ b′ ≤ b+ ε ≤ b+ ε0. (38)
We can write
p = (m2B/n)/m2 = (b
′B)/m2,
where b′B < 1 for sufficiently small ε0 > 0 (using bB < 1 from Lemmas 5 and 9). This means that
the G(m, p) process in this component is subcritical. By Lemma 16 (with t = 1/3), with probability
≥ 1− exp(−Θ(n1/3)) the random graph will have all components of size at most n1/3.
To summarize: starting from a configuration in S after the first step of the Swendsen-Wang
algorithm we have, with probability ≥ 1− q exp(−Θ(n1/3)) one large component of size a′βn±n2/3
and the remaining components are of size ≤ n1/3 (small components). In the second step of the
algorithm the components get colored by a random color. By symmetry, in expectation each color
obtains (n − a′βn ∓ n2/3)/q vertices from the small components and by Azuma’s inequality this
number is (n−a′βn∓n2/3)/q±n5/6 with probability ≥ 1−exp(−Θ(n1/3)). Combining the analysis
of the first and the second step we obtain that at the end with probability ≥ 1− 2q exp(−Θ(n1/3))
we have ∥∥∥α(Xt+1)− (F (a′), 1− F (a′)
q − 1 , . . . ,
1− F (a′)
q − 1
)∥∥∥
∞
≤ 2n−1/6. (39)
For sufficiently small ε0 > 0 there exists γ
′ ∈ (γ, 1) such that for all |τ | < ε0 we have |F (a +
τ)− a| < γ′τ ≤ γ′ε. Therefore, for all sufficiently large n and ε ∈ (n−1/7, ε0), we have
|F (a′)± 2n−1/6 − a| ≤ ε and
∣∣∣1− F (a′)
q − 1 ± 2n
−1/6 − b
∣∣∣ ≤ ε. (40)
Combining (39) and (40) gives that X1 ∈ S with probability at least 1 − exp(−Ω(n1/3)), which
finishes the proof of the lemma.
Combining Lemmas 22 and 23 we obtain Part 3 of Theorem 1.
Corollary 24. For B ∈ (Bu,Brc) the Swendsen-Wang algorithm has mixing time exp(Ω(n1/3)).
Proof. For some small constant ε > 0, let Su = B(u, ε) and Sm = B(m, ε). We can choose ε so
that Su ∩ Sm = ∅ (since u 6= m) and further, by Lemmas 22 and 23,
Pr(X1 ∈ Su | X0 ∈ Su) ≥ 1− exp(−Cn1/3), Pr(X1 ∈ Sm | X0 ∈ Sm) ≥ 1− exp(−Cn1/3), (41)
where C > 0 is a constant independent of n.
Let µ be the stationary distribution of the SW chain, i.e., µ is the Potts distribution given in
(1). Let S = Su if µ(Su) ≤ µ(Sm) and S = Sm otherwise, so that µ(S) ≤ 1/2. We will use S to
denote the set of configurations which are not in S.
Let X0 ∈ S and T = 110 exp(Cn1/3). Then, using (41), we have that
Pr(XT ∈ S) ≥ (1− exp(−Cn1/3))T ≥ 1− T exp(−Cn1/3)) ≥ 9/10.
Observe now that
dTV (XT , µ) = max
A⊆Ω
|µ(A)− Pr(XT ∈ A)| ≥ |µ(S)− Pr(XT ∈ S)| ≥ 1
2
− 1
10
>
1
4
.
It follows from the definition of mixing time that Tmix ≥ T , as claimed.
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We remark that for B ∈ (Bu,Brc) and B 6= Bo, the subset of initial configurations where the
mixing of Swendsen-Wang is slow has exponentially small mass in the Gibbs distribution (known
as essential mixing, see [11]). More precisely, for B 6= Bo, the Swendsen-Wang algorithm started
from a typical configuration of the Gibbs distribution gets within total variation distance 1/poly(n)
from the stationary distribution in O(log n) steps. For B ∈ (Bu,Bo), this follows by considering
starting configurations which are close to uniform and then using the upcoming Lemmas 25, 26
and 42; for B ∈ (Bo,Brc), this follows by considering starting configurations which are close to a
majority phase and then using Lemmas 25, 27 and 31.
6 Basic rapid mixing results
Recall from Section 2.1 the definition of a phase of a configuration. In this section, we will consider
two copies of the SW chain and, utilizing the symmetry of the complete graph, we give sufficient
conditions on their phases that ensure the existence of a coupling.
The first lemma asserts that once the phases of the two chains align, we can couple the chains
(so that the configurations agree).
Lemma 25 ([8, Lemma 4]). For any constant B > 0, for all q ≥ 2, all constant ε > 0, for
T = O(log n) there is a coupling where Pr(XT 6= YT | α(X0) = α(Y0)) ≤ ε.
Lemma 25 is essentially identical to [8, Lemma 4], which is also used in [19, Lemma 4.1]. For
completeness, we include the proof of the lemma.
Proof of Lemma 25. Let At = {v : Xt(v) = Yt(v)} and Dt = V \ At. We will define a one-step
coupling which maintains α(Xt) = α(Yt) and where
E[|Dt+1| | Xt, Yt] = (1− 1/q)|Dt|. (42)
We’ll define a matching τ : V → V . For v ∈ At let τ(v) = v. For V \ At define τ so that for all
v ∈ V , Xt(v) = Yt(τ(v)). In words, τ matches vertices with the same color (this is always possible
since α(Xt) = α(Yt)) and it uses the identity matching on those vertices whose colors agree in the
two chains. In the percolation step of the Swendsen-Wang process, first perform the step for chain
Xt, then for Yt for a pair v, w where Yt(v) = Yt(w) we delete the edge iff the edge (τ(v), τ(w))
is deleted. Therefore, the component sizes are identical for the two chains and we can couple the
recoloring in the same manner so that if v ∈ At then v ∈ At+1 and (42) holds. Then, by applying
Markov’s inequality,
Pr(Xt 6= Yt | X0, Y0) ≤ n(1− 1/q)t ≤ ε
for t = O(log n).
It is enough to get the phases within O(
√
n) distance and then there is a coupling so that with
constant probability the phases will be identical after one additional step. More precisely, we have
the following lemmas which are analogous to [19, Theorem 6.5] for the q = 2 case.
Lemma 26. Let B < Brc and u = (1/q, . . . , 1/q). Let X0, Y0 be a pair of configurations where
‖α(X0)− u‖∞ ≤ Ln−1/2, ‖α(Y0)− u‖∞ ≤ Ln−1/2, for an arbitrarily large constant L > 0. For all
sufficiently large n, there exists a coupling such that with prob. Θ(1), α(X1) = α(Y1).
Lemma 27. Let B ≥ Bu and m = (a, b, . . . , b) where a > 1/q is the attractive fixpoint of F of
Lemma 4. Let X0, Y0 be a pair of configurations where ‖α(X0)−m‖∞ ≤ Ln−1/2, ‖α(Y0)−m‖∞ ≤
Ln−1/2, for an arbitrarily large constant L > 0. For all sufficiently large n, there exists a coupling
such that with prob. Θ(1), α(X1) = α(Y1).
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For completeness, we include the proof of the lemmas.
Proof of Lemmas 26 and 27. We focus on proving Lemma 27 which is (slightly) more involved than
Lemma 26, and then explain the small modification needed to obtain Lemma 26. Our proof closely
follows the approach in [19, Theorem 6.5] (which is for the case q = 2) with small differences in
some of the technical details.
Perform the percolation step of the Swendsen-Wang algorithm independently for the chains X0
and Y0. By Lemma 5.7 in [19], there is a constant C > 0 such that with probability 1 − O(1/n),
there are ≥ Cn isolated vertices in each chain (i.e., components of size 1). Our goal will be to couple
the colorings of the components using the Cn isolated vertices to guarantee that α(X1) = α(Y1).
In each chain, order the components by decreasing size. Next, couple the coloring step so that
the largest component in each chain gets the same color. For the remaining components, color
them independently in each chain in order of decreasing size, but leave the last Cn components
uncolored. As noted earlier, the remaining Cn uncolored components in each chain are isolated
vertices (with probability 1 − O(1/n)). Let Xˆ1, Yˆ1 denote the configuration except on these Cn
uncolored components and denote by xi, yi the number of vertices which are assigned color i under
Xˆ1, Yˆ1 respectively.
We will show that under this coupling, for a (large) constant L′ > 0, with probability Θ(1), it
holds that
|xi − yi| ≤ L′
√
n for all i = 1, . . . , q. (43)
We will do this shortly, let us assume (43) for the moment and conclude the coupling argument.
For i ∈ [q], let `i := xi − yi, so that |`i| ≤ L′
√
n and denote by ` the vector with coordinates
`1, . . . , `q. Further, denote the remaining Cn uncolored vertices as v1, . . . , vCn. Let Zi be the r.v.
which denotes the number of vertices from v1, . . . , vCn that get color i in X1, and let Z
′
i denote the
respective r.v. for Y1. We will couple Z := (Z1, . . . , Zq) with Z
′ := (Z ′1, . . . , Z ′q) so that
Pr(Z′ = Z+ `) = Ω(1). (44)
From this, we clearly obtain a coupling such that with probability Θ(1) we have αi(X1) = αi(Y1)
for i ∈ [q]. The coupling in (44) is nearly identical to the one used in [19, Lemma 6.7], we give the
details for completeness.
ConsiderW := (W1, . . . ,Wq), whereW follows the multinomial distribution Mult
(
Cn, (1q , . . . ,
1
q )
)
and note that Z,Z′ have the same distribution as W. For t > 0, let
I(t) :=
{
w = (w1, . . . , wq) ∈ Zq
∣∣∣w1, . . . , wq ∈ [Cn
q
− t√n, Cn
q
+ t
√
n
]
, w1 + . . .+ wq = Cn
}
.
Standard deviation bounds (or, alternatively, using Stirling’s approximation) yield that, for every
constant t > 0, for w = (w1, . . . , wq) ∈ I(t), it holds that
Pr
(
W = w
) ≥ C0
(
√
n)q−1
, (45)
for some absolute constant C0 > 0 (depending only on q, C, t). Note that the variance of any
coordinate Wi is Θ(n), but since the sum of Wi’s is equal to Cn, the random vector W lies in a
(q − 1)-dimensional space, yielding the denominator (√n)q−1 in (45).
The coupling µ of Z,Z′ will be defined to be optimal on pairs of the form (w,w + `) with
w ∈ I(L′). More precisely, for w = (w1, . . . , wq) ∈ I(L′), we set
µ
(
Z = w,Z′ = w + `
)
:= min
{
Pr
(
W = w
)
,Pr
(
W = w + `
)} ≥ Ω(n−(q−1)/2), (46)
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where in the last inequality we used (45) for t = 2L′ (recall that the coordinates of ` are bounded in
absolute value by L′
√
n). For pairs (w,w′) /∈ {(w,w+`) | w ∈ I(L′)}, the coupling is independent
(the construction is analogous to the one used in the proof of the Coupling lemma, see [18, Section
4.2]). Now note that
µ(Z = Z′ + `) ≥
∑
w∈I(L′)
µ
(
Z = w,Z′ = w + `
)
= Ω(1),
where in the last inequality we used (46) and the fact that the number of w in I(L′) is Ω
(
(
√
n)q−1
)
.
This proves (44) with the coupling µ, and hence, modulo the proof of (43) which is given below,
the proof of Lemma 27 is complete.
To prove (43), we may assume w.l.o.g. that the largest component received color 1 (in each of
the chains, by the coupling). Let n′ = n − Cn and denote by C1,X , C1,Y the largest components
after the percolation step of the SW dynamics on X0, Y0 respectively. Since the configurations
X0 and Y0 are close to m = (a, b, . . . , b), in each of these configurations, exactly one color class
is supercritical and the remaining color classes are subcritical in the percolation step (using that
aB > 1 and bB < 1 from Lemmas 5 and 9). Therefore, by Lemma 15, we have with probability
Θ(1) that ∣∣|C1,X | − |C1,Y |∣∣ ≤ K0√n
for some (large) constant K0 > 0. We will further show that for a (large) constant K1 > 0, with
probability Θ(1), it holds that∣∣∣∣x1 − (n′q + (1− 1q )|C1,X |)
∣∣∣∣ ≤ K1√n and ∣∣∣xi − n′ − |C1,X |q ∣∣∣ ≤ K1√n for i 6= 1, (47)
and, by an identical argument, the analogous inequalities for the yi’s. Combining these, we obtain
(43) with L′ = 2(K0 +K1).
It remains to show (47). Consider the configuration X0. W.l.o.g. we may assume that color 1
induces the largest color class in X0, so that the assumption ‖α(X0) −m‖∞ ≤ Ln−1/2 translates
into
|α1(X0)− a| ≤ Ln−1/2, |αi(X0)− b| ≤ Ln−1/2 for i 6= 1.
From this, we have that color 1 is supercritical in the coloring step of the SW dynamics, while
the colors 2, . . . , q subcritical (since it holds that aB > 1 and bB < 1 by Lemmas 5 and 9). Let
C1, C2, . . . be the components in decreasing order of size after performing the percolation step in
X0 and note that C1 = C1,X . We have
E
[∑
j≥2
|Cj |2
]
≤ Kn
for some absolute constant K > 0. To see this, use the bound in Lemma 15 and equation (32)
for the (supercritical) color class 1 and Item 1 of Lemma 17 for each of the (subcritical) color
classes 2, . . . , q. By Markov’s inequality (and restricting our attention to components other than
the isolated vertices {v1, . . . , vCn}) we obtain that with probability Θ(1) it holds that∑
j≥2;Cj 6={v1},...,{vCn}
|Cj |2 ≤ K ′n (48)
for some absolute constant K ′ > 0. Now, for i = 1, . . . , q let Ji be the number of vertices colored
with i among the vertices other than v1, . . . , vCn and those that belonged to the component C1,X .
Note that
x1 = |C1,X |+ J1, xi = Ji for i 6= 1. (49)
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Observe that E[Ji] = (n
′ − |C1,X |)/q. Further, using (48) and Azuma’s inequality, we obtain that
with probability Θ(1) it holds that∣∣∣Ji − n′ − |C1,X |
q
∣∣∣ ≤ K ′′√n for i = 1, . . . , q. (50)
for some absolute constant K ′′ > 0. Combining (49) and (50) yields (47) (with K1 = K ′′), as
wanted. In turn, this completes the proof of (43) and hence the proof of Lemma 27.
As mentioned earlier, the proof of Lemma 26 is completely analogous. The only difference
is that now, where the configurations X0, Y0 are close to u = (1/q, . . . , 1/q), all color classes are
subcritical in the percolation step of the SW algorithm (using that B < Brc). Hence, there is no
need to consider the size of the biggest components C1,X and C1,Y . In particular, adapting the
above arguments yields the following analogue of (47):∣∣∣xi − n′
q
∣∣∣ ≤ K1√n for i ∈ [q]. (51)
Using (51) (and the analogous inequalities for yi’s), we obtain (43); the remaining bit of the proof
of Lemma 26 is in all other respects identical to the proof of Lemma 27 (i.e., using the isolated
vertices to couple X1 and Y1).
This concludes the proofs.
7 Fast mixing for B > Brc
In this section, we prove that the SW algorithm mixes in O(log n) steps for all B > Brc.
Let ε > 0 and consider a state Xt of the SW algorithm. We say that a color i is ε-heavy if
αi(Xt) ≥ (1 + ε)/B; it is ε-light if αi(Xt) ≤ (1− ε)/B. We will show that the SW algorithm has a
reasonable chance of moving into a state where one color is ε-heavy and the remaining q− 1 colors
are ε-light.
Lemma 28. Assume B > Brc is a constant. There exists a constant ε > 0 such that the following
hold for all sufficiently large n. For any initial state X0, with probability Θ(1) the next state X1
has one ε-heavy color and the remaining q − 1 colors are ε-light. Moreover, if X0 has one ε-heavy
color and the remaining q − 1 colors are ε-light, the same is true for X1 with probability 1− o(1).
Before proving Lemma 28 we will need the following function g : [0, 1] → [0, 1] which roughly
captures the size of the largest component in G(zn,B/n). Specifically, for z ≤ 1/B we set g(z) = 0;
for z > 1/B we set g(z) = zx, where x is the unique solution of x+ exp(−zBx) = 1 in (0, 1]. Note
that the functions F and g are connected by the relation
F (z) =
1
q
+
(
1− 1
q
)
g(z) for all z ∈ (1/B, 1].
The following inequality will be used to conclude the existence of heavy colors.
Lemma 29. Assume B > Brc. Then, for all α1, . . . , αq ≥ 0 with α1 + · · ·+ αq = 1, it holds that∑
i∈[q]
g(αi) ≥ g
(
1− q − 1
B
)
> 1− q
B
.
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Proof of Lemma 29. For convenience, let W :=
∑
i∈[q] g(αi). Note that g(z) is increasing and
concave for z > 1/B (this follows by Lemma 8 since F (z) = 1q + (1− 1q )g(z) for z ∈ (1/B, 1]).
To minimize W , observe that
1. If αi > 1/B and αj < 1/B then we can decrease the value of W by decreasing αi and
increasing αj (since g(z) = 0 for all z ≤ 1/B and g(z) is increasing for z > 1/B).
2. If 1/B < αi < αj then we can decrease the value of W by decreasing αi and increasing αj
(since g(z) is concave for z > 1/B).
Since B > Brc = q and α1 + · · · + αq = 1, we have that at least one of the αi’s is strictly larger
than 1/B. Thus, from Items 1 and 2, it follows that W is minimized when all but one of the αi’s
are equal to 1/B (the value of the remaining αi is given by the condition α1 + · · ·+αq = 1). Since
g(1/B) = 0, it follows that
W ≥ g
(
1− q − 1
B
)
.
It remains to show that g(z) > 1− qB , where z := 1− (q−1)/B. Note that z > 1/B from B > q.
Let x ∈ (0, 1) be the solution of x+ exp(−zBx) = 1. The inequality g(z) > 1− qB is equivalent to
x >
B − q
B − q + 1 . (52)
For the sake of contradiction, suppose that (52) is false, that is, x ≤ (B − q)/(B − q + 1). Then,
1− q − 1
B
= − ln(1− x)
Bx
≤ (B − q + 1) ln(B − q + 1)
B(B − q) , (53)
where the equality follows from x + exp(−zBx) = 1 and the inequality follows from the fact that
x 7→ − ln(1−x)x is an increasing function on (0, 1). Inequality (53) yields that B − q ≤ ln(1 +B − q),
which is false (since B−q > 0), and hence we have a contradiction. This shows that (52) is true.
We are now ready to prove Lemma 28.
Proof of Lemma 28. Let W := g
(
1− q−1B
)
. By Lemma 29, there exists a small constant ε > 0 such
that
W − ε ≥ 1− q
B
(1− 2ε).
Since the function g(z) is continuous and g(z) = 0 for all z ≤ 1/B, there exists a small constant
η > 0 such that for all z ≤ (1 + η)/B it holds that g(z) ≤ ε/q.
For i ∈ [q], let mi be the number of vertices of color i in X0 and let αi = mi/n. By Lemma 29,∑
i∈[q]
g(αi) ≥W.
Perform the percolation step of the SW algorithm on the color class i and denote by Gi be the
resulting graph. Moreover, let C
(i)
1 , C
(i)
2 , . . . be the components of Gi in decreasing order of size.
Note that Gi is distributed as G(nαi, B/n).
To prove the first part of the lemma, note that for each color i ∈ [q] the following hold with
probability 1− o(1):
• If Bαi ≥ 1 + η, the size of the largest component in Gi is ng(αi) + o(n) (by Lemma 15).
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• If Bαi ≤ 1 + η, by the choice of η we have g(αi) ≤ ε/q and therefore the largest component
in Gi is trivially at least g(αi)n− εqn.
Moreover, with A being the constant in Lemma 18, we have that for each color i ∈ [q] the following
hold with positive probability (not depending on n):
1. If Bαi ≥ (1−Am−1/3i )/mi, then
∑
j>1 |C(i)j |2 ≤ m4/3i ≤ n4/3 (by Lemma 18).
2. If (1−Am−1/3i )/mi > Bαi, then
∑
j≥1 |C(i)j |2 = O(n4/3) (by Item 1 of Lemma 17).
It follows that for all sufficiently large n, with probability Θ(1), after the percolation step of the
SW algorithm, it holds that∑
i∈[q]
|C(i)1 | ≥ (W − ε)n ≥
(
1− q
B
(1− 2ε)
)
n and
∑
i∈[q]
∑
j≥2
|C(i)j |2 = o(n2).
Now, in the coloring step of the SW algorithm, with probability q−q = Θ(1), all of the compo-
nents C
(i)
1 with i ∈ [q] receive color 1. Conditioned on that, the expected number of vertices which
get the color k 6= 1 after the coloring step of the SW algorithm is
n−∑i∈[q] ∣∣C(i)1 ∣∣
q
≤ n(1− 2ε)/B.
Thus, using Azuma’s inequality, we obtain that with probability Θ(1), for all colors k 6= 1, the
number of vertices which get the color k after the coloring step of the SW algorithm is at most
n(1− ε)/B, which implies that the number of vertices which get the color 1 is at least n(1− (q −
1)(1 − ε)/B) ≥ n(1 + ε)/B. Thus, combining all the above, we obtain that, after one step of the
SW algorithm, with probability Θ(1), color 1 is ε-heavy and all other colors are ε-light.
The second part of the lemma is analogous, the only difference is that now there is a unique ε-
heavy color class i, which is therefore supercritical in the percolation step; all other color classes are
ε-light and therefore subcritical. This allows us to improve the probability bounds in the previous
analysis. In particular, by Lemma 15 (applied to the supercritical color) and Lemma 16 (applied
to the subcritical colors), we obtain that with probability 1 − o(1), after the percolation step of
the SW algorithm, there is just one linear-sized component of size g(αi)n+ o(n) and the remaining
components have size o(n). Since g(αj) = 0 for all j 6= i, Lemma 29 yields that g(αi) ≥W . W.l.o.g.,
we may assume that this unique linear-sized component receives the color 1. Then, using Azuma’s
inequality just as above, we obtain that, after one step of the SW algorithm, with probability
1− o(1), all colors other than color 1 are ε-light and color 1 is ε-heavy.
This completes the proof of Lemma 28.
After applying Lemma 28 the behavior of the SW algorithm in one step will be controlled by the
function F (cf. Section 2.2). We use this to show that, after O(1) steps, with constant probability,
the state of SW will be close to the majority phase m; recall that m = (a, b, . . . , b) where a > 1/q
is the unique fixpoint of F and b = (1− a)/(q − 1).
Lemma 30. Assume B > Brc is a constant. For any constant δ > 0, for all sufficiently large n
and any starting state X0, after T = O(1) steps, with probability Θ(1) the SW algorithm moves to
a state XT such that ‖α(XT )−m‖∞ ≤ δ.
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Proof. Let ε > 0 be the constant in Lemma 28. Then, with probability Θ(1), the state X1 has one
ε-heavy color and the remaining q − 1 colors are ε-light.
Assume that at time t ≥ 1 we are at a state Xt with one ε-heavy color and q−1 colors which are
ε-light. Then by the second part of Lemma 28, the same is true for the state Xt+1 with probability
1− o(1). In fact, let zn be the number of vertices of the heavy color class in Xt; we claim that with
probability 1 − o(1), in Xt+1 the heavy color class has F (z)n + o(n) vertices, while all the other
color classes have 1−F (z)q−1 n + o(n) vertices. Indeed, in the percolation step of the SW dynamics,
exactly one color class is supercritical and the remaining q − 1 color classes are subcritical. By
Lemma 15 (applied to the supercritical color) and Lemma 16 (applied to the subcritical colors), we
obtain that with probability 1− o(1), after the percolation step of the SW algorithm, there is just
one linear-sized component C of size g(z)n + o(n) and the remaining components have size o(n).
W.l.o.g., we may assume that the component C receives the color 1. Then, using Azuma’s inequality
just as in the proof of Lemma 28, we obtain that, with probability 1 − o(1), for each color k 6= 1,
1−g(z)
q n+ o(n) vertices receive the color k and the remaining
n
q +
q−1
q g(z)n+ o(n) = F (z)n+ o(n)
vertices receive the color 1, as claimed.
We thus obtain that for any constant integer T ≥ 2, with probability Θ(1) the SW algorithm
moves to a state XT where one color class has αn+ o(n) vertices and each of the remaining color
classes has 1−αq−1n + o(n) vertices, where α belongs to the interval F
(T )([1/q, 1]) (recall that F (T )
is the T -th iterate of the function F ). Since F is increasing (Lemma 8), we have F (T )([1/q, 1]) =
[F (T )(1/q), F (T )(1)]. Since B > Brc, by Lemma 4 we have that F has a unique fixpoint a > 1/q.
Hence, using also again that F is increasing, for any constant δ > 0, there is a constant T such
that [F (T )(1/q), F (T )(1)] ⊆ [a−δ/2, a+δ/2]. Thus in T steps, with probability Θ(1), we are within
`∞-distance δ of m (with room to spare to absorb the o(n) fluctuations of the color classes).
Then we show that once we are at constant distance from m then in O(log n) steps the distance
to m further decreases to O(n−1/2).
Lemma 31. For B > Bu, there exist δ, L > 0 such that the following is true. Suppose that we
start at a state X0 such that ‖α(X0)−m‖∞ ≤ δ. Then in T = O(log n) steps with probability Θ(1)
the SW algorithm ends up in a state Xt such that
‖α(XT )−m‖∞ ≤ Ln−1/2. (54)
Proof. Recall that m = (a, b, . . . , b) where a > 1/q is a jacobian attractive fixpoint of F and
b = (1− a)/(q − 1). Moreover, by Lemmas 5 and 9, it holds that aB > 1 and bB < 1.
Let δ > 0, c ∈ (0, 1) be constants such that for all z ∈ [a−δ, a+δ] it holds that |F (z)−a| ≤ c|z−a|
and zB > 1, (1− z)B/(q − 1) < 1. Note that the existence of such constants δ, c is guaranteed by
the jacobian attractiveness of the fixpoint a throughout the regime B > Bu (Lemma 4) and the
facts aB > 1, bB < 1.
Define the geometrically decreasing sequence {wt}t≥0 by setting w0 = δn1/2 and wt = 1+c2 wt−1.
Further, let T :=
⌈ 1
2
logn
log 2
1+c
⌉ −K where K > 0 is a large constant to be chosen later. Note that for
any constant K, it holds that
1 + c
2
L ≤ wT ≤ L, where L := δ(2/(1 + c))K .
Thus, to prove the lemma, it suffices to show the following (slightly stronger) statement: there
exists a constant K > 0 such that with probability Θ(1),
for all t = 0, 1, . . . , T , it holds that ‖α(Xt)−m‖∞ ≤ wtn−1/2. (55)
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The main step in the proof is to track one step of the SW dynamics. Specifically, we will show
that there exist constants L′, C > 0 such that for all wt ∈ [L′, δn1/2], for any state Xt such that
‖α(Xt)−m‖∞ ≤ wtn−1/2, with probability at least exp(−C/wt) it holds that
‖α(Xt+1)−m‖∞ ≤ wt+1n−1/2. (56)
To conclude (55) from (56), note that by choosing K large, we can ensure that w0 ≥ . . . ≥ wT ≥ L′
and hence the probability of the event in (55) is at least
∏T
t=0 exp(−C/wt). The latter product is
bounded by a positive constant, since wt is a geometrically decreasing sequence.
It remains to show (56). In particular, assume that at time t it holds that ‖α(Xt)−m‖∞ ≤
wtn
−1/2 where wt ∈ [L′, δn1/2] for some large constant L′ to be specified later. By the choice of the
constant δ, in the percolation step of the SW dynamics, exactly one color class is supercritical and
the remaining q−1 color classes are subcritical. Denote by C1, C2, . . . all the connected components
after the percolation step, sorted in decreasing order of size. By the second inequality in (32) of
Lemma 15 (applied to the supercritical color) and part 1 of Lemma 17 (applied to the subcritical
colors), we obtain that there exists a constant K ′ > 0 such that
E
[∑
i≥2
|Ci|2
]
≤ K ′n.
Let w′t :=
(1−c)
2(1+
√
K′)
wt; the choice of w
′
t will become apparent shortly. Note that by choosing
L′ to be a large constant, we can ensure that w′t is larger than any desired constant (whenever
wt ∈ [L′, δn1/2]).
By Markov’s inequality, it holds that
P
(∑
i≥2
|Ci|2 ≤ w′tK ′n
)
≥ 1− 1/w′t. (57)
Assuming that the event in (57) occured, by Azuma’s inequality, in the coloring step of the SW
algorithm the number Zi of vertices in C2 ∪ C3 . . . that receive color i is concentrated around the
expectation, i.e.,
P
(
|Zi − E[Zi]| ≥ w′t
√
K ′n
)
≤ 2 exp(−w′t/2). (58)
Let zn be the number of vertices in the largest color class of Xt; by the choice of δ in the beginning,
we have that zB > 1 and hence the largest color class is supercritical in the percolation step of
SW. Therefore, by Lemma 15 (equation (33)),
P (
∣∣|C1| − g(z)n∣∣ ≥ w′t√n) ≤ U/(w′t)2. (59)
Combining (57), (58), and (59) (and choosing L′ to be a large constant relative to K ′, U, 1/(1−c), q),
we obtain that with probability at least
(1− 1/w′t)
(
1− 2q exp(−w′t/2)− U/(w′t)2
) ≥ exp(−10/w′t) = exp(−C/wt), C := 20(1 +√K ′)1− c ,
(60)
we have that ∥∥∥α(Xt+1)− (F (z), 1− F (z)
q − 1 , . . . ,
1− F (z)
q − 1
)∥∥∥
∞
≤ w′t(1 +
√
K ′)n−1/2. (61)
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By the choice of the constants δ, c, we have∥∥∥(F (z), 1− F (z)
q − 1 , . . . ,
1− F (z)
q − 1
)
−m
∥∥∥
∞
≤ c‖α(Xt)−m‖∞ ≤ cwtn−1/2. (62)
Equations (61) and (62) combined yield that with probability ≥ exp(−C/wt), it holds that
‖α(Xt+1)−m‖∞ ≤ w′t(1 +
√
K ′)n−1/2 + cwtn−1/2 ≤ c+ 1
2
wtn
−1/2 = wt+1n−1/2, (63)
where the last inequality follows from w′t =
(1−c)
2(1+
√
K′)
wt. This proves (56) and therefore completes
the proof of Lemma 31.
From Lemmas 25, 27, 30 and 31 we conclude the following.
Corollary 32. Let B > Brc be a constant. The mixing time of the Swendsen-Wang algorithm on
the complete graph on n vertices is O(log n).
Proof. Let ε > 0 be a small constant and consider two copies Xt, Yt of the SW chain. We will show
that for some T = O(log n), there exists a coupling such that Pr(XT 6= YT ) ≤ ε.
Let δ, L be as in Lemma 31. By Lemma 30, for some T1 = O(1) with probability Θ(1) we have
that
‖α(XT1)−m‖∞ ≤ δ and ‖α(YT1)−m‖∞ ≤ δ. (64)
By Lemma 31, for some T2 = O(log n) with probability Θ(1), we have that
‖α(XT1+T2)−m‖∞ ≤ Ln−1/2 and ‖α(YT1+T2)−m‖∞ ≤ Ln−1/2. (65)
Let T ′ := T1 +T2. Conditioning on (65), by Lemma 27 there exists a coupling that with probability
Θ(1), for T3 = T
′ + 1, it holds that α(XT3) = α(YT3). Conditioned on α(XT3) = α(YT3), by
Lemma 25, for every constant ε′ > 0 there exists T4 = O(log n) and a second coupling such that
Pr(XT3+T4 6= YT3+T4) ≤ ε′. By letting ε′ to be a sufficiently small constant, we obtain a coupling
and some T = O(log n) such that Pr(XT 6= YT ) ≤ ε, as wanted.
8 Fast mixing for B = Brc
The proof resembles the case B > Brc, though we have to account more carefully for the mixing time
of the chain for configurations which are close to uniform. In particular, for starting configurations
which are ε-far from being uniform, a straightforward modification of the proof for B > Brc gives
that the SW chain mixes rapidly. The main difficulty in the case B = Brc is to show that the chain
escapes from starting configurations which are close to uniform. We will show that this happens
after roughly log n steps. More precisely, we have the following lemma.
Lemma 33. Assume B = Brc. There exists constant ε > 0 such that for any n and any initial state
X0 with probability Θ(1) after T1 = O(log n) steps, XT1 has an ε-heavy color and the remaining
q − 1 colors are ε-light.
Lemma 33 yields the following analogue of Lemma 30 (note here the logarithmic bound on T ).
Lemma 34. Assume B = Brc. For any constant δ > 0 and any starting state X0, after T =
O(log n) steps, with probability Θ(1) the SW algorithm moves to state XT with ‖α(XT )−m‖∞ ≤ δ.
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Proof of Lemma 34. From Lemma 33, for some (small) constant ε > 0, we have that for T1 =
O(log n), with probability Θ(1), XT1 has an ε-heavy color and the remaining q − 1 colors are ε-
light. Using Lemma 8 (F is increasing), the second part of Lemma 10 (the uniform fixpoint is
jacobian repulsive) and Corollary 11 (there exists a unique fixpoint of F in the interval (1/q, 1]), we
obtain that for constant T2 (depending on δ) we have F
(T2)([(1+ε)/q, 1]) ⊆ [a−δ/2, a+δ/2], so the
same arguments as in the proof of Lemma 30 yield that ‖α(XT1+T2)−m‖∞ ≤ δ with probability
Θ(1), as wanted.
Using Lemma 25 (note that it applies to all B > 0) and Lemmas 27 and 31 (note that these
apply to all B > Bu), we may conclude the following from Lemma 34.
Corollary 35. Let B = Brc. The mixing time of the Swendsen-Wang algorithm on the complete
graph on n vertices is O(log n).
Proof. The proof is completely analogous to the proof of Corollary 32, the only difference is that
now we use Lemma 34 to argue that (64) holds with probability Θ(1) for T1 = O(log n).
We next turn to the proof of Lemma 33. We will use the following definition. For W > 0,
a state X will be called W -good if X has a W -heavy color and the remaining q − 1 colors are
(W/2q)-light.
Lemma 36. Let B = Brc. For any starting state X0 and an arbitrary constant w > 0, with
probability at least p(w) > 0 (not depending on n) the next state X1 of the SW dynamics is wn
−1/3-
good.
Lemma 37. Let B = Brc. There exist absolute constants c1, c2, C > 0 such that for all n suf-
ficiently large the following holds. For all w such that c1 ≤ w ≤ c2n1/3, for every wn−1/3-good
starting state X0, the next state of the SW dynamics X1 is (13/12)wn
−1/3-good with probability at
least exp(−C/w).
Before proceeding, let us briefly motivate Lemmas 36 and 37. First, we explain the origin of
the constant 13/12 in Lemma 37, whose value is somewhat arbitrary, any constant strictly smaller
than 4/3 (and greater than 1) would work for all q ≥ 3. To understand where the constant 4/3
comes from, recall from Lemma 10 that the uniform phase u = 1/q is a jacobian repulsive fixpoint
of F (for B = Brc) and, more precisely, F
′(1/q) = 2(q− 1)/q (note that F ′(1/q) > 1 for all q > 2).
Then, just observe that minq≥3{2(q − 1)/q} = 4/3.
Thus, for any 4/3 > c > 1 (or, slightly less loosely, when F ′(1/q) > c > 1), whenever
‖α(Xt)− u‖∞ is sufficiently small, for all sufficiently large n, one would expect that
‖α(Xt+1)− u‖∞ ≥ c ‖α(Xt)− u‖∞ .
We show that this indeed holds by accounting carefully for color classes which are in the critical
window for the percolation step of the SW dynamics (technically, to establish the probability bound
in Lemma 37, we need that ‖α(Xt)− u‖∞ = Ω(n−1/3)). Lemma 37 thus proves that an initial
displacement of Ω(n−1/3), which is guaranteed with constant probability from Lemma 36, increases
geometrically.
Lemma 33 follows immediately from Lemmas 36 and 37.
Proof of Lemma 33. Let c1, c2, C be the constants from Lemma 37. Define wt by w1 = c1 and
wt = (13/12)wt−1. Moreover, let 0 < ε0 < c2 and set t0 = blog(ε0n)/ log(13/12)c. By Lemmas 36
and 37, for any starting state X0, the state Xt is wt-good for all t = 1, . . . , t0 with probability at
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least p(w1)
∏t0
t=2 exp(−C/wt) =: L. Note that the product in the expression for L is bounded by
an absolute positive constant, since the series
∑
t≥1 1/wt converges.
It follows that for any positive ε < ε0/(10q), with positive probability (not depending on n),
Xt0 has an ε-heavy color and the remaining q − 1 colors are ε-light, as wanted.
We next prove Lemmas 36 and 37.
Proof of Lemma 36. We will write αi as a shorthand for αi(X0), and denote mi = nαi. In each
step of the Swendsen-Wang algorithm, the percolation step for color i picks a graph Gi from
G(mi, qαi/mi). Let C
(i)
1 , C
(i)
2 , . . . be the components of Gi in decreasing order of size.
Let A,L be the constants in Lemma 18 and let w ≥ L. For each color i the following hold with
positive probability (not depending on n):
1. If qαi ≥ (1 − Am−1/3i )/mi, then |C(i)1 | ≥ 100wq2n2/3,
∑
j>1 |C(i)j |2 ≤ m4/3i ≤ n4/3 (by
Lemma 18).5
2. If (1−Am−1/3i )/mi > qαi, then
∑
j≥1 |C(i)j |2 ≤ n4/3 (by Item 1 of Lemma 17).
Note that for at least 1 color we have qαi ≥ 1 (since the αi’s sum to 1). Let S = {i ∈
[q] : qαi ≥ 1} and consider all the components different from C(i)1 , i ∈ S. Color these components
independently by a uniformly random color from [q]. Let Ai be the number of vertices of color i. By
Azuma’s inequality and a union bound we have that with probability at least 1− 2q exp(−50w2q),
for each i ∈ [q] it holds that
∣∣∣Ai − n−∑i∈S |C(i)1 |
q
∣∣∣ ≤ (10wq)n2/3.
With probability at least q−q each of C(i)1 with i ∈ S receives color 1. Let A′i be the number of
vertices of color i after the coloring step of the SW algorithm. Note, we have A′1 = A1 +
∑
i∈S |C(i)1 |
and A′i = Ai for i ≥ 2. We obtain that with probability at least q−q
(
1− 2q exp(−50w2q)) > 0
|A′1| ≥
n
q
+
(∑
i∈S
|C(i)1 |
)(
1− 1
q
)
− (10wq)n2/3 ≥ n
q
+ (80wq2)n2/3,
and for all i ∈ {2, . . . , q}
|A′i| ≤
n
q
− 1
q
(∑
i∈S
|C(i)1 |
)
+ (10wq)n2/3 ≤ n
q
− (90wq)n2/3.
This concludes the proof.
Proof of Lemma 37. W.l.o.g., we may assume that the color classes S1, S2, . . . , Sq of X0 satisfy
|S1| ≥ n
q
+ wn2/3 and |Si| ≤ n
q
− w
2q
n2/3 for i ∈ {2, . . . , q}. (66)
Now we make a step of the Swendsen-Wang algorithm. Let C1, C2, . . . , be all the connected com-
ponents after the percolation step of the Swendsen-Wang algorithm, listed in decreasing size. By
5We remark that the choice of the constant 100 in the bound for |C(i)1 | is somewhat arbitrary, any sufficient large
constant would work; similar remarks apply for the explicit constants 80 and 50 appearing in the proof of Lemma 36.
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Lemma 17 (first part for the color classes i = 2, . . . , q and second part for the color class i = 1) we
have
E
[∑
j≥2
|Cj |2
]
≤ 2Kn
4/3
w
.
By Markov’s inequality
P
(∑
j≥2
|Ci|2 ≥ n4/3
)
≤ 2K
w
. (67)
By Lemma 17 (part 3), there exists a constant c > 0 such that
P
(
|C1| ≤ (7/4)wn2/3
)
≤ K exp(−cq2w3). (68)
For all sufficiently large w, we may assume that the events in (67) and (68) occurred, that is,
|C1| ≥ (7/4)wn2/3 and
∑
i≥2 |Ci|2 ≤ n4/3. Now we color the components C2, C3, . . . independently
by a uniformly random color from [q] (for now we leave the component C1 uncolored). Let Ai be
the number of vertices of color i. We have by Azuma’s inequality that
P
(∣∣∣Ai − n− |C1|
q
∣∣∣ ≥ wn2/3
4q
)
≤ 2 exp(−w2/(32q2)). (69)
Now we color C1, and assume w.l.o.g. that it receives color 1. Let A
′
i be the number of vertices of
color i now (we have A′1 = A1 + |C1| and A′i = Ai for i ≥ 2). Applying union bound to (69) we
obtain that with probability at least 1− 2q exp(−w2/(32q2)) we have
|A′1| ≥
n
q
+ wn2/3
(7
4
(1− 1/q)− 1/(4q)
)
≥ n
q
+
13
12
wn2/3, (70)
and for all i ∈ {2, . . . , q}
|A′i| ≤
n
q
− wn2/3
(7
4
(1/q)− 1/(4q)
)
≤ n
q
− 13
12
w/(2q)n2/3. (71)
Note that, in the second inequality in (70), we used the fact that q ≥ 3.
Let w′ = (13/12)w. Summarizing all the steps we obtain that from a state satisfying (66) we
get to a state satisfying
|S1| ≥ n
q
+ w′n2/3 and |Si| ≤ n
q
− w
′
2q
n2/3 for i ∈ {2, . . . , q}, (72)
with probability at least(
1− 2K
w
−K exp(−cq2w3)
)(
1− 2q exp(−w2/(32q2))
)
. (73)
For all sufficiently large w, the last expression is greater than exp(−C/w), where C is a positive
constant (depending on K, c, q), as wanted.
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9 Lower bound on the mixing time for B ≥ Brc
In this section, we prove that the SW algorithm mixes in Ω(log n) steps for all B > Brc.
Recall from Section 5 that B(v, δ) is the `∞-ball of configuration vectors of the q-state Potts
model in Kn around v of radius δ, cf. equation (34). Let
S := B(m, n−1/7),
and denote the set of configuration vectors which are not in S by S.
We first establish the following (crude) bound on the probability mass of configurations in S
in the Potts distribution. (Far more precise bounds are known and can be found in, e.g., [10]; the
following estimate follows easily from our upper bound on the mixing time.)
Lemma 38. Let B ≥ Brc. For the Potts distribution µ in (1), for all sufficiently large n, it holds
that µ(S) ≤ 1/8.
Proof. For any starting state X0, we have that for T = O(log n), it holds that
Pr(XT ∈ S) ≥ ε,
where ε > 0 is a constant independent of n. (For B > Brc this follows by Lemmas 30 and 31, and
for B = Brc this follows by Lemmas 34 and 31.) It follows that for all non-negative integers j it
holds that
Pr(X(j+1)T ∈ S | XjT /∈ S) ≥ ε.
Further, by Lemma 23, for integer t ≥ 0, it holds that
Pr(Xt+1 ∈ S | Xt ∈ S) ≥ 1− exp(−Ω(n1/3)).
We thus obtain that for some positive integer j = j(ε), for all sufficiently large n, for all integer
t ≥ jT , it holds that
Pr(Xt ∈ S) ≥ 15/16. (74)
Let T ∗ = max{jT, 2Tmix}. Recall that Tmix = O(log n) (cf. Corollaries 32 and 35), so T ∗ =
O(log n) as well. Since Tmix is the time needed to get within total variation distance ≤ 1/4 from µ,
we have that for any ε′ > 0, for t ≥ Tmix log2(1/ε′), it holds that dTV (Xt, µ) ≤ ε′ (see [18, Section
4.5]). Thus, we have that
µ(S)− Pr(XT ∗ ∈ S) ≤ max
A⊆Ω
|µ(A)− Pr(XT ∗ ∈ A)| = dTV (XT ∗ , µ) ≤ 1/16. (75)
Combining (74) and (75) yields µ(S) ≤ 1/8, as wanted.
Lemma 39. For B ≥ Brc, there exist constants δ1, δ2 > 0 such that the following is true. Suppose
that we start at a state X0 such that X0 /∈ S and δ2 ≤ ‖α(X0) − m‖∞ ≤ δ1. Then for some
T = Ω(log n), with probability ≥ 1/2, it holds that XT /∈ S.
Proof of Lemma 39. Recall that m = (a, b, . . . , b) where a > 1/q is a fixpoint of F . Let δ > 0 be
such that for some 0 < cl < cu < 1 for all z ∈ [a− δ, a+ δ] we have
cl|z − a| ≤ |F (z)− a| ≤ cu|z − a|. (76)
Note that the existence of such δ is guaranteed throughout the regime B ≥ Brc, since |F ′(a)| < 1
by Lemma 4, F ′(a) > 0 by Lemma 8 and F ′ is continuous in a neighbourhood around a. Let δ1, δ2
be arbitrary constants satisfying 0 < δ2 < δ1 < δ.
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Suppose that we are at Xt such that n
−1/7 < ‖α(Xt) − m‖∞ ≤ δ (note that for such Xt,
we have Xt /∈ S). Let m1 be the number of vertices in the largest color class and note that
m1/n = a + τ =: a
′ where |τ | < δ. Exactly as in the proof of Lemma 23 (cf. equation (39)), we
obtain that with probability ≥ 1− 2q exp(−Θ(n1/3)) it holds that∥∥∥α(Xt+1)− (F (a′), 1− F (a′)
q − 1 , . . . ,
1− F (a′)
q − 1
)∥∥∥
∞
≤ n−1/6. (77)
Using (76), we have
cl‖α(Xt)−m‖∞ ≤
∥∥∥(F (a′), 1− F (a′)
q − 1 , . . . ,
1− F (a′)
q − 1
)
−m
∥∥∥
∞
≤ cu‖α(Xt)−m‖∞. (78)
Equations (77) and (78) combined yield that for all sufficiently large n we have the following two
bounds:
‖α(Xt+1)−m‖∞ ≥ cl‖α(Xt)−m‖∞ − n−1/6 ≥ cl
2
‖α(Xt)−m‖∞, (79)
‖α(Xt+1)−m‖∞ ≤ n−1/6 + cu‖α(Xt)−m‖∞ ≤ δ. (80)
Let c′ = −18/ log( cl2 ). Applying (79) for t = 0, . . . , bc′ log nc (note that (80) guarantees that we
remain sufficiently close to m so that (79) indeed applies), we obtain that with probability 1− o(1)
it holds that
‖α(Xc′ logn)−m‖∞ ≥ n−1/8‖α(X0)−m‖∞ ≥ δ2n−1/8 > n−1/7.
This completes the proof.
Using Lemma 39, we obtain the following corollary.
Corollary 40. Let B ≥ Brc. Then the mixing time Tmix of the SW dynamics on the n-vertex
complete graph satisfies Tmix = Ω(log n).
Proof. Let δ1, δ2 be as in Lemma 39. Consider X0 such that X0 /∈ S and δ2 ≤ ‖α(X0)−m‖∞ ≤ δ1.
Then, by Lemma 39, for some T = Ω(log n) we have that
Pr
(
XT /∈ S
) ≥ 1/2.
On the other hand, by Lemma 38 we have that µ(S¯) ≤ 1/8. It follows that
dTV (XT , µ) = max
A⊆Ω
|µ(A)− Pr(XT ∈ A)| ≥ Pr(XT ∈ S¯)− µ(S¯) ≥ 1/2− 1/8 > 1/4.
It follows from the definition of mixing time that Tmix ≥ T , as claimed.
10 Fast mixing for B < Bu
In this section, we prove that the SW algorithm mixes in O(1) steps for all B > Brc. The proof for
establishing mixing in the uniqueness regime will be similar to the B > Brc case. We begin with
the following analogue of Lemma 28.
Lemma 41. Assume B < Brc is a constant. There exists a constant ε > 0 such that for, any
initial state X0, with probability Θ(1) the next state X1 has at least q − 1 colors that are ε-light.
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Proof. The proof is analogous to that of Lemma 28, the only difference is that now we do not need
to argue that there is an ε-heavy color (and hence the proof is simpler).
Let ε ∈ (0, 1/10) be a small enough constant such that B(1 + 2ε) < q. As in the proof of the
first part of Lemma 28 with probability q−q = Θ(1) all the biggest components of each color class
receive the color 1 and the sum of squares of (the sizes of) the remaining components is o(n2) with
probability Θ(1). Condition on these events happening. Then, the expected number of vertices that
receive a color i = 2, . . . , q is at most n/q. Therefore, using Azuma’s inequality, with probability
Θ(1), there are at most n(1 + ε/2)/q vertices which have color i = 2, . . . , q in X1. By the choice
of ε, we have that (1 + ε/2)/q ≤ (1 + ε/2)/(B(1 + 2ε)) ≤ (1− ε)/B, and therefore there are q − 1
colors which are ε-light in X1.
We then have the following lemma, which is an analogue of Lemmas 30 and 31 in the B > Brc
case, showing that we get within distance O(n−1/2) from the uniform phase.
Lemma 42. Assume B < Bu is a constant. There exists a constant L such that for any starting
state X0 after T = O(1) steps with probability Θ(1) the SW algorithm moves to state XT such that
‖α(XT )− u‖∞ ≤ Ln−1/2.
Proof of Lemma 42. Let ε > 0 be as in Lemma 41. By Lemma 41 starting from any X0 with
constant probability we move to X1 where q − 1 colors are ε-light. As in Lemma 30, the evolution
of the largest color class is then captured by the iterates of the function F . Since 1/q is the only
fixpoint of F (by Lemma 4), we have that for any constant δ > 0 there exists constant T such that
F (T )([0, 1]) ⊆ [1/q− δ/2, 1/q+ δ/2]. Therefore, with probability 1− o(1), after at most T steps the
size of the largest color class becomes less than 1/q+ δ (see the proof of Lemma 30 for details). In
the next step even the largest color class is subcritical (by taking δ to be a small constant) and we
end up, with probability 1 − o(1), in a state where each color occurs (1 + o(1))n/q times. In the
next step the components sizes after the percolation step satisfy, by Lemma 17
E
[∑
i
|Ci|2
]
= O(n).
Hence, after the coloring step, with constant probability (using the same argument as in (57)
and (58)) we have color classes of size (n+O(n1/2))/q.
To show that the mixing time of SW is O(1) when B < Bu, we extend the strategy of [19] for
q = 2 to q ≥ 3. In [19], a certain projection of the SW chain is defined, called the magnetization
chain. For us, the magnetization chain can be defined as follows. Let {V1, . . . , Vq} be a fixed
partition of the vertex set of the complete graph into q parts. The magnetization chain is a Markov
chain At = (Aij,t)i,j∈[q] with Aij,t being the number of vertices in Vi with color j at time t (the
fact that the magnetization chain is a Markov chain is due to the symmetry). Note that for every
t = 0, 1, . . ., for every i ∈ [q] it holds that ∑j Aij,t = |Vi|.
The following lemma is the analogue of [19, Proposition 7.3] and can be proved analogously to
Lemma 27.
Lemma 43. Assume B < Brc is a constant. Let {V1, . . . , Vq} be a partition of the vertex set of the
complete graph on n vertices into q parts. Let At and A′t be two copies of the magnetization chain.
Further, denote by aj,t, a
′
j,t the total number of vertices with color j in At and A′t, respectively, i.e.,
aj,t =
∑
i∈[q]
Aij,t, a
′
j,t =
∑
i∈[q]
A′ij,t.
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Let L > 0 be an arbitrarily large constant and suppose that at time t it holds that
|aj,t − n/q| ≤ L
√
n, |a′j,t − n/q| ≤ L
√
n for all j ∈ [q].
Then, there exists a coupling of At+1,A′t+1 such that with probability Θ(1), it holds that At+1 =
A′t+1.
Proof. The proof is completely analogous to [19, Proof of Proposition 7.3] and resembles the proof
of Lemmas 26 and 27 given earlier. We therefore highlight the key differences.
Perform the percolation step of the Swendsen-Wang algorithm independently for the chains
At and A′t. By Lemma 5.7 in [19], there is a constant c > 0 such that with probability Θ(1), in
each chain, in each part Vi, there are ≥ c|Vi| isolated vertices (i.e., components of size 1). Next,
perform the coloring step in each of the two chains independently but leaving, in each chain and
for each part Vi, these c|Vi| isolated vertices uncolored. For i, j ∈ [q], let aˆij , aˆ′ij be the number of
vertices which are assigned color j in part Vi (excluding the c|Vi| isolated vertices which are not
yet colored). We claim that there exists a (large) constant L > 0 such that with probability Θ(1),
for all i, j ∈ [q], it holds that
|aˆij − aˆ′ij | ≤ L
√
|Vi|. (81)
Assuming this, then, just as in the proof of Lemmas 27 and 26 (cf. (43) and the coupling thereafter),
we can couple the coloring of the c|Vi| isolated vertices in each part Vi to equalize the counts with
probability Θ(1), i.e., with probability Θ(1), the coupling of the two chains satisfies At+1 = A′t+1.
We focus therefore on proving (81). Let {Ck}k≥1 denote the components in the first chain after
the percolation step. Then, for each i ∈ [q], we will show that with probability Θ(1) it holds that∑
k≥1
|Ck ∩ Vi|2 = O(|Vi|). (82)
To see this, for a vertex v, let C(v) be the component that v belongs to after the percolation step.
Then, note that ∑
k≥1
|Ck ∩ Vi|2 ≤
∑
v∈Vi
|C(v)|.
Since by the assumption of the lemma all colors are subcritical in the percolation step, we have
that E[|C(v)|] = O(1) for all v ∈ V . Using Markov’s inequality, we therefore obtain (82).
Let nˆi be the number of vertices in Vi excluding the isolated vertices. We obtain (using Azuma’s
inequality) that, with probability Θ(1), for all i, j ∈ [q] it holds that
|aˆij − nˆi/q| = O(
√
|Vi|)
Identically, we obtain an analogous bound for aˆ′ij which yields (81), as needed.
Using Lemmas 42 and 43, we conclude the following corollary.
Corollary 44. Let B < Bu be a constant. The mixing time of the Swendsen-Wang algorithm on
the complete graph on n vertices is Θ(1).
Proof. Let µ be the stationary distribution of the Swendsen-Wang algorithm (cf. (1)). Consider
two copies of the SW algorithm Xt and Yt, where X0 is an arbitrary starting configuration and Y0
is distributed according to µ. It suffices to show that there is T = O(1) and a coupling of XT , YT
such that XT = YT with probability Ω(1).
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We will use the magnetization chain for an appropriate partition {V1, . . . , Vq} of the vertices of
the complete graph. Namely, for a color i ∈ [q], let Vi be the set of vertices with color i in X0. Let
At = {Aij,t}i,j∈[q], A′t := {A′ij,t}i,j∈[q] be such that Aij,t, A′ij,t is the number of vertices with color j
in Vi in Xt and Yt, respectively. The key idea is that, due to symmetry, the probability that the
SW chain at time t is at a particular configuration σ depends only on the counts |Vi ∩ σ−1(j)| for
i ∈ [q] and j ∈ [q]. It follows that for every t, it holds that
dTV (Xt, Yt) = dTV (At,A′t). (83)
It thus suffices to show that for T = O(1), there is a coupling of AT and A′T such that AT = A′T
with probability Θ(1).
Let L be the constant in Lemma 42. By Lemma 42, we have that for T1 = O(1), with probability
Θ(1) it holds that
‖α(XT1)− u‖∞ ≤ Ln−1/2, ‖α(YT1)− u‖∞ ≤ Ln−1/2. (84)
Conditioned on (84), Lemma 43 shows that there exists a coupling of AT1+1 and A′T1+1 such that
with probability Θ(1) it holds that AT1+1 = A′T1+1. Using (83), we thus conclude that the mixing
time of the Swendsen-Wang algorithm is O(1), as wanted.
11 Mixing Time at B = Bu
For B = Bu, our goal is to show that the SW chain reaches the uniform phase in O(n
1/3) steps.
To do this, let St be the size of the largest color class in state Xt of the SW chain; throughout this
section, we will focus on tracking St.
In Section 11.1, we first give some relevant statistics of St after one iteration of the SW chain;
the main lemma we will use later is Lemma 47. In Sections 11.2 and 11.3, we use these statistics
to outline our potential function argument for deriving the upper and lower bounds on the mixing
time. Finally, in Section 11.4, we give in detail the construction of the potential function which is
the most technical part of the proof.
11.1 Tracking one iteration of the SW dynamics
As a starting point, we have the following analogue of Lemma 28.
Lemma 45. For sufficiently small (constant) ε > 0, for any state Xt of the SW chain, with
probability Θ(1), there are at least q− 1 colors in state Xt+1 which are ε-light. Further, if state Xt
has q− 1 colors which are ε-light, then with probability 1− exp(−nΩ(1)), the same is true for Xt+1.
Proof. For a color i ∈ [q], we will write αi as a shorthand for αi(Xt), and denote mi = nαi. In
each step of the Swendsen-Wang algorithm, the percolation step for color i picks a graph Gi from
G(mi, Bαi/mi). Let C
(i)
1 , C
(i)
2 , . . . be the components of Gi in decreasing order of size.
The beginning of the proof is analogous to the beginning of the proof of Lemma 36. Let A be
the constant in Lemma 18. For each color i ∈ [q] the following hold with positive probability (not
depending on n):
1. If Bαi ≥ (1−Am−1/3i )/mi, then
∑
j>1 |C(i)j |2 ≤ m4/3i ≤ n4/3 (by Lemma 18).
2. If (1−Am−1/3i )/mi > Bαi, then
∑
j≥1 |C(i)j |2 ≤ n4/3 (by Item 1 of Lemma 17).
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Let S = {i ∈ [q] : Bαi ≥ 1} (note that the set S may be empty). Consider all the components
different from C
(i)
1 , i ∈ S. Color these components independently by a uniformly random color
from [q]. For i ∈ [q], let A′i be the number of vertices of color i. Let w > 0 be a constant such that
1 > 2q exp(−w2/2). By Azuma’s inequality and a union bound we have that with probability at
least 1− 2q exp(−w2/2) > 0, for each i ∈ [q] it holds that
∣∣∣A′i − n−∑i∈S |C(i)1 |q ∣∣∣ ≤ wn2/3.
For i ∈ [q], let Ai be the number of vertices of color i after the coloring step of the SW algorithm.
With probability at least q−q each of C(i)1 with i ∈ S receives color 1. Note, we have A1 =
A′1 +
∑
i∈S |C(i)1 | and Ai = A′i for i ≥ 2. We obtain that with probability at least q−q
(
1 −
2q exp(−w2/2)) > 0, for all i ≥ 2,
|Ai| ≤ n
q
− 1
q
(∑
i∈S
|C(i)1 |
)
+ wn2/3 ≤ n
q
+ wn2/3. (85)
Since Bu < q, we have that for sufficiently small constant ε > 0, for all n sufficiently large, it holds
that |Ai| ≤ (1 − ε)n/B for all i 6= 1, and thus the colors 2, . . . , q are ε-light with probability Θ(1)
as wanted.
For the second part of the lemma where we know that in Xt there are q − 1 colors which are
ε-light, the proof is analogous. The difference is that now we need upper bounds for the sum of
squares of the components (other than the largest component — there can be at most one of those
by the assumption) which hold with probability 1− exp(−nΩ(1)). Note, for a color class i, we have
the (crude) bounds ∑
j≥1
|C(i)j |2 ≤ n |C(i)1 | and
∑
j≥2
|C(i)j |2 ≤ n |C(i)2 |. (86)
For each of the (q−1) ε-light colors, the first inequality in (86) together with Lemma 16 bounds the
sum of squares of the components by n7/4 with probability 1− exp(−Θ(n3/4)). For the remaining
color class (i.e., the one that we do not have an upper bound on its density by the assumption),
to bound the sum of squares of the components we obtain the same bound n7/4 with probability
1 − exp(−nΩ(1)) by considering cases. If the color class is supercritical we use Lemma 14 and the
second inequality in (86). If the color class is in the critical window we use Lemma 20 and the
first inequality in (86). If the color class is subcritical we use Lemma 16 and the first inequality in
(86). The only modification needed in the argument is to replace wn2/3 in (85) by n9/10 and the
remaining part holds verbatim.
The key part of our arguments is to track the evolution of the size St of the largest colors when
there are q − 1 colors which are ε-light.
We first do this in the easier case when St has density close to 1/B (in the complementary
regime, we will need more statistics of St). In this regime, the following lemma roughly says that
a step of the SW dynamics makes the density of the largest color class roughly 1/q. (Intuitively,
this follows by a “continuity” argument since F (1/B) = 1/q.)
Lemma 46. Let ε > 0 be a sufficiently small constant. Suppose that Xt is such that q − 1
colors are ε-light and that St < (1 + ε)n/B. Then with probability 1 − exp(−nΩ(1)) it holds that
St+1 < (1 + 3qε)n/q.
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Proof of Lemma 46. The proof is analogous to the proof of Lemma 45 and as such we follow the
notation in there. The only difference is that now we have to account slightly more accurately for
the size of the largest color class in Xt+1.
Assume that the q − 1 ε-light colors in Xt are 2 . . . , q and assume w.l.o.g. that (the perhaps
linear sized) C
(1)
1 gets colored with color 1 (in state Xt+1). The color classes of 2 . . . , q in Xt are
subcritical and thus fall into Item 2 of the analysis in the proof of Lemma 45. For the remaining
color class 1 in Xt, it may fall either into Item 1 or 2.
It follows that the bounds for A′i in (85) still hold and in particular the colors 2, . . . , q have size
at most (1/q)n+ o(n) (since they did not receive a giant component).
For the color class 1 in Xt+1, note that A1 = |C(1)1 | + A′i. For all sufficiently small (constant)
ε > 0, the largest component C
(1)
1 , with probability 1 − exp(−nΩ(1)), has size at most 3ε(n/B)
(by Item 3 of Lemma 17). Note that Bu ≥ 1 for all q ≥ 3 (follows, e.g., by definition (3)) and
hence 3ε(n/B) ≤ 3εn. It follows that for all sufficiently large n, A1 is at most (1 + 3qε)n/q, as
wanted.
The following lemma gives some statistics of St/n throughout the range (1/B, 1], i.e., when the
largest color class is supercritical in the percolation step of the SW dynamics. Recall the function
F defined in (6),(7).
Lemma 47. Let ε > 0 be an arbitrarily small constant and condition on the event that Xt has q−1
colors which are ε-light. Assume that ζ satisfies (1 + ε)/B ≤ ζ/n ≤ 1. Let W := E[St+1 |St = ζ].
For all constant ε′ > 0, for all sufficiently large n, it holds that
nF (ζ/n)− nε′ ≤W ≤ nF (ζ/n) + nε′ . (87)
Also, there exist absolute constants Q1, Q2 (depending only on ε) such that
nQ2 ≤ V ar[St+1 |St = ζ] ≤ nQ1, (88)
Finally, for every integer k ≥ 3 and constant ε′ > 0, there exists a constant c > 0 such that
E
[∣∣St+1 −W ∣∣k|St = ζ] ≤ cnk/2+ε′ . (89)
Proof. To avoid overloading notation, we assume throughout that we condition on St = ζ.
We will write αi as a shorthand for αi(Xt), and denote mi = nαi. W.l.o.g. we will assume that
the color class with largest size is the one corresponding to color 1, so that α1 = ζ/n ≥ (1 + ε)/B.
Since the remaining (q − 1) colors are ε-light, for each i ∈ {2, . . . , q} we have αi ≤ (1− ε)/B.
In each step of the Swendsen-Wang algorithm, the percolation step for color i picks a graph Gi
from G(mi, Bαi/mi). Let C
(i)
1 , C
(i)
2 , . . . be the components of Gi in decreasing order of size. Note
that G1 is in the supercritical regime, while G2, . . . , Gq are in the subcritical regime. By Lemma 15,
for every constant ε′ > 0 we have that
E
[∣∣C(1)1 ∣∣] = βζ ± ζε′ = βζ ± nε′ , (90)
where β ∈ (0, 1) satisfies β + exp(−βBζn ) = 1. Note that
nF (ζ/n) =
n
q
+
(
1− 1
q
)
βζ.
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Let Ai be the number of vertices with color i in Xt+1 and w.l.o.g. assume that C
(1)
1 receives the
color 1 in the coloring step of the SW dynamics. We will show that with probability 1−exp(−nΩ(1))
it holds that St+1 = A1, so the estimates on the moments of St+1 will follow from those of A1.
More precisely, with a scope to also prove (89), we will show that for every sufficiently small
constant ε′ > 0 it holds with probability 1− exp(Θ(n−ε′)) that
|A1 − nF (ζ/n)| ≤ 2n1/2+ε′ and Ai ≤ (n− βζ)/q + n1/2+ε′ for i ∈ {2, . . . , q}. (91)
Since βζ = Ω(n), we will then obtain that A1 > Ai for all i 6= 1.
From Lemma 14 equation (27) (applied to color i = 1) and Lemma 16 (applied to colors
i = 2, . . . , q), with probability 1− q exp(−Θ(nε′)), we have
|C(1)j | ≤ nε
′
for j ≥ 2, |C(i)j | ≤ nε
′
for i ∈ {2, . . . , q}, j ≥ 1. (92)
From Lemma 14 equation (28), with probability 1− exp(−Θ(nε′)), we also have
|C(1)1 − βζ| ≤ n1/2+ε
′
. (93)
(Note that βζ = Ω(n).) Condition on the event that the bounds in (92) and (93) hold. From (92),
we have the crude bound ∑
j≥2
(|C(1)j |)2 +
∑
q≥i≥2
∑
j≥1
(|C(i)j |)2 ≤ n1+ε
′
. (94)
Consider now the coloring step of the SW algorithm and, in particular, color independently all the
components different from C
(1)
1 by a uniformly random color from [q]. Let A
′
i be the number of
vertices of color i in this process. Note that A1 = |C(1)1 |+ A′1 and Ai = A′i for i = 2, . . . , q. Using
(94), by Azuma’s inequality we have that with probability 1 − 2q exp(−nε′) for all i ∈ [q] it holds
that ∣∣∣A′i − n− |C(1)1 |q ∣∣∣ ≤ n1/2+ε′ . (95)
From (93) and (95) we obtain that for all sufficiently large n, with probability 1 − exp(−Θ(nε′))
it holds that St+1 = A1. It follows that E[St+1] = E[A1] + o(1) and E[|St+1 − E[St+1]|k] =
E[|A1 − E[A1]|k] + o(1) for all integer k ≥ 2. Thus, the bounds in (87), (88), (89) will follow from
E[A1] = nF (ζ/n)± nε′ , (96)
Q1n ≤ V ar[A1] ≤ Q2n, (97)
E
[|A1 − E[A1]|k] ≤ Knk/2+ε′ , (98)
where k ≥ 3 is an integer, ε′ > 0 is an arbitrarily small constant, Q1, Q2 > 0 are absolute constants
and K is a constant depending on k.
We start by proving (96) and (97) where we need more precise bounds. By the second inequality
in (32) of Lemma 15 (applied to color 1) and part 1 of Lemma 17 (applied to colors i = 2, . . . , q),
we have for some constants K1,K2,K3 > 0 that
K1n ≤ V ar
[|C(1)1 |] ≤ K2n, E[∑
j≥2
(|C(1)j |)2 +
∑
q≥i≥2
∑
j≥1
(|C(i)j |)2
]
≤ K3n. (99)
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Denote by C the random vector {∣∣C(i)j ∣∣}i∈[q],j≥1. We first estimate the moments of A1 condi-
tioned on C. We have
E
[
A1
∣∣ C] = ∣∣C(1)1 ∣∣+ n−
∣∣C(1)1 ∣∣
q
=
n
q
+
(
1− 1
q
)∣∣C(1)1 ∣∣, (100)
V ar
[
A1
∣∣ C] = 1
q
(
1− 1
q
)[∑
j≥2
(|C(1)j |)2 +
∑
q≥i≥2
∑
j≥2
(|C(i)j |)2
]
. (101)
It follows from (100) that E[A1] =
n
q + (1 − 1q )E
[∣∣C(1)1 ∣∣], so (96) follows from (90). Also, by the
law of total variance we have V ar[A1] = V ar[E
[
A1
∣∣ C]] + E[V ar[A1 ∣∣ C]], so from (90),(99),(100),
we obtain (97).
Finally, it remains to prove (98). Let ε′′ := ε′/k > 0. By the triangle inequality and (96)
(applied for the constant ε′′), we have that∣∣A1 − E[A1]∣∣ ≤ ∣∣A1 − nF (ζ/n)∣∣+ ∣∣E[A1]− nF (ζ/n)∣∣ ≤ |A1 − nF (ζ/n)|+ nε′′ ,
and hence by the AM-GM inequality we have∣∣A1 − E[A1]∣∣k ≤ 2k−1(|A1 − nF (ζ/n)|k + nε′).
By integrating the first inequality in (91) (applied for the constant ε′′), we obtain that E
[|A1 −
nF (ζ/n)|k] ≤ 2knk/2+ε′ + o(1). Combining these bounds yields (98) with K = 23k (to absorb the
lower order terms nε
′
and o(1)).
This concludes the proof of Lemma 47.
11.2 Upper bound on the mixing time at B = Bu
In this section, we prove that the mixing time of the SW chain satisfies Tmix = O(n
1/3) at the
critical point B = Bu.
The most difficult part of our arguments is to argue that the SW chain escapes the vicinity
of the majority phase in O(n1/3) steps, i.e., when the size St of the largest color class is in the
window |St − na| ≤ δn2/3 for some small constant δ > 0 (recall that a is the marginal of the
majority phase and satisfies F (a) = a, see also Lemma 4). Note that from (87) we have that
E[St+1 | St] ≈ nF (St/n) and hence the drift of the process inside the window is very weak; for
example, when St/n = a, the expected value of St+1/n remains very close to a. More generally,
an expansion of F around the point a yields that F (z) ≈ z − c(z − a)2 for all z ∈ (a − ε, a + ε)
for some constants c, ε > 0. Therefore, we obtain that E[St+1 | St] ≈ St − c(St − an)2/n for some
constant c > 0, so the change (in expectation) of St+1 relative to St is bounded above by roughly
δ2n1/3. In particular, how does the process escape the window |St − na| ≤ δn2/3 in O(n1/3) steps?
The rough intuition is that inside the window the variance of the process aggregates the right
way and the process gets displaced (with constant probability) by the square root of the “aggregate
variance”. That is, after Ω(n1/3) steps, St is displaced by roughly Ω(
√
n1/3n) = Ω(n2/3) from na.
In the meantime, it holds that F (z) ≤ z for all z ∈ [1/B, 1] so St is bound to escape from the lower
end of the window. Once St escapes the window, the drift F (z) − z coming from the expectation
of St/n takes over and the trajectory of St/n is close to a deterministic process z(t) which satisfies
the differential equation dz = (F (z) − z)dt. Since F (z) ≈ z − c(z − a)2 for all z ∈ (a − ε, a + ε),
we obtain that the number of steps needed so that St/n goes from a − n−1/3 to a − ε is roughly∫ a−ε
a−n−1/3
1
F (z)−zdz ≈ n1/3; from that point on, the SW chain will get within constant distance from
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the uniform phase in O(1) steps.6 Rather than formalizing explicitly this intuition, we will capture
the progress of the chain towards the uniform phase by a potential function argument.
The potential function is designed so that its maximum value is at most O(n1/3) and, at each
step of the SW chain, the expected decrease of the potential function is at least a constant. More
precisely, we show the following lemma in Section 11.4.
Lemma 48. Let B = Bu. There exist constants M1,M2, τ > 0 such that for all sufficiently small
ε > 0, for all sufficiently large n the following holds. There exists an increasing three-times differen-
tiable potential function G : [1/q, 1] → [0,M1n1/3] with G(1/q) = 0 and maxz∈[1/q,1/B]G′(z) ≤ M2
such that for any ζ ≥ (1 + ε)n/B, if Xt has (q − 1) colors which are ε-light, then it holds that
E[G(St+1/n) |St = ζ] ≤ G(ζ/n)− τ. (102)
The proof of Lemma 48 is quite technical, so let us briefly discuss the main ideas underlying
the proof. The crucial ingredient is to specify the potential function G so that (102) is satisfied. To
motivate the choice of G, by taking expectations in the second order Taylor expansion of G(St+1/n)
around E[St+1/n |St = ζ] ≈ F (ζ/n) we obtain
E[G(St+1/n) |St = ζ] ≈ G(F (ζ/n)) + 1
2
V ar[St+1/n |St = ζ]G′′(F (ζ/n)). (103)
(The precise conditions on the derivatives of G such that the approximation in (103) is sufficiently
accurate are given in Lemma 55.) From (103), in order to satisfy (102), the function G has to
be carefully chosen to control the interplay between G(F (x)) − G(x) and G′′(F (x)). The first
derivative of G should correspond to the drift F (x)− x of the process coming from its expectation
while the second derivative of G to the variance of the process. More precisely, when x is outside
the critical window, the choice of the potential function is such that G(F (x)) − G(x) is bounded
above by a negative constant (i.e., its derivative is 1/(x−F (x))); by our earlier remarks this should
be sufficient to establish progress outside the critical window. Indeed, with this choice it turns out
that |G′′(x)|/n is bounded above by a small constant outside the critical window, so that (102) is
satisfied. Inside the critical window, where x ≈ F (x) and hence G(F (x)) − G(x) ≈ 0, we choose
G so that G′′(x) is negative. More precisely, to satisfy (102), since V ar[St+1/n |St = ζ] = Θ(1/n)
from Lemma 47, we set G′′(x) = −Cn for some constant C > 0. The remaining part is then
to interpolate between these two regimes keeping G′(x)/G′′(x) sufficiently large (so that (102) is
satisfied) and G(x) small (i.e., O(n1/3)); this is possible due to the quadratic behaviour of F (z)− z
around z = a. (See Lemma 56 and its proof for the explicit specification of G.)
We next combine Lemmas 45, 46 and 48 to show the following.
Lemma 49. For B = Bu, there exists L > 0 such that the following is true. In T = O(n
1/3) steps,
for any starting state X0, with probability Θ(1) the SW algorithm ends up in a state XT such that
‖α(XT )− u‖∞ ≤ Ln−1/2.
Proof. Let T :=
⌈
3M1n
1/3/τ
⌉
, where M1, τ are the constants in Lemma 48.
Let ε > 0 be a sufficiently small constant, to be picked later. We will assume that the state X1
has q − 1 colors which are ε-light since (by the first part of Lemma 45) this event happens with
probability Θ(1). Henceforth, we will condition on this event.
6Heuristically, the exponent 1/3 in our target mixing time bound O(n1/3) is the value ρ ≥ 0 obtained by balancing
(i) the number of steps that the process needs to get out from the interval (na− n1−ρ, na+ n1−ρ) using its variance
which we expect to happen in roughly n1−2ρ steps (since
√
n1−2ρn = n1−ρ), and (ii) the number of steps that the
process needs to cross the intervals (n(a−ε), na−n1−ρ) and (na+n1−ρ, n(a+ε)) using the drift z−F (z) ≈ c(z−a)2
(which requires roughly nρ steps).
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Recall that St is the size of the largest color class at time t. We will show that with probability
Θ(1) it holds that ST < (1 + ε)n/B. Assuming this for the moment, then in the next step, i.e., at
time T+1, by Lemma 46 all color classes have size at most (1+3qε)n/q and (for all sufficiently small
ε) are thus subcritical in the percolation step of the SW dynamics. It follows that the components’
sizes after the percolation step satisfy, by Item 1 in Lemma 17, E
[∑
i |Ci|2
]
= O(n). Hence, after
the coloring step, using Azuma’s inequality with constant probability we have color classes of size
(n+O(n1/2))/q (see for example the derivation of (57) and (58) for details).
It remains to argue that with probability Θ(1) it holds that ST < (1 + ε)n/B. Let Pt be the
probability that at time t it holds that St < (1 + ε)n/B. We will show that PT ≥ 1/10. We will
use Lemma 48 and the potential function G therein to bound PT . In particular, we will show that
for all n sufficiently large, for all t = 1, . . . , T , it holds that
E[G(St+1/n)] ≤ E[G(St/n)]− τ(1− Pt) + τ/2, (104)
where τ is the constant in Lemma 48. Prior to that, let us conclude that PT ≥ 1/10 assuming (104).
Note that if St < (1 + ε)n/B then St+1 < (1 + ε)n/B with probability at least 1 − exp(−nΩ(1))
(by Lemma 46), so Pt ≤ Pt+1 + O(1/n). Since T = O(n1/3), we have Pt ≤ PT + O(n−2/3) for all
t = 1, . . . , T and hence
∑T
t=1 Pt ≤ TPT + o(1). By applying (104) recursively, it hence follows that
E[G(ST+1/n)] ≤ E[G(S1/n)]− τT (1/2− PT ) + o(1).
Using that 0 ≤ G(z) ≤M1n1/3 for all z ∈ [1/q, 1], we obtain that PT ≥ 1/2−M1n1/3/(τT ) + o(1).
For T =
⌈
3M1n
1/3/τ
⌉
we thus have PT ≥ 1/10 as wanted.
Finally, we prove (104) for t = 1, . . . , T . Note that Lemmas 48 and 46 apply whenever Xt has
q − 1 ε-light colors, so we will need to account for the (small-probability) event that this fails.
Namely, let Et denote the event that Xt has q − 1 ε-light colors. Since we condition on the event
that E1 holds, we have that
⋂T
t=2 Et holds with probability at least 1− exp(−nΩ(1)) (by the second
part of Lemma 45).
Let Ft be the event that St < (1 + ε)n/B and note that Pt = Pr(Ft). By taking expectations
in inequality (102) of Lemma 48, we have
E
[
G(St+1/n) | Et,Ft
] ≤ E[G(St/n) | Et,Ft ]− τ. (105)
Note that if St < (1 + ε)n/B, then by Lemma 46, with probability 1 − exp(−nΩ(1)) we have
St+1 < (1 + 3qε)n/q. From Lemma 48, we have G(1/q) = 0 and maxz∈[1/q,1/B]G′(z) ≤ M2 where
M2 is an absolute constant independent of n. It follows that for all sufficiently small constant ε > 0,
when St+1 < (1 + 3qε)n/q, it holds that G(St+1/n) ≤ τ/3. It follows that
E
[
G(St+1/n) | Et,Ft
] ≤ τ/3. (106)
Note that G is positive throughout the interval [1/q, 1] since G(1/q) = 0 and G is increasing. By
the positivity of G, we thus obtain the crude inequality
Pr
(Ft | Et)E[G(St/n) | Et,Ft ] ≤ E[G(St/n) | Et]. (107)
Let P ′t be the probability that at time t it holds that St < (1 + ε)n/B conditioned on the event Et,
i.e., P ′t := Pr(Ft | Et). Note that Pt ≥ P ′t(1− exp(−nΩ(1))) ≥ P ′t − exp(−nΩ(1)). Combining (105),
(106) and (107), we obtain
E[G(St+1/n) | Et] ≤ E[G(St/n) | Et]− τ(1− P ′t) + τ/3. (108)
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Since G is bounded by a polynomial in n and the probability of the event Et is exp(−nΩ(1)), removing
the conditioning in (108) only affects the inequality by an additive o(1). Similarly, replacing P ′t
with Pt in (108) only affects the inequality by an additive o(1). This proves that (104) holds for all
sufficiently large n, thus concluding the proof of Lemma 49.
Using Lemma 49, it is not hard to obtain the following corollary.
Corollary 50. Let B = Bu. The mixing time of the Swendsen-Wang algorithm on the complete
graph on n vertices is O(n1/3).
Proof. Consider two copies (Xt), (Yt) of the SW chain. As in the proof of Corollary 32, it suffices to
show that for T = O(n1/3), there exists a coupling of (Xt) and (Yt) such that Pr(XT = YT ) = Ω(1).
By Lemma 49, for T1 = O(n
1/3), it holds that with probability Θ(1)
‖α(XT1)− u‖∞ ≤ Ln−1/2 and ‖α(YT1)− u‖∞ ≤ Ln−1/2. (109)
Conditioning on (109), by Lemma 26, there exists a coupling such that with probability Θ(1) for
T2 = T1 +1, it holds that α(XT2) = α(YT2). Conditioning on α(XT2) = α(YT2), by Lemma 25 there
exists T3 = O(log n) and a coupling such that Pr(XT2+T3 = YT2+T3 | α(XT2) = α(YT2)) = Ω(1). It
is now immediate to combine the couplings to obtain a coupling such that Pr(XT = YT ) = Ω(1)
with T = T2 + T3 = O(n
1/3), as desired.
11.3 Lower bound on the mixing time at B = Bu
In this section, we prove that the mixing time of the SW algorithm at B = Bu satisfies Tmix =
Ω(n1/3).
As in the proof of the upper bound, the lower bound on the mixing time follows by carefully
accounting for the number of steps that the SW algorithm needs to escape the window around
the majority phase. In this section, our goal is to show that it takes Ω(n1/3) steps to escape the
window. The following lemma provides the “reverse” direction of Lemma 48. Recall that for a
state Xt of the SW algorithm, the size of the largest color class is denoted by St.
Lemma 51. Let B = Bu. There exist constants M1,M2, ρ > 0 such that for all sufficiently small
ε > 0, for all sufficiently large n the following holds. There exists a three-times differentiable
increasing function G : [1/q, 1]→ [0,M1n1/3] which satisfies G(1/B) = O(1), G(1) ≥M2n1/3 such
that for any ζ ≥ n/q, if Xt has (q − 1) colors which are ε-light, then it holds that
E[G(St+1/n) |St = ζ] ≥ G(ζ/n)− ρ. (110)
We remark here that the potential function in Lemmas 48 and 51 will be chosen to be identical.
We thus refer the reader to the discussion after Lemma 48 for an overview of the construction of
G and to Section 11.4 for the actual construction and the proof of Lemma 51.
Analogously to Section 9, we will also need a (crude) bound on the probability mass of configu-
rations which are far from the uniform phase in the Potts distribution. Recall from Section 5 that
B(v, δ) is the `∞-ball of configuration vectors of the q-state Potts model in Kn around v of radius
δ, cf. equation (34). For a constant η > 0, let
U(η) := B(u, η).
The following lemma is analogous to Lemma 38 and its proof hinges on the arguments used to
derive the upper bound for the mixing time at B = Bu. (Similarly to Lemma 38, more precise
bounds can be found in, e.g., [10]; the following estimate follows easily from our upper bound on
the mixing time.)
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Lemma 52. Let B = Bu and η > 0 be a constant. For all sufficiently large n, the Potts distribution
µ (given in (1)) satisfies µ
(
U(η)
) ≤ 1/8.
Proof. For convenience, denote U := U(η). By Lemma 49, for all sufficiently large n and any
starting state X0, we have that for T = O(n
1/3), it holds that
Pr(XT ∈ U) ≥ ε,
where ε > 0 is a constant independent of n. It follows that for all non-negative integers j it also
holds that
Pr(X(j+1)T ∈ U | XjT /∈ U) ≥ ε.
Further, by Lemma 22, for integer t ≥ 0, it holds that
Pr(Xt+1 ∈ U | Xt ∈ U) ≥ 1− exp(−Ω(n1/3)).
We thus obtain that for any starting state X0, for some positive integer j = j(ε), for all sufficiently
large n, for all integer t ≥ jT , it holds that
Pr(Xt ∈ U) ≥ 15/16. (111)
Let T ∗ = max{jT, 2Tmix}. By Corollary 50, we have Tmix = O(n1/3), so T ∗ = O(n1/3) as well.
The same arguments as in the proof of Lemma 38 (cf. equation (75)) yield
µ
(
U
)− Pr (XT ∗ ∈ U) ≤ 1/16. (112)
Combining (111) and (112) yields µ
(
U
) ≤ 1/8, as wanted.
The following lemma can be derived from Lemma 51 by suitably adapting the proof of Lemma 49.
Lemma 53. For B = Bu, there exists a constant η > 0 such that the following is true for all n.
Suppose that we start at a state X0 where all the vertices are assigned the color 1. Then, for some
T = Ω(n1/3), with probability ≥ 1/2, it holds that XT /∈ U(η).
Proof. Let M1,M2, ρ be the constants in Lemma 51 and let T :=
⌈
M2n
1/3/(6ρ)
⌉
.
Recall that St is the size of the largest color class at time t. Let ε > 0 be a sufficiently small
constant, to be picked later. We will prove that with probability ≥ 1/2 it holds that
Pr
(
ST > (1 + ε)n/q
) ≥ 1/2. (113)
Let η := ε/q and note that η is a constant. The lemma then follows by just observing that
Pr(XT /∈ U(η)) ≥ Pr(ST > (1 + ε)n/q).
We next argue that (113) holds. To do this, we will show that for all n sufficiently large, for all
t = 0, . . . , n, it holds that
E[G(St+1/n)] ≥ E[G(St/n)]− 2ρ, (114)
where G, ρ are the potential function and the constant from Lemma 51, respectively. Prior to
proving (114), let us conclude the argument assuming (114). Lemma 51 asserts that the constants
M1,M2 are such that
0 ≤ G(z) ≤ G(1) for all z ∈ [1/q, 1], with G(1) = Cn1/3 and C satisfying M2 ≤ C ≤M1. (115)
Applying (114) for t = 0, . . . , T − 1, we obtain that
E[G(ST /n)] ≥ G(S0/n)− 2ρT.
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Since S0 = n and G(1) = Cn
1/3, it thus follows that E[G(ST /n)] ≥ (2/3)Cn1/3. Let ε > 0 be
such that (1 + ε)/q < 1/B; such an ε exists since at B = Bu it holds that 1/q < 1/B. From
G(1/B) = O(1) and the fact that G is increasing, we obtain that there exists a constant ξ > 0 such
that G((1 + ε)/q) ≤ ξ. It is immediate now to conclude that with probability ≥ 1/2 it holds that
ST > (1 + ε)n/q; otherwise, using (115), we would have that for sufficiently large n, it holds that
E[G(ST /n)] ≤ (3/5)Cn1/3, contradicting our lower bound for E[G(ST /n)].
Finally, we prove (114) for t = 0, . . . , n. We will use Lemmas 45 and 51. Let ε > 0 be a small
constant as in the statement of Lemma 45. Note that Lemma 51 applies whenever Xt has q − 1
ε-light colors, so we will need to account for the (small probability) event that this fails. Namely,
let Et denote the event that Xt has q − 1 ε-light colors. Since the event E0 holds (by the choice of
the starting state X0), we have that
⋂n
t=0 Et holds with probability at least 1− exp(−nΩ(1)) (by the
second part of Lemma 45).
Let t be an integer between 0 and n. By taking expectations in inequality (110) of Lemma 51,
we have
E
[
G(St+1/n) | Et
] ≥ E[G(St/n) | Et]− ρ. (116)
Since G is bounded by a polynomial (cf. (115)) and the probability of the event Et is exponentially
small, removing the conditioning in (116) only affects the inequality by an additive o(1). This
proves that (114) holds for all sufficiently large n, thus concluding the proof of Lemma 49.
Using Lemmas 52 and 53, we obtain the following corollary.
Corollary 54. Let B = Bu. The mixing time Tmix of the Swendsen-Wang algorithm on the
complete graph on n vertices satisfies Tmix = Ω(n
1/3).
Proof. Let η be as in Lemma 53 and let U := U(η). Consider the starting state X0 where all the
vertices are assigned the color 1. Then, by Lemma 53, for some T = Ω(n1/3) we have that
Pr
(
XT /∈ U
) ≥ 1/2.
On the other hand, by Lemma 52 we have that µ(U) ≤ 1/8. It follows that
dTV (XT , µ) = max
A⊆Ω
|µ(A)− Pr(XT ∈ A)| ≥ Pr(XT ∈ U)− µ(U) ≥ 1/2− 1/8 > 1/4.
It follows from the definition of mixing time that Tmix ≥ T , as claimed.
11.4 Constructing the potential function - Proof of Lemmas 48 and 51
In this section, we prove Lemmas 48 and 51, i.e., construct the potential function G. We split the
argument in several lemmas.
The first lemma achieves two goals: first, it quantifies the bounds that the function G must
satisfy so that the approximation
E[G(St+1/n) |St = ζ] ≈ G(F (ζ/n)) + 1
2
V ar[St+1/n |St = ζ]G′′(F (ζ/n)), (103)
which we described in Section 11.2 is valid; the bounds are given in (117). Second, it gives an
inequality that the function G must satisfy (cf. equation (118)) which allows to deduce, using the
approximation (103), the bounds on E[G(St+1/n) |St = ζ]−G(ζ/n) claimed in Lemmas 48 and 51
(see (119) below).
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Lemma 55. Let ε > 0. Suppose that, for all n sufficiently large, St and St+1 are random variables
that satisfy (87),(88),(89) when ζ ≥ (1 + ε)n/B.
Let G be a three-times differentiable potential function defined on the interval [1/q, 1] such that
minxG
′(x) > 0, maxx |G′(x)| = O(n2/3), maxx |G′′(x)| = O(n), supx |G′′′(x)| = O(n4/3). (117)
Further, assume that for each x > 1/B, it holds that
−τ2 < G(F (x))−G(x) +G′′(F (x))Q1/(2n) < −τ1,
−τ2 < G(F (x))−G(x) +G′′(F (x))Q2/(2n) < −τ1,
(118)
where τ1, τ2 > 0 are constants (independent of n) and Q1, Q2 are as in (88).
Then, for any ζ ≥ (1 + ε)n/B, it holds that
G(ζ/n)− 2τ2 ≤ E[G(St+1/n) |St = ζ] ≤ G(ζ/n)− τ1/2. (119)
Recall that for B = Bu, the function F (z) has exactly one fixpoint in the interval (1/B, 1]
at z = a. The following lemma specifies a potential function G which will be used to verify the
conditions (117) and (118) in Lemma 55. We have already described in Section 11.2, the high-
level approach for the construction of G. The actual definition of G is quite technical due to the
requirement that G should be three times differentiable. We pulled out the important bits in the
construction of G that will also be relevant in verifying (118).
For positive real numbers A,B we will use the notation A B to denote that for some (large)
constant C > 1, it holds that A > BC.
Lemma 56. Let L,L′ be positive constants which satisfy L  L′. There exist positive constants
M,C0, C1, C2 such that the following holds.
For all sufficiently large n, there exists a strictly increasing three-times differentiable function
G : [1/q, 1]→ [0,Mn1/3] with G(1/q) = 0 which satisfies (117) and
|G′(z)|, |G′′(z)| ≤ C0 for z ∈ [1/q, 1/B],
G′(z) =
1
z − F (z) for z ∈ [1/B, a− Ln
−1/3] ∪ [a+ Ln−1/3, 1],
G′(z) ≥ C1n2/3, |G′′(z)| ≤ (102C1/L)n for z ∈ [a− Ln−1/3, a− L′n−1/3],
G′′(z) ≤ −C2n for z ∈ [a− L′n−1/3, a+ Ln−1/3].
(120)
Lemma 57. Let L,L′ be positive constants which satisfy L L′  1. Then, there exist constants
τ1, τ2 > 0, such that, for any function G satisfying (117) and (120), inequality (118) holds for every
x > 1/B.
The following lemma will be useful throughout the rest of this section.
Lemma 58. Let B = Bu. Then it holds that
1. F ′(z) = 1 iff z = a.
2. F ′′(z) < 0 for all z ∈ (1/B, 1].
3. F (z) ≤ z for all z ∈ [1/B, 1] with equality iff z = a.
Proof. The proofs for the first two parts are given in Lemmas 13 and 8, respectively. For the third
part, note that the function z−F (z) is convex in [1/B, 1] and has a unique critical point at z = a.
Thus, z − F (z) ≥ a− F (a) = 0 with equality if z = a.
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We are now ready to prove Lemmas 48 and 51 (assuming Lemmas 55, 56 and 57).
Proof of Lemma 48. Let L,L′ be positive constants satisfying L L′  1. By Lemmas 56 and 57,
there exist constants M, τ1, τ2 > 0 such that for all sufficiently large n there exists a three-times
differentiable function G : [1/q, 1/B] → [0,Mn1/3] which satisfies both (117) and (118). Note
that (117) guarantees that G is increasing. Further, by Lemma 56, it holds that G(1/q) = 0 and
maxz∈[1/q,1/B]G′(z) ≤ C0 where C0 is a constant. We will use this function G to prove Lemma 48
with M1 = M , M2 = C0 and τ = τ1/2.
Let ε > 0 be a sufficiently small constant and suppose that Xt has (q − 1) colors which are
ε-light. Recall that St is the size of the largest color class in Xt. By Lemma 47, we have that for
all sufficiently large n, for all ζ ≥ (1 + ε)n/B, the random variables St, St+1 satisfy (87),(88),(89).
It follows by Lemma 55 that
E[G(St+1/n) |St = ζ] ≤ G(ζ/n)− τ1/2.
This completes the verification of all the conditions that G must satisfy, concluding the proof of
the lemma.
Proof of Lemma 51. We begin by specifying some constants. Let ε0 > 0 be a constant such that
(1 + ε0)/B < a and let
W0 := min
z∈[1/B,(1+ε0)/B]
{z − F (z)}. (121)
By Lemma 58 and the choice of ε0, we have that W0 > 0.
Consider positive constants L,L′ satisfying L  L′  1. By Lemmas 56 and 57, there exist
constants M, τ1, τ2 > 0 such that for all sufficiently large n there exists a function G : [1/q, 1/B]→
[0,Mn1/3] which satisfies all of (117), (118) and (120). Further, by Lemma 56, there exist positive
constants C0, C1 such that
G(1/q) = 0, max
z∈[1/q,1/B]
G′(z) ≤ C0, min
z∈[a−Ln−1/3,a−L′n−1/3]
G′(z) ≥ C1n2/3.
Therefore, G(1/B) = O(1) and G(1) ≥ C3(L − L′)n1/3 (for the latter we also need that G is
increasing which is guaranteed from (117)). We will also need a bound on the variation of G on the
interval [1/q, (1 + ε)/B]. Using (120) and (121), we have that maxz∈[1/B,(1+ε0)/B]G
′(z) ≤ 1/W0.
It follows that for η0 := max{C0, 1/W0}, it holds that G′(z) ≤ η0 for all z ∈ [1/q, (1 + ε0)/B] and
thus there exists a constant η > 0 such that
|G(z1)−G(z2)| ≤ η for all z1, z2 ∈ [1/q, (1 + ε0)/B]. (122)
We will use G to prove Lemma 51 with M1 = M , M2 = C3(L− L′) and ρ = 2τ2 + 2η.
Let ε > 0 be a sufficiently small constant and n be sufficiently large. Suppose that Xt has (q−1)
colors which are ε-light. Recall that St is the size of the largest color class in Xt and suppose that
St = ζ where ζ ≥ n/q. We will split the proof into cases depending on whether ζ ≥ (1 + ε)n/B.
Consider first the case where ζ ≥ (1+ε)n/B. By Lemma 47, we have that the random variables
St, St+1 satisfy (87),(88),(89). It follows by Lemma 55 that
E[G(St+1/n) |St = ζ] ≥ G(ζ/n)− 2τ2.
Consider now the case where ζ ≤ (1 + ε)n/B so that St ≤ (1 + ε)n/B. Let Et be the event that
St+1 ≤ (1 + ε)n/B. By Lemma 46, we have that Pr(Et) = 1− exp(−nΩ(1)). Also, using (122), we
have that
E[G(St+1/n) |St = ζ, Et] ≥ G(ζ/n)− η. (123)
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Recall that G is non-negative with values that are polynomially bounded. Since Et holds with
exponentially large probability, it follows that removing the conditioning on the event Et in (123)
only affects the inequality by o(1). Hence, for all sufficiently large n, it holds that
E[G(St+1/n) |St = ζ] ≥ G(ζ/n)− 2η.
This completes the verification of all the conditions that G must satisfy, concluding the proof of
the lemma.
Proof of Lemma 55. Let x = ζ/n and y = E[St+1/n |St = ζ]. Let Z = St+1/n− y. Note that Z is
a random variable, E[Z |St = ζ] = 0, and by Lemma 47,
Q1/n ≤ V ar[Z |St = ζ] = E[Z2 |St = ζ] ≤ Q2/n.
By Taylor’s expansion, we have
G(y + Z) = G(y) +G′(y)Z +G′′(y)
Z2
2
+G′′′(ρ)
Z3
6
, (124)
for some ρ which lies between y and y + Z (note that ρ is also a random variable).
From inequality (89) of Lemma 47 we have for all sufficiently small ε′ > 0
E[|Z|3 |St = ζ] ≤ Kn−3/2+ε′ .
Taking expectations of (124) we obtain
E[G(St+1/n) |St = ζ] = E[G(y + Z) |St = ζ] = G(y) +G′′(y)E[Z
2 |St = ζ]
2
+ C, (125)
where |C| ≤ Kn−3/2+ε′ supx |G′′′(x)| = o(1) since supx |G′′′(x)| = O(n4/3). Using (87) of Lemma 47
(for ε′ = 1/10), we have
|G(y)−G(F (x))| ≤ n
1/10
n
sup
x
|G′(x)| and |G′′(y)−G′′(F (x))| ≤ n
1/10
n
sup
x
|G′′′(x)|.
Plugging these estimates in (125) we obtain∣∣∣∣E[G(St+1/n) |St = ζ]− (G(F (x)) +G′′(F (x))E[Z2 |St = ζ]2
)∣∣∣∣ ≤ R, (126)
where R is an error term satisfying
|R| ≤ n
1/10
n
sup
x
|G′(x)|+ n
1/10
n
sup
x
|G′′′(x)|E[Z
2 |St = ζ]
2
+ C.
From supx |G′(x)| = O(n2/3), supx |G′′′(x)| = O(n4/3) and E[Z2 |Xt = ζ] ≤ Q2/n, we obtain that
|R| = o(1).
It thus follows from (126) that
E[G(St+1/n) |St = ζ]−G(ζ/n) = G(F (x))−G(x) +G′′(F (x))E[Z
2 |St = ζ]
2
+ o(1). (127)
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We also have that
G(F (x))−G(x) +G′′(F (x))E[Z
2 |St = ζ]
2
≤ G(F (x))−G(x) + max{Q1G
′′(F (x)), Q2G′′(F (x))}
2n
≤ −τ1 (128)
where in the first inequality we used that Q1/n ≤ E[Z2 |St = ζ] ≤ Q2/n (note that both estimates
are needed since we do not know the sign of G′′) and in the second inequality we used (118).
Analogously, one has
G(F (x))−G(x) +G′′(F (x))E[Z
2 |St = ζ]
2
≥ G(F (x))−G(x) + min{Q1G
′′(F (x)), Q2G′′(F (x))}
2n
≥ −τ2 (129)
Combining (127), (128) and (129), it follows that for all sufficiently large n it holds that
−2τ2 ≤ −τ2 + o(1) ≤ E[G(St+1/n) |St = ζ]−G(ζ/n) ≤ −τ1 + o(1) ≤ −τ1/2
This proves that (119) holds, as wanted.
We next prove Lemmas 56 and 57. It is more instructive to use Lemma 56 as a black box for
now and prove Lemma 57 first.
Proof of Lemma 57. Let L L′  1 be constants and n be large. Let
z− := a− Ln−1/3, z′− := a− L′n−1/3, z+ := a+ Ln−1/3,
and consider the intervals
I0 = [1/q, 1/B], I1 = [1/B, z−], I2 = [z−, z′−], I3 = [z
′
−, z+], I4 = [z+, 1].
Let G be a function defined on the interval [1/q, 1] that satisfies (117) and (120), i.e.,
minxG
′(x) > 0, maxx |G′(x)| = O(n2/3), maxx |G′′(x)| = O(n), supx |G′′′(x)| = O(n4/3), (117)
and
|G′(z)|, |G′′(z)| ≤ C0 for z ∈ I0,
G′(z) =
1
z − F (z) for z ∈ I1 ∪ I4,
G′(z) ≥ C1n2/3, |G′′(z)| ≤ (102C1/L)n for z ∈ I2,
G′′(z) ≤ −C2n for z ∈ I3,
(120)
where recall that C0, C1, C2 are positive constants.
Our goal is to show that there exist constants τ1, τ2 > 0, so that for all x ∈ (1/B, 1] it holds
that
−τ2 < G(F (x))−G(x) +G′′(F (x))Q1/(2n) < −τ1,
−τ2 < G(F (x))−G(x) +G′′(F (x))Q2/(2n) < −τ1,
(118)
where Q1, Q2 are positive constants satisfying Q2 ≤ Q1.
We first show the inequality (118) in the easier regime where x ∈ (1/B, 1] and x /∈ (a−ε, a+ε),
for any arbitrarily small constant ε > 0 when n is sufficiently large. By Lemma 58, for all x 6= a
such that x ∈ I1 ∪ I4 it holds that F (x) < x. Let ρ := F (α+ ε)− α, so that ρ ∈ (0, ε). Set
W1 := min
x∈(1/B,1], x/∈(a−ρ,a+ρ)
{x− F (x)}, W2 := max
x∈(1/B,1], x/∈(a−ρ,a+ρ)
{x− F (x)}.
50
Since x−F (x) is continuous, we obtain that W1,W2 > 0. By taking n sufficiently large, we obtain
that any x ∈ (1/B, 1] such that x /∈ (a−ρ, a+ρ) belongs to I1∪ I4 and therefore, from (120), G′(x)
is upper and lower bounded by the absolute constants 1/W1 and 1/W2 for all x /∈ (a − ρ, a + ρ).
Hence, there exist constants W ′1,W ′2 > 0 such that for all x /∈ (a− ε, a+ ε), it holds that
−W ′2 ≤ G(F (x))−G(x) ≤ −W ′1.
A similar argument shows that |G′′(x)| is bounded by a constant for all x ∈ [1/q, 1] with x /∈
(a− ρ, a+ ρ). It follows that for all x ∈ (1/B, 1] and x /∈ (a− ε, a+ ε) it holds that
max
i∈{1,2}
G(F (x))−G(x) +G′′(F (x))Qi/(2n) ≤ −W ′1 + o(1),
min
i∈{1,2}
G(F (x))−G(x) +G′′(F (x))Qi/(2n) ≥ −W ′2 + o(1).
(130)
This proves (118) when x /∈ (a− ε, a+ ε).
We next prove (118) when x ∈ (a− ε, a+ ε) for some appropriate constant ε > 0 to be specified
next. Let c = −F ′′(a)/2 and note that c > 0 by Lemma 58. Using again Lemma 58 and Taylor’s
Theorem, there exists ε′′ > 0 such that for all z ∈ (a− ε′′, a+ ε′′), it holds that
F (z) = z − c(z − a)2 +O((z − a)3).
Hence, there exists ε′ > 0 so that for all z ∈ (a− ε′, a+ ε′) it holds that
1
2
c(z − a)2 ≤ z − F (z) ≤ 2c(z − a)2,
c|z − a| ≤ |F ′(z)− 1| ≤ 4c|z − a|.
(131)
Let ε > 0 be a small constant such that ε + 2cε2 < ε′ and 4cε, 4cε2 < 1/8. With this choice of
ε, we will be able to use the expansion of F (z) around z = a. Before we proceed, we give a few
intermediate inequalities that will be later used to establish the desired inequalities in (118).
For x ∈ (a − ε, a + ε), we will use the parametrization x = a + Kn−1/3 so that |K| ≤ εn1/3.
From (131), we have that
1
2
cK2n−2/3 ≤ x− F (x) ≤ 2cK2n−2/3. (132)
By the Mean Value Theorem, we also have that there exists ξ ∈ (F (x), x) such that
G(F (x))−G(x) = G′(ξ)(F (x)− x). (133)
Since ξ ∈ (F (x), x), we have by (132) that ξ = x−κcK2n−2/3 for some 1/2 ≤ κ ≤ 2. By the choice
of ε, it follows that ξ ∈ (a− ε′, a+ ε′) and hence, using (131), we obtain 12c(ξ − a)2 ≤ ξ − F (ξ) ≤
2c(ξ − a)2. Note that ξ = a+Kn−1/3 − κcK2n−2/3, so using that 4cε, 4cε2 < 1/8, we obtain
1
4
cK2n−2/3 ≤ ξ − F (ξ) ≤ 4cK2n−2/3. (134)
Finally, for the lower bounds we will use sometimes the following immediate consequences of (117):
there exist constants C ′1, C ′2 > 0 such that for all x ∈ [1/q, 1] it holds that
0 ≤ G′(x) ≤ C ′1n2/3, |G′′(x)| ≤ C ′2n. (135)
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We are now ready to give the proof of (118) for x ∈ (a − ε, a + ε). The proof splits into cases
depending on the value of K in the parametrization x = a+Kn−1/3.
Case I. K ≤ −L or K ≥ L. We will do the case K ≤ −L, the proof for K ≥ L is analogous.
For K ≤ −L, we have that x ∈ I1. From (132), we also have F (x) ∈ I1. In fact, our choice of ε
guarantees that F (x) ∈ (a− ε′, a+ ε′), where recall that ε′ is as in (131).
For z ∈ (a − ε′, a + ε′), we have G′(z) = 1/(z − F (z)) and thus G′′(z) = F ′(z)−1
(z−F (z))2 . From
(131), we thus obtain that |G′′(z)| ≤ 16
c|z−a|3 . Applying this for z = F (x) and observing that
F (x)− a ≤ −Ln−1/3, we obtain
|G′′(F (x))| ≤ 16n
cL3
,
so that
max
i∈{1,2}
|G′′(F (x))Qi/(2n)| ≤ 8Q1
cL3
.
Let ξ be as in (133). Since ξ ∈ (F (x), x), we have from (120) that G′(ξ) = 1/(ξ − F (ξ)). From
(134), we have 1/(4cK2n−2/3) ≤ G′(ξ) ≤ 4/(cK2n−2/3). It follows from (132) and (133) that
−8 ≤ G(F (x))−G(x) ≤ −1/8.
Combining the above estimates, we can conclude that
max
i∈{1,2}
G(F (x))−G(x) +G′′(F (x))Qi/(2n) ≤ −1
8
+
8Q1
cL3
,
min
i∈{1,2}
G(F (x))−G(x) +G′′(F (x))Qi/(2n) ≥ −8− 8Q1
cL3
.
(136)
Since we can choose L to be an arbitrarily large constant, we can make the right-side quantities in
(136) to be negative constants, as needed. This completes the proof for Case I.
Case II. −L ≤ K ≤ −L′. In this case, we have x ∈ I2. It follows from (132) that
−1
2
c(L′)2n−2/3 ≥ F (x)− x ≥ −2cL2n−2/3. (137)
Since x ∈ I2, from (137), for all sufficiently large n, we clearly have that either F (x) ∈ I2 or
F (x) ∈ I1.
Suppose first that F (x) ∈ I2. From (120) we have that |G′′(F (x))| ≤ (102C1/L)n, so that
max
i∈{1,2}
|G′′(F (x))Qi/n| ≤ 102C1Q1/L.
Since F (x) ∈ I2 and ξ ∈ (F (x), x), we have ξ ∈ I2 as well, so from (120) we have G′(ξ) ≥ C1n2/3.
We also have from (135) that G′(ξ) ≤ C ′1n2/3. Thus, together with (133) and (137), we obtain
−2cL2C ′1 ≤ G(F (x))−G(x) ≤ −
1
2
c(L′)2C1. (138)
It follows that
max
i∈{1,2}
G(F (x))−G(x) +G′′(F (x))Qi/(2n) ≤ −C1
(1
2
c(L′)2 − 102Q1/L
)
,
min
i∈{1,2}
G(F (x))−G(x) +G′′(F (x))Qi/(2n) ≥ −
(
2cC ′1L
2 + 102C1Q1/L
)
.
(139)
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Suppose next that F (x) ∈ I1 so that a − Ln−1/3 ≥ F (x). From the lower bound in (137), we
obtain F (x) ≥ a − Ln−1/3 − 2cL2n−2/3. Using that supx |G′′′(x)| = O(n4/3) from (117), it thus
follows that
∣∣|G′′(F (x))|− |G′′(a−Ln−1/3)|∣∣ = O(n2/3). Moreover, using that maxx |G′′(x)| = O(n)
from (117) and ξ ≥ F (x), we see that ∣∣|G′(ξ)| − |G′(a − Ln−1/3)|∣∣ = O(n1/3). Combining these
estimates yields again (139) (up to a o(1) term which can be ignored for large n).
Since we can choose L to be an arbitrarily large constant, we can make the right-side quantities
in (139) to be negative constants, as needed. This completes the proof for Case II.
Case III. −L′ ≤ K ≤ L. In this case, we have x ∈ I3. Observe that (137) holds in this case as
well, so for all sufficiently large n, we have that either F (x) ∈ I2 or F (x) ∈ I3.
If F (x) ∈ I3 then from (120) and (135), we have −C ′2n ≤ G′′(F (x)) ≤ −C2n. Since G is
increasing and F (x) ≤ x, we trivially have G(F (x))−G(x) ≤ 0. The lower bound on G(F (x))−G(x)
from (138) is valid in this case as well (since both (135) and (137) hold), so we obtain
−2cL2C ′1 ≤ G(F (x))−G(x) ≤ 0.
It follows that
max
i∈{1,2}
G(F (x))−G(x) +G′′(F (x))Qi/(2n) ≤ −C2Q2,
min
i∈{1,2}
G(F (x))−G(x) +G′′(F (x))Qi/(2n) ≥ −2cL2C ′1 − C ′2Q1.
(140)
If F (x) ∈ I2 then a− L′n−1/3 ≥ F (x). From (137) we obtain F (x) ≥ a− L′n−1/3 − 2cL2n−2/3.
It follows that |G(F (x))−G(a−L′n−1/3)| = o(1) and ∣∣|G′′(F (x))| − |G′′(a−L′n−1/3)|∣∣ = O(n2/3),
yielding again (140) (up to a o(1) term which can be ignored for large n).
The right-side quantities in (140) are negative constants, as needed. This completes the proof
for Case III.
We have shown that (118) holds for all x ∈ (1/B, 1], thus finishing the proof of Lemma 57.
We conclude by giving the proof of Lemma 56.
Proof of Lemma 56. Let L,L′ be positive constants satisfying L L′. To keep better track of the
various subintervals involved in the construction of the potential function G, define L−, L+, Lm by
setting L− = L+ = L and Lm = L′ and note that L+, L−  Lm. Further, set
z− := a− L−n−1/3, zm := a− Lmn−1/3, z+ := a+ L+n−1/3.
The function G will be more complicated to construct in an interval around a. To help the reader
keep track of the notation, we note that z− refers to the left-most point of the interval around a that
will be interesting, while z+, zm to the right-most and “middle” points of the interval, respectively.
We will define piecewise the function G(z) in the intervals
I0 = [1/q, 1/B], I1 = [1/B, z−], I2 = [z−, zm], I3 = [zm, z+], I4 = [z+, 1].
Specifically, for j ∈ {0, 1, 2, 3, 4}, let Gj(z) be a strictly increasing three-times differentiable function
defined on the interval Ij which satisfies
sup
z∈Ij
|Gj(z)| = O(n1/3), sup
z∈Ij
|G′j(z)| = O(n2/3), sup
z∈Ij
|G′′j (z)| = O(n), sup
z∈Ij
|G′′′j (z)| = O(n4/3).
(141)
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For z ∈ Ij , we will set G(z) = Gj(z) + wj , where the wj ’s are such that G(1/q) = 0 and G is
well-defined on the interval (for example, w0 = −G0(1/q), w1 = −G1(1/B) + G0(1/B) − G0(1/q)
and so on). Note, from (141), the wj ’s satisfy |wj | = O(n1/3).
The construction of G so far ensures that G(1/q) = 0, G is continuous and strictly increasing
in the interval [1/q, 1]. From (141) and the fact that the wj ’s satisfy |wj | = O(n1/3), we also obtain
that there exists a constant M > 0 such that G(z) ≤Mn1/3 for all z ∈ [1/q, 1].
The main part of the argument is to specify strictly increasing functions Gj so that:
i. The properties (120) and (141) hold.
ii. G is three-times differentiable.
Provided that these conditions are met, we obtain that the function G also satisfies (117) (which
completes the proof of the lemma). The roadmap of the construction is as follows:
1. We first specify the functions G1, G4. In particular, we will have
G′1(z) = 1/(z − F (z)) for z ∈ I1, G′4(z) = 1/(z − F (z)) for z ∈ I4. (142)
G1, G4 are strictly increasing three-differentiable functions which also satisfy (141).
2. The derivatives of G0 at z = 1/B need to match the derivatives of G1 at z = 1/B, i.e.,
G′0(1/B) = G
′
1(1/B), G
′′
0(1/B) = G
′′
1(1/B), G
′′′
0 (1/B) = G
′′′
1 (1/B). (143)
We will see that G′1(1/B), G′′1(1/B), G′′′1 (1/B) are constants that do not depend n. Thus, G0
can be chosen to be a function that does not depend on n whatsoever; any strictly increasing
three-times differentiable function which satisfies (143) will do. This yields that G0 in fact
satisfies the following bounds (which are stronger than those given in (141)):
max
z∈I0
|G0(z)| = O(1), max
z∈I0
|G′0(z)| = O(1), max
z∈I0
|G′′0(z)| = O(1), max
z∈I0
|G′′′0 (z)| = O(1).
(144)
3. The function G3(z) will be chosen to be quadratic. The requirement (146) will thus completely
specify G3 (up to an additive constant). We will see that G
′′
4(z+) is negative, so the function
G3 will be concave. Our goal here is to ensure that for constants C2, C3 > 0 it holds that
G′′3(z) ≤ −C2n for z ∈ I3, (145)
G′3(z+) = G
′
4(z+), G
′′
3(z+) = G
′′
4(z+). (146)
Note that G3 is strictly increasing (since G
′
3(z+) = G
′
4(z+) > 0 and G
′
3 is decreasing from
(145)) and three-times differentiable (since G3 is quadratic). G3 will also satisfy (141).
4. The function G2 will satisfy the following constraints (in addition to (148)):
G′2(z) ≥ C1n2/3, |G′′2(z)| ≤ (102C1/L)n for z ∈ I2, (147)
G′2(z−) = G
′
1(z−), G
′′
2(z−) = G
′′
1(z−), (148)
G′2(zm) = G
′
3(zm), G
′′
2(zm) = G
′′
3(zm), (149)
where C1 is a positive constant. Note that G2 is clearly strictly increasing (from (147)). G2
will also be three-times differentiable and it will satisfy (141).
We will see that G′1(z−) < G′3(zm) and G′′1(z−) > 0 > G′′3(zm). Recall that we also need that
the first derivative of G2 is positive. Thus, the first derivative G
′
2 will increase overall in the
interval I2, yet at the same time G
′
2 should change monotonicity at some point inside the
interval.
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Let us assume for now that the functions Gj satisfy all of the Items 1—4 and conclude that the
function G satisfies Conditions i and ii. For Condition i, first observe that (141) is satisfied for
all j ∈ {0, 1, 2, 3, 4} by Items 1—4. Also, equations (142), (144), (145) and (147) show that G
satisfies (120). This proves that G satisfies Condition i. Relative to Condition i, using (143),
(146), (148), (149) and the three-times differentiability of the Gj ’s, we have that G is two-times
continuously differentiable with a third derivative which exists everywhere apart (possibly) from
the points z = z−, zm, z+. For each of these points, we interpolate G′′′ in an (infinitesimally) small
neighborhood of the point using a steep linear function; the use of the linear function guarantees
that the order of G′′′ is still O(n4/3). The infinitesimally small length of the interpolation interval
guarantees that the effect on G,G′, G′′ by this modification of G′′′ can safely be ignored. It follows
that G satisfies Conditions i and ii, as wanted.
It remains to obtain Items 1—4. We start with Item 1.
To specify the functions G1 and G4, first consider a function h on the interval I1 ∪ I4 which
satisfies h(1/B) = h(z+) = 0 and h
′(z) = 1/(z − F (z)) for z ∈ I1 ∪ I4. This well-defines h on
I1 ∪ I4. We then set G1(z) = h(z) for z ∈ I1 and G4(z) = h(z) for z ∈ I4. For z ∈ I1 ∪ I4, note that
z > F (z) (using that z 6= a and Lemma 58) and thus h′(z) > 0, so G1 and G4 are stricly increasing.
It remains to show (141) for j = 1, 4.
Note that
h′′(z) =
F ′(z)− 1
(z − F (z))2 , h
′′′(z) =
2(F ′(z)− 1)2 + F ′′(z)(z − F (z))
(z − F (z))3 . (150)
Let c := −F ′′(a)/2. By Lemma 58, we have that c > 0. By Taylor’s theorem, we have that for all
sufficiently small ε > 0, for all z in the interval I := (a− ε, a+ ε), it holds that
F (z) = z − c(z − a)2 +R3(z) (151)
for a remainder function R3(z) which satisfies maxz∈I |R3(z)| = O(|z − a|3). From (151), it also
follows that
F ′(z) = 1− 2c(z − a) +R2(z), F ′′(z) = −2c+R1(z),
for remainder functionsR1(z), R2(z) which satisfy maxz∈I |R1(z)| = O(|z−a|) and maxz∈I |R2(z)| =
O(|z − a|2). We thus obtain that there exist constants U1, U2, U3 > 0 such that for z ∈ I\{a}, it
holds that∣∣∣ 1
z − F (z) −
1
c
(z − a)−2
∣∣∣ ≤ U1|z − a|−1, ∣∣∣ F ′(z)− 1
(z − F (z))2 +
2
c
(z − a)−3
∣∣∣ ≤ U2|z − a|−2,∣∣∣2(F ′(z)− 1)2 + F ′′(z)(z − F (z))
(z − F (z))3 −
6
c
(z − a)−4
∣∣∣ ≤ U3|z − a|−3. (152)
Using (150) and (152), it is immediate to show that maxz∈I1∪I4 |h′(z)| = O(n2/3), maxz∈I1∪I4 |h′′(z)| =
O(n), maxz∈I1∪I4 |h′′′(z)| = O(n4/3) and thus these bounds carry over to G1, G4 as well. We next
show that maxz∈I1 h(z) = O(n1/3), the proof for maxz∈I4 h(z) = O(n1/3) being completely analo-
gous.
In the interval z ∈ [1/B, a − ε], we have that h′ is bounded above by an absolute constant
throughout the interval, so we clearly have that h(a − ε) − h(1/B) = O(1). Consider next z ∈
(a − ε, z−), and parameterize z as z = a − Kn−1/3 for some K which satisfies L− < K < εn1/3.
Using (152), we have the bound
h′(z) ≤ 1 + εU1
cK2
n2/3.
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Thus
h(z−)− h(a− ε) =
∫ z−
α−ε
h′(z)dz = n−1/3
∫ εn1/3
L−
h′(a−Kn−1/3)dK
≤ (1 + εU1)n1/3
∫ εn1/3
L−
1
cK2
dK ≤Mn1/3,
for some absolute constant M . This concludes the construction for Item 1.
For Item 2, we only need to show that G′1(1/B), G′′1(1/B), G′′′1 (1/B) are constants. This is clear
for G′1(1/B) which is equal to h′(1/B) = 1/(1/B − 1/q); for G′′1(1/B) and G′′′1 (1/B), it follows
from the expressions in (150) (note, using the method in Lemma 10, one can show that the right
derivative of F at 1/B is equal to 2(q− 1)/q, while the right second derivative of F at 1/B is equal
to −4B(q−1)3q ). This yields Item 2.
For Items 3 and 4, we will need the values of the derivatives of G1 and G4 at the points z− and
z+, respectively. Set
d′− := G
′
1(z−), d
′′
− := G
′′
1(z−), d
′
+ := G
′
4(z+), d
′′
+ := G
′′
4(z+).
From the first two inequalities in (152), we obtain
lim
n→∞
d′±
n2/3
=
1
cL2±
, lim
n→∞
d′′−
n
=
2
cL3−
, lim
n→∞
d′′+
n
= − 2
cL3+
. (153)
From (153), we obtain that for all sufficiently large n, there exist D′±, D′′± > 0 such that
d′± = D
′
±n
2/3, d′′− = D
′′
−n, d
′′
+ = −D′′+n,
and
1
cL2±
(1− 10−5) ≤ D′± ≤ (1 + 10−5)
1
cL2±
,
2
cL3±
(1− 10−5) ≤ D′′± ≤ (1 + 10−5)
2
cL3±
. (154)
Note that D′±, D′′± depend on n, but as (154) shows they satisfy D′±, D′′± = Θ(1).
We are now ready to show Item 3. For z ∈ I3, we will set G3(z) = u1n2/3(z − a) + u2n(z − a)2
for u1, u2 which we next specify. To satisfy (146), we will choose
2u2 = −D′′+, u1 + 2u2L+ = D′+. (155)
Observe that u2 < 0, so G3 is not only a quadratic function but also concave. Note that u1, u2
satisfy |u1|, |u2| = Θ(1) from where it easily follows that (141) is satisfied (for j = 3). For (145), just
observe that G′′3(z) = 2u2 = −D′′+ and hence the bound on G′′3 follows from (154). This completes
the construction for Item 3.
For the construction in Item 4, we will need a handle of the derivatives of G3 at the endpoint
zm of the interval I3 (we will also use these later in the construction for Item 4). Let
D′m := G
′
3(zm)/n
2/3 and D′′m := −G′′3(zm)/n.
We will show that
D′m = (1± 10−4)
3
cL2±
, D′′m = (1± 10−4)
2
cL3±
. (156)
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By the definition of D′m, we have that D′m = u1 − 2u2Lm and hence, by the choice (155) of u1, u2,
we have
D′m = D
′
+ +D
′′
+(L+ + Lm).
Also, we have D′′m = D′′+ since the function G3 is quadratic. It is immediate thus to conclude (156)
using the bounds in (154) and L±  Lm.
We are now ready to give the construction for Item 4. To define the function G2(z) on the
interval I2, we will set
G2(z) = n
1/3 g
(
n1/3(z − a)),
where g is a three times differentiable function on the interval I := [−L−,−Lm] such that
g′(−L−) = D′−, g′′(−L−) = D′′−, (157)
g′(−Lm) = D′m, g′′(−Lm) = −D′′m, (158)
min
x∈I
g′(x) ≥ 1
2cL2−
, max
x∈I
|g′′(x)| ≤ 25
cL3+
. (159)
Equations (157), (158) and (159) ensure that the function G2 satisfies (147), (148) and (149). Also
it will be clear from the specification of g that all of g, g′, g′′, g′′′ are bounded by absolute constants,
which thus implies that G2 satisfies (141) (for j = 2).
It remains to specify such a function g, we do this by specifying its second derivative. More
precisely, for z ∈ I, we will set
g′(z) := D′− +
∫ z
−L−
h(x)dx, so that g′′(z) = h(z), (160)
where h(z) is a differentiable function on I satisfying
h(−L−) = D′′−, h(−Lm) = −D′′m,
∫ −Lm
−L−
h(x)dx = D′m −D′−, (161)
max
x∈I
|h(x)| ≤ 25
cL3+
,
∫ z
−L−
h(x)dx ≥ 0 for all z ∈ I. (162)
Using (161) and (162), it is immediate to verify that the function g, as specified in (160), satisfies
(157), (158) and (159) (for the first inequality in (159), note that g′(z) ≥ D′− for all z ∈ I and then
use the bound for D′− from (154)).
To specify the function h, we will need two parameters K1,K2 > 0 such that
−L− < −K1 < −K2 < −Lm. (163)
We will specify the parameters K1,K2 shortly but for now it will be more instructive to assume
that K1,K2 just satisfy (163); the freedom to specify K1,K2 will be helpful at a slightly later point.
So, consider the function h defined on [−L−,−Lm] by
h(z) =

D′′−
(L−−K1)2 (z +K1)
2, if − L− ≤ z ≤ −K1
100(D′m−D′−)
3(K1−K2)5 (z +K1)
2(z +K2)
2, if −K1 < z < −K2
−D′′m
(K2−Lm)2 (z +K2)
2, if −K2 ≤ z ≤ −Lm
Note that
h(−Lm) = −D′′m, h(−L−) = D′′−, (164)
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and that h is differentiable throughout the interval [−L−,−Lm] since at the points z = −K1,−K2
it holds that h(−K1) = h(−K2) = h′(−K1) = h′(−K2) = 0. Further, by a direct calculation, the
function h satisfies the following:∫ −K1
−L−
h(z)dz =
D′′−
3
(L− −K1),
∫ −K2
−K1
h(z)dz =
10
9
(D′m −D′−),
∫ −Lm
−K2
h(z)dz = −D
′′
m
3
(K2 − Lm).
(165)
Since D′m > D′− > 0 and D′′−, D′′m > 0 (cf. (154) and (156)), we also have that
0 ≤ h(z) ≤ D′′− for z ∈ [−L−,−K1],
0 ≤ h(z) ≤ 100(D
′
m −D′−)
48(K1 −K2) for z ∈ (−K1,−K2),
−D′′m ≤ h(z) ≤ 0 for z ∈ [−K2,−Lm].
(166)
It follows that
max
z∈I
|h(z)| ≤M, where M := max
{
D′′−, D
′′
m,
3(D′m −D′−)
K1 −K2
}
. (167)
It remains to choose K1,K2 satisfying (163) so that the specifications for h in (161) and (162)
are satisfied. We set
K1 = L− − D
′−
3D′′−
, K2 = Lm +
D′m
3D′′m
. (168)
Using (154) and (156) and L±  Lm, we have
K1 =
(5
6
± 10−3
)
L−, K2 =
(1
2
± 10−3
)
L+. (169)
Since L+ = L−  Lm, we obtain that K1,K2 satisfy (163) as desired.
We next check that the specifications for h in (161) and (162) are satisfied. First, combining
(165) and (168), we obtain that ∫ −Lm
−L−
h(z)dz = D′m −D′−. (170)
Equations (164) and (170) show that h does indeed satisfy (161).
We next show that h satisfies the inequalities in (162). To show that maxz∈I |h(z)| ≤ 25/(cL3+)
it suffices to show that M ≤ 25/(cL3+), where M is as in (167). This is immediate to verify using
(154), (156) and (169). For the second inequality in (162), note from (166) that the function
h(z) is non-negative when z < −K2 and negative when z > −K2. Thus, it suffices to check the
inequality in (162) when z = −L− and z = −Lm. For z = −L−, the inequality holds (trivially) at
equality while for z = −Lm the inequality follows from (170) and D′m > D′−. This completes the
construction for Item 4.
We have thus shown how to do the construction of the functions G0, G1, G2, G3, G4 so that
Items 1—4 hold, completing the proof of Lemma 56.
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