The determination of the effective Coulomb interactions to be used in low-energy Hamiltonians for materials with strong electronic correlations remains one of the bottlenecks for parameter-free electronic structure calculations. We propose and benchmark a scheme for determining the effective local Coulomb interactions for charge-transfer oxides and related compounds. Intershell interactions between electrons in the correlated shell and ligand orbitals are taken into account in an effective manner, leading to a reduction of the effective local interactions on the correlated shell. Our scheme resolves inconsistencies in the determination of effective interactions as obtained by standard methods for a wide range of materials, and allows for a conceptual understanding of the relation of cluster model and dynamical mean field-based electronic structure calculations. 71.27.+a,71.10.Fd The behavior of electrons in the immediate proximity of the Fermi level determines most of the interesting response properties of materials with strong electronic Coulomb correlations. The ab initio derivation of effective Hamiltonians that capture this low-energy physics has therefore become a crucial milestone of modern condensed matter theory, and a prerequisite for materials-specific many-body calculations. While density functional techniques (DFT) [1] provide an established tool to construct the one-body part of the low-energy Hamiltonian, "downfolding" the interaction part is more subtle. The recent development of constrained screening approaches, such as the constrained random phase approximation (cRPA), that identify the interaction parameters to be used in subsequent many-body calculations in a low-energy subspace as matrix elements of partially screened Coulomb interactions [2, 3] , have led to tremendous progress, but have also raised new questions. In several systems of recent interest such as atoms adsorbed on surfaces [4, 5] or graphene [6] , intersite Coulomb interactions, neglected in the Hubbard model, were found to reach values of up to 50% of the local interactions, triggering work on the inclusion of long-range effects [7] [8] [9] [10] .
The determination of the effective Coulomb interactions to be used in low-energy Hamiltonians for materials with strong electronic correlations remains one of the bottlenecks for parameter-free electronic structure calculations. We propose and benchmark a scheme for determining the effective local Coulomb interactions for charge-transfer oxides and related compounds. Intershell interactions between electrons in the correlated shell and ligand orbitals are taken into account in an effective manner, leading to a reduction of the effective local interactions on the correlated shell. Our scheme resolves inconsistencies in the determination of effective interactions as obtained by standard methods for a wide range of materials, and allows for a conceptual understanding of the relation of cluster model and dynamical mean field-based electronic structure calculations.
PACS numbers: 71. 71.27.+a, 71.10.Fd The behavior of electrons in the immediate proximity of the Fermi level determines most of the interesting response properties of materials with strong electronic Coulomb correlations. The ab initio derivation of effective Hamiltonians that capture this low-energy physics has therefore become a crucial milestone of modern condensed matter theory, and a prerequisite for materials-specific many-body calculations. While density functional techniques (DFT) [1] provide an established tool to construct the one-body part of the low-energy Hamiltonian, "downfolding" the interaction part is more subtle. The recent development of constrained screening approaches, such as the constrained random phase approximation (cRPA), that identify the interaction parameters to be used in subsequent many-body calculations in a low-energy subspace as matrix elements of partially screened Coulomb interactions [2, 3] , have led to tremendous progress, but have also raised new questions. In several systems of recent interest such as atoms adsorbed on surfaces [4, 5] or graphene [6] , intersite Coulomb interactions, neglected in the Hubbard model, were found to reach values of up to 50% of the local interactions, triggering work on the inclusion of long-range effects [7] [8] [9] [10] .
In this Letter, we demonstrate that in prototypical correlated transition metal (TM) oxides and f -electron systems, standard calculations omit an even more important additional term, namely intershell interactions that couple the "correlated" shell to itinerant states. Examples are the d-f interaction in f -electron materials or d-ligand interactions in TM oxides. We evaluate these interactions from first principles and derive a scheme to determine effective intrashell interactions, which are renormalized by intershell interactions. Our calculations for various materials including Ce, NiO and f -electron insulators demonstrate that this "shell-folding scheme" not only fixes present problems in determining effective interactions from first principles, but also gives new insight in how to treat late TM oxides within dynamical mean-field-based (DMFT) techniques [11, 12] .
We begin by calculating, using the cRPA implementation of [3] , the interactions between TM 3d (or actinide 4f ) orbitals and O 2p ligands to be used in a low-energy Hamiltonian treating both orbital species as correlated. For the actinide oxide UO 2 we find U f p = 1.9 eV, as compared to an onsite f -f interaction of 6.5 eV and an intersite V f f of 1 eV. For NiO, U dp = 2.2 eV still exceeds 25% of the onsite U dd = 8.6 eV, and is larger than V dd = 1.5 eV. These findings might explain the difficulties that DMFT-based electronic structure calculations face when dealing with late TM oxides [11] [12] [13] using a Hamiltonian in which intershell interactions are neglected. Specifically, for NiO, it has been demonstrated that none of the standard double counting correction forms provide spectral properties in agreement with experiment [13] . The situation is similar for rare-earth nickelates and high-T c cuprates for which intershell d-p interaction effects have either been mimicked by adjustable shifts [14, 15] or been taken on a static mean-field level [16] .
Electronic structure calculations for elemental cerium usually assume a Hubbard U of the order of 5-6 eV to be applied to the f -states. For example, DMFT calculations performed for a low-energy "f -spdf " Hamiltonian comprising s-, p-, dand f -states, and a Hubbard correction for the f -states of this order of magnitude yield good agreement between theory and a vast body of experimental probes [17] [18] [19] [20] [21] [22] [23] [24] . Quite embarrassingly, however, cRPA calculations for an f -spdf Hamiltonian, where localized states are constructed for an energy window containing s-, p-, d-and f -states but the polarization is constrained to only exclude screening among the f -states, give a ridiculously small value (< 1 eV) [25, 26] [27].
We argue here that both considering a second shell as correlated and treating the intershell interaction at least in an effective manner are crucial ingredients to remedy this problem. For α-Ce, assuming f -and d-states to be correlated within cRPA, we find an intershell interaction U f d = 1.8 eV, as compared to U f f = 6.5 eV and a negligible intersite V f f = 0.01 eV. The large difference in the onsite U f f depending on whether a second shell is treated as correlated (and thus excluded as a screening channel in the cRPA) can be traced to strong f -spd hybridization. Furthermore, it has been recently argued [2, [28] [29] [30] that the effective local Hubbard interaction is a dynamical quantity. The cRPA allows for a direct assessment of this frequency-dependence and its consequences have been intensively studied within DMFT [29, [31] [32] [33] [34] [35] . We have calculated U(ω) for for Ce constructing a Hamiltonian that comprises both 4f and 5d orbitals as correlated states. The results (see Fig. 1 ) display a striking similarity in the frequency dependence of U f f , U f d and U dd , and in the magnitude of U f d and U dd , suggesting that screening is dominantly due to the same screening processes (e.g., transitions from f -or d-states to sp-dominated states via strong hybridization as well as plasmon-like excitations). As a consequence, the differencesŨ f f /dd = U f f /dd − U f d are only weakly frequency-dependent quantities. Below, we will argue that these differences acquire a physical meaning as effective interactions when intershell interactions are taken into account in an effective manner. Consider a multi-orbital Hubbard Hamiltonian for materials where two different orbital shells are treated as correlated. Since, besides Ce, important examples are provided by the TM d-and ligand p-states in TM compounds, we will refer to these two shells as d-and p-shells, with the respective "correlated" and "ligand" subspaces denoted by C and L. Our basic assumption is that DFT, within the local density (LDA) or generalized gradient approximation, gives a good estimate for the total energy as a function of the expectation values of the number operators N d and N p of the two shells. We further assume that we know the intra-and intershell interactions U dd , U pp , and U dp . In practice, we obtain those from the standard cRPA by suppressing all screening channels within the full C+L space. Following the spirit of "LDA++" [36, 37] , we can then define a bare one-body Hamiltonian H 0 as the LDA estimate from which the average interactions within the d-and p-shells have been subtracted. Our multi-orbital Hubbard Hamiltonian now reads: H = H 0 + H int − µN tot , where H int = R h R becomes a sum over the positions R of the atoms carrying the correlated shell, comprising intra-and intershell Hubbard terms:
Here, U dd mσm σ and U pp mσm σ are the spin-and orbitalresolved interaction matrix elements, N (d/p)σ = m∈C/L n mσ and n mσ = c † mσ c mσ . To simplify the notation, we have omitted the R indices on the operators, and the intershell interactions couple only to the total charge on a given shell. A purely algebraic manipulation allows us to rewrite this Hamiltonian as
with N = σ (N dσ + N pσ ) andŨ mσm σ = U mσm σ − U dp . The key observation here is that a Hamiltonian with explicit intershell interactions can be rewritten as a sum of interacting Hamiltonians for the two shells, coupled only through an interaction acting on the total charge. The calculations further simplify if for some reason the interactions on the p-shell can be neglected. The usual argument consists in invoking the nearly-complete filling of this shell, which impedes charge fluctuations and allows replacement of operators n p by their static mean-field values n p , but this is difficult to justify in late TM oxides where d-p fluctuations are generally the most efficient screening mechanism, substantially reducing the p-occupations. However, as we will see below, U dp can be comparable in magnitude to the intra-ligand-shell interactions U pp , making the effective interactionŨ pp = U pp − U dp small. The Hamiltonian then has a d-dp form, with correlated d and non-correlated p electrons, and contains the renormalization of the dd-interactions by the intershell interactions: U dd = U dd − U dp . Analogously to "downfolding" in energy space, we refer to this scheme as "shell-folding" (SF).
While very suggestive in the sense of the above interpretation, Eq. (2) involves a certain number of subtleties. First, we have divided the solid into cells centred on atoms carrying correlated shells, and constructed ligand Wannier functions centred on these correlated atoms. For the prototypical material NiO, this construction is explicitly discussed in the Supplemental Material [38] . It is similar to what is routinely done in cluster model calculations, where hybridizing cluster ligand orbitals are combinations of neighbouring ligand orbitals that are able, by symmetry considerations, to couple to the correlated orbitals. Akin to a Zhang-Rice-type construction [39] , a unitary transformation rotates the original Hamiltonian in ligand-centred p-orbitals basis into a "cell Hamiltonian" expressed in TM-centred ligand Wannier functions. The above p degrees of freedom are to be understood in this sense [40] .
Furthermore, we have implicitly assumed that the total particle number on a given cell is a conserved quantity: the dominant screening channels involve the immediate neighbour ligands, while long-range processes within the dp-subspace are neglected. This assumption is made in cluster model calculations too, and the success of such calculations can be inferred as an a posteriori justification of its validity.
The exact rewriting of the Hamiltonian can be understood in a complementary manner: one can formulate the problem as the quest for an optimal auxiliary system with decoupled correlated shells reproducing as closely as possible the physics of the full system. If the free energy is used as a measure of the quality of the approximation, such an optimal system can be constructed via the Peierls-Feynman-Bogoliubov variational principle. Consider the auxiliary Hamiltonian:
The optimal value of the (for simplicity, spherically-and spinaveraged) interactionsŨ dd andŨ pp are those that minimize the auxiliary free energyF
. . . 0 refers to the average taken with the auxiliary Hamiltonian, and h R is given by Eq. 1. From the stationarity condition ∂F /∂Ũ dd = 0 we obtaiñ
where
and an analogous equation forŨ pp . The optimal interactions are the solutions of this system of equations. If, in addition, we assume that N = N d + N p is invariant with respect to changes inŨ dd/pp , these solutions simplify toŨ dd = U dd − U dp andŨ pp = U pp − U dp , in agreement with Eq. (2) [38]. This requirement imposes that charge may be displaced from the correlated site to the ligand orbitals within the cluster as a result of changes in the interaction, which is equivalent to our assumption that screening takes dominantly place within the immediate neighbourhood of a given atom. Imposing the requirement that increasing the interaction strength only results in charge flow from a site to its nearest neighbours in the single-orbital extended Hubbard model (that is, in an effective Hamiltonian with local and intersite interactions), gives rise to an analogous result as derived in [6] . In this case the effective interaction becomesŨ = U − V nn , where V nn is the nearestneighbour interaction. Here, a multi-orbital model with two correlated shells and intershell interactions is mapped onto a model with reduced intrashell interactions only and a coupling only to the total charge on a cell, or if U pp − U dp can also be neglected, onto a model with only one correlated shell.
We now discuss how the above shell-folding scheme resolves contradictions arising in modeling specific materials. For α-Ce, our SF scheme finds F 0 = 4.7 eV, giving U f f = TABLE I. Slater integrals for correlated shells, average intraorbital U pp for ligand p-shells and intershell U dp/f p for (a) Ce for f -spdf , df -df , spdf -spdf , (b) NiO and actinide oxides for d-dp, dp-dp, ff p, f p-f p, and SF models as appropriate. All values in eV. CmO2 d-dp dp-dp 5.4 eV. This corresponds to the value usually used for cerium. More interestingly, the intrashell interactions U dd = 1.8 eV for the d-orbitals are by the same mechanism renormalized tõ U dd = 0, since the intershell interaction equals the initial d-d interaction within numerical accuracy, see Fig. 1 at ω = 0. This justifies the construction of the Hamiltonian for DMFT calculations for cerium, and in particular to the fact that only f -states are treated as correlated. Furthermore, they reconcile the cRPA values with U ∼ 5 − 6 eV needed in practice.
For paramagnetic NiO, the F 0 for the correlated d-subspace in the SF Hamiltonian (see Table I ) is found to be larger than that calculated within the d-dp setup. Extensive cluster model calculations exist for this compound, where interaction strengths have been adjusted so as to reproduce experimental spectra. These optimal values coincide with our calculations within numerical accuracy: Ref. 41 uses F 0 = 6.5 eV and finds excellent agreement with experiment (see Fig. 3 in Ref. 41) .
The fluorite structure actinide oxides UO 2 , PuO 2 , and CmO 2 are insulating f -electron compounds that we consider in their non-or paramagnetic phases [38] . In particular, UO 2 has received much interest given its role as a nuclear fuel, and its electronic structure has been studied extensively [45] [46] [47] [48] . We have calculated the interactions corresponding to f -f , ff p and f p-f p Hamiltonians for UO 2 . The Slater integrals F k needed to parametrize these interactions are given in Table I . The increased localization of the f -orbitals in the f -f p model relative to the f -f model is reflected in the larger values of F k . The magnitude of f -f interactions in UO 2 is significantly larger in the f p-f p model, signaling the importance of p-to-f screening transitions. While integration of the intershell interactions reduces F 0 to the SF value of 4.6 eV, this value remains larger than that obtained in the f -only models. As we proceed along the actinide series, the value of the f -f interaction F 0 in the f -f p model decreases from 3.9 (UO 2 ) to 3.5 (PuO 2 ) to 3.4 eV (CmO 2 ). The increased screening efficiency of the O 2p-states as the charge-transfer gap shrinks outweighs the decreased f -orbital extension as the nuclear charge increases. In contrast, the SF F 0 increases from 4.6 (UO 2 ) to 5.3 (PuO 2 ) to 5.9 eV (CmO 2 ). In this case, transitions between p-and f -states do not contribute to the po- (Color online) PES and IPES spectra for UO2 using interaction parameters obtained in the f -f , f -f p and SF models compared to experimental spectra [42] [43] [44] .
larization, and the increased localization of 5f states determines the overall trend. For UO 2 , the p-f charge-transfer energy calculated from the local part of the DFT Hamiltonian, ∆ = 5.2 eV, is larger than theŨ f f = 4.6 eV indicating the Mott-Hubbard character of the gap in UO 2 (opening between f -dominated states). On the other hand, PuO 2 and CmO 2 , which respectively have ∆ = 4.2 and 3.4 eV, are found to be charge-transfer insulators, with a gap between f -and p-states, in agreement with Ref. 48 . With our cRPA results we have performed simulations of (inverse-) photoemission experiments using a configuration-interaction cluster model including the atomic-multiplet theory [49] [50] [51] for UO 2 [38] . The spectra obtained using parameters from the f -f , f -f p and shell-folded f p-f p models are compared to experiments in Fig. 2 . The gap between the PES and IPES peaks is largely determined by U f f (given the classification of UO 2 as a Mott-Hubbard insulator) and is therefore sensitive to the value of F 0 . Clearly, the calculations both within the f -f and f -f p Hamiltonians severely underestimate the gap. The SF model F 0 matches the experimental estimate of 4.6 ± 0.8 eV to numerical precision [42] and yields spectra in excellent agreement with experiments [52] .
In summary, we have presented a scheme for a firstprinciples determination of the effective Coulomb interactions for materials where ligand-to-correlated-shell hybridizations and interactions cannot be neglected. In the simplest version, intrashell interactions are reduced by the intershell ones, and this estimate provides a remarkably good description of our test materials. Our scheme cures ambiguities in current cRPA calculations in the case of entangled band structures. Finally, our work builds a connection between cluster model calculations, highly successful for spectroscopies of stronglycorrelated late TM oxides, and techniques such as DMFT and its extensions treating the solid by embedding an effective local problem into an auxiliary bath.
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intershell interactions -Supplementary Material
In this supplementary material, we provide a brief review of the constrained random phase approximation, additional background on our benchmark materials and further details on the computations presented in the main part of the paper. We end with a discussion relating our findings to current electronic structure approaches.
CONSTRAINED RANDOM PHASE APPROXIMATION
The constrained random phase approximation as proposed in [S1] has allowed for the first principles determination of the effective local Coulomb interaction, the "Hubbard U ", that is used as the bare interaction in a low-energy Hamiltonian for a wide range of correlated materials ranging from transition metals [S1-S4] , their oxides [S5-S10] , pnictides and chalcogenides [S11-S16], f -electron materials [S17-S19] to organic conductors [S20, S21] and solid hydrogen [S22] . Probably the most important advantage of cRPA over previous methods such as the constrained LDA [S23-S25] or linear response [S26] schemes is the possibility of adapting U to the chosen low-energy model. For reviews, see [S14, S27, S28] .
The underlying idea of the constrained random phase approximation is the observation that the Hubbard U should be obtained as the matrix element of a partially-screened interaction in some localized basis. This partially-screened interaction is constructed such that screening at the RPA level calculated for the low-energy Hamiltonian or for the full Coulomb Hamiltonian lead to the same result for the fully-screened Coulomb interaction.
Mathematically, this can be obtained by constructing a partial polarization function where certain screening processes are suppressed: P r = P − P d , where P d is the polarization within the low-energy space, which at the RPA level is a sum over particle-hole transitions that take entirely place within the low-energy subspace. The partially-screened interaction is then obtained as W r = v/(1 − P r v) where v is the bare Coulomb interaction. Finally, the matrix of Hubbard interactions U mm m m is obtained as matrix elements of W r within the basis of localized Wannier functions used for the construction of the Hamiltonian.
Subtleties arise when one aims at constructing a multiorbital Hamiltonian which comprises more orbital degrees of freedom at the one-particle level than in its interacting part. The commonly applied strategy [S13] in this case is to construct Wannier functions for all orbitals, but exclude screening transitions corresponding to the interacting degrees of freedom only. However, ambiguities arise in this case when the correlated bands are entangled with itinerant ones. Several disentanglement strategies have been proposed [S2, S19] , but it may appear somewhat insatisfactory to deal with effectively an altered one-particle band structure, in particular since by construction, the stronger the entanglement, the larger the deviations. Alternatively, one may think that in these cases it could be advisable to rather reconsider the philosophy of cutting out only the few correlated states out of a bigger number of entangled states living roughly at the same energy. Our work presents a well-defined solution following this philosophy.
BACKGROUND ON THE BENCHMARK COMPOUNDS Cerium
Elemental cerium has intrigued the solid state community for decades due to its isostructural volume-collapse transition. This "α-γ" transition is of first order below a critical temperature T c = 600K, and ends in a second-order critical point at T c . At room temperature the decrease in volume when going from the γ to the α phase is as large as 15%. A Curie-Weiss magnetic susceptibility in the γ phase signals the presence of localized 4f electrons that delocalize in the α phase where the magnetic susceptibility becomes Pauli-like. In this phase, the 4f electrons participate in the bonding (resulting in the smaller volume) and the formation of quasiparticles, as seen in photoemission [S29, S30] .
The origin of this transition has been the subject of intense debate in the literature. The "Mott transition picture" interprets it as a delocalization-localization transition in the 4f shell only [S31] . The "Kondo volume collapse" (KVC) picture [S32-S34] in contrast attributes the leading role to the hybridization between the 4f electrons and (spd-) itinerant states: the stronger hybridization in the α-phase leads to a high Kondo temperature and thus to screening of the 4f local moment, while the high-volume γ-phase has a low Kondo temperature, leading in practice to unscreened moments at intermediate temperatures.
Cerium has long served as a test material for methods that go beyond the LDA [S35, S36] and in particular for DMFTbased electronic structure calculations [S37-S46] . Combined DFT+DMFT was found to be able to disentangle subtle electronic-structure changes in the hybridization to elucidate the mechanism of the transition, and give a description of spectral, optical and magnetic properties in agreement with experiments. It was also emphasized, however, that at any relevant temperature the entropic contribution dominates over the internal energy changes and pressure contribution such that the question of the existence of a double minimum in the internal energy acquires a somewhat academic character. We mention very recent QMC calculations [S47] that advocate the existence of a transition down to zero temperature.
With the advent of more efficient Monte Carlo techniques for the DMFT equations in the multi-orbital case in recent years, the problem has been extensively revisited, and not only total energies, but also entropy and free energy have been computed [S44] . Recent work has also focused on the role of spin-orbit coupling [S45, S48] .
While many-body calculations for cerium have thus been extremely successful, U values have generally been used as adjustable parameters, and several authors have discussed the difficulties in determining the effective Hubbard interactions from first principles. This comes without surprise since this material can be considered a "worst-case" scenario, precisely due to the strong hybridization of the 4f -states with itinerant conduction band states present at the same energy. Ref. S49 has presented a detailed study of various choices of low-energy models, arriving at the conclusion that any lowenergy Hamiltonian of f -spdf type would have U f f -values lower than 1 eV in cRPA. This illustrates the problem: there is a clear consensus in the literature that a much larger value of 5 to 6 eV is necessary to reproduce the available experimental findings. Nilsson et al. [S19] proposed a disentanglement scheme which, by essentially replacing the original band structure by an approximate one with reduced hybridization, yields larger (though still too small) values of 4.3 eV and 5.4 eV for α and γ cerium respectively.
NiO
NiO has been put forward as a challenge to solid state theory and electronic structure calculations since the very early days: Mott highlighted the inadequacies of the band picture in describing the physics of this compound. NiO is an antiferromagnetic insulator below a Néel temperature of 525 K. Above T N , the antiferromagnetic order disappears, but the material remains insulating with a large gap of 4 eV that largely exceeds the energy scale of the Néel temperature). Furthermore, its spectral properties are remarkably insensitive to the presence or absence of magnetic order. This calls for a theoretical description of the insulating nature without relying on magnetic order.
The story became more involved with the seminal work of Zaanen, Sawatzky and Allen [S50] , who distinguished between Mott insulators where the gap opens due to the Coulomb blocking between correlated states of the same shell character, and charge-transfer insulators where the Hubbard interactions are larger than the O 2p to Ni 3d charge-transfer energy such that the first ionization states are in fact of O p character.
In NiO, it was already known that a satellite feature at -8 eV binding energy is mainly of d character, while the low-energy states at the Fermi level have large oxygen 2p character. A series of photoemission (including resonant photoemission) works elucidated the different transitions in detail [S51-S60] .
NiO was treated within many-body perturbation theory within the GW approximation by Aryasetiawan and Gunnarsson [S61] . The authors found the gap to open within this approximation, but also pointed out failures concerning the gap character which remains Mott-Hubbard like, and satellite structures related to the strongly-atomic character of the 3d states.
The first DMFT works on NiO used a Hamiltonian where only the TM 3d states were included [S62] . Soon thereafter, it was pointed out that this was questionable due to the d-ligand interplay at the Fermi level. Several subsequent works included ligand states as itinerant states in the one-body Hamiltonian [S63, S64] . However, none of the standard double counting corrections appeared to be appropriate in this case [S65] , and NiO still appears to be a challenge to DMFT-based or DMFT-like theories [S66] .
Actinide oxides: UO2, PuO2 and NpO2
The actinide dioxides UO 2 , PuO 2 and NpO 2 are insulating materials with similar gaps (of 2.1 eV [S67] , 2.9 eV [S68] and 2.8 eV [S68] respectively, but quite different ground states. UO2 has been and remains the subject of intense interest from the applied materials perspective thanks to its application as a nuclear fuel. Electronic structure calculations thus focus not only on questions of stability of different structures, but also attempt to assess the physics of impurities resulting from the radioactive decay processes. We mention for example the study of He atom incorporation into UO 2 crystals by [S69] , where LDA+U with U = 4.6 eV was employed. For an extensive review and recent work see [S70] . Interestingly, corrections to simple DFT-LDA calculations turn out to be necessary not only for the description of spectral properties but even in assessing the energetics, and UO 2 has become a playground for electronic structure approaches. While the value of U has typically been considered an adjustable parameter or guessed from spectroscopy experiments, we note that the values employed coincide remarkably well with our results discussed in the main text.
The series of actinide dioxides has also attracted much interest due to their exotic low-temperature (multi-polar) ordered states. While in PuO 2 the f 4 configuration leads to a non-magnetic ground state, UO 2 has a complex antiferromagnetic order below a Néel temperature of 30.8 K [S71] , with a transverse 3-k arrangement driven by quadrupolar interactions. NpO 2 on the other hand displays a longitudinal 3-k order below an ordering temperature of 25 K, with a rank-5 magnetic multipole ("triakontadipole"). Despite being difficult due to the noncollinear character of the order and highrank order parameters, LDA+U calculations are successful in describing the multi-polar order with interaction values of U = 4 eV [S72] .
Their complex electronic structure has always been considered a challenge also for purely functional-based firstprinciples calculations, and it is not surprising that the actinide oxides became a playground and testbed for hybrid functionals (see e.g., [S73, S74] ). A comprehensive review of various electronic structure calculations of the actinide oxides is given in [S71] .
DETAILED DERIVATION OF THE SHELL-FOLDED HAMILTONIAN
Here we present the derivation of the shell-folded Hamiltonian by the Peierls-Feynman-Bogoliubov variational principle in a step-by-step manner and determine the form of our effec-
Consider the dp Hamiltonian
+Ũ dp m∈C,σ m ∈L,σ n mσ n m σ , and the auxiliary Hamiltoniañ
whereŨ dd/pp are the effective Coulomb interactions for the d and p manifolds. We find their optimal values by minimizing F = F [h R ]+ h R −h R 0 with respect toŨ dd andŨ pp , where . . . 0 refers to the average taken with the auxiliary Hamiltonian. Let us also extend the definition
Then, from the stationarity condition ∂F /∂Ũ dd = 0 we obtainŨ
and an analogous equation forŨ pp . Solving the system of equations, we have for
Simplifying this expression gives
Assuming that the total number of particles is invariant with respect to changes in the effective parameters, namely that
or equivalently that
we can simply the above tõ
Thus, we obtain that
While the above derivation is presented for spin-and orbital-averaged interactions for simplicity, it is equally applicable to the orbital-resolved interactions U mσm σ . As long as we assume the intershell interaction to be an orbitalindependent average U dp , the resulting effective interactions are obtained from an effective reduced Slater integralF 0 = F 0 − U dp . Note that quadratic terms H 0 are unchanged. As we are devising an effective model for the local h R , and as our summations run explicitly over all orbitals contained therein, we do not have to consider either the number of equivalent atoms within the unit cell or its coordination.
CONSTRUCTION OF TRANSITION METAL CENTRED WANNIER FUNCTIONS
In the principal part of the Letter, we derived a low-energy model that we showed to be successful in treating intershell interactions in addition to the intrashell interactions. Here, using NiO as an example, we describe the construction of the "ring" orbitals centred on the correlated site as a superposition of the ligand p orbitals. This ring orbital construction is inspired by the cell-perturbation methods [S75-S77] that emerged as a consequence of the Zhang-Rice construction [S78] for the Cu superconductors.
NIO

Construction of ring orbitals
NiO adopts the rock-salt structure with a face-centred cubic lattice of Ni atoms intercalated with a face-centred cubic lattice of O atoms. As the conventional unit cell contains four formula units, for simplicity, we choose to work globally in the Cartesian coordinate system with the primitive unit cell vectors a = (1/2, 1/2, 0),
Our basis consists of one Ni atom at (0, 0, 0) and one O atom at (1/2, 1/2, 1/2). We define the corresponding k-vectors
In order to find matrix elements of H(k), we first determine the Ni 3d to O 2p hopping directions. Using the SlaterKoster parametrization [S79] , we write the matrix elements of the real-space tight-binding Hamiltonian H(R) as functions of the p-p, p-d and d-d two-center bond integrals that give the strength of bonding in a given direction, reflecting the relative orbital lobe positions. We use the standard notation of σ-bonding if the lobes point to each other and π-bonding if the lobes are parallel. The resulting matrix is finally Fouriertransformed to H(k) in momentum space. We note that, besides hopping, the cubic crystal field splitting of Ni 3d-states into e g and t 2g (parametrized in the usual notation as 10Dq) is also included in H(k). The final H(k) in matrix form is given in Table I . The diagonalization of this Hamiltonian yields the tight-binding band structure.
We now construct Ni-centred ring orbitals from the three O 2p states. This is similar to what is done in typical cluster calculation ligand orbitals [S80] . The bonding cluster orbitals corresponding to the NiO 6 octahedron are shown in Fig. S1 . One key difference between our ring orbitals and the cluster orbitals, however, is that the cluster orbitals are constructed entirely in real space from combinations of a finite number of orbitals. In our case, we use a coherent superposition of orbitals on an all (infinite) sites, giving rise to a k-dependence (see the sin terms in Eq. S1). From the three available oxygen states we can construct two e g -type rings, which locally hybridize with the Ni e g orbitals and a third, a 1g (i.e., s-like) ring which is locally non-bonding with the Ni e g orbitals. The form of these rings is shown in Fig. S2 . Mathematically, we perform a unitary transformation on the 2p subspace of the original Hamiltonian H tõ H byH = T HT † . The transformation matrix T takes us from the
basis, and is given by ).
To improve readability we employ the abbreviations si = sin( 0.
We have used the abbreviation s i = sin( ki 2 ). The transformation is chosen such that the ring with d x 2 −y 2 symmetry is exact, while the d z 2 and s-like rings are approximate in order to orthogonalize them.
In the original O-centred p basis, the hybridization elements decay with distance as shown in Fig. S3 . Note that the distances are measured in conventional lattice units. As we choose to construct a maximally-symmetric primitive cell as described above, the O atoms closest to the Ni atom at (0,0,0) actually lie in the nearest-neighbour unit-cells rather than within the (0,0,0) unit cell. This is reflected in the peak in t t2gp and t egp at (0,0, 1 2 ). As the d-subspace of the Hamiltonian is untouched by the transformation, the t dd hybridizations in the original p basis and in the ring basis are identical. FIG . S3 . Matrix elements of the initial dp Hamiltonian H(k) in real space plotted as a function of distance (measured in conventional unit cell lengths).
In the Ni-centred ring basis, the decay of the hybridization elements is plotted in Fig. S4 . The s-like ring orbital is always non-bonding locally; however, given that the symmetry of this orbital is not imposed exactly in order to ensure unitarity of the transformation, it continues to hybridize weakly with the Ni d orbitals. For further symmetry reasons, the d x 2 −y 2 -like ring orbital alternates between being bonding and antibonding over second nearest-neighbours.
The transformation of the p orbitals into ring orbitals also modifies the interaction parameters U pp . Notably, the intraring interaction decreases as the rings become more delocalized, while inter-ring interactions increase as overlap between orbitals increases. The ring-d interactions are unchanged due to symmetry reasons.
UO2
In Fig. S5 , we show the 7 bonding ligand orbitals for the eight-fold coordinated U 5f states. We can construct ligand orbitals by linear combination of O 2p states matching the respective symmetry of the U 5f orbitals as was done for NiO above. However, unlike for a finite size cluster, we cannot create Bloch states associated to each of the ligand orbitals (in the unit cell we have only six oxygen states). Hence, in order Finally, we give the computational details for the cluster model calculations for UO 2 that result in the spectral functions shown in Fig. 2 of the main text. In the calculation, both f -and p-states, separated by the charge-transfer energy given by LDA, are included but are not allowed to hybridize. The parameters used for the UO 2 cluster model are E au = 0.349, E t1u = −0.039, E t2u = −0.077, ∆ f p = 5.189, which were obtained from LDA and ζ 5f = 0.27, obtained from an atomic HF calculation. The hybridization parameters V (a u ) = V (t 1u ) = V (t 2u ) = 0. All values are in eV. In Table II we present an overview of Hubbard U values used for calculations for UO 2 in the literature. It is remarkable how close most of these values are to the result of our shellfolded theory.
OVERVIEW OF U VALUES USED IN THE LITERATURE
Nevertheless, a recent work by Kolorenč et al. [S91] presented LDA+DMFT calculations using a larger value of F 0 = 6.5eV. The authors show that the observed spectral function closely resembles spectra calculated within the Hubbard I approximation using a smaller U of 3 eV. Apart from a satellite structure at about 10 eV, the spectral features between these two theories presented an impressive match. They also note that these U values are slightly on the small side relative to experiment. This is consistent with the observation in Ref. S97 that the best description of the low-temperature ordered phase is obtained within LDA+U with U = 4 eV. Kolorenč et al. add an interesting discussion of the differences in the treatment of screening in LDA+U and LDA+Hubbard I. They argue that screening by ligand states is absent at the LDA+U or LDA+Hubbard I levels such that the U used must already incorporate these screening processes. For LDA+DMFT, on the other hand, they argue that some screening comes in through the coupling of the f -states to a the dynamical bath, requiring a larger U . Our cRPA calculations for the reduction of U by screening through the ligands agrees well with these estimates.
For completeness we note that there is an additional effect. U values will depend on the basis used with the two extremes being a set of localized atomic-like f -and p-orbitals and a block-diagonal basis where f -p hybridization enters effectively. We illustrate this on a simple two-orbital model with atomic-like f -and p-orbitals, hybridizing with strength V . The eigenvalues read, in terms of the energies of the local levels f and p = f − ∆ of the f and p state respectively:
and the eigenvectors can be expressed in terms of the atomic states |f , |p : |± = cos(θ)|f ± sin(θ)|p (S3) with tan(θ) = − ∆ 2V + ( ∆ 2V ) 2 + 1. Since U f f transforms as cos(θ) 4 , the values in an atomic-like basis are reduced when transforming to a basis that block diagonalizes the f p Hamiltonian. The precise amount of reduction depends on the orbitals since the hybridization is strongly orbital-dependent.
RELATION BETWEEN CLUSTER CALCULATIONS AND DMFT CALCULATIONS
The rewriting of the Hamiltonian presented in the main text of our paper also allows for a deeper understanding of the relation between cluster model calculations and DFT+DMFT. Indeed, by definition, the cluster model assumes the total particle number to be fixed to specific integer values, and diagonalizes the cluster Hamiltonian for those. In DMFT, in general, the bath introduces the possibility of charge fluctuations and the above assumption becomes less obvious. A cluster approximation for insulators is well justified since the bath hybridization is small. For metallic systems, restricting the Hamiltonian the low-energy correlated subspace avoids the problem. The Zhang-Rice-like construction presented above provides a way to do so explicitly. Otherwise, when the O p-states are to be kept explicitly in the description, the shifts induced by the changes in the particle number might have to be taken into account explicitly.
