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PRESCRIBED SINGULARITIES WITH WEIGHTS
I. A. Molnar
Abstract. We find the minimal weighted energy ∫
Ω
a(x)∣Du∣n of maps u ∶ Ω ⊂ Rm+n → Sn
with prescribed singularities, where a(⋅) is a continuous positive weight. Our result ex-
tends previous ones of H. Brezis, J-M. Coron and E.H. Lieb (1986), G. Alberti, S. Baldo and
G. Orlandi (2003), and V. Millot (2005).
1. Introduction
The problem of determining the minimum energy of a map u with values in the unit
sphere and with prescribed singularities was first investigated by H. Brezis, J-M. Coron, and
E.H. Lieb in Harmonic Maps with Defects ([BCL86]), and it can be seen as a starting point
in the analysis of some problems with applications in physics, like the ones concerning liquid
crystals. The two-point problem was the following: given two points A1, A2 in Ω and d ∈ Z+,
minimize EAi,di(u) ∶= ∫
Ω
∣Du(x)∣2 dx, when u ∈ C(Ω ∖ {A1,A2} ⊂ R3;S2),
and deg(u,A1) = −deg(u,A2) = d,
where deg(u,Ai) is the usual topological degree of the restriction of u to a small sphere S ⊂ Ω
surrounding the point Ai (and is independent of the specific choice of S). The answer to the
problem was given as
inf
u
EAi,di(u) = 8pid dist(A1,A2),
with the infimum not being, in general, achieved.
In this paper, we will treat a minimal energy problem that arises from a sequence of
generalizations of the one above. Several variations were already proposed in [BCL86], and the
following three are of interest to us. The first one was to consider more than two singularities
(still a finite number of them), which lead to the concept of minimal connection between
singularities with assigned degree. It was shown ([BCL86, Theorem 1.1]) that the solution
of the problem corresponding to the points A1, . . . ,AN and the degrees d1, . . . , dN ∈ Z that
satisfy ∑
i
di = 0, is
(1) inf
u
EAi,di(u) = 8piL, where L is the length of a minimal connection.
The key step in proving the inequality “ ⩽ ” is the dipole construction, that is, the construc-
tion of an almost minimizer concentrated around each line segment associated to a minimal
connection.
A second generalization consisted in placing the problem in a higher dimension, taking
u ∈ C(Ω ∖ {A1, . . . ,AN} ⊂ Rp ; Sp−1), and it was proved that the least energy is given in this
case by
(2) inf
u
∫
Rp
∣Du(x)∣p−1 dx = σp(p − 1)(p−1)/2L,
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where σp represents the (p − 1)-dimensional measure of the sphere Sp−1 ⊂ Rp. The third
extension of the two-point problem, relevant here, was to consider a situation where the
energy has the homogeneity of an area ([BCL86, section VIII.C]), for example minimize
EΓ(u) ∶= ∫
R3
∣Du(x)∣dx, for u ∈ C(Ω ∖ Γ ⊂ R3 ; S1) with deg(u,Γ) = d,
where Γ is a given rectifiable, oriented Jordan curve in R3, and d ∈ Z is fixed. In the special
case where the curve is planar, it was proved that
(3) inf
u
EΓ(u) = 2pi∣d∣ inf {area(S) ; S surface in R3, ∂S = Γ}.
Moreover, the authors raise the same question in arbitrary dimension and codimension, more
specifically
(4)
minimize EM0(u) ∶= ∫
Ω
∣Du(x)∣n dx,
for u ∈ C(Ω ∖M0 ⊂ Rm+n;Sn), and deg(u,M0) = d,
whereM0 is an (m−1)-dimensional boundaryless manifold in Rm+n, and d ∈ Z. Here, deg(u,M0)
represents the degree of the restriction of u to a n-dimensional sphere S that links with M0
(i.e., S is the boundary of a well-oriented (n+1)-dimensional disk that transversally intersects
M in a single point), and does not depend on the choice of S. They suggest that the solution
should have the same form as (3), but the formula was afterwards rectified by F. Almgren,
W. Browder, and E.H. Lieb in the paper Co-Area, Liquid Crystals, and Minimal Surfaces
([ABL88]).
In [ABL88], the authors first provide a new proof of the inequality “ ⩾ ” in (1), which
uses the coarea formula and current slicing, and which can more easily be extended to higher
dimensions. In the main theorem, they give the solution of the problem (4), put in the context
of integral currents, and then give an outline of the proof. The result obtained was, roughly,
that
inf
u
EM0(u)=nn/2σn+1 inf{mass(T ) ; T is an integral current with ∂T = dM0}.
A similar setting for this problem is given in the article of G. Alberti, S. Baldo and G. Orlandi,
entitled Functions with prescribed singularities ([ABO03]). Their main interest was to study
the image of the distributional Jacobian Ju, which is known to describe in some sense the
topological singularities of the map u. They have shown an identification between ⋆Ju, the cur-
rent associated, via the Hodge-type operator ⋆, to the distributional Jacobian of a Sn-valued
map, and the boundary of a rectifiable current of codimension n. More precisely (see [ABO03,
Theorem 3.8 and Theorem 5.6]), they have proved, on one side, that given u ∈ W1,n(Ω,Sn),
there exists a rectifiable current T that satisfies the inequality
(5) σn+1 ×mass(T ) ⩽ ∫
Ω
∣Du(x)∣n dx,
and the condition ⋆Ju = σn+1
n + 1 ∂T , and, conversely, that for a given current T , there exists a
map u that verifies the above condition on its distributional Jacobian, and such that
(6) ∫
Ω
∣Du(x)∣n dx ⩽ c(m,n) ×mass(T ),
where c(m,n) is a constant that depends only on m and n.
Their approach was the following: for the proof of the upper bound, they used a dipole
construction together with a result concerning the approximation of integral currents by
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polyhedral ones, and a rather elaborate induction argument. The lower bound of the energy
was obtained, in short, in the same manner as in [ABL88], through the use of the coarea
formula. They presented the proof in much more detail though, giving a variant of the coarea
formula that involves the distributional Jacobian, or more generally – for a map taking values
in a Riemannian manifold M – the pullback of the volume form on M . This allows them to
prove that the current T in (5) can be taken to be the slice determined by u at a point y ∈ Sn
in the subset of Ω where u is approximately differentiable.
In our paper, we will place the problem in the same setting proposed in [ABO03], but
we discuss the associated weighted energy problem. We will also follow closely their strategy
and see that, for the upper bound, replacing the dipole construction in [ABO03] with the one
originally introduced in [BCL86], and being careful at the estimates obtained in the induction
process, their method actually yields c(m,n) = c(n) = nn/2σn+1 in (6), which is exactly the
constant from (2). Also, inequality (5) is still valid for this larger constant, instead of σn+1.
The problem of the weighted energy was studied, in the classical context, by V. Millot
in Energy with weight for S2-valued maps with prescribed singularities ([Mil05]), where he
considered the problem (1) with energy
EAi,di(u, a) ∶= ∫
Ω
a(x)∣Du(x)∣2 dx,
for a measurable function a(⋅) that satisfies 0 < λ ⩽ a(⋅) ⩽ Λ, for some given constants λ and Λ.
He showed that the formula (1) still holds, provided that the distance function used in the
expression of the length of the connection is conveniently chosen. He adopted the following
definition for the length of a segment (A1,A2) in R3:
`a(A1,A2) = lim inf
ε→0 1piε2 ∫Ξ(A1,A2; ε) a(x)dx,
where Ξ(A1,A2; ε) denotes the set {x ∈ Ω ; ∣x − x0∣ ⩽ ε, for some x0 ∈ (A1,A2)} obtained by
thickening the segment (A1,A2). The new distance was then defined by
(7) dista(A,B) = inf N∑
k=1 `a(Ak,Ak+1),
where the infimum is taken over all the polygonal lines (A1, . . . ,AN+1) connecting the points
A and B, such that dist1 is the usual Euclidean distance in R3.
We will consider the case where the function a(⋅) is continuous, but where, as in [ABO03],
the dimension and codimension are arbitrary. The exact statement of the main result will be
given at the end of the next section. As we already mentioned, the strategy used is the one
from [ABO03]. However, in order to be able to take into consideration the fact that we are
placed in a heterogeneous setting, we will have to define a new measure on Ω, by analogy
with the distance dista defined in [Mil05]. Naturally, the area of S in (3) must be replaced
with the integral ∫S a(x)dH2(x), so we will define a modified Hausdorff measure Hha (which
in fact makes sense even if a(⋅) is only Ln-measurable), and which for a ≡ 1 becomes the usual
h-dimensional Hausdorff measure on Rn.
2. Preliminaries and statement of the theorem
In this section we present the background of the problem. We will consider Ω to be a
bounded and smooth open subset of Rp, and M a smooth oriented m-dimensional submanifold
of Rn+1, with the dimensions satisfying m ⩽ n + 1 ⩽ p.
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2.1. Rectifiable currents. We recall here the definitions and the basic properties of the
currents with which we are concerned. For further details, see [Pap02, Chapter 24], [Mor09,
Chapter 4], [GMS98, Chapter 2, Section 2], and, of course, [Fed69].
Basically, a h-dimensional current is a generalization of a distribution, where the place of
the test functions C∞c (Ω,R) is taken by the h-dimensional differential forms with compact
support Dh(Ω). More precisely, Dh(Ω), the space of h-dimensional currents on Ω, is the
topological dual of Dh(Ω) with respect to the topology induced by the family of seminorms
νiK(η) = sup
j⩽i,x∈K ∥Djη(x)∥ on each DhK(Ω) ∶= {η ∈ Dh(Ω) ; suppη ⊂ K}. The vector spaceDh(Ω) is then endowed with the weak topology, that is, the pointwise convergence of currents
Ti ⇀ T ⇐⇒ Ti(η)→ T (η), ∀η ∈ Dh(Ω). The mass of T is defined by M(T ) = sup∥η(x)∥⩽1,∀x ∣T (η)∣.
The boundary of T is the current ∂T ∈ Dh−1(Ω) defined by ∂T (µ) ∶= T (dµ), for every
µ ∈ Dh−1(Ω), in consistency with Stokes’ theorem.
The class of rectifiable currents Rh(Ω) consists of currents T that can be expressed by an
integral formula
(8) T (η) = ∫
T̃
θT (x) ⟨η(x) ,τT (x)⟩dHh(x), ∀η ∈ Dh(Ω).
where T̃ is a compact, h-rectifiable subset of Ω, θT ∶ T̃ → Z+ is a Hh-measurable function
called the multiplicity of T , and τT is an orientation on T̃ . The mass of T then becomes
(9) M(T ) = ∫̃
T
θT (x)dHh(x).
Given an Hh-integrable function a(⋅) ∶ Ω→ R, we can define another current T ⌞a ∈Rh(Ω), by
T ⌞ a(η) = ∫
T̃
a(x)θT (x) ⟨η(x) ,τT (x)⟩dHh(x), ∀η ∈ Dh(Ω).
If a(⋅) is the characteristic function of a Hh-measurable set A, then T ⌞χA is also written as
T ⌞A, and is called the restriction of T to A.
Given a h-rectifiable set S ⊂ Ω oriented by τS , we let JSK denote the current associated to
S through the same expression as in (8), where the multiplicity is considered equal to 1. If S
is a smooth oriented compact manifold, then, by Stokes’ theorem, we have that ∂JSK = J∂SK.
A current T ∈ Rh(Ω) is called integral, and we write T ∈ Ih(Ω), if the boundary ∂T is
also rectifiable. By the Closure Theorem [Fed69, Theorem 4.2.16], a necessary and sufficient
condition for a rectifiable current to be integral is that its boundary has finite mass.
The class of integral flat currents Fh(Ω) is defined as the set of currents T that can be
written as the sum P + ∂Q, with P ∈ Rh(Ω), and Q ∈ Rh+1(Ω). The flat (semi-)norm onFh(Ω) is defined byF(T ) ∶= inf {M(P ) +M(Q) ; T = P + ∂Q,P ∈Rh(Ω),Q ∈Rh+1(Ω)}.
The space of integral polyhedral currents Ph(Ω) consists of rectifiable currents that can be
written as a finite sum of h-dimensional simplexes with constant integer multiplicities. It
represents a dense subset of Fh(Ω), with respect to the flat norm. The inclusion relations
between the previous classes of currents are the following:Ph(Ω) ⊂ Ih(Ω) ⊂ Rh(Ω) ⊂ Fh(Ω) ⊂ Dh(Ω).
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2.2. The pullback u♯ω of the volume form of an oriented manifold. Denote by ω the
(standard) volume form on M , that is, the differential m-form on M which associates to each
point y ∈M the m-linear alternating map on TyM that satisfies
ω(y)(τ1, . . . ,τm) = 1,
for any {τ1, . . . ,τm} positively oriented orthonormal basis of TyM . Since the top-dimensional
forms constitute a 1-dimensional vector space, we see that ω is necessarily given by
ω(y)(w1, . . . ,wm) = det[w1, . . . ,wm,ν1, . . . ,νn−m+1],
for every y ∈ M , w1, . . . ,wm ∈ TyM , and any {ν1, . . . ,νn−m+1} ⊂ Rn+1 a positively oriented
orthonormal basis of NyM = TyM⊥. The value of the above determinant is independent of the
choice of basis of the normal space since passing to another one leads to the multiplication of
the matrix in the right-hand side by an orthogonal matrix of determinant equal to 1.
Suppose u ∶ Ω→M is a differentiable map. We can then consider the pullback of the volume
form ω with respect to u, which is the m-form on Ω defined by(u♯ω)(x)(v1, . . . , vm) = ω(u(x))(dux(v1), . . . ,dux(vm)),
for every x ∈ Ω and v1, . . . , vm ∈ Rp. Remark that in [ABO03], the notation Jωu is used instead
of u♯ω, to emphasise the role that it plays in the definition of the distributional Jacobian.
For every x ∈ Ω, the form (u♯ω)(x) is an element of the space Λm(Rp) of the m-covectors in
Rp, which can be endowed with the Euclidean norm, meaning that if we let I(m,p) denote the
set of ordered multi-indices α = (α1, . . . , αm) with 1 ⩽ α1 < ⋅ ⋅ ⋅ < αm ⩽ p, and {dx1, . . . ,dxp} is
the dual base of an orthonormal basis {e1, . . . , ep} of Rp, then(u♯ω)(x) = ∑
α∈I(m,p)(u♯ω)(x)(eα1 , . . . , eαm)dxα1 ∧ ⋅ ⋅ ⋅ ∧ dxαm ,
and ∣(u♯ω)(x)∣2 = ∑
α∈I(m,p) ∣(u♯ω)(x)(eα1 , . . . , eαm)∣2.
With this, we can see that ∣(u♯ω)(x)∣ is simply the Jacobian JDu(x)K of the m×(n+1)-matrix
Du(x) of the differential of u at x, that appears in the classical coarea formula, that is,
∣(u♯ω)(x)∣ = JDu(x)K = [det (Du(x)Du(x)⋆)]1/2.
Indeed, writing the matrix of the differential of u in x with respect to the canonical basis{e1, . . . , ep} in Rp and an orthonormal basis {τ1, . . . ,τm} in Tu(x)M ,
dux(ei) = m∑
j=1λjiτj = λi ⋅ (τ1, . . . ,τm), ∀i = 1, . . . , p,
clearly gives us ∣(u♯ω)(x)∣2 = ∑
α∈I(m,p) ∣det[λα1 , . . . , λαm]∣2 = JDu(x)K2.
Remark that the quantity ∣(u♯ω)(x)∣ is called the m-dimensional Jacobian of u at x in
[ABL88]. We will later make use of the following estimate:
(10) ∣(u♯ω)(x)∣ ⩽m−m/2 × ∣Du(x)∣m, for all x ∈ Ω,
that can be found also in [ABL88, Appendix A.1.3]. In fact, it was obtained before that in
[BCL86, (8.5)] in the case where M ≡ Sm. In that context, we have ∣(u♯ω)(x)∣ = ∣D∣, with D
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representing the vector field (D1, . . . ,Dp) that is defined byDj = det[∂1u, . . . , ∂j−1u,u, ∂j+1u, . . . , ∂pu],
j = 1, . . . , p. To verify inequality (10), suppose first that u is a submersion at the point x ∈ Ω,
that is, the differential
dux ∶ Rp → Tu(x)M
is surjective and so its null space has dimension (p −m). If we choose {e1, . . . , ep} to be an
orthonormal basis in Rp such that ker(dux) = span{em+1, . . . , ep}, then only one term in the
expression of ∣(u♯ω)(x)∣ is non zero, namely the one indexed by α = (1, . . . ,m), hence∣(u♯ω)(x)∣ = ∣det(dux(e1), . . . ,dux(em),ν1, . . . ,νn−m+1)∣,
where {ν1, . . . , νn−m+1} is an orthonormal basis in Nu(x)M . By Hadamard’s inequality and
the arithmetic-geometric mean inequality we obtain∣(u♯ω)(x)∣2 ⩽ ∣dux(e1)∣2 . . . ∣dux(em)∣2
⩽ [ 1
m
(∣dux(e1)∣2 + ⋅ ⋅ ⋅ + ∣dux(em)∣2)]m = (∣Du(x)∣2
m
)m.
If however, dux is not surjective, then any m vectors dux(eα1), . . . ,dux(eαm) are linearly
dependent, and so, ∣(u♯ω)(x)∣ is zero.
Notice that everything remains true almost everywhere if we suppose u ∶ Ω→M is only
Lipschitz. Also, the definition of the pullback of ω makes sense if u is merely in W1,m(Ω,M),
and then ∣(u♯ω)(⋅)∣ belongs to L1(Ω).
Rather than the form u♯ω, the associated current ⋆u♯ω will be of more interest in what
follows. The action of the Hodge-type operator ⋆ on u♯ω is given by⋆(u♯ω)(x) = ∑
α∈I(p−m,p) sgn(α, α¯)(u♯ω)(x)(eα¯1 . . . , eα¯m) eα1 ∧ ⋅ ⋅ ⋅ ∧ eαp−m ,
which thus becomes a (p −m)-current on Ω. Here, β¯ denotes the multi-index in I(m,p) that
complements the element β ∈ I(p −m,p).
2.3. An integral representation of the current ⋆u♯ω via the coarea formula. Suppose
u ∶ Ω → M is a Lipschitz map. The coarea formula (see [Fed59, Theorem 3.1], [EG92,
Section 3.4]) states that given an Lp-integrable function a(⋅) ∶ Ω → R, and an Lp-measurable
set A ⊂ Rp, we have that, for Hm-almost every y ∈M , the level set u−1(y) is Hp−m-rectifiable,
and
(11) ∫
A
a(x)JDu(x)K dx = ∫
M
(∫
u−1(y)∩A a(x)dHp−m(x))dHm(y),
hence, also, for any continuous function ρ ∶M → R,
(12) ∫
A
ρ(u(x))JDu(x)K dx = ∫
M
ρ(y)Hp−m(u−1(y) ∩A) dHm(y),
assuming that the left-hand side of (12) is integrable.
If we choose the set A conveniently, we see that for Hp−m-almost every y in M , the JacobianJDu(x)K = ∣u♯ω(x)∣ is defined and is non zero, for Hp−m-almost any x in u−1(y). At every such
points x, the differential dux vanishes on the tangent space of the level set u
−1(y), and so,
using a basis {e1, . . . , ep} of Rp for which Tanxu−1(y) = span{e1, . . . , ep−m}, we have⋆u♯ω(x) = ω(u(x))(dux(ep−m+1), . . . ,dux(ep)) e1 ∧ ⋅ ⋅ ⋅ ∧ ep−m,
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hence, after normalisation, ⋆u♯ω defines an orientation of the rectifiable set u−1(y). Thus,
u−1(y) becomes a rectifiable current of multiplicity equal to 1, that is,
Ju−1(y)K(η) = ∫
u−1(y) ⟨η(x), ⋆u♯ω(x)∣ ⋆ u♯ω(x)∣⟩dHp−m(x),
for all η ∈ Dp−m(Ω), and forHm-almost every y ∈M . Equivalently, Ju−1(y)K is the Rp−m-valued
measure
⋆u♯ω(x)∣ ⋆ u♯ω(x)∣Hp−m ⌞ {u−1(y)}, so its total variation is ∣Ju−1(y)K∣ = Hp−m ⌞ {u−1(y)},
meaning that for all ϕ ∈ Cc(Ω), we have∣Ju−1(y)K∣(ϕ) = ∫
u−1(y)ϕ(x)dHp−m(x).
By approximating ϕ with simple functions, we see that ∫
u−1(y) ϕ(x)dHp−m(x) isHm-measurable
(as pointwise limit of Hm-measurable functions), that is, the mapping y ↦ ∣Ju−1(y)K∣ is weak-⋆-measurable. Applying the coarea formula and the monotone convergence theorem, we obtain
that, for any ϕ ∈ Cc(Ω),
(13) ∫
Ω
∣ρ(u(x))∣ ⋅ ∣u♯ω(x)∣ϕ(x)dx = ∫
M
∣ρ(y)∣ ⋅ ∣Ju−1(y)K∣(ϕ)dHm(y).
The integrals are finite, because we have
∫
M
∣ρ(y)∣ ⋅ ∣∣Ju−1(y)K∣(ϕ)∣dHm(y) ⩽ sup
Ω
∣ϕ∣∫
M
∣ρ(y)∣Hp−m(u−1(y))dHm(y)
= sup
Ω
∣ϕ∣∫
Ω
∣ρ(u(x))∣ ⋅ ∣u♯ω(x)∣dx ⩽m−m/2 sup
Ω
∣ϕ∣ sup
M
∣ρ∣∫
Ω
∣Du(x)∣m dx,
which is finite, since Ω is bounded, and thus, the map ∣Ju−1(⋅)K∣ is weak-⋆- integrable. The
same can be said about the function ∣u♯ω(⋅)∣, as it belongs to L1(Ω), and so, we can express
the equality (13) in short as
∣u♯(ρω)∣ = ∫ ⋆
M
∣ρ(y)∣ ⋅ ∣Ju−1(y)K∣dHm(y),
the integral sign ∫ ⋆ meaning that it is a weak-⋆ (also known as Gelfand) integral. Furthermore,
since the identity (13) is in fact true for every bounded function ϕ ∈ L1(Ω), we can take ϕ as
defined by the duality product
ϕ(x) = ⟨ ⋆ u♯(ρω)(x), η(x)∣u♯(ρω)(x)∣⟩,
for any η ∈ Dp−m(Ω), and we get
∫
Ω
⟨⋆u♯(ρω)(x), η(x)⟩dx
= ∫
M
ρ(y)[∫
u−1(y) ⟨ ⋆ u♯ω(x), η(x)∣u♯ω(x)∣⟩dHp−m(x)]dHm(y).
This can be also written as
(14) ⋆u♯(ρω) = ∫ ⋆
M
ρ(y)Ju−1(y)KdHm(y).
Suppose now that the map u belongs to W1,1(Ω,M). In order to deduce an analogue of the
coarea formula for Sobolev functions from the classical one, it is natural to try to use some
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Luzin type approximation results. We begin by covering Ω, up to a Lebesgue null set E ⊂ Ω,
by a disjoint sequence Ωj of measurable subsets in Rp with the property that the restriction
uj of u to every such set is Lipschitz (using for example [EG92, Theorem 3, Section 6.6.3]).
We can then apply formula (11) to every uj ∶ Ωj →M , to obtain
∫
A∩Ωj a(x)∣u♯ω(x)∣dx = ∫M (∫u−1j (y)∩Ωj∩A a(x)dHp−m(x))dHm(y),
for any Lp-measurable set A ⊂ Ω and Lp-integrable function a(⋅) ∶ Ω → R. Taking the sum
over all j, we get,
∫
A
a(x)∣u♯ω(x)∣dx = ∫
M
(∫
u−1(y)∖E∩A a(x)dHp−m(x))dHm(y),
at least when a(⋅) is nonnegative, where, in the left-hand, we used the fact that the set E
has Lebesgue measure zero. However, since the restriction u∣E is not Lipschitz, it need not
have the Luzin N-property, hence Hp−m(u−1(y) ∩A ∩E) is not necessarily equal to zero, so
in the analogue of the coarea formula for u we have to keep in mind that we have to remove
the set E from the usual level set u−1(y). What we can say about this set E is that the
function u is almost everywhere approximately differentiable on its complement Ω ∖E, since
every Lipschitz function is approximately differentiable almost everywhere. But in fact, as
presented in [ABO03], in view of [Fed69, Thm.3.1.8] (see also [GMS98, Thm.3, §3.1.4]), we
can take, in the above, E to be exactly the set of the points of non-approximate differentiability
of u. By using the notation Ny = u−1(y) ∖ E, we have thus arrived to the following coarea
formula
(15) ∫
A
a(x)∣u♯ω(x)∣dx = ∫
M
(∫
Ny∩A a(x)dHp−m(x))dHm(y),
and also, by the same argument as before, viewing Ny as a rectifiable current of constant
multiplicity 1, we deduce the representation formula
(16) ⋆u♯(ρω) = ∫ ⋆
M
ρ(y)JNyKdHm(y),
where the maps a(⋅) and ρ satisfy the same properties as before.
2.4. The distributional Jacobian. If u is a bounded map in W1,n(Ω,Rn+1), the distribu-
tional Jacobian of u is defined as the (n + 1)-form on Ω given, in the distributional sense,
by
(17) Ju = 1
n + 1 d(u♯ω0),
where ω0 represents the volume form of the sphere Sn. Since we have ω0(y) = n+1∑
i=1(−1)i−1yi d̂yi,
for every y ∈ Sn, where d̂yi ≡ dy1∧. . .dyi−1∧dyi+1∧. . .dyn+1, it means that
Ju = 1
n + 1 d( ∑α∈I(n,p)det [∂α1u, . . . , ∂αnu,u]dxα1 ∧ ⋅ ⋅ ⋅ ∧ dxαn)
The paper [Alb05] presents a review of the distributional Jacobian. We recall here a couple
of basic properties of Ju. First of all, if u is more regular, say it belongs to W1,n+1(Ω,Rn+1),
then
Ju = ∑
α∈I(n+1,p)det [∂α1u, . . . , ∂αn+1u]dxα1 ∧ ⋅ ⋅ ⋅ ∧ dxαn+1 ,
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so if p = n + 1, than it is simply det(Du)dx. This explains the choice of the factor 1/(n + 1)
in the definition. Secondly, if u ∈ W1,n+1(Ω,Sn), the partial derivatives ∂1u, . . . , ∂n+1u being
linearly dependent pointwise, we necessarily have Ju = 0.
A useful remark, given by [ABO03, Prop.7.9], is that, in the identity (17), we can replace
ω0 by any differential n-form η = ρω0 with ρ ∶ Sn → R a smooth function with average equal
to 1. Indeed, the integral over Sn of the n-form (1− ρ)ω0 equals zero, which implies that it is
an exact form on Sn (see for example [Laf96, Theorem VII.B.6]). Then the conclusion follows,
since the exterior derivative d commutes with the pullback and d ○ d = 0.
The distributional Jacobian Ju describes in some sense the topological singularities of the
map u. To exemplify, concerning u ∈ W1,n(Ω ⊂ Rp,Sn), the following are true:
(i) In the case p = n+ 1, the map u can be approximated, in the W1,n norm, by a sequence{uj} ⊂ C∞(Ω,Sn) if and only if Ju = 0.
(ii) There exists a sequence {uj} ⊂ C∞(Ω ∖ Γj ,Sn) such that uj → u in W1,n, where
Γj = ∂(u−1j (y)), for Hn-almost every y ∈ Sn.
(iii) If the mapping u is continuous outside a (p − n − 1)-dimensional submanifold S, then⋆Ju = σn+1
n + 1 deg(u,S)JSK.
(iv) In general, ⋆Ju = (−1)p−n σn+1
n + 1∂JNyK for Hn-almost all y ∈ Sn.
The property (i) is the main result of [Bet90] ([Remark 2]). The approximation result (ii) can
be proved by following the same argument used in [Bou07, Section 5] to prove the density of
the class R in Ws,q(SN ,S1) (for s, q ⩾ 1 with 1 ⩽ sq < 2, [Bou07, Theorem 2]). The property
(iii) is stated in [ABO03, Subsection 3.7] and it was previously proved, for p = n+1 in [BCL86,
Theorem B.2, Remark B.2], for n = 2 and S a (p − 3)-dimensional disk in [Pak01, Corollary
1], and for p = 3, n = 1 in [JS02, Example 3.4]. And finally, (iv) is one of the conclusions of
[ABO03, Theorem 3.8], and we detail below its proof.
We have seen that the Jacobian of u is given by Ju = 1
n + 1 d(u♯(ρω0)), where ρ is any real
smooth function on Sn with average equal to 1, and ω0 is the volume form on Sn. Hence, by
the properties of the ⋆ operator, we have
(18) ⋆Ju = (−1)m
n + 1 ∂(⋆u♯(ρω0)).
We fix a point z ∈ Sn where y ↦ JNyK is weak-⋆ approximately continuous. This is in fact
true forHn-almost all z, because, as we have seen, the map y ↦ JNyK is weak-⋆Hn-measurable.
So, if we consider {ηi} a dense countable subset of Dm(Ω), then, for every η ∈ Dm(Ω),
y ↦ JNyK(η) isHn-measurable, henceHn-almost everywhere approximately continuous. Thus,
forHn almost all z, the map y ↦ JNyK(ηi) is approximately continuous in z, for every i, and, by
density, it follows that all such points z are actually points of weak-⋆ approximate continuity
of JNyK.
Let ρi ∶ Sn → R be a sequence of positive smooth functions with compact support which
approximate the Dirac measure at z, such that
supp(ρi) = B(z, ri) ∩ Sn, ∫
Sn
ρi dHn = 1, and
sup
i
sup
x
{ ∣ρi(x)∣Hn(supp(ρi))}=∶ α <∞.
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Then, using the formula (16), we have that, for any η ∈ Dm(Ω),∣ ⋆ u♯(ρiω0)(η) − JNzK(η)∣ = ∣∫
Sn
ρi(y)JNyK(η)dHn(y) − JNzK(η)∣
⩽ ∫
Sn
ρi(y)∣JNyK(η) − JNzK(η)∣dHn(y)
⩽ α ⨏
B(z,ri)∩Sn ∣JNyK(η) − JNzK(η)∣dHn(y),
which converges to 0 when ri tends to 0, hence ⋆u♯(ρiω0) converges, in the weak-⋆ topology,
to JNzK. Since the boundary operator is continuous, this implies that
(19) ∂ JNzK = (−1)m(n + 1)
σn+1 ⋆ Ju,
noting that we have to use σn+1ρi in place of ρ in the relation (18).
We can now state the main result of the paper.
Theorem 1. Let Ω be a bounded and connected smooth open set in Rm+n, and suppose Γ
is the boundary of a rectifiable current in Ω, of dimension m and finite mass. Consider the
following class of admissible functionsE(Γ) ∶= {u ∈ W1,n(Ω,Sn) ; ⋆Ju = σn+1
n + 1 Γ},
To each map u in E(Γ), we associate the weighted energy
EΓ(u, a) = ∫
Ω
a(x)∣Du(x)∣n dx,
for any strictly positive, continuous function a(⋅) on Ω, with inf a(⋅) > 0. Then, the minimum
energy of u is given by
(20) inf
u∈E(Γ) EΓ(u, a) = nn/2σn+1 infM∈C(Γ) M(M ⌞ a),
where the infimum in the right-hand side is taken over the following class of integral currents,C(Γ) ∶= {M ∈Rm(Rm+n) ; M(M) <∞, ∂M = Γ}.
3. The proof of theorem 1.
The first step is the construction of the dipole which will be used in the proof of the upper
bound of the energy. This intermediate result, given in Lemma 1, follows the one in [BCL86,
Section VIII, 1. The Upper Bound], concerned with the case m = 2, n = 1. In order to take into
account a continuous weight function, we define the following modified spherical Hausdorff
measure.
Definition 1. For any positive Lp-measurable function w(⋅) on Rp, let Hmw denote the outer
measure on Rp defined by
Hmw (A) = sup
δ>0 inf { N∑k=1 p
m/pσm
mσ
m/p
p
∥w∥Lp/m(Dk) ∶Dk ⊂ Rp open balls
that cover A, diamDk < δ},
for every A ⊂ Rp.
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Since Hmw is obtained, like the usual Hausdorff measure, via the Carathe´odory construction,
it is indeed a (metric) outer measure on Rp, and the following result shows the connection
between Hmw and Hm.
Proposition 1. If w(⋅) is a continuous positive function, thenHmw ⌞A = w(⋅)Hm ⌞A,
for any Hm-rectifiable set A ⊂ Rp.
Proof. First we see that, if w(⋅) is constant, then the above equality is satisfied, because, by
[Fed69, Theorem 3.2.26], the Hausdorff and spherical measures coincide onHm-rectifiable sets.
Next, remark that the two measures,Hmw ⌞A and w(⋅)Hm ⌞A, are both Radon measures since,
by hypothesis, Hm(A) <∞, and so, also Hmw (A) <∞. The sets of null Hmw and Hm-measure
coincide, so it is enough to proveHmw (A) = ∫
A
w(x)dHm(x),
for any set A that is Borel Hm-rectifiable and compact.
We will apply the Vitali-Besicovitch covering theorem (see [AFP00, Theorem 2.19]), to
cover A, up to a set of small Hm-measure, with a disjoint family of small balls. For this, first,
for any ε > 0, we choose γ > 0 so that w(⋅), which is uniformly continuous on A, satisfies∣w(x) − w(y)∣ ⩽ ε, whenever ∣x − y∣ ⩽ γ. Then, for any δ > 0, we can find a finite number of
balls such that
Hm(A ∖ N⋃
j=1Bγj(xj)) ⩽ δ , where γj ⩽ γ, xj ∈ A, ∀j = 1, . . . ,N.
With this, we have
∫
A
w(x)dHm(x) ⩽ δ sup
A
w(⋅) + εHm(A) + N∑
j=1w(xj)Hm(Bγj(xj) ∩A)
and, knowing that w(xj)Hm⌞A =Hmw(xj)⌞A, for all j, and w(xj) ⩽ ε+w(x), for all x ∈ Bγj(xj),
we arrive to ∫
A
w(x)dHm(x) ⩽ δ sup
A
w(⋅) + 2εHm(A) +Hmw (A).
On the other hand, we get, in the same manner, thatHmw (A) ⩽ δ sup
A
w(⋅) + 2εHm(A) + ∫
A
w(x)dHm(x),
so, by taking ε, δ → 0, we have obtained the desired equality. 
We assume, from now on, the hypotheses of Theorem 1. Following the previous lemma,
we could define a new mass Ma on Rm(Rm+n) by substituting Hm for Hma in the integral
representation of the mass M, see (9) in section 2. Specifically, for a current T ∈ Rm(Rm+n)
associated to the Hm-rectifiable set T̃ and the multiplicity θT , we set
Ma(T ) = ∫
T̃
θT (x)Hma .
With this, formula (20) can be written as
inf
u∈E(Γ)EΓ(u, a) = nn/2σn+1 infM∈C(Γ)Ma(M),
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which is in agreement with the observation in [BCL86] that different generalizations of the
original problem should all yield the same kind of formula for the minimum energy, provided
that the distance, in this case the measure, is properly defined. The same approach was taken
in [Mil05], where the Euclidean distance in R3 was replaced by dista whose definition we
specified in the Introduction, formula (7). Considering the proposition below, it is clear that
Theorem 1 gives, for the case m = 1, n = 2, the same formula, as does [Mil05, Theorem 1.1],
for a(⋅) continuous.
Proposition 2. Suppose Γ is a polyhedral current. Then, in the formula (20) of Theorem 1,
we can assume that the currents M are polyhedral, i.e.,
inf{M(M ⌞ a) ∶M ∈ C(Γ)} = inf{M(M ⌞ a) ∶M ∈ C(Γ) ∩Pm(Rm+n))}
Proof. We need to show that, given M ∈Rm(Rm+n), with finite mass and boundary ∂M = Γ,
we can find, for every ε > 0, a polyhedral current P , that has the same boundary, and which
satisfies
M(P ⌞ a) ⩽ M(M ⌞ a) + ε.
It suffices to show this for a(⋅) ≡ 1, as the general case follows by applying the Vitali-
Besicovitch theorem as in the precedent proof.
By the approximation theorem [Fed69, Theorem 4.2.22], there exists a polyhedral current
P0 ∈ Pm(Rm+n), and two rectifiable currents R and Q, of dimension m and m+1, respectively,
such that
M = P0 +R + ∂Q, with M(R) ⩽ ε/2, and M(P0) ⩽M + ε/2.
Moreover, by the deformation theorem [Fed69, Theorem 4.2.9], we can write R as the sum
between a polyhedral current P1 and the boundary ∂S of a (m + 1)-dimensional integral
current S. So, if we take P = P0 + P1, we have
M = P + ∂(Q + S), with M(P ) ⩽ M(P0) +M(R) ⩽ ε,
and ∂P = ∂M = Γ. 
The following lemma gives the analogue of the dipole introduced in [BCL86].
Lemma 1. Suppose E ≡ Er(ξ0,τE) is an oriented disk of dimension m in Ω. Then, for any
δ > 0, and any fixed point y0 ∈ Sn, there exists a map u ∈ E(J∂EK), that is locally Lipschitz in
Ω∖∂E, constantly equal to y0 outside the ball Br(ξ0) in Rm+n, and whose energy satisfies the
following inequality
(21) ∫
Ω
a(x) ∣Du(x)∣n dx ⩽ nn/2σn+1Hma (E) + δ.
Proof. Without loss of generality, we may restrict to the particular case where
E = {(x,0) ∈ Rm × Rn with ∣x∣ ⩽ r},
τE = e(m+n)1 ∧ ⋅ ⋅ ⋅ ∧ e(m+n)m ∈ Rm × Rn, and y0 = (0,1) ∈ Rn × R,
because the general case will then follow through an isometry of Rn+m, and a rotation of Sn.
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The map u will be constructed in two steps, just as described in [BCL86]. The first step is
to take a function v ∶ Rn → Sn that satisfies the following properties:
v(⋅) is Lipschitz on Rn and constant outside a small ball,(22)
deg v(⋅) = 1, and(23)
∫
Rn
∣Dv(x)∣n dx ⩽ nn/2σn+1 + η,(24)
for a given η > 0. For example, we can consider the function from [BC83, proof of Lemma 2]
(see also [Mil05, Lemma 3.2]), which, in our case, becomes
v(ε, x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
ε4 + ∣x∣2 (2ε2x, ∣x∣2 − ε4) ∣x∣ ⩽ ε( x∣x∣A(∣x∣),√1 −A2(∣x∣)) ∣x∣ ∈ [ε,2ε] ,(0,1) ∈ Rn × R ∣x∣ ⩾ 2ε
where x ∶= ((−1)n+1x1, x2, . . . , xn) is used to control the sign of deg v(ε, ⋅), the map A(⋅) is an
affine map chosen such that v(ε, ⋅) is continuous, that is,
A(r) ∶= − 2
ε2 + 1r + 4εε2 + 1 , for r > 0,
and ε > 0 is a small parameter that we will conveniently fix later.
The meaning of deg v(ε, ⋅) is that of the degree of v(ε, ⋅) which is viewed as a map from
the sphere Sn to itself, obtained by identifying Rn ∪ {∞} and Sn through the use of the
stereographic projection pi. So deg v(ε, ⋅) is given by
deg v(ε,pi(⋅))= 1
σn+1∫Sndet [v(ε,pi(y)), ∂y1v(ε,pi(y)),. . ., ∂ynv(ε,pi(y))]dHn(y)= 1
σn+1∫Rndet [v(ε, x), ∂x1v(ε, x), . . . , ∂xnv(ε, x)]dx,
where y1 . . . , yn are the coordinates of the point y ∈ Sn in an orthonormal basis of TySn.
The function v(ε, ⋅) clearly satisfies (22), and we next check that, provided ε is sufficiently
small, properties (23) and (24) are also verified. Since
det[v, ∂x1v, . . . , ∂xnv](ε, x) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
( 2ε2
ε4 + ∣x∣2)n, ∣x∣ ⩽ ε
2
ε2 + 1 × An−1(∣x∣)∣x∣n−1√1 −A2(∣x∣) , ∣x∣ ∈ [ε,2ε],
we have, after the appropriate change of variables, that
(25) deg v(ε, ⋅) = σn
σn+1(2n∫ 1/ε0 rn−1(1 + r2)n dr + ∫ 2ε/(ε
2+1)
0
rn−1√
1 − r2 dr).
We notice that the derivative with respect to ε of deg v(ε, ⋅) vanishes on the interval (0,1).
Since the degree depends continuously on ε, we find, after another change of variables, that
(26) deg v(ε, ⋅) = deg v(1, ⋅) = σn
2σn+1(2n∫ 10 tn/2−1(1 + t)n dt + ∫ 10 tn/2−1(1 − t)1/2 dt).
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The second integral is an Euler integral, and its value is
∫ 1
0
tn/2−1(1 − t)1/2−1 dt = B(n
2
,
1
2
) = Γ(n2 )Γ(12)
Γ(n2 + 12)
where B(⋅, ⋅) and Γ(⋅) are the classical Beta and Gamma functions, respectively. For the first
integral in (26), we consider the hypergeometric function in its Euler integral representation,
that is,
F(α,β;γ; ξ) = Γ(γ)
Γ(β)Γ(γ − β) ∫ 10 tβ−1(1 − t)γ−β−1(1 − ξt)−α dt
(see for example [AAR99, Theorem 2.2.1]; here α,β, γ > 0 and ξ ∈ R ∖ {0}), and then use
Kummer’s formula
F(α,β;α − β + 1;−1) = Γ(α − β + 1)Γ(α2 + 1)
Γ(α + 1)Γ(α2 − β + 1)
(see [AAR99, Corollary 3.1.2]). This gives us
∫ 1
0
tn/2−1(1 + t)−n dt = Γ(n2 + 1)Γ(n2 )
Γ(n + 1) ,
and, using the property Γ(z)Γ(z + 1
2
) = 21−2z√piΓ(2z) satisfied by the Gamma function, we
conclude that (23) is verified, that is,
deg v(ε, ⋅) = 1, for any ε ∈ (0,1).
In order to verify (24), we compute the differential of v(ε, ⋅). We have that
∣Dv(ε, x)∣ =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
n1/2 2ε2
ε4 + ∣x∣2 ∣x∣ ⩽ ε
( 4(ε2 + 1)2 × 11 −A2(∣x∣) + (n − 1)A2(∣x∣)∣x∣2 )1/2 ∣x∣ ∈ [ε,2ε] .
Thus,
∫∣x∣⩽ε ∣Dv(ε, x)∣n dx = nn/2σn∫ ε0 ( 2ε2ε4 + r2)nrn−1 dr = nn/2σn2n × I(ε),
where I(ε) is the first integral in (25). From the fact that deg v(ε, ⋅) = 1, and recalling (25),
we can deduce that
I(ε) = σn+1
2nσn
− 1
2n
∫ 2ε/(ε2+1)
0
rn−1√
1 − r2 dr,
for every ε ∈ (0,1), and so
lim
ε→0∫∣x∣⩽ε ∣Dv(ε, x)∣n dx = nn/2σn+1.
On the other hand,
∫
ε⩽∣x∣⩽2ε∣Dv(ε, x)∣n dx
= 2nσn∫ 2ε
ε
( 1(ε2 + 1)2 − 4(2ε − r)2 + (n − 1) (2ε − r)2r2(ε2 + 1))n/2rn−1 dr
⩽ 22nσnεn ( 1(1 − ε2)2 + n − 1ε2 + 1)n/2
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which tends to 0 when ε→ 0. So, we can choose ε > 0 sufficiently small for (24) to be verified,
and for this function v(ε, ⋅) we will just use the notation v(⋅).
The second step is to define, for every k ⩾ 1, the function u ∶ Ω ∖ ∂E → Sn by
u(x˜, x) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
v( kx
r − ∣x˜∣) (x˜, x) ∈ (prRmE × Rn) ∩Ω(0,1) ∈ Rn × R elsewhere .
We compute the differential of u to get
∣Du(x˜, x)∣ = ( k
r − ∣x˜∣)[( ∣x∣r − ∣x˜∣)2 + 1]1/2 × ∣Dv( kxr − ∣x˜∣)∣,
if (x˜, x) ∈ prRmE × Rn. For k sufficiently large, and η conveniently chosen, we have∫
Ω
a(x)∣Du(x)∣n dx
= ∫
pr
RmE∩Ω(∫Rn∩Ω a(x˜, y(r − ∣x˜∣)k )[( ∣y∣k )2 + 1]n/2× ∣Dv(y)∣n dy)dx˜⩽ nn/2σn+1∫
pr
RmE∩Ω a(x˜,0)dx˜ + δ = nn/2σn+1Hma (E) + δ,
so inequality (21) is satisfied.
Since the map u belongs to W1,nloc (Ω,Sn), and is locally Lipschitz outside ∂E, we know that⋆Ju = σn+1
n + 1 deg(u, ∂E)J∂EK,
where the degree of u along the curve ∂E means the degree of the restriction of u to the
boundary of any disk D ⊂ Rm+n of dimension (n+ 1), that intersects transversally ∂E in only
one point, and whose orientation τD is such that
τ∂E ∧ τD = e(m+n)1 ∧ ⋅ ⋅ ⋅ ∧ e(m+n)m+n ,
τ∂E being the orientation of the boundary ∂E induced by that of E. If we choose
D = {ξ = x˜1e(m+n)1 + x1e(m+n)m+1 + ⋅ ⋅ ⋅ + xne(m+n)m+n with ∣ξ − re(m+n)1 ∣ ⩽ r},
then it can be easily seen that deg(u, ∂D) = deg v(⋅) = 1, and, consequently, the map u belongs
to the class E(J∂EK). 
For passing from the boundary of a disk to the general case of the boundary of a rectifiable
current, we will need the following result, which is a variant of [ABO03, Corollary 7.13].
Theorem 2. Let T be a current in Rm(Ω) with finite mass, and suppose that a(⋅) ∶ Ω→ (0,∞)
is a bounded continuous function. Given ρ(⋅) a strictly positive function on Ω, and s > 1, there
exist, for any ε > 0, a rectifiable current R ∈Rm(Ω), and finitely many m-dimensional disks
Eri(xi) ⊂ Ω of radii ri ⩽ ρ(xi), which satisfy the following properties:
(a) ∂T = ∑
i
∂JEri(xi)K + ∂R;
(b) ∑
i
Hma (Eri(xi)) ⩽ 1 + εsm M(T ⌞ a);
(c) M(R ⌞ a) ⩽ (1 − 1
sm+1 )M(T ⌞ a);
(d) the balls Bsri(xi) are pairwise disjoint and contained in Ω.
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Proof. This result is a direct consequence of [ABO03, Theorem 7.12] (which, in turn, is proved
using the approximation of integral flat currents by integral polyhedral currents – [Fed69,
Thm. 4.2.22].)
We begin, just like in the proof of proposition 1, by applying the Vitali-Besicovitch covering
theorem. Since a(⋅) is uniformly continuous on the compact support of T , then, for any η > 0,
we can find γ > 0 such that, ∣a(x) − a(y)∣ ⩽ η whenever ∣x − y∣ ⩽ γ, and, considering T given
by the integral representation (8), we cover T̃ , up to a set of small Hm-measure, by a finite
and disjoint family of small balls
Hm(T̃ ∖ p⋃
j=1Bγj(ξj)) ⩽ λ , where λ > 0, γj ⩽ γ, ξj ∈ T̃ .
The theorem mentioned above states that the currents T ⌞Bγj(ξj) can be approximated in
the flat norm by finite sums
pj∑
i=1JEρij(xij)K of m-dimensional disks with radii ρij < ρ(xij) and
such that Bρij(xij) are pairwise disjoint and contained in Bγj(xj). This implies that, for any
δ > 0, there exist rectifiable currents Rj ∈Rm(Bγj(xj)) and Qj ∈Rm+1(Bγj(xj)), that satisfy
T ⌞Bγj(ξj) = pj∑
i=1JEρij(xij)K +Rj + ∂Qj(27)
M(Rj) ⩽ δM(T ⌞Bγj(ξj)), and(28)
pj∑
i=1Hm(Eρij(xij)) ⩽ (1 + δ)M(T ⌞Bγj(ξj)), ∀j = 1 . . . , p.(29)
We rescale the radii by taking rij ∶= ρij/s, define R0 ∶= T ⌞A, where the measurable set A
represents the difference T̃ ∖ p⋃
j=1Bγj(ξj), and consider the following m-dimensional rectifiable
current
R ∶= p∑
j=1 [
pj∑
i=1 (JEρij(xij)K − JErij(xij)K) +Rj] +R0.
After summing the identities in (27), we obtain
T = p∑
j=1
pj∑
i=1JEij(xij)K +R +∑j ∂Qj ,
so we need only to apply the boundary operator, and reindex the finite number of disks
Erij(xij), to get the first property required.
To arrive at the second one, we approximate a(x) with a(ξj) on each Bγj(ξj), and use the
inequalities in (29), that give us
p∑
j=1
pj∑
i=1Hma (Erij(xij)) ⩽
p∑
j=1
pj∑
i=1(a(ξj) + η)Hm(Erij(xij))⩽ 1 + δ
sm
(M(T ⌞ a) + 2ηM(T )).
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Then, using also the inequalities (28), and the fact that A has small Hm measure, we see that
M(R ⌞ a) = p∑
j=1
pj∑
i=1 [M(JEρij(xij)K ⌞ a) −M(JErij(xij)K ⌞ a)]
+ p∑
j=1M(Rj ⌞ a) +M(R0 ⌞ a)⩽ [(1 − 1
sm
)(1 + δ) + δ](M(T ⌞ a) + 2ηM(T )) + λ0,
where λ0 approaches 0, as λ tends to 0. With a proper choice of small η and δ, these two last
inequalities yield the properties b. and c. in the statement of the theorem. 
3.1. Proof of the upper bound. Making use of the two results from above, we will see
that the exact strategy from [ABO03, Theorem 5.6] works effectively for proving the precise
lower bound of the weighted energy. Let M be a current in C(Γ) and let δ > 0, and s ∈ (1,2).
The result is obtained by finding sequences of maps uj ∈ W1,n(Ω,Sn), closed subsets Sj ⊂ Ω
of dimension m−1 such that uj ∈ Liploc(Ω∖Sj), and currents Rj ∈Rm(Ω) with the following
properties: ⋆Juj = σn+1
n + 1 (Γ − ∂Rj)(30)
M(Rj ⌞ a) ⩽ c1M(Rj−1 ⌞ a), with c1 < 1(31)
∫
Ω
a(x) ∣Duj(x) −Duj−1(x)∣n dx ⩽ cn2 M(Rj−1 ⌞ a),(32)
with c1 and c2 constants verifying ( c2
1 − c1/n1 )
n = nn/2σn+1 + δ
M(M ⌞ a) . These sequences will
be constructed by induction, starting from u0 constant, S0 = ∅ and R0 =M .
Let’s see first how these sequences help us prove the upper bound. From (2) and (3) we
deduce that (Duj)j (modulo a subsequence) converges in Ln(Ω,Rn+1), so we can assume that(uj)j converges to some map u in W1,nloc (Ω,Sn). Hence, ⋆Juj ⇀ ⋆Ju, so, by (1) and (3), we get⋆Ju = σn+1
n + 1 Γ and, by (2) and (3) and the condition on the constants c1 and c2, we have∫
Ω
a(x)∣Du(x)∣n dx ⩽ nn/2σn+1M(M ⌞ a) + δ.
For the construction of the sequences, suppose we have uj−1, Sj−1 and Rj−1 with the desired
properties, for a fixed j. Since Sj−1 is closed, for each x ∈ Ω ∖ Sj−1 we can find r(x) > 0 such
that Br(x)(x) ⊂ Ω ∖ Sj−1. The function uj−1 is locally Lipschitz outside Sj−1, so we have∥Duj−1∥L∞(Br(x)(x)) <∞ and we can define
0 < ρ(x) ∶= min{r(x)
s
;
s − 1
2s
∥Duj−1∥−1L∞(Br(x)(x))},
for every x in Ω ∖ Sj−1. Then, by Theorem 2, applied with T = Rj−1, for every small ε > 0
we get finitely many m-dimensional disks Eri(xi) in Rm+n with ri < ρ(xi) and a rectifiable
m-current Rj ⊂ Ω such that the balls Bsri(xi) are pairwise disjoint, and
(a) ∂Rj−1 = ∑
i
∂JEri(xi)K + ∂Rj
(b) ∑
i
Hm(Eri(xi)) ⩽ 1 + εsm M(Rj−1 ⌞ a)
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(c) M(Rj ⌞ a) ⩽ (1 − 1
sm+1 )M(Rj−1 ⌞ a).
On every Eri(xi) we insert the dipole given by Lemma 1. More precisely, for any η > 0,
we take some maps vi ∈ W1,n(Ω,Sn), which are locally Lipschitz on Ω ∖ ∂Eri(xi), constantly
equal to some y0 ∈ uj−1(Bsri(xi) ∖Bri(xi)), and that satisfy
∫
Ω
a(x) ∣Dvi∣n(x)dx ⩽σn+1nn/2Hma (Eri(xi)) + η,
and thus, ⋆Jvi = σn+1
n + 1 ∂Eri(xi).
Because vi agrees with one of the values of uj−1 on the annulus Bsri(xi)∖Bri(xi), for each i,
we have
∥uj−1−vi∥L∞(Bsri(xi)∖Bri(xi))⩽ sup
x,ξ∈Bsri(xi) ∣uj−1(x) − uj−1(ξ)∣ = suph∈B2sri
ξ∈Bsri(xi)
∣uj−1(ξ + h) − uj−1(ξ)∣
⩽ sup
h∈B2sri ∥Duj−1∥L∞(Bsri(xi))∣h∣ = 2sri∥Duj−1∥L∞(Bsri(xi)).
By the choice of ρ, this implies ∣uj−1 − vi∣ ⩽ s − 1 ⩽ 1 a.e. on Bsri(xi) ∖Bri(xi), and the balls
Bsri(xi) being pairwise disjoint, we can repeatedly apply Lemma 5.4 in [ABO03] to get the
maps wi ∈ W1,n(Ω,Sn) with
wi = ⎧⎪⎪⎨⎪⎪⎩vi on Bri(xi)wi−1 on Ω ∖Bsri(xi) , where w0 ≡ uj−1.
Since there are a finite number of balls Bri(xi), we can take uj to be the last wi, that is,
uj = ⎧⎪⎪⎨⎪⎪⎩
vi on Bri(xi), ∀i
uj−1 on Ω ∖⋃
i
Bsri(xi) ;
moreover, Lemma 5.4 in [ABO03] also gives us Juj = Juj−1 +∑
i
Jvi, and
∥Duj∥L∞(Bsri(xi)∖Bri(xi)) ⩽ 2√3 3s − 1s − 1 ∥Duj−1∥L∞(Bsri(xi)), ∀i.
By construction (see the proof of Lemma 5.4 in [ABO03]), the function uj is locally Lipschitz
outside Sj ∶= ⋃
i
∂Eri(xi) ∪ Sj−1. Properties (a) and (c) show that uj satisfies the required
conditions (30), and (31) with c1 = 1 − 1
sm+1 , respectively, and it remains to check (32). We
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have the estimate
(∫
Ω
a(x)∣Duj(x) −Duj−1(x)∣n dx)1/n
⩽ (∑
i
∫
Bsri(xi)∖Bri(xi) a ∣Duj ∣n +∑i ∫Bri(xi) a ∣Dvi∣n)1/n+ (∑
i
∫
Bsri(xi) a ∣Duj−1∣n)1/n⩽ [(3s − 1√
3s
)n∑
i
1
rni
∫
Bsri(xi)∖Bri(xi) a(x)dx+ nn/2σn+1∑
i
Hma (Eri(xi)) +∑
i
η]1/n + s − 1
2s
(∑
i
1
rni
∫
Bri(xi) a(x)dx)1/n.
Taking into account property (b), it is clear that there exist ε > 0, η > 0 and s ∈ (1,2), such
that condition (32) is verified, with the constant c2 also satisfying the required inequality
relative to c1.
3.2. Proof of the lower bound. As we mentioned in the introduction, the lower bound can
be obtained with the help of the coarea formula, like in [ABO03], and, before that, as seen
in [ABL88]. Let u ∶ Ω→ Sn be an element of E(Γ), that is, u belongs to W1,n(Ω,Sn) and it
satisfies ⋆Ju = σn+1
n + 1Γ. We can choose, recalling (19), a point z ∈ Sn such that ⋆Ju = σn+1n + 1JNzK,
and which verifies the inequality
∫
Nz
a(x)dHm(x) ⩽ 1
σn+1 ∫Sn (∫Ny a(x)dHm(x))dHn(y).
By the coarea formula (15), and inequality (10), we have
∫
Sn
(∫
Ny
a(x)dHm(x))dHn(y) = ∫
Ω
a(x)∣u♯ω0(x)∣dx
⩽ n−n/2∫
Ω
a(x)∣Du(x)∣n dx.
Since the current M0 ∶= (−1)mJNzK belongs to the class C(Γ), we have
∫
Nz
a(x)dHm(x) = M(M0 ⌞ a) = M(JNz ⌞ aK) ⩾ inf
M∈C(Γ)M(M ⌞ a),
and therefore we have obtained
∫
Ω
a(x)∣Du(x)∣n dx ⩾ nn/2σn+1 inf
M∈C(Γ)M(M ⌞ a),
which completes the proof of the theorem.
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