Gaussian processes are ubiquitous in statistical analysis, machine learning and applied mathematics. They provide a flexible modelling framework for approximating functions, whilst simultaneously quantifying our uncertainty about this task in a computationally tractable manner. An important question is whether these approximations will be accurate, and if so how accurate, given our various modelling choices and the difficulty of the problem. This is of practical relevance, since the answer informs our choice of model and sampling distribution for a given application.
Introduction
Gaussian processes (GPs) are stochastic processes used as surrogates and models. Applications of these processes range from the initial work on geostatistics (where it was known as kriging) [Krige, 1951 , Cressie, 1990 , to some more modern applications including, but not limited to, computer models [Kennedy and O'Hagan, 2001] , machine learning [Rasmussen and Williams, 2006 ], health monitoring [Stegle et al., 2008] , engineering design [Forrester et al., 2008] or even tsunami modelling [Sarri et al., 2012] . GPs are closely connected to splines [Wahba, 1990] , and are widely used as prior distributions on functions in the field of Bayesian nonparametrics [Ghosal and van der Vaart, 2017] , uncertainty quantification and inverse problems [Stuart, 2010, Stuart and Teckentrup, 2018] , and Bayesian numerical methods. The latter includes Bayesian optimization [Mockus, 1989 , Snoek et al., 2012 , Bayesian quadrature , Kanagawa et al., 2019 and Bayesian differential equations solvers [Cockayne et al., 2016] .
In most of the applications above, the central task is to approximate a function of interest given pointwise evaluations which may be corrupted by some unknown noise. To do so, practitioners carefully design their algorithms such that the approximation error decreases at a fast rate in the number of data points. Several modelling options are available, including (i) a choice of GP model and hyperparameters, (ii) a choice of observation model (i.e. of likelihood function), and (iii) a choice of experimental design (i.e. of where to obtain data).
Making appropriate choices for a given application is an extremely difficult task, and poor choices can lead to poor empirical performance. It is usually tackled through different heuristics which vary across fields and which will be discussed at length in Section 3. However, one way to tackle this problem in a unified manner is to turn to theoretical convergence guarantees which explicitly account for these modelling choices and to select specific algorithms which minimise upper bounds on the approximation error. As a result, convergence rates are not only reassuring mathematical guarantees, but also important tools in the design of algorithms. The main to such an approach is that existing results for GPs are scattered around several areas of the literature with little to no overlap. One of the main purposes of our paper is to highlight the connections within the literature, and to combine their individual advantages.
The main lines of work on GPs originate from the Bayesian nonparametrics community [Ghosal and van der Vaart, 2017, Giné and Nickl, 2015] and the statistical learning theory community [Steinwart and Christmann, 2008] (the latter focuses on kernel ridge regression, but has direct implications for GPs as will be seen later on in this paper). In both cases, the results rely on the assumption that there exists a sampling distribution for the observed points, and the error is usually measured using an L 2 norm weighted by this distribution. The results usually hold only in the case where we observe noisy data with a given distribution, usually Gaussian in Bayesian nonparametrics, or any distribution with bounded support in statistical learning theory.
A third line of work originates from the scattered data approximation literature [Wendland, 2005] , and was recently applied to GP methods in [Bull, 2011 , Stuart and Teckentrup, 2018 , Xi et al., 2018 , Teckentrup, 2019 , Tuo and Wang, 2019 . The most elegant and general results are in [Teckentrup, 2019] . These allow for adaptivity in the choice of GP hyperparameters, such as the lengthscale, amplitude and smoothness. They also hold for data selected in a deterministic or randomised manner and are measured in (un-weighted) Sobolev norms. However, the main practical drawback is that these results only hold when observing noiseless data.
Our paper proposes novel convergence results which build on work from the Bayesian nonparametrics, statistical learning theory and scattered data approximation literature in order to combine their strengths. The main novelty of our results is the flexibility offered in terms of the range of observation models, and possible misspecification of this observation model. There are only few settings where the conditioned GP remains computationally tractable. Examples include assumptions of noiseless data or data with additive independent Gaussian noise, in which case conditioning on function observations leads to a new GP with known mean and covariance functions. Both of these cases are covered in this paper.
Unfortunately, the conditioned stochastic process becomes intractable if a more complex likelihood is used. This is for example the case for noise with a more complex distribution, such as distributions with heavy tails [Vanhatalo et al., 2009] , skew [Kim and Mallick, 2004] or distributions constructed as mixtures of Gaussians [Box and Tiao, 1968] . Issues also arise if the noise is input-dependent; see [Goldberg et al., 1998 , Le et al., 2005 .
There are several practical settings where noise misspecification occurs in practice, and we now highlight a few examples.
The first is when the data available is corrupted in a deterministic manner, perhaps due to a defective sensor, or measurement instrument, but we have assumed noiseless data or a Gaussian noise observation model. Unfortunately, the lack of robustness of GPs in those cases is a wellknown issue which can create significant challenges for function approximation [Goldberg et al., 1998 , Jylänki et al., 2011 . This was demonstrated by [Stegle et al., 2008] when modelling heart rate data, and by [Martinez-Cantin et al., 2018] for Bayesian optimisation applied to reinforcement learning, variational autoencoders and neural networks.
A second setting where deterministic noise is also present is when working with GPs on multifidelity problems [Le Gratiet, 2013 , Peherstorfer et al., 2018 which are prevalent in the engineering sciences. There, we usually have access to an approximation of the target function, called low-fidelity model, which is computationally cheaper to evaluate and hence used as a surrogate. However, the mismatch between the low-fidelity function and the target is often poorly understood. This leads to both poor GP approximations, and a poor understanding of the error incurred. See for example [Perdikaris et al., 2016] for applications in data fusion and [Kandasamy et al., 2016] for issues arising when using Bayesian optimisation on multifidelity problems.
Finally, a third setting is when the design points are only known up to some unknown additive noise, again due to measurement error. This case is known as the error-in-variable GP regression problem and requires a significant number of approximations to become tractable; see e.g. [Dellaportas and Stephens, 1995, McHutchon and Rasmussen, 2011] .
In all of the cases above, a common approach is to consider approximate inference. Alternatively, one can perform non-linear transformations of the problem [De Oliveira et al., 1997 ] to make it amenable to one of the tractable cases. However, a common approach taken by practitioners is to make simplifying assumptions such that the approximation problem reduces to one of the tractable cases. The implications of such approximations are poorly understood, and existing GP convergence results do not account for such misspecification of the likelihood. Our paper therefore also considers a third case: misspecified observation models. As such, it can provide guarantees on the performance of the GP algorithm even when the exact likelihood is computationally intractable. To the best of our knowledge, this is the first such theoretical study for GP approximations.
The paper is structured as follows. Section 2 reviews background material on GPs and details their study through the Fourier transform of the covariance function. Section 3 introduces and discusses several assumptions on the design region, design points and GP model required for our theory to hold. It also discusses existing convergence results. Section 4 provides our novel results for three cases: the noiseless case, the Gaussian noise case and the deterministic or randomised noise case while using Gaussian observation noise model. Section 5 demonstrates implications of these bounds for Bayesian quadrature. Finally, Section 6 provides concluding remarks.
Background on Gaussian Processes and Kernel Methods
We begin by introducing basic results on Gaussian Processes and their corresponding reproducing kernel Hilbert spaces (RKHS). We will first discuss the parallels between GP approximation and functional approximation in a RKHS (Section 2.1 and Section 2.2) then study smoothness properties of GP approximations and GP realisations through spectral properties of their kernels (Section 2.3).
Interpolation and Regression with Gaussian Processes
Let (Ω, F , P) be a probability space and X ⊆ R d . A Gaussian process [Stein, 1999 , Rasmussen and Williams, 2006 , Bogachev, 1998 ] is a stochastic process g : X × Ω → R with convenient properties captured by its mean m : X → R, given by m(x) = E[g(x, ·)], and covariance function k : X × X → R, given by k(x,
The defining property of a GP g, denoted g ∼ GP(m, k), is that for any finite set of points X = {x i } n i=1 , the random vector given by (g(x 1 , ·), . . . , g(x n , ·)) ⊤ ∈ R n follows the multivariate normal distribution N (m X , k XX ) with mean vector given by m X = (m(x 1 ), . . . , m(x n )) ⊤ ∈ R n and covariance matrix k XX = (k(x i , x j )) 1≤i,j≤n ∈ R n×n .
The covariance function is symmetric (k(x, x ′ ) = k(x ′ , x) ∀x, x ′ ∈ X ) and positive definite (∀n ∈ N, a 1 , . . . , a n ∈ R, {x i } n i=1 ⊂ X , n i,j=1 a i a j k(x i , x j ) ≥ 0) and we shall call any function satisfying these two properties a kernel. As shown in [Loève, 1978] , for every kernel k and measurable function m there exists a GP with covariance function k and mean function m. Note that a GP induces a probability measure over functions which we denote Π k and analysing this measure can often lead to insightful properties of the GP.
The main example of a covariance function considered in this paper is the Matérn kernel. It is widely used in practice as it corresponds to a RKHS of functions of finite smoothness and has many of its mathematical properties, such as its Fourier transform, in closed form. For ν > d/2, l > 0, A > 0 the Matérn kernel is given by:
where Γ is the Gamma function, K ν−d/2 is the modified Bessel function of second kind of order ν − d/2 and x p = (
The parameter l is called the lengthscale, A is the amplitude and ν controls the smoothness. In practice the most common choice of infinitely smooth stationary kernel is the Gaussian kernel, which is given by
. Finally, an alternative to the Matérn kernel which also has finite smoothness is the Wendland polynomial kernel [Wendland, 1995] . This kernel is popular in the scattered data approximation literature due to the fact that it is compactly supported and thus offers favourable computational advantages. For more information on this kernel see [Wendland, 2005, Chapter 9 ]. For a thorough list of kernels, the reader is referred to [Berlinet and Thomas-Agnan, 2004 , Wendland, 2005 , Fasshauer and McCourt, 2014 .
The main advantage of GPs over other stochastic processes is our ability to condition on data in closed form. Let f GP ∼ GP(m, k), X = {x i } n i=1 be a finite collection of design points and for some deterministic function f denote by f X = {f (x i )} n i=1 the corresponding function values. Then the conditional distribution of f GP given it will take the values f X at X is also a GP, denoted f GP | X, f X ∼ GP(m,k). The new mean and covariance functions are given by:
This setting, where we condition on exact function evaluations, is usually referred to as the interpolation setting.
A similar result exists in the regression setting, where we instead assume that the function is evaluated up to some noise; i.e. we have access to y, the vector with y i = f (x i ) + ε i , where ε i are random variables. The most commonly considered case is when the noise is assumed to be independent Gaussian random variables each distributed with mean zero and standard deviation σ > 0. In this case, the conditional distribution of f GP given X and y is again a GP: f GP | X, y ∼ GP(m σ ,k σ ), with mean and covariance functions:
where I n×n denotes the n-dimensional identity matrix.
All of the equations above come from the fact that linear operations preserve the Gaussian distribution. Therefore, the conditioning of GPs on function evaluations can be done in closed form, but this is also true for other linear functionals including derivative information or integral information. This property has led to an extensive use of GPs for approximating functions. In a Bayesian (nonparametric) setting [Ghosal and van der Vaart, 2017] , it is common to use GPs as prior models on functions, then condition these on data to obtain a posterior distribution on functions. As such, m and k are often called prior mean and covariance functions whilstm σ andk σ (orm andk) are often called posterior mean and covariance functions respectively.
Interpolation and Regression in Kernel Spaces
Although approximation of functions can be done by conditioning of a GP model, or through Bayesian inference, another related, but different, approach is available through a function space viewpoint. More precisely, we can think of function approximation as a constrained optimisation problem in a function space. A convenient choice of space is a reproducing kernel Hilbert space, and we now recall the approximation problem for this choice [Schölkopf and Smola, 2001, Steinwart and Christmann, 2008] .
A Hilbert space of functions on X , denoted H(X ), with inner product ·, · H(X ) and norm · H(X ) is called a reproducing kernel Hilbert space (RKHS) [Berlinet and Thomas-Agnan, 2004 ] if there exists a kernel k, such that the following two conditions are satisfied: (i) ∀x ∈ X we have k(·, x) ∈ H(X ), and (ii) ∀x ∈ X and ∀f ∈ H(X ), we have f, k(·, x) H(X ) = f (x) (called the reproducing property). By the Moore-Aronszajn theorem [Aronszajn, 1950] , the relationship between kernels and RKHS is one-to-one, so the RKHS is often denoted H k (X ) instead of H(X ).
The interpolation problem in an RKHS H k (X ) can be framed as the following constrained optimisation problem. Given data locations X = {x i } n i=1 and function values {f (x i )} n i=1 we wish to find the minimal norm interpolant of this data from H k (X ), more precisely, we want arg min g∈H k (X ) g H k (X ) such that g(x i ) = f (x i ). A closed form solution to this problem can be obtained in the set of linear combinations of kernel translates span{k(·, x i ) : i = 1, . . . , n} and is given by
This procedure is usually refered to as kernel interpolation, and there is a clear parallel with GP interpolation. Indeed, if we use the same kernel k for a GP with m = 0, then the mean functionm of the conditioned GP is equal to the kernel interpolant R f .
The kernel regression problem is a regularized version of the interpolation problem. The regularizer takes the form of a penalty norm with coefficient λ n > 0 that can change as data points are added. Specifically, given data locations
We obtain a closed form expression: R f,nλn,ε (x) = k xX (k XX + nλ n I n×n ) −1 (f X + ε) which we refer to as the kernel regression function.
When ε i = 0 ∀i ∈ {1, . . . , n}, kernel regression is sometimes referred to as approximate kernel interpolation [Wendland, 2005] due to the fact that it differs from kernel interpolation as λ n > 0. However, we shall most often use kernel regression in the scenario where we have observed y i = f (x i ) + ε i for some corrupting noise vector ε. In this case, if we consider a GP with m(x) = 0 and take λ n = σ 2 /n, we get thatm σ is equal to the kernel regression function.
For comprehensive reviews of further links between Gaussian Processes and kernel methods see [Berlinet and Thomas-Agnan, 2004 , Scheuerer et al., 2013 , Kanagawa et al., 2018 . The advantage of all of the connections highlighted above is that we will be able to leverage results from the different areas of the literature to obtain our error bounds in Section 4. We hence unify notation between GP means and kernel approximations. Given a function m, a vector ε ∈ R n and λ > 0, we define the following approximation:
Hence if m is the mean of some GP, then the mean conditioned on exact evaluations of f at some data points X is R m f,0,0 , whilst the GP regression mean is R m f,σ 2 ,ε . Similarly, the kernel interpolant is R 0 f,0,0 and the kernel regression function is R 0 f,nλn,ε . For ease of notation we will drop the variables which are zero throughout the rest of the paper.
Approximation Properties of Gaussian Processes through Smoothness of their Kernels
The properties of a conditioned GP mean will be inherited from both the initial mean function and kernel. These two quantities will directly impact the convergence results presented in Section 4. In this paper, all convergence results will be expressed in terms of smoothness of these functions, and the usual assumption is that they belong to some Sobolev space of smoothness τ . For τ > d/2, we define the Sobolev space W τ 2 (R d ) as
wheref is the Fourier transform of f and L p (X ) denotes the space of functions such that f L p (X ) = ( X |f | p dx) 1/p < ∞ for any 1 ≤ p < ∞. Clearly, all functions in this Sobolev space map from R d to R. If we are interested in functions defined only on subsets X ⊂ R d , we may instead define the space W τ 2 (X ) via restriction as
Similarly, starting from H k (R d ), we may define H k (X ) via restriction and note that this function space is still an RKHS with the kernel being the restriction of k to X × X [Berlinet and Thomas-Agnan, 2004, Theorem 6] . We shall call a kernel k stationary if there exists a function φ k such that k(x, x ′ ) = φ k (x − x ′ ). Armed with the definitions above, [Wendland, 2005, Theorem 10 .12] identifies the functions in the RKHS of a stationary kernel by the decay of its Fourier transform. More precisely, suppose k is a stationary kernel with
. This is perhaps the most general result regarding the identification of the RKHS of a given kernel, which is often a difficult task and so partially justifies the frequent use of stationary kernels.
We can clearly see that if k is stationary with
We shall call a kernel k that has H k (R d ) norm equivalent to W τ 2 (R d ) a τ -smooth kernel. Note that if X is sufficiently regular so that there exists an extension operator to R d , then we can conclude that H k (X ) is norm equivalent to W τ 2 (X ), see Theorem 8 in the Appendix for further details.
The Matérn kernel has a parameter ν that controls the smoothness of the GP sample paths and can be adapted to the problem at hand and if ν = m + 1/2 + d/2 for some m ∈ N then more convenient closed forms avoiding the need to evaluate Bessel functions are available [Rasmussen and Williams, 2006, p. 85] . Note the Matérn kernel is stationary i.e. ∃φ kMat :
Since k Mat is stationary, Equation 2 can help us deduce the RKHS. The Fourier transform of φ kMat is known and given bŷ
The Wendland kernel is also a stationary kernel that is norm equivalent to a Sobolev space once certain smoothness parameters are choosen, so along with the Matérn kernel it should be kept as a major example of a kernel to which our theory applies.
Our convergence results will be provided in terms of two smoothness parameters: the smoothness of the kernel and the smoothness of the target function. When these parameters differ, we will say we are in a misspecified smoothness setting and expect, in the interpolation scenario, to obtain the best convergence rates when these smoothnesses are equal. However when the data is corrupted by Gaussian noise it will be shown that it is not optimal for the smoothnesses to be equal. This is due to the difference between the smoothness of a kernel k, and the smoothness of the draws of a GP with kernel k. Indeed, with probability one, the draws of a GP are not contained in the corresponding RKHS [Lukić and Beder, 2001, Driscoll, 1973] and [Scheuerer, 2010] provides results for stationary kernels which characterise whether or not a draw lies in certain function spaces via the decay of the Fourier transform of k. The main result of interest for this paper is that if a kernel is stationary and τ -smooth with τ > d/2, then its sample paths lie in W ν 2 (X ) if and only if ν < τ − d/2 [Scheuerer, 2010] . This translates to requiring a misspecification of d/2 between the smoothness of the kernel and target function in the Gaussian observation noise scenario, see Section 4.3.
Experimental Setting
This section clarifies all of the assumptions on the experimental setting for which our theoretical results hold. This includes properties of the domain over which we wish to approximate the target function (Section 3.1), properties of the points at which the target function is evaluated (Section 3.2) and properties of the GP model (Section 3.3). We then provide a detailed discussion of existing convergence results (Section 3.4) and highlight how these relate to our new results.
The Design Region
In order to state our results for GP interpolation and regression, we will need several mild assumption on the design region X on which we will approximate the target function. These technical conditions are needed to ensure existing sampling inequalities hold and so that we can relate RKHS norms on X to those on R d . Before presenting these technical conditions, we introduce several definitions.
Throughout this paper a domain shall mean an open connected set in R d . A domain satisfies the (R, δ) interior cone condition if for R > 0 and angle δ ∈ (0, π/2) we have that ∀x ∈ X , ∃ ξ(x) such that the cone [Stein, 1970, p. 181] if there exists a rotation of X i , denoted byX i , and a function ψ : R d−1 − → R which satisfies the following
Consider a domain X ⊆ R d and denote its boundary by ∂ X . We say ∂ X is a Lipschitz boundary (p. 189 [Stein, 1970] 
such that the following conditions are satisfied:
Our theoretical results will require the combination of the two concepts above, we follow [Arcangéli et al., 2012] and call any bounded domain satisfying the (R, δ) interior cone condition with a Lipschitz boundary a L(R, δ)-domain.
As discussed in [Stein, 1970] , any open bounded convex set in R d has Lipschitz boundary. Therefore a large class of examples of L(R, δ)-domains is bounded domains that are convex satisfying the (R, δ) interior cone condition. This includes for example any open hypercube (0, 1) d and indeed any hyper cuboid. An example of a non-Lipschitz boundary is a domain of two polygons with boundaries touching at only one point.
The Experimental Design
Given a design region X and a target function f , the question remains of how to select the collection of points X where the function will be evaluated. This experimental design problem is well studied for GP surrogate models [Sacks et al., 1989 , Santner et al., 2018 , and an intuitive requirement is that the point set X covers the domain X somehow. Designs based on this rule-of-thumb are usually referred to as space-filling designs, see the review by [Pronzato and Müller, 2012] .
In this paper, we will focus on two criteria called fill distance and separation radius which will take a central role in our bounds. Given a bounded set X ⊆ R d and a collection of points X ⊆ X , the fill distance h X and separation radius q X are defined as
A small fill distance guarantees that no point in the domain X is too far away from a point in the design X, while a large separation radius guarantees that points in the design X are not too close to one another. All of our bounds will be expressed in terms of these two quantities, as well their ratio ρ X = h X /q X . This ratio is called the mesh ratio and quantifies the uniformity of the point placement in X . A sequence of points sets {X n } n∈N is said to be quasi-uniform, if ∃ C > 0 such that Cq Xn ≥ h Xn ∀n ∈ N. Note that quasi-uniformity is equivalent to a bounded mesh ratio ρ Xn . It is well known that quasi-uniform points achieve optimal rates for the fill distance on L(R, δ)-domains, namely [Müller, 2008, Satz 2.1.7] showed that ∃ C 1 , C 2 > 0 such that
Since the concepts above can be fairly abstract, we now highlight several examples of point sets for which results on the fill distance or separation radius are available:
• Regular grid points in a hypercube X = (0, 1) d can easily be shown to form a quasi-uniform point set; see [Johnson et al., 1990 ].
• Random points sampled according to some probability measure on X with density p can be shown to decrease the fill distance at a nearly optimum rate in expectation. Indeed, showed that on a L(R, δ)-domain, for any ǫ > 0, E[h Xn ] = O(n −1/d+ǫ ) whenever p > 0 on all of X . However, whether such a random point set is quasi-uniform would depend on p.
• In the case of points chosen in a greedy fashion to minimise the GP posterior variance for a τ -smooth kernel function k with τ > d/2, [Santin and Haasdonk, 2017] showed that ∀ε > 0, ∃C ε > 0 such that h Xn ≤ C ε n −1/d+ε . It is unclear whether these points are quasi-uniform.
• Another possible choice is the family of quasi-Monte Carlo (QMC) point sets. These are usually constructed by maximising some notion of coverage of the domain so that the integral of functions can be approximated at a fast rate. Since quasi-uniformity as defined above is not studied in QMC, it is unclear when common QMC point sets are quasi-uniform. However, several special cases are known; see for example [Breger et al., 2018] for a range of quasiuniform QMC point sets on compact Riemmanian manifolds.
• Some experimental design schemes aim to minimise certain energy functionals, such as the Riesz energy. [Hardin et al., 2012] showed that minimum Riesz energy point sets on some compact metric spaces are quasi-uniform.
There are also several popular choices for which exact rates for the fill distance or separation radius are unknown, but which attempt to minimise these quantities numerically. The bounds in our paper clearly motivate these choices of design.
• The seminal work by [Johnson et al., 1990] termed designs globally minimising the fill distance minimax-distance designs, and designs globally maximising the separation radius maximindistance designs.
• Another popular choice of experimental designs are Latin hypercube designs (LHDs) [McKay et al., 1979] . Unfortunately, LHDs are not necessarily quasi-uniform point sets. However, several authors have proposed what they call maximin and minimax LHDs [Morris and Mitchell, 1995 , Joseph and Hung, 2008 , Wang et al., 2018 , which search the space of LHDs for a design optimising the fill distance or separation radius. • A popular choice of design for GPs originating from the partial differential equations literature are Smolyak sparse grids. Theorem 3.9 of [Teckentrup, 2019] shows that these points are marginally quasi-uniform when projected onto the coordinate axis, but these will not be quasiuniform in general. • Finally many designs are model-based: the point sets depend on properties of the GPs. Two popular examples include D-optimal designs, which aim to minimise the differential Shannon information, and G-optimal designs which are selected to minimise the maximum variance of the predicted values. [Johnson et al., 1990] showed that these choices are asymptotically equivalent to minimax or maximin design when taking a radial kernel with lengthscale going towards zero.
The Gaussian Process Model and Hyperparameter Selection
Our final set of assumptions relate to the GP model which will be used for approximation. Specifically, they will relate to the smoothness of the mean function m(θ) and the covariance function k(θ), which both depend on hyperparameters θ ∈ Θ ⊂ R d θ for some d θ ∈ N. In practice, it is common to learn hyperparameters as more data points are observed, and our convergence results will allow for such adaptivity.
There exists a vast literature on parameter estimation for GPs; for an overview, see [Stein, 1999, Chapter 6] , which includes a detailed discussion of Matérn kernels, and [Rasmussen and Williams, 2006, Chapter 5] . For the mean function m(θ), it is common to use a parametric model whose parameters are estimated using least-squares. Of course, other methods, such as empirical-risk minimisation and gradient-based optimisation could also be used. For the covariance function k(θ), parameters controlling lengthscales, amplitudes and smoothness need to be estimated. Common approaches include maximum marginal likelihood estimation (sometimes refered to as empirical Bayes) and cross-validation. In Bayesian settings, it is also common to provide a full prior on these hyperparameters and consider a predictive distribution taking into account uncertainty in the parameters.
Given the wide range of possible approaches, we will frame our bounds in a manner which is independent of the method used for parameter estimation as was done in [Teckentrup, 2019] . Our rates shall depend only on how extreme the smoothness of the approximation function R m f,λ,ε becomes given different θ ∈ Θ. We will hence denote this function R m f,λ,ε (θ) to emphasise the dependence on the parameter values. If k(θ) is τ (θ)-smooth then we shall denote positive norm equivalence constants by
We will assume that our parameter estimation method gives us a sequence of hyperparameter choices {θ n } ∞ n=1 so that once we have observed the n-th data point we use parameter setting θ n . Given
We shall denote this set of extreme values by Θ * N . We are of course assuming that k and {θ n } ∞ n=1 are such that these quantities exist. This is not a strong assumption since for the many commonly used kernels that have Sobolev space RKHS, such as Matérn and Wendland, the norm equivalence constants and smoothness values depend continuously on the parameters. For the Matérn kernel, we can obtain the norm equivalence constants [Rasmussen and Williams, 2006] :
This shows that for the Matérn kernel the norm equivalence constants and smoothness of RKHS depend continuously on the kernel parameters and can be calculated with relative ease. We see that the norm equivalence constants are bounded above and below if the lengthscale, amplitude and smoothness hyperparameters are bounded away from zero and infinity.
Related Work and Existing Convergence Results
The study of convergence of GPs has a long history and we shall discuss perspectives from three different areas of the literature: Bayesian nonparametrics, statistical learning theory, and scattered data approximation. This discussion shall certainly be non-exhaustive, we only aim to discuss the differences between the approaches to this problem by the three areas. The key differences are summarised in Table 1 .
• Bayesian nonparametrics: An elegant theory of contraction of GPs was presented in [van der Vaart and van Zanten, 2008a] . It includes statements regarding the contraction of the posterior measure to the true function, with proven mini-max optimal rates. The observation model considered in this literature is usually Gaussian noise with known standard deviation, but results for other distributions can be obtained whenever results on the small-ball probabilities of these distributions are available. Commonly, the results are available for design regions which are compact and data points are taken to be independently and identically distributed according to some known sampling distribution (although some generalisations exist, see [Ghosal and van der Vaart, 2017, Section 8.3.2] ). The error norm in the bounds are usually L 2 norms weighted by this assumed sampling distribution, which hence reduces to the usual L 2 norm when uniform random sampling is used. The optimal results are available whenever the target function has the same smoothness as the sample paths of the GP prior; see [van der Vaart and van Zanten, 2011] and [Ghosal and van der Vaart, 2017, Section 11.5] . When this is not the case, it is common to remedy the problem by adapting the lengthscale of the covariance function [Ghosal and van der Vaart, 2017, Chapter 11] . For a more detailed account of the theory of contraction in Bayesian nonparametrics, we recommend consulting the notes section of [Giné and Nickl, 2015, Chapters 6 & 7] .
• Statistical learning theory: This literature has obtained similar results to the Bayesian nonparametrics literature, but under subtly different assumptions. Most strikingly, these papers do not take a Bayesian view, but construct a kernel regression function with some assumed sampling and noise distributions on some bounded interval [Caponnetto and De Vito, 2007, Steinwart et al., 2009 ]. The error term is usually again an L 2 norm weighted by the sampling distribution of the observations. The case of the target function being outside the RKHS was dealt with in [Steinwart et al., 2009] , where again a length scale tuning regime was used to obtain optimal bounds. An equivalence between this approach and the Bayesian nonparametrics method of lengthscale tuning was observed in [Kanagawa et al., 2018] for the case of a kernel with Sobolev RKHS. More recently [Fischer and Steinwart, 2017] discussed bounds involving weighted Sobolev norms which are the closest results to the results we shall be presenting.
A detailed review on the use of kernels in the statistical learning theory literature can be found in Christmann, 2008, Schölkopf and Smola, 2001 ].
• Scattered data approximation: In this line of work, an approximation is constructed using radial basis functions originating from reproducing kernels, and the approximation coincides with the mean of a conditioned GP. Results from this literature are hence directly transferable to approximation with GPs. The most common observation setting considered is noiseless data, but other cases including regularised interpolation [Wendland and Rieger, 2005 ], deterministic corruption [Rieger and Zwicknagl, 2009] Arbitrary noise on bounded interval [Steinwart et al., 2009] Noiseless, Gaussian or arbitrary noise using Gaussian observation model Figure 1 : Table summarising differences in convergence results between the Bayesian nonparametrics literature (BNP), statistical learning theory literature (SLT) and the results in this paper. [Arcangéli et al., 2012] have been considered. These approximations do not all fall within the remit of GP approximations discussed in this paper, but [Tuo and Wang, 2019] and [Teckentrup, 2019] contain the most up-to-date application of scattered data approximation results for GPs. This line of work has also been used to provide theory for support vector machines Zwicknagl, 2009, 2010] and deep learning [Belkin, 2018 , Belkin et al., 2019 . The approximation error is measured using (un-weighted) Sobolev norms. The data points are not necessarily realisations from some sampling distribution, and as a result the bounds do not fall into the Bayesian mini-max regime. The errors bounds are expressed in terms of fill distance and separation radius of the data points, and only hold once the fill distance is smaller than a given constant. The setting of misspecified smoothness was first considered in [Narcowich and Ward, 2004] and subsequently generalised in [Narcowich et al., 2006] , where a mesh ratio argument is used as opposed to a length scale altering regime or a regluarisation altering regime. A generalisation of the scattered data approximation bounds is available through what are called a sampling inequalities. One of the first sampling inequalities for interpolation was given in ] and a stronger result was later given in [Arcangéli et al., 2012] . For a review of sampling inequalities in scattered data approximation see .
Convergence Guarantees for Gaussian Process Means
We now introduce our convergence results for GPs, starting with the noiseless approximation setting (Section 4.2), then the Gaussian noise setting (Section 4.3) and finally the misspecified observation model case (Section 4.4) . The results are all proved using sampling inequalities and are hence expressed in terms of the fill distance and separation radius of the point set. Rates in terms of the number of points are obtained by substituting in the corresponding fill distance and separation rates of the points used. All of the proofs are available in the supplementary material.
Notation & Assumptions
We denote x ∧ y = min(x, y), x ∨ y = max(x, y), (x) + = max(x, 0). ⌊x⌋ denotes the integer part of x and ⌈x⌉ denotes the ceiling of x. The integrability parameter in the Sobolev norms will be q ∈ [1, ∞]. We also define τ 0 := τ − d(1/2 − 1/q) + and τ * := τ 0 if τ ∈ N and either 2 < q < ∞ and τ 0 ∈ N, or q = 2, else we will have τ * := ⌈τ 0 ⌉ − 1. Finally, for a, b > 0, letã = a − ⌊a⌋ and define: Λ a,b := (bã(1 −ã)) 1/b , ifã ∈ (0, 1) and Λ a,b := 1 ifã = 0. All of our theoretical results will rely on the following assumptions:
Assumption 1 (Assumptions on the Domain). X is an L(R, δ)-domain for some R > 0 and δ ∈ (0, π/2).
Assumption 2 (Assumptions on the Kernel Parameters). The hyperparameters of the GP form a sequence {θ n } ∞ n=1 with θ n ∈ Θ ⊆ R d θ for all n ∈ N. Given N ∈ N, for n ≥ N we have that k(θ n ) is τ (θ n )-smooth and the elements of Θ * N are bounded away from zero and infinity with τ − N > d/2.
Assumption 3 (Assumptions on the smoothness of approximating function). Given N ∈ N, the set {τ (θ n )} n≥N takes finitely many values.
Assumption 4 (Assumptions on the Mean Function). Given N ∈ N and τ > d/2 the mean function satisfies sup n≥N m(θ n ) W τ 2 (X ) < ∞. Assumption 1 ensures that the domain over which we are performing approximation is sufficiently nice to be able to use extension and embedding theorems. For a discussion about examples of domains satisfying the assumptions see Section 3.1.
Assumption 2 ensures that the RKHS of k(θ n ) is norm equivalent to a Sobolev space with smoothness τ (θ n ) and that the parameters for the model are not so extreme as to result in arbitrarily smooth or arbitrarily rough functions. The N term facilitates a burn in period for narrowing down the desired range of hyper parameters.
Assumption 3 is required since Theorem 6, stated in the Appendix, is the main inequality we use and has different constants for each value of τ (θ n ) so assuming a finite number of smoothness values of the kernel allows us to upper bound the associated constants. The assumption is satisfied in the common scenario where a practioner has a finite set of hyperparameters in mind and performs cross validation to determine the best to use. Additionally the assumption is satisfied when a kernel is used where it is convenient to use a limited range of smoothness parameters, for example, as dicussed in Section 2.3, the widely used Matérn kernel has a convenient closed form for τ = m + 1/2 + d/2 for m ∈ N so in pratice {τ (θ n )} n≥N = {m + 1/2 + d/2} m∈M for some finite set M ⊂ N.
Assumption 4 ensures that the mean function used is at least as smooth as the target function. By similar bounding methods that will be discussed later in this paper this assumption can be relaxed at the cost of a worse convergence rate, but we do not show this in the present text.
Convergence Guarantees for GP Interpolation
We start by considering R m f (θ) = R m f,0,0 (θ), the interpolant of some function f obtained when using a GP(m(θ), k(θ)) conditioned on the data {(x, f (x)) : x ∈ X n }. Note that we assume the data is not corrupted by noise, and we are hence in the GP interpolation setting. This setting is particularly relevant for applications of GPs to computer models [Kennedy and O'Hagan, 2001] , Bayesian inverse problems [Stuart and Teckentrup, 2018, Teckentrup, 2019] or Bayesian numerical methods [Bull, 2011 , Xi et al., 2018 , Chen et al., 2019 , in which we tend to obtain noiseless data. From a practical point of view, the result provide insights into point-picking strategies and hyperparameter selection for these applications.
Our first bound is an extension of [Teckentrup, 2019, Theorem 3.4] . It holds for a wider range of target functions f by allowing rougher function, and as such alleviates the drawbacks mentioned in [Teckentrup, 2019, Remark 3.6] . It is based on the sampling inequality in [Arcangéli et al., 2012, Theorem 3 .2] instead of [Narcowich et al., 2006] . up to an error given by:
The theorem provides an upper bound on the approximation error of a GP interpolant as measured through a Sobolev norm. The range of the smoothness parameter s in the norm is dicated by τ the smoothness of the target function and τ − N the minimum smoothness of the approximating function. A bound for L 2 approximation can be recovered by setting s = 0, q = 2 but the generality of the bound allows for other norms. We shall see in Section 5 that an L 1 norm bound is more appropriate for bounding the error of Bayesian quadrature.
The upper bound holds only when the data points provide a sufficient initial covering of the domain, this is measured via the h 0 term. A discussion regarding h 0 is given in [Arcangéli et al., 2012, Remark 3.2] . It involves a geometric covering argument of the domain X . The behaviour of the term Λ s,q is discussed further in [Arcangéli et al., 2012, Section 4.2] , aside from the exponent of h Xn it is the only term on the right hand side that depends on s, therefore the same C value can be used for different s values.
The terms h Xn , ρ Xn are where the impact of the experimental design is manifested. A detailed discussion of examples of these quantities for multiple point sets is provided in Section 3.2. The optimum decay of h Xn is n − 1 d and the optimum bound for ρ Xn is being bounded by a constant independent of n. Both these properties occur when quasi-uniform points are used. In general the approximation error bound is always minimised by making h Xn , ρ Xn as small as possible. This is therefore a reasonable criterion for point selection. Convergence rates are faster the larger the exponent of h Xn and the smaller the exponent of ρ Xn meaning the larger the value of τ the faster the possible convergence.
We see τ ∧ τ − N penalises possible underestimation of τ by limiting the exponent of h Xn and (τ + N − τ ) + penalises possible overestimation of τ by increasing the exponent of ρ Xn indeed if τ + N = τ − N = τ then the best possible exponents of h Xn and ρ Xn will occur. If quasi-uniform points are used then ρ Xn is bounded by a constant independent of n therefore if one believes they are in danger of over estimating the smoothness of the true function then quasi-uniform points should be used.
The bound can also be helpful when it comes to understanding the impact of adapting hyperparameters. If the hyperparameters under consideration do not change the smoothness of the RKHS, then adaptively choosing the hyperparameters does not impact the convergence rate in n, but only constants of the bound. It can be seen in the proof that C depends on the extremes of the norm equivalence constants and of the smoothness values.
Convergence Guarantees for GP Regression with Gaussian Noise
In this section, we now consider observations that are corrupted with independently and identically distributed Gaussian noise so that our data is of the form y i = f (x i ) + ε i where ε i ∼ N (0, σ 2 ), so that our model has a well-specified likelihood, we have now dropped the subscript n from σ n for ease of notation. We are hence studying properties of R m f,σ 2 ,ε (θ n ), which is the GP mean obtained after starting with mean m(θ n ) and conditioning on these noisy observations.
We will employ a Bayesian nonparametric result from [van der Vaart and van Zanten, 2011] to ensure contraction of the residuals is controlled. The closest convergence result that we know of is [Arcangéli et al., 2007, Theorem 8.1] , but this considers different noise assumptions which cannot be applied to the standard GP regression setting with Gaussian noise. Before we state our result, three further assumptions are required. The first is an additional assumption on the range of smoothness parameters {τ (θ n )} n≥N . This additional assumption will be required since we will be used a sampling inequality twice, whereas in Theorem 1 we only used it once; see the proof of Theorem 3 for an explanation.
Assumption 5 (Additional Assumptions on the Kernel Parameters). Given N ∈ N and τ > d/2 for all n ≥ N we have τ (θ n ) ∈ (d/2, τ ] ∪ [⌈τ ⌉, ∞).
The second assumption imposes requirements on Π k(θn) which is the probability measure associated with the Gaussian process GP(0, k(θ n )). The condition involves the size of the realisations from Π k(θn) as measured by the supremum norm. The assumption imposes that the size of the GP samples cannot be uniformly small with arbitrarily high probability since this would result in a somehow degenerate GP. This assumption is implicitly used in [Li and Linde, 1999, Theorem 1.2] which is a key auxillary result in [van der Vaart and van Zanten, 2011] but does not consider changing hyperparameters. See the proof of Theorem 2 in the Appendix for more discussion.
Assumption 6 (Assumption on Small Ball Probability Given N ).
The third assumption concerns the regularity of the function we would like to approximate. This will be used to ensure that f is regular enough to use a convolution approximation argument in the proof of the residual bound.
Assumption 7 (Assumption on the Target Function). Given τ > d/2 the target function f has an extension f
is the space of Hölder continuous functions of order τ (the reader is referred to Section A.3 for a full definition). Since our results are based on random noise, they will be expressed in terms of expectations of Sobolev norms. The main advantage of our results over previous work in the Gaussian noise setting (such as [van der Vaart and van Zanten, 2011]) is that they allow for the use of adaptive point picking methods, rather than assuming a certain distribution over the locations at which the data is obtained. The result closely resembles Theorem 1 but also explicitly contains terms in n that come from the GP concentration results.
Theorem 2 (Convergence Rate for GP Regression with Gaussian Noise). Fix N ∈ N, τ > d/2 and suppose Assumptions 1-7 hold and let q ∈ [1, ∞]. Then, ∃ C, h 0 > 0 such that ∀n ≥ N , ∀X n ⊆ X with h Xn ≤ h 0 and |X n | = n, any target function f ∈ W τ 2 (X ) observed with i.i.d N (0, σ 2 ) noise can be approximated up to some error measured in some Sobolev norm of smoothness s ∈ [0, (τ ∧ τ − N ) * ] which satisfies:
The dependence on the norms of the target function and mean in C is from the residual bounds which is to be expected and arises from the use of [van der Vaart and van Zanten, 2011, Lemma 4 ]. This dependence is made explicit in the proof and occurs in a small-ball probability bound.
To obtain the optimal rate in the final term of the right hand side we need to have τ + d/2 = τ + N = τ − N , which corresponds to the sample paths of the GP matching the smoothness of the target function. This of course means that the target function could be outside the RKHS and quasi-uniform points will be required to control the mesh ratio terms.
Due to Assumption 5, there is a limitation in our theory for d = 1. Specifically, τ + d/2 could be smaller than ⌈τ ⌉ when d = 1 so Assumption 4 might not be satisfied. But in two dimensions and higher, Assumption 5 does not impose extra restrictions since then τ +d/2 ≥ ⌈τ ⌉ so τ (θ n ) = τ +d/2 is a permissable value. We summarise the rates obtained for quasi-uniform points in the following corollary:
Corollary 1 (Convergence Rate for Regression with Gaussian Noise using Quasi-Uniform Points). Suppose the assumptions of Theorem 2 hold in addition to q ≤ 2, τ (θ n ) = τ + d/2 for all n ≥ N and X n are quasi-uniform points. Then ∃C, h 0 > 0 such that for all n ≥ N such that h Xn ≤ h 0 and any f ∈ W τ 2 (X ) we have:
The above error rate recovers the minimax optimal rate of [van der Vaart and van Zanten, 2011, Theorem 5] when q = 2 and s = 0 and maintains this rate for q ≤ 2 and s = 0 but when s > 0 our rate is slower than [Fischer and Steinwart, 2017, Corollary 4 .1] where instead of s/d they have s/(τ + d) but to recover the same unweighted Sobolev norm the points are assumed to be from a uniform sampling distribution over X and the authors assume bounded noise. To improve our bounds when s > 0 a sampling inequality with a better fill distance factor on the residuals would be needed.
Convergence Guarantees for GP Regression with Misspecified Observation Model
Given these considerations we shall now consider the scenario of regression and assume the data has been corrupted by some vector ε = (ε 1 , . . . , ε n ) ∈ R n but we do not assume any particular distribution of this corruption. We will study the error of the GP regression approximation R m f,σ 2 n ,ε when we observe:
This framework represents the scenario where we have used a model which would only have a correct likelihood if the data was i.i.d Gaussian but where the corruption is actually arbitrary, meaning the oberservation model is misspecified. To obtain contraction to the true function the only assumption needed will be on the rate of growth of ε 2 as the number of data points grows. Our work builds on the papers of [Hesse et al., 2017 , Rieger and Zwicknagl, 2009 , Arcangéli et al., 2007 together with [Teckentrup, 2019, Theorem 3.4 ] to obtain the first bound for the deterministic corruption case which allows for adaptivity of hyperparameters and misspecification. The bound is similar to Theorem 1 and Theorem 2 but now has an additional term ε 2 which quantifies the impact of likelihood misspecification.
Theorem 3 (Convergence Rate for GP Regression with Deterministic Corruption). Fix N ∈ N, τ > d/2 and suppose Assumptions 1-5 hold and let q ∈ [1, ∞] and σ n > 0 ∀n ∈ N. Then, ∃ C, h 0 > 0 such that ∀n ≥ N , ∀X n ⊆ X with h Xn ≤ h 0 and |X n | = n, any target function f ∈ W τ 2 (X ) observed with any corruption ε ∈ R n can be approximated in a Sobolev norm of smoothness s ∈ [0, (τ ∧ τ − N ) * ] up to an error given by:
where C = C (X , d, q, τ, Θ * N ), h 0 = h 0 (R, δ, d, τ, Θ * N ), γ = 2 ∨ q Our bound can help us understand the impact of data corruption and also allows us to gain insights on how to improve the robustness of GP regression. The bound extends results from the scattered data approximation literature [Wendland and Rieger, 2005 , Hesse et al., 2017 , Rieger and Zwicknagl, 2009 ] which are usually not framed using a GP approximation formulation but instead in the context of statistical learning theory. They hence use various policies for adaptation of the regularisation term λ n = σ 2 n /n which ensure good error rates and computational stability. This is of course unnatural and uncommon in the context of GP approximation since we should not expect our observation error to depend on the number of observations we make. We do however keep a subscript n for σ 2 n for full generality, and results in the framework of statistical learning theory can be recovered by replacing σ 2 n by nλ n in the theorem. The corruption is measured in terms of ε 2 , which enters only through the final term. The smaller ε 2 is the tighter the bound will be. One reasonable and predictable criterion for practitioners is therefore that they should attempt to obtain data with measurements being as precise as possible. In fact, in order for the upper bound to tend to zero as n grows, we will need to assume that ε 2 grows slowly in n. Even when this is not the case, our bound allows us to quantify the approximation error of the GP algorithm for fixed finite n (but large enough such that h Xn ≤ h 0 ).
Once again, we get improved bounds for the well-specified smoothness case (i.e. when τ = τ + N = τ − N ). However, assuming a fixed noise term σ n = σ ∈ (0, ∞) ∀n > N , then the value of the smoothness parameter τ does not impact the rate at which the bound decays to zero since the rate will be slowed down by the h d/γ−s Xn terms. This differs significantly from the noiseless case in Section 4.2 where a large value of τ led to faster convergence rates, and demonstrates how a small amount of noise can significantly impact worst-case error rate as provided in this paper. We summarise this result in the following corollary:
Corollary 2 (Convergence Rate for GP Regression with Deterministic Corruption without Smoothness Misspecification). Assume the conditions of Theorem 3 hold in addition to h Xn ≤ Cn − 1 d for some C > 0, σ n = σ ∈ (0, ∞) and τ = τ − N = τ + N . Then there exists ∃C 1 , h 0 > 0 such that ∀n ≥ N with h Xn ≤ h 0 , any target function f ∈ W τ 2 (X ) observed with any deterministic corruption ε ∈ R n can be approximated in a Sobolev norm of smoothness s ∈ [0, τ * ] up to an error given by:
Clearly, in cases where the size of the amount of corruption as measured by ε 2 grows faster than the n term, it will not be possible to recover the true function. Using our bound above and considering approximations in L q (i.e. s = 0), we can only show that the approximation will converge if ε 2 = o(n 1/(2∨q) ), regardless of the smoothness τ . This condition is a rather strong condition; in general, for independently and identically distributed random noise where E[|ε i | 2 ] ∈ (0, ∞), we have E[ ε 2 ] = O(n 1/2 ) (see for example Corollary 1 in Biau and Mason [2015] ), so the bound does not go to zero as n grows in this case. This bound is therefore mostly useful when there are only a small number of corrupted data points, for example due to a faulty sensor or poor measurement.
Implications for Bayesian Numerical Methods
GP approximation guarantees are widely used to provide theoretical guarantees for Bayesian probabilistic numerical methods such as Bayesian optimization [Bull, 2011 , Chen et al., 2019 and Bayesian quadrature , Kanagawa et al., 2019 . In this section we briefly highlight how our new theoretical results can be used to improve on the state of the art for the case of Bayesian quadrature.
Bayesian quadrature (BQ) is a Bayesian probabilistic numerical method for estimating the integral of a function given only pointwise evaluations of that function. The usual approach is to place a GP prior on the integrand, condition this GP prior on function evaluations to obtain a posterior GP, then consider the pushforward of this GP through the integral operator. The resulting distribution on the integral is also Gaussian since integration is a linear operator. The posterior mean on this integral is used as an estimate of the integral and the posterior variance describes the uncertainty; see and the accompanying discussion for an in-depth overview.
Often the integral to be evaluated is that of a function which is either computationally expensive or costly to evaluate. The integral is taken with respect to a probability distribution with probability density function p, a common scenario in statistical inference. If we assume that p is bounded, the approximation of the integral can be upper bounded by the GP approximation error in L 1 norm as follows:
Since our theory covers L 1 norm convergence, we may obtain bounds for the error of Bayesian quadrature for a range of observation models, including settings which were not previously covered by the theory in this field. The first result considers the interpolation case and generalizes [Kanagawa et al., 2019, Theorem 3] by allowing a greater range of parameters for the smoothnesses of the function and kernel and taking into account varying hyperparameters. As always, the bound is stated in terms of fill distance and mesh ratio but rates in terms of n can be obtained by subtituting the values of the corresponding point picking policies discussed in Section 3.2.
Theorem 4 (Convergence Guarantees for Bayesian Quadrature in the Interpolation Setting). Fix N ∈ N, τ > d 2 . Under the assumptions of Theorem 1 ∃ C, h 0 > 0 such that ∀n ≥ N, ∀X n ⊆ X with h Xn ≤ h 0 , for any f ∈ W τ 2 (X ) and any p ∈ L ∞ (X ) we have
where C = C(X , d, τ, Θ * N ), h 0 = h 0 (R, δ, d, τ, Θ * N ) are from Theorem 1.
The proof is a consequence of Theorem 1 with q = 1, s = 0 and Equation 5. The second result provides the first BQ bounds for the case of Gaussian observation noise. The proof is a consequence of Corollary 1 with q = 1, s = 0 and Equation 5.
Theorem 5 (Convergence Guarantees for Bayesian Quadrature with Gaussian Observation Noise). Under the assumptions of Corollary 1, ∃ C, h 0 such that ∀p ∈ L ∞ (X ) and ∀n ≥ N
Conclusions
In this paper, we have presented novel convergence rates for GP approximation in Sobolev spaces. Most notably, our results provide approximation guarantees under three different observation models. These are the interpolation case, where the data is observed without noise, the case of regression with a well specified Gaussian noise likelihood and the case of regression where a Gaussian noise likelihood is assumed but the corruption is arbitrary. In each setting, our results demonstrate the impact of the choice of GP model and hyperparameters, of the experimental design and of the domain of approximation. As such, our results can guide practioners who need to select a specific GP algorithm, by allowing them to tailor this choice to the application at hand. We applied our results to Bayesian quadrature and provided the first error bounds for Bayesian quadrature with deterministic point selection and Gaussian observation noise. There are many possible extensions of this work, and we now highlight three of the most relevant ones:
First, our work focused specifically on functions in Sobolev spaces of finite smoothness. However, it is common to approximate infinitely smooth functions using, for example, a Gaussian or inverse-multiquadric covariance function for the GP model. These cases are not currently covered by our result, but sampling inequalities also exist for this setting and could be adapted to GP approximation. In the same spirit, another possible extension would be functions in tensor products of RKHSs, and once again refined sampling inequalities could be used for that case Wendland, 2017, 2020] .
A second possible extension would be to the case of approximation of vector-valued functions, known in this literature as multi-output (or multi-task) GP regression or co-kriging. These are often used to tackle multifidelity problems using GPs [Le Gratiet, 2013] and to perform transfer learning in machine learning; see for example [Xi et al., 2018] for an application to Bayesian numerical methods. As far as we know, general results for this problem in the noiseless setting are not available, but some results exist in the statistical learning theory where bounded noise with known distribution is assumed [Caponnetto and De Vito, 2007] .
Finally, our work could also be used to provide guarantees for the performance of sparse or variational GP methods, which are increasingly used for large-scale applications. Several results exist in this case; for example, [El Alaoui and Mahoney, 2015] provide results for approximate kernel ridge regression, [Burt et al., 2019] for variational GP methods based on the KL divergence, and [Huggins et al., 2018] discuss approximations minimising the Wasserstein distance. All of these results are local in the sense that they only tell us about the error at the observed data points. Global results are not as common in the literature, and our approach using sampling inequalities could yield global error bounds by controlling local error and the RKHS norm.
Theorem 6 (Sampling Inequality of [Arcangéli et al., 2012, Theorem 3.2] ). Let X be a L(R, δ)domain, τ > d/2 and q ∈ [1, ∞]. Then, ∃C, h 0 > 0 such that ∀X ⊆ X with h X ≤ h 0 , any f ∈ W τ 2 (X ) and any s ∈ [0, τ * ]:
where C = C(X , d, τ, q), h 0 = h 0 (δ, R, d, τ ) and γ = 2 ∨ q.
These constants are the subject of Assumption 3. Discussion of how the domain, smoothness of the function and point set affect the constants is provided in [Arcangéli et al., 2012] . It is important to note that the dependence on τ in h 0 is only through ⌊τ ⌋, this can be seen from inspection of the proof. The sampling inequality above is defined for norms over X , but our proofs will be based on Fourier transforms which will be defined for functions over R d . We therefore highlight several extension and restriction results which allow us to move from one space to the other.
Theorem 7 (Sobolev Extension Theorem [Triebel, 2006, Theorem 1.105] ). Let X ⊆ R d be a bounded Lipschitz domain, τ ≥ 0 and p ∈ [1, ∞). There exists an extension map E :
Note that Assumption 1 guarantees that our domain has Lipschitz boundary, so this result will hold in the settings we consider in the paper. By Equation 2, we can identify when a stationary kernel enjoys H k (R d ) ∼ = W τ 2 (R d ) and using Theorem 7 we can conclude this still holds over X . Theorem 8 (Equivalence between some RKHSs and Sobolev Spaces over X [Wendland, 2005, Corollary 10 .48]). Suppose k is τ -smooth with τ > d/2 and let X ⊆ R d be a bounded domain with Lipschitz boundary, then H k (X ) is norm equivalent to W τ 2 (X ). In the following results, we show that minimal norm properties of GP interpolant and regression functions still hold whenever we define an RKHS H k (X ) via restriction of another RKHS H k (R d ).
Lemma 1 (Minimal Norm Interpolants and Regression Functions). Let X ⊆ R d , X ⊆ X a finite subset, k a kernel over R d × R d and f ∈ H k (X ) then
where S(g, λ, X ) is the regularized least squares problem defined in Section 2.
Proof. The case of X = R d is obtained by standard arguments by setting X = R d in [Kanagawa et al., 2018, Theorem 3.4, Theorem 3 .5] so we restrict to the case when X is a strict subset of R d . We shall only prove the first statement since the second proof is analogous. The interpolant restricted to X equals f on X since X ⊆ X and by definition R f | X ∈ H k (X ), therefore
The rest of the proof will be done by contradiction. Suppose ∃g ∈ H k (X ) such that g| X = f | X and g H k (X ) < R f | X H k (X ) . Then, by definition of the norm on H k (X ), we have:
By definition of the infimum, ∃h ∈ H k such that h| X = g| X and h 
Proof of Theorem 1:
This proof generalises [Teckentrup, 2019, Theorem 3.4 ] by allowing a slightly larger range of parameters. The proof is very similar to the proof of [Teckentrup, 2019, Theorem 3 .4] except we use Theorem 6 as the foundational bound, this facilitates the increased generality. We begin by expressing the error for the interpolant R m f (θ n ) in terms of two zero-mean GP interpolation problems:
The first identity follows by the definition in equation 1 and the inequality is the triangle inequality. Using the result above, we can therefore concentrate on zero-mean GP interpolation problems. We will hence focus on upper-bounding the first term, and an upper bound for the second term will follow trivially. For n ≥ N and s ∈ 0, (τ ∧ τ − N ) * , applying Theorem 6 to the function f − R f (θ n ) over all smoothness levels {τ ∧ τ (θ n )} n≥N yields:
for h Xn ≤ h 1 where C 1 = C 1 (X , d, τ, q, Θ * N ) and h 1 = h 1 (R, δ, d, τ, Θ * N ) are respectively the supremum and infimum over n ≥ N of the constants obtained from applying Theorem 6 with smoothness parameter τ ∧ τ (θ n ). Due to Assumption 3 τ ∧ τ (θ) takes finitely many values so the infimum and supremum are over a finite number of values. This immediately gives C 1 < ∞ and h 1 > 0 and we will be using this same logic in the rest of the proof whenever we use Theorem 6.
The residual term in Theorem 6 is zero in this case since we are considering interpolation. If τ ≥ τ (θ n ) then we know f is in the RKHS of k(θ n ) so we can derive the following inequality:
where we defined C ′ 1 = C + u,N (C − l,N ) −1 for convenience. The inequalities in Equation 8 and 10 follow from the norm equivalence between RKHSs and Sobolev spaces proved in Theorem 8 with constants given in Equation 4. The inequality in Equation 9 is due to the Pythagorean property from Lemma 1. Finally, the last inequality (in Equation 11) is obtained by upper bounding by the largest constants over all values of {θ n } n≥N (which exist and are stricly greater than zero thanks to Assumption 2) and using the · W τ 2 (X ) norm which is larger than the · W τ (θn ) 2 (X ) norm since we assumed at this part of the proof that τ ≥ τ (θ n ).
On the other hand, if τ (θ n ) > τ , then f is outside the RKHS with kernel k(θ n ). In this case, we cannot use the Pythagoren property anymore so we a temporary detour to prove the following extension of [Narcowich et al., 2006, Theorem 4.2] :
Theorem 9 (Misspecified Sobolev Inequality). Suppose X is a L(R, δ)-domain and k is γ-smooth for γ > d/2. Then, ∃C, h 0 > 0 such that ∀X ⊆ X with h X ≤ h 0 , we have ∀f ∈ W τ 2 (X )∀µ ∈ [0, τ ]: R, d, τ ) .
Proof. The proof is identical to [Narcowich et al., 2006, Theorem 4.2] , but with different assumptions on γ and X . Specifically the proof of [Narcowich et al., 2006, Theorem 4.2] uses [Narcowich et al., 2006, Lemma 4.1] for which a strictly smaller range of γ is permitted. However Theorem 6 generalises [Narcowich et al., 2006, Lemma 4 .1] and simply requires γ > d/2, this again means that h 0 depends on τ only through ⌊τ ⌋. Additionally compactness of X was assumed in [Narcowich et al., 2006, Theorem 4 .2] to use a Sobolev extension theorem but we may use Theorem 7 to obtain the same conclusion as their extension theorem for L(R, δ)-domains.
Setting γ = τ (θ n ) (which takes values greater than d/2 thanks to Assumption 2) and µ = τ in Theorem 9 gives the following bound:
for h X ≤ h 2 where C 2 = C 2 (X , d, τ, Θ * N ) and h 2 = h 2 (R, δ, d, τ, Θ * N ). We know h 2 > 0 and C 2 < ∞ by the same reasoning as the discussion after Equation 7. The dependence on Θ * N in C 2 manifests itself in the ratio of the norm equivalence constants in [Narcowich et al., 2006, Lemma 4 .1] as discussed in the proof of [Teckentrup, 2019, Theorem 3.4] , and in a constant depending on τ + N used when bounding the band limited function in formula thirteen of [Narcowich et al., 2006] . Combining Equations 7, 12 and 13 gives us the following upper bound:
where the inequality in Equation 14 is obtained by taking the largest bound over parameter values {θ n } n≥N and C 3 = sup n≥N max(C 1 C ′ 1 , C 1 C 2 ). To conclude our proof, we notice that the upper bound in Equation 14 can be applied to each term of Equation 6 to obtain the result in our theorem. To do so, we use Assumption 4 to guarantee that m(θ n ) W τ 2 (X ) is bounded for any n ≥ N . We also take the constant C to be two times the maximum of the constants of each term, and we take the fill distance constant h 0 to be the minimum of the fill distance constants related to each term.
A.2 Proofs of Section 4.4: Convergence Guarantees for GP Regression with Misspecified Observation Model
Outline: To obtain a bound in the scenario of corrupted data, we cannot use Theorem 9 since it is designed for noiseless interpolants. Instead we shall use the method of simultaneously approximating and interpolating a function in a Sobolev space using band limited functions. A straightforward bound relying upon the regression function solving an optimisation problem in the RKHS is used as a substitute for the Pythagorean property.
Band limited functions with band-width α > 0 are the set
, so that the second term can be simplified. Taking upper and lower bounds of τ (θ n ) where appropriate yields
Setting h 0 = min(h 1 , h 2 ) completes the bound for the first term in Equation 17. To complete the proof, we repeat the exact same argument but take f = m(θ n ) and then f = 0 then subsitute the bounds into Equation 17.
The following lemma provides a worst case bound for the residual terms. It can be easily combined with the previous bound to get a full expression of error given the corruption. The proof follows by combining Lemma 3 and Proposition 1 part four.
Lemma 4 (Bound on the Residuals for Regression with Deterministic Corruption). Suppose the assumptions of Theorem 3 hold. Then, for any g ∈ W τ 2 (X )
Clearly the error does not contract to zero in general. Such a result would not be possible without additional assumptions on the corruption. The proof of Theorem 3 is completed by combining Theorem 10 and Lemma 4.
A.3 Proofs of Section 4.3: Convergence Guarantees for GP Regression with Gaussian Noise
Outline: To bound the residuals in the Gaussian noise case we will use [van der Vaart and van Zanten, 2011, Theorem 1, Theorem 5] however we must first ensure that the constants involved in those bounds are controllable by constants depending on Θ * N to make sure our statements hold. This is a tedious checking process and we shall outline the main steps and offer remarks and references to full statements of the relevant results.
A.3.1 Background Material
Before tackling the proof of the main results, we recall the definition of Hölder spaces of functions C τ (X ). For τ > 0 and X ⊆ R d an open set, C τ (X ) is the space of functions f :
where m = (m 1 , . . . , m d ) is a multi-index, |m| = d i=1 m i and D m is the partial differential operator corresponding to m.
The first term is called the decentering function and the second the small ball probability. This is finite if and only if f is contained in the closure of H k(θn) (X ) with respect to the supremum norm, which will be true under the assumptions of the theorems in Section 4.3 [van der Vaart and van Zanten, 2008b ]. The next result shows that the issues of bounding residuals boils down to bounding the concentration function.
Theorem 11 ([van der Vaart and van Zanten, 2011, Theorem 1]). Let X be a compact set, and X n ⊂ X a sequence of points with |X n | = n, then there exists a constant C > 0 such that for every f ∈ C(X ) 1 n E (g − f ) Xn 2 2 dΠ θn (g|y 1:n ) ≤ Cψ −1 θn,f0 (n) 2
where the expectation is being taken with respect to the noise, ψ θn,f0 (ε) = φ θn,f0 (ε)/ε 2 and ψ −1 θn,f0
is the generalised inverse of ψ θn,f0 .
Remark 1. In the above result it is assumed that X is compact, whereas in Theorem 2 we assumed X is open. This is not an issue since we know our target function can be extended to all of R d and therefore we shall be applying Theorem 11 with the target function being the extension of f to R d restricted to the closure of X , which is compact and contains all the observation points.
We will use Theorem 11 to deduce that the following version of [van der Vaart and van Zanten, 2011, Theorem 5] holds given our assumption on the hyperparameters. Corollary 3. Fix N ∈ N and suppose Assumptions 1-6 hold. Then, ∃C = C f W τ 2 (X ) , Θ * N such that for n ≥ N E
f − R f,σ 2 ,ε Xn 2 ≤ C n
The proof of Corollary 3 will be given at the end of this section and relies on a number of lemmas. To complete the proof we must bound the decentering function and the small ball probability. The decentering term is easily dealt with by upper bounding norm equivalence constants that occur in [van der Vaart and van Zanten, 2011, Lemma 4] when performing the kernel convolution approximation argument in that proof, this is summarised in the next lemma.
Lemma 5. Let f be the restriction to the closure of X of some f • ∈ C τ (R d ) ∩ W τ 2 (R d ) with τ (θ n ) > τ > d/2. Then, ∃ C = C f W τ 2 (X ) , Θ * N such that for ε < 1 we have: Remark 2. If τ ≥ τ (θ n ) then f ∈ H k(θn) (X ) therefore we could take h = f and the bound would be 1 2 f W τ (θn ) 2 (X ) which has no dependence on ε so in this case the growth of the concentration function is dictated by the small ball probability term.
The small ball probability bound requires the use of [Li and Linde, 1999, Theorem 1.2] which relates small ball probabilities to the metric entropy of the unit ball of the RKHS corresponding to the kernel. Metric entropy is a method of measuring the size of a given function space, we use [Giné and Nickl, 2015, Theorem 4.3.36] as an example of a proof of the metric entropy bound we shall use. This reference illuminates the way the hyperparameters effect the bound via a wavelet argument and the constants in the proof can easily be bounded by the corresponding elements of Θ * N by replacing τ (θ n ) by τ + N and τ − N where appropriate and the other parameters only impact norm equivalence constants. Lemma 6. Fix N ∈ N and suppose Assumptions 1-6 hold. Let H (1) k(θn) (X ) denote the unit ball of the RKHS of k(θ n ) over the closure of X . Then, ∃C met = C met (Θ * N ) such that ∀n ≥ N and ∀ε < 1 H H
(1) k(θn) X , ε ≤ C met ε − d τ (θn ) .
Before we start explaining the results required to get a small ball probability bound, note that the two auxillary results [Li and Linde, 1999, Lemma 2.1, Lemma 2.2] which are used to link entropy numbers to GPs do not depend on the hyperparameter choices since [Pisier, 1989, Theorem 9 .1] and [Artstein et al., 2004 , Page 1315 show they hold with constants not depending on the smoothness of the RKHS.
The first step is to use [Li and Linde, 1999, Proposition 2.4] in combination with the bound we have derived for metric entropy to get that for every γ > 2d/(2τ (θ n ) − d) there exists C(θ n , γ) > 0 such that − log Π θn ( g ∞ ≤ ε) ≤ C(θ n , γ)ε −γ , 1999] it is said that as ε gets small we know the second term on the right hand side becomes greater than a constant times log 2 but this does not consider changing hyperparameters. Indeed, for different hyperparameters we might need ε to be different sizes to deduce that the second term is greater than a fixed constant times log 2. Assumption 5 introduces the required uniformity in ε by allowing us to say that once ε is small enough we may bound the right hand side by a constant times the second term for all our hyperparamter choices. Specifically, by Assumtion 5 we know that if ε < c then φ θn (ε/2) ≥ α N , therefore if we set ε * := min c, α So if ε < ε * and we take the limit of m in the iterated inequality we obtain
The countable sum has a closed form which we can upper bound
Finally, exponentiating tells us that ∀ε < ε * φ θn (ε) ≤ C * ε −2d/(2τ (θn)−d) ≤ C * ε −2d/(2τ − N −d) ,
where we have collected the dependencies on Θ * N into C * . In summary we have proved the following lemma which is analogous to [van der Vaart and van Zanten, 2011, Lemma 3] but with possibly changing hyperparameters. Lemma 7. Fix N ∈ N and suppose Assumptions 1-7 hold. Then, for ε < ε * and n ≥ N :
Corollary 4. Fix N ∈ N and suppose Assumptions 1-7 hold. Then, ∃C = C f W τ 2 (X ) , Θ * N such that for n ≥ N ψ −1 θn,f (n) ≤ C max n −τ /(2τ + N ) , n d/(4τ − N )−1/2 .
Proof. By Lemma 5 and Lemma 7, using the restriction of f • to the closure of X , we know there exists C 1 > 0 such that ∀ n ≥ N and ε < ε * (Θ * N )
φ θn,f (ε)ε −2 ≤ C 1 ε −(2d/(2τ (θn)−d))−2 + ε −2((τ (θn)−τ )/τ )−2 ≤ C 1 ε − 2τ (θn ) min (τ,τ (θn )−(d/2)) ≤ C 1 ε −2τ + N /τ ∨ ε (d/(4τ − N )−1/2) −1
Set ε n = n −(τ /2τ + N )∧(d/4τ − N −1/2) then we know once n is large enough that we have ε n < ε * therefore ∃C 2 such that ∀n ≥ N : φ θn,f (ε n )ε −2 n ≤ C 2 n. Multiplying ε n by a constant to remove the factor of C 2 in the above expression completes the proof.
