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In the present paper, we propose preconditioned Krylov methods
for solving large Lyapunov matrix equations AX + XAT + BBT = 0.
Such problems appear in control theory, model reduction, circuit
simulation and others. Using the Alternating Direction Implicit
(ADI) iteration method, we transform the original Lyapunov equa-
tion to an equivalent symmetric Stein equation depending on some
ADI parameters. We then deﬁne the Smith and the low rank ADI
preconditioners. To solve the obtained Stein matrix equation, we
apply the global Arnoldi method and get low rank approximate
solutions. We give some theoretical results and report numerical
tests to show the effectiveness of the proposed approaches.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We consider the Lyapunov matrix equation
AX + XAT + BBT = 0, (1.1)
where A ∈ Rn×n, B ∈ Rn×r and X ∈ Rn×n with r  n. We assume throughout this paper that the
matrix A is stable (all its eigenvalues have negative real parts) and this ensures that (1.1) has a unique
solution.
The matrix equation (1.1) plays an important role in linear control theory for large-scale dynamical
systems, circuit simulation and other problems; see [3,12,14,35] and the references therein. They also
appear in each step of Newton’s method for continuous-time algebraic Riccati equations [5,22].
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For small to medium problems, direct methods such as those proposed in [2,15] could be used.
They require computing a Schur decomposition and results in O(n3) arithmetic operations and O(n2)
storage. Therefore they are not appropriate for large scale problems. The sign function method [4] is
of particular interest when dense Lyapunov equations are to be solved on parallel computers [7,8].
The matrix equation (1.1) can be formulated as an n2 × n2 large linear system using the Kronecker
formulation (In ⊗ A + A ⊗ In)vec(X) + vec(BBT ) = 0 where ⊗ denotes the Kronecker product; (F ⊗
G = [fi,jG]), vec(X) is the vector of Rn2 obtained by stacking the columns of the matrix X and In is
the n × n identity matrix. Krylov subspace methods such as GMRES [31] could be used to solve the
n2 × n2 linear system. However, for large problems this approach is expensive.
We will take advantage of the low rank structure of the right-hand side of (1.1) to obtain approximate
solutions in a low rank factored form which generally reduces the storage. For large problems, some
iterative projection methods have been proposed these last years [17,18,21,30,33]. These methods
produce low rank approximate solutions but, generally, they need many iterations to yield good ap-
proximate solutions and this increases the cost and usually computes approximations with relatively
high numerical ranks. To our knowledge there is no preconditioner for accelerating the convergence of
these Krylov methods to obtain approximation within few iterations. Other popular methods are based
on the “Alternating Direction Implicit" (ADI) iteration method [25,37]. These techniques require the
computation of some parameters (shifts) depending on the spectrum of the matrix A. The convergence
of ADI based methods depends strongly on a good selection of suboptimal parameters. Recently, a low
rank Cholesky-factorized (LRCF-ADI) version has been proposed for large scale computation [5,23,27].
Another low rank scheme based on the ADI iteration was introduced in [27,29]. The method is called
cyclic Low-Rank Smith method (LR-Smith(l)) were l is the number of shifts used in a cyclic manner. We
notice that two ADI-based approaches where already proposed in [11,16], but as these techniques did
not take advantage of the low rank of the right-hand side of (1.1), they could not be applied for large
problems. Recently, similar methods for solving large Sylvester matrix equations, have been proposed
in [6].
In the present paper, we propose new preconditioners that allow the acceleration of the convergence
of Krylov-based methods. Our approach is a combination with the Smith method [34] or the Low Rank
Alternating Direction Implicit (LRADI) [23,27] method with the global Arnoldi algorithm [20,21]. The
initial Lyapunov matrix equation is transformed to a symmetric Stein equation, depending on some
parameters, and solved by the global Arnoldi method. We deﬁne the new preconditioners namely the
Smith preconditioner and the LR-ADI(2) preconditioner for Lyapunov matrix equations. We then apply
the global Arnoldi process for solving the obtained symmetric Stein equation and give some theoretical
results with numerical experiments to show the effectiveness of the proposed methods.
The remainder of the paper is organized as follows: In Section 2, we deﬁne the proposed precon-
ditioners via the ADI method. In Section 3, we recall the global Arnoldi process applied to the new
Stein matrix equation with some properties. In Section 4, we show how to obtain low rank approximate
solution to (1.1) by using the global Arnoldi process. The new method is developed and some theoretical
results are given. Section 5 is devoted to some numerical examples to show the effectiveness of the
proposed preconditioners for large and sparse Lyapunov matrix equations.
Throughout this paper we use the following notations. For two matrices Y and Z in Rn×s, we
deﬁne the inner product 〈Y, Z〉F = trace(YTZ). The associated norm is the Frobenius norm or F-norm
denoted by ‖·‖F . A system of vectors (matrices) of Rn×s is said to be F-orthonormal if it is orthonormal
with respect to 〈·, ·〉F . The matrices In and On will denote the n × n identity and the null matrices
respectively. Finally, for a matrix Z , ‖Z‖2 will denote the 2-norm of Z .
2. The ADI preconditioners
2.1. Multi shifts ADI
The iterates XAi of the Alternating Direction Implicit (ADI) iteration method [24,37] for solving (1.1)
are generated by the solution of the following two linear systems with multiple right hand sides
K. Jbilou / Linear Algebra and its Applications 432 (2010) 2473–2485 2475
(A + μiI)XAi−1/2 = −BBT − XAi−1(AT − μiI), (2.1)
(A + μiI)(XAi )T = −BBT − (XAi−1/2)T (AT − μiI), (2.2)
where XA0 = 0 and {μ1,μ2,μ3, . . .} are elements of C− (the set of complex numbers with negative
real parts). The two equations (2.1), (2.2) are equivalent to the following one
XAi = (A − μiI)(A + μiI)−1XAi−1(AT − μiI)(AT + μiI)−1 − 2μi(A + μiI)−1BBT (AT + μiI)−1.
(2.3)
The rate of convergence is dominated by the spectral radius of the matrix li=1(A − μiI)(A + μiI)−1
where l is the number of shifts. The minimization of this spectral radius with respect to the l parameters
μ1,μ2, . . . ,μl leads to the well known ADI minimax problem
{μ1,μ2, . . . ,μl} = arg min{μ1 ,μ2 ,...,μl}∈C−
(
max
λ∈σ(A)
|(λ − μ1) · · · (λ − μl)|
|(λ + μ1) · · · (λ + μl)|
)
, (2.4)
where σ(A) denotes the spectrum of the matrix A.
For symmetric matrices, the minimax problem (2.4) has been solved [36], but in the general case
where the eigenvalues of the matrix A are not real this is still an open problem. The performance of
ADI-based methods is related to the choice of the parameters μi. The classical approach is to cover the
spectrum of the matrixA by a domain Ω ⊂ C− and then to solve the minimax problem with respect to
Ω . In [27,29] a heuristic procedure was proposed to ﬁnd sub-optimal parameters. This technique ﬁrst
generates a discrete set which approximates the spectrum σ(A) using a pair of Arnoldi processes. The
ﬁrst one acts on the matrix A and produces k+ Ritz values which tend to approximate the eigenvalues
far from the origin. The second process, acting on the matrix A−1, produces k− Ritz values close to
the origin. The set of the ADI shift parameters is then chosen as a subset of these Ritz values. In our
numerical tests, we used this procedure (function lp_para in the MATLAB package LYAPACK) [29] to
obtain sub-optimal parameters. In the present paper, we will consider only real shifts by taking the
real parts of the computed sub-optimal parameters μi.
2.2. The Smith preconditioner
The Lyapunov equation (1.1) is equivalent, for any scalar μ < 0, to the following Stein matrix
equation
A1XAT1 − X + B1BT1 = 0, (2.5)
where
A1 = (A − μIn)(A + μIn)−1 and B1 =
√
−2μ(A + μIn)−1B. (2.6)
Hence the problem is transformed into discrete-time where the obtained Stein equation (2.5) has the
same solution as the initial Lyapunov equation (1.1). The parameter μ is chosen as
μ = arg min
μ∈C
(
max
λ∈σ(A)
|λ − μ|
|λ + μ|
)
, (2.7)
Note that since A is stable, it follows that ρ(A1) < 1 which ensures that the solution of (2.5) is unique.
2.3. The low-rank ADI(l) preconditioner
The matrix equation (1.1) is also equivalent to the Stein matrix equation deﬁned by
AlXATl − X + XAl = 0, (2.8)
where
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Al = l
i=1(A − μiIn)(A + μiIn)
−1, (2.9)
and XAl is the lth iterate obtained from the ADI method [27]. Since X
A
i , i = 1, 2, . . . is symmetric and
positive semideﬁnite, we have
XAi = YAi (YAi )T (2.10)
where the factor YAi is given as
YAi =
[
(A − μiI)(A + μiI)−1YAi−1
√
−2μi(A + μiI)−1B
]
(2.11)
with
YA1 =
√
−2μ1(A + μ1I)−1B.
In this paper, we will consider only the case l = 1 which corresponds to the Smith preconditioner and
the case l = 2 which corresponds to the LR-ADI(2) preconditioner. For the second case, the right hand
side of the symmetric Stein equation (2.8) is given as
XA2 = B2BT2 , with B2 = YA2 ,
where the matrix B2 is of dimension n × 2r.
In the sequel, we will apply the global Krylov Arnoldi method to extract low rank approximate
solution to the symmetric Stein equation (2.5) when using the Smith preconditioner and to (2.8) when
using the LR-ADI(2) preconditioner.
3. The global Arnoldi algorithm
The global Arnoldi algorithm [20] constructs an F-orthonormal basis V1, V2, . . . , Vm of the matrix
Krylov subspace Km(Al ,Bl) (generated by the matrices Bl ,AlBl , . . . ,Am−1l Bl), i.e.,
〈Vi, Vj〉F = 0 for i /= j; i, j = 1, . . . , m, and
〈Vi, Vi〉F = 1.
We recall that the minimal polynomial P of Al with respect to Bl ∈ Rn×s is the nonzero monic poly-
nomial of lowest degree such that P(Al)Bl = 0. The degree q of this polynomial is called the grade of
Bl .
The modiﬁed global Arnoldi algorithm is described as follows [20]:
Algorithm 1. The Modified Global Arnoldi algorithm
1. Set V1 = Bl/‖Bl‖F
2. For j = 1, . . . , m
V˜ = AlVj .
For i = 1, 2, . . . , j,
hi,j = trace(VTi V˜),
V˜ = V˜ − hi,jVi.
End.
hj+1,j = ‖V˜‖F ,
Vj+1 = V˜/hj+1,j .
End.
Basically, the global Arnoldi algorithm is the standard Arnoldi algorithm applied to the matrix pair
(Is ⊗ Al , vec(Bl)). When s = 1, Algorithm 1 reduces to the classical Arnoldi algorithm [32]. The global
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Arnoldi algorithm breaks down at step j if and only if hj+1,j = 0 and in this case an invariant subspace is
obtained. However, a near breakdown may occur when a subspace isAl-invariant to machine precision
(when, for some j, hj+1,j is close to zero). We note that the global Arnoldi algorithm generates an F-
orthonormal basis of the matrix Krylov subspace Km(Al , V1) ⊆ Mn,s where Mn,s is the space of real
matrices having dimension n × s.
Let us now introduce some notations: Vm denotes the n × ms matrix Vm = [V1, . . . , Vm]. H˜m is the
(m + 1) × m upper Hessenberg matrix whose entries hi,j are deﬁned by Algorithm 1 and Hm is the
m × m matrix obtained from H˜m by deleting its last row.
With Vm and Hm deﬁned above, and using the Kronecker product ⊗, the following relations are
satisﬁed [20]
AlVm = Vm(Hm ⊗ Is) + hm+1,mVm+1ETm, (3.1)
and
AlVm = Vm+1(H˜m ⊗ Is), (3.2)
where ETm = [0s, . . . , 0s, Is] and Vm+1 = [Vm, Vm+1]. Note that ‖Vi‖F = 1; i = 1, . . . , m and ‖Vm‖F =√
m.
In the following, we recall the♦-product we already introduced in [9] and list some properties that
will be useful later.
Deﬁnition 3.1 ([9]). Let A˜ = [˜A1, A˜2, . . . , A˜p] and B˜ = [˜B1, B˜2, . . . , B˜q] be matrices of dimension n × pr
and n × qr, respectively, where the blocks A˜i and B˜j , (i = 1, . . . , p; j = 1, . . . , q) are n × r matrices.
Then the p × q matrix A˜T♦B˜ is deﬁned by:
A˜T♦B˜ = [〈˜Ai, B˜j〉F ]j=1,...,qi=1,...,p .
We have the following properties: Let A, B, C ∈ Rn×ps, D ∈ Rn×n, L ∈ Rp×p and α ∈ R. Then we
have
1. (AT♦B)T = BT♦A.
2. (DA)T♦B = AT♦(DTB).
3. AT♦(B(L ⊗ Is)) = (AT♦B)L.
4. ‖AT♦B‖F  ‖A‖F‖B‖F .
We notice that if r = 1 then A˜T♦B˜ = A˜T B˜. The matrix A˜ = [˜A1, A˜2, . . . , A˜p] is F-orthonormal if and only
if A˜T♦A˜ = Ip, i.e.,
〈˜Ai, A˜j〉F = δi,j =
{
0 if i /= j
1 if i = j for i, j = 1, . . . , p.
Using this ♦-product we have the following relations
VTm♦Vm = Im,
and
Hm = VTm♦(AVm), and H˜m = VTm+1♦(AVm)
We give now the following lemma to be used later.
Lemma 3.2 [19]. Let Vm = [V1, . . . , Vm], where V1, . . . , Vm are the matrices generated by Algorithm 1.
Let Z = [zi,j] be a matrix in Rm×t and let G = [gi,j] be a matrix of Rms×q where t and q are any integers.
Then we have
‖Vm(Z ⊗ Is)‖F = ‖Z‖F , (3.3)
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and
‖VmG‖F  ‖G‖F . (3.4)
4. The global Arnoldi method for symmetric Stein matrix equations
In this section, we consider the symmetric Stein equations
AlXAlT − X + BlBTl = 0, (4.1)
where l = 1, when using the Smith preconditioner and l = 2, when using the LR-ADI(2) precondi-
tioner.
If ρ(Al) < 1 where ρ(Al) denotes the spectral radius of Al , the symmetric Stein equation (4.1)
(called also Schur stable) has a unique solution given by (see [22])
X =
∞∑
i=0
AilBlBTl
(
Ail
)T
. (4.2)
4.1. Expression for the exact solution of the Stein equation
In this section we will give new expressions for the solution X of the Stein equation (4.1). If
we assume that λi(Al)λj(Al) /= 1, for i = 1, . . . , n and j = 1, . . . , n, where λi(Al) denotes the ith
eigenvalue of Al , then the solution X of the equation (4.1) exists and is unique.
The following result states that the solution X of (4.1) can be expressed in terms of the blocks
V1, . . . , Vq generated by Algorithm 1.
Theorem 4.1. Let q be the grade of Bl and let Vq be the matrix deﬁned by Vq = [V1, . . . , Vq], where the
matrices V1, . . . , Vq are constructed by the global Arnoldi algorithmwith V1 = Bl/‖Bl‖F . Then the unique
solution X of (4.1) can be expressed as:
X = Vq(Γ̂ ⊗ Is)VTq , (4.3)
where Γ̂ is the solution of the low-order Stein equation:
HqΓ̂ H
T
q − Γ̂ + ‖Bl‖2F e1eT1 = 0, (4.4)
with e1 = (1, 0, . . . , 0)T ∈ Rq.
Proof. Notice that the eigenvalues of Hq are also eigenvalues of Al , then λi(Hq)λj(Hq) /= 1 for all
i, j = 1, . . . , q and this ensures that equation (4.4) has a unique solution Γ̂ . Let Z be the matrix deﬁned
by Z = Vq(Γ̂ ⊗ Is)VTq . Then by substituting Z in (4.1) and using the relations:
Bl = ‖Bl‖FVq(e1 ⊗ Is), BlBTl = ‖Bl‖2FVq
(
e1e
T
1 ⊗ Is
)
VTq
and
AlVq = Vq(Hq ⊗ Is),
we obtain
AlZATl − Z + BlBTl = Vq
[(
HqΓ̂ H
T
q − Γ̂ + ‖Bl‖2F e1eT1
)
⊗ Is
]
VTq .
As Γ̂ solves the low-order Stein equation (4.4), we get
AlZATl − Z + BlBTl = 0.
Therefore, using the fact that the solution of (4.1) is unique, it follows that X = Z . 
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4.2. The Stein global Arnoldi method
Following the results of Theorem 4.1, we will see how to extract low-rank approximations to the
solution X of (4.1). Since the exact solution is given by the expressions (4.3) and (4.4), the approximate
solution Xm that we will consider is deﬁned by
Xm = Vm(Zm ⊗ Is)VTm, (4.5)
where Zm is the symmetric m × m matrix satisfying the low-dimensional Stein equation
HmZmH
T
m − Zm + ‖Bl‖2F e1eT1 = 0 (4.6)
withe1 = (1, 0, . . . , 0)T ∈ Rm. Notice that rank(Xm ms). From now on, we assume that for increasing
m, ρ(Hm) < 1 which ensures that (4.6) has a unique solution Zm.
The low-dimensional Stein equation (4.6) will be solved by a standard direct method such as the
Hessenberg–Schur method [1,15]. Note that, at step m, the method proposed in [18], which is based
on the block Arnoldi algorithm, yields a reduced order Stein equation of dimension ms × ms while the
projected equation (4.6) is of dimension m × m.
In the following theorem, we give an upper bound for the residual norm without computing the
residual which requires the construction of the approximation Xm and two matrix–matrix products.
This saves storage requirements and reduces considerably the cost of the method. It also provides a
useful stopping criterion in a practical implementation of the algorithm. The approximate solution Xm
will be given as a product of two low-rank matrices when convergence is achieved.
Theorem 4.2. LetXm be the approximate solution obtained, at stepm, by the Stein global Arnoldi algorithm
and letR(Xm) = AlXmATl − Xm + BlBTl be the corresponding residual. Then
‖R(Xm)‖F  hm+1,m
√
2‖HmZ˜m‖22 + h2m+1,m
(
Z˜
(m)
m
)2
, (4.7)
where Z˜m is the last column of the matrix Zm and Z˜
(m)
m denotes the last component of Z˜m.
Proof. At step m, the residual R(Xm) is written as
R(Xm) = AlVm(Zm ⊗ Is)VTmATl − Vm(Zm ⊗ Is)VTm + BlBTl .
Using the relations (3.1), (3.2) and the fact that Em = em ⊗ Is where em = (0, 0, . . . , 0, 1)T ∈ Rm, we
obtain
R(Xm) = Vm+1
[(
HmZmH
T
m − Zm + ‖Bl‖2F e1eT1 hm+1,mHmZmem
hm+1,meTmZmHTm h2m+1,meTmZmem
)
⊗ Is
]
VTm+1.
Invoking (4.6) it follows that
‖R(Xm)‖2F =
∥∥∥∥∥Vm+1
[(
0 hm+1,mHmZmem
hm+1,meTmZmHTm h2m+1,meTmZmem
)
⊗ Is
]
VTm+1
∥∥∥∥∥
2
F
.
Now, using the relation (3.4) of Lemma 3.2, we get
‖R(Xm)‖2F 
∥∥∥∥∥
[(
0 hm+1,mHmZmem
hm+1,meTmZmHTm h2m+1,meTmZmem
)
⊗ Is
]
VTm+1
∥∥∥∥∥
2
F
.
On the other hand, we set
Z =
(
0 hm+1,mHmZmem
hm+1,meTmZmHTm h2m+1,meTmZmem
)
,
and
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αm =
∥∥∥(Z ⊗ Is)VTm+1∥∥∥2F .
Note that αm is also expressed as
αm = ‖Vm+1(Z ⊗ Is)‖2F .
Then, setting G = Z ⊗ Is and applying (3.3) we obtain
αm = ‖Z‖2F = 2
∥∥hm+1,mHmZmem∥∥22 + (h2m+1,meTmZmem)2
= 2h2m+1,m ‖HmZmem‖22 +
(
h2m+1,meTmZmem
)2
= h2m+1,m
[
2
∥∥HmZ˜m∥∥22 + h2m+1,m (Z˜(m)m )2] .
Therefore
‖R(Xm)‖2F  h2m+1,m
{
2‖HmZ˜m‖22 + h2m+1,m
(
Z˜(m)m
)2}
. 
Remarks. As m increases, the computation of Zm becomes expensive. To avoid this, the procedure
below introduces a parameter k1, to be chosen, such that the low-order Stein equation is solved every
k1 iterations. Note also that, when convergence is achieved, the computed approximate solution Xm is
stored as the product of smaller matrices.
The Stein global Arnoldi algorithm is summarized as follows:
Algorithm 2. The Stein global Arnoldi algorithm
1. Choose a tolerance 
 > 0, an integer parameter k1 and set k = 0, m = k1.
2. For j = k + 1, k + 2, . . . , k + k1 construct the F-orthonormal basis Vk+1, . . . , Vk+k1 andHm by
Algorithm 1.
3. End.
4. Solve the low-dimensional problem: HmZmH
T
m − Zm + ‖B‖2F e1eT1 = 0.
5. Compute the upper bound for the F-norm of the residual:
rm = hm+1,m
√
2‖HmZ˜m‖22 + h2m+1,m
(
Z˜
(m)
m
)2
.
6. If rm > 
, set k := k + k1, m = k + k1 and go to step 2.
The approximate solution Xm could be given as a product of two matrices of low rank. In fact, since
Xm is positive semideﬁnite, it is possible to decompose it as Xm = X1,mX T1,m where the matrix X1,m is
of rank lower than ms. Consider the eigendecomposition of the m × m matrix Zm = UDUT where D is
the diagonal matrix of the eigenvalues of Zm sorted in decreasing order. Let Ul be the m × l matrix of
the ﬁrst l columns of U corresponding to the l eigenvalues of magnitude greater than some tolerance
dtol. We obtain the truncated eigendecomposition Zm ≈ UlDlUTl where Dl = diag[λ1, . . . , λl]. Setting
X1,m = Vm
(
UlD
1/2
l ⊗ Is
)
, it follows that
Xm ≈ X1,mX T1,m.
The next perturbation result shows that the approximationXm is an exact solution of a perturbed Stein
matrix equation.
Theorem 4.3. Assume that, at step m, the matrix Vm is of full rank. Then the approximate solution given
by (4.5) solves the following Stein matrix equation:
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(Al − m)Xm(Al − m)T − Xm + BlBTl = 0, (4.8)
where m = hm+1,mVm+1ETmV+m and V+m =
(
VTmVm
)−1
VTm is the pseudo-inverse of the matrix Vm.
Proof. The proof is easily derived from the relations (3.1) and (4.6). 
The next result gives an upper bound for the Frobenius norm of the error X − Xm where X is the
exact solution of (4.1).
Theorem 4.4. Assume that A is diagonalisable and let A = PDP−1 be the eigendecomposition of A, then at
step m, we have
‖X − Xm‖2  κ(P)hm+1,m 2‖HmZ˜m‖2 + hm+1,m |˜Z
(m)
m |
1 − ρ(Al)2 , (4.9)
where Z˜m is the last column of Zm (the solution of the low-order problem (4.6)), Z˜
(m)
m denotes the last
component of Z˜m and κ(P) = ‖P‖‖P−1‖.
Proof. Remark ﬁrst that as A is a stable matrix, we have ρ(Al) < 1 where Al is given by (2.6) or by
(2.9) which ensures that the Stein matrix equation (4.1) has a unique solution. The matrix equation
(4.8) can be expressed as
AlXmATl − Xm + BlBTl = Lm, (4.10)
where
Lm = AlXmTm + mXmATl − mXmTm.
Subtracting (4.10) from the initial Stein equation (4.1), we get
Al(X − Xm)AlT − (X − Xm) + Lm = 0.
Now, as ρ(Al) < 1, the error X − Xm can be written as
X − Xm =
∞∑
i=0
Al iLm
(
Ail
)T
.
Hence
‖X − Xm‖2  ‖Lm‖2
∞∑
i=0
‖Al‖2i2 . (4.11)
On the other hand, since A = PDP−1, with D = diag(λ1, . . . , λn). Hence
Al = PDP−1, (4.12)
where the diagonal matrix D is given by
D = diag
(
λ1 − μ
λ1 + μ , . . . ,
λn − μ
λn + μ
)
(4.13)
for the Smith preconditioner and
D = diag
(
(λ1 − μ1)(λ1 − μ2)
(λ1 + μ1)(λ1 + μ2) , . . . ,
(λn − μ1)(λn − μ2)
(λn + μ2)(λn + μ2)
)
(4.14)
for the LR-ADI(2) preconditioner.
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It follows that
‖Al‖2  ‖P‖2‖P−1‖2ρ(Al). (4.15)
Therefore, using (4.15) in (4.11), we obtain
‖X − Xm‖2  ‖P‖2‖P−1‖2‖Lm‖2
∞∑
i=0
ρ(Al)2i. (4.16)
Invoking (4.1) and (3.1), Lm is given by
Lm = hm+1,mVm(HmZmem ⊗ Is)VTm+1 + hm+1,mVm+1
(
eTmZmH
T
m ⊗ Is
)
VTm
+ h2m+1,mVm+1
(
eTmZmem ⊗ Is
)
VTm+1,
therefore
‖Lm‖2  ‖Lm‖F
 2hm+1,m‖Vm(HmZmem ⊗ Is)VTm+1‖F + h2m+1,m‖Vm+1
(
eTmZmem ⊗ Is
)
VTm+1‖F .
On the other hand, as Vm+1 is F-orthonormal, we have ‖VTm+1‖F = 1. Using the relation (4.3),
we get ‖Vm(HmZmem ⊗ Is)‖F = ‖HmZmem‖F and ﬁnally, as eTmZmem is a scalar it follows that
‖Vm+1
(
eTmZmem ⊗ Is
)
‖F =
∣∣∣eTmZmem∣∣∣ and then the result follows. 
5. Numerical examples
All the experiments were performed on a computer of Intel Pentium processor at 1.6 GHz and 3
GB of RAM using Matlab 7.4. We compared the performances of the Smith-global Arnoldi and the
LR-ADI(2)-global Arnoldi methods with the global Arnoldi [21], and the Low Rank Cholesky Factorized
ADI (LRCF-ADI)(l, k+, k−) methods where l is the number of the shifts; k+ and k− are the number
of the Ritz values associated with A and A−1, respectively and required in the function lp_para from
LYAPACK. The parameters μ1 and μ2 used in our procedures correspond to the real parts of the ﬁrst
and the second shifts computed by the function lp_para with the triplet (l, k+, k−). In Smith and the
LR-ADI(2)-global Arnoldi methods, the iteration was stopped when the upper bound for the norm of
the residual given in Theorem 4.3 was less than tol = 10−8. For LRCF-ADI, we stopped the iteration
when ‖AXk + XkAT + BBT‖/‖BBT‖ tol = 10−8 where Xk is the approximate solution given by LRCF-
ADI. Note that, in LRCF-ADI, the residuals are not formed explicitly. In our tests, we used the Matlab
function lp_lradi from LYAPACK to compute the residual norms of LRCF-ADI. Both CPU time (in seconds)
and the number of iterations are used to compare the performance of the different approaches. For
the global based methods, the projected matrix equations were solved every k1 = 5 iterations which
corresponds to one cycle.
Example 1. For this ﬁrst experiment, the matrix FOM is from a collection of benchmark examples
[10]. The matrix is nonsymmetric with n = 1006. The entries of the n × s matrix B were random
values uniformly distributed on [0 1] with s = 8. In Table 5.1, we listed the obtained number of cycles
and the CPU time for each method by considering two choices of the parameters l, k+ and k−. As
observed, LRCF-ADI is sensitive to the choice of these parameters whereas the Smith-Global Arnoldi
and LR-ADI(2)-Global Arnoldi are not.
In Fig. 5.1, we plotted the norm of the residuals, in a logarithmic scale, versus the number of cycles
for the three global Arnoldi based methods with s = 4. We notice that in all our experiments, the
obtained CPU-time also includes the time for setting up the shift parameters.
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Table 5.1
Results for Example 1: Matrix FOM; s = 8.
Method Iterations CPU-time
Global Arnoldi 150 5.8
Smith-Global Arnoldi (l, k+ , k−) = (2, 40, 20) 55 0.9
(l, k+ , k−) = (2, 40, 5) 55 0.85
LR-ADI(2)-Global Arnoldi (l, k+ , k−) = (2, 40, 20) 20 0.57
(l, k+ , k−) = (2, 40, 5) 20 0.53
LRCF-ADI(l, k+ , k−) (l, k+ , k−) = (20, 40, 20) 32 16
(l, k+ , k−) = (10, 40, 5) 71 129
Example 1, matrix FOM ; s = 4
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Fig. 5.1. Global Arnoldi: solid; Smith-Global Arnoldi: dashed; LR-ADI(2)-Global Arnoldi: triangle.
Example 2. This example describes a model of heat ﬂow with convection
∂x
∂t
= x − f1(ξ) ∂x
∂ξ1
− f2(ξ) ∂x
∂ξ2
+ b(ξ)u(t) (5.1)
in the domain Ω = [0 1]2 with Dirichlet boundary conditions with x = x(ξ , t), ξ = (ξ1, ξ2)T ∈ Ω =[0 1]2. We set f1(ξ1, ξ2) = 100ξ1, f2(ξ1, ξ2) = 10ξ2.
The nonsymmetric stiffness matrix A resulting from the discretization by ﬁnite differences of the
differential equation (5.1) is sparse and stable. The dimension of the matrix A is n = n20 where n0 is
the number of inner grid points in each direction. The entries of the n × s matrix B were random
values uniformly distributed on [0 1]. For this experiment, we set n0 = 120 which corresponds to a
matrix dimension of size n = 14, 400 and we set s = 12. The results are listed in Table 5.2. The Smith
preconditioner returns the best results. We notice that when we increase l for this example, we obtain
a larger CPU-time. In Fig. 5.2, we plotted the CPU-time versus the dimension n of the problem with
s = 4.
Example 3. In this example, we consider a benchmark problem coming from a discretization of a
convective thermal ﬂow problem [26]. The associated linear time-invariant system is given by
The matrices A(ﬂow_meter_model_v0.5.A) and, B0(ﬂow_meter_model_v0.5.B) have been
extracted from the IMTEK collection. For this example n = 9669, nnz(A0) = 67391, s = 1. In Table 5.3,
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Table 5.2
Results for Example 2.
Method Iterations Residual norms CPU-time (second)
Global Arnoldi 350 8.67 × 10−8 139
Smith-Global Arnoldi 25 2.34 × 10−8 9.15
LR-ADI(2)-Global Arnoldi 20 3.07 × 10−8 14.35
LRCF-ADI(10, 40, 10) 160 2.07 × 10−7 160
Example 2, s = 4
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
x 10
4
0
5
10
15
20
25
30
35
problem dimension
C
P
U
 t
im
e
Smith Global Arnoldi
Fig. 5.2. CPU time versus the dimensionnof the problem. ‘-’: Smith-Global Arnoldi; ‘o-’: LR-ADI(2)-Global Arnoldi; ‘-+’: LRCF-ADI.
Table 5.3
Results for Example 3.
Method Cycles Rank (approx.) CPU-time (second)
Smith-Global Arnoldi 100 74 17.6
LR-ADI(2)-Global Arnoldi 35 65 13.5
LRCF-ADI(10,40,10) 160 72 98
we reported the number of iterations, the CPU time and the rank of the obtained approximation for
LRCF-ADI(10, 40, 10) and the two preconditioned global Arnoldi methods.
6. Conclusion
We presented in this paper new preconditioned Krylov methods for solving large Lyapunov matrix
equations, namely LR-ADI(l)-Global Arnoldi methods. The proposed methods are based on the ADI
procedure. Using some ADI shifts, the original Lyapunov equation is transformed to a new symmetric
Stein matrix equation having the same solution as the original Lyapunov equation. We applied the
global Arnoldi method to extract low rank approximate solutions and we presented some theoretical
results such as upper bound for the norm of the error. The numerical tests show the effectiveness of
LR-ADI(l)-Global Arnoldi methods as compared to some already existing ones. We notice that when
we increase the number l in the LR-ADI(l)-Global Arnoldi method, the convergence is generally faster
in terms of number of iterations but requires higher CPU-time. In all our experiments, the best results
were obtained with l = 1 or l = 2.
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