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Abstract
We consider the triangles with vertices x, −x and y where x, y are points on the unit sphere of a normed space. Using the
geometric means of the variable lengths of the sides of these triangles, we define two geometric constants for Banach spaces. These
constants are closely related to the modulus of convexity of the space under consideration, and they seem to represent a useful tool
to estimate the exact values of the James and Jordan–von Neumann constants of some Banach spaces.
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1. Introduction
Recall that a Banach space (X,‖ · ‖) is called uniformly non-square, if there exists δ ∈ (0,1) such that for any
x, y ∈ SX := {v ∈ X: ‖v‖ = 1}, either ‖x + y‖  2(1 − δ) or ‖x − y‖  2(1 − δ). This concept was introduced by
R.C. James [12] in 1964. Later, in 1976, J.J. Schäffer [19] gave an equivalent definition of a uniformly non-square
Banach space by saying that X is uniformly non-square, if there exists λ > 1 such that for every x, y ∈ SX either
‖x + y‖ > λ or ‖x − y‖ > λ. In order to measure the degree of uniform non-squareness of X, J. Gao [8] in 1982
defined the constants
J (X) = sup
x,y∈SX
min
{‖x + y‖,‖x − y‖},
S(X) = inf
x,y∈SX
max
{‖x + y‖,‖x − y‖},
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tively, Schäffer) sense if J (X) < 2 (respectively, S(X) > 1). Then, E. Casini [5] in 1986 (see also [9]) proved that for
any non-trivial Banach space X one has J (X)S(X) = 2, which shows the equivalence of the two definitions.
J. Gao [8] also introduced the constants
G(X) = sup
x∈SX
inf
y∈SX
max
{‖x + y‖,‖x − y‖},
j (X) = inf
x∈SX
sup
y∈SX
min
{‖x + y‖,‖x − y‖}.
The relationship of these and other similar constants with important geometric properties of the space such as,
for example, its normal structure (and hence fixed point property) has been extensively studied (see [4,10] and [15]).
These constants are also closely related to the well-known Clarkson modulus of convexity, as we shall recall later.
If y and −y are antipodal points on the unit sphere SX , then ‖x + y‖, ‖x − y‖ and 2 can be regarded as the lengths
of the sides of the triangle Txy with vertices x, y, and −y lying on SX . Therefore, the four aforementioned constants
and many other constants of Banach spaces can be regarded as the result of some kind of estimation of the lengths of
the sides of these triangles when x and y move on SX . For instance, if we consider the arithmetic mean of the lengths
of the non-constant sides of Txy we get the constants
A1(X) = inf
x∈SX
sup
y∈SX
‖x + y‖ + ‖x − y‖
2
,
A2(X) = sup
x,y∈SX
‖x + y‖ + ‖x − y‖
2
,
introduced by M. Baronti, E. Casini and P.L. Papini [4] in 2000.
It should be noted that, for any x ∈ SX , infy∈SX min{‖x + y‖,‖x − y‖} = 0, supy∈SX max{‖x + y‖,‖x − y‖} = 2
and infy∈SX(‖x + y‖ + ‖x − y‖)/2 = 1, and therefore the six constants defined above constitute all the non-trivial
constants that can be defined by applying a combination of “inf” and “sup” to the minimum, maximum, and arithmetic
“means.”
In [4,5,9,10,15–17] one can find further information about the constants defined above. In particular, it is proved in
[17] that in the definition of J (X), S(X), G(X) and j (X) we can consider only pairs x, y such that ‖x+y‖ = ‖x−y‖.
In this paper we will introduce two new constants based on averaging the lengths of the sides of Txy with the
geometric mean. Then we will give some relationships between these and the above constants which allow us to
compute them for some interesting spaces.
2. Preliminaries
Throughout the paper, (X,‖ · ‖) will be a real normed space of dimension at least two. We shall denote by SX =
{x ∈ X: ‖x‖ = 1}, BX = {x ∈ X: ‖x‖  1} and X∗, respectively, the unit sphere, the closed unit ball, and the dual
of X.
Recall that Clarkson’s modulus of convexity of X is defined for ε ∈ [0,2] as
δX(ε) = inf
{
1 − ‖x + y‖
2
: x, y ∈ BX, ‖x − y‖ ε
}
,
where “BX” and “” can be (equivalently) replaced by “SX” and “=,” respectively [7]. The space X is said to be
uniformly convex if δX(ε) > 0 for 0 < ε  2 or, equivalently, if the characteristic of convexity
ε0(X) = sup
{
ε ∈ [0,2]: δX(ε) = 0
}
is zero. Moreover a space X is uniformly non-square if and only if ε0(X) < 2, so that any uniformly convex space is
uniformly non-square. For more references on δX(ε) see [11].
Motivated by the well-known characterization of inner product spaces by P. Jordan and J. von Neumann, “the
parallelogram law,” J.A. Clarkson [6] defined the von Neumann–Jordan constant of a normed space X as
CNJ (X) = sup
{‖x + y‖2 + ‖x − y‖2
2 2 : x, y ∈ X, not both zero
}
.2(‖x‖ + ‖y‖ )
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product space if and only if CNJ (X) = 1. Also, X is uniformly non-square if and only if CNJ (X) < 2. M. Kato,
L. Maligranda and Y. Takahashi [15] connected J (X) with CNJ (X) by proving that
1
2
J (X)2  CNJ (X)
J (X)2
(J (X)− 1)2 + 1 . (1)
For more information about CNJ (X) see [2,13,15,18].
Now, let us introduce the constants based on the geometric mean of the lengths of the sides of Txy .
Definition 1. For a given Banach space X let
t (X) = inf
x∈SX
sup
y∈SX
√‖x + y‖‖x − y‖, T (X) = sup
x,y∈SX
√‖x + y‖‖x − y‖.
Remark 2. Observe that, for any x ∈ SX , infy∈SX
√‖x + y‖‖x − y‖ = 0. Also note that Examples 12 and 25 show
that in the definition of t (X) and T (X) we cannot assume that ‖x + y‖ = ‖x − y‖, as occurs with other constants.
It is interesting to note the geometrical meaning of ‖x +y‖‖x −y‖. If one assumes that x and y are in R2 endowed
with the Euclidean norm, then taking u = (x + y)/‖x + y‖ and v = (x − y)/‖x − y‖ one has that ‖x + y‖‖x − y‖ is
the quotient of the areas of the triangles of vertices {0, x + y, x − y} and {0, u, v}, respectively.
G. Zba˘ganu [21] defined the constant
CZ(X) = sup
{‖x + y‖‖x − y‖
‖x‖2 + ‖y‖2 : x, y ∈ X, not both zero
}
.
Thus, T (X)
2
2 can be considered as the “unitary” version of CZ(X).
3. Properties of t (X) and T (X)
From the definitions it is clear that, for any space X, t (X)  T (X), and since min{‖x + y‖,‖x − y‖} √‖x + y‖‖x − y‖ (‖x + y‖ + ‖x − y‖)/2, we also have
j (X) t (X)A1(X) 2, (2)
J (X) T (X)A2(X) 2. (3)
Moreover, the inequalities (2) and (3) can be completed on the left with 1  S(X)  j (X), 1  G(X)  J (X) and
S(X) J (X) [9].
Example 3 shows that t (p) = T (p) for 1 p  2, whereas Examples 4, 18 and 25 show that the two constants
are in general different.
Example 3. It is well known (see, e.g., [9] and [4]) that, for 1  p  2, j (p) = A1(p) = 21/p . Hence, from (2)
it follows that also t (p) = 21/p . Moreover, for 1  p < ∞, J (p) = A2(p) = max{21/p,21−1/p}, and (3) gives
T (p) = max{21/p,21−1/p}.
Example 4. Let X = (R2,‖‖∞). Then t (X) =
√
2 and T (X) = 2. To see this, take x ∈ SX . We can assume without
loss of generality that x = (1, α), with 0 α  1. Let y¯ = (1,−1). Then supy∈SX ‖x+y‖‖x−y‖ ‖x+ y¯‖‖x− y¯‖ =
2(1 + α) 2, which implies t (X)√2. On the other hand, for x¯ = (1,0) and y = (y1, y2) ∈ SX we have
‖x¯ + y‖‖x¯ − y‖ = max{|1 + y1|, |y2|}max{|1 − y1|, |y2|}
max
{∣∣1 − y21 ∣∣, |1 + y1||y2|, |1 − y1||y2|, |y2|2} 2,
because |y1| 1 and |y2| 1. Thus, supy∈SX ‖x¯ +y‖‖x¯ −y‖ = 2 t (X)2, and the supremum is attained at the points
y = (±1,±1). Finally, taking u = (1,1) and v = (1,−1), we get 2 T (X)√‖u+ v‖‖u− v‖ = 2. It is known (see
[9] and [4]) that j (X) = 1 and A1(X) = 3/2; so this is a space for which all the inequalities in (2) are strict.
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√
2 [9]. (This bound can be obtained easily having in mind that in any normed
space X it is possible to find x, y ∈ SX such that ‖x + y‖ = ‖x − y‖ =
√
2 (see, e.g., [1]).) Hence, T (X) is bounded
by
√
2 T (X) 2. (4)
Proposition 5. A Banach space X is not uniformly non-square if and only if any of the following properties hold:
(i) T (X) = 2,
(ii) J (X) = 2,
(iii) A2(X) = 2.
Proof. It is known that both J (X) = 2 and A2(X) = 2 characterize the spaces which are not uniformly non-square
[4,9]. From (3) it follows that the same is the case for T (X) = 2. 
With regard to the other bound of T (X) in (4), Proposition 6 shows that it is attained in inner product spaces, but
Example 8 tells us that T (X) = √2 is not characteristic of such spaces when dimX = 2. We do not know if this
identity characterizes inner product spaces when dimX  3.
Proposition 6. If X is an inner product space, then t (X) = T (X) = √2.
Proof. Let us suppose that the norm of X is induced by the inner product 〈.,.〉. Then, for x, y ∈ SX ,
‖x + y‖‖x − y‖ =√2 + 2〈x, y〉√2 − 2〈x, y〉 = 2√1 − 〈x, y〉2.
Consequently, for a fixed x ∈ SX ,
sup
y∈SX
√‖x + y‖‖x − y‖ = sup
y∈SX
√
2
√
1 − 〈x, y〉2 = √2,
where the supremum is attained for y ⊥ x. Thus, supy∈SX does not depend on x, and hence t (X) = T (X) =
√
2. 
Remark 7. If the norm of X is induced by 〈.,.〉 and x, y ∈ SX , then the projection px(y) = 〈x, y〉x gives the best
approximation of y on the line spanned by x, with y −px(y) ⊥ x. Hence, ‖y −px(y)‖ =
√
1 − 〈x, y〉2 can be consid-
ered as the length of the altitude of the right triangle of vertices {−x, y, x} inscribed in SX , whose legs (catheti) and
hypotenuse have, respectively, the lengths ‖x+y‖, ‖x−y‖, and 2. The identity 2‖y−px(y)‖ = ‖x+y‖‖x−y‖ recap-
tures the fact, well known from elementary Geometry, that: The product of the lengths of the legs of a right triangle is
equal to the product of the lengths of the hypotenuse and the altitude. This also provides an insight into the meaning of
the constants t (X) and T (X), at least in Hilbert spaces. Indeed, for a fixed x ∈ SX , γ (x) := supy∈SX
√‖x − y‖‖x + y‖
is just equal to √2 supy∈SX
√‖y − px(y)‖ and can be regarded as a number which depends on the vertex y ∈ SX far-
thest from the compact set [−x, x]. Since, in a Hilbert space, supy∈SX‖y − px(y)‖ trivially equals 1, we obtain again
γ (x) = √2 for every x ∈ SX , and finally T (X) = supx∈SX γ (x) =
√
2 and t (X) = infx∈SX γ (x) =
√
2.
Example 8. Let Xo be the space R2 endowed with a norm whose unit sphere is a regular octagon. From [4, p. 135]
and [9, Proposition 2.8] we know that A1(Xo) = A2(Xo) = j (Xo) = J (Xo) =
√
2. Therefore, from the inequalities
(2) and (3) we obtain that also t (Xo) = T (Xo) =
√
2. Furthermore, a laborious calculation shows that for any x ∈ SXo ,
supy∈SXo
√‖x + y‖‖x − y‖ = √2 and that the supremum is attained in y if and only if the angle between x and y is
π/2, exactly as is the case with the Euclidean norm.
With respect to the bounds of t (X), it is obvious that t (X) 2. The following proposition provides some informa-
tion about the extreme value 2.
Proposition 9. For a Banach space X the following properties are equivalent:
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(ii) j (X) = 2,
(iii) A1(X) = 2.
Moreover, any of the above properties implies that X is a not-uniformly non-square infinite-dimensional space. Con-
sequently, in finite-dimensional spaces the three constants are less than 2.
Proof. In [16, p. 279] it is shown that j (X) = 2 if and only if A1(X) = 2. This result and the inequalities (2) give the
first part of the proposition. In [4, Proposition 6.4] it is proved that if A1(X) = 2 then X is a not-uniformly non-square
infinite-dimensional space, which completes the proof. 
In [4] it is shown that if X is any of the spaces c0, c, or l∞ then A1(X) = 3/2. This proves that for such spaces
t (X) 3/2 and that the reciprocal result to the one in the second part of Proposition 9 is not true. Moreover, if X is
any of the spaces C[0,1], C0[0,1], or L1[0,1] then A1(X) = 2, which implies t (X) = 2. Also it is proved in [4] that
if dimX = 2 then A1(X) (1 +
√
33)/4, and then the same bound is valid for t (X).
With regard to the lower bound of t (X), Proposition 10 is the best result we have managed to obtain.
Proposition 10. For any Banach space X, t (X)
√
3/2.
Proof. Let x ∈ SX . In any two-dimensional subspace of X that contains x we can find z ∈ SX such that ‖x − z‖ = 1.
Let w = x − z. Then 3x = (x + w) + (x + z), which gives 3 ‖x + w‖ + ‖x + z‖. Therefore either ‖x + w‖ 3/2
or ‖x + z‖  3/2, with ‖x − w‖ = ‖x − z‖ = 1. This implies that supy∈SX
√‖x + y‖‖x − y‖ √3/2. Since x is
arbitrary, we obtain t (X)
√
3/2. 
We do not know any space for which the bound in Proposition 10 is attained. The nearest we have got is the space
X = 2 − 1 in Example 25, where
t (X) =
√
5
3
√
5
6
= 1.2334 . . . >
√
3
2
= 1.2247 . . . .
In [9] and [4] identities are given that allow one to compute J (X) and A2(X) from the modulus of convexity of X,
J (X) = sup
{
ε: δX(ε) < 1 − ε2
}
, (5)
A2(X) = 1 + sup
{
ε
2
− δX(ε):
√
2 ε < 2
}
. (6)
Theorem 11 shows that the same holds for T (X). Its proof follows closely that for A2(X) in [4, Proposition 2.4].
Theorem 11. Let X be a Banach space. Then,
T (X)2 = 2 sup{ε(1 − δX(ε)): ε ∈ [0,2]}.
Proof. Let s = sup{ε(1 − δX(ε)): ε ∈ [0,2]}. For every x, y ∈ SX , δX(‖x − y‖) 1 −‖x + y‖/2, which implies that
‖x − y‖‖x + y‖  2‖x − y‖(1 − δX(‖x − y‖))  2s. Hence T (X)2  2s. On the other hand, for η > 0 arbitrarily
small there exists ε¯ ∈ [0,2] such that s − η < ε¯(1 − δX(ε¯)). Since 0 < T (X)22  s, then ε¯ > 0. Therefore δX(ε¯) <
(ε¯− s+η)/ε¯, which implies that there exist x0, y0 ∈ SX such that ‖x0 −y0‖ = ε¯ and 1−‖x0 +y0‖/2 < (ε¯− s+η)/ε¯,
that is, ‖x0 + y0‖ > 2(s − η)/ε¯. Therefore T (X)2  ‖x0 − y0‖‖x0 + y0‖ = ε¯‖x0 + y0‖ > 2(s − η). Letting η → 0+
we obtain that T (X)2  2s and hence the desired equality. 
The following example shows a space for which the modulus of convexity is known (see [3]) and for which we can
compute T (X) by applying Theorem 11.
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Then from [3] we know that
δW (ε) =
⎧⎪⎪⎨
⎪⎪⎩
0 if 0 ε 
√
3,
1 − 2
√
1 − ε24 if
√
3 ε 
√
16
5 ,
1 −
√
1 − ε216 if
√
16
5  ε  2.
Straightforward calculation shows that sup{ε(1 − δW (ε)): ε ∈ [0,2]} =
√
3(1 − δW (
√
3)) = 2(1 − δW (2)) =
√
3,
which implies that T (W) =
√
2
√
3 ≈ 1.8612. Also it can be checked that T (W) is only attained (up to sign) at the
points x = ( 12 ,0) and y = ( 12 ,±
√
3
2 ), for which ‖x + y‖ = ‖x − y‖. From (5) and (6) we get J (W) = 4√5 ≈ 1.7888
and A2(W) = 1 +
√
3
2 ≈ 1.8660. This is a space for which all the inequalities in (3) are strict.
The next theorem refines the left inequality in (1), J (X)√2CNJ (X).
Theorem 13. Let X be a Banach space. Then,
max
{
J (X),
√
2ε0(X)
}
 T (X)A2(X)
√
2CNJ (X). (7)
Proof. By (3) we only need to prove the inequalities √2ε0(X) T (X) and A2(X)√2CNJ (X). The first one fol-
lows from Theorem 11 by setting there in particular ε = ε0. The second follows by considering that for any x, y ∈ SX
one has(‖x + y‖ + ‖x − y‖
2
)2
 ‖x + y‖
2 + ‖x − y‖2
2(‖x‖2 + ‖y‖2)
(‖x‖2 + ‖y‖2) 2CNJ (X). 
The following examples show that the maximum in (7) can be attained either at J (X) or at √2ε0(X), and that all
the inequalities can in fact be equalities. They also illustrate the usefulness of the constant T (X) as a tool to compute
J (X), CNJ (X), and A2(X).
Example 14. Let V be the space R2 endowed with the norm
∥∥(x1, x2)∥∥= max
{√
x21
4
+ x22 ,
√
x21 +
x22
4
}
.
Since x := ( 25
√
5, 25
√
5 ) and y := ( 25
√
5,− 25
√
5 ) are in SV , we have that J (V )  min{‖x + y‖,‖x − y‖} = 45
√
5.
Also, it is easy to see that for every x ∈ V
‖x‖ ‖x‖2 
√
8
5
‖x‖
where ‖ · ‖2 denotes the standard Euclidean norm. In [15, Corollary 4] it was proved that if (X,‖ · ‖) is a Banach space
and ‖ · ‖1 is another norm over X that satisfies α‖ · ‖ ‖ · ‖1  β‖ · ‖ for some α,β > 0, then
α2
β2
CNJ (X) CNJ (X1)
β2
α2
CNJ (X),
where X1 = (X,‖ · ‖1). Thus in our case we get
CNJ (V )
8
5
CNJ
((
R
2,‖.‖2
))= 8
5
,
and from (7)
4√5 J (V ) T (V )A2(V )
√
2CNJ (V )
√
16 = 4√5.5 5 5
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√
5 and CNJ (V ) = 85 in an easy way. Notice that
ε0(V ) = 0.
Theorem 13 also allows us to obtain either T (X) or A2(X) for some spaces for which J (X) and CNJ (X) are
well-known.
Example 15. (See [15, Example 5].) For β  1 let Xβ be the space 2 endowed with the norm
|x|β = max
{‖x‖2, β‖x‖∞}.
The spaces Xβ have been extensively studied because they play a major role in Metric Fixed Point Theory. In [15] it
was shown that
CNJ (Xβ) = min
{
2, β2
}
, J (Xβ) = min{2, β
√
2 }.
In particular, if 1 < β <
√
2, CNJ (Xβ) = β2 and J (Xβ) = β
√
2 >
√
2ε0(Xβ) =
√
2
√
β2 − 1. Therefore, the inequal-
ities (7) yield T (Xβ) = A2(Xβ) = β
√
2. The resulting value of A2(Xβ) seems to be new.
Example 16. (See [15, Example 3].) For 2 p < ∞, let p,2 be a two-dimensional Lorentz sequence space with the
norm
‖x‖p,2 =
(
x∗21 + 22/p−1x∗22
)1/2
where (x∗1 , x∗2 ) is the rearrangement of (|x1|, |x2|) such that x∗1  x∗2 . One has that J (p,2) = 2(1+22/p−1)1/2 and
CNJ (p,2) = 21+22/p−1 . Therefore, J (p,2) =
√
2CNJ (p,2) and from (7) we get
T (p,2) = A2(p,2) = J (p,2) = 2
(1 + 22/p−1)1/2 .
Example 17. (See [15, Example 7].) For λ > 0, let Zλ be R2 with the norm
|x|λ =
(‖x‖22 + λ‖x‖2∞)1/2.
One has that J (Zλ) = 2( λ+1λ+2 )1/2 and CNJ (Zλ) = 2λ+1λ+2 . Therefore, J (Zλ) =
√
2CNJ (Zλ) and (7) gives
T (Zλ) = A2(Zλ) = J (Zλ) = 2
(
λ+ 1
λ+ 2
)1/2
.
The equality J (X) = √2CNJ (X) holds in the above examples. Although it seems to suggest some kind of sym-
metry, it is untrue in general, as the following example shows.
Example 18. Let X be R2 endowed with the ∞ − 1 norm defined by
‖(x1, x2)‖ =
{
max{|x1|, |x2|} if x1x2  0,
|x1| + |x2| if x1x2  0.
In [4] it was shown that A2(X) = 32 , and in [15, Example 4] that J (X) = 32 . Thus, T (X) = 32 . The calculation of the
Jordan–von Neumann constant of this space was a part of Problem 2 in [15]. It was solved independently in two recent
papers, namely [20] and [2], and the value is CNJ (X) = 3+
√
5
4 . Therefore
J (X) = T (X) = A2(X) = 32 <
√
2CNJ (X) ≈ 1.618.
We next proceed to also obtain t (X). To compute infx∈S supy∈S ‖x + y‖‖x − y‖, we may assume without loss
of generality that x is of the form xα = (1, α), with 0  α  1/2. For a fixed α, in order to obtain the value of
supy∈S ‖xα + y‖‖xα − y‖ we will distinguish three cases according to whether y belongs to each one of the following
sets:
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{
(1, β): 0 β  1
}
, S2 =
{
(β,1): 0 β  1
}
,
S3 =
{
(β,1 + β): −1 β  0}.
Case 1. If y ∈ S1, then ‖xα + y‖‖xα − y‖ = F1(α,β) := 2|α − β| F1(α,1) = 2(1 − α) for 0 β  1.
Case 2. If y ∈ S2, then ‖xα + y‖‖xα − y‖ = F2(α,β) := (1 + max{α,β})(2 − α − β). It is straightforward to see that
for 0 β  1,
F2(α,β)
⎧⎨
⎩F2(α,
1−α
2 ) = (3−α)
2
4 if 0 α  1 − 2√5 ,
F2(α,0) = (1 + α)(2 − α) if 1 − 2√5  α 
1
2 .
Case 3. If y ∈ S3, then for −1 β  0,
‖xα + y‖‖xα − y‖ = F3(α,β) :=
{
(1 + α + β)(1 − β) if β  α − 1
(1 + α + β)(2 − α) if β  α − 1
}
 F3(α,0) = (1 + α)(2 − α).
From the bounds obtained for Fi in the three cases above it follows that
sup
y∈S
‖xα + y‖‖xα − y‖ = H(α) :=
⎧⎨
⎩
(3−α)2
4 if 0 α  1 − 2√5 ,
(1 + α)(2 − α) if 1 − 2√5  α 
1
2 ,
and therefore
inf
x∈S supy∈S
‖x + y‖‖x − y‖ = H
(
1 − 2√
5
)
=
(
1 + 1√
5
)2
.
Thus, t (X) = 1 + 1√5 , which is attained at the points x = (1,1 −
2√
5 ), y = (
1√
5 ,1).
It is well known (see [4]) that for any Banach space X, A1(X)A2(X)  2. Next proposition shows that for the
constants j (X), J (X), t (X) and T (X) analogous inequalities hold.
Proposition 19. For every Banach space X,
2 j (X)J (X) t (X)J (X) t (X)T (X).
Proof. As we recall in the introduction, J (X)S(X) = 2. Then, the proof follows from the inequalities S(X) j (X),
(2) and (3). 
Remark 20. With regards the inequalities in Proposition 19 all the situations are possible. Gao [9] showed that for 1
p < 2, j (p) = J (p) = 21/p , whereas for 2 p < ∞, j (p) = 21/p and J (p) = 21−1/p . Therefore j (p)J (p) > 2
for 1 p < 2 and j (p)J (p) = 2 for 2 p < ∞. Example 3 shows that for 1 p < 2, j (p)J (p) = t (p)J (p) =
t (p)T (p) = 22/p > 2. Example 4 shows that for X = (R2,‖‖∞), t (X) =
√
2 and T (X) = 2, and from Gao [9]
we know that j (X) = 1 and J (X) = 2. Therefore for this space we have 2 = j (X)J (X) < t(X)J (X) < T (X)J (X).
Example 8 shows that all the inequalities can be identities.
4. Behaviour of the constant T (X) under perturbations of the norm
When a parameter defined in a normed space X depends on the vectors of the unit sphere SX it is customary to study
whether SX can be replaced by the unit ball BX giving an equivalent definition. Proposition 22 will show that this is
the case for T (X), and in part for t (X). But first we shall need a technical lemma of cumbersome proof. With regard to
this lemma, it is interesting to note that, in general, for fixed x, y ∈ X the function t ∈R+ → ‖x + ty‖‖x − ty‖ is not
an increasing function, not even if X is an inner product space. Nevertheless, notice that t ∈R+ → ‖x+ ty‖+‖x− ty‖
is always an increasing function.
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t ∈R+ → fx(t) = sup
y∈SX
‖x + ty‖‖x − ty‖
is an increasing function.
Proof. One can assume without loss of generality that x ∈ SX . To see that fx(t) is an increasing function we shall see
that fx(t1) fx(t2) for 0 t1 < t2 < t1 + 1. To this end, it is enough to see that for any y1 ∈ SX there exists y2 ∈ SX
such that ‖x + t1y1‖ = ‖x + t2y2‖ and ‖x − t1y1‖ ‖x − t2y2‖.
Let y1 ∈ SX be fixed. Since 2t2 < 2(t1 + 1) ‖x + t1y1‖+ ‖x − t1y1‖+ 2, one has that either t2 < ‖x + t1y1‖+ 1
or t2 < ‖x − t1y1‖ + 1. Let us assume without loss of generality that t2 < ‖x + t1y1‖ + 1. Hence, since 1 − t2 <
1 − t1  ‖x + t1y1‖, one has that
|1 − t2| < ‖x + t1y1‖. (8)
Let L ⊂ X be a two-dimensional subspace that contains x and y1, and consider the continuous function y ∈
SX ∩L → g(y) = ‖x + t2y‖. Since SX ∩L is connected and g(x) = 1+ t2 > 1+ t1  ‖x + t1y1‖ > |1− t2| = g(−x),
one has that there exists y2 ∈ SX ∩L such that ‖x + t1y1‖ = ‖x + t2y2‖. Moreover, x and y2 are linearly independent
because were x = y2, then 1 + t1  ‖x + t1y1‖ = ‖x + t2y2‖ = 1 + t2 > 1 + t1, which is an absurdity, and were
x = −y2, then ‖x + t1y1‖ = ‖x + t2y2‖ = |1 − t2|, which contradicts (8). Let α,β ∈R be such that t1y1 = αx + βy2.
Since we can take y2 in the same connected component as x, y1, and −x, without loss of generality we can assume
that β  0.
The rest of the proof is quite involved and is based on combining several inequalities. Let us begin by showing that
t2(α + 1)− β > 0. (9)
If t1 = 0, then α = β = 0 and (9) trivially holds. Let us assume that t1 > 0 and let us suppose, contrary to our claim,
that β − t2(α + 1) 0. Then β − t2α  t2 > 0, and from the identity (β − t2α)y2 = t1y1 − α(x + t2y2) it follows that
β − t2α  t1 + |α|‖x + t2y2‖. (10)
From the identity (β − t2(α + 1))t1y1 = (β − t2α)(x + t1y1)− β(x + t2y2) one gets(
β − t2(α + 1)
)
t1 
∣∣(β − t2α)‖x + t1y1‖ − β‖x + t2y2‖∣∣= t2|α|‖x + t1y1‖ t1|α|‖x + t1y1‖
and then β − t2(α + 1) |α|‖x + t1y1‖, which combined with (10) gives t2  t1, contrary to the assumption.
Since β  0, one gets from (9)
t2(α + 1)+ β > 0. (11)
Let us assume now that t2(α − 1) + β  0. In that case one gets from (9) that α > 0, and then t2α + β > 0. From the
identity (t2α + β)y2 = α(t2y2 − x)+ t1y1, one obtains
t2α + β  α‖t2y2 − x‖ + t1 (12)
and from (t2α + β)(t1y1 − x) = β(t2y2 − x)+ t1(t2(α − 1)+ β)y1 it follows that
(t2α + β)‖t1y1 − x‖ β‖t2y2 − x‖ + t1
(
t2(α − 1)+ β
)
. (13)
Multiplying (12) by t2 and adding (13) one gets
(t2α + β)
(
t2 + ‖t1y1 − x‖
)
 (t2α + β)
(
t1 + ‖t2y2 − x‖
)
,
and since t1 < t2, we conclude that ‖t1y1 − x‖ < ‖t2y2 − x‖, as we wished to prove.
Finally, let us assume that t2(α − 1)+ β < 0. From the identities
2t2(x + t1y1) =
(
t2(α + 1)+ β
)
(x + t2y2) +
(
t2(α + 1)− β
)
(x − t2y2)
and (
t2(α + 1)+ β
)
(x − t1y1) = 2β(x − t2y2) +
(
t2(1 − α)− β
)
(x + t1y1)
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2t2‖x + t1y1‖
(
t2(α + 1)+ β
)‖x + t2y2‖ + (t2(α + 1)− β)‖x − t2y2‖
and (
t2(α + 1)+ β
)‖x − t1y1‖ 2β‖x − t2y2‖ + (t2(1 − α) − β)‖x + t1y1‖,
and adding both inequalities one gets(
t2(α + 1)+ β
)‖x − t1y1‖ (t2(α + 1)+ β)‖x − t2y2‖,
and hence ‖x − t1y1‖ ‖x − t2y2‖, which completes the proof. 
Proposition 22. Let X be a Banach space. Then:
(i) For any x ∈ X,
sup
y∈BX
‖x + y‖‖x − y‖ = sup
y∈SX
‖x + y‖‖x − y‖.
(ii) T (X) = sup
x∈SX
sup
y∈SX
√‖x + y‖‖x − y‖ = sup
x∈SX
sup
y∈BX
√‖x + y‖‖x − y‖
= sup
x∈BX
sup
y∈BX
√‖x + y‖‖x − y‖.
(iii) t (X) = inf
x∈SX
sup
y∈SX
√‖x + y‖‖x − y‖ = inf
x∈SX
sup
y∈BX
√‖x + y‖‖x − y‖.
Proof. Let x ∈ X. Lemma 21 shows that, for any z ∈ BX ,
‖x + z‖‖x − z‖ fx
(‖z‖) fx(1) = sup
y∈SX
‖x + y‖‖x − y‖
and consequently supy∈BX‖x + y‖‖x − y‖ = supy∈SX‖x + y‖‖x − y‖, which gives (i) and, hence (ii) and (iii). 
Remark 23. With regard to property (iii) in Proposition 22 notice that from Proposition 10 we know that for every
Banach space X, t (X)
√
3/2 > 1, whereas infx∈BX supy∈BX
√‖x + y‖‖x − y‖ supy∈BX
√‖y‖‖y‖ = 1.
Corollary 24. Let X‖·‖ = (X,‖ · ‖) and X|·| = (X, | · |), where ‖ · ‖ and | · | are two equivalent norms in X such that
‖ · ‖ | · | β‖ · ‖. Then,
1
β
T (X‖·‖) T (X|·|) βT (X‖·‖).
Proof. If x, y ∈ SX|·| , then x, y ∈ BX‖·‖ . Therefore, from Proposition 22
|x + y||x − y| β2‖x + y‖‖x − y‖ β2 sup
x∈BX‖·‖
sup
y∈BX‖·‖
‖x + y‖‖x − y‖ = β2T (X‖·‖)2,
which implies that T (X|·|) βT (X‖·‖). The left-hand side inequality can be proved in a similar way. 
5. The parameter T (X) and the dual space
For any Banach space X, CNJ (X) = CNJ (X∗) and A2(X) = A2(X∗) (see [14] and [4], respectively). Nevertheless,
the values of the James constant may be different for a Banach space and its dual [15]. The following example shows
that the constant T (X) is also not self-dual.
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{‖(x1, x2)‖2 if x1x2  0,
‖(x1, x2)‖1 if x1x2 < 0.
In [15] it was shown that for this space J (X) =
√
8
3 ≈ 1.6329, and in [2] and [20] it was seen that CNJ (X) = 32 . It is
well known [11, p. 60] that ε0(X) =
√
2 and that the modulus of convexity δX of this space is the function
δX(ε) =
{
0 if 0 ε 
√
2,
min
{
1 −
√
2 − ε22 ,1 −
√
1 − ε28
}
if
√
2 ε  2.
From identity (6) it is easy to derive that A2(X) = 1 +
√
2
2 , and from Theorem 11 it is also easy to obtain T (X) =√
2
√
2(1 − δX(
√
2)) =
√
2
√
2. In summary, for this space one has (recall inequalities (7))
J (X) <
√
2ε0(X) = T (X) < A2(X) <
√
2CNJ (X).
To compute the value of t (X) will be a little more involved. We shall show that t (X) =
√
5
3
√
5
6 = 1.2334 . . . .
Recall that this is the space for which we have found the lowest value of t (X). First we will show that for x¯ =
(−1/2,1/2) ∈ SX , one has supy∈SX ‖x¯ + y‖‖x¯ − y‖ = 53
√
5
6 . For this, from the symmetry of SX , we only need
to consider the vectors y ∈ SX that are of type (a) y = (t,
√
1 − t2), with 0  t 
√
2
2 , or (b) y = (t, t + 1), with
− 12  t  0. Assume that y is of type (a). Then
‖x¯ + y‖ =
∥∥∥∥
(
t − 1
2
,
1
2
+
√
1 − t2
)∥∥∥∥=
{
1 − t + √1 − t2 if 0 t  12 ,√
3
2 − t +
√
1 − t2 if 12  t 
√
2
2 ,
and
‖x¯ − y‖ =
∥∥∥∥
(
−t − 1
2
,
1
2
−
√
1 − t2
)∥∥∥∥=
√
3
2
+ t −
√
1 − t2 .
Thus,
‖x¯ + y‖‖x¯ − y‖ =
⎧⎪⎨
⎪⎩
f1(t) := (1 − t +
√
1 − t2 )
√
3
2 + t −
√
1 − t2 if 0 t  12 ,
f2(t) :=
√
3
2 − t +
√
1 − t2
√
3
2 + t −
√
1 − t2 if 12  t 
√
2
2 .
By applying the change of variable t −√1 − t2 = z and studying the extreme values of the function (1 − z)(
√
3
2 + z )
one gets that f1(t) has the maximum at t1 = − 13 +
√
14
6 , with f1(t1) = 53
√
5
6 . The same change of variable shows
that f2(t) has the maximum at t2 =
√
2
2 , with f2(t2) = 32 < f1(t1). Assume now that y is of type (b). In this case
‖x¯ + y‖ = 2, and ‖x¯ − y‖ = √2|t + 12 |, and thus ‖x¯ + y‖‖x¯ − y‖ = f3(t) := 2
√
2|t + 12 |. The function f3(t) is
increasing for t  − 12 and thus in [− 12 ,0] attains the maximum at t = 0, with f3(0) =
√
2 < f1(t1). Therefore,
supy∈S ‖x¯ + y‖‖x¯ − y‖ = f1(t1) = 53
√
5
6 , from which it follows that t (X)
√
5
3
√
5
6 . To prove the opposite inequality,
we shall see that for any x ∈ SX one can find y¯ ∈ SX such that ‖x + y¯‖‖x − y¯‖  53
√
5
6 . Again from the symmetry
of SX we can suppose that x is of type (a′) x = (s,
√
1 − s2 ), with 0  s 
√
2
2 , or (b′) x = (s, s + 1), with − 12 
s  0. If x is of type (a′) then taking y¯ = (1,0) one has ‖x + y¯‖‖x − y¯‖ = f4(s) := (1 − s +
√
1 − s2 )√2 + 2s.
The function f4(s) is decreasing in [0,
√
2
2 ], so that ‖x + y¯‖‖x − y¯‖  f4(
√
2
2 ) =
√
2 + √2 > 53
√
5
6 . Finally, if x
is of type (b′) take y¯ = (√1 − r2, r), with r = − 1 +
√
14
, then ‖x + y¯‖ =
√
(s + √1 − r2 )2 + (s + 1 + r)2, and3 6
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√
1 − r2 )
√
(s + √1 − r2 )2 + (s + 1 + r)2.
The function f5(s) is increasing, so that ‖x + y¯‖‖x − y¯‖ f5(− 12 ) = 53
√
5
6 .
It is easy to check that t (X) is only attained (up to sign) at the points x = (− 12 , 12 ) and either y = (t,
√
1 − t2) or
y = (√1 − t2, t), where t = − 13 +
√
14
6 . It is interesting to note that in all these cases, ‖x + y‖ = ‖x − y‖.
Let us now consider the dual space X∗. This space has the 2 − ∞ norm∥∥(x1, x2)∥∥∗ =
{‖(x1, x2)‖2 if x1x2  0,
‖(x1, x2)‖∞ if x1x2 < 0.
In [15] it was shown that J (X∗) 1+ 1√
2
≈ 1.7071 > J(X). Again applying inequalities (7) we can obtain the values
of J (X∗) and A2(X∗) which seem to have been unknown up to the present. Since
1 + 1√
2
 J
(
X∗
)
 T
(
X∗
)
A2
(
X∗
)= A2(X) = 1 + 1√
2
,
it follows that J (X∗) = T (X∗) = 1 + 1√
2
> T (X) =
√
2
√
2.
With regard to t (X∗), all that we know is that t (X∗) = √2(1 + s) and that it is attained at the points x = (s,1) and,
simultaneously, y = (−1,1) and y = (t,√1 − t2 ), where (s, t) is the solution of the system
2(1 + s) − (t − s)
√
2 + 2st + s2 + 2
√
1 − t2 = 0,
2 − 3t2 + 2
√
1 − t2 + st(1 + 3√1 − t2)= 0,
that satisfies −1 s  0 t  1. Numerical approximation gives t (X∗) ≈ 1.304.
In [15, Theorem 1] it is shown that, for any Banach space X,
2J (X)− 2 J (X∗) J (X)
2
+ 1.
As a consequence of Theorem 13, we can obtain upper bounds for J (X∗) that are really more precise than the above
as will be shown below by a table of examples.
Theorem 26. For any Banach space X,
J
(
X∗
)
max
{
J
(
X∗
)
,
√
2ε0
(
X∗
) }
 T
(
X∗
)
A2(X)
J (X)
2
+ 1, (14)
and the inequalities are also valid if X and X∗ are interchanged.
Proof. Since A2(X∗) = A2(X), it follows from the inequalities (7) in Theorem 13 that
J
(
X∗
)
max
{
J
(
X∗
)
,
√
2ε0
(
X∗
) }
 T
(
X∗
)
A2(X).
Now, for x, y ∈ SX ,
‖x + y‖ + ‖x − y‖ = min{‖x + y‖,‖x − y‖}+ max{‖x + y‖,‖x − y‖}min{‖x + y‖,‖x − y‖}+ 2
 J (X)+ 2,
which gives A2(X) J (X)2 + 1. From the identity A2(X∗) = A2(X) it follows that (14) is also true if X and X∗ are
interchanged. 
To show how (14) really improves J (X∗) J (X)2 +1 we summarize in Table 1 some of the examples of the present
paper for which A2(X) < J(X) + 1.2
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X A2(X) 1 + J (X)2
Hilbert and Example 8
√
2 ≈ 1.4142 1 +
√
2
2 ≈ 1.7071
Example 12 1 +
√
3
2 ≈ 1.8660 1 + 2√5 ≈ 1.8944
Example 14 4√
5
≈ 1.7888 1 + 2√
5
≈ 1.8944
Example 25 2 − 1 1 +
√
2
2 ≈ 1.7071 1 + 34 = 1.75
2 − ∞ 1 +
√
2
2 ≈ 1.7071 1 +
√
2
3 ≈ 1.8165
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