Introduction
Let S be a family of sets. The intersection graph of S is a graph G =( V, E) whose vertices correspond to the sets, with (L'i, z;~)EE, if and only if the corresponding sets si and Sj intersect. For a graph G, we write x +y in G when x and y are adjacent vertices in G, and x +y in G if x and y are not adjacent.
The boxicity of a graph G (denoted by Box(G)) is defined by Roberts [2] as the smallest positive integer n for which G is the intersection graph of a family of n-dimensional boxes in iI?' (where the sides of the boxes are parallel to the coordinate axes). Alternatively, Box(G) is the smallest integer n for which there exists a function F which assigns to each vertex x in G a set F(x)(l), F(x)(2), . . , F(x)(n) of n closed intervals in IR, so that x _ y in G if and only if x # y and F(x)(i)n F( y)( i) ~$3 for i=l,2, . ..) n. The function F is called by Trotter [S] an interval coordinatization of length n for G. By convention, Box(G) = 0 when G is a complete graph. The concept boxicity of G was motivated by various applications in the natural sciences and was studied also in [3, 4] , for example. Note that G is an interval graph (that is, an intersection graph of intervals on a line) if and only if Box(G) d 1. Thus, this concept is a natural generalization of interval graphs. A grid intersection graph is a graph which is an intersection graph of families of horizontal and vertical line segments in the plane. Bipartite grid intersection graphs were studied in [l] . The grid dimension of a graph G (denoted by Grid(G)) is defined as the smallest positive integer n for which G is the intersection graph of a family of n-dimensional boxes in KY'+ '. Thus, G is a grid intersection graph if Grid(G)< 1.
A degenerate interval is a point. A degenerate interval coordinatization is an interval coordinatization where, for each vertex x, at least one of the intervals F(x)(i) is degenerate. Thus, G has grid dimension II if n is the smallest integer for which there exists a degenerate interval coordinatization of length n + 1 for G. Obviously, Grid(G)<Box (G) since an interval coordinatization of length II for G can be easily extended to a degenerate interval coordinatization of length n + 1 for G. It is also easy to verify that Box(G)bGrid(G)+ 1. We shall show that all bipartite graphs with boxicity two are, in fact, grid intersection graphs. We shall also introduce some inequalities for the grid dimension of a graph, and study extremal graphs with large grid dimensions.
Bipartite graphs with boxicity two
As was mentioned in the introduction, the following result holds.
It is worth investigating which graphs have the property that Grid(G) = Box(G) -1. We shall show, in this section, that bipartite graphs which can be realized as intersection graphs of boxes in the plane can always be realized as intersection graphs of line segments in the plane. Hence, we obtain the somewhat surprising result that being able to use 2-dimensional boxes does not help to represent any additional bipartite graph. Before stating and proving the main theorem, we review some related definitions and a result which appeared in Cl]. A cross matrix is a 3 x 3 0-l matrix which contains the following configuration: We are now ready to state and prove the following theorem.
Theorem 2.3. Let G =( U, V; E) be a bipartite graph. Then Box(G),<2 if and only if
Grid(G)< 1.
Proof. By Lemma 2.1, Grid(G)< 1 implies that Box(G)<2. Assume that Box(G) < 2, and let F be an interval coordinatization of length two for G. In other words, F assigns to each vertex VEG a rectangle in the plane defined by a pair Then rectangle bi_ 1 is below bi. Furthermore, rectangle bi_ 1 is not contained in BL(bi); otherwise, we would have bimz < ,_ bi, contradicting the fact that C is chordless. Similarly, bi_ 2 is below bi_ 1, but is not contained in BL(bi-1). Further application of this argument implies that bi+ 1 is below bi, contradicting the fact that bi cL bi+ I (see Fig. 1 ).
The proof that cR is acyclic is similar. 0
Proof of Theorem 2.3 (continued). Now, for each relation cR and cL we take the transitive closure, to get posets. Each of these two posets we extend to a total order, denoted by < These orders induce total orders on the sets U and V of vertices of G in an obvious way: x1 <x2 for vertices x1,x* both in U or both in V, if, for the corresponding rectangles, F(xr ) < F(x,). Now, let M be the reduced adjacency matrix corresponding to G, where the rows and columns of M are ordered by the order < defined above for U and V, respectively.
Claim 2.5. Matrix M is cross-free.
Proof of Claim 2.5. Suppose, by contradiction, that rows rl, r2, rg and columns cr, c2, c3 form a cross, where rl < r2 < r3 and c1 < c2 < c3 (see Fig. 2 ).
Let al,az,a3EA and bl, b2, b3EB be the rectangles which correspond to rows rl, r2,r3 and columns c1,cz,c3, respectively. Since b, < bZ, it is clear that b2 sLbl. Likewise, the fact that b2 < b3 implies that b, ytL b,; hence, b3nW@,))=@ Similarly, the fact that a, < a2 < a3 implies that a1nW+,))=@ TR(b,), implying that a2 intersects b2, a contradiction. This proves Claim 2.5. 0
This fact implies that
Proof of Theorem 2.3 (conclusion). By Lemma 2.2, the theorem follows. 0
Some inequalities for grid dimension
The following two inequalities were proved for Box(G) by Roberts [2] , but they hold for Grid(G) as well, and can be proven similarly.
The following inequalities follow by induction from Lemma 3.2.
The join of two graphs G and H, denoted as G @ H, is the graph formed by adding to disjoint copies of G and H all edges with one endpoint in G and the other in H. 
of length n for G, implying that Grid(G)<n-1. By Lemma 3.2, the proof follows. 0
Characterizations for grid dimension
For a real number k, let [k] denote the largest integer less than or equal to k. A vertex in a graph which is adjacent to all other vertices is called a universal vertex. Let G1 be the graph consisting of a single vertex, and let G2 be the graph consisting of two nonadjacent vertices. For each k32, we define inductively Gk+ r = Gk @ Gr when k is even, and G, + I = Gk _ r @ Gz when k is odd.
Let H5 be the 5-element cycle {cr, c2, c3, c 4, c=,} (denoted in [S] as H,). For k> 5, define Hk inductively by Hk+ 1 = Hk @ G1 for k odd, and Hk+ 1 = H,_ 1 @ G2 for k even.
Finally, define W, as c, (the complement of a cycle of length 7). For each k 3 7, we define inductively W,, , = W, 0 G1 for k odd, and W,, 1 = W, _ 1 @ G2 for k even.
Note that the families of graphs defined above, G2k, HZk+ 1, and W,,+ 1, k = 1,2, . , are identical to the families of graphs described in [S] and denoted by Gk, Hk, and W,, respectively. The following result was shown in [S] . 
