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Estimates of Christoffel Functions of 
Generalized Freud-Type Weights* 
WILLIAM C. BAUI.IXY 
llpper and lower bounds arc found for the gencraiized Christofkl functions 
i.,J&: .r) (0 c: p < ZL) of Freud-type weights. These weights have the form 
w,(x) -.. jxl’expf --Q(x)) (XEX I> --I) 
with a smgularity at the origin and non-compact support. The proof requires an 
inequality reducing weighted integrals of polynomials o%cr L! to integrals over com- 
pact intervals. 1, 1986 ~\vadcmlc Prer< !nc 
I. ~NTRODLC’.I~ION 
G&a Freud initiated investigations into the polynomials orthogonal with 
respect to W(.u)=exp(-Q(x); with Q(X) chosen as x’“!2k [2,4-71. 
Nevai [ 15, 171 and Sheen [ 19.201 have successfully handled the cases 
k = 2 and k = 3, respectively, where, as in much of Freud’s work. estimates 
of the Christoffel functions gave crucial information needed in bounding 
the orthogonal polynomials. Freud also used the bounds to find weighted 
Markov-Bernstein-type inequalities [3] when Q is a Freud exponent (set 
(2.1)). Recently Lubinsky [9], Mhaskar and Saff [ 141, and Zalik [223 
have investigated similar weighted inequalities: further. Lubinski [lo] and 
Mhaskar and SafT [ 131 have bounded the generalized Christoffel functions 
for a wider class of smooth weights. Both the bounds of the ChristoffeI 
functions and the weighted inequalities are used in Magnus’ prooi [ 1 I. 121 
of the Freud conjecture [4]. 
*This material is hascd upon research supported, in part, by the National Science E‘oun- 
dation under Grant MCS-83-00882 and is a portion of the author’s Ph.D. dissertation writtcr: 
ur.der the supervision of P. Nevai. 
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In this paper we will investigate the Christoffel functions of Freud-type 
weights that have a singularity at the origin, that is, weights of the form 
w,(x) = /xl "exp( - QW (-03 <x< +a& r> -l), 
with Q(X) being a Freud exponent. We intend to use the estimates given 
below to find the asymptotics of orthogonal polynomials associated with 
these generalized Freud-type weights. 
The organization of the paper is as follows: In Section II we define our 
notation; Section III contains the statements of the main results; Section IV 
is the proof of the integral inequality; Section V contains the derivation of 
the bounds; and, lastly, Section VI relates qn (see (2.3)) to the largest zero 
and to the ratios of leading coefficients of the orthogonal polynomials 
associated with these weights. 
II. NOTATION 
The following notations will be observed throughout. Q(x) will be called 
a “Freud exponent” when Q is an even function and satisfies: 
(i) Q’(t)>O, Q”(t)>0 for t~(0, co), 
(ii) Q”(t) is continuous on R, 
(iii) Q’(2t)/Q’(t) > c0 > 1 for t E (0, co), (2.1) 
(iv) tQ”(t)/Q’(t)<c for t~(0, co). 
The weight function, w,(x), will then be w,(x) = lxl’exp( -Q(X)}. The 
polynomials orthonormal with respect to w, are pn(wr; x) =ynxn + ... , 
denote the greatest zero of p,(x) by xln(w,) and let 
4z(wr) = Y,- l(W,)lYn(Wr). (2.2) 
For n suitably large let q,, be defined by the equation 
qn Q’(qJ = n (n > 4. (2.3) 
By P,, denote the set of all polynomials with real coefficients of degree at 
most II. The generalized Christoffel functions of the distribution dp are (see 
Nevai [16], where they were first introduced) 
i,,(dp; X) = inf [I ln(r)i~d~!i)/l~(x)IP]- REP.-1 R 
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We note that, for the special case p = 2, the following identity is well 
known (e.g., Freud [S, Theorem 1.4.11: 
Denote by c1,c2,... positive constants independent of x or n. 
III. THE MAIN RESULTS 
The first result is the main tool with which the bounds were obtained. 
THEOREM 3.1. Let Q(x) be a Freud exponent and qn be as defiined in 
(2.3), then for a fixed 6 > 0, and p, r such that 8 < p < CO and pr > - 1, there 
exist constants p = p(B) E (0, l), c = c(e, r), and > 0 so that for all n > no, 
114x) w,(x)11 Lp(R) G (1 + w”)‘%(x~ “r(X)!l,~(-.,~.+.,~) 
where z(x) E P,. 
Remark. The above inequality can be significantly sharpened using the 
techniques of Potential Theory (e.g., see Mhaskar and Saff [14]). We have 
e methods used for simplicity of exposition since they do OdtKX 
arp enough for the purposes of the following theorems. e also 
note that using qn - qno for n < no and standard compactness arguments we 
can extend the inequality to n = 1, 2,.... 
With this “Infinite to Finite Range” inequality in han we can proceed to 
the main results, upper and lower bounds of the generalized Christoffel 
functions; Nevai [ 18) was the first to use the method of reducing weights 
over the real line to compact intervals in order to estimate the Christoffel 
functions. 
THEORER~ 3.2. Let Q(x) be a Freud exponenf with qn as defined in (X3), 
let 0 < p < co and pr > -1, then, for w,(x) = Ixl’exp( - Q(x))~ for every E, 
0 < E < 1, there is a constant A = A(E), independent of x and la, such that 
where B is the constant of Theorem 3.1. 
THEOREM 3.3. Let Q(x) be a Freud exponent with qn as defined in (2.3), 
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let 0 < p < cc and pr > -1, then, for w,(x) = 1x1 ‘exp( - Q(x)), there is a 
8 > 0 and constant A’, independent of x and n, such that 
w3x) k7,,(w~; 4 d A’WW + k/nYlxl Y’ (I4 G &Tn)- 
We immediately obtain the following 
COROLLARY 3.4. Under the conditions of Theorems 3.2 and 3.3 
Remark. We note that from the definition of Freud exponent, (ii) Q” 
continuous is used for the lower bound but not for the upper bound while 
(iii) Q’(2t)/Q’(t) > c0 is used for the upper bound and not the lower. 
The relation of qn to the polynomials pn(wr; x) (see Freud [IS]) is seen in 
THEOREM 3.5. Let Q(x) be a Freud exponent with q, as defined in (2.3) 
and let r > -1; define w,(x) = /x()‘exp( -Q(x)}. Let xln(w,) be the greatest 
zero of p,,(w,.; x) and let a,(w,.) be defined by (2.2). Then we have 
IV. PROOF OF THE “INFINIE TO FINITE RANGE" INEQUALITY 
Following the method of Lubinsky [lo] we use Cartan’s Lemma for the 
Proof: (Theorem 3.1). If n(x) ~0 the inequality is trivial. Let KE P,, 
n>n,, we can express 
7c(x)=c fi (x-x,); c#O,O~m~n;x,,...,x,E~withlxll~ ... GIx,l. 
i= I 
Let qn be defined by (2.3). Determine j> 0 such that for 1~ id j, 
(xi1 < 3q,,/2 and for j< id m, lxil > 3q,,/2. If 1x1 > Bqzn, ju/ ,< q2n, and 
j< i<m, then 
lx-xil/lu-xxil d C1 + Ixlllxil)l(l - l”l/lxil) G 3(1 + (2/3)(lxllq2n)). 
i.e., 
(4.1) 
If 1x1 > Bq,,, (~1 dqzn, and l< i<j, then 
Ix - xilllu - xii G (1x1 + V/2) qd~ -xi1 d 2MIb - xii. (4.2) 
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Putting (4.1) and (4.2) together yields 
shall now apply Cartan’s lemma (see, e.g., aker [I, p. 1741) to 
{= 1 IZI - xi1 > to obtain 
l4xMu)l d 5”C4Wl~,,,I” 
for 1x1 3 4,,, I4 <h, and u $ Y c R, where Y is a set which can be 
covered by intervals, the sum of whose lengths is at most q&S &et At = 
( -q2n, f qzn)\Y, then A! has Lebesgue measure at least (15/8) qzr;* So for 
tiEA> Ix/ 3&I, 
Let c1 ==min(l, (3/8)‘$ an u~A*=A\(-(3/8)q~~, +(3/8)q,,), then d 
I@) ~,(W~(~) w,(u)1 <~“lI~~l~l/q~,l”~,(~~/cw,(q,,) Cl&J 
G C~g”/~,1C~Znll~ll”~‘~l~12”~o(~~l(4:”,~O(~2n~~l. 
But, by the maximality of qi”,w,(q,,), we have 
14x) W,(XM~(~) w,(u)1 GC2s”/~11C42n/lXlin-~r, 
i.e., for 1x1 > Bq,,, and u E A’*, 
17-G) w,(x)1 d C~*“/~~IC4~n//~Il’~-rI~(~~ W,( ~l. 
Therefore 
0% 
G C28”I~IIPE~*nIlXI 1 ‘+‘)“(l/q,,) jtqzn IX(U) W,(U)jPdz4. 
- Y2n 




1x1 a f%? 
X I +q*n In(u) w,(u)1 pdu. -420 








3, ITT(X) w,(x)lpdx< [II + (c&n)) ~“1 j,i,<Rq2 b(x) wr(x)lpdx. 
. n 
So we have 
ll4x) wr(x)ll Lp(53) G Cl + (Cl/(P)) P”l”%W wr(x)llLp(GBqn,+BqJ 
choosing B possibly larger, since qzn < 2q, (Freud [3, p. 223). Fix f3 > 0 
then for 0 < 8 6 p < cc 
lb(x) Wr(411Lp(rR) ’ < Cl+ (c1AOn12)) P”li’BIlw w,.(x)llL~(--Bq,,+Bq,). 
By the continuity of /./JLP norms and the independence of the constants 
upon p, the limit as p + CC may be taken and the inequality holds for 
o<edpm. 1 
V. PROOFS OF THE UPPER AND LOWER BOUNDS 
OF THE CHRISTOFFEL FUNCTIONS 
First, we shall require a technical lemma 
LEMMA 5.1. Let R,(x) = C;zA xk/k! then 
(3/4) ew(x) d R,(x) d (5/4) ew(x) (Ix/ <n/5, n 2 12). 
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Prooc From Taylor’s theorem, WC have, for ix! 6 cn. 
lexp(x) - R,,(x)/ 6 (n!) ’ max (exp(.u)/x!“\ 6 :!I! j ‘cxp(~n)(~n)“. 
Ir’Ccn 
Applying Stirling’s approximation gives 
Icxp(.~) .- R,,(x)\ < exp((c + 1 ) N) c”. 
in particular. for f = 1,‘5. 
I1 - exp( -.u) R,,(X): 6 (8/9)“. 1 
We shaii now construct the polynomials that wil! Se used to 
approximate IZ.(~(.V) (as in Freud [3] ). 
S,(O = ~~(:,,(X) &,,( - 1’,,(f)) ( , f: 6 By,, i. 
then (i) and (ii) follow directly. Now to prove (iii): For 111 < Bq,, 
1 P’,(l) 6 IQ’(s)! 2Bq,, + [ro17.‘(2q~)] 4B’qj, 
< c,lQ’(q,,)1 2By,, -t 2B’c,n < 2H[c, + AC,:,] n. 
Therefore, if k is a large enough positive integer, so !hat k/5 > 
2B[q + c’,)B], then, by Lemma 5.1, 
so that 
SJf) = ,co(xl Rk,,( -- V,,(l))- Ir.,,(.K) exp( - c’,,(t)). 
and hence 
S,,(t) H’({ ‘(1) -expjQ(t) - Q(x) - Q’(.u)(t -s) -- [:.:,n;245)](! --- ~1’). 
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Since Q” is continuous, Q(t) = Q(X) + Q’(x)(t -x) + Q”(c)(t - x)2/2 for 
some 5 between t and X, but, since Q is a Freud exponent, 
lQ”(c)] < c,n/q$ and thus (iii) holds. B 
We are now in a position to determine the lower bound. 
Proof. (Theorem 3.2). Let p > 0, tix r such that pr > - 1, and let II > 12. 
Then 
so that 
Using Nevai [16, Theorem 6.3.251 we have, for 1x1 < &Bqn (0 < E < l), 
Al,,(w,P; x) 2 Aw;(x)lq,lnlC1+ ~(q,l~)(ml)lPr. I 
Now we shall construct the polynomials to estimate wO(x) for the upper 
bound. 
LEMMA 5.3. Let x E [w be fixed and let n > 12. Then there exists a 
polynomial S,(x; t) and J > 0 such that for 1x1 d 8qn and I tl d Bq,,, 
(i) S,(t) 6 PCnj2j(t), 
(ii) 5+,(x; x) = w;‘(x), 
(iii) 0 < S,(t) w,(t) d 5/4. 
where B is the constant of Theorem 3.1 and q, is defined by (2.3). 
ProoJ: Detine S,(x; t) = w;‘(x) R,(Q’(x)(t -x)) where m = [n/2 J and 
R, is defined in Lemma 5.1, then (i) and (ii) follow immediately. For 
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/xl d $7, and ItI < Bq,, we have It-xlG( + a> qn ; now, since Q’ is 
increasing 
we - 41 6 evq,)(B+ 8) 4, = refcaq17)i 
Since Q is a Freud exponent 
CQ’(~~n)/Q’~qnll d CQ’fqZkYQ’(qn!7 d qyk 
Thus we can take i3 > 0 so small that 
lQ’(x)(t-x)1 <cC,kn(B+a)<nj20dm/5, 
therefore, by Lemma 5.1 and the convexity of Q, 
S,(t)<cw;‘(x) expj(Q’(x)(r-x)j <cexp(Q(r)j =cw;‘(!). 
Let us proceed ts the 
Proof (Theorem 3.3). As before let p > 0; fix Y SW that pr> -1, and 
let n > 12. Then 
which, applying Lemma 5.3, is 
<c2wOp(x) Rcj;f,2, jII:= I~(t)lpl~lP’~t/C~(x)lP. 
n n 
We apply the same change of variables as in the derivation of the lower 
bound to obtain 
6 cj wig(x) qr + 1 inf i’ +I Irs*(zl)iPlUIP’alUI[R”(X/ R*Ep[.:2J --I 
so that 
.&h,P; X)<C3wg(x)q~*1A Cn/21,p(ItlprKl-i.+l,(t) 4 -deni. 
Once more using Nevai [ 16, Theorem 6.3.251 we have, for /xl ,< 8 
~,,,W; x) d A’w5x)Cq,lnfC 1-b B(qnln)f WI )I p’. 
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VI. CONNECTIONS TO THE ORTHONORMAL POLYNOMIALS~,(W,;X) 
While Freud originally used the property that qt;Q’(qJ maximized 
xQ’(x), there are other significant relations concerning qn. 
LEMMA 6.1, Let xJw,) denote the greatest zero of the orthonormal 
polynomial, pn(wr; x), and qn be defined by (2.3); then 
limsup x,,(w,)/qn d const. 
n-m 
Proojr: From a well-known result of Chebyshev (see, e.g., Szegii [21, 
p. 1871) we have 
XTC”(X) w,(x) dx j n’(x) w,(x) dx 
R 
According to Theorem 3.1 
s 
Ix\Tc~(x) w,(x) dx d [l + apex+’ 
+ 4, 
’ i-B,, 1x1 n2(x) w,(x) R n 
I dx 
or 
and the result is seen to hold. 1 
LEMMA 6.2. Let r > -1. Then 
Y,(w,)/Y,- l(wr) = (n + 4-* j- P,(X) pn- l(x) Q’(x) w,(x) dx; 
--m 
A, = sin’(nrc/2). 
Remark. For Q(x) = 1x1 a Lemma 6.2 was proven for r > 0 and p > 0 in 
Freud [6] and for r> -1 and /3> 1 in Nevai [IS]. 
Proof: First integrate directly 




where X,-~(X) E lF’n--2, the last equality holding by virtue of orthogonality. 
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Now integrate by parts 
--Y s co pn(x) p, -L(X) x-lw,(x) d . (6.2) -cc 
Since w,(x) is an even weight, p, is an even/odd polynomial as IZ is 
even/odd, req., therefore 
Combining (6.1) and (6.2), the result follows. 
LEMMA 6.3. Let Y> -I, n > n,, and a,(w,) = y,- l(w,)/y,(w,), then 
4 d a,(w,), 
where A is an absolute constant. 
P.rooj From Lemma 6.2 we have 
~n(wr)hn- !(wr) = (n + %J-’ jm P,(X) pn- 1(x) Q’(x) w,(x) dx. 
-‘x 
Since Q is a Freud exponent, for x > 0 
Q’(x) = Q’(4J expPxW(x)f -h&?‘(q,))j 
Q’(qJ exp 1,’ @“(t)lQ’(t)) dtl 
6 Q’(q,J expqijI (c/t) dtl= Q’(dx/q,ic 
with c being the constant of (2.l)(iv), whereupon 
640/46/3-2 
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We now apply Theorem 3.1 to obtain 
so that 
i.e., 
The last equality follows from the definition of q,. [ 
Proof (Theorem 3.5). The inequality 
constq,P,<a,-,d max a,<~,,<2 max u,<2x,,,<constq, 
I<j<n-1 lCj<n-1 
follows from (Freud [6, Theorem 11) 
max 
lQj<n-1 
aj<xl,<2 max aj 
l<j<n-1 
and Lemmas 6.1 and 6.3. Since qn is an increasing function of n and 
1 < qTn/qn < 2 (Freud [3, p. 221) the Theorem holds. 
Remark. When Q is an even polynomial of degree 2m then q,, -n1r2m 
and given that A,(w,) = a,(w,)/(n ‘jZrn) has a limit, it is an easy calculation 
to find the value. Following the method of Freud [4] we integrate 
j~X(x) A-~(X) w,(x) d x in two ways (as in Lemma 6.2) and we arrive at 
the recurrence relation for a,(~,) 
n + r sin*(nrc/2) = 2a, f kdzk ?*i” ~~~-‘p,Jx) p,- 1(x) w,(x) dx 
k=l -00 
where Q(x) = C d2kx2k; now, noting that the “order” of each of the 
integrals is - CZk _ r,kan 2k-1 (Ci,j being the binominal coeffkient), we tind 
lim a,(w,)l(n 1/2m) = (2m d2,,,C2,,- l,m)-1’2m n-00 
which is consistent with the Freud conjecture [4] (recently proven by A. 
Magnus Cl1 ] for the case Q(x) = x2*, also see Magnus 1121, where 
Freud’s conjecture was discussed for Q(x) = IxJr, r > 1). 
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