Psychological research findings suggest that humans rely on the combined visual channels of face and body more than any other channel when they make judgments about human communicative behavior. However, most of the existing systems attempting to analyze the human nonverbal behavior are mono-modal and focus only on the face. Research that aims to integrate gestures as an expression mean has only recently emerged. Accordingly, this paper presents an approach to automatic visual recognition of expressive face and upper-body gestures from video sequences suitable for use in a vision-based affective multi-modal framework. Face and body movements are captured simultaneously using two separate cameras. For each video sequence single expressive frames both from face and body are selected manually for analysis and recognition of emotions. Firstly, individual classifiers are trained from individual modalities. Secondly, we fuse facial expression and affective body gesture information at the feature and at the decision level. In the experiments performed, the emotion classification using the two modalities achieved a better recognition accuracy outperforming classification using the individual facial or bodily modality alone.
Introduction and methodology
Automated emotion recognition plays an important role in affective computing, a new paradigm of human-computer interaction (HCI) conceptual- ising computers as affective entities. However, automated emotion recognition proves in itself a very challenging task. To date, the most promising results have been achieved in recognition of emotions from facial expressions. Other modalities such as body movements and gestures have only recently started attracting the attention of the HCI community (e.g. [1] ). Moreover, despite the common use of multiple modalities in human-human interaction (HHI), relatively few works have focused on implementing emotion recognition systems using affective multimodal data. The most common approach has been to combine facial expression with audio information [2] . Kapoor et al. [3] addressed the problem of detecting the affective states of high-interest, lowinterest and refreshing in a child who is solving a puzzle. To this aim, they combined sensory information from the face video, the posture sensor (a chair sensor) and the game being played in a probabilistic framework. Balomenos et al. [4] combined facial expressions and hand gestures for the recognition of six prototypical emotions.
In our work, we aim to extend the affective channels used for emotion recognition to include spontaneous body gestures from the whole upper body. Our motivation stems from a study by Ambady and Rosenthal [5] suggesting that the most significant channel for judging behavioral cues of humans appears to be the visual channel for the facial expressions and body gestures. Accordingly, we compare the experimental results from feature-level and decision-level fusion of the face and body modalities to determine which fusion approach is more suitable for our work. We focus on facial expressions and body gestures (i.e. shoulder shrug) separately and analyze the individual frames, namely neutral and expressive frames. After describing the feature extraction techniques for face and body briefly, classification results from four subjects are presented. Firstly, individual classifiers are trained separately with face and body features for mono-modal classification into labeled emotion categories. Then, we fuse affective face and body modalities for classification into combined emotion categories at (a) at the feature-level; and (b) at the decision-level. The system framework illustrating these steps is shown in Fig. 1 .
Modality 1: Facial expression
The leading study of Ekman and Frisen [6] formed the basis of visual automatic face expression recognition. Their studies suggested that anger, disgust, fear, happiness, sadness and surprise are the six basic prototypical face expressions recognized universally. Brave and Nass provide details of the facial cues for the displayed emotions in [7] . We base our facial feature extraction module on distinguishing these cues from the neutral face and from each other. Table  1 provides the list of the facial emotion categories recognized by our system based on the visual changes occurring on the face.
Modality 2: Expressive upper-body gestures
Human recognition of emotions from body movements and postures is still an unresolved area of research in psychology and non-verbal communication. Ambady and Rosenthal found out that humans rely on the combined visual channels of face and body more than any other channel when they make judgments about human communicative behavior [5] . In his paper [8] , Coulson presented experimental results on attribution of 6 emotions (anger, disgust, fear, happiness, sadness and surprise) to static body postures by using computer-generated figures. From his experiments he concluded that human recognition of emotion from posture is comparable to recognition from the voice, and some postures are recognized as well as facial expressions. Burgoon et al. clearly discuss the issue of emotion recognition from bodily cues and provide useful references in a recent publication in the context of national security [9] . We provide a table based on the cues described by Coulson [8] and Burgoon et al. [9] with the list of the expressive body gestures and the correlation between the gestures and the emotion categories used in the recordings of our database (see Table 2 ).
Data Collection
There have been some attempts to create comprehensive test-bed for comparative studies of facial expression analysis (see [2] for a detailed study). However, existing databases lack expressive quality of the body and do not take into consideration the relationship between the bodily parts ( i.e. between hands; hands and the face; hands, face and shoulders, etc.). Therefore, they cannot be used for the extensive analysis of human nonverbal communicative behavior. Moreover, none of the aforementioned works [4] - [3] created an extensive affective gesture database for common research use. To cope with the existing Table 2 List of the bodily emotions recognized by our system and the changes that occur on the body when they are displayed. limitations, we created a bimodal database that consists of recordings of facial expressions alone and combined face and body expressions. We recorded the sequences simultaneously using two fixed SONY XCD-X710CR cameras, connected to two different PCs with a simple setup and uniform background. One camera was placed specifically capturing the head only and the second camera was placed in order to capture upper-body movement from the waist above. We choose to use two cameras due to the fact that current off-the-shelf technology still does not provide us with frames with the required quality to process detailed upper-body and face information together. Prior to recordings subjects were instructed to take a neutral position, facing the camera and looking straight to it with hands visible and placed on the table. Examples of data sequences recorded by camera 1 (for body) and camera 2 (for face) can be seen in Fig. 2 .
Feature Extraction
A vast literature covers techniques for facial feature extraction (i.e. [10] ). In this work, we choose to use the well-known methods proposed in face, body and hand detection approaches since such methods have proven reliable and computationally efficient. We assume that initially the person is in frontal view, the upper-body, hands and face are visible and not occluding each other. Our feature vector consists of displacement measures between two major frames; namely a frame with the neutral expression ("neutral frame") and one where the expression is at its apex ("expressive frame").
Face feature extraction
Firstly, morphological operations are used to smooth the image. We then apply skin color segmentation based on HSV color space. We obtain the face region by choosing the largest connected component among the candidate skin areas. We then employ closing (dilation and erosion) and find the contour of the face that returns the filled face region. We detect the key features in the neutral frame and define the bounding rectangle for each facial feature. For feature extraction we apply two basic methods. The first one is based on the graylevel information of the face region combined with edge maps and the second one is based on the min-max analysis by Sobottka and Pitas [11] . We first enhance the face region by histogram equalization. We improve the contrast of the features by thresholding the image into binary. For example, in the case of the eyes, this is due to the color of the pupils and the sunken eye-sockets. Our method also uses min-max analysis introduced by Sobottka and Pitas [11] to detect the eyebrows, eyes, mouth and chin, by evaluating the topographic gray-level relief. After binarizing the image, face histograms are determined by the X-and Y-axis projection. We use the information of expected locations of face parts to restrict the searching area within the face region. We detect and locate eyes, eyebrows, nostrils, and chin. After detecting the key features in the neutral frame and defining the bounding rectangles for face features, we consider the temporal information in the subsequent frames by computing the optical flow in such bounding rectangles. Furthermore, we analyze the wrinkle changes by using edge density per unit area against a threshold. 
Body feature extraction
Our body model is a combination of a silhouette based and color based body models to determine the location of the upper-body parts while the person is in a sitting posture. It is used to predict the locations of the body parts (head, torso, shoulders and hands). In each frame a segmentation process based on a background subtraction method is applied in order to obtain the silhouette of the upper body. We then apply thresholding, noise cleaning and morphological filtering. After thresholding, one iteration of 3*3 dilation is applied on the binary image. Then, a binary connected component operator is used to find the foreground regions, and small regions are eliminated. Since the remaining region is bigger than the original one it is restored to its original size by the erosion procedure. We then generate a set of features for the detected foreground object, including its centroid, area, bounding box and expansion/contraction ratio for comparison purpose.
Segmentation and tracking of the body parts:
We first locate the face and the hands exploiting skin color information. Among the detected candidate regions, the largest connected component gives the face region; the second and third largest connected components give the hands, respectively. We then calculate the centroid of these regions in order to use them as reference points for the body movement. We employ the Camshift technique [12] for tracking the hands and comparison of bounding rectangles is used to predict their locations in subsequent frames (see Fig. 3 ).
Hand pose and orientation estimation: Orientation helps to discriminate between different poses of the hand. On convergence, the Camshift algorithm returns orientation, length and width of the bounding rectangle for the hand, hence, enabling the estimation of hand rotation [12] . Using this information we decide if the hand is in a vertical or horizontal position. After estimating the initial pose of the hand it is possible to determine the position of the fingers. We define four categories for finger position estimation: up, down, right and left. We use this information when classifying the feature vectors into various body movements (e.g. arms crossed, hands touching the head etc.)
Emotion Recognition and Experimental Results
In our experiments we select a whole frame sequence where an expression is formed in order to perform emotion recognition. We processed 54 sequences in total, 27 for face and 27 for body from four subjects. We processed about 1500 frames for the face and 1500 for the body. However, we used only the "expressive" or "apex" frames for training and testing and we omitted the frames with intermediate movements. We used nearly half of these for training and the other half for testing purposes. The ground truth in this experiment is based on the fact that (a) subjects were asked to perform expressive face and body gestures corresponding to particular emotions and (b) the subjects believed that they were performing accordingly. After obtaining the feature vector for face and body separately we performed emotion recognition using Weka, a publicly available toolbox for automatic classification [13] . We performed emotion recognition in two stages: mono-modal and bi-modal emotion recognition. The details of these procedures are explained in the following sections.
Mono-modal emotion recognition
The face feature vector and the body feature vector consist of 148 and 140 features, respectively. Such values are relatively high and may pose a challenge to the training of the classification algorithms. A basic rule for deciding the minimum number of samples in a training set is for that to be proportional to the number of features used. Since our number of training samples is limited, a classifier with a reduced feature set could be better trained than a classifier using the whole feature set. Therefore, we explored a feature selection technique to find the feature subset maximizing the performance of the classifiers. We applied attribute selection in Weka by a best-first search method in forward direction. This selection method searches the space of attribute subsets by greedy hill-climbing augmented with a backtracking facility. Setting the number of consecutive non-improving nodes allowed us control of the level of backtracking done. Feature selection. The best-first search method in Weka evaluated a total number of 4478 subsets and found the best subset with a merit of 74.6% for the facial input data. The number of features selected was 29 among 148 features. The same method evaluated a total number of 2111 subsets and found the best subset with a merit of 93% for the body input data. The number of features selected was 11 among 140 features. Mono-modal recognition based on the face. After the feature selection procedure, we fed the reduced face feature vector to the classifiers for mono-modal emotion recognition. The best recognition results in Weka were obtained with the BayesNet classification algorithm; results are presented in Table 3 (first  row) . Additionally, Table 4 presents the full "confusion matrix" for the reduced facial feature vector (29 features) for the four subjects. From the left column of Table 4 it can be seen that a number of "anger" samples were classified as "disgust". This might be due to a certain self-similarity between these two classes. Moreover, some of the "uncertainty" samples were classified as "happiness". This can be explained with the fact that all of the happiness expressions in the experiments are performed with open mouth, hence lower cheek regions are pulled down; similar movement is done when performing uncertainty by pulling down the lower cheek regions. Mono-modal recognition based on the body. After the feature selection procedure, we similarly fed the reduced body feature vectors to the classifiers for mono-modal emotion recognition. The best recognition results in Weka were again obtained with the BayesNet classification algorithm; results are presented in Table 3 (second row). Additionally, the right column of Table 4 presents the full "confusion matrix" for the reduced body feature vector (11 features) for the four subjects. From the right column of Table 4 , it can be seen that a number of "anger" samples are classified as "anxiety". This can be explained with the fact that "anxiety" was performed by tapping fingers on the table and part of "anger" was performed by making the hands into fists. For both of these gestures the amount of hand movement is limited if compared to other classes such as disgust, happiness and fear. Overall, from Table 3 we can conclude that body movements are more distinguishable between themselves than facial movements. This is due to the fact that facial movements are small movements and even high resolution might not be able to provide absolute recognition accuracy.
Bi-modal emotion recognition
In general, modality fusion is about integrating all single modalities into a combined representation [14] . One of the key issues in multimodal data processing is to decide when to combine the information. Typically, fusion is either done at the feature-level or deferred to the decision-level [14] . To make the fusion issue tractable, the individual modalities are usually assumed independent of each other.
Feature-level fusion. Feature-level fusion is performed by using the extracted features from each modality and concatenating these features into one larger vector. The resulting vector is input to a single classifier which uses the com- Table 4 Confusion matrices for the reduced face and body feature vectors.
Confusion matrix for the reduced facial feature vector (29 attributes) for 4 subjects using BayesNet.
Confusion matrix for the reduced body feature vector (11 attributes) for 4 subjects using BayesNet. Table 5 Emotion classification for the combined feature vector with BayesNet into 6 emotion categories (disgust, happiness, fear, anger, uncertainty and anxiety). bined information to assign the test samples into appropriate classes. We fuse face and body features of the corresponding expressive frames from the videos obtained from face and body cameras. However, we obtain a large feature vector consisting of 288 features. Similarly to the mono-modal emotion recognition, we decided to use a feature selection method prior to classification. Best-first search method was used with ten-fold cross validation to obtain a decisive reduction in the features' number (14 after selection). We experimented various classifiers on a dataset consisting of 412 training and 386 testing instances. For the feature set with 14 attributes, BayesNet provided, again, the best classification accuracy. The recognition results and the confusion matrix obtained are presented in Table 5 . Table 5 shows that a number of "anger" samples were classified as "anxiety". This case is similar to the monomodal emotion recognition results based on body feature set alone (compare with Table 4 , right column), however the number of misclassifications is much reduced. In general, for the emotions considered, we observe that using the two modalities achieves better recognition accuracy, outperforming the classification using the face or body modality alone, suggesting that using expressive face and body information adds accuracy to the emotion recognition based solely either on the face or the body. To correctly interpret these results, it is important to recall that our experiment tests unseen instances from the same subjects used for the training phase. Accuracy might be lower for totally unseen subjects.
Decision-level fusion. Decision-level fusion enables each modality to be first pre-classified independently and the final classification is based on the fusion of the outputs the different modalities. Designing optimal strategies for decisionlevel fusion is still an open research issue, depending also on the framework chosen for optimality. Various approaches have been proposed including the Table 6 Description of the three late-fusion criteria used: sum, product and weight. sum rule, product rule, using weights, maximum/minimum/median rule, majority vote etc. [15] . We analyzed the first three techniques mentioned above for our system, namely the sum, product and weight criteria. We describe the general approach of late integration of the individual classifier outputs as follows: X = (x f , x b ) represents the overall feature vector consisting of the face feature vector, x f , and the body feature vector, x b . Under a Maximum-aPosteriori (MAP) approach, X must be assigned to that of M possible classes, (w 1 , ..., w k , ..., w M ), having maximum posterior probability p(w k |X). An early integration approach would compute such a probability explicitly. In late integration, instead, two separate classifiers provide the posterior probabilities p(w k |x f ) and p(w k |x b ) for face and body, respectively, to be combined into a single posterior probability p(w k |X) with one of the fusion methods described in the following. Moreover, in the infrequent case in which the combined p(w k |X) has exactly the same value for two or more classes, we resort to the classification provided by the face classifier since we believe this is the "major" mode in our bi-modal approach. If the same happens for p(w k |x f ), we arbitrarily retain the first class in appearance order. The description of the three criteria we compared is given in Table 6 . In our case, the face modality is assumed to be the main modality. Thus, we assigned arbitrary weights as follows: σ f = 0.7 for the face modality and σ f = 0.3 for the body modality. The late fusion results for sum, product and weight criteria are all presented in Table 7 . According to our experimental results, with 91.1% recognition accuracy sum rule provides better fusion results than product or weight criteria.
Sum rule
k = argmax M k=1 p(w k |x f ) + p(w k |x b )) assign X → w k Product rule k = argmax M k=1 p(w k |x f ) * p(w k |x b )) Weight criterion k = argmax M k=1 σ f p(w k |x f ) + σ b p(w k |x b ))
Conclusions
This paper presented an approach to automatic visual analysis of expressive face and upper-body gestures and associated emotions suitable for use in a vision-based affective multimodal framework. In our work, we focused on fa-cial expressions and body gestures separately and analyzed individual frames, namely neutral and expressive frames. Firstly, two classifiers were trained separately with face and body features for mono-modal classification into labeled emotion categories. We then fused affective face and body modalities for classification into combined emotion categories (a) at the feature-level, in which the data from both modalities are combined before classification and (b) at the decision-level, in which the outputs of the mono-modal systems are integrated by the use of product, sum and weight criteria. Our experimental results show that: the emotion classification using the two modalities combined achieves better recognition accuracy in general, outperforming the classification using the face modality or body modality alone; by comparing Tables 5 and 7 , early fusion seems to achieve better recognition accuracy compared to late fusion; and that amongst the three late fusion approaches, the sum rule proved the best way to fuse such two modalities. Future extensions of this work will verify the consistency of these findings on full-length expressive video sequences.
