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sitat de València durante el periodo de disfrute de un Contrato Predoctoral (Ayudas para
Contratos Predoctorales para la Formación de Doctores, BES-2016-079019) dentro del Pro-
grama Estatal de Promoción del Talento y su Empleabilidad en I+D+i (Subprograma Estatal
de Formación) del Ministerio de Ciencia e Innovación.
Adicionalmente, esta investigación ha sido parcialmente financiada por el Ministerio de
Ciencia e Innovación y por el Fondo Social Europeo, en concreto, por los proyectos: “Ecua-
ciones en Derivadas Parciales No Lineales – MTM2015-70227-P” y “Ecuaciones en Derivadas
Parciales No Lineales – PGC2018-094775-B-100”.
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El món digital ha comportat l’aparició de molts tipus de dades, de mida i complexitat
creixents. De fet, els dispositius moderns ens permeten obtenir fàcilment imatges de major
resolució, aix́ı com recopilar dades sobre cerques a la xarxa, anàlisis sanitàries, xarxes socials,
sistemes d’informació geogràfica, etc. En conseqüència, l’estudi i el tractament d’aquests
grans conjunts de dades té un gran interès i valor. En aquest sentit, els grafs ponderats
proporcionen un espai de treball natural i flexible on representar les dades. En aquest context,
un vèrtex representa una dada concreta i a cada aresta se li assigna un pes segons alguna
mesura de “semblança” adequadament triada entre els vèrtexs corresponents. Històricament,
les principals eines per a l’estudi de grafs provenien de la combinatòria i la teoria de grafs. No
obstant això, després de la implementació de l’operador laplacià (discret) associat a un graf en
el desenvolupament de l’agrupació espectral als anys setanta, la teoria d’equacions diferencials
parcials en grafs ha obtingut resultats importants en aquest camp (vegeu, per exemple, [63],
[115] i les seves referències). Això ha provocat un gran augment de la investigació de les
equacions diferencials parcials en grafs. A més, l’interès s’ha vist reforçat per l’estudi de
problemes en el processament d’imatges. En aquesta àrea de recerca, els ṕıxels juguen el
paper dels vèrtexs i els pesos estan associats a la “similitud” entre els ṕıxels corresponents.
La forma en què es defineixen aquests pesos depèn del problema que ens ocupa (vegeu, per
exemple, [79] i [114]).
D’una altra banda, sigui J : RN Ñ R una funció no negativa, radialment simètrica i
cont́ınua amb
³
RN Jpzqdz  1. Equacions d’evolució no local de la forma
(0.1) utpx, tq 
»
RN
Jpy  xqupy, tqdy  upx, tq
i les seves variacions, han sorgit de manera natural en diversos camps cient́ıfics com a mitjà
per modelar una àmplia gamma de processos de difusió. Per exemple, en biologia ([53],
[131]), sistemes de part́ıcules ([38]), models de coagulació ([84]), models anisotròpics no locals
per a transicions de fase ([1], [2]), finances matemàtiques mitjançant una teoria de control
òptima ([36], [104]), processament d’imatges ([91], [109]), etc. Un raonament intüıtiu que
explica el grau d’aplicabilitat d’aquest model prové de pensar en upx, tq com la densitat d’una
“població” en un punt x en el moment t i en Jpy  xq com a la distribució de probabilitats
de passar de y a x en un “salt”. Aleshores,
³
RN Jpy  xqupy, tqdy és la taxa a la qual els
“individus” arriben a x des de qualsevol altre lloc i upx, tq   ³RN Jpy  xqupx, tqdy és la
velocitat a la qual surten de la ubicació x. Per tant, en absència de fonts externes o internes,
ens conduirà a l’equació (0.1) com a model per a l’evolució de la densitat de població al llarg
del temps. Es pot trobar un ampli estudi d’aquest problema a [18].
En els dos paràgrafs anteriors, hem avançat dos casos en què hi ha un gran interès en
l’estudi d’equacions diferencials parcials en un entorn no local (o discret). L’anàlisi de la
formulació peridinàmica de la mecànica cont́ınua (vegeu [111] i [145]), aix́ı com l’estudi
dels processos de salt de Markov i altres models no locals, han augmentat aquest interès.
Les referències sobre tots els temes esmentats fins ara es donen al llarg de la tesi (vegeu
també [48], [64], [77], [79], [87], [88], [92], [109], [114], [143], [155], [156], [161]).
L’objectiu d’aquesta tesi és unificar en un marc ampli l’estudi de molts dels problemes es-
mentats anteriorment. Per fer-ho, observem que hi ha una forta relació entre alguns d’aquests
problemes i la teoria de la probabilitat, i és en aquest camp on trobem els espais adequats per
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desenvolupar aquest estudi unificador. Sigui pX,Bq un espai mesurable i P : X  B Ñ r0, 1s
un nucli de probabilitat de transició a X (vegeu la secció 1.1). A continuació, es pot definir






Pnpx,Bq, t P R ,







PtfpyqP px, dyq  Ptfpxq.
A més, si considerem un procés de Markov pXtqt¥0 associat a la funció de transició markoviana
pPtqt¥0, i si denotem per µt la distribució de Xt, llavors la famı́lia pµtqt¥0 també compleix




P py, qµtpdyq  µt.
En aquest context, algunes eleccions espećıfiques de l’espai mesurable pX,Bq i de P donaran
lloc a alguns dels problemes anteriors. Per exemple, si X  RN i P px, dyq  Jpy  xqdy,
recuperarem l’equació (0.1). A més, prenent X com el conjunt de vèrtexs d’un graf ponderat
i definint adequadament la funció de probabilitat de transició en termes de pesos (vegeu
l’Exemple 0.38), també podem recuperar l’equació de la calor en grafs.
Les observacions anteriors suggereixen que els espais de passeig aleatori proporcionen el
marc adequat per complir els nostres objectius d’unificar una àmplia varietat de models no
locals. Aquests espais estan constitüıts per un espai mesurable pX,Bq i un nucli de probabi–
litat de transició P en X que codifica els salts d’un procés de Markov. Adoptarem la notació
mx : P px, q P PpX,Bq per a cada x P X (aqúı PpX,Bq indica l’espai de les mesures de
probabilitat en pX,Bq). A més, requerirem una mena de propietat d’estabilitat per a aquests
espais, és a dir, l’existència d’una mesura invariant ν (vegeu la Definició 0.7). Aleshores,
direm que rX,B,m, νs és un espai de passeig aleatori. Degut a la generalitat d’aquests espais,
els resultats que obtindrem tindran un gran ventall d’aplicabilitat a una àmplia gamma de
problemes d’evolució sorgits en diversos camps cient́ıfics. Malauradament, aquest marc no
cobreix problemes relacionats amb el nucli fraccionari degut a la seva naturalesa singular.
Durant els darrers anys i tenint en compte l’objectiu esmentat, hem estudiat alguns fluxos
gradient en el marc general d’un espai de passeig aleatori. En particular, hem estudiat el
flux de la calor, el flux per la variació total i problemes d’evolució del tipus Leray-Lions
amb diferents tipus de condicions de frontera no homogènies. Concretament, juntament amb
l’existència i la unicitat de solucions a aquests problemes i el comportament asimptòtic de les
seves solucions, s’han estudiat una àmplia varietat de propietats, aix́ı com els operadors de
difusió no locals que hi participen. Els nostres resultats s’han publicat a [123], [124], [125],
[126] i [146].
Guió de la tesi
A continuació descrivim breument el contingut de la tesi. Per començar, al caṕıtol 1,
introdüım el marc general d’un espai de passeig aleatori. A continuació, a la secció 1.1, la
relacionem amb nocions clàssiques de la teoria de cadenes de Markov i proporcionem una llista
de resultats que esperem que ajudin el lector a tenir una bona idea sobre les propietats que
gaudeixen aquests espais. Després d’introduir una propietat d’estabilitat per a espais de pas-
seig aleatoris, anomenada m-connexió, dediquem la secció 1.2 a explorar les caracteŕıstiques
que gaudeix aquesta noció i la relacionem amb conceptes coneguts d’ergodicitat. A conti–
nuació, proporcionem una llista d’exemples d’espais de passeig aleatori d’interès particular,
com els que es van esmentar al començament de la introducció. La resta del caṕıtol es dedica
a introduir els homòlegs no locals de nocions clàssiques com les de gradient, divergència,
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ĺımit, peŕımetre, curvatura mitjana i curvatura de Ricci, aix́ı com de l’operador de Laplace.
En fer-ho, obtenim resultats que imiten els resultats clàssics en el cas local i, a més, obtenim
més caracteritzacions de la m-connexió d’un espai de passeig aleatori. També dediquem un
espai a trobar condicions suficients per a l’existència de desigualtats de tipus Poincaré i rela-
cionem aquestes desigualtats tant amb la bretxa espectral (o “gap”) de l’operador de Laplace
com amb desigualtats isoperimètriques. Finalment, la secció 1.7 està dedicada a la curvatura
d’Ollivier-Ricci i la seva relació amb la desigualtat de tipus Poincaré.
El caṕıtol 2 se centra en l’estudi del flux de la calor en espais de passeig aleatori. En






Suposant que la mesura invariant ν compleix una condició de reversibilitat respecte al passeig
aleatori (vegeu la Definició 1.15), l’operador ∆m genera en L2pX, νq el semigrup markovià
pet∆mqt¥0 (vegeu el Teorema 2.4) anomenat flux de la calor a l’espai de passeig aleatori.
A més, som capaços de caracteritzar la velocitat infinita de propagació del flux de la calor
en termes de la m-connectivitat de l’espai de passeig aleatori (vegeu el Teorema 2.9). Aix́ı
mateix, a la secció 2.2, estudiem el comportament asimptòtic del semigrup pet∆mqt¥0 i amb
l’ajut d’una desigualtat de Poincaré obtenim taxes de convergència de pet∆mqt¥0. En aquest
sentit, demostrem que, si ν és una mesura de probabilitat i rX,B,m, νs satisfà una desigualtat
de Poincaré, el flux de la calor convergeix a la mitjana de la dada inicial amb taxa exponencial.
A la secció 2.3 introdüım la condició de curvatura-dimensió de Bakry-Émery. Schmuck-
enschlager [144] va considerar per primera vegada l’ús de la condició de curvatura-dimensió
de Bakry-Émery per obtenir una definició vàlida de curvatura de Ricci fitada a cadenes de
Markov. A més, al 2010, Lin i Yau [112] van aplicar aquesta idea als grafs. Posteriorment,
aquest concepte de curvatura en el marc discret s’ha utilitzat amb freqüència (vegeu [107] i
les seves referències). Tingueu en compte que, per definir la condició de curvatura-dimensió
de Bakry-Émery, heu de fer ús d’un carré du champ Γ (vegeu [22, Secció 1.4.2]). En el
marc dels semigrups de difusió de Markov, per obtenir bones desigualtats a partir d’aquesta
condició de curvatura-dimensió, és essencial que el generador A del semigrup compleixi la
fórmula de la regla de la cadena:
ApΦpfqq  Φ1pfqApfq   Φ2pfqΓpfq per a f P DpAq i Φ : RÑ R suau,
que caracteritza els operadors de difusió en el context continu (vegeu [22]). Malauradament,
aquesta regla de la cadena no es compleix en un entorn discret, i aquesta és una de les
principals dificultats que sorgeix quan es treballa amb aquesta condició de curvatura-dimensió
en espais mètrics de passeig aleatori. Seguint la teoria desenvolupada a [22], estudiarem la
condició de curvatura-dimensió de Bakry-Émery en espais de passeig aleatori reversibles i la
seva relació amb la desigualtat de Poincaré.
Finalment, la secció 2.4 es dedica a l’estudi de les desigualtats de transport en relació
amb la condició de curvatura-dimensió de Bakry-Émery i la curvatura d’Ollivier-Ricci. Ar-
ran dels treballs de Marton i Talagrand ([118], [152]) sobre les desigualtats de transport,
que relacionen les distàncies de Wasserstein amb l’entropia i la informació, aquest tema de
recerca ha tingut un gran desenvolupament (vegeu [94]). Una de les claus d’aquesta teoria
va ser el descobriment el 1986 per Marton [117] del vincle entre les desigualtats de transport
i la concentració de la mesura. Tingueu en compte que les desigualtats de concentració de
la mesura es poden obtenir mitjançant altres desigualtats funcionals, com ara les desigual-
tats isoperimètriques i les desigualtats de Sobolev logaŕıtmiques (vegeu el llibre de text de
Ledoux [110]). En aquesta secció provem que, sota la positivitat de la condició de curvatura-
dimensió de Bakry-Émery o de la curvatura d’Ollivier-Ricci, es satisfà una desigualtat de
transport-informació (Teoremes 2.27 i 2.34). A més, demostrem que si es satisfà una de-
sigualtat de transport-informació, es compleix també una desigualtat de transport-entropia
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(Teorema 2.31) i que, en general, la implicació inversa no es compleix.
Al caṕıtol 3 estudiem el flux per la variació total. Des de la seva introducció en el treball
seminal de Rudin, Osher i Fatemi com a mitjà per resoldre el problema d’eliminació del soroll
o “denoising” ([143]), el flux per la variació total s’ha mantingut com una de les eines més
populars en el processament d’imatges1. A més, l’ús de filtres vëınals per part de Buades,
Coll i Morel a [47], que va ser proposat originalment per P. Yaroslavsky ([161]), ha condüıt
a una extensa literatura sobre models no locals en el processament d’imatges (vegeu per
exemple, [48], [92], [109], [114] i les seves referències). En conseqüència, hi ha un gran
interès a estudiar el flux per la variació total en el context no local. A més, una ĺınia de
recerca diferent tracta una imatge com un graf discret ponderat, on els ṕıxels es prenen
com a vèrtexs i la “similitud” entre ṕıxels com a pesos 2. Per tant, l’estudi de l’operador
1-Laplacià i el flux per la variació total en espais de passeig aleatori té un àmbit d’aplicació
potencialment ampli.
Consegüentment, introdüım l’operador 1-Laplacià associat a un espai de passeig aleatori
i n’obtenim diverses caracteritzacions (vegeu el Teorema 3.13). A continuació, procedim
a demostrar l’existència i la unicitat de solucions del flux per la variació total en espais de
passeig aleatori i a estudiar el seu comportament asimptòtic amb l’ajut d’algunes desigualtats
de tipus Poincaré. Com a resultat del nostre estudi, generalitzem els resultats obtinguts a
[120] i [121] per al cas particular de RN amb un nucli no singular, aix́ı com alguns resultats
en teoria de grafs.
A més, al caṕıtol 3 introdüım els conceptes de conjunt de Cheeger i conjunt calibrable en
espais de passeig aleatori i caracteritzem la calibrabilitat d’un conjunt mitjançant l’operador
1-Laplacià. A més, estudiem el problema del valor propi del 1-Laplacià i el relacionem amb
el problema del tall òptim de Cheeger. Aquests resultats s’apliquen, en particular, als grafs
ponderats connexos, i complementen els resultats donats a [57], [58], [59] i [99].
El caṕıtol 4 està dedicat a l’estudi de la descomposició pBV,Lpq, p  1 i p  2, de funcions
en espais de passeig aleatori. Per a aquesta tasca estudiem el model de Rudin-Osher-Fatemi
amb termes de fidelitat de tipus L2 i L1 en espais de passeig aleatori. Obtenim les equacions
d’Euler-Lagrange d’aquests problemes de minimització i procedim a obtenir un ampli ventall
de resultats sobre les propietats que gaudeixen els minimitzadors.
Com a motivació, recordem el problema clàssic de la restauració d’imatges. Donada una
imatge sorollosa/danyada f : Ω Ñ R on, per exemple, Ω és un rectangle a R2, l’objectiu és
eliminar el soroll o la corrupció per tal d’obtenir la desitjada imatge ”neta” u : Ω Ñ R, que
està relacionada amb l’original per la següent equació quan n és el soroll addicional:
f  u  n.
Malauradament, el problema de recuperar u a partir de f està mal plantejat (vegeu [12]).
Per solucionar aquest problema, Rudin, Osher i Fatemi (vegeu [143]) van proposar resoldre













|u f |2  σ2.
La primera restricció correspon a la suposició que el soroll té mitjana zero i la segona a que la
seva desviació estàndard és σ. El problema (0.2) està naturalment relacionat amb el següent






}u f}22 : u P BV pΩq
*
,
1Des del punt de vista matemàtic, l’estudi del flux per la variació total en RN es va establir a [12].
2La forma en què es defineixen aquests pesos depèn del problema, vegeu, per exemple, [79] i [114].
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per a algun multiplicador de Lagrange λ ¡ 0. Chambolle i Lions ([54]) van demostrar un
resultat d’existència i unicitat per a (0.2), aix́ı com la relació entre (0.2) i (0.3). La constant
λ a (0.3) juga el paper d’un “paràmetre d’escala”. Si ajustem λ, podem seleccionar el nivell
de detall desitjat a la imatge reconstrüıda.
Seguint el model ROF obtenim la següent descomposició pBV,L2q de f :






}v}22 : f  u  v
*
.
Un problema variacional alternatiu sorgeix quan el terme de fidelitat }f  u}22 se substitueix
pel terme de fidelitat }f  u}1. Això va ser proposat per Alliney (vegeu [3] i [4]) en espais
unidimensionals i fou estudiat extensament per Chan, Esedoglu i Nikolova (vegeu [55] i [56]):




|Du|   λ}v}1 : f  u  v
*
.
La descomposició pBV,L1q resultant difereix de la descomposició pBV,L2q en diversos as-
pectes importants que han atret una atenció considerable en els darrers anys (vegeu [19],
[71], [78], [92], [162] i les seves referències). Assenyalem que la descomposició pBV,L1q és
invariant per contrast (vegeu [55]), a diferència de la descomposició pBV,L2q.
L’ús de filtres vëınals per Buades, Coll i Morel a [47], que va ser proposat originalment
per P. Yaroslavsky [161], ha condüıt a una extensa literatura de models no locals en el pro-
cessament d’imatges (vegeu, per exemple, [48], [49], [92], [109], [114] i les seves referències).




Jpx yq|upxq  upyq|dxdy   λ
2
}u f}22 : u P L2pΩq
*
.
D’altra banda, una imatge es pot veure com un graf ponderat on es prenen els ṕıxels com a
vèrtexs i els pesos estan relacionats amb la similitud entre ṕıxels. Depenent del problema, hi
ha diferents maneres de definir els pesos; vegeu, per exemple, [79], [101], [102] i [114]. El














wxy : u P L2pG, νGq
,.- .
Els problemes (0.5) i (0.6) són casos particulars del model ROF següent en un espai de













|upxq  fpxq|2dνpxq : u P L2pX, νq
*
,
que és una de les motivacions d’aquest caṕıtol i anomenem el model m-ROF. Un altre










|upyq  upxq|dmxpyqdνpxq   λ
»
X
|upxq  fpxq|dνpxq : u P L1pX, νq
*
,
que té com a cas particular la descomposició pBV,L1q en grafs. Tingueu en compte que, en
el cas local, és a dir, per al problema (0.4), el fet que existeixi un minimitzador per a cada
dada en L1 és una conseqüència del mètode directe del càlcul de variacions. Tot i això, en
el nostre context, no tenim prou propietats de compacitat per aplicar aquest mètode. Per
tant, la prova del fet que Mpf, λq  H (vegeu la Definició 4.13) per cada f P L1pX, νq, es
farà després de l’estudi del problema geomètric associat a la descomposició pBV,L1q (que es
tracta a la secció 4.2.1).
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En resum, el nostre objectiu és estudiar la descomposició pBV,Lpq, p  1, 2, de funcions
en espais de passeig aleatori, desenvolupant una teoria general que es pugui aplicar, en par-
ticular, a grafs discrets i models no locals.
Finalment, al caṕıtol 5, estudiem problemes d’evolució de tipus p-Laplacià com el que es




|upyq  upxq|p2pupyq  upxqqdmxpyq, x P Ω, 0   t   T,
amb condicions de frontera Neumann no homogènies, on Ω P B i BmΩ és la m-frontera de Ω
(vegeu la Definició 0.51). Aquest model de referència es pot considerar com l’equivalent no
local al problema d’evolució clàssic:$&% ut  divp|∇u|
p2∇uq, x P U, 0   t   T,
|∇u|p2∇u  η  ϕ, x P BU, 0   t   T,
on U és un domini suau i fitat a Rn, i η és el vector normal exterior a BU . De fet, el nostre
estudi es desenvolupa amb una generalitat molt més gran que ens permet cobrir una àmplia
varietat de problemes. Ara procedirem a donar més detalls.
Estudiem l’existència i unicitat de solucions “mild” i fortes de problemes de difusió no
lineals i no locals de tipus p-Laplacià amb condicions de frontera no lineals. Els problemes
es plantegen en un subconjunt W d’un espai de passeig aleatori reversible rX,B,m, νs. La
difusió no local pot ocórrer en W , en la frontera no local BmW , o en tots dos conjunts alhora.
Suposarem que Wm és m-connex (vegeu les Definicions 0.51 i 0.32) i que νpWmq   8. Les
formulacions dels problemes de difusió que estudiem són les següents:
(0.7)
$'''''&'''''%
vtpt, xq  divmapupt, xq  fpt, xq, x PW, 0   t   T,
vpt, xq P γpupt, xqq, x PW, 0   t   T,
N ap1 upt, xq P βpupt, xqq, x P BmW, 0   t   T,
vp0, xq  v0pxq, x PW,
i, per a condicions de frontera dinàmiques i no lineals,
(0.8)
$''''''''''''&''''''''''''%
vtpt, xq  divmapupt, xq  fpt, xq, x PW, 0   t   T,
vpt, xq P γpupt, xqq, x PW, 0   t   T,
wtpt, xq  N ap1 upt, xq  gpt, xq, x P BmW, 0   t   T,
wpt, xq P βpupt, xqq, x P BmW, 0   t   T,
vp0, xq  v0pxq, x PW,
wp0, xq  w0pxq, x P BmW,
on γ i β són grafs maximals monòtons a R  R amb 0 P γp0q X βp0q, divmap és un ope–
rador de tipus Leray-Lions no local (el model del qual és un operador de difusió no local
de tipus p-Laplacià) i N ap1 és un operador de frontera no local de tipus Neumann (vegeu la
subsecció 5.1.1 per obtenir més informació). De fet, resoldrem aquests problemes amb major
generalitat, ja que no només els considerarem per a un conjunt W i la seua frontera no local
BmW , sinó per a qualssevol dos conjunts disjunts Ω1 i Ω2 P B tal que la seva unió sigui
m-connexa i de mesura finita.
Aquests problemes es poden veure com els homòlegs no locals dels problemes de difusió
locals governats per l’operador de difusió p-Laplacià (o un operador de Leray-Lions) on dues
altres no-linealitats són indüıdes per γ i β (vegeu, per exemple, [13] i [33] per als problemes
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locals). A [18], i les seves referències, es pot trobar una interpretació del procés de difusió
no local implicat en aquest tipus de problemes.
Sobre les no linealitats (provocades per) γ i β no imposem cap altra hipòtesi a part de la
natural (vegeu el treball de Ph. Bénilan, M. G. Crandall i P. Sacks [33]):
0 P γp0q X βp0q
i (per tal que es produeixi la difusió)
νpW qΓ   νpBmW qB   νpW qΓ    νpBmW qB ,
on
Γ : inftRanpγqu, Γ  : suptRanpγqu, B : inftRanpβqu i B  : suptRanpβqu.
Per tant, treballem amb una classe bastant general de problemes de difusió no lineals i no
locals amb condicions de frontera no lineals que, en particular, inclouen la condició de frontera
Dirichlet homogènia o la condició de frontera Neumann.
Amb el nostre enfocament general podem cobrir directament: problemes d’obstacles, amb
obstacles unilaterals o bilaterals (ja sigui en W , en BmW o en ambdós alhora); el homòleg no
local de problemes de Stefan, que impliquen grafs monòtons com el graf invers de
θSprq :
$'&'%
r if r   0,
r0, λs si r  0,
λ  r si r ¡ 0,
per λ ¡ 0; problemes de difusió en medis porosos, on grafs monòtons com psprq  |r|s1r,
s ¡ 0 hi participen; i problemes de tipus Hele-Shaw, que impliquen grafs com
Hprq :
$'&'%
0 si r   0,
r0, 1s si r  0,
1 si r ¡ 0.
A més, si γprq  0 en el primer problema, la dinàmica només té lloc a la frontera no local
i obtenim el problema d’evolució d’un operador de Dirichlet a Neumann no local com a cas
particular.
La motivació per a l’estudi d’aquests problemes de difusió no local de tipus p-Laplacià
que fan ús d’operadors de frontera Neumann no locals la proporcionen els operadors de
frontera Neumann no locals estudiats (per al cas lineal) a [72] i [96]. Tanmateix, a causa
de la generalitat de les hipòtesis considerades en el nostre estudi, els resultats que obtenim
condueixen a resultats nous d’existència i unicitat per a una àmplia gamma de problemes.
Això és cert fins i tot quan es consideren els problemes en grafs discrets ponderats o a RN amb
un passeig aleatori indüıt per un nucli no singular, espais per als quals només s’han estudiat
alguns casos particulars d’aquests problemes (després donem algunes referències). En aquests
espais, i per a l’operador p-Laplacià no local, el problema (0.7) té les formulacions següents
(vegeu l’Exemple 0.38 i la Definició 0.51, per a les definicions necessàries i notacions):$'''''''''''''&'''''''''''''%




wx,y|upyq  upxq|p2pupyq  upxqq, x PW, 0   t   T,






wx,y|upyq  upxq|p2pupyq  upxqq P βpupt, xqq, x P BmGW, 0   t   T,
upx, 0q  u0pxq, x PW,
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Jpy  xq|upyq  upxq|p2pupyq  upxqqdy, x PW, 0   t   T,
vpt, xq P γpupt, xqq, x PW, 0   t   T,»
W
mJ
Jpy  xq|upyq  upxq|p2pupyq  upxqqdy P βpupt, xqq, x P BmJW, 0   t   T,
vpx, 0q  v0pxq, x PW.
per al cas de RN amb un passeig aleatori indüıt pel nucli no singular J . Hem detallat aquests
problemes amb formulacions conegudes per mostrar fins a quin punt els problemes (0.7) i
(0.8) cobreixen problemes espećıfics no locals de gran interès.
La teoria de semigrups no lineals serà la base per a l’estudi de l’existència i unicitat
de les solucions dels problemes anteriors. Aquest estudi es desenvoluparà a la secció 5.3,
on demostrem, com a cas particular del Teorema 5.22, l’existència de solucions “mild” al
problema (0.8) per a dades generals en L1, i de solucions fortes si requerim condicions
d’integrabilitat addicionals a les dades. A més, s’obté un principi de contracció i comparació.
El mateix es fa per al problema (0.7) al Teorema 5.28. Vegeu [23], [24], [28], [32], [43], [67],
[68] i [69] per obtenir més informació sobre aquesta teoria; es pot trobar un resum de la
mateixa a l’apèndix d’aquesta tesi.
Per aplicar la teoria de semigrups no lineals, el nostre primer objectiu és demostrar
l’existència i unicitat de les solucions del problema
(0.9)
#
γpupxqq  divmapupxq Q ϕpxq, x PW,
N ap1 upxq   βpupxqq Q φpxq, x P BmW,
per a grafs monòtons maximals γ i β. Això és l’homòleg no local de problemes (locals)
el·ĺıptics quasilineals amb condicions de frontera no lineals (vegeu [14] i [33] per a l’estudi
general del cas local) i és un problema interessant en si mateix a conseqüència de la generalitat
amb la qual treballem. Amb aquest objectiu, farem ús de les desigualtats de tipus Poincaré
generalitzada introdüıdes a la secció 0.6, però fins i tot amb aquestes desigualtats no podem
obtenir arguments de compacitat com els que s’utilitzen a la teoria local o en problemes de
difusió fraccionària. En conseqüència, hem d’aprofitar al màxim els arguments de fitació i
monotonicitat per demostrar els nostres resultats, sent les idees principals una implementació
de les que s’utilitzen a [14] i [33] (vegeu també [16] per a un cas molt particular). El
mateix passa amb els problemes de difusió. L’estudi del problema (0.9) es desenvoluparà
a la secció 5.1, on demostrem, per a un problema més general, l’existència de solucions
(Teorema 5.15) i un principi de contracció i comparació (Teorema 5.14). Al final d’aquesta
secció treballem amb un altre operador de frontera Neumann no local.
Per a problemes el·ĺıptics lineals o quasilineals amb condicions de frontera, els obstacles
compliquen l’existència de solucions. L’aparició d’aquesta dificultat s’entén millor quan es té
en compte la continüıtat de la solució entre l’interior del domini i la frontera a través de la
traça. De fet, per a un domini suau i fitat Ω a RN , γ amb domini fitat r0, 1s i βprq  0 per
a tot r, no és possible trobar una solució feble de# ∆u  γpuq Q ϕ a Ω,
∇u  η  φ a BΩ,
per a dades que satisfan ϕ ¤ 0, φ ¤ 0 i φ  0 (vegeu [14]). No obstant això, en el nostre
context no local aquest tipus de continüıtat no se satisfà i l’estudi d’aquests problemes de
difusió no local amb obstacles, per tant, difereix de l’estudi dels problemes de difusió local
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(vegeu [15] per a un estudi detallat d’aquests problemes locals). En particular, no necessitem
imposar cap hipòtesi sobre les no linealitats γ i β a part de les naturals.
Hi ha una llarga llista de referències per als homòlegs el·ĺıptics i parabòlics locals dels
problemes que estudiem; vegeu, per exemple, [13], [14], [28], [29], [30], [33], [157], i les seves
referències. Vegeu també [103], i les seves referències, per a un problema de Hele-Shaw amb
condicions de frontera dinàmiques. Per a alguns problemes particulars no locals ens referim
a [16], [17], [18], [34], [50], [60], [97], [106] i [125]. Per a problemes de difusió fraccionària
vegeu, per exemple, [119], on es consideren les condicions de frontera Dirichlet i Neumann;
a [39], [40], [65], [90] i [137], on s’estudien equacions fraccionàries en medis porosos, vegeu
també l’estudi [158] de J. L. Vázquez i les seves referències; i a [153] i [154] per a problemes
de difusió fraccionària per al problema de Stefan.
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Introduction
The digital world has brought with it many different kinds of data of increasing size and
complexity. Indeed, modern devices allow us to easily obtain images of higher resolution, as
well as to collect data on internet searches, healthcare analytics, social networks, geographic
information systems, business informatics, etc. Consequently, the study and treatment of
these big data sets is of great interest and value. In this respect, weighted discrete graphs
provide a natural and flexible workspace in which to represent the data. In this context,
a vertex represents a data point and each edge is weighted according to an appropriately
chosen measure of “similarity” between the corresponding vertices. Historically, the main
tools for the study of graphs came from combinatorial graph theory. However, following
the implementation of the graph Laplacian in the development of spectral clustering in the
seventies, the theory of partial differential equations on graphs has obtained important results
in this field (see, for example, [63], [115] and the references therein). This has prompted a
big surge in the research of partial differential equations on graphs. Moreover, interest has
been further bolstered by the study of problems in image processing. In this area of research,
pixels are taken as the vertices and the “similarity” between pixels as the weights. The way
in which these weights are defined depends on the problem at hand (see, for instance, [79]
and [114]).
On another note, let J : RN Ñ R be a nonnegative, radially symmetric and continuous
function with
³
RN Jpzqdz  1. Nonlocal evolution equations of the form
(0.1) utpx, tq 
»
RN
Jpy  xqupy, tqdy  upx, tq,
and variations of it, have naturally arisen in various scientific fields as a means of modelling
a wide range of diffusion processes. For example, in biology ([53], [131]), particle systems
([38]), coagulation models ([84]), nonlocal anisotropic models for phase transition ([1], [2]),
mathematical finances using optimal control theory ([36], [104]), image processing ([91],
[109]), etc. An intuitive reasoning for the wide applicability of this model comes from thinking
of upx, tq as the density of a “population” at a point x at time t and of Jpy  xq as the
probability distribution of moving from y to x in one “jump”. Then,
³
RN Jpy  xqupy, tqdy
is the rate at which “individuals” are arriving at x from anywhere else and upx, tq 
 ³RN Jpy  xqupx, tqdy is the rate at which they are leaving location x. Therefore, in the
absence of external or internal sources, we are lead to equation (0.1) as a model for the
evolution of the population density over time. An extensive study of this problem can be
found in [18].
In the previous two paragraphs, we have brought forward two instances in which there
is great interest in the study of partial differential equations in a nonlocal (or discrete)
setting. Further interest has arisen following the analysis of the peridynamic formulation
of the continuous mechanic (see [111] and [145]), the study of Markov jump processes and
other nonlocal models. References on all of the topics mentioned thus far are given all along
the thesis (see also [48], [64], [77], [79], [87], [88], [92], [109], [114], [143], [155], [156],
[161]).
The aim of this thesis is to unify into a broad framework the study of many of the
previously mentioned problems. In order to do so, we note that there is a strong relation
between some of these problems and probability theory, and it is in this field in which we find
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the appropriate spaces in which to develop this unifying study. Let pX,Bq be a measurable
space and P : X  B Ñ r0, 1s a transition probability kernel on X (see Section 1.1). Then, a






Pnpx,Bq, t P R ,







PtfpyqP px, dyq  Ptfpxq.
Moreover, if we consider a Markov process pXtqt¥0 associated with the Markovian transition
function pPtqt¥0, and if we denote by µt the distribution of Xt, then the family pµtqt¥0 also




P py, qµtpdyq  µt.
In this setting, particular choices of the measurable space pX,Bq and of P will lead to some of
the previous problems. For example, if X  RN and P px, dyq  Jpy  xqdy, we will recover
equation (0.1). Moreover, taking X to be the set of vertices of a weighted discrete graph
and appropriately defining the transition probability function in terms of the weights (see
Example 1.38) we are also able to recover the heat equation on graphs.
The previous remarks suggest that the appropriate setting in which to fulfill our goals
of unifying a wide variety of nonlocal models into broad framework is provided by random
walk spaces. These spaces are constituted by a measurable space pX,Bq and a transition
probability kernel P on X which encodes the jumps of a Markov process. We will adopt
the notation mx : P px, q P PpX,Bq for each x P X (here PpX,Bq denotes the space of
probability measures on pX,Bq). Additionally, we will require a kind of stability property to
hold for these spaces, that is, the existence of an invariant measure ν (see Definition 1.7).
Then, we will say that rX,B,m, νs is a random walk space. Owing to the generality of these
spaces, the results that we obtain will have a wide range of applicability to a large spectrum
of evolution problems arising in a variety of scientific fields. Unfortunately, this framework
does not cover problems related with the fractional kernel due to its singular nature.
During the last years and with the aforementioned goal in mind, we have studied some
gradient flows in the general framework of a random walk space. In particular, we have
studied the heat flow, the total variation flow, and evolutions problems of Leray-Lions type
with different types of nonhomogeneous boundary conditions. Specifically, together with the
existence and uniqueness of solutions to these problems and the asymptotic behavior of its
solutions, a wide variety of their properties have been studied, as well as the nonlocal diffusion
operators involved in them. Our results have been published in [123], [124], [125], [126]
and [146].
Structure of the work
Let us shortly describe the contents of the thesis. To start with, in Chapter 1, we
introduce the general framework of a random walk space. Then, in Section 1.1, we relate
it to classical notions in Markov chain theory and provide a list of results which we hope
aid the reader in getting a good idea about the properties which these spaces enjoy. After
introducing a stability property for random walk spaces, called m-connectedness, we devote
Section 1.2 to exploring the characteristics enjoyed by this notion and we relate it to known
concepts of ergodicity. We then provide a list of examples of random walk spaces of particular
interest, as those that were mentioned at the beginning of the introduction. The rest of the
chapter is dedicated to introducing the nonlocal counterparts of classical notions like those
of gradient, divergence, boundary, perimeter, mean curvature and Ricci curvature, as well
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as of the Laplace operator. In doing so, we obtain results which mimic classic results in
the local case and, moreover, obtain further characterizations of the m-connectedness of a
random walk space. We also spend some time in finding sufficient conditions for Poincaré
type inequalities to hold and relate them both to the gap of the Laplace operator and to
isoperimetric inequalities. Finally, Section 1.7 is devoted to the Ollivier-Ricci curvature and
its relation with the Poincaré type inequality.
Chapter 2 focuses on the study of the heat flow in random walk spaces. In our context,





Assuming that the invariant measure ν satisfies a reversibility condition with respect to the
random walk (see Definition 1.15), the operator ∆m generates in L2pX, νq a Markovian
semigroup pet∆mqt¥0 (see Theorem 2.4) called the heat flow in the random walk space. More-
over, we are able to characterise the infinite speed of propagation of the heat flow in terms
of the m-connectedness of the random walk space (see Theorem 2.9). In addition, in Sec-
tion 2.2, we study the asymptotic behaviour of the semigroup pet∆mqt¥0 and with the help
of a Poincaré inequality we obtain rates of convergence of pet∆mqt¥0 as t Ñ 8. In Section
2.3 we introduce the Bakry-Émery curvature-dimension condition and study its relation to
the Poincaré inequality. Lastly, Section 2.4 is devoted to the study of transport inequali-
ties in relation with the Bakry-Émery curvature-dimension condition and the Ollivier-Ricci
curvature.
In Chapter 3 we study the total variation flow. For this purpose, we introduce the 1-
Laplacian operator associated with a random walk space and obtain various characterizations
of it (see Theorem 3.13). We then proceed to prove existence and uniqueness of solutions of
the total variation flow in random walk spaces and to study its asymptotic behaviour with
the help of some Poincaré type inequalities. As a result of our study, we generalize results
obtained in [120] and [121] for the particular case of RN with a nonsingular kernel as well
as some results in graph theory.
Moreover, in Chapter 3 we introduce the concepts of Cheeger and calibrable sets in
random walk spaces and characterise the calibrability of a set by using the 1-Laplacian
operator. Furthermore, we study the eigenvalue problem of the 1-Laplacian and relate it to
the optimal Cheeger cut problem. These results apply, in particular, to locally finite weighted
connected discrete graphs, complementing the results given in [57], [58], [59] and [99].
Chapter 4 is dedicated to the study of the pBV,Lpq-decomposition, p  1 and p  2, of
functions in random walk spaces. This is done by studying the Rudin-Osher-Fatemi model
both with L2 and with L1 fidelity terms. We obtain the Euler-Lagrange equations of these
minimization problems and proceed to obtain a wide range of results on the properties enjoyed
by the minimizers.
Finally, in Chapter 5, we study p-Laplacian type evolution problems like the one given in




|upyq  upxq|p2pupyq  upxqqdmxpyq, x P Ω, 0   t   T,
with nonhomogeneous Neumann boundary conditions, where Ω P B and BmΩ is the m-
boundary of Ω (see Definition 1.51). This reference model can be regarded as the nonlocal
counterpart to the classical evolution problem$&% ut  divp|∇u|
p2∇uq, x P U, 0   t   T,
|∇u|p2∇u  η  ϕ, x P BU, 0   t   T,
where U is a bounded smooth domain in Rn, and η is the outer normal vector to BU . In
fact, our study develops with a far greater generality which allows us to cover a wide variety
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of problems such as: obstacle problems, the nonlocal counterpart of Stefan like problems,
diffusion problems in porous media, Hele-Shaw type problems, and the evolution problem for
a nonlocal Dirichlet-to-Neumann operator.
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Passeigs aleatoris
Aquest caṕıtol és una traducció al valencià del caṕıtol 1.
El personatge principal dels espais marc sobre els quals es desenvolupa la tesi és el passeig
aleatori.
Definition 0.1. Sigui pX,Bq un espai mesurable on la σ-àlgebra B està comptablement
generada. Un passeig aleatori a pX,Bq és una famı́lia de mesures de probabilitat pmxqxPX en
B tal que x ÞÑ mxpBq és una funció mesurable de X per cada B P B fixat.
La notació i la terminologia escollides en aquesta definició provenen de [134]. Com
s’assenyala en eixe article de Y. Ollivier, els geometres poden pensar en mx com un substitut
de la noció de una bola centrada a x, mentre que, en termes probabiĺıstics, podem pensar en
aquestes mesures de probabilitat com les generadores d’una cadena de Markov. En efecte, en




dmzpyqdmpn1qx pzq, n ¥ 1
i m0x  δx, la mesura de dirac a x. A la següent secció aprofundirem en aquesta darrera
perspectiva que serà la principal al llarg del nostre treball, la primera perspectiva tindrà un
paper important a la secció 0.7. Per tant, prenem un descans momentani de la construcció
del que serà el nostre espai marc per tal de recordar alguns resultats de la teoria clàssica de
les cadenes de Markov que creiem que ajudaran a proporcionar motivació.
0.1. Cadenes de Markov
En aquesta secció ens submergim en la terminologia probabiĺıstica que allotja el nostre
treball. Això serà especialment útil per a lectors amb antecedents probabiĺıstics, ja que servirà
per aclarir on cau exactament el nostre treball en aquest camp. A més, recordem resultats ben
coneguts per proporcionar més informació sobre la naturalesa dels passeigs aleatoris. Amb
aquest objectiu, comencem donant la definició d’una cadena de Markov en temps discret i
homogènia en el temps, i la propietat de Markov que satisfà. Els resultats d’aquesta secció
es poden trobar a [76], [100] i [128].
Definition 0.2. Sigui pΩ,F ,Pq un espai de probabilitat i pX,Bq un espai mesurable
on la σ-àlgebra B està comptablement generada. Una cadena de Markov en temps discret i
homogènia en el temps és una successió de variables aleatòries definides en Ω i amb valors en
X, tXn : n  0, 1, 2, . . .u, tal que
(0.1) PpXn 1 P B |X0, X1, . . . , Xnq  PpXn 1 P B |Xnq @B P B, n  0, 1, . . .
La identitat (0.1) s’anomena propietat de Markov.
La propietat de Markov indica que el futur del procés és independent del passat donat el
seu valor actual, de manera que, intüıtivament, podem dir que no té memòria. Es pot trobar
una gran varietat d’exemples de cadenes de Markov a [76], [100] o citeMeyn.
En aquesta tesi no treballarem mai directament amb les variables aleatòries, sinó que
utilitzarem un enfocament diferent, però equivalent, de les cadenes de Markov. Per cada
x P X i B P B, sigui
(0.2) P px,Bq : PpXn 1 P B|Xn  xq.
1
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Això defineix un nucli estocàstic en X, el que significa que
 P px, q és una mesura de probabilitat en B per a qualsevol x P X, i
 P p, Bq és una funció mesurable en X per a qualsevol B P B.
El nucli estocàstic P també es coneix com a nucli de probabilitat de transició. La ”ho-
mogenëıtat en el temps” de la cadena Markov es refereix al fet que P , tal com es de-
fineix a (0.2), és independent de n. Aquest nucli estocàstic és el que anteriorment hem
anomenat passeig aleatori, de manera que, en la nostra terminologia, mxpBq  P px,Bq.
De la mateixa manera, denotem per mnx el nucli de probabilitat de transició en n passos
Pnpx,Bq : PnpXn 1 P B |X0  xq, x P X, B P B que, com abans, es pot definir recursiva-








per a B P B, x P X i n  1, 2, . . ., amb P 0px, q  δxpq. Tingueu en compte que, com es pot





per a tot n, k P N.
Aleshores es pot demostrar que, de fet, començant amb un passeig aleatori (o nucli es-
tocàstic) a X, podem construir una cadena de Markov pXnq de manera que els nuclis de
probabilitat de transició coincideixin amb el passeig aleatori donat (vegeu [128, Teorema
3.4.1]). En particular, està demostrat que per a una distribució de probabilitat inicial donada
µ a B es pot construir la mesura de probabilitat Pµ a F de manera que PµpX0 P Bq  µpBq
per a B P B i, a més, per a tot n  0, 1, . . ., x P X i B P B,
PµpXn 1 P B |Xn  xq  mxpBq.
Quan µ és la mesura de Dirac a x P X, denotem Pµ per Px. De la mateixa manera, els
operadors esperança corresponents es denoten Eµ i Ex, respectivament.
Ara definirem alguns conceptes generals d’estabilitat per a les cadenes de Markov que
s’utilitzaran durant tot aquest treball. Aquestes nocions d’alguna manera oferiran una visió
del comportament a llarg termini del procés a mesura que evoluciona amb el temps. Amb
aquest objectiu introdüım els conceptes següents.
Definition 0.3.
(i) Sigui A P B, el temps d’ocupació ηA és el nombre de visites de la cadena de Markov a A






(ii) Per a qualsevol conjunt A P B, la variable aleatòria
τA : mintn ¥ 1 : Xn P Au,
s’anomena el temps de primera tornada a A. Assumim que inf H  8.
El primer i menys restrictiu concepte d’estabilitat és el de ϕ-irreductibilitat, on ϕ és
una mesura en B. Amb aquest concepte exigim que, independentment del punt de partida,
siguem capaços d’assolir qualsevol conjunt “important” en un nombre finit de salts. Els
conjunts “importants” s’entendran com aquells que tenen una mesura positiva respecte a la





1 si x P A,
0 si x R A.
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mesura ϕ. També podem entendre que estem demanant que la cadena Markov no estigui






Definition 0.4. Sigui ϕ una mesura en B. Un passeig aleatori m és ϕ-irreductible si,
per a tot x P X,
ϕpAq ¡ 0 ñ Upx,Aq ¡ 0.
Alternativament (vegeu [128, Proposició 4.2.1]), també podem entendre aquest concepte
utilitzant τA. Llavors, m és ϕ-irreductible si, per a qualsevol x P X,
ϕpAq ¡ 0 ñ PxpτA   8q ¡ 0,
és a dir, a partir de qualsevol punt x P X tenim una probabilitat positiva d’arribar a qualsevol
conjunt de mesures positives en temps finit.
En lloc de prendre alguna mesura possiblement arbitrària per definir la irreductibilitat
del passeig aleatori, podem prendre la mesura d’irreducibilitat maximal que defineix l’abast








mnx px,Aq, x P X,A P BpXq;
aquest nucli defineix per a qualsevol x P X una mesura de probabilitat equivalent4 a m0x pq 
Upx, q (que pot ser infinit per a molts conjunts).
Proposition 0.5. ([128, Proposition 4.2.2]) Donat un passeig aleatori ϕ-irreductible m
en pX,Bq, existeix una mesura de probabilitat ψ a B tal que
(i) m és ψ-irreductible;
(ii) per a qualsevol altra mesura ϕ1, el passeig aleatori m és ϕ1-irreductible si, i només si,
ϕ1 ! ψ;
(iii) si ψpAq  0, llavors ψpty : PypτA   8q ¡ 0uq  0;







per a qualsevol mesura de irreductibilitat finita ϕ1.
Una mesura que compleix les condicions de la proposició anterior s’anomena mesura
d’irreductibilitat maximal. Per comoditat de notació, direm que m és ψ-irreductible si és
ϕ-irreductible per a alguna mesura ϕ i la mesura ψ és una mesura d’irreductibilitat maximal.
Es pot obtenir una noció d’estabilitat més forta demanant, no només que Upx,Aq ¡ 0,
sinó que Upx,Aq  8 per a qualsevol x P X i cada conjunt mesurable A amb ϕpAq ¡ 0.
Com a alternativa, podem reforçar el requisit que hi hagi una probabilitat positiva d’arribar
a tots els conjunts de mesura ϕ-positiva independentment d’on comencem i, en canvi, exigir
que, de fet, això acabi succeint. Aquests enfocaments condueixen als diversos conceptes de
recurrència.
Definition 0.6.
(i) Sigui A P B. El conjunt A s’anomena recurrent si Upx,Aq  ExrηAs  8 per a tot x P A.
(ii) La cadena de Markov és recurrent si és ψ-irreductible i Upx,Aq  ExrηAs  8 per a tot
x P X i tot A P BpXq amb ψpAq ¡ 0.
4Dues mesures µ i ν són equivalents si µ ! ν i ν ! µ, és a dir, si coincideixen en quins conjunts tenen
mesura zero.
Universitat de València Marcos Solera Diana
4 0.1. Cadenes de Markov
(iii) Sigui A P B. El conjunt A s’anomena Harris recurrent si
PxrηA  8s  1
per a tot x P A.
(iv) La cadena de Markov és Harris recurrent si és ψ-irreductible i tot A P BpXq amb ψpAq ¡ 0
és Harris recurrent.
Es dedueix que qualsevol conjunt Harris recurrent és recurrent. De fet, per a la recurrència
necessitem que el nombre esperat de visites sigui infinit, mentre que la Harris recurrència
implica que el nombre de visites és infinit gairebé segur. En particular, per [128, Teorema
9.0.1] tenim que una cadena recurrent difereix per un conjunt de ψ-null d’una cadena Harris
recurrent.
A més, es demostra que hi ha una dicotomia en el sentit que les cadenes irreductibles de
Markov no poden ser “parcialment estables”, o bé posseeixen aquestes propietats d’estabilitat
de manera uniforme en x o la cadena és inestable de manera ben definida (però no entrarem
en això, vegeu [128] per obtenir més informació).
Una altra propietat d’estabilitat que utilitzarem ve donada per l’existència d’una mesura
invariant. Es tracta d’una mesura que proporciona una distribució tal que, si la cadena
comença distribüıda d’aquesta manera, queda distribüıda aix́ı en tot moment. A més, aque-
stes mesures resulten ser les que defineixen el comportament a llarg termini de la cadena.





mxpAqdνpxq per a tot A P B.
Per descomptat, si una mesura invariant és finita, es pot normalitzar a una mesura de
probabilitat (estacionària). Per tant, al llarg d’aquesta tesi, sempre que requerim la finitud
de la mesura invariant, considerarem directament una mesura de probabilitat invariant.
Remark 0.8. Tingueu en compte que, si m és un passeig aleatori a pX,Bq, llavors mn
també és un passeig aleatori a pX,Bq per a qualsevol n P N. A més, si ν és invariant respecte
a m, ν és invariant respecte a mn per a qualsevol n P N.
Unint la irreductibilitat i l’existència d’una mesura invariant obtenim els següents resul-
tats.
Proposition 0.9. ([128, Proposition 10.0.1]) Si el passeig aleatori m és recurrent, admet
una mesura invariant única (sense tenir en compte la multiplicació per constants).
Proposition 0.10. ([128, Proposition 10.1.1]) Si el passeig aleatori m és ψ-irreductible
i admet una mesura de probabilitat invariable, llavors és recurrent; aix́ı, en particular, la
mesura de probabilitat invariant és única.
A més, donem el següent teorema relacionant les mesures d’irreducibilitat invariants i les
maximals per a cadenes recurrents.
Theorem 0.11. ([128, Theorem 10.4.9]) Si el passeig aleatori m és recurrent (i, per tant,
ψ-irreductible), la única (sense tenir en compte la multiplicació per constants) mesura invari-
ant ν respecte a m és equivalent a ψ (per tant, ν és una mesura maximal d’irreductibilitat).
Un altre concepte ben conegut és el de la mesura ergòdica.
Definition 0.12. Es diu que un conjuntB P B és invariant (o absorbent o estocàsticament
tancat) (respecte a m) si mxpBq  1 per a qualsevol x P B.
Es diu que una mesura de probabilitat invariant ν és ergòdica (respecte a m) si νpBq  0
o νpBq  1 per a qualsevol conjunt invariant B P B.
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Es pot trobar un estudi profund de la teoria ergòdica aplicada a les cadenes de Markov
a [76, Caṕıtol 5]. Allà podem trobar la construcció d’un sistema dinàmic associat a una
cadena de Markov de manera que la noció anterior d’ergodicitat sigui equivalent a la noció
clàssica d’ergodicitat per a aquest sistema dinàmic ([76, Teorema 5.2.11]). El resultat següent
garanteix que la unicitat de la mesura invariant implica la seva ergodicitat.
Proposition 0.13. ([100, Proposition 2.4.3]) Sigui m un passeig aleatori en X. Si m té
una mesura de probabilitat invariant única ν, ν és ergòdica.
Que juntament amb la Proposició 0.10 i el Teorema 0.11 implica el següent.
Corollary 0.14. Si m és un passeig aleatori ψ-irreductible que admet una mesura de
probabilitat invariant, la mesura de probabilitat invariant és única, ergòdica i equivalent a ψ.
Finalment, l’última propietat que introdüım és l’existència d’una mesura reversible re-
specte a la cadena de Markov. Aquesta condició de reversibilitat en una mesura és més forta
que la condició d’invariancia. Primer definim el producte tensorial d’una mesura σ-finita i
d’un nucli estocàstic.
Definition 0.15. Si ν és una mesura σ-finita a pX,Bq i N és un nucli estocàstic a pX,Bq,





Npx,Bqdνpxq, pA,Bq P B  B.
Utilitzant la nostra notació m per al passeig aleatori, designem el producte tensorial de ν i
m per ν bmx.
Una mesura σ-finita ν a B és reversible respecte al passeig aleatori m si la mesura νbmx
a B  B és simètrica, i.e., per a tot pA,Bq P B  B,
ν bmxpABq  ν bmxpB Aq.
Equivalentment, ν és reversible respecte a m si, per a totes les funcions mesurables i










Tingueu en compte que si ν és reversible respecte a m, llavors és invariant respecte a m
(vegeu [76, Proposition 1.5.2]).
Associat a una cadena de Markov podem definir el següent operador que tindrà un paper
molt important en molts dels nostres desenvolupaments.
Definition 0.16. Si ν és una mesura invariant respecte a m, definim l’operador lineal
Mm a L




fpyqdmxpyq, f P L1pX, νq.
Mm s’anomena operador mitjana a rX,B,ms (vegeu, per exemple, [134]).








aix́ı f P L1pX,mxq per a ν-quasi tot x P X, per tant, Mm està ben definit de L1pX, νq en si
mateix.
Remark 0.17. Sigui ν una mesura invariant respecte a m. Se segueix que
}Mmf}L1pX,νq ¤ }f}L1pX,νq @f P L1pX, νq,
de manera que Mm és una contracció a L
1pX, νq. De fet, com que Mmf ¥ 0 si f ¥ 0, tenim
que Mm és una contracció positiva a L
1pX, νq.
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Per tant, Mm és un operador lineal a L
2pX, νq amb domini
DpMmq  L1pX, νq X L2pX, νq.
En conseqüència, si ν és una mesura de probabilitat, Mm és un operador lineal i fitat de
L2pX, νq en si mateix que satisfà }Mm}BpL2pX,νq,L2pX,νqq ¤ 1.
Tingueu en compte que, fent ús d’aquest operador, tenim que B P B és invariant respecte
a m (Definició 0.12) si, i només si, MmχB ¥ χB. Podem debilitar lleugerament aquesta noció
de la següent manera.
Definition 0.18. Diem que B P B és ν-invariant (respecte a m) si MmχB  χB ν-gairebé
pertot.
De la mateixa manera, definim la noció d’una funció harmònica (o ν-invariant).
Definition 0.19. Es diu que una funció f P L1pX, νq és harmònica (respecte a m) si
Mmf  f ν-gairebé pertot.
Per tant, podem recordar un resultat clàssic que caracteritza l’ergodicitat de ν (vegeu,
per exemple, [100, Lemma 5.3.2]).
Proposition 0.20. Sigui ν una mesura de probabilitat invariant. Aleshores ν és ergòdica
si, i només si, cada funció harmònica és una constant ν-gairebé pertot.
0.1.1. ϕ-Essential Irreducibility. Es pot prendre una direcció diferent per definir la
irreductibilitat d’un passeig aleatori (vegeu [133] o [142, Definition 4.4]).
Definition 0.21. Sigui ϕ una mesura a B. Un passeig aleatori m és ϕ-essencialment
irreductible si, per a ϕ-quasi tot x P X,
ϕpAq ¡ 0 ñ Upx,Aq ¡ 0.
Tot i que aquest canvi pot semblar petit, en realitat condueix a una classe més àmplia i
més salvatge de models “irreductibles”. No obstant això, hi ha un bon resultat de dicotomia:
Proposition 0.22. ([133, Proposition 2]) Sigui ν una mesura invariant respecte al pas-
seig aleatori m de manera que m és ν-essencialment irreductible, llavors només es pot produir
un dels dos casos següents:
(i) existeix X1 P B tal que νpXzX1q  0, X1 és invariant respecte a m i
ν ! Upx, .q per a tot x P X1
i.e., la restricció de la cadena de Markov a X1 és ν-irreductible;
(ii) existeix X2 P B tal que νpXzX2q  0, X2 és invariant respecte a m i
ν K Upx, .q per a tot x P X2.
Com que la majoria d’exemples d’aplicació dels nostres resultats entraran en la primera
categoria d’aquest teorema, seran aplicables els resultats anteriors d’aquesta secció. No ob-
stant això, alguns exemples extrems entraran en la segona categoria, un cas que la literatura
clàssica no sol cobrir (vegeu [142, Caṕıtol 4] per a una discussió d’alguns dels resultats amb
l’ús d’aquesta forma debilitada). Per tant, ara procedirem a desenvolupar alguns dels resul-
tats que hem donat per a cadenes de Markov ϕ-irreductibles però per a cadenes de Markov
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ϕ-essencialment irreductibles (suposant, a més, que ϕ és una mesura invariant). En aquest
punt, tornem al treball de la tesi i recuperem la nostra terminologia en què les cadenes de
Markov es denominen passeigs aleatoris i la noció d’irreductibilitat essencial de ϕ s’anomenarà
m-connectivitat.
0.2. Espais de passeig aleatori
Seguim desenvolupant els espais en què treballarem.
Definition 0.23. Sigui pX,Bq un espai mesurable on la σ-àlgebra B està comptablement
generada. Sigui m un passeig aleatori a pX,Bq i ν una mesura invariant respecte a m.
L’espai mesurable juntament amb m i ν s’anomena espai de passeig aleatori i es denota per
rX,B,m, νs.
Sigui rX,B,m, νs un espai de passeig aleatori. Si pX, dq és un espai mètric polonès (espai
topològic completament metritzable i separable), B és el seu Borel σ-àlgebra i ν és una
mesura de Radon (és a dir, ν és interiorment regular 5 i localment finita 6), llavors diem que
rX,B,m, νs és un espai mètric de passeig aleatori i el denotem per rX, d,m, νs. A més, tal
com es fa a [134], quan calgui, també assumirem que cada mesura mx té primer moment
finit, és a dir, per a alguns (per tant, qualsevol) z P X i per a qualsevol x P X es té³
X dpz, yqdmxpyq    8.
Definition 0.24. Sigui rX,B,m, νs un espai de passeig aleatori. Diem que rX,B,m, νs
és m-connex si, per a tot D P B amb νpDq ¡ 0 i ν-quasi tot x P X,
8̧
n1
mnx pDq ¡ 0,
i.e., m és ν-essencialment irreductible.
Tingueu en compte que, en aquesta definició, exigim que el passeig aleatori sigui ν-
essencialment irreductible amb el requisit addicional que ν sigui en realitat una mesura in-
variant (com es va fer a la Proposició 0.22) . Tanmateix, la mesura d’irreductibilitat i la
mesura invariant solen introduir-se per separat, tal com es veu a la secció anterior. Tot i
això, aquesta definició proporciona una noció unificadora més senzilla, l’elecció de la qual es
justifica a més a més amb el Teorema 0.11. Observeu que, tal com es va esmentar breument
a la secció anterior, el concepte fonamental és que es pot arribar a totes les parts de l’espai
després d’un cert nombre de salts, independentment del punt de partida (excepte, com a
màxim, d’un ν-conjunt nul de punts).
Recordarem ara com es va introduir originalment aquesta noció a [123]. Això ens servirà
per introduir una notació que utilitzarem en alguns resultats.
Definition 0.25. Sigui rX,B,m, νs un espai de passeig aleatori. Donat un conjunt ν-
mesurable D, definim
NmD : tx P X : mnx pDq  0, @n P Nu.
Per a n P N, també definim







x P X :
8̧
n1
mnx pDq ¡ 0
+
.
5ν és interiorment regular si, per a qualsevol conjunt obert U , νpUq és el màxim de νpKq en tots els
subconjunts compactes K de U .
6ν és localment finita si cada punt de X té un entorn U per al qual νpUq és finit
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Amb aquesta notació tenim que rX,B,m, νs és m-connex si, i només si, νpNmD q  0 per
a tot D P B tal que νpDq ¡ 0. Tingueu en compte que NmD i HmD són disjunts i
X  NmD YHmD .




D pertanyen a B. Al següent resultat veiem
que NmD és invariant i H
m
D és ν-invariant (recordeu les Definicions 0.12 i 0.18).
Proposition 0.26. Sigui rX,B,m, νs un espai de passeig aleatori i D P B. Si NmD  H,
aleshores:
(i)
mnx pHmD q  0 (per tant mnx pNmD q  1) per a tot x P NmD i n P N,
i.e., NmD és invariant respecte a m.
(ii)
mnx pHmD q  1 (per tant mnx pNmD q  0) per a ν-quasi tot x P HmD , i per a tot n P N.
i.e., HmD és ν-invariant respecte a m.
Conseqüentment, per a tot x P NmD i ν-quasi tot y P HmD tenim que mxKmy, i.e. mx i
my són mútuament singulars
7.
Proof. (i): Suposem que mkx pHmD q ¡ 0 per a algun x P NmD i k P N, aleshores, com




mnz pDqdmkx pzq ¥
»
zPHmD,n
mnz pDqdmkx pzq ¡ 0
atès que mnz pDq ¡ 0 per a tot z P HmD,n, i això contradiu que x P NmD . La segona afirmació
de (i) és llavors immediata.





mnx pNmD qdνpxq 
»
HmD







mnx pNmD qdνpxq   νpNmD q.
Conseqüentment, mnx pNmD q  0 per a ν-quasi tot x P HmD .
Aleshores, es segueix la primera afirmació de (ii). 
Aquest resultat exemplifica com un passeig aleatori m que no és m-connex en realitat es
compon de dos (o més) passeigs aleatoris separats, un amb salts a HmD i l’altre a N
m
D . A
més, podem restringir la mesura invariant a qualsevol d’aquests subconjunts per tal d’obtenir
mesures invariants per als passeigs aleatoris restringits tal com es veu al següent resultat.
Proposition 0.27. Sigui rX,B,m, νs un espai de passeig aleatori i D P B. Per a tot










7Dues mesures positives µ i ν són mútuament singulars si hi ha dos conjunts disjunts A i B a B la unió
dels quals és X de manera que µ és zero en tots els subconjunts mesurables de B mentre que ν és zero en tots
els subconjunts mesurables de A.
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Proof. Per la invariància de ν respecte a mn i la Proposició 0.26 tenim que, per a




mnx pAXHmD qdνpxq 
»
HmD




De la mateixa manera, un demostra l’altra afirmació. 
En el resultat següent veiem que, donat un espai de passeig aleatori rX,B,m, νs, si
comencem a ν-casi qualsevol punt x en un conjunt D P B de ν-mesura positiva, hi ha una
probabilitat positiva que eventualment tornem a D. En els termes de la secció anterior, tenim
que PxpτD   8q ¡ 0 per a ν-quasi tot x P D.
Corollary 0.28. Sigui rX,B,m, νs un espai de passeig aleatori. Per a tot D P B, tenim
que
νpD XNmD q  0.
En conseqüència, si νpDq ¡ 0, llavors D  HmD excepte, com a molt, a un conjunt ν-nul; per
tant, per a ν-quasi tot x P D existeix n P N tal que mnx pDq ¡ 0.
Proof. Se segueix de la Proposició 0.27 que
νpD XNmD q 
»
NmD
mnx pDqdνpxq  0. 
Finalment, donarem un altre enfocament per definir un espai de passeig aleatori m-
connex. Aquest enfocament requereix la noció de m-interacció entre conjunts i és molt útil
per proporcionar intüıció no només per al concepte de m-connexió, sinó també per a la
condició de reversibilitat d’una mesura.
Definition 0.29. Sigui rX,B,m, νs un espai de passeig aleatori i A, B P B. Definim la










Tingueu en compte que, sempre que LmpA,Bq    8, si ν és reversible respecte a m,
tenim que
LmpA,Bq  LmpB,Aq.
Una possible interpretació d’aquesta noció és la següent: per a una població que es
distribueix originalment segons ν i que es mou segons la llei proporcionada per la caminada
aleatòria m, LmpA,Bq mesura quants les persones passen de A a B en un sol salt. Aleshores,
si ν és reversible respecte a m, LmpA,Bq també és igual a la quantitat d’individus que passen
de B a A en un salt.
Per tal de facilitar la notació fem la següent definició.
Definition 0.30. Sigui rX,B,m, νs un espai de passeig aleatori. Diem que rX,B,m, νs
és un espai de passeig aleatori reversible si ν és reversible respecte a m. A més, si rX, d,m, νs
és un espai mètric de passeig aleatori i ν és reversible respecte a m, direm que rX, d,m, νs és
un espai mètric de passeig aleatori reversible.
El resultat següent proporciona una caracterització de la m-connexió en termes de la
m-interacció entre conjunts.
Proposition 0.31. Sigui rX,B,m, νs un espai de passeig aleatori. Les següents afirma-
cions són equivalents:
(i) rX,B,m, νs és m-connex.
(ii) Si A,B P B satisfan AYB  X i LmpA,Bq  0, aleshores νpAq  0 o νpBq  0.
(iii) Si A P B és un conjunt ν-invariant, aleshores νpAq  0 o νpXzAq  0.
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Proof. (i) ñ (ii): Suposem que rX,B,m, νs és m-connex i siguin A,B igual que a
l’enunciat (ii). Si






aleshores existeix N1 P B, νpN1q  0, tal que
mxpBq  0 per a tot x P AzN1.
Ara, com que ν és invariant respecte a m,




i, en conseqüència, existeix N2 P B, νpN2q  0, tal que
mxpN1q  0 @x P XzN2.

































0, perquè x P AzN2.
 0
Treballant com anteriorment, trobem N3 P B, νpN3q  0, de manera que
mxpN1 YN2q  0 @x P XzN3.

































0, perquè x P AzN3.
 0.
Inductivament, aconseguim que
mnx pBq  0 per a ν-quasi tot x P A i tot n P N.
Consegüentment,
A  NmB
excepte, com a molt, a un conjunt ν-nul, per tant νpBq ¡ 0 implica que νpAq  0.
(ii) ñ (iii): Tingueu en compte que, si A és ν-invariant, llavors LmpA,XzAq  0.
(iii) ñ (i): Sigui D P B amb νpDq ¡ 0. Aleshores, per la Proposició 0.26, tenim que HmD
és ν-invariant però, pel Corol·lari 0.28, νpHmD q ¥ νpDq ¡ 0 i, per tant, νpNmD q  0. 
Observeu que aquest resultat també justifica l’elecció de la terminologia utilitzada, ja que
la caracterització de la m-connexió donada recorda d’alguna manera la definició d’un espai
topològic connex.
Utilitzem també aquest moment per introduir la noció de m-connexió per a un subconjunt
d’un espai de passeig aleatori reversible.
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Definition 0.32. Sigui rX,B,m, νs un espai de passeig aleatori reversible i Ω P B amb
νpΩq ¡ 0. Sigui BΩ la següent σ-àlgebra
BΩ : tB P B : B  Ωu.
Diem que Ω és m-connex (respecte a ν) si LmpA,Bq ¡ 0 per a qualsevol parell de conjunts
A, B P BΩ que no siguin ν-nuls tal que AYB  Ω.
Si un espai de passeig aleatori rX,B,m, νs no és m-connex, llavors podem obtenir de-
scomposicions no trivials de X com la següent.
Definition 0.33. Sigui rX,B,m, νs un espai de passeig aleatori reversible i Ω P B amb
0   νpΩq   νpXq. Suposem que Ω1,Ω2 P B satisfan: Ω  Ω1 YΩ2, Ω1 XΩ2  H, νpΩ1q ¡ 0,
νpΩ2q ¡ 0 i LmpΩ1,Ω2q  0. Aleshores, escriurem Ω  Ω1 \m Ω2.
Ara som capaços de caracteritzar la m-connexió d’un espai de passeig aleatori en termes
de l’ergodicitat de la mesura invariant (recorda el Corol·lari 0.14).
Theorem 0.34. Sigui rX,B,m, νs un espai de passeig aleatori reversible i suposem que
ν és una mesura de probabilitat. Aleshores,
rX,B,m, νs és m-connex ô ν és ergòdic respecte a m.
Proof. pñq. Suposem que B P B és invariant. Aleshores, B és ν-invariant; per tant,
per la Proposició 0.31, tenim que νpBq  0 o νpBq  1.
pðq. Sigui D P B amb νpDq ¡ 0. Per la Proposició 0.26, tenim que NmD és invariant
respecte a m. Llavors, com que ν és ergòdic, tenim que νpNmD q  0 o νpNmD q  1. Ara, com
que νpDq ¡ 0, pel Corol·lari 0.28, tenim que νpNmD q  0 i, en conseqüència, rX,B,m, νs és
m-connex. 
Finalment, donem una condició suficient per a la ϕ-irreductibilitat d’un passeig aleatori.
Per això necessitem la següent definició (vegeu, per exemple, [100, Secció 7.2]).
Definition 0.35. Sigui rX, d,m, νs un espai mètric de passeig aleatori reversible. Diem
que rX, d,m, νs té la propietat forta de Feller a x0 P X si
mx0pAq  limnÑ 8mxnpAq per a tot conjunt de Borel A  X
sempre que xn Ñ x0 en pX, dq a mesura que nÑ  8.
Diem que rX, d,m, νs té la propietat forta de Feller si té la propietat forta de Feller a tot
punt de X.
Proposition 0.36. Sigui rX, d,m, νs un espai mètric de passeig aleatori reversible tal
que supp ν  X. Suposem a més que rX, d,m, νs té la propietat forta de Feller i que pX, dq
és connex. Aleshores, m és ν-irreductible (i, per tant, m-connex).
Proof. Recordem que la “setwise” convergència d’una successió de mesures de proba-
bilitat equival a la convergència de les integrals de funcions mesurables i fitades. Per tant,




mpk1qy pAqdmxpyq, x P X,A P B,
rX, d,mk, νs també té la propietat forta de Feller per a qualsevol k P N.
Sigui D P B amb νpDq ¡ 0. Vegem primer que HmD és obert o, equivalentment, que NmD
és tancat. Si pxnqn¥1  NmD és una successió tal que limnÑ8 xn  x P X, llavors
mkx pDq  limnÑ8m
k
xnpDq  0
per a qualsevol k P N i, per tant, x P NmD .
Ara bé, HmD també és tancat. De fet, si mxpHmD q   1 per a algun x P HmD , com que
rX, d,m, νs té la propietat forta de Feller, existeix r ¡ 0 tal que mypHmD q   1 per a tot
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y P Brpxq  HmD . Per tant, per la Proposició 0.26, νpBrpxqq  0, cosa que està en contradicció
amb supp ν  X. Per tant,
mxpHmD q  1 ô x P HmD .
Conseqüentment, donada una successió pxnqn¥1  HmD tal que limnÑ8 xn  x P X, tenim
que
mxpHmD q  limnÑ8mxnpH
m
D q  1
i, per tant, x P HmD . Aleshores, HmD és tancat i, aix́ı doncs, com que X és connex, obtenim
que X  HmD el que implica que NmD  H. 
Tingueu en compte que aquest resultat proporciona una relació entre la connectivitat
topològica i la m-connexió d’un espai mètric de passeig aleatori.
0.3. Exemples
Example 0.37. Sigui pRN , d,LN q un espai mètric mesurable, on d és la distància eu-
clidiana i LN és la mesura de Lebesgue. Per simplificar, escriurem dx en lloc de dLN pxq.
Sigui J : RN Ñ r0, 8r una funció mesurable, no negativa i radialment simètrica tal que³




Jpx yqdy per a tot x P RN i tot conjunt de Borel A  RN .
Llavors, aplicant el teorema de Fubini, és fàcil veure que la mesura de Lebesgue LN és
reversible respecte a mJ .
Una interpretació similar a la que es dóna a la secció 0.2 per a la m-interacció entre
conjunts, es pot donar per a mJ . En aquest cas, si a RN considerem una població tal que
cada individu que comença a la ubicació x salta a la ubicació y segons la distribució de
probabilitats Jpx  yq, aleshores, per a un conjunt de Borel A en RN , mJxpAq mesura la
proporció d’individus que van començar a x i van arribar a A després d’un salt.
Example 0.38. Considera un graf ponderat i localment finit G  pV pGq, EpGqq, on V pGq
és el conjunt de vèrtexs, EpGq és el conjunt de arestes i cada aresta px, yq P EpGq (escriurem
x  y si px, yq P EpGq) té assignat un pes positiu wxy  wyx.Suposem a més que wxy  0 si
px, yq R EpGq.
Una successió finita txkunk0 de vèrtexs del graf s’anomena camı́ si xk  xk 1 per a tot
k  0, 1, ..., n 1. La longitud d’un camı́ txkunk0 es defineix com el nombre n de arestes del
camı́. Amb aquesta terminologia, es diu que G  pV pGq, EpGqq és connex si, per a qualssevol
vèrtexs x, y P V , hi ha un camı́ que connecta x amb y, és a dir, un camı́ txk nk0 tal que
x0  x i xn  y. Finalment, si G  pV pGq, EpGqq és connex, la mètrica del graf dGpx, yq
entre dos vèrtexs diferents x, y es defineix com al mı́nim de les longituds dels camins que
connecten x amb y. Tingueu en compte que aquesta mètrica és independent dels pesos.








i l’entorn de x com a NGpxq : ty P V pGq : x  yu. Observeu que, per la definició de un graf
localment finit, els conjunts NGpxq són finits. Quan tots els pesos són iguals a 1, dx coincideix
amb el grau del vèrtex x en un graf, és a dir, amb el nombre d’arestes que contenen x.











dx, A  V pGq,
Universitat de València Marcos Solera Diana
0. Passeigs aleatoris 13
és una mesura reversible respecte a aquest passeig aleatori. Aleshores, rV pGq,B,mG, νGs és
un espai de passeig aleatori reversible (B és el σ-àlgebra de tots els subconjunts de V pGq) i
rV pGq, dG,mG, νGs és un espai mètric de passeig aleatori reversible.
Proposition 0.39. Sigui rV pGq, dG,mG, νGs l’espai de passeig aleatori associat a un graf
ponderat, localment finit i connex G  pV pGq, EpGqq. Llavors, mG és νG-irreductible.
Proof. Agafeu D  V pGq amb νGpDq ¡ 0 i vegem que NmGD  H. Suposem que existeix
y P NmGD , això implica que
(0.3) pmGqny pDq  0 @n P N.
Ara bé, donat x P D, existeix un camı́ tx, z1, z2, . . . , zk1, yu (x  z1  z2      zk1  y)
de longitud k connectant x amb y i, per tant,
pmGqky ptxuq ¥
wyzk1wzk1zk2   wz2z1wz1x
dydzk1dzk2    dz2dz1
¡ 0;
cosa que està en contradicció amb (0.3). 
A la teoria de l’aprenentatge automàtic ([87], [88]), un exemple de graf discret ponderat
pot venir donat per un núvol de punts a RN , V  tx1, . . . , xnu, amb pesos wxi,xj donats per
wxi,xj : ηp|xi  xj |q, 1 ¤ i, j ¤ n,
on el nucli η : r0,8q Ñ r0,8q és un perfil radial que satisfà:
(i) ηp0q ¡ 0 i η és cont́ınua a 0,
(ii) η és no-decreixent,
(iii) la integral
³8
0 ηprqrNdr és finita.
Example 0.40. Sigui K : XX Ñ R un nucli de Markov en un espai comptable X, i.e.,
Kpx, yq ¥ 0 @x, y P X,
¸
yPX





Kpx, yq, x P X, A  X
i B és la σ-àlgebra de tots els subconjunts de X, mK és un passseig aleatori en pX,Bq.
Recordem que, en la terminologia de la teoria de les cadenes de Markov discretes, una
mesura π en X que satisfà¸
xPX
πpxq  1 and πpyq 
¸
xPX
πpxqKpx, yq @y P X,
s’anomena mesura de probabilitat estacionària (o estat estacionari) a X. Per descomptat, π
és una mesura de probabilitat estacionària si, i només si, π és una mesura de probabilitat
invariant respecte a mK . En conseqüència, si π és una mesura de probabilitat estacionària a
X, llavors rX,B,mK , πs és un espai de passeig aleatori.
A més, es diu que una mesura de probabilitat estacionària π és reversible respecte a K
si es compleix la següent equació:
Kpx, yqπpxq  Kpy, xqπpyq per a tot x, y P X.
Aquesta condició es equivalent a
dmKx pyqdπpxq  dmKy pxqdπpyq per a tot x, y P X.
Tingueu en compte que, donat un graf ponderat i localment finit G  pV pGq, EpGqq com
a l’exemple 0.38, hi ha una definició natural d’una cadena de Markov als vèrtexs. De fet,
definiu el nucli de Markov KG : V pGq  V pGq Ñ R per
KGpx, yq : 1
dx
wxy.
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Aleshores, mG i mKG defineixen el mateix passeig aleatori. Si νGpV pGqq és finit, l’única






Example 0.41. A partir d’un espai mètric de mesura pX, d, µq podem obtenir un passeig
aleatori, l’anomenat passeig aleatori de pas ε associat a µ, de la següent manera. Suposem
que les boles de X tenen una mesura finita i que Supppµq  X. Donat ε ¡ 0, el passeig
aleatori de pas ε en X, començant a x P X, consisteix a saltar aleatòriament a la bola de radi




on µ Bpx, εq indica la restricció de µ a Bpx, εq (o, més exactament, a BBpx,εq, on B és la
σ-àlgebra de Borel associada a pX, dq.).
Si µpBpx, εqq  µpBpy, εqq per a tot x, y P X, aleshores µ és una mesura reversible
respecte a mµ,ε i, per tant, rX, d,mµ,ε, µs és un espai mètric de passeig aleatori reversible.










δxpAq per a tot A P BΩ i x P Ω.
Llavors, mΩ és un passeig aleatori en pΩ,BΩq i és fàcil veure que ν Ω és invariant respecte
a mΩ. Aleshores, rΩ,BΩ,mΩ, ν Ωs és un espai de passeig aleatori. A més, si ν és reversible
respecte a m, ν Ω és reversible respecte a mΩ. Per descomptat, si ν és una mesura de






Observeu que, si rX, d,m, νs és un espai mètric de passeig aleatori i Ω és tancat, llavors
rΩ, d,mΩ, ν Ωs també és un espai mètric de passeig aleatori, on hem abusat de la notació i
denotat per d la restricció de d a Ω.
En particular, en el context de l’exemple 0.37, si Ω és un subconjunt tancat i fitat de RN ,










per a tot conjunt de Borel A  Ω i x P Ω.
Utilitzant aquest darrer exemple podem caracteritzar els conjunts m-connexos de la
següent manera (recordeu la Definició 0.32).
Proposition 0.43. Sigui rX,B,m, νs un espai de passeig aleatori i Ω P B amb νpΩq ¡ 0.
Aleshores,
Ω és m-connex ô rΩ,BΩ,mΩ, ν Ωs és mΩ-connex.
Proof. Siguin A, B P BΩ conjunts disjunts. Llavors, per a tot x P A,
mΩx pBq  mxpBq  mxpXzΩqδxpBq  mxpBq
i, per tant, LmΩpA,Bq  LmpA,Bq. En conseqüència, el resultat se segueix per la Proposició
0.31. 
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0.4. El gradient, la divergència i l’operador de Laplace no locals
Introdüım les nocions homòlogues no locals d’alguns conceptes clàssics.
Definition 0.44. Sigui rX,B,m, νs un espai de passeig aleatori. Donada una funció
u : X Ñ R definim el seu gradient no-local ∇u : X X Ñ R per
∇upx, yq : upyq  upxq @x, y P X.





pzpx, yq  zpy, xqqdmxpyq.
Definim l’operador de Laplace (no local) de la següent manera (recordem la definició de
l’operador mitjana donada a la Definició 0.16).
Definition 0.45. SiguirX,B,m, νs un espai de passeig aleatori, definim l’operador de




upyqdmxpyq  upxq 
»
X
pupyq  upxqqdmxpyq, u P L1pX, νq.
L’operador de Laplace també s’anomena operador drift (vegeu [128, Chapter 8]). Tingueu
en compte que
∆mfpxq  divmp∇fqpxq.
Remark 0.46. Tenim que }∆mf}1 ¤ }f}1 i»
X
∆mfpxqdνpxq  0 @ f P L1pX, νq.
Com a la Observació 0.17, obtenim que ∆m és un operador lineal a L
2pX, νq amb domini
Dp∆mq  L1pX, νq X L2pX, νq.
A més, si ν és una mesura de probabilitat, ∆m és un operador lineal i fitat en L
2pX, νq que
satisfà }∆m} ¤ 2.
En el cas de l’espai de passeig aleatori associat a un graf ponderat i localment finit G (tal
com es defineix a l’Exemple 0.38), l’operador de Laplace coincideix amb el Laplacià del graf
estudiat per molts autors (vegeu, per exemple, [26], [27], [75] o [105]).







∇fpx, yq∇gpx, yqdpν bmxqpx, yq
per a f, g P L1pX, νq X L2pX, νq.
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∇fpx, yq∇gpx, yqdpν bmxqpx, yq. 
De fet, podem demostrar, de la mateixa manera, el següent resultat més general que serà
útil al caṕıtol 5.
Lemma 0.48. Sigui rX,B,m, νs un espai de passeig aleatori reversible i sigui q ¥ 1. Si
Q  X  X és un conjunt simètric (i.e., px, yq P Q ô py, xq P Q) i Ψ : Q Ñ R és una
funció antisimètrica ν bmx-gairebé pertot (i.e., Ψpx, yq  Ψpy, xq per a ν bmx-quasi tot
px, yq P Q) amb Ψ P LqpQ, ν bmxq i u P Lq1pX, νq, llavors»
Q




Ψpx, yqpupyq  upxqqdpν bmxqpx, yq.
En particular, si Ψ P L1pQ, ν bmxq,»
Q
Ψpx, yqdpν bmxqpx, yq  0.
Ara podem caracteritzar la m-connexió d’un espai de passeig aleatori en termes de
l’ergodicitat de l’operador de Laplace. Després de Bakry, Gentil i Ledoux cite BGL, donem
la següent definició.
Definition 0.49. Sigui rX,B,m, νs un espai de passeig aleatori. Diem que ∆m és ergodic
si, per a u P Dp∆mq,
∆mu  0 ν-gairebé pertot ñ u és igual a una constant ν-gairebé pertot
(sent aquesta constant 0 si ν no és finita), és a dir, totes les funcions harmòniques en Dp∆mq
(recordeu la Definició 0.19) són una constant ν -gairebé pertot.
Theorem 0.50. Sigui rX,B,m, νs un espai de passeig aleatori i suposem que ν és una
mesura de probabilitat. Aleshores,
rX,B,m, νs és m-connex ô ∆m és ergòdic
Proof. (ð) Sigui D P B amb νpDq ¡ 0 i recordeu que, pel Corol·lari 0.28, νpHmD q ¥
νpDq ¡ 0. Considereu la funció
upxq : χHmD pxq, x P X,
i tingueu en compte que, com que ν és finita, u P L1pX, νq. Ara bé, com que, per la Proposició
0.26, HmD és ν-invariant, tenim que ∆mu  0 ν-gairebé pertot. Per tant, per l’ergodicitat de
∆m i recordant que νpHmD q ¡ 0, obtenim que u  χHmD  1 ν-gairebé pertot i, aix́ı doncs,
νpNmD q  0.
(ñ) Suposeu que rX,B,m, νs és m-connex i sigui u P L1pX, νq de manera que u no és
una constant ν-gairebé pertot, vegem que ∆mu no és igual a 0 ν-gairebé pertot.
Existeix U P B amb 0   νpUq   1 tal que upxq   upyq per a tot x P U i y P XzU .











∇upx, yq2dmxpyqdνpxq ¡ 0
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però Hmpuq  
»
X
upxq∆mupxqdνpxq i, en conseqüència, ∆mu no és igual a 0 ν-gairebé
pertot. 
Aquest resultat, juntament amb el Teorema 0.34 mostra que els dos conceptes d’ergodicitat,
el de la mesura invariant i el de l’operador de Laplace, són equivalents. Aquesta relació re-
cupera la Proposició 0.20.
0.5. La frontera, el peŕımetre i la curvatura mitjana no locals
En aquesta secció introdüım les nocions homòlogues no locals dels conceptes de frontera,
peŕımetre i curvatura mitjana.
La següent noció de frontera no local tindrà el paper de la frontera clàssica quan con-
siderem les equacions homòlogues no locals d’equacions clàssiques al caṕıtol 5, és a dir,
s’imposaran condicions de frontera sobre aquest conjunt.
Definition 0.51. Sigui rX,B,m, νs un espai de passeig aleatori i Ω P B. Definim la
m-frontera de Ω com
BmΩ : tx P XzΩ : mxpΩq ¡ 0u
i la seua m-clausura com
Ωm : ΩY BmΩ.
Al caṕıtol 3 s’utilitzarà àmpliament la següent noció de peŕımetre no local.
Definition 0.52. Sigui rX,B,m, νs un espai de passeig aleatori i E P B. El m-peŕımetre
de E està definit per






Pel que fa a la interpretació donada per a la m-interacció entre conjunts (a sota de la
Definició 0.29), aquesta noció de peŕımetre es pot interpretar com a una mesura del flux total
d’individus que creuen la ”frontera” (en un sentit molt feble) d’un conjunt en un salt.
Lemma 0.53. Sigui rX,B,m, νs un espai de passeig aleatori i E P B amb νpEq   8.
Aleshores,




















Proof. L’equació (0.4) es prova de manera senzilla. Ara bé,















































 νpEq  νpEq  0.




|χEpyq  χEpxq|dmxpyqdνpxq  PmpEq   PmpXzEq  2PmpEq. 
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La noció de m-peŕımetre es pot localitzar en un subconjunt de la següent manera.
Definition 0.54. Sigui rX,B,m, νs un espai de passeig aleatori i Ω P B amb νpΩq   8.
Aleshores, per a E P B, definim
PmpE,Ωq : LmpE X Ω, XzEq   LmpEzΩ,ΩzEq.
Observeu que
LmpE,XzEq  LmpE X Ω, XzEq   LmpEzΩ,ΩzEq   LmpEzΩ, XzpE Y Ωqq












quan ambdues integrals són finites.









|χEpyq  χEpxq|Jpx yqdydx,








|χEpyq  χEpxq|Jpx yqdydx.
Tingueu en compte que, en general, PmJ,ΩpEq  PmJ pEq (recordeu la definició de mJ,Ω
donada a l’Exemple 0.42).
Endemés,



























dx, @E  Ω.
Example 0.56. Sigui rV pGq, dG,mG, νGs l’espai mètric de passeig aleatori associat (com






i el peŕımetre d’un conjunt E  V pGq ve donat per




En conseqüència, tenim que
|BE|  PmGpEq per a tot E  V pGq.
Ara donem algunes propietats del m-peŕımetre.
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Proposition 0.57. Sigui rX,B,m, νs un espai de passeig aleatori reversible i siguin A,
B P B conjunts amb m-peŕımetre finit tal que νpAXBq  0. Llavors,















































aix́ı doncs, per la reversibilitat de ν respecte a m,









Corollary 0.58. Sigui rX,B,m, νs un espai de passeig aleatori reversible i siguin A, B,
C P B conjunts amb interseccions ν-nules per parelles. Aleshores,
PmpAYB Y Cq  PmpAYBq   PmpAY Cq   PmpB Y Cq  PmpAq  PmpBq  PmpCq.
Proposition 0.59 (Submodularity). Sigui rX,B,m, νs un espai de passeig aleatori re-
versible i siguin A, B P B. Llavors,
PmpAYBq   PmpAXBq  PmpAq   PmpBq  2LmpAzB,BzAq.
Per consegüent,
PmpAYBq   PmpAXBq ¤ PmpAq   PmpBq.
Proof. Per la Proposició 0.58,
PmpAYBq  PmppAzBq Y pBzAq Y pAXBqq
 PmppAzBq Y pBzAqq   PmpAq   PmpBq
 PmpAzBq  PmpBzAq  PmpAXBq.
Aleshores,
PmpAYBq   PmpAXBq  PmpAq   PmpBq   PmppAzBq Y pBzAqq
 PmpAzBq  PmpBzAq.
Ara bé, per la Proposició 0.57,
PmppAzBq Y pBzAqq  PmpAzBq  PmpBzAq  2LmpAzB,BzAq. 
Definition 0.60. Sigui rX,B,m, νs un espai de passeig aleatori i E P B. Per a x P X
definim la m-curvatura mitjana de BE a x com
HmBEpxq : mxpXzEq mxpEq  1 2mxpEq.
Observeu que HmBEpxq es pot calcular per a tot x P X, no només per als punts de BE. A
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HmBEpxqdνpxq  2PmpEq  νpEq.
Tingueu en compte també que
HmBEpxq  HmBpXzEqpxq.
Remark 0.61. Sigui rΩ,BΩ,mΩ, ν Ωs l’espai de passeig aleatori donat a l’Exemple 0.42.
Aleshores,




mxpΩzEq mxpEq  mxpXzΩq si x P ΩzE,
mxpΩzEq mxpEq mxpXzΩq si x P E.




















Jpx yqdy si x P E.
Finalment, al teorema 0.63 donarem una altra caracterització de l’ergodicitat de ∆m en
termes de propietats geomètriques.
Lemma 0.62. Sigui rX,B,m, νs un espai de passeig aleatori i suposem que ν és una
mesura de probabilitat. Aleshores, per a D P B, les següents afirmacions són equivalents:
(i) D és ν-invariant.
(ii) ∆mχD  0 ν-gairebé pertot.





Proof. piq ô piiq Se segueix de la definició d’un conjunt ν-invariant i de l’operador
Laplace.
piiq ñ piiiq Per hipòtesi, mxpDq  MmχDpxq  χDpxq per a ν-quasi tot x P X i, aix́ı
doncs, en particular, mxpXzDq  0 per a ν-quasi tot x P D i, per tant,
PmpDq  LmpD,XzDq  0.











mxpDq  1 per a ν-quasi tot x P D.















mxpDq  0 per a ν-quasi tot x P XzD.
Aleshores,
MmχDpxq  mxpDq  χDpxq per a ν-quasi tot x P X.
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pivq ô pvq Per (0.5), tenim que»
D
HmBDpxqdνpxq  2PmpDq  νpDq,
doncs, PmpDq  0 si, i només si,
»
D
HmBDpxqdνpxq  νpDq. 
Theorem 0.63. Sigui rX,B,m, νs un espai de passeig aleatori i suposem que ν és una
mesura de probabilitat. Les següents afirmacions són equivalents:
(i) ∆m és ergòdic.
(ii) Per a tot D P B, ∆mχD  0 ν-gairebé pertot ñ νpDq  0 o νpDq  1.
(iii) Per a tot D P B, 0   νpDq   1 ñ PmpDq ¡ 0.
(iv) Per a tot D P B,





Proof. piq ñ piiq Directe.
piiq ñ piiiq Si PmpDq  0 aleshores, pel Lemma 0.62, ∆mχD  0 ν-gairebé pertot, doncs
piiq implica que νpDq  0 o νpDq  1.
piiiq ñ piiq Sigui D P B. Si ∆mχD  0 ν-gairebé pertot aleshores, pel Lemma 0.62, tenim
que PmpDq  0 i, per tant, piiiq implica que νpDq  0 o νpDq  1.
piiq ñ piq Suposem que ∆m no és ergòdic. Aleshores, segons el Teorema 0.50, rX,B,m, νs
no és m-connex, de manera que existeix D P B amb νpDq ¡ 0 tal que 0   νpNmD q   1
(recordeu el Corol·lari 0.28). Tanmateix, per la Proposició 0.26, ∆mχNmD pxq  0 i, per
hipòtesi, això implica que νpNmD q  0 o νpNmD q  1, la qual cosa és una contradicció.
piiiq ô pivq Aquesta equivalència se segueix per (0.5) i pel Lemma 0.62. 
0.6. Desigualtats de tipus Poincaré
Les desigualtats de tipus Poincaré com les definides a la Definició 0.66 i la Definició
1.81 (vegeu també l’Observació 1.82) tindran un paper molt important en aquesta tesi. Su-
posant que es compleixi una desigualtat de tipus Poincaré, podrem obtenir resultats sobre
les taxes de convergència tant del flux de la calor com del flux per la variació total. A més,
també assumirem que es compleix una desigualtat d’aquest tipus per demostrar l’existència
de solucions a alguns dels problemes del caṕıtol 5.
Primer introdüım la següent notació.
Definition 0.64. Sigui pX,B, νq un espai de probabilitat. Denotem la mitjana de f P
L1pX, νq (o el valor esperat de f) respecte a ν per




















Ara presentem l’equivalent no local de l’energia de Dirichlet.
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Definition 0.65. Sigui rX,B,m, νs un espai de passeig aleatori reversible. Definim el







pfpxq  fpyqq2dmxpyqdνpxq si f P L1pX, νq X L2pX, νq,
 8 en cas contrari,
i denotem
DpHmq : L1pX, νq X L2pX, νq.




fpxq∆mfpxqdνpxq per a tot f P DpHmq.
Definition 0.66. Sigui rX,B,m, νs un espai de passeig aleatori i suposem que ν és una
mesura de probabilitat. Diem que rX,B,m, νs satisfà una desigualtat de Poincaré si existeix
λ ¡ 0 tal que
λVarνpfq ¤ Hmpfq per a tot f P L2pX, νq,
o, equivalentment,
λ}f}2L2pX,νq ¤ Hmpfq per a tot f P L2pX, νq amb νpfq  0.
Més generalment, diem que rX,B,m, νs satisfà una pp, qq-desigualtat de Poincaré (p, q P

















o, equivalentment, existeix un Λ ¡ 0 tal que
}u}LppX,νq ¤ Λ}∇u}LqpXX,dpνbmxqq per a tot u P LqpX, νq amb νpuq  0.
Quan a rX,B,m, νs es compleixi una pp, 1q-desigualtat de Poincaré, direm que rX,B,m, νs
satisfà una p-desigualtat de Poincaré.
La bretxa espectral de l’operador de Laplace està estretament relacionada amb la de-
sigualtat de Poincaré.
Definition 0.67. Sigui rX,B,m, νs un espai de passeig aleatori i suposem que ν és una

















Tingueu en compte que, tal com s’esmenta a Observació 0.46, atès que ν és una mesura
de probabilitat, tenim que
DpHmq  L2pX, νq.
Remark 0.68. Si gapp∆mq ¡ 0, aleshores rX,B,m, νs satisfà una desigualtat de Poincaré
amb λ  gapp∆mq:
gapp∆mqVarνpfq ¤ Hmpfq per a tot f P L2pX, νq,
sent la bretxa espectral la millor constant en la desigualtat de Poincaré.
Per tant, ens interessa estudiar quan la bretxa espectral de ∆m és positiva.
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Remark 0.69. Suposem que X és un espai mètric polonès i que ν és reversible respecte
a m. Es poden trobar condicions suficients per a l’existència d’una desigualtat de Poincaré
a, per exemple, [134, Corol·lari 31] o [151, Teorema 1]. A [134] se suposa la positivitat de
la curvatura de Ricci gruixuda (vegeu l’Observació 0.95) mentre que a [151] la hipòtesi és la
següent condició de Foster Lyapunov:
MmV ¤ p1 λqV   bχK ,
Mm1Apxq ¥ αµpAqχK , @A P B
per a una funció positiva V : Rd Ñ r1, inftyq, uns nombres b   8, α, λ ¡ 0, un conjunt
K  X, i una mesura de probabilitat µ. A més, en el teorema 2.19, en relació amb una altra
noció de curvatura de Ricci fitada inferiorment, trobarem altres condicions suficients per a
l’existència d’una desigualtat de Poincaré.
Si pX, d, µq és un espai de longitud, µ és “doubling” i rX, d,mµ,ε, µs (recordeu l’Exemple
0.41) és un espai mètric de passeig aleatori, es poden trobar condicions suficients per a
l’existència d’una desigualtat de Poincaré a [93, Section 2.3].
Definition 0.70. Sigui pX,B, νq un espai de probabilitat. Denotem per HpX, νq el
subespai de L2pX, νq format per les funcions ortogonals a les constants, i.e.,
HpX, νq :  f P L2pX, νq : νpfq  0( .
Remark 0.71. Sigui rX,B,m, νs un espai de passeig aleatori reversible i suposem que ν
és una mesura de probabilitat. Atés que l’operador ∆m : HpX, νq Ñ HpX, νq és autoadjunt
i no negatiu, i }∆m} ¤ 2 (vegeu el Teorema 2.4), per [44, Proposition 6.9] tenim l’espectre
σp∆mq de ∆m en HpX, νq satisfà
σp∆mq  rα, βs  r0, 2s,
on
α : inf  x∆mu, uy : u P HpX, νq, }u}L2pX,νq  1( P σp∆mq,
i
β : sup  x∆mu, uy : u P HpX, νq, }u}L2pX,νq  1( P σp∆mq.
Vegem que gapp∆mq  α. Per definició, tenim que gapp∆mq ¤ α (recordeu que
Hmpuq  x∆mu, uy). Ara, per la desigualtat oposada, preneu f P L2pX, νq amb Varνpfq 










i, per tant, gapp∆mq ¥ α.
Com a conseqüència, obtenim que
gapp∆mq ¡ 0 ô 0 R σp∆mq.
Amb aquesta observació a l’abast, podem obtenir el següent resultat.
Proposition 0.72. Sigui rX,B,m, νs un espai de passeig aleatori reversible i m-connex
i suposem que ν és una mesura de probabilitat. Si ∆m és la suma d’un operador invertible
i un operador compacte en HpX, nuq, aleshores gapp∆mq ¡ 0.
En conseqüència, si l’operador mitjana Mm és compacte en HpX, νq llavors gapp∆mq ¡
0.
Proof. Si suposem que ∆m és la suma d’un operador invertible i un operador compacte
en HpX, νq, llavors, si 0 P σp∆mq, pel teorema de la alternativa de Fredholm, tenim que
existeix u P HpX, νq, u  0, de manera que ∆mu  pI Mmqu  0. Llavors, atès que
rX, d,m, νs és m-connex, pel Teorema 0.50, obtenim que ∆m és ergòdic, de manera que u és
ν-gairebé pertot igual a una constant. Per tant, com que u P HpX, νq, hem de tenir u  0
ν-gairebé pertot, cosa que és una contradicció. 
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Example 0.73. SiG  pV pGq, EpGqq és un graf ponderat, finit i connex, llavors, òbviament,
MmG és compacte i, en conseqüència, gapp∆Gmq ¡ 0. En aquesta situació, se sap que, si
7pV pGqq  N , l’espectre de ∆mG és 0   λ1 ¤ λ2 ¤ . . . ¤ λN1 i 0   λ1  gapp∆Gmq.
De fet, podem demostrar fàcilment que rV pGq, dG,mG, νGs compleix una pp, qq-desigualtat
de Poincaré per a qualssevol p, q P r1,8r. De fet, siguin p, q P r1,8r i suposem que no existeix
una pp, qq-desigualtat de Poincaré. Aleshores, existeix una successió punqnPN  LppV pGq, νGq
amb }un}LppV pGq,νGq  1 i
³











|unpxq  unpyq|  0 per a tot x, y P V pGq, x  y.
A més, com que }un}LppV pGq,νGq  1, tenim que, agafant una subsuccessió si es necessari,
lim
nÑ8
unpxq  upxq P R per a tot x P V pGq.
Tanmateix, com que el graf és connex, obtenim que, per (0.6), upxq  upyq per a tot x,
y P V pGq, és a dir, existeix λ P R tal que upxq  λ per a qualsevol x P V pGq; per tant,
un Ñ λ a LppV pGq, νGq. Aix́ı doncs, atès que
³
V pGq unpxqdνGpxq  0, obtenim que λ  0,
cosa que està en contradicció amb }un}LppV pGq,νGq  1.
Example 0.74. Sigui Ω un domini fitat a RN i sigui J un nucli tal que J P CpRN ,Rq és
no negatiu i radialment simètric, amb Jp0q ¡ 0 i ³RN Jpxqdx  1. Penseu en l’espai mètric
de passeig aleatori reversible rΩ,BΩ,mJ,Ω,LN s tal com es defineix a l’Exemple 0.42 (recordeu
també l’Exemple 0.37).











Jp  yqdyfpq és un operador invertible a HpΩ,LN q (J és continu, Jp0q ¡ 0 i Ω
és un domini, per tant
³
Ω Jpx  yqdy ¡ 0 per a tot x P Ω) i f ÞÑ
»
Ω
fpyqJp  yqdy és un
operador compacte en HpΩ,LN q (això se segueix pel teorema d’Arzelá-–Ascoli). Per tant, en







Jpx yqpupyq  upxqq2dxdy»
Ω
upxq2dx





Assenyalem que la condició Jp0q ¡ 0 és necessària, ja que, en cas contrari, ³Ω Jp  yqdy pot
ser 0 en un conjunt de mesura positiva (vegeu [18, Remark 6.20]).
Un altre resultat en què proporcionem les condicions suficients per a la positivitat de
gapp∆mq és el següent.
Proposition 0.75. Sigui rX,B,m, νs un espai de passeig aleatori reversible i suposem
que ν és una mesura de probabilitat. Suposem també que ∆m és ergòdic i que mx ! ν per a





dνpxq ¤ K   8,
aleshores gapp∆mq ¡ 0.
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Proof. Com a conseqüència d’un resultat de Miclo [129], tenim que gapp∆mq ¡ 0 si
∆m és ergòdic i Mm és hiperfitat, és a dir, si hi ha q ¡ 2 de manera que Mm sigui fitat de
L2pX, νq en LqpX, νq. Denotem fx : dmxdν P L1pX, νq, x P X. Vegem que Mm és hiperfitat.



























Per tant, Mm és hiperfitat com voĺıem. 
En els següents exemples donem espais de passeig aleatori per als quals no se satisfà una
desigualtat de Poincaré.
Example 0.76. Sigui rV pGq, dG,mG, νGs l’espai mètric de passeig aleatori associat al graf















n si x  x3n 1, x3n 2,
0 en cas contrari.
Tingueu en compte que νGpV pGqq    8 (evitem la seva normalització a una mesura de










































No obstant això, tenim»
V pGq
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on fem servir la notació
ϕpnq  rOpψpnqq ô lim sup
nÑ8
ϕpnqψpnq
  C  0.
Consegüentment,
pfnpxq  νpfnqq2 
$&%































2 si x  x3n 1, x3n 2,
0 en cas contrari.









|fnpxq  νGpfnq|dνGpxq  rOp1q.
Per tant, rV pGq, dG,mG, νGs no satisfà una 1-desigualtat de Poincaré.
Example 0.77. Considerem l’espai mètric de passeig aleatori rR, d,mJ ,L1s (recordeu









Llavors, }un}1 : 1,
»
R











Aleshores, rR, d,mJ ,L1s no satisfà una 1-desigualtat de Poincaré.
Vegem ara que, si gapp∆mq ¡ 0, ∆m és ergòdic.
Proposition 0.78. Sigui rX,B,m, νs un espai de passeig aleatori i suposem que ν és
una mesura de probabilitat. Si rX,B,m, νs satisfà una desigualtat de Poincaré, llavors ∆m
és ergòdic (i.e., rX,B,m, νs és m-connex).









pfpxq  νpfqq2dνpxq  0,
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fpxqdνpxq per a ν-quasi tot x P X. 
L’Exemple 0.76 mostra que la implicació inversa no es compleix en general. Finalment,
donem el resultat següent que pot ajudar a trobar fites inferiors per a gapp∆mq.
Theorem 0.79. Sigui rX,B,m, νs un espai de passeig aleatori reversible i suposem que ν
és una mesura de probabilitat. Suposem també que ∆m és ergòdic. Aleshores,
gapp∆mq  sup
!
λ ¥ 0 : λHmpfq ¤
»
X
p∆mfq2dν @f P L2pX, νq
)
.
Proof. Per l’Observació 0.71 sabem que gapp∆mq  α, on
α : inf  x∆mu, uy : u P HpX, νq, }u}L2pX,νq  1( P σp∆mq.
Denotem també, com en eixa observació,




λ ¥ 0 : λHmpfq ¤
»
X
p∆mfq2dν @f P L2pX, νq
)
.
Vegem que α ¤ A. Sigui pPλqλ¥0 la projecció espectral de l’operador autoadjunt i positiu
∆m : HpX, νq Ñ HpX, νq. Pel teorema espectral [140, Theorem VIII. 6], tenim que, per a
qualsevol f P HpX, νq,















λdxPλf, fy  αHmpfq,
i obtenim que α ¤ A (observeu que, per a qualsevol f P L2pX, νq, podem agafar g :
f  νpfq P HpX, νq i es compleix que ∆mpgq  ∆mpfq).
Finalment, vegem que α ¥ A. Com que α P σp∆mq, donat ε ¡ 0, existeix 0  f P
RangpPα εq i, en conseqüència, Pλf  f per a λ ¥ α ε. Aix́ı doncs, com que ∆m és ergòdic,







λ2dxPλf, fy ¤ pα  εq
» α ε
α
λdxPλf, fy  pα  εqHmpfq
  pα  2εqHmpfq.
Això implica que α  2ε no pertany al conjunt!
λ ¥ 0 : λHmpfq ¤
»
X
p∆mfq2dν @f P L2pX, νq
)
,
aix́ı doncs, A   α  2ε. Per tant, com que ε ¡ 0 era arbitrari, tenim que
A ¤ α. 
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0.6.1. Desigualtats de tipus Poincaré en subconjunts. Considerem ara desigual-
tats de tipus Poincaré en subconjunts.
Definition 0.80. Siguin rX,B,m, νs un espai de passeig aleatori i A,B P B conjunts
disjunts tals que νpAq ¡ 0. Denotem Q : ppA Y Bq  pA Y BqqzpB  Bq. Diem que
rX,B,m, νs satisfà una pp, qq-desigualtat de tipus Poincaré generalitzada (p, q P r1, 8r) en
pA,Bq, si, donat 0   l ¤ νpA Y Bq, existeix una constant Λ ¡ 0 tal que, per a qualsevol















Remark 0.81. Aquestes notacions ens permeten cobrir moltes situacions. Per exemple,
(i) Si A  X, B  H i rX,B,m, νs satisfà una p2, 2q-desigualtat de tipus Poincaré general-
itzada en pX,Hq llavors rX,B,m, νs satisfà una desigualtat de Poincaré tal com es defineix
a la Definició 0.66.
(ii) Sigui Ω P B. Si A : Ω, B : BmΩ i suposem que se satisfà una pp, pq-desigualtat de tipus


























que també s’utilitzarà àmpliament al caṕıtol 5.
Al Teorema 0.83 donem condicions suficients perquè un espai de passeig aleatori satisfaci
desigualtats d’aquest tipus. Primer demostrem el següent lema.
Lemma 0.82. Sigui rX,B,m, νs un espai de passeig aleatori reversible. Siguin A,B P B
conjunts disjunts tals que B  BmA, νpAq ¡ 0 i A és m-connex (recordeu la Definició 0.32).
Suposem que νpAYBq   8 i
ν ptx P AYB : pmx Aq K pν Aquq  0.





|unpyq  unpxq|qdmxpyqdνpxq  0
on, com a la Definició 0.80, Q  ppAY Bq  pAY BqqzpB  Bq. Llavors, existeix λ P R tal
que
unpxq Ñ λ per a ν-quasi tot x P AYB,
}un  λ}LqpA,mxq Ñ 0 per a ν-quasi tot x P AYB,
i
}un  λ}LqpAYB,mxq Ñ 0 per a ν-quasi tot x P A.
Proof. Si B  H (o νpBq  0) es poden ometre alguns passos de la prova. Sigui









|unpyq  unpxq|q dmxpyq, x P A.
Universitat de València Marcos Solera Diana
0. Passeigs aleatoris 29
Preneu
NK : tx P AYB : pmx Aq K pν Aqu .
De (0.7), se segueix que
fn Ñ 0 en L1pAYB, νq
i
gn Ñ 0 en L1pA, νq.
Passant a una subsuccessió si cal, podem suposar que
(0.8) fnpxq Ñ 0 per a tot x P pAYBqzNf , on Nf  AYB és ν-nul
i
(0.9) gnpxq Ñ 0 per a tot x P AzNg, on Ng  A és ν-nul.
D’altra banda, per (0.7), també tenim que
Fn Ñ 0 en LqpQ, ν bmxq.
Per tant, podem suposar que, agafant una subsuccessió si cal,
(0.10) Fnpx, yq Ñ 0 per a tot px, yq P QzC, on C  Q és ν bmx-nul.
Sigui N1  A un conjunt ν-nul que satisfaci
per a tot x P AzN1, la secció Cx : ty P AYB : px, yq P Cu de C és mx-nul·la,
i N2  AYB un conjunt ν-nul que satisfaci
per a tot x P pAYBqzN2, la secció C 1x : ty P A : px, yq P Cu de C és mx-nul·la.
Ara bé, com que A és m-connex i B  BmA, tenim que
D : tx P AYB : mxpAq  0u
és ν-nul. De fet, per la definició de D, tenim que LmpAXD,Aq  0 per tant, atès que A és
m-connex, s’ha de satisfer que νpA XDq  0. A més, com que B  BmA, mxpAq ¡ 0 per a
tot x P B, per tant νpB XDq  0.
Denoteu N : NK YNf YNg YN1 YN2 YD (tingueu en compte que νpNq  0). Fixeu
x0 P AzN . Agafant una subsuccessió si cal, tenim que unpx0q Ñ λ per algun λ P r8, 8s;
sigui
S : tx P AYB : unpxq Ñ λu
i vegem que νppAYBqzSq  0.
Per (0.10), com que unpx0q Ñ λ, també tenim que unpyq Ñ λ per a tot y P pAYBqzCx0 .
Tanmateix, com que x0 R NK i mx0pCx0q  0, s’ha de satisfer que νpAzCx0q ¡ 0; per tant
νpA X Sq ¥ νpAzCx0q ¡ 0. Tingueu en compte que, si x P pA X SqzN , per (1.18) de nou,
pAYBqzCx  S, aix́ı doncs mxppAYBqzSq ¤ mxpCxq  0; llavors,
LmpAX S, pAYBqzSq  0.
En particular, LmpA X S,AzSq  0, però, com que A és m-connex i νpA X Sq ¡ 0, s’ha de
tenir que νpAzSq  0, és a dir, νpAq  νpAX Sq.
Ara, suposem que νpBzSq ¡ 0. Preneu x P BzpS Y Nq. Per (0.10), tenim que AzC 1x 
AzS, és a dir, A X S  C 1x, per tant mxpA X Sq  0. Consegüentment, com que x R NK,
hem de tenir νpAzSq ¡ 0, cosa que contradiu el que ja hem obtingut. En conseqüència, hem
obtingut que un convergeix ν-gairebé pertot en AYB a λ:
unpxq Ñ λ per a tot x P S, νppAYBqzSq  0.
Ja que t}un}L1pAYB,νqun està fitada, pel Lema de Fatou hem de tenir que λ P R. D’altra
banda, per (0.8),
Fnpx, q Ñ 0 in LqpA,mxq ,
per a tot x P ΩzNf . En altres paraules, }unpq  unpxq}LqpA,mxq Ñ 0, doncs
}un  λ}LqpA,mxq Ñ 0 per a ν-quasi tot x P AYB.
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De la mateixa manera, per (0.9),
}un  λ}LqpAYB,mxq Ñ 0 per a ν-quasi tot x P A. 
Theorem 0.83. Siguin p ¥ 1 i rX,B,m, νs un espai de passeig aleatori reversible. Su-
posem que A,B P B són conjunts disjunts tals que B  BmA, νpAq ¡ 0 i A és m-connex.
Assumiu que νpAYBq   8 i
ν ptx P AYB : pmx Aq K pν Aquq  0.
Suposem també que donat qualsevol conjunt ν-nul N  A, existeixen x1, x2, . . . , xL P AzN i
una constant C ¡ 0 tal que ν pAYBq ¤ Cpmx1    mxLq pAYBq. Aleshores, rX,B,m, νs
satisfà una pp, pq-desigualtat de tipus Poincaré generalitzada en pA,Bq.
Proof. Siguin p ¥ 1 i 0   l ¤ νpA Y Bq. Volem demostrar que existeix una constant














per a tot u P LppAY B, νq i tot Z P BAYB amb νpZq ¥ l. Suposem que aquesta desigualtat
no es compleix per a cap Λ. Llavors, existeix una successió tununPN  LppA Y B, νq, amb











un dν  0.
Per tant, pel Lemma 0.82, existeixen λ P R i un conjunt ν-nul N  A tal que
}un  λ}LppAYB,mxq nÝÑ 0 per a tot x P AzN.
Ara, per hipòtesi, existeixen x1, x2, . . . , xL P AzN i C ¡ 0 tal que ν pAYBq ¤ Cpmx1  
    mxLq. Aix́ı doncs,
}un  λ}pLppAYB,νq ¤ C
Ļ
i1
}un  λ}pLppAYB,mxi q
nÝÑ 0.
A més, atès que t 1Znun està fitada en Lp
1pA Y B, νq, existeix φ P Lp1pA Y B, νq tal que,
agafant una subsuccessió si cal, χZn á φ dèbil en Lp
1pAYB, νq (dèbil- en L8pAYB, νq en
el cas p  1)8. A més a més, φ ¥ 0 ν-gairebé pertot en AYB i










Llavors, com que un
nÝÑ λ en LppA Y B, νq i χZn ná φ dèbil en Lp
1pA Y B, νq (dèbil- en













doncs λ  0. Açò està en contradicció amb ||un||LppAYB,νq  1 @n P N, atès que un nÝÑ λ en
LppAYB, νq. 
8Tingueu en compte que, atès que ν és una mesura σ-finita i B es genera de manera contable, tenim que
L1pX, νq és separable.
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Remark 0.84. Observeu que el supòsit
ν ptx P AYB : pmx Aq K pν Aquq  0
significa que ens trobarem en el cas (i) de la proposició 0.22, és a dir, sense tenir en compte
un conjunt ν-nul, el passeig aleatori és ν-irreductible.
Remark 0.85.
(i) La suposició que, donat un conjunt ν-nul N  A, existeixen x1, x2, . . . , xL P AzN i C ¡ 0
de manera que ν pA Y Bq ¤ Cpmx1        mxLq pA Y Bq no és tan forta com sembla.
De fet, això es compleix de manera trivial en grafs ponderats, localment finits i connexos; i
també es compleix a rRN , d,mJ ,LN s (recordeu l’Exemple 0.37) si, per a un domini A  RN ,
prenem B  BmJA tal que distpB,RNzAmJ q ¡ 0. A més, en l’exemple següent veiem que si
eliminem aquesta hipòtesi, la tesi no és certa en general.
Considereu l’espai mètric de passeig aleatori rR, d,mJ ,L1s on d és la distància euclidiana
i J : 12χr1,1s (recordeu l’Exemple 0.37). Sigui A : r1, 1s i B : BmJA  r2, 2szA.
Aleshores, si N  t1, 1u, és possible que no trobem punts a AzN que compleixin el supòsit
















1  0 per a tot n P N. Ara, supppmJxq  rx 1, x  1s per a tot x P r1, 1s i,
per tant, per a qualsevol x P r1, 1s,»
r2,2s











































































(ii) Tanmateix, en aquest exemple, com hem esmentat anteriorment, podem prendreB  BmA
tal que distpB,Rzr2, 2sq ¡ 0 per evitar aquest problema i assegurar-se que es compleixen les
hipòtesis del teorema; de manera que rR, d,mJ ,L1s compleixi una pp, pq-desigualtat de tipus
Poincaré generalitzada en pA,Bq.
En l’exemple següent, l’espai mètric de passeig aleatori rX, d,m, νs definit, satisfà que
mx K ν per a tot x P X (caient aix́ı en el cas ( ii) de la Proposició 0.22) i no compleix una
desigualtat de tipus Poincaré.
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Example 0.86. Sigui p ¡ 1. Denoteu la circumferència com S1  te2πiα : α P r0, 1qu
i prenem Tθ : S
1 ÝÑ S1 la funció de rotació irracional Tθpxq  xe2πiθ on θ és un nombre
irracional. A S1 considerem la σ-àlgebra Borel B i la mesura de Hausdorff 1-dimensional ν :
H1 S1. És ben sabut que Tθ és una transformació uńıvocament ergòdica sobre pS1,B, νq.
Ara, definim X : S1 i mx : 12δTθpxq   12δTθpxq, x P X. Llavors, rX, d,m, νs és un espai
de passeig aleatori reversible, on d és la mètrica donada per la longitud d’arc. De fet, donada








































































doncs rX, d,m, νs és m-connex.




e2πiα : kθ  δpnq   α   kθ   δpnq( , 1 ¤ k ¤ 2n,
on δpnq ¡ 0 es tria de manera que
Ink1 X Ink2  H per a tot 1 ¤ k1, k2 ¤ 2n, k1  k2
(noteu que e2πipk1θδpnqq  e2πipk2θδpnqq per a qualsevol k1  k2 ja que Tθ és ergòdic).







χInk , n P N.
Aix́ı, »
X
undν  0, per a tot n P N,
i »
X
|un|pdν  4nδpnq, per a tot n P N.
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Si 1 ¤ k ¤ n 2 o n  1 ¤ k ¤ 2n 2 i x P Ink llavors»
X
|unpyq  unpxq|pdmxpyq  1
2
|unpTθpxqq  unpxq|p   1
2
|unpTθpxqq  unpxq|p  0








|  1|p  1
2










i s’obté el mateix resultat per a x P Inn 1. De la mateixa manera, si x P In1 o x P In2n,»
X
|unpyq  unpxq|pdmxpyq  1
2
|unpTθpxqq  unpxq|p   1
2
|unpTθpxqq  unpxq|p  1
2
.
Finalment, si x R Y2nk1Ink llavors Tθpxq, Tθpxq R Y2n1k0 Ink doncs»
X
|unpyq  unpxq|pdmxpyq  1
2
|unpTθpxqq  unpxq|p   1
2





|unpyq  unpxq|pdmxpyqdνpxq  1
2
p4  2δpnqq   2p1p2  2δpnqq  p4  2p 1qδpnq.











|unpyq  unpxq|pdmxpyqdνpxq, @n P N
ja que això implicaria
4nδpnq ¤ Λp4  2p 1qδpnq ùñ n ¤ Λ  2p1, @n P N.
Finalment, proporcionem un altre resultat en què donem condicions suficients perquè se
satisfaci una pp, qq-desigualtat de Poincaré generalitzada.
Theorem 0.87. Siguin 1 ¤ p   q i considerem un espai de passeig aleatori reversible
rX,B,m, νs. Siguin A,B P B conjunts disjunts tals que B  BmA, νpAq ¡ 0 i A és m-connex.
Suposem també que νpAYBq   8 i mx ! ν per a tot x P AYB. Assumim a més que, donat
un conjunt ν-nul N  A, existeixen x1, x2, . . . , xL P AzN i Ω1,Ω2, . . . ,ΩL P BAYB, tal que
A Y B 
L¤
i1
Ωi i, si gi : dmxi
dν
en Ωi, llavors g
 p
qp
i P L1pΩi, νq, i  1, 2, ..., L. Aleshores,
rX,B,m, νs satisfà una pp, qq-desigualtat de tipus Poincaré generalitzada en pA,Bq.
Proof. Sigui 0   l ¤ νpA Y Bq. Començant com en la demostració del Teorema 0.83,
si suposem que no se satisfà una pp, qq-desigualtat de tipus Poincaré generalitzada en pA,Bq,
llavors existeix una successió tununPN  LqpAYB, νq, amb }un}LppAYB,νq  1, i una successió











un dν  0.
Per tant, pel Lemma 0.82, existeixen λ P R i un conjunt ν-nul N  A tal que
}un  λ}LqpAYB,mxq nÝÑ 0 per a tot x P AzN.
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Ara, per hipòtesi, existeixen x1, x2, . . . , xL P AzN i Ω1,Ω2, . . . ,ΩL P BAYB, de manera
que A Y B 
L¤
i1
Ωi i, si gi : dmxi
dν
on Ωi, aleshores g
 p
qp
i P L1pΩi, νq, i  1, 2, ..., L. Per
tant,




























































Acabem la prova de la mateixa manera que per al Teorema 0.83. 
0.6.2. Desigualtat isoperimètrica. Sigui rX,B,m, νs un espai de passeig aleatori on
ν és una mesura de probabilitat. Suposem que rX,B,m, νs compleix una desigualtat de
Poincaré, és a dir, existeix λ ¡ 0 tal que
λVarνpfq ¤ Hmpfq per a tot f P L2pX, νq.














es pot reescriure com
(0.11) λ νpDqp1 νpDqq ¤ PmpDq per a tot D P B
(observeu que, pel teorema 0.63, açò implica, en particular, que ∆m és ergòdic). Aix́ı doncs,
com que
mintx, 1 xu ¤ 2xp1 xq ¤ 2mintx, 1 xu per a qualsevol 0 ¤ x ¤ 1,
la desigualtat (0.11) produeix la següent desigualtat isoperimètrica (vegeu [7, Theorem 3.46]):
(0.12) mintνpDq, 1 νpDqu ¤ 2
λ
PmpDq per a tot D P B;
i, al contrari, la desigualtat isoperimètrica (0.12) implica que
λ
2
νpDqp1 νpDqq ¤ PmpDq per a tot D P B.
Definition 0.88. Sigui rX,B,m, νs un espai de passeig aleatori. Si existeix λ ¡ 0 tal
que (0.12) es compleix, direm que rX,B,m, νs compleix una desigualtat isoperimètrica.
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0.7. La curvatura d’Ollivier-Ricci
Una eina important per a l’estudi de la velocitat de convergència del flux de la calor és la
desigualtat de Poincaré (vegeu [22]). En el cas de les varietats riemannianes i els semigrups de
difusió de Markov, una condició necessària habitual per obtenir aquesta desigualtat funcional
és la positivitat de la corresponent curvatura de Ricci de l’espai subjacent (vegeu [22] i [160]).
A [21], Bakry i Émery van trobar una manera de definir una noció de curvatura de Ricci
fitada inferiorment a través del flux de la calor. A més, Renesse i Sturm [141] van demostrar
que, en una varietat riemanniana M , la curvatura de Ricci està fitada inferiorment per una
constant K P R si, i només si, l’entropia de Boltzmann-Shannon és K-convexa al llarg de
les geodèsiques de l’espai 2-Wasserstein de mesures de probabilitat en M . Aquesta va ser
l’observació clau, utilitzada simultàniament per Lott i Villani [113] i Sturm [147], per donar
una noció de curvatura de Ricci fitada inferiorment en el context general dels espais mètrics
mesurables de longitud. En aquests espais, Ambrosio, Gigli i Savaré ([8]) van obtenir una
relació entre la condició de curvatura-dimensió de Bakry-Émery i la noció de la curvatura de
Ricci introdüıda per Lott-Villani-Sturm, de fet, van demostrar que aquestes dues nocions de
curvatura de Ricci coincideixen sota certs supòsits sobre l’espai mètric mesurable.
Quan l’espai considerat és discret, per exemple, en el cas d’un graf, el concepte anterior
de curvatura de Ricci fitada inferiorment no es pot aplicar com en el cas continu. De fet,
la definició de Lott-Sturm-Villani no és aplicable si l’espai 2-Wasserstein de l’espai mètric
mesurable no conté geodèsiques. Malauradament, aquest és el cas si l’espai subjacent és
discret. Per tant, utilitzarem el concepte de curvatura de Ricci fitada inferiorment donat per
Y. Ollivier a [134] que s’adapta bé al cas discret. Ens referim a [132] i les seves referències
per obtenir una visió general sobre el camp de recerca de la curvatura discreta.
Per introduir la curvatura de Ricci gruixuda definida per Y. Ollivier a [134], primer recor-
dem el problema del transport de masses de Monge-Kantorovich. Sigui pX, dq un espai mètric




dpx, yq dγpx, yq : γ P Πpµ, νq
*
,
on Πpµ, νq : tγ P PpX Xq : π0#γ  µ, π1#γ  νu10 i πα : X X Ñ X està definit per
παpx, yq : x  αpy  xq per a α P t0, 1u.
Per a 1 ¤ p   8, la p-distància de Wasserstein entre µ i ν es defineix com










El problema Monge-Kantorovich té una formulació dual que donem a continuació (vegeu,
per exemple, [159, Theorem 1.14]).
Teorema de Kantorovich-Rubinstein. Siguin µ, ν P PpXq. Llavors,
W d1 pµ, νq  sup
"»
X





u dpµ νq : u P KdpXq X L8pX, νq
*
on
KdpXq : tu : X Ñ R : |upyq  upxq| ¤ dpy, xqu .
En geometria riemanniana, la positivitat de la curvatura de Ricci es pot caracteritzar pel
fet que “les boles petites estan més a prop, en la 1-distància de Wasserstein, que els seus
9PpXq denota el conjunt de les mesures de probabilitat en X.
10πα#γ denota el pushforward de γ per πα, doncs π0#γ és el marginal de γ sobre el primer component
i π1#γ és el marginal de γ sobre el segon component.
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centres” (vegeu [141]). En el marc dels espais mètrics de passeig aleatori, inspirat per això,
Y. Ollivier [134] va introduir el concepte de curvatura de Ricci gruixuda, substituint les boles
per les mesures mx i utilitzant la 1-distància de Wasserstein per mesurar la distància entre
elles.
Definition 0.89. Donat un passeig aleatori m en un espai mètric polonès rX, ds tal que
cada mesura mx té primer moment finit, per a qualsevol parella de punts diferents x, y P X,
la curvatura d’Ollivier-Ricci (o curvatura de Ricci gruixuda) de rX, d,ms al llarg de px, yq es
defineix com




La curvatura d’Ollivier-Ricci de rX, d,ms està definida per
κm : inf
x, y P X
x  y
κmpx, yq.
Escriurem κpx, yq en lloc de κmpx, yq, i κ  κm, si el context no permet cap confusió.
Tingueu en compte que, en principi, la mètrica d i el passeig aleatori m d’un espai mètric
de passeig aleatori rX, d,m, νs no tenen cap relació a part del fet que m està definida a la
σ-àlgebra de Borel associada a d i que cada mx, x P X, té primer moment finit. Per tant,
no podem esperar obtenir resultats forts sobre les propietats de m imposant condicions només
en termes de d. Per exemple, com veurem a l’exemple 3.36, les boles en espais mètrics de
passeig aleatori no són necessàriament m-calibrables (vegeu la Definició 3.33). Tanmateix,
imposar condicions sobre κ, com κ ¡ 0, crea una relació forta entre el passeig aleatori i la
mètrica, que ens permet demostrar resultats com el Teorema 0.93.
Remark 0.90. Si pX, d, µq és una varietat riemanniana completa i suau, i pmµ,εx q és el
passeig aleatori de pas ε associat a µ donat a l’Exemple 0.41, llavors està demostrat a [141]
(vegeu també [134]) que, escalant per ε2, κmµ,εpx, yq convergeix a la curvatura ordinària de
Ricci quan εÑ 0.
Example 0.91. Sigui rRN , d,mJ ,LN s l’espai mètric de passeig aleatori donat a l’exemple
0.37. Vegem que κpx, yq  0. Donats x, y P RN , x  y, pel Teorema de Kantorovich-
Rubinstein, tenim que
W d1 pmJx ,mJy q  sup
"»
RN





pupx  zq  upy   zqqJpzq dz : u P KdpRN q
*
.
Ara, per a tot u P KdpRN q, es compleix que»
RN
pupx  zq  upy   zqqJpzq dz ¤ }x y},
doncs W d1 pmJx ,mJy q ¤ }x y}. D’altra banda, si upzq : xz,xyy}xy} , aleshores u P KdpRN q i, per
tant,
W d1 pmJx ,mJy q ¥
»
RN
pupx  zq  upy   zqqJpzq dz  }x y}.
Aix́ı doncs,
W d1 pmJx ,mJy q  }x y},
i, en conseqüència, κpx, yq  0.
Example 0.92. Sigui rV pGq, dG,mG, νGs l’espai mètric de passeig aleatori associat a un
graf ponderat i localment finit G  pV pGq, EpGqq tal com es defineix a l’Exemple 0.38 i
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recordeu que NGpxq : tz P V pGq : z  xu per a x P V pGq. Llavors, la curvatura d’Ollivier-
Ricci al llarg de px, yq P EpGq és












sent A el conjunt de totes les matrius amb entrades indexades per NGpxq  NGpyq tal que
µpz1, z2q ¥ 0 i¸
z2y





µpz1, z2q  wyz2
dy
, per a pz1, z2q P NGpxq NGpyq.
Hi ha una extensa literatura sobre la curvatura d’Ollivier-Ricci en grafs discrets (vegeu,
per exemple, [27], [35], [62], [95], [105], [112], [134], [135], [136] i [138]).
En el següent resultat, veiem que els espais mètrics de passeig aleatori amb curvatura
d’Ollivier-Ricci positiva són m-connexos.
Theorem 0.93. Sigui rX, d,m, νs un espai mètric de passeig aleatori tal que ν és una
mesura de probabilitat i cada mesura mx té primer moment finit. Suposem que la curvatura
d’Ollivier-Ricci κ satisfà κ ¡ 0. Aleshores, rX, d,m, νs és m-connex.
Proof. Sota la hipòtesi κ ¡ 8 (recordeu que κ ¤ 1 per definició) Y. Ollivier en [134,
Proposition 20] demostra la següent propietat de contracció en W1:
Sigui rX, d,m, νs un espai mètric de passeig aleatori. Llavors, per a dues distribucions
de probabilitat qualssevol µ i µ1,
(0.13) W d1 pµ mn, µ1 mnq ¤ p1 κqnW d1 pµ, µ1q.
Per tant, sota la hipòtesi κ ¡ 0, en [134, Corollary 21] Y. Ollivier demostra que la mesura
invariant ν (existeix i) és única llevat de constants multiplicatives i que, si ν P PpXq, es
compleixen les següents afirmacions:
(0.14)
piq W d1 pµ mn, νq ¤ p1 κqnW d1 pµ, νq @n P N, @µ P PpXq,
piiq W d1 pmnx , νq ¤ p1 κqn
W d1 pδx,mxq
κ
@n P N, @x P X.
Per (0.14) i [160, Theorem 6.9]11, tenim que
(0.15) µ mn á ν dèbilment com a mesures, @µ P PpXq,
aix́ı, prenent µ  δx, obtenim que
mnx á ν dèbilment com a mesures, per a tot x P X.
Vegem ara que rX, d,m, νs és m-connex si κ ¡ 0. Sigui D  X un conjunt de Borel amb
νpDq ¡ 0 i suposem que νpNmD q ¡ 0. Pel Corol·lari 0.28, tenim que νpHmD q ¡ 0. Definim
µ : 1
νpHmD q




ν NmD P PpXq.
Ara, per la Proposició 0.27,
µ mn  µ,
11Teorema Sigui pX, dq un espai polonès; la distància Wassertein W1 metritza la convergència dèbil en
P1pXq : tµ P P pXq :
³
X
dpx0, xqµpdxq    8u, on x0 P X és arbitrari.
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i
µ1 mn  µ1,
però llavors, per (0.13), obtenim que
W1pµ, µ1q W1pµ mn, µ1 mnq ¤ p1 κqnW1pµ, µ1q
cosa que només és possible si W1pµ, µ1q  0 ja que 1 κ   1. Aleshores,
µ  µ1,
i això implica que 1  µ1pNmD q  µpNmD q  0 la qual cosa és una contradicció. Per tant,
νpNmD q  0 com voĺıem. 
Remark 0.94. Per la Proposició 0.13, la unicitat de la mesura de probabilitat invariant
implica la seva ergodicitat. En conseqüència, el Teorema 0.93 se segueix de [134, Corollary 21]
(vegeu també el Teorema 0.34). Tot i això, hem presentat el resultat per exhaustivitat i per
a utilitzar el concepte de m-connexió.
Tingueu en compte que, si D és obert i νpDq ¡ 0, llavors NmD  H, i.e.
8̧
n1
mnx pDq ¡ 0 per a tot x P X.
De fet, per a tot x P NmD , per (0.15), tenim que
0   νpDq ¤ lim inf
n
mnx pDq  0.
Remark 0.95. Per a un espai mètric de passeig aleatori reversible rX, d,m, νs, Y. Ollivier
en [134, Corollary 31] prova que, sota el supòsit» » »
dpy, zq2dmxpyqdmxpzqdνpxq    8,
si la curvatura d’Ollivier-Ricci κ és positiva i ν és ergòdica12, aleshores rX, d,m, νs satisfà la
desigualtat de Poincaré
κVarνpfq ¤ Hmpfq per a tot f P L2pX, νq,
i, per tant,
κ ¤ gapp∆mq.
12Pel Teorema 0.93 (vegeu també l’Observació 0.94), aquesta suposició és, de fet, redundant.
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CHAPTER 1
Random walks
The main character of the framework spaces on which the thesis is developed is the random
walk.
Definition 1.1. Let pX,Bq be a measurable space such that the σ-field B is countably
generated. A random walk on pX,Bq is a family of probability measures pmxqxPX on B such
that x ÞÑ mxpBq is a measurable function on X for each fixed B P B.
The notation and terminology chosen in this definition comes from [134], but this notion
can be traced back to Neveu’s concept of ϕ-essential irreducibility given in [133] (see Section
1.1.1). As noted in the paper by Y. Ollivier [134], geometers may think of mx as a replacement
for the notion of balls around x, while in probabilistic terms we can rather think of these





dmzpyqdmpn1qx pzq, n ¥ 1
and m0x  δx, the dirac measure at x. In the next section we will deepen on this latter
perspective which will be the main one along our work, the former perspective will play an
important role in Section 1.7. We therefore take a momentary break from the construction
of what will be our framework space for the thesis to recall some results of the classic theory
of Markov chains which we believe will aid in providing motivation.
1.1. Markov chains
In this section we immerse ourselves in the probabilistic terminology which houses our
work. This will be particularly useful for readers with a probabilistic background as it will
serve to clarify where exactly our work falls in this field. Furthermore, we recall well known
results to provide further insight into the nature of random walks. To this aim we start by
giving the definition of a discrete-time, time-homogeneous Markov Chain and the Markov
property which it satisfies. The results in this section can be found in [76], [100] or [128].
Definition 1.2. Let pΩ,F ,Pq be a probability space and pX,Bq a measurable space such
that the σ-field B is countably generated. A discrete-time, time-homogeneous Markov Chain
is a sequence of X-valued random variables tXn : n  0, 1, 2, . . .u defined on Ω such that
(1.1) PpXn 1 P B |X0, X1, . . . , Xnq  PpXn 1 P B |Xnq @B P B, n  0, 1, . . .
The identity (1.1) is called the Markov property.
The Markov property indicates that the future of the process is independent on the past
given its present value so that, intuitively, we can say that it is “memoryless”. A large variety
of examples of Markov chains may be found in [76], [100] or [128].
In this thesis we will never work directly with the random variables, instead we will use a
different, but equivalent, approach to Markov chains. For each x P X and B P B, let
(1.2) P px,Bq : PpXn 1 P B|Xn  xq.
This defines a stochastic kernel on X, which means that
 P px, q is a probability measure on B for each fixed x P X, and
 P p, Bq is a measurable function on X for each fixed B P B.
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The stochastic kernel P is also known as a (Markov) transition probability kernel. The “time-
homogeneity” of the Markov chain refers to the fact that P as defined in (1.2) is independent
of n. This stochastic kernel is what we have previously called a random walk, so that, in our
terminology, mxpBq  P px,Bq. Similarly, we denote by mnx the n-step transition probability















for every n, k P N.
It can then be shown that, in fact, starting with a random walk (or stochastic kernel) on
X, we can construct a Markov chain pXnq such that its transition probability kernels coincide
with the given random walk (see [128, Theorem 3.4.1]). In particular, it is proven that for a
given initial probability distribution µ on B one can construct the probability measure Pµ on
F so that PµpX0 P Bq  µpBq for B P B and, moreover, for every n  0, 1, . . ., x P X and
B P B,
PµpXn 1 P B |Xn  xq  mxpBq.
When µ is the Dirac measure at x P X we denote Pµ by Px. In the same way, the corre-
sponding expectation operators are denoted by Eµ and Ex, respectively.
We will now define some general concepts of stability for Markov Chains that will be
used all along this work. These notions will in some way offer an insight into the long term
behaviour of the process as it evolves with time. To this aim let us introduce the following
concepts.
Definition 1.3.







(ii) For any set A P B, the random variable
τA : mintn ¥ 1 : Xn P Au,
is called the first return time on A. We assume that inf H  8.
The first and least restrictive concept of stability is that of ϕ-irreducibility, where ϕ is some
measure on B. With this concept we are requiring that, no matter what the starting point,
we will be able to reach any “important” set in a finite number of jumps. The “important”
sets will be understood as those which have positive measure with respect to the measure ϕ.
We may also understand that we are asking that the Markov chain does not in truth consist






1We denote the indicator function (or characteristic function) of a subset A of a set X by χA, i.e.,
χ




1 if x P A,
0 if x R A.
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Definition 1.4. Let ϕ be a measure on B. A random walk m is ϕ-irreducible if, for
every x P X,
ϕpAq ¡ 0 ñ Upx,Aq ¡ 0.
Alternatively (see [128, Proposition 4.2.1]), we may also understand this concept by using
τA. Then, m is ϕ-irreducible if, for every x P X,
ϕpAq ¡ 0 ñ PxpτA   8q ¡ 0,
i.e., starting from any point x P X we have a positive probability of arriving to any set of
positive measure in finite time.
Instead of taking some possibly arbitrary measure to define the irreducibility of the random
walk, we can take the maximal irreducibility measure, which defines the range of the chain








mnx px,Aq, x P X,A P BpXq;
this kernel defines for each x P X a probability measure equivalent2 to m0x pq Upx, q (which
may be infinite for many sets).
Proposition 1.5. ([128, Proposition 4.2.2]) Given a ϕ-irreducible random walk m on
pX,Bq, there exists a probability measure ψ on B such that
(i) m is ψ-irreducible;
(ii) for any other measure ϕ1, the random walk m is ϕ1-irreducible if and only if ϕ1 ! ψ;
(iii) if ψpAq  0, then ψpty : PypτA   8q ¡ 0uq  0;







for any finite irreducibility measure ϕ1.
A measure satisfying the conditions of the previous proposition is called a maximal ir-
reducibility measure. For notation convenience we will say that m is ψ-irreducible if it is
ϕ-irreducible for some measure ϕ and the measure ψ is a maximal irreducibility measure.
A stronger stability notion can be obtained by asking, not only that Upx,Aq ¡ 0, but
that Upx,Aq  8 for every x P X and every set A with ϕpAq ¡ 0. Alternatively, we
may strengthen the requirement that there is a positive probability of reaching every set of
ϕ-positive measure wherever we start from, and instead require that, in fact, this has to
eventually happen. These approaches lead to the various concepts of recurrence.
Definition 1.6.
(i) Let A P B. The set A is called recurrent if Upx,Aq  ExrηAs  8 for all x P A.
(ii) The Markov chain is called recurrent if it is ψ-irreducible and Upx,Aq  ExrηAs  8 for
every x P X and every A P BpXq with ψpAq ¡ 0.
(iii) Let A P B. The set A is called Harris recurrent if
PxrηA  8s  1
for all x P A.
(iv) The chain is Harris recurrent if it is ψ-irreducible and every A P BpXq with ψpAq ¡ 0 is
Harris recurrent.
It follows that any Harris recurrent set is recurrent. Indeed, for recurrence we require
that the expected number of visits is infinite, meanwhile Harris recurrence implies that the
2Two measures µ and ν are equivalent if µ ! ν and ν ! µ, i.e., if they agree on which sets have measure
zero.
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number of visits is infinite almost surely. Notably, by [128, Theorem 9.0.1] we have that a
recurrent chain differs by a ψ-null set from a Harris recurrent chain.
Moreover, it is proved that there is a dichotomy in the sense that irreducible Markov
chains cannot be “partially stable”, they either posses these stability properties uniformly in
x, or the chain is unstable in a well-defined way (we will however not enter into this, see
[128] for details).
Another stability property that we will use is given by the existence of an invariant mea-
sure. This is a measure which provides a distribution such that, if the chain starts distributed
in this way, then it remains like this. Furthermore, these measures turn out to be the ones
which define the long term behaviour of the chain.





mxpAqdνpxq for every A P B.
Of course, if an invariant measure is finite, then it can and will be normalized to a
(stationary) probability measure. Therefore, all along this thesis, whenever we require the
finiteness of the invariant measure we will directly consider an invariant probability measure.
Remark 1.8. Note that, if m is a random walk on pX,Bq, then mn is also a random
walk on pX,Bq for every n P N. Moreover, if ν is invariant with respect to m then ν is
invariant with respect to mn for every n P N.
Bringing irreducibility and the existence of an invariant measure together we get the
following results.
Proposition 1.9. ([128, Proposition 10.0.1]) If the random walk m is recurrent then it
admits a unique (up to constant multiples) invariant measure.
Proposition 1.10. ([128, Proposition 10.1.1]) If the random walk m is ψ-irreducible and
admits an invariant probability measure then it is recurrent; thus, in particular, the invariant
probability measure is unique.
Furthermore, we give the following theorem relating the invariant and maximal irreducibil-
ity measures for recurrent chains.
Theorem 1.11. ([128, Theorem 10.4.9]) If the random walk m is recurrent (thus, in
particular, ψ-irreducible) then the unique (up to constant multiples) invariant measure ν
with respect to m is equivalent to ψ (thus ν is a maximal irreducibility measure).
Another well known concept is that of an ergodic measure.
Definition 1.12. A set B P B is said to be invariant (or absorbing or stochastically
closed) (with respect to m) if mxpBq  1 for every x P B.
An invariant probability measure ν is said to be ergodic (with respect to m) if νpBq  0
or νpBq  1 for every invariant set B P B.
A profound study of ergodic theory for Markov chains can be found in [76, Chapter 5].
There we can find the construction of a dynamical system associated with a Markov chain
such that the previous notion of ergodicity is equivalent to the classical notion of ergodicity for
this dynamical system ([76, Theorem 5.2.11]). The following result ensures that uniqueness
of the invariant measure implies its ergodicity.
Proposition 1.13. ([100, Proposition 2.4.3]) Let m be a random walk on X. If m has
a unique invariant probability measure ν, then ν is ergodic.
Which together with Proposition 1.10 and Theorem 1.11 implies the following.
Corollary 1.14. If m is a ψ-irreducible random walk that admits an invariant probability
measure then the invariant probability measure is unique, ergodic and equivalent to ψ.
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Finally, the last property that we introduce is the existence of a measure which is reversible
with respect to the Markov chain. This reversibility condition on a measure is stronger than
the invariance condition. We first define the tensor product of a σ-finite measure and a
stochastic kernel.
Definition 1.15. If ν is a σ-finite measure on pX,Bq and N is a stochastic kernel on
pX,Bq, we define the tensor product of ν and N , denoted by ν bN , which is a measure on




Npx,Bqdνpxq, pA,Bq P B  B.
Using our notation m for the random walk we denote the tensor product of ν and m by
ν bmx.
A σ-finite measure ν on B is reversible with respect to the random walk m if the measure
ν bmx on B  B is symmetric, i.e., for all pA,Bq P B  B,
ν bmxpABq  ν bmxpB Aq.
Equivalently, ν is reversible with respect to m if, for all bounded measurable functions f










Note that, if ν is reversible with respect to m, then it is invariant with respect to m (see [76,
Proposition 1.5.2]).
Associated with a Markov chain we can define the following operator which will play a
very important role in many of our developments.
Definition 1.16. If ν is an invariant measure with respect to m, we define the linear
operator Mm on L




fpyqdmxpyq, f P L1pX, νq.
Mm is called the averaging operator on rX,B,ms (see, for example, [134]).








so f P L1pX,mxq for ν-a.e. x P X, thus Mm is well defined from L1pX, νq into itself.
Remark 1.17. Let ν be an invariant measure with respect to m. It follows that
}Mmf}L1pX,νq ¤ }f}L1pX,νq @f P L1pX, νq,
so that Mm is a contraction on L
1pX, νq. In fact, since Mmf ¥ 0 if f ¥ 0, we have that Mm
is a positive contraction on L1pX, νq.




















Therefore, Mm is a linear operator in L
2pX, νq with domain
DpMmq  L1pX, νq X L2pX, νq.
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Consequently, if ν is a probability measure, Mm is a bounded linear operator from L
2pX, νq
into itself satisfying }Mm}BpL2pX,νq,L2pX,νqq ¤ 1.
Note that, making use of this operator, we have that B P B is invariant with respect to
m (Definition 1.12) if, and only if, MmχB ¥ χB. We may slightly weaken this notion as
follows.
Definition 1.18. We say that B P B is ν-invariant (with respect to m) if MmχB  χB
ν-a.e.
Similarly, we define the notion of a harmonic (or ν-invariant) function.
Definition 1.19. A function f P L1pX, νq is said to be harmonic (with respect to m) if
Mmf  f ν-a.e.
We may therefore recall a classic result which characterises the ergodicity of ν (see, for
example, [100, Lemma 5.3.2]).
Proposition 1.20. Let ν be an invariant probability measure. Then ν is ergodic if, and
only if, every harmonic function is a constant ν-a.e.
1.1.1. ϕ-Essential Irreducibility. A different direction may be taken to define the
irreducibility of a random walk (see [133] or [142, Definition 4.4]).
Definition 1.21. Let ϕ be a measure on B. A random walk m is ϕ-essentially irreducible
if, for ϕ-a.e. x P X,
ϕpAq ¡ 0 ñ Upx,Aq ¡ 0.
Whilst this change may appear small it actually leads to a wider and wilder class of
“irreducible” models. However, there is a nice dichotomy result:
Proposition 1.22. ([133, Proposition 2]) Let ν be an invariant measure with respect to
the random walk m such that m is ν-essentially irreducible, then only one of the following
two cases may happen:
(i) there exists X1 P B such that νpXzX1q  0, X1 is invariant with respect to m and
ν ! Upx, .q for every x P X1
i.e., the restriction of the Markov chain to X1 is ν-irreducible;
(ii) there exists X2 P B such that νpXzX2q  0, X2 is invariant with respect to m and
ν K Upx, .q for every x P X2.
Since most of the examples of application of our results will actually fall into the first
category in this theorem, the previous results in this section will be applicable. However, some
extremal examples will actually fall into the second category, a case which classic literature
does not usually cover (see [142, Chapter 4] for a discussion of some of the results of using
this weakened form). Therefore, we will now proceed to develop some of the results that we
have given for ϕ-irreducible Markov chains but for ϕ-essentially irreducible Markov chains
(assuming, in addition, that ϕ is an invariant measure). At this point we return to the work
of the thesis and recover our terminology in which Markov chains are referred to as random
walks and the notion of ϕ-essential irreducibility will be called m-connectedness.
1.2. Random walk spaces
We continue developing the spaces in which we will work.
Definition 1.23. Let pX,Bq be a measurable space where the σ-field B is countably
generated. Let m be a random walk on pX,Bq and ν an invariant measure with respect to
m. The measurable space together with m and ν is then called a random walk space and
denoted by rX,B,m, νs.
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Let rX,B,m, νs be a random walk space. If pX, dq is a Polish metric space (separable
completely metrizable topological space), B is its Borel σ-algebra and ν is a Radon measure
(i.e., ν is inner regular3 and locally finite4) then we say that rX,B,m, νs is a metric random
walk space and we denote it by rX, d,m, νs. Moreover, as is done in [134], when necessary,
we will also assume that each measure mx has finite first moment, i.e. for some (hence any)
z P X, and for any x P X one has ³X dpz, yqdmxpyq    8.
Definition 1.24. Let rX,B,m, νs be a random walk space. We say that rX,B,m, νs is
m-connected if, for every D P B with νpDq ¡ 0 and ν-a.e. x P X,
8̧
n1
mnx pDq ¡ 0,
i.e., m is ν-essentially irreducible.
Note that, in this definition, we are requiring that the random walk is ν-essentially ir-
reducible with the additional requirement that ν is actually an invariant measure (as was
done in Proposition 1.22). However, the irreducibility measure and the invariant measure
are usually introduced separately as seen in the previous section. Nonetheless, this provides
a simpler all-in-one notion whose choice is moreover justified by Theorem 1.11. Note that,
as somewhat mentioned in the previous section, the fundamental concept is that all parts of
the space can be reached after a certain number of jumps, no matter what the starting point
(except for, at most, a ν-null set of points).
We will now recall how this notion was originally introduced in [123]. This will serve to
introduce notation which we will use in some results.
Definition 1.25. Let rX,B,m, νs be a random walk space. For a ν-measurable set D,
we set
NmD : tx P X : mnx pDq  0, @n P Nu.
For n P N, we also define







x P X :
8̧
n1
mnx pDq ¡ 0
+
.
With this notation we have that rX,B,m, νs is m-connected if, and only if, νpNmD q  0
for every D P B such that νpDq ¡ 0. Note that NmD and HmD are disjoint and
X  NmD YHmD .




D belong to B. In the next result we see that NmD is
invariant and HmD is ν-invariant (recall Definitions 1.12 and 1.18).
Proposition 1.26. Let rX,B,m, νs be a random walk space and let D P B. If NmD  H
then:
(i)
mnx pHmD q  0 (thus mnx pNmD q  1) for every x P NmD and n P N,
i.e., NmD is invariant with respect to m.
(ii)
mnx pHmD q  1 (thus mnx pNmD q  0) for ν-almost every x P HmD , and for all n P N.
i.e., HmD is ν-invariant with respect to m.
3ν is inner regular if, for any open set U , νpUq is the supremum of νpKq over all compact subsets K of U .
4ν is locally finite if every point of X has a neighborhood U for which νpUq is finite.
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Consequently, for every x P NmD and ν-a.e. y P HmD we have mxKmy, i.e. mx and my
are mutually singular5.
Proof. (i): Suppose that mkx pHmD q ¡ 0 for some x P NmD and k P N, then, since




mnz pDqdmkx pzq ¥
»
zPHmD,n
mnz pDqdmkx pzq ¡ 0
since mnz pDq ¡ 0 for every z P HmD,n, and this contradicts that x P NmD .





mnx pNmD qdνpxq 
»
HmD







mnx pNmD qdνpxq   νpNmD q.
Consequently, mnx pNmD q  0 for ν-a.e. x P HmD .

This result exemplifies how a random walk m which is not m-connected is in reality
composed of two (or more) separate random walks, one whose jumps occur in HmD and the
other in NmD . Moreover, we may restrict the invariant measure to any of these subsets in
order to obtain invariant measures for the restricted random walks as seen in the following
result.
Proposition 1.27. Let rX,B,m, νs be a random walk space and let D P B. For every










Proof. By the invariance of ν with respect to mn and Proposition 1.26 we have that,




mnx pAXHmD qdνpxq 
»
HmD




Similarly, one proves the other statement. 
In the following result we see that, given a random walk space rX,B,m, νs, if we start at
ν-almost any point x in a set D P B of ν-positive measure, then there is a positive probability
that we will eventually return to D. In the terms of the previous section we have that PxpτD  
8q ¡ 0 for ν-a.e. x P D.
Corollary 1.28. Let rX,B,m, νs be a random walk space. For any D P B, we have that
νpD XNmD q  0.
Consequently, if νpDq ¡ 0, then D  HmD up to a ν-null set; therefore, for ν-a.e. x P D there
exists n P N such that mnx pDq ¡ 0.
Proof. By Proposition 1.27,
νpD XNmD q 
»
NmD
mnx pDqdνpxq  0. 
5Two positive measures µ and ν are mutually singular if there exist two disjoint sets A and B in B whose
union is X such that µ is zero on all measurable subsets of B while ν is zero on all measurable subsets of A.
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Finally, we will now give another approach to define an m-connected random walk space.
This approach requires the notion of m-interaction between sets and is very good at providing
intuition not only for the concept of m-connectedness but also for the reversibility condition
of a measure.
Definition 1.29. Let rX,B,m, νs be a random walk space and let A, B P B. We define










Note that, whenever LmpA,Bq    8, if ν is reversible with respect to m, we have that
LmpA,Bq  LmpB,Aq.
A possible interpretation of this notion is the following: for a population which is origi-
nally distributed according to ν and which moves according to the law provided by the random
walk m, LmpA,Bq measures how many individuals are moving from A to B in one jump.
Then, if ν is reversible with respect to m, this is equal to the amount of individuals moving
from B to A in one jump.
In order to facilitate notation we make the following definition.
Definition 1.30. Let rX,B,m, νs be a random walk space. We say that rX,B,m, νs is
a reversible random walk space if ν is reversible with respect to m. Moreover, if rX, d,m, νs
is a metric random walk space and ν is reversible with respect to m then we will say that
rX, d,m, νs is a reversible metric random walk space.
The following result gives a characterization of m-connectedness in terms of the m-
interaction between sets.
Proposition 1.31. Let rX,B,m, νs be a random walk space. The following statements
are equivalent:
(i) rX,B,m, νs is m-connected.
(ii) If A,B P B satisfy AYB  X and LmpA,Bq  0, then either νpAq  0 or νpBq  0.
(iii) If A P B is a ν-invariant set then either νpAq  0 or νpXzAq  0.
Proof. (i) ñ (ii): Assume that rX,B,m, νs is m-connected and let A,B be as in state-
ment (ii). If






then there exists N1 P B, νpN1q  0, such that
mxpBq  0 for every x P AzN1.
Now, since ν is invariant with respect to m,




and, consequently, there exists N2 P B, νpN2q  0, such that
mxpN1q  0 @x P XzN2.
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0, since x P AzN2.
 0
Working as above, we find N3 P B, νpN3q  0, such that
mxpN1 YN2q  0 @x P XzN3.

































0, since x P AzN3.
 0.
Inductively, we obtain that
mnx pBq  0 for ν-a.e x P A and every n P N.
Consequently,
A  NmB
up to a ν-null set thus νpBq ¡ 0 implies that νpAq  0.
(ii) ñ (iii): Note that, if A is ν-invariant, then LmpA,XzAq  0.
(iii) ñ (i): Let D P B with νpDq ¡ 0. Then, by Proposition 1.26, we have that HmD is
ν-invariant but, by Corollary 1.28, νpHmD q ¥ νpDq ¡ 0 thus νpNmD q  0. 
Note that this result also justifies the choice of the terminology used since the characteri-
sation of m-connectedness given is in some way reminiscent of the definition of a connected
topological space.
Let us also use this moment to introduce the notion of m-connectedness for a subset of a
reversible random walk space.
Definition 1.32. Let rX,B,m, νs be a reversible random walk space, and let Ω P B with
νpΩq ¡ 0. Let BΩ be the following σ-algebra
BΩ : tB P B : B  Ωu.
We say that Ω is m-connected (with respect to ν) if LmpA,Bq ¡ 0 for every pair of non-ν-null
sets A, B P BΩ such that AYB  Ω.
If a random walk space rX,B,m, νs is not m-connected, then we may obtain non-trivial
decompositions of X as the following.
Definition 1.33. Let rX,B,m, νs be a reversible random walk space and Ω P B with
0   νpΩq   νpXq. Suppose that Ω1,Ω2 P B satisfy: Ω  Ω1 Y Ω2, Ω1 X Ω2  H, νpΩ1q ¡ 0,
νpΩ2q ¡ 0 and LmpΩ1,Ω2q  0. Then, we will write Ω  Ω1 \m Ω2.
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We are now able to characterise the m-connectedness of a random walk space in terms of
the ergodicity of the invariant measure (recall Corollary 1.14).
Theorem 1.34. Let rX,B,m, νs be a random walk space and suppose that ν is a probability
measure. Then
rX,B,m, νs is m-connected ô ν is ergodic with respect to m.
Proof. pñq. Let B P B be invariant. Then B is ν-invariant thus, by Proposition 1.31,
we have that νpBq  0 or νpBq  1.
pðq. Let D P B with νpDq ¡ 0. By Proposition 1.26, we have that NmD is invariant with
respect to m. Then, since ν is ergodic, we have that νpNmD q  0 or νpNmD q  1. Now, since
νpDq ¡ 0, by Corollary 1.28, we have that νpNmD q  0 and, consequently, rX,B,m, νs is
m-connected. 
Finally, let us give a sufficient condition for the ϕ-irreducibility of a random walk. This
involves the following definition (see, for example, [100, Section 7.2]).
Definition 1.35. Let rX, d,m, νs be a metric random walk space. We say that rX, d,m, νs
has the strong-Feller property at x0 P X if
mx0pAq  limnÑ 8mxnpAq for every Borel set A  X
whenever xn Ñ x0 in pX, dq as nÑ  8.
We say that rX, d,m, νs has the strong-Feller property if it has the strong-Feller property
at every point in X.
Proposition 1.36. Let rX, d,m, νs be a metric random walk space such that supp ν  X.
Suppose further that rX, d,m, νs has the strong-Feller property and that pX, dq is connected.
Then, m is ν-irreducible (thus m-connected).
Proof. Recall that setwise convergence of a sequence of probability measures is equiva-
lent to the convergence of the integrals against bounded measurable functions (in fact, by [82,
Theorem 2.3], convergence on open or closed sets is enough). Therefore, since rX, d,m, νs




mpk1qy pAqdmxpyq, x P X,A P B,
rX, d,mk, νs also has the strong-Feller property for any k P N.
Let D P B with νpDq ¡ 0. Let us see first that HmD is open or, equivalently, that NmD is
closed. If pxnqn¥1  NmD is a sequence such that limnÑ8 xn  x P X, then
mkx pDq  limnÑ8m
k
xnpDq  0
for any k P N, thus x P NmD as desired.
However, HmD is also closed. Indeed, if mxpHmD q   1 for some x P HmD , since rX, d,m, νs
has the strong-Feller property, there exists r ¡ 0 such that mypHmD q   1 for every y P
Brpxq  HmD . Therefore, by Proposition 1.26, νpBrpxqq  0, which is in contradiction with
supp ν  X. Hence,
mxpHmD q  1 ô x P HmD .
Then, given pxnqn¥1  HmD such that limnÑ8 xn  x P X, we have
mxpHmD q  limnÑ8mxnpH
m
D q  1,
so x P HmD . Consequently, HmD is closed and, therefore, since X is connected, we have that
X  HmD which implies that NmD  H. 
Note that this result gives a relation between the topological connectedness and the m-
connectedness of a metric random walk space.
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Example 1.37. Consider the metric measure space pRN , d,LN q, where d is the Euclidean
distance and LN the Lebesgue measure on RN . For simplicity, we will write dx instead of
dLN pxq. Let J : RN Ñ r0, 8r be a measurable, nonnegative and radially symmetric function
verifying
³




Jpx yqdy for every x P RN and every Borel set A  RN .
Then, applying Fubini’s Theorem it is easy to see that the Lebesgue measure LN is reversible
with respect to mJ . Therefore, rRN , d,mJ ,LN s is a reversible metric random walk space.
An interpretation, similar to the one given in Section 1.2 for the m-interaction between
sets, can be given for mJ . In this case, if in RN we consider a population such that each
individual starting at location x jumps to location y according to the probability distribution
Jpx  yq, then, for a Borel set A in RN , mJxpAq is measuring the proportion of individuals
who started at x and are arriving at A after one jump.
Example 1.38. Consider a locally finite6 weighted discrete graph G  pV pGq, EpGqq,
where V pGq is the vertex set, EpGq is the edge set and each edge px, yq P EpGq (we will
write x  y if px, yq P EpGq) has a positive weight wxy  wyx assigned. Suppose further that
wxy  0 if px, yq R EpGq.
A finite sequence txkunk0 of vertices of the graph is called a path if xk  xk 1 for all
k  0, 1, ..., n  1. The length of a path txkunk0 is defined as the number n of edges in the
path. With this terminology, G  pV pGq, EpGqq is said to be connected if, for any two vertices
x, y P V , there is a path connecting x and y, that is, a path txkunk0 such that x0  x and
xn  y. Finally, if G  pV pGq, EpGqq is connected, the graph distance dGpx, yq between any
two distinct vertices x, y is defined as the minimum of the lengths of the paths connecting x
and y. Note that this metric is independent of the weights.








and the neighbourhood of x as NGpxq : ty P V pGq : x  yu. Note that, by definition of
locally finite graph, the sets NGpxq are finite. When all the weights are 1, dx coincides with
the degree of the vertex x in a graph, that is, the number of edges containing x.











dx, A  V pGq,
is a reversible measure with respect to this random walk. Therefore, rV pGq,B,mG, νGs is a re-
versible random walk space (B is the σ-algebra of all subsets of V pGq) and rV pGq, dG,mG, νGs
is a reversible metric random walk space.
Proposition 1.39. Let rV pGq, dG,mG, νGs be the metric random walk space associated
with a connected locally finite weighted discrete graph G  pV pGq, EpGqq. Then mG is νG-
irreducible.
6A graph is locally finite if every vertex is only contained in a finite number of edges.
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Proof. Take D  V pGq with νGpDq ¡ 0, and let us see that NmGD  H. Suppose that
there exists y P NmGD , this implies that
(1.3) pmGqny pDq  0 @n P N.
Now, given x P D, there exists a path tx, z1, z2, . . . , zk1, yu (x  z1  z2      zk1  y)
of length k connecting x and y, and, therefore,
pmGqky ptxuq ¥
wyzk1wzk1zk2   wz2z1wz1x
dydzk1dzk2    dz2dz1
¡ 0,
which is in contradiction with (1.3). 
In Machine Learning Theory ([87], [88]), an example of a weighted discrete graph is a
point cloud in RN , V  tx1, . . . , xnu, with edge weights wxi,xj given by
wxi,xj : ηp|xi  xj |q, 1 ¤ i, j ¤ n,
where the kernel η : r0,8q Ñ r0,8q is a radial profile satisfying
(i) ηp0q ¡ 0, and η is continuous at 0,
(ii) η is non-decreasing,
(iii) and the integral
³8
0 ηprqrNdr is finite.
Example 1.40. Let K : X X Ñ R be a Markov kernel on a countable space X, i.e.,
Kpx, yq ¥ 0 @x, y P X,
¸
yPX





Kpx, yq, x P X, A  X
and B is the σ-algebra of all subsets of X, mK is a random walk on pX,Bq.
Recall that, in discrete Markov chain theory terminology, a measure π on X satisfying¸
xPX
πpxq  1 and πpyq 
¸
xPX
πpxqKpx, yq @y P X,
is called a stationary probability measure (or steady state) on X. Of course, π is a stationary
probability measure if, and only if, π is and invariant probability measure with respect to
mK . Consequently, if π is a stationary probability measure on X, then rX,B,mK , πs is a
random walk space.
Furthermore, a stationary probability measure π is said to be reversible for K if the
following detailed balance equation holds:
Kpx, yqπpxq  Kpy, xqπpyq for x, y P X.
This balance condition is equivalent to
dmKx pyqdπpxq  dmKy pxqdπpyq for x, y P X.
Note that, given a locally finite weighted discrete graph G  pV pGq, EpGqq as in Example
1.38, there is a natural definition of a Markov chain on the vertices. Indeed, define the Markov
kernel KG : V pGq  V pGq Ñ R as
KGpx, yq : 1
dx
wxy.
Then, mG and mKG define the same random walk. If νGpV pGqq is finite, the unique reversible
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Example 1.41. From a metric measure space pX, d, µq we can obtain a random walk,
the so called ε-step random walk associated with µ, as follows. Assume that balls in X have
finite measure and that Supppµq  X. Given ε ¡ 0, the ε-step random walk on X, starting
at x P X, consists in randomly jumping in the ball of radius ε around x, with probability




where µ Bpx, εq denotes the restriction of µ to Bpx, εq (or, more precisely, to BBpx,εq, where
B is the Borel σ-algebra associated with pX, dq.).
If µpBpx, εqq  µpBpy, εqq for every x, y P X, then µ is reversible with respect to mµ,ε,
thus rX, d,mµ,ε, µs is a reversible metric random walk space.









δxpAq for every A P BΩ and x P Ω.
Then, mΩ is a random walk on pΩ,BΩq and it easy to see that ν Ω is invariant with respect
to mΩ. Therefore, rΩ,BΩ,mΩ, ν Ωs is a random walk space. Moreover, if ν is reversible
with respect to m then ν Ω is reversible with respect to mΩ. Of course, if ν is a probability






Note that, if rX, d,m, νs is a metric random walk space and Ω is closed, then rΩ, d,mΩ, ν Ωs
is also a metric random walk space, where we abuse notation and denote by d the restriction
of d to Ω.
In particular, in the context of Example 1.37, if Ω is a closed and bounded subset of RN ,









dδx for every Borel set A  Ω and x P Ω.
Using this last example we can characterise m-connected sets as follows (recall Definition
1.32).
Proposition 1.43. Let rX,B,m, νs be a random walk space, and let Ω P B with νpΩq ¡ 0.
Then,
Ω is m-connected ô rΩ,BΩ,mΩ, ν Ωs is mΩ-connected.
Proof. Let A, B P BΩ be disjoint sets. Then, for x P A,
mΩx pBq  mxpBq  mxpXzΩqδxpBq  mxpBq
thus LmΩpA,Bq  LmpA,Bq. Consequently, the result follows by Proposition 1.31. 
1.4. The nonlocal gradient, divergence and Laplace operator
Let us introduce the nonlocal counterparts of some classical concepts.
Definition 1.44. Let rX,B,m, νs be a random walk space. Given a function u : X Ñ R
we define its nonlocal gradient ∇u : X X Ñ R as
∇upx, yq : upyq  upxq @x, y P X.





pzpx, yq  zpy, xqqdmxpyq.
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We define the (nonlocal) Laplace operator as follows (recall the definition of the averaging
operator given in Definition 1.16).
Definition 1.45. Let rX,B,m, νs be a random walk space, we define the Laplace operator




upyqdmxpyq  upxq 
»
X
pupyq  upxqqdmxpyq, u P L1pX, νq.
The Laplace operator is also called the drift operator (see [128, Chapter 8]). Note that
∆mfpxq  divmp∇fqpxq.




∆mfpxqdνpxq  0 @ f P L1pX, νq.
As in Remark 1.17, we obtain that ∆m is a linear operator in L
2pX, νq with domain
Dp∆mq  L1pX, νq X L2pX, νq.
Moreover, if ν is a probability measure, ∆m is a bounded linear operator in L
2pX, νq satisfying
}∆mf}L2pX,νq ¤ 2}f}L2pX,νq for every f P L2pX, νq.
In the case of the random walk space associated with a locally finite weighted discrete
graph G  pV,Eq (as defined in Example 1.38), the Laplace operator coincides with the graph
Laplacian (usually called the normalized graph Laplacian) studied by many authors (see, for





wxypupyq  upxqq, u P L2pV, νGq, x P V.









∇fpx, yq∇gpx, yqdpν bmxqpx, yq
for f, g P L1pX, νq X L2pX, νq.
















































∇fpx, yq∇gpx, yqdpν bmxqpx, yq. 
In fact, we may prove, in the same way, the following more general result which will be
useful in Chapter 5.
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Lemma 1.48. Let rX,B,m, νs be a reversible random walk space. Let q ¥ 1. If Q  XX
is a symmetric set (i.e., px, yq P Q ðñ py, xq P Q) and Ψ : Q Ñ R is a ν b mx-
a.e. antisymmetric function (i.e., Ψpx, yq  Ψpy, xq for ν b mx-a.e. px, yq P Q) with
Ψ P LqpQ, ν bmxq and u P Lq1pX, νq then»
Q




Ψpx, yqpupyq  upxqqdpν bmxqpx, yq.
In particular, if Ψ P L1pQ, ν bmxq,»
Q
Ψpx, yqdpν bmxqpx, yq  0.
We are now able to characterise the m-connectedness of a random walk space in terms of
the ergodicity of the Laplace operator. Following Bakry, Gentil and Ledoux [22], we give the
following definition.
Definition 1.49. Let rX,B,m, νs be a random walk space. We say that ∆m is ergodic
if, for u P Dp∆mq,
∆mu  0 ν-a.e. ñ u is a constant ν-a.e.
(being this constant 0 if ν is not finite), i.e., every harmonic function in Dp∆mq (recall
Definition 1.19) is a constant ν-a.e.
Theorem 1.50. Let rX,B,m, νs be a random walk space and suppose that ν is a probability
measure. Then,
rX,B,m, νs is m-connected ô ∆m is ergodic
Proof. (ð): Let D P B with νpDq ¡ 0 and recall that, by Corollary 1.28, νpHmD q ¥
νpDq ¡ 0. Consider the function
upxq : χHmD pxq, x P X,
and note that, since ν is finite, u P L2pX, νq  Dp∆mq. Now, since, by Proposition 1.26, HmD
is ν-invariant we have that ∆mu  0 ν-a.e. Thus, by the ergodicity of ∆m and recalling that
νpHmD q ¡ 0 we must have that u  χHmD  1 ν-a.e. and, therefore, νpNmD q  0.
(ñ): Suppose now that rX,B,m, νs is m-connected and let u P L2pX, νq  Dp∆mq such
that u is not ν-a.e. a constant, let’s see that ∆mu is not ν-a.e. 0.
We may find U P B with 0   νpUq   1 such that upxq   upyq for every x P U and





















∇upx, yq2dmxpyqdνpxq  
»
X
upxq∆mupxqdνpxq so ∆mu is not ν-a.e. 0. 
This result together with Theorem 1.34 shows that both concepts of ergodicity, the one for
the invariant measure and the one for the Laplace operator, are equivalent. Such a relation
recovers Proposition 1.20.
1.5. The nonlocal boundary, perimeter and mean curvature
In this section we introduce the nonlocal counterparts of the notions of boundary, perime-
ter and mean curvature.
The following notion of nonlocal boundary will play the role of the classical boundary when
we consider the nonlocal counterparts of classical equations in Chapter 5, that is, boundary
conditions will be imposed on this set.
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Definition 1.51. Let rX,B,m, νs be a random walk space and Ω P B. We define the
m-boundary of Ω by
BmΩ : tx P XzΩ : mxpΩq ¡ 0u
and its m-closure as
Ωm : ΩY BmΩ.
In Chapter 3 the following notion of nonlocal perimeter will be widely used.
Definition 1.52. Let rX,B,m, νs be a random walk space and E P B. The m-perimeter
of E is defined by






In regards to the interpretation given for the m-interaction between sets (below Definition
1.29) this notion of perimeter can be interpreted as measuring the total flux of individuals
that cross the “boundary” (in a very weak sense) of a set in one jump.
Lemma 1.53. Let rX,B,m, νs be a random walk space and E P B with νpEq   8. Then,




















Proof. Equation (1.6) is straightforward. Now,















































 νpEq  νpEq  0.




|χEpyq  χEpxq|dmxpyqdνpxq  PmpEq   PmpXzEq  2PmpEq. 
The notion of m-perimeter can be localized to a subset as follows.
Definition 1.54. Let rX,B,m, νs be a random walk space and Ω P B with νpΩq   8.
Then, for E P B, we define
PmpE,Ωq : LmpE X Ω, XzEq   LmpEzΩ,ΩzEq.
Observe that
LmpE,XzEq  LmpE X Ω, XzEq   LmpEzΩ,ΩzEq   LmpEzΩ, XzpE Y Ωqq












when both integrals are finite.
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|χEpyq  χEpxq|Jpx yqdydx,








|χEpyq  χEpxq|Jpx yqdydx.
Note that, in general, PmJ,ΩpEq  PmJ pEq (recall the definition of mJ,Ω given in Example
1.42).
Moreover,



























dx, @E  Ω.
Example 1.56. Let rV pGq, dG,mG, νGs be the metric random walk space associated (as






and the perimeter of a set E  V pGq is given by




Consequently, we have that
(1.8) |BE|  PmGpEq for all E  V pGq.
We now give some properties of the m-perimeter.
Proposition 1.57. Let rX,B,m, νs be a reversible random walk space and let A, B P B
be sets with finite m-perimeter such that νpAXBq  0. Then,















































thus, by the reversibility of ν with respect to m,
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Corollary 1.58. Let rX,B,m, νs be a reversible random walk space and let A, B, C P B
be sets with pairwise ν-null intersections. Then,
PmpAYB Y Cq  PmpAYBq   PmpAY Cq   PmpB Y Cq  PmpAq  PmpBq  PmpCq.
Proposition 1.59 (Submodularity). Let rX,B,m, νs be a reversible random walk space
and let A, B P B. Then
PmpAYBq   PmpAXBq  PmpAq   PmpBq  2LmpAzB,BzAq.
Consequently,
PmpAYBq   PmpAXBq ¤ PmpAq   PmpBq.
Proof. By Corollary 1.58,
PmpAYBq  PmppAzBq Y pBzAq Y pAXBqq
 PmppAzBq Y pBzAqq   PmpAq   PmpBq
 PmpAzBq  PmpBzAq  PmpAXBq.
Hence,
PmpAYBq   PmpAXBq  PmpAq   PmpBq   PmppAzBq Y pBzAqq
 PmpAzBq  PmpBzAq.
Now, by Proposition 1.57,
PmppAzBq Y pBzAqq  PmpAzBq  PmpBzAq  2LmpAzB,BzAq. 
The concept of mean curvature can be defined in our nonlocal context as follows.
Definition 1.60. Let rX,B,m, νs be a random walk space and let E P B. For a point
x P X we define the m-mean curvature of BE at x as
(1.9) HmBEpxq : mxpXzEq mxpEq  1 2mxpEq.
Intuitively, at points from where it is “easier to jump” to XzE than to E, the m-mean
curvature of BE is positive. Some examples can be found in [121, Example 3.6].
Note that HmBEpxq can be computed for every x P X, not only for points in BE. Further-
























HmBEpxqdνpxq  2PmpEq  νpEq.
Observe also that
(1.12) HmBEpxq  HmBpXzEqpxq.
Remark 1.61. Let rΩ,BΩ,mΩ, ν Ωs be the random walk space given in Example 1.42.
Then,
HmΩBE pxq  mxpΩzEq  mxpXzΩqδxpΩzEq mxpEq mxpXzΩqδxpEq,
thus,
HmΩBE pxq 
$&% mxpΩzEq mxpEq  mxpXzΩq if x P ΩzE,
mxpΩzEq mxpEq mxpXzΩq if x P E.
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Jpx yqdy if x P E.
In Theorem 1.63 we will give another characterization of the ergodicity of ∆m in terms
of geometric properties.
Lemma 1.62. Let rX,B,m, νs be a random walk space and suppose that ν is a probability
measure. Then, for D P B, the following statements are equivalent
(i) D is ν-invariant.
(ii) ∆mχD  0 ν-a.e.





Proof. piq ô piiq By definition of a ν-invariant set and of the Laplace operator.
piiq ñ piiiq By hypothesis, mxpDq  MmχDpxq  χDpxq for ν-a.e. x P X, thus, in
particular, mxpXzDq  0 for ν-a.e. x P D and, therefore,
PmpDq  LmpD,XzDq  0.











mxpDq  1 for ν-a.e. x P D.















mxpDq  0 for ν-a.e. x P XzD.
Consequently,
MmχDpxq  mxpDq  χDpxq for ν-a.e. x P X
as desired.
pivq ô piiiq By (1.11), we have that»
D
HmBDpxqdνpxq  2PmpDq  νpDq,
thus PmpDq  0 if, and only if,
»
D
HmBDpxqdνpxq  νpDq. 
Theorem 1.63. Let rX,B,m, νs be a random walk space and suppose that ν is a probability
measure. The following statements are equivalent:
(i) ∆m is ergodic.
(ii) For every D P B, ∆mχD  0 ν-a.e. ñ νpDq  0 or νpDq  1.
(iii) For every D P B, 0   νpDq   1 ñ PmpDq ¡ 0.
(iv) For every D P B,
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Proof. piq ñ piiq Straightforward.
piiq ñ piiiq If PmpDq  0 then, by Lemma 1.62, ∆mχD  0 ν-a.e. thus piiq implies that
νpDq  0 or νpDq  1.
piiiq ñ piiq Let D P B. If ∆mχD  0 ν-a.e. then, by Lemma 1.62, we have that
PmpDq  0 thus piiiq implies that νpDq  0 or νpDq  1.
piiq ñ piq Suppose that ∆m is not ergodic. Then, by Theorem 1.50, rX,B,m, νs is not
m-connected so there exists D P B with νpDq ¡ 0 such that 0   νpNmD q   1 (recall Corollary
1.28). However, by Proposition 1.26, ∆mχNmD pxq  0 and, by hypothesis, this implies that
νpNmD q  0 or νpNmD q  1, which is a contradiction.
piiiq ô pivq This equivalence follows by (1.11) and Lemma 1.62. 
We conclude this section with the following result, which will be used in Chapter 4.
Lemma 1.64. Let rX, d,m, νs be a metric random walk space, and let x P X. Suppose
that rX, d,m, νs has the strong-Feller property at x. Then, for a sequence of measurable sets















HmBEpyqdνpyq  HmBEpxq for every measurable set E  X.
Proof. Let E  X be a measurable set. Since the random walk has the strong-Feller
property at x, there exists n0 P N such that |mypEq mxpEq|   ε for every y P Bpx, 1n0 q.







|mypEq mxpEq|dνpyq   ε. 
1.6. Poincaré type inequalities
Poincaré type inequalities like those defined in Definition 1.67 and Definition 1.81 (see
also Remark 1.82) will play a very important role in this thesis. Assuming that a Poincaré
type inequality is satisfied we will be able to obtain results on the rates of convergence of both
the heat flow and the total variation flow. Moreover, we will also assume that an inequality
of this type holds in order to prove existence of solutions to some of the problems in Chapter
5.
We first introduce some notation.
Definition 1.65. Let pX,B, νq be a probability space. We denote the mean value of
f P L1pX, νq (or the expected value of f) with respect to ν by




















We now introduce the nonlocal counterpart of the Dirichlet energy.
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Definition 1.66. Let rX,B,m, νs be a reversible random walk space. We define the







pfpxq  fpyqq2dmxpyqdνpxq if f P L1pX, νq X L2pX, νq,
 8 else,
and denote
DpHmq : L1pX, νq X L2pX, νq.




fpxq∆mfpxqdνpxq for every f P DpHmq.
Definition 1.67. Let rX,B,m, νs be a random walk space and suppose that ν is a
probability measure. We say that rX,B,m, νs satisfies a Poincaré inequality if there exists
λ ¡ 0 such that
λVarνpfq ¤ Hmpfq for all f P L2pX, νq,
or, equivalently,
λ}f}2L2pX,νq ¤ Hmpfq for all f P L2pX, νq with νpfq  0.
More generally, we say that rX,B,m, νs satisfies a pp, qq-Poincaré inequality (p, q P

















or, equivalently, there exists a Λ ¡ 0 such that
}u}LppX,νq ¤ Λ}∇u}LqpXX,dpνbmxqq for all u P LqpX, νq with νpuq  0.
When rX,B,m, νs satisfies a pp, 1q-Poincaré inequality, we will say that rX,B,m, νs sat-
isfies a p-Poincaré inequality.
The spectral gap of the Laplace operator is closely related to the Poincaré inequality.
Definition 1.68. Let rX,B,m, νs be a random walk space and suppose that ν is a


















Observe that, as mentioned in Remark 1.46, since ν is a probability measure, we have
that
DpHmq  L2pX, νq.
Remark 1.69. If gapp∆mq ¡ 0, then rX,B,m, νs satisfies a Poincaré inequality with
λ  gapp∆mq:
gapp∆mqVarνpfq ¤ Hmpfq for all f P L2pX, νq,
being the spectral gap the best constant in the Poincaré inequality.
Therefore, we are interested in studying when the spectral gap of ∆m is positive.
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Remark 1.70. Suppose that X is a Polish metric space and that ν is reversible with
respect to m. Sufficient conditions for the existence of a Poincaré inequality can be found in,
for example, [134, Corollary 31] or [151, Theorem 1]. In [134] the positivity of the coarse
Ricci curvature (see Remark 1.96) is assumed while in [151] the hypothesis is the following
Foster Lyapunov condition:
MmV ¤ p1 λqV   bχK ,
Mm1Apxq ¥ αµpAqχK @A P B,
for a positive function V : Rd Ñ r1,8q, numbers b   8, α, λ ¡ 0, a set K  X, and a
probability measure µ. Moreover, in Theorem 2.19, in relation to another notion of Ricci
curvature bounded from below, we will find further sufficient conditions for the existence of
a Poincaré inequality.
If pX, d, µq is a length space, µ is doubling7 and rX, d,mµ,ε, µs (recall Example 1.41) is
a metric random walk space, sufficient conditions for the existence of a Poincaré inequality
can be found in [93, Section 2.3].
Definition 1.71. Let pX,B, νq be a probability space. We denote by HpX, νq the sub-
space of L2pX, νq consisting of the functions which are orthogonal to the constants, i.e.,
HpX, νq :  f P L2pX, νq : νpfq  0( .
Remark 1.72. Let rX,B,m, νs be a reversible random walk space and suppose that ν
is a probability measure. Since the operator ∆m : HpX, νq Ñ HpX, νq is self-adjoint and
non-negative, and }∆m} ¤ 2 (see Theorem 2.4), by [44, Proposition 6.9] we have that the
spectrum σp∆mq of ∆m in HpX, νq satisfies
σp∆mq  rα, βs  r0, 2s,
where
α : inf  x∆mu, uy : u P HpX, νq, }u}L2pX,νq  1( P σp∆mq,
and
β : sup  x∆mu, uy : u P HpX, νq, }u}L2pX,νq  1( P σp∆mq.
Let’s see that gapp∆mq  α. By definition we have that gapp∆mq ¤ α (recall that
Hmpuq  x∆mu, uy). Now, for the opposite inequality, let f P L2pX, νq with Varνpfq  0.










and, therefore, gapp∆mq ¥ α.
As a consequence, we obtain that
gapp∆mq ¡ 0 ô 0 R σp∆mq.
With this remark at hand we are able to obtain the following result.
Proposition 1.73. Let rX,B,m, νs be an m-connected reversible random walk space and
suppose that ν is a probability measure. If ∆m is the sum of an invertible and a compact
operator in HpX, νq, then gapp∆mq ¡ 0.
Consequently, if the averaging operator Mm is compact in HpX, νq then gapp∆mq ¡ 0.
Proof. If we assume that ∆m is the sum of an invertible and a compact operator
in HpX, νq , then, if 0 P σp∆mq, by Fredholm’s alternative Theorem, we have that there
exists u P HpX, νq, u  0, such that ∆mu  pI Mmqu  0. Then, since rX, d,m, νs
is m-connected, by Theorem 1.50, we obtain that ∆m is ergodic so u is ν-a.e. a constant.
Therefore, since u P HpX, νq, we must have u  0 ν-a.e., which is a contradiction. 
7A nontrivial measure µ on a metric space X is said to be doubling if there exists a constant C ¡ 0 such
that 0   µpBpx, 2rqq ¤ CµpBpx, rqq   8 for all x P X and r ¡ 0.
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Example 1.74. If G  pV pGq, EpGqq is a finite connected weighted discrete graph, then,
obviously, MmG is compact and, consequently, gapp∆Gmq ¡ 0. In this situation, it is well
known that, if 7pV pGqq  N , the spectrum of ∆mG is 0   λ1 ¤ λ2 ¤ . . . ¤ λN1 and
0   λ1  gapp∆Gmq (see [63]).
In fact, we can easily prove that rV pGq, dG,mG, νGs satisfies a pp, qq-Poincaré inequality
for any p, q P r1,8r. Indeed, let p, q P r1,8r and suppose that a pp, qq-Poincaré inequality
does not hold. Then, there exists a sequence punqnPN  LppV pGq, νGq with }un}LppV pGq,νGq 
1 and
³











|unpxq  unpyq|  0 for every x, y P V pGq, x  y.
Moreover, since }un}LppV pGq,νGq  1, we have that, up to a subsequence,
lim
nÑ8
unpxq  upxq P R for every x P V pGq.
However, since the graph is connected, we get, by (1.14), upxq  upyq for every x, y P V pGq,
i.e., there exists λ P R such that upxq  λ for every x P V pGq; thus un Ñ λ in LppV pGq, νGq.
Therefore, since
³
V pGq unpxqdνGpxq  0, we get that λ  0, which is in contradiction with
}un}LppV pGq,νGq  1.
Example 1.75. Let Ω be a bounded domain in RN and let J be a kernel such that
J P CpRN ,Rq is nonnegative and radially symmetric, with Jp0q ¡ 0 and ³RN Jpxqdx  1.
Consider the reversible metric random walk space rΩ,BΩ,mJ,Ω,LN s as defined in Example
1.42 (recall also Example 1.37).











Jpyqdyfpq is an invertible operator in HpΩ,LN q (J is continuous, Jp0q ¡ 0
and Ω is a domain thus
³
Ω Jpx  yqdy ¡ 0 for every x P Ω) and f ÞÑ
»
Ω
fpyqJp  yqdy is a
compact operator in HpΩ,LN q (this follows by the Arzelà-–Ascoli theorem). Hence, in this







Jpx yqpupyq  upxqq2dxdy»
Ω
upxq2dx





Let us point out that the condition Jp0q ¡ 0 is necessary since, otherwise, ³Ω Jp  yqdy may
be 0 on a set of positive measure (see [18, Remark 6.20]).
Another result in which we provide sufficient conditions for the positivity of gapp∆mq
is the following. In the proof we will use that, as a consequence of a result by Miclo [129],
gapp∆mq ¡ 0 if ∆m is ergodic and Mm is hyperbounded, that is, if there exists q ¡ 2 such
that Mm is bounded from L
2pX, νq to LqpX, νq.
Proposition 1.76. Let rX,B,m, νs be a reversible random walk space and suppose that
ν is a probability measure. Assume that ∆m is ergodic and that mx ! ν for every x P X. If





dνpxq ¤ K   8,
Universitat de València Marcos Solera Diana
1. Random walks 63
then gapp∆mq ¡ 0.
Proof. Let fx : dmxdν P L1pX, νq, x P X. Let’s see that Mm is hyperbounded. Given



























Therefore, Mm is hyperbounded as desired. 
In the next examples we give random walk spaces for which a Poincaré inequality does
not hold.
Example 1.77. Let rV pGq, dG,mG, νGs be the metric random walk space associated with
















n if x  x3n 1, x3n 2,
0 else.
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where we use the notation
ϕpnq  rOpψpnqq ô lim sup
nÑ8
ϕpnqψpnq
  C  0.
Therefore,
pfnpxq  νpfnqq2 
$&%































2 if x  x3n 1, x3n 2,
0 else.









|fnpxq  νGpfnq|dνGpxq  rOp1q.
Therefore, rV pGq, dG,mG, νGs does not satisfy a 1-Poincaré inequality.
Example 1.78. Consider the metric random walk space rR, d,mJ ,L1s (recall Example









Then, }un}1 : 1,
»
R











Therefore, rR, d,mJ ,L1s does not satisfy a 1-Poincaré inequality.
Let’s now see that, if gapp∆mq ¡ 0, then ∆m is ergodic.
Proposition 1.79. Let rX,B,m, νs be a random walk space and assume that ν is a
probability measure. If rX,B,m, νs satisfies a Poincaré inequality, then ∆m is ergodic (i.e.,
rX,B,m, νs is m-connected).
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pfpxq  νpfqq2dνpxq  0




fpxqdνpxq for ν-a.e. x P X. 
Example 1.77 shows that the reverse implication does not hold in general. Finally, we
give the following result which may aid in finding lower bounds for gapp∆mq.
Theorem 1.80. Let rX,B,m, νs be a reversible random walk space such that ν is a prob-
ability measure. Assume that ∆m is ergodic. Then,
gapp∆mq  sup
!
λ ¥ 0 : λHmpfq ¤
»
X
p∆mfq2dν @f P L2pX, νq
)
.
Proof. By Remark 1.72 we know that gapp∆mq  α, where
α : inf  x∆mu, uy : u P HpX, νq, }u}L2pX,νq  1( P σp∆mq.
Let also, as in that remark,




λ ¥ 0 : λHmpfq ¤
»
X
p∆mfq2dν @f P L2pX, νq
)
.
Let’s see that α ¤ A. Let pPλqλ¥0 be the spectral projection of the self-adjoint and positive
operator ∆m : HpX, νq Ñ HpX, νq. By the spectral theorem [140, Theorem VIII. 6], we
have, for any f P HpX, νq,















λdxPλf, fy  αHmpfq,
and we get α ¤ A (note that, for any f P L2pX, νq, we may take g : f  νpfq P HpX, νq
and we have that ∆mpgq  ∆mpfq).
Finally, let us see that α ¥ A. Since α P σp∆mq, given ε ¡ 0, there exists 0  f P
RangepPα εq and, consequently, Pλf  f for λ ¥ α ε. Then, since ∆m is ergodic, ∆mpfq 







λ2dxPλf, fy ¤ pα  εq
» α ε
α
λdxPλf, fy  pα  εqHmpfq
  pα  2εqHmpfq.
This implies that α  2ε does not belong to the set!
λ ¥ 0 : λHmpfq ¤
»
X
p∆mfq2dν @f P L2pX, νq
)
,
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thus A   α  2ε. Therefore, since ε ¡ 0 was arbitrary, we have
A ¤ α. 
1.6.1. Poincaré type inequalities on subsets. Let us now consider Poincaré type
inequalities on subsets.
Definition 1.81. Let rX,B,m, νs be a random walk space and let A,B P B be disjoint
sets such that νpAq ¡ 0. Let Q : ppA Y Bq  pA Y BqqzpB  Bq. We say that rX,B,m, νs
satisfies a generalised pp, qq-Poincaré type inequality (p, q P r1, 8r) on pA,Bq, if, given
0   l ¤ νpAYBq, there exists a constant Λ ¡ 0 such that, for any u P LqpAYB, νq and any















Remark 1.82. These notations allows us to cover many situations. For example,
(i) If A  X, B  H and rX,B,m, νs satisfies a generalised p2, 2q-Poincaré type inequality
on pX,Hq then rX,B,m, νs satisfies a Poincaré inequality as defined in Definition 1.67.
(ii) Let Ω P B. If A : Ω, B : BmΩ and we assume that a pp, pq-Poincaré type inequality on


























which will also be widely used in Chapter 5.
In Theorem 1.84 we give sufficient conditions for a random walk space to satisfy inequal-
ities of this kind. Let’s first prove the following lemma.
Lemma 1.83. Let rX,B,m, νs be a reversible random walk space. Let A,B P B be disjoint
sets such that B  BmA, νpAq ¡ 0 and A is m-connected (recall Definition 1.32). Suppose
that νpAYBq   8 and that
ν ptx P AYB : pmx Aq K pν Aquq  0.





|unpyq  unpxq|qdmxpyqdνpxq  0
where, as in Definition 1.81, Q  ppA Y Bq  pA Y BqqzpB  Bq. Then, there exists λ P R
such that
unpxq Ñ λ for ν-a.e. x P AYB,
}un  λ}LqpA,mxq Ñ 0 for ν-a.e. x P AYB,
and
}un  λ}LqpAYB,mxq Ñ 0 for ν-a.e. x P A.
Proof. If B  H (or νpBq  0) one can skip some steps of the proof. Let




|unpyq  unpxq|q dmxpyq, x P AYB,
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|unpyq  unpxq|q dmxpyq, x P A.
Let
NK : tx P AYB : pmx Aq K pν Aqu .
From (1.15), it follows that
fn Ñ 0 in L1pAYB, νq
and
gn Ñ 0 in L1pA, νq.
Passing to a subsequence if necessary, we can assume that
(1.16) fnpxq Ñ 0 for every x P pAYBqzNf , where Nf  AYB is ν-null
and
(1.17) gnpxq Ñ 0 for every x P AzNg, where Ng  A is ν-null.
On the other hand, by (1.15), we also have that
Fn Ñ 0 in LqpQ, ν bmxq.
Therefore, we can suppose that, up to a subsequence,
(1.18) Fnpx, yq Ñ 0 for every px, yq P QzC, where C  Q is ν bmx-null.
Let N1  A be a ν-null set satisfying that,
for all x P AzN1, the section Cx : ty P AYB : px, yq P Cu of C is mx-null,
and N2  AYB be a ν-null set satisfying that,
for all x P pAYBqzN2, the section C 1x : ty P A : px, yq P Cu of C is mx-null.
Now, since A is m-connected and B  BmA, we have that
D : tx P AYB : mxpAq  0u
is ν-null. Indeed, by the definition of D, we have that LmpA X D,Aq  0 thus, since A is
m-connected, we must have νpAXDq  0. Now, since B  BmA, mxpAq ¡ 0 for every x P B,
thus νpB XDq  0.
Set N : NK YNf YNg YN1 YN2 YD (note that νpNq  0). Fix x0 P AzN . Up to a
subsequence we have that unpx0q Ñ λ for some λ P r8, 8s; let
S : tx P AYB : unpxq Ñ λu
and let’s see that νppAYBqzSq  0.
By (1.18), since unpx0q Ñ λ, we also have that unpyq Ñ λ for every y P pA Y BqzCx0 .
However, since x0 R NK and mx0pCx0q  0, we must have that νpAzCx0q ¡ 0; thus νpAXSq ¥
νpAzCx0q ¡ 0. Note that, if x P pA X SqzN then, by (1.18) again, pA Y BqzCx  S thus
mxppAYBqzSq ¤ mxpCxq  0; therefore,
LmpAX S, pAYBqzSq  0.
In particular, LmpAX S,AzSq  0, but, since A is m-connected and νpAX Sq ¡ 0, we must
have νpAzSq  0, i.e. νpAq  νpAX Sq.
Now, suppose that νpBzSq ¡ 0. Let x P BzpS Y Nq. By (1.18), we have that AzC 1x 
AzS, i.e., A X S  C 1x, thus mxpA X Sq  0. Therefore, since x R NK, we must have
νpAzSq ¡ 0 which is in contradiction with what we have already obtained. Consequently, we
have obtained that un converges ν-a.e. in AYB to λ:
unpxq Ñ λ for every x P S, νppAYBqzSq  0.
Since t}un}L1pAYB,νqun is bounded, by Fatou’s Lemma we must have that λ P R. On the
other hand, by (1.16),
Fnpx, q Ñ 0 in LqpA,mxq ,
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for every x P ΩzNf . In other words, }unpq  unpxq}LqpA,mxq Ñ 0, thus
}un  λ}LqpA,mxq Ñ 0 for ν-a.e. x P AYB.
Similarly, by (1.17),
}un  λ}LqpAYB,mxq Ñ 0 for ν-a.e. x P A. 
Theorem 1.84. Let p ¥ 1. Let rX,B,m, νs be a reversible random walk space. Let
A,B P B be disjoint sets such that B  BmA, νpAq ¡ 0 and A is m-connected. Suppose that
νpAYBq   8 and that
ν ptx P AYB : pmx Aq K pν Aquq  0.
Assume further that, given a ν-null set N  A, there exist x1, x2, . . . , xL P AzN and a
constant C ¡ 0 such that ν pA Y Bq ¤ Cpmx1       mxLq pA Y Bq. Then, rX,B,m, νs
satisfies a generalised pp, pq-Poincaré type inequality on pA,Bq.
Proof. Let p ¥ 1 and 0   l ¤ νpAYBq. We want to prove that there exists a constant














for every u P LppAYB, νq and every Z P BAYB with νpZq ¥ l. Suppose that this inequality
is not satisfied for any Λ. Then, there exists a sequence tununPN  LppA Y B, νq, with











un dν  0.
Therefore, by Lemma 1.83, there exist λ P R and a ν-null set N  A such that
}un  λ}LppAYB,mxq nÝÑ 0 for every x P AzN.
Now, by hypothesis, there exist x1, x2, . . . , xL P AzN and C ¡ 0 such that ν pAYBq ¤
Cpmx1       mxLq. Therefore,
}un  λ}pLppAYB,νq ¤ C
Ļ
i1
}un  λ}pLppAYB,mxi q
nÝÑ 0.
Moreover, since tχZnun is bounded in Lp
1pAYB, νq, there exists φ P Lp1pAYB, νq such that,
up to a subsequence, χZn á φ weakly in Lp
1pAYB, νq (weakly- in L8pAYB, νq in the case
p  1)8. In addition, φ ¥ 0 ν-a.e. in AYB and











nÝÑ λ in LppA Y B, νq and χZn ná φ weakly in Lp
1pA Y B, νq (weakly- in













thus λ  0. This is in contradiction with ||un||LppAYB,νq  1 @n P N, since un nÝÑ λ in
LppAYB, νq. 
8Note that, since ν is a σ-finite measure and B is countably generated, we have that L1pX, νq is separable.
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Remark 1.85. Note that the assumption
ν ptx P AYB : pmx Aq K pν Aquq  0
means that we will find ourselves in case (i) of Proposition 1.22, i.e., disregarding a ν-null
set the random walk is ν-irreducible.
Remark 1.86.
(i) The assumption that, given a ν-null set N  A, there exist x1, x2, . . . , xL P AzN and
C ¡ 0 such that ν pA Y Bq ¤ Cpmx1       mxLq pA Y Bq is not as strong as it seems.
Indeed, this is trivially satisfied by connected locally finite weighted discrete graphs and is
also satisfied by rRN , d,mJ ,LN s (recall Example 1.37) if, for a domain A  RN , we take
B  BmJA such that distpB,RNzAmJ q ¡ 0. Moreover, in the following example we see that
if we remove this hypothesis then the thesis is not true in general.
Consider the metric random walk space rR, d,mJ ,L1s where d is the Euclidean distance
and J : 12χr1,1s (recall Example 1.37). Let A : r1, 1s and B : BmJA  r2, 2szA. Then,
if N  t1, 1u, we may not find points in AzN satisfying the aforementioned assumption. In

















1  0 for every n P N. Now, supppmJxq  rx  1, x   1s for x P r1, 1s and,
therefore, for x P r1, 1s,»
r2,2s











































































(ii) However, in this example, as we mentioned before, we can take B  BmA such that
distpB,Rzr2, 2sq ¡ 0 to avoid this problem and to ensure that the hypotheses of the theorem
are satisfied so that rR, d,mJ ,L1s satisfies a generalised pp, pq-Poincaré type inequality on
pA,Bq.
In the following example, the metric random walk space rX, d,m, νs defined satisfies that
mx K ν for every x P X (thus falling into the case (ii) of Proposition 1.22), and a Poincaré
type inequality does not hold.
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Example 1.87. Let p ¡ 1. Let S1  te2πiα : α P r0, 1qu and let Tθ : S1 ÝÑ S1 denote
the irrational rotation map Tθpxq  xe2πiθ where θ is an irrational number. On S1 consider
the Borel σ-algebra B and the 1-dimensional Hausdorff measure ν : H1 S1. It is well
known that Tθ is a uniquely ergodic measure-preserving transformation on pS1,B, νq.
Now, denote X : S1 and let mx : 12δTθpxq   12δTθpxq, x P X. Then, rX, d,m, νs is a
reversible metric random walk space, where d is the metric given by the arclength. Indeed,







































































thus rX, d,m, νs is m-connected.
Let’s see that rX, d,m, νs does not satisfy a pp, pq-Poincaré inequality. For n P N let
Ink :
 
e2πiα : kθ  δpnq   α   kθ   δpnq( , 1 ¤ k ¤ 2n,
where δpnq ¡ 0 is chosen so that
Ink1 X Ink2  H for every 1 ¤ k1, k2 ¤ 2n, k1  k2
(note that e2πipk1θδpnqq  e2πipk2θδpnqq for every k1  k2 since Tθ is ergodic). Consider the







χInk , n P N.
Then »
X
undν  0, for every n P N,
and »
X
|un|pdν  4nδpnq, for every n P N.
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If 1 ¤ k ¤ n 2 or n  1 ¤ k ¤ 2n 2 and x P Ink then»
X
|unpyq  unpxq|pdmxpyq  1
2
|unpTθpxqq  unpxq|p   1
2
|unpTθpxqq  unpxq|p  0








|  1|p  1
2









and the same result is obtained for x P Inn 1. Similarly, if x P In1 or x P In2n,»
X
|unpyq  unpxq|pdmxpyq  1
2
|unpTθpxqq  unpxq|p   1
2
|unpTθpxqq  unpxq|p  1
2
.
Finally, if x R Y2nk1Ink then Tθpxq, Tθpxq R Y2n1k0 Ink thus»
X
|unpyq  unpxq|pdmxpyq  1
2
|unpTθpxqq  unpxq|p   1
2





|unpyq  unpxq|pdmxpyqdνpxq  1
2
p4  2δpnqq   2p1p2  2δpnqq  p4  2p 1qδpnq.











|unpyq  unpxq|pdmxpyqdνpxq, @n P N
since this would imply
4nδpnq ¤ Λp4  2p 1qδpnq ùñ n ¤ Λ  2p1, @n P N.
Finally, we provide another result in which we give sufficient conditions for a generalised
pp, qq-Poincaré inequality to hold.
Theorem 1.88. Let 1 ¤ p   q. Let rX,B,m, νs be a reversible random walk space. Let
A,B P B be disjoint sets such that B  BmA, νpAq ¡ 0 and A is m-connected. Suppose that
νpA Y Bq   8 and mx ! ν for every x P A Y B. Assume further that, given a ν-null set




and, if gi : dmxi
dν
on Ωi, then g
 p
qp
i P L1pΩi, νq, i  1, 2, ..., L. Then, rX,B,m, νs satisfies
a generalised pp, qq-Poincaré type inequality on pA,Bq.
Proof. Let 0   l ¤ νpA Y Bq. Starting as in the proof of Theorem 1.84, if we suppose
that a generalised pp, qq-Poincaré type inequality on pA,Bq does not hold, then there exists
a sequence tununPN  LqpAYB, νq, with }un}LppAYB,νq  1, and a sequence Zn P BAYB with











un dν  0.
Therefore, by Lemma 1.83, there exist λ P R and a ν-null set N  A such that
}un  λ}LqpAYB,mxq nÝÑ 0 for every x P AzN.
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Now, by hypothesis, there exist x1, x2, . . . , xL P AzN and Ω1,Ω2, . . . ,ΩL P BAYB, such
that A Y B 
L¤
i1
Ωi and, if gi : dmxi
dν
on Ωi, then g
 p
qp
i P L1pΩi, νq, i  1, 2, ..., L.
Therefore,




























































We now finish the proof in the same way as for Theorem 1.84. 
1.6.2. Isoperimetric Inequality. Let rX,B,m, νs be a random walk space such that ν
is a probability measure. Suppose that rX,B,m, νs satisfies a Poincaré inequality, i.e., there
exists λ ¡ 0 such that
λVarνpfq ¤ Hmpfq for all f P L2pX, νq.
















can be rewritten as
(1.19) λ νpDqp1 νpDqq ¤ PmpDq for every D P B
(observe that, by Theorem 1.63, this implies, in particular, that ∆m is ergodic). Hence, since
mintx, 1 xu ¤ 2xp1 xq ¤ 2mintx, 1 xu for 0 ¤ x ¤ 1,
inequality (1.19) yields the following isoperimetric inequality (see [7, Theorem 3.46] for the
local case):
(1.20) mintνpDq, 1 νpDqu ¤ 2
λ
PmpDq for every D P B;
and, conversely, the isoperimetric inequality (1.20) implies that
λ
2
νpDqp1 νpDqq ¤ PmpDq for every D P B.
Definition 1.89. Let rX,B,m, νs be a random walk space. If there exists λ ¡ 0 such
that (1.20) is satisfied we will say that rX,B,m, νs satisfies an isoperimetric inequality.
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1.7. Ollivier-Ricci curvature
An important tool in the study of the speed of convergence of the heat flow to the equilib-
rium is the Poincaré inequality (see [22]). In the case of Riemannian manifolds and Markov
diffusion semigroups, a usual condition required to obtain this functional inequality is the
positivity of the corresponding Ricci curvature of the underlying space (see [22] and [160]).
In [21], Bakry and Émery found a way to define the lower Ricci curvature bound through
the heat flow. Moreover, Renesse and Sturm [141] proved that, on a Riemannian mani-
fold M , the Ricci curvature is bounded from below by some constant K P R if, and only
if, the Boltzmann-Shannon entropy is K-convex along geodesics in the 2-Wasserstein space
of probability measures on M . This was the key observation, used simultaneously by Lott
and Villani [113] and Sturm [147], to give a notion of a lower Ricci curvature bound in
the general context of length metric measure spaces. In these spaces, a relation between the
Bakry-Émery curvature-dimension condition and the notion of the Ricci curvature bound in-
troduced by Lott-Villani-Sturm was obtained by Ambrosio, Gigli and Savaré in [8], where they
proved that these two notions of Ricci curvature coincide under certain assumptions on the
metric measure space.
When the space under consideration is discrete, for instance, in the case of a graph, the
previous concept of a Ricci curvature bound is not as clearly applicable as in the continuous
setting. Indeed, the definition by Lott-Sturm-Villani does not apply if the 2-Wasserstein space
over the metric measure space does not contain geodesics. Unfortunately, this is the case if
the underlying space is discrete. Therefore, we will use the concept of a Ricci curvature bound
introduced by Y. Ollivier in [134] which is well suited for the discrete case. We refer to [132]
and the references therein for the vibrant research field of discrete curvature.
In order to introduce the coarse Ricci curvature defined by Y. Ollivier in [134] we first
recall the Monge-Kantorovich transportation problem. Let pX, dq be a Polish metric space




dpx, yq dγpx, yq : γ P Πpµ, νq
*
,
where Πpµ, νq : tγ P PpX Xq : π0#γ  µ, π1#γ  νu10 and πα : X X Ñ X is defined
by παpx, yq : x  αpy  xq for α P t0, 1u.
For 1 ¤ p   8, the p-Wasserstein distance between µ and ν is defined as










The Monge-Kantorovich problem has a dual formulation that can be stated as follows (see
for instance [159, Theorem 1.14]).
Kantorovich-Rubinstein’s Theorem. Let µ, ν P PpXq. Then,
W d1 pµ, νq  sup
"»
X





u dpµ νq : u P KdpXq X L8pX, νq
*
where
KdpXq : tu : X Ñ R : |upyq  upxq| ¤ dpy, xqu .
In Riemannian geometry, positive Ricci curvature is characterized by the fact that “small
balls are closer, in the 1-Wasserstein distance, than their centers are” (see [141]). In the
framework of metric random walk spaces, inspired by this, Y. Ollivier [134] introduced the
9PpXq denotes the set of probability measures on X.
10πα#γ denotes the pushforward of γ by πα, thus π0#γ is the marginal of γ on the first component and
π1#γ is the marginal of γ on the second component.
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concept of coarse Ricci curvature, substituting the balls by the measures mx and using the
1-Wasserstein distance to measure the distance between them.
Definition 1.90. Given random walk m on a Polish metric space rX, ds such that each
measure mx has finite first moment, for any two distinct points x, y P X, the Ollivier-Ricci
curvature (or coarse Ricci curvature) of rX, d,ms along px, yq is defined as




The Ollivier-Ricci curvature of rX, d,ms is defined by
κm : inf
x, y P X
x  y
κmpx, yq.
We will write κpx, yq instead of κmpx, yq, and κ  κm, if the context allows no confusion.
Observe that, in principle, the metric d and the random walk m of a metric random walk
space rX, d,m, νs have no relation between them aside from the fact that m is defined on the
Borel σ-algebra associated with d and that each mx, x P X, has finite first moment. Therefore,
we can not expect to obtain strong results on the properties of m by imposing conditions only
in terms of d. For example, as we will see in Example 3.36 balls in metric random walk
spaces are not necessarily m-calibrable (see Definition 3.33). However, imposing conditions
on κ, like κ ¡ 0, effectively creates a strong relation between the random walk and the metric
which allows us to prove results like Theorem 1.94.
Remark 1.91. If pX, d, µq is a smooth complete Riemannian manifold and pmµ,εx q is the
ε-step random walk associated with µ given in Example 1.41, then it is proved in [141] (see
also [134]) that, up to scaling by ε2, κmµ,εpx, yq gives back the ordinary Ricci curvature when
εÑ 0.
Example 1.92. Let rRN , d,mJ ,LN s be the metric random walk space given in Example
1.37. Let us see that κpx, yq  0. Given x, y P RN , x  y, by Kantorovich-Rubinstein’s
Theorem, we have
W d1 pmJx ,mJy q  sup
"»
RN





pupx  zq  upy   zqqJpzq dz : u P KdpRN q
*
.
Now, for u P KdpRN q, we have that»
RN
pupx  zq  upy   zqqJpzq dz ¤ }x y},
thus W d1 pmJx ,mJy q ¤ }x y}. On the other hand, if upzq : xz,xyy}xy} , then u P KdpRN q, hence
W d1 pmJx ,mJy q ¥
»
RN
pupx  zq  upy   zqqJpzq dz  }x y}.
Therefore,
W d1 pmJx ,mJy q  }x y},
and, consequently, κpx, yq  0.
Example 1.93. Let rV pGq, dG,mG, νGs be the metric random walk space associated with
a locally finite weighted discrete graph G  pV pGq, EpGqq as defined in Example 1.38 and
recall that NGpxq : tz P V pGq : z  xu for x P V pGq. Then, the Ollivier-Ricci curvature
along px, yq P EpGq is
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where







being A the set of all matrices with entries indexed by NGpxqNGpyq such that µpz1, z2q ¥ 0
and ¸
z2y





µpz1, z2q  wyz2
dy
, for pz1, z2q P NGpxq NGpyq.
There is an extensive literature about Ollivier-Ricci curvature on discrete graphs (see for
instance, [27], [35], [62], [95], [105], [112], [134], [135], [136] and [138]).
In the next result we see that metric random walk spaces with positive Ollivier-Ricci
curvature are m-connected.
Theorem 1.94. Let rX, d,m, νs be a metric random walk space such that ν is a proba-
bility measure and each measure mx has finite first moment. Assume that the Ollivier-Ricci
curvature κ satisfies κ ¡ 0. Then, rX, d,m, νs is m-connected.
Proof. Under the hypothesis κ ¡ 8 (recall that κ ¤ 1 by definition) Y. Ollivier
in [134, Proposition 20] proves the following W1 contraction property:
Let rX, d,m, νs be a metric random walk space. Then, for any two probability distribu-
tions, µ and µ1,
(1.22) W d1 pµ mn, µ1 mnq ¤ p1 κqnW d1 pµ, µ1q.
Hence, under the hypothesis κ ¡ 0, Y. Ollivier in [134, Corollary 21] proves that the invariant
measure ν (exists and) is unique up to a multiplicative constant, and that, if ν P PpXq, the
following hold:
(1.23)
piq W d1 pµ mn, νq ¤ p1 κqnW d1 pµ, νq @n P N, @µ P PpXq,
piiq W d1 pmnx , νq ¤ p1 κqn
W d1 pδx,mxq
κ
@n P N, @x P X.
By (1.23) and [160, Theorem 6.9]11, we have that
(1.24) µ mn á ν weakly as measures, @µ P PpXq,
thus, taking µ  δx, we obtain that
mnx á ν weakly as measures, for every x P X.
Let us now see that rX, d,m, νs is m-connected if κ ¡ 0. Take D  X a Borel set with
νpDq ¡ 0 and suppose that νpNmD q ¡ 0. By Proposition 1.28, we have νpHmD q ¡ 0. Let
µ : 1
νpHmD q




ν NmD P PpXq.
Now, by Proposition 1.27,
µ mn  µ,
and
µ1 mn  µ1,
but then, by (1.22), we get
W1pµ, µ1q W1pµ mn, µ1 mnq ¤ p1 κqnW1pµ, µ1q
11Theorem Let pX, dq be a Polish space; then the Wassertein distance W1 metrizes the weak convergence
in P1pXq : tµ P P pXq :
³
X
dpx0, xqµpdxq    8u, where x0 P X is arbitrary.
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which is only possible if W1pµ, µ1q  0 since 1 κ   1. Hence,
µ  µ1,
and this implies 1  µ1pNmD q  µpNmD q  0 which is a contradiction. Therefore, νpNmD q  0
as desired. 
Remark 1.95. By Proposition 1.13 uniqueness of the invariant probability measure im-
plies its ergodicity. Consequently, Theorem 1.94 follows from [134, Corollary 21] (recall also
Theorem 1.34). We have presented the result for the sake of completeness and using the
framework of m-connectedness.
Observe that, if D is open and νpDq ¡ 0 then NmD  H, i.e.
8̧
n1
mnx pDq ¡ 0 for every x P X.
Indeed, for x P NmD , by (1.24), we have
0   νpDq ¤ lim inf
n
mnx pDq  0.
Remark 1.96. For a reversible metric random walk space rX, d,m, νs, Y. Ollivier in [134,
Corollary 31] proves, under the assumption» » »
dpy, zq2dmxpyqdmxpzqdνpxq    8,
that, if the Ollivier-Ricci curvature κ is positive and ν is ergodic12, then rX, d,m, νs satisfies
the Poincaré inequality
κVarνpfq ¤ Hmpfq for all f P L2pX, νq,
and, consequently,
κ ¤ gapp∆mq.
12By Theorem 1.94 (see also Remark 1.95), this assumption is actually redundant.
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CHAPTER 2
The heat flow
Our objective in this chapter is to define and study the heat flow in random walk spaces
and, in doing so, to unify into a broad framework the study of the heat flow in a variety of
models. For example, this study will cover the heat flow in graphs or in nonlocal models in
RN associated with a nonsingular kernel (see [18]).
Let us make a short summary of the results that we will obtain in this chapter. In The-
orem 2.4 we prove that, if rX,B,m, νs is a reversible random walk space, the operator ∆m
generates a Markovian semigroup pet∆mqt¥0 in L2pX, νq called the heat flow in rX,B,m, νs.
Then, in consideration of the great importance that understanding the behaviour of the semi-
group pet∆mqt¥0 as t Ñ 8 has in many applications, we study the asymptotic behaviour of
the heat flow. In this regard, we prove that, if ν is a probability measure and rX,B,m, νs
satisfies a Poincaré inequality, then the heat flow converges to the mean of the initial datum
with exponential rate. Moreover, we prove that the infinite speed of propagation of the heat
flow is equivalent to the m-connectedness of rX,B,m, νs (see Theorem 2.9).
2.1. The heat flow
Let’s start by defining the following symmetric form on L2pX, νq.
Definition 2.1. Let rX,B,m, νs be a reversible random walk space. In L2pX, νq we
consider the symmetric form given by (recall Proposition 1.47)








with domain DpEmq  DpHmq  L1pX, νq X L2pX, νq for both variables (which is a dense
linear subspace of L2pX, νq).
Note that Hmpfq  Empf, fq.
Following the notation given in [86, Chapter 1], we make the following definitions.
Definition 2.2. Let H be a real Hilbert space with inner product p, q. A non-negative
symmetric bilinear form E which is densely defined on H is called a symmetric form on H.
Moreover, E is said to be closed if, for every sequence pfnqn  DpEq such that
Epfn  fk, fn  fkq   pfn  fk, fn  fkq Ñ 0 as n, mÑ8,
there exists f P DpEq such that
Epfn  f, fn  fq   pfn  f, fn  fq Ñ 0 as nÑ8,
Let pX,B, νq be a σ-finite measure space. A symmetric form E on L2pX, νq is said to be
a Markovian symmetric form if, for each ε ¡ 0, there exists a real function φε : R Ñ R such
that
φεptq  t, @t P r0, 1s, ε ¤ φεptq ¤ 1  ε, @t P R, 0 ¤ φεpt1q  φεptq ¤ t1  t for every t   t1
and, for every f P DpEq, we have that
φεpfq P DpEq and Epφεpfq, φεpfqq ¤ Epf, fq.
Furthermore, a closed Markovian symmetric form on L2pX, νq is called a Dirichlet form.
A function f P L2pX, νq is called a normal contraction of a function g P L2pX, νq if
|gpxq  gpyq| ¤ |fpxq  fpyq|, for ν-a.e. x, y P X, and |gpxq| ¤ |fpxq|, for ν-a.e. x P X.
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Remark 2.3. As proved in [86, §1.4], a closed symmetric form on L2pX, νq is Markovian
if, and only if, for every f P DpEq and every normal contraction g of f we have that g P DpEq
and Epg, gq ¤ Epf, fq.
Theorem 2.4. Let rX,B,m, νs be a reversible random walk space. Then, ∆m is a non-
negative self-adjoint operator in L2pX, νq with associated closed symmetric form Em. In fact,
Em is Markovian and, therefore, a Dirichlet form.
Proof. By Proposition 1.47 we have that ∆m is a self-adjoint operator in L2pX, νq
and »
X
fpxqp∆mfqpxqdνpxq  Hmpfq ¥ 0 for every f P Dp∆mq.
Let’s prove that Em is closed. Consider fn P DpEmq such that
Empfn  fk, fn  fkq   }fn  fk}L2pX,νq Ñ 0, when n, k Ñ  8.
Since fn
nÝÑ f P L2pX, νq, we can assume that there exists a ν-null set N such that fnpxq Ñ
fpxq for all x P XzN . Then, pfnpxq  fnpyqq2 Ñ pfpxq  fpyqq2 for all px, yq P pXzNq 
pXzNq  pX XqzrpN Xq Y pX  Nqs. Now, since ν is invariant with respect to m, we
have that




















χN pyqdνpyq  2νpNq  0.
Then, Fatou’s Lemma yields that
0 ¤ lim
nÑ8




















Empfn  fk, fn  fkq  0.
Therefore, Em is closed. Moreover, given f P DpEmq, if g is a normal contraction of f , then
g P DpEmq and Empg, gq ¤ Empf, fq,
thus Em is a Markovian symmetric form. 
By Theorem 2.4 and as a consequence of the results obtained in [86, Chapter 1], we have
that if pTmt qt¥0 is the strongly continuous semigroup (see Definition A.8) associated with Em,
then pTmt qt¥0 is a positivity preserving (i.e., Tmt f ¥ 0 if f ¥ 0) Markovian semigroup (i.e.,
0 ¤ Tmt f ¤ 1 ν-a.e. whenever f P L2pX, νq and 0 ¤ f ¤ 1 ν-a.e.). Moreover, ∆m is the
infinitesimal generator of pTmt qt¥0, that is,
∆mf  lim
tÓ0
Tmt f  f
t
@f P Dp∆mq.
Definition 2.5. Let rX,B,m, νs be a reversible random walk space. We denote et∆m :
Tmt and say that tet∆m : t ¥ 0u is the heat flow in the random walk space rX,B,m, νs.
Therefore, we have that, for every u0 P L2pX, νq, uptq : et∆mu0 is the unique solution
of the heat equation #
u1ptq  ∆muptq for every t P p0, 8q,
up0q  u0,
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puptqpyq  uptqpxqqdmxpyq for every t ¡ 0 and ν-a.e. x P X,
up0q  u0.










Moreover, as a consequence of (1.4), if ν is a probability measure, we have that the
















u0pxqdνpxq, @t ¡ 0.
Remark 2.6. It is easy to see that the functional Hm is convex and, moreover, with
a proof similar to the proof of closedness in Theorem 2.4, we get that the functional Hm
is closed and lower semi-continuous in L2pX, νq. Moreover, it is not difficult to see that
BHm  ∆m. Consequently, ∆m is a maximal monotone operator in L2pX, νq (see [43]).
In particular,
(2.2) RpI   λBHmq  L2pX, νq @λ ¡ 0.
Furthermore, we can also consider the heat flow in L1pX, νq. Indeed, if we define in
L1pX, νq the operator A as Au  v ô vpxq  ∆mupxq for all x P X, then A is completely
accretive (see section A.7 of Appendix A). Indeed, let
P0 : tq P C8pRq : 0 ¤ q1 ¤ 1, supppq1q is compact and 0 R supppqqu.






pqpfpyqq  qpfpxqqqpfpyq  fpxqqdmxpyqdνpxq ¥ 0.
Then, by Corollary A.36 ([31, Proposition 2.2]), we have that A is a completely accretive
operator.
Moreover, A is m-completely accretive in L1pX, νq. Indeed, by (A.8), (2.2) and having in
mind that A is closed, we have that
L1pX, νq  L1pX, νq X L2pX, νqL






Consequently, by Proposition A.43, A generates a C0-semigroup pSptqqt¥0 in L1pX, νq satis-
fying
(2.3) }Sptqu0}LppX,νq ¤ }u0}LppX,νq @u0 P L1pX, νq X LppX, νq, 1 ¤ p ¤  8.
Moreover, if νpXq   8, by Proposition A.41, we have that Sptq is an extension to L1pX, νq
of the heat flow et∆m in L2pX, νq (that we will denote equally) and, by Corollary A.45, for





is a strong solution.
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Example 2.7. (1) Consider the random walk space rX,B,mK , πs associated with a
Markov kernel K (as in Example 1.40) and assume that the stationary probability




fpyqdmKx pyq  fpxq 
¸
yPX
Kpx, yqfpyq  fpxq, x P X, f P L2pX,πq.






Kpx, yquptqpyq  uptqpxq on p0, 8q X,
up0q  u0.
Therefore, et∆mK  etpKIq is the heat semigroup on X with respect to the geometry
determined by the Markov kernel K. In the case that X is a finite set, we have






(2) If we consider the metric random walk space rRN , d,mJ ,LN s as defined in Example




pfpyq  fpxqqJpx yqdy.









puptqpyq  uptqpxqqJpx yqdy in RN  p0, 8q,
up0q  u0.
If Ω is a closed bounded subset of RN and we consider the metric random walk




pfpyq  fpxqqdmJ,Ωx pyq 
»
Ω
Jpx yqpfpyq  fpxqqdy.
Then, we have that uptq : et∆mJ,Ωu0 is the solution of the homogeneous Neumann








puptqpyq  uptqpxqqJpx yqdx in p0, 8q  Ω,
up0q  u0.
See [18] for a comprehensive study of problems (2.4) and (2.5).
Observe that, in general, given a reversible random walk space rX,B,m, νs and






puptqpyq  uptqpxqqdmxpyq in p0, 8q  Ω,
up0q  u0,
which, like (2.5), is an homogeneous Neumann problem for the m-heat equation.
In [122], it is shown, by means of the Fourier transform, that if D  RN has LN -finite
measure, then








for every x P RN and t ¡ 0,
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where pJq1 : J , pJq2 : J  J (the convolution of J and J) and pJqn 1 is defined
inductively by pJqn 1 : pJqn  J for n ¥ 2. In the next result we generalize (2.6) for
general random walk spaces.
Theorem 2.8. Let rX,B,m, νs be a reversible random walk space. Let u0 P L1pX, νq X
L2pX, νq. Then,








for every x P X and t ¡ 0.







for every x P X and t ¡ 0.









for x P X and t ¡ 0.
Let’s see that u is well defined. Recall that, by the invariance of ν with respect to mnx , since
u0 P L1pX, νq, we have that u0 P L1pX,mnx q for ν-a.e. x P X and every n P N. Moreover,










































 tnn! , px, tq P X  p0, 8q,
we have that 0 ¤ fkpx, tq ¤ fk 1px, tq and
»
X
fkpx, tqdνpxq ¤ et}u0}L1pX,νq for every k P N,








 tnn! , x P X,







 tnn!dνpxq ¤ et}u0}L1pX,νq, t ¡ 0.









, x P X.
From this we get that uptqpxq is well defined and also the uniform convergence of the series
for t in compact subsets of r0, 8q. Hence,
du
dt








Universitat de València Marcos Solera Diana
82 2.1. The heat flow












































































pn 1q! : F pz, tq
and F p, tq belongs to L1pX, νq, thus to L1pX,mxq for ν-a.e. x P X and every t ¡ 0. 
2.1.1. Infinite speed of propagation. Let us see that the infinite speed of propagation
of the heat flow is equivalent to the m-connectedness of the random walk space.
Theorem 2.9. Let rX,B,m, νs be a reversible random walk space. rX,B,m, νs is m-
connected if, and only if, for any non-ν-null 0 ¤ u0 P L1pX, νq X L2pX, νq, we have that
et∆mu0 ¡ 0 for ν-a.e. x P X and all t ¡ 0.
Proof. (ñ): Given a non-ν-null 0 ¤ u0 P L1pX, νq X L2pX, νq, there exist D P B
with νpDq ¡ 0 and α ¡ 0, such that u0 ¥ αχD. Therefore, by Theorem 2.8 and the
m-connectedness of rX,B,m, νs,






¡ 0 for ν-a.e. x P X and every t ¡ 0.
Indeed, since rX,B,m, νs is m-connected we have that °8n1mnx pDq ¡ 0 ν-a.e.







¡ 0 for ν-a.e. x P X and every t ¡ 0.




x pDq ¡ 0 for ν-a.e. x P XzD. However, by




x pDq ¡ 0 for ν-a.e. x P D. 
Remark 2.10. In the preceding proof, if m is ν-irreducible (Definition 1.4) we obtain
that, in fact,
et∆mu0pxq ¡ 0 for all x P X and for all t ¡ 0 .
Moreover, when X is a topological space, we introduce a weaker notion of m-connectedness
that will serve to characterise the infinite speed of propagation of the heat flow for continuous
initial data.
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Definition 2.11. Let rX,B,m, νs be a random walk space. Assume that X is equipped
with a topology and B is the associated Borel σ-algebra. We say that rX,B,m, νs is weakly
m-connected if, for every open set D P B with νpDq ¡ 0 and ν-a.e. x P X,
8̧
n1
mnx pDq ¡ 0,
i.e., if for every open set D P B with νpDq ¡ 0, we have that νpNmD q  0.
In the same way as m-connectedness is reminiscent of ϕ-irreducibility (in fact, ϕ-essential
irreducibility), this weaker notion of m-connectedness for topological spaces is evocative of
classical notions like that of open set irreducibility (see [128, Chapter 6.1.2]).
Theorem 2.12. Let rX,B,m, νs be a reversible random walk space. Assume that X is a
normal space1, B is the associated Borel σ-algebra and ν is inner regular. Then, rX,B,m, νs is
weakly-m-connected if, and only if, for every non-ν-null 0 ¤ u0 P L1pX, νqXL2pX, νqXCpXq,
we have that et∆mu0 ¡ 0 ν-a.e. for all t ¡ 0.
Proof. (ñ): Similar to the proof of the left to right implication in Theorem 2.9.
(ð): Take D P B open with νpDq ¡ 0, since ν is inner regular there exists a compact set
K  D with νpKq ¡ 0. By Urysohn’s lemma we may find a continuous function 0 ¤ u0 ¤ 1







¥ et∆mu0pxq ¡ 0 for ν-a.e. x P X and every t ¡ 0.
So we conclude as in Theorem 2.9. 
2.2. Asymptotic behaviour
Let rX,B,m, νs be a reversible random walk space. It is easy to see that ∆m is ergodic if,
and only if,
f P L1pX, νq X L2pX, νq, et∆mf  f @t ¥ 0 ñ f is ν-a.e. a constant.
Moreover, we have the following result.




et∆mf  f8 P tu P L2pX, νq : ∆mu  0u.
Suppose that rX,B,m, νs is m-connected, then,
(i) if νpXq   8, f8  0 ν-a.e.




Proof. Since Hm is a proper and lower semicontinuous function in X attaining the
minimum at the zero function and, moreover, Hm is even, by [46, Theorem 5], we have that
the strong limit in L2pX, νq of et∆mf exists and is a minimum point of Hm, i.e.,
u8 P tu P L1pX, νq X L2pX, νq : 0 P ∆mpuqu.
The second part is a consequence of the ergodicity of ∆m (recall Theorem 1.50) and the
conservation of mass (2.1). See also [22, Proposition 3.1.13]. 
If a Poincaré inequality holds it follows, with a similar proof to the one done in the
continuous setting (see, for instance, [22]), that, if gapp∆mq ¡ 0, then et∆mu0 converges
to νpu0q with exponential rate gapp∆mq.
1A topological space X is a normal space if, given any disjoint closed sets E and F , there are neighbour-
hoods U of E and V of F that are also disjoint.
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Theorem 2.14. Let rX,B,m, νs be a reversible random walk space such that ν is a prob-
ability measure. The following statements are equivalent:
(i) There exists λ ¡ 0 such that
λVarνpfq ¤ Hmpfq for all f P L2pX, νq.
(ii) For every f P L2pX, νq
}et∆mf  νpfq}L2pX,νq ¤ eλt}f  νpfq}L2pX,νq for all t ¥ 0;
or, equivalently, for every f P L2pX, νq with νpfq  0,
}et∆mf}L2pX,νq ¤ eλt}f}L2pX,νq for all t ¥ 0.
Remark 2.15. Let rX,B,m, νs be a reversible random walk space and assume that ν is
a probability measure. Let µ1, µ2 P PpXq. We denote by }µ1  µ2}TV the total variation
distance between µ1 and µ2, i.e.,
}µ1  µ2}TV : supt|µ1pAq  µ2pAq| : A P Bu.





}µt  ν}TV ¤ }f  1}L2pX,νq egapp∆mqt.





et∆mf  1 dν ¤ »
X
et∆mf  12 dν
 12
¤ egapp∆mqt}f  1}L2pX,νq.
2.3. The Bakry-Émery curvature-dimension condition
The use of the Bakry-Émery curvature-dimension condition to obtain a valid definition of
a Ricci curvature bound in Markov chains was first considered in 1998 by Schmuckenschlager
[144]. Moreover, in 2010, Lin and Yau [112] applied this idea to graphs. Subsequently,
this concept of curvature in the discrete setting has been frequently used (see [107] and the
references therein). Note that, to deal with the Bakry-Émery curvature-dimension condi-
tion, one needs to make use of a carré du champ operator Γ (see [22, Section 1.4.2]) . In
the framework of Markov diffusion semigroups, in order to get good inequalities from this
curvature-dimension condition, it is essential that the generator A of the semigroup satisfies
the chain rule formula:
ApΦpfqq  Φ1pfqApfq   Φ2pfqΓpfq for f P DpAq and smooth Φ : RÑ R,
which characterizes diffusion operators in the continuous setting (see [22]). Unfortunately,
this chain rule does not hold in the discrete setting, and this is one of the main difficulties that
arises when working with this curvature-dimension condition in metric random walk spaces.
Following [22, Definition 1.4.2], we make the following definition.
Definition 2.16. Let rX,B,m, νs be a reversible random walk space. The bilinear map
Γpf, gqpxq : 1
2

∆mpfgqpxq  fpxq∆mgpxq  gpxq∆mfpxq
	
, x P X, f, g P L2pX, νq,
is called the carré du champ operator of ∆m.
With this notion, and following the theory developed in [22], we can study the Bakry-
Émery curvature-dimension condition in reversible random walk spaces. In particular, we
will study its relation with the spectral gap.
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According to Bakry and Émery [21], we define the Ricci curvature operator Γ2 by iterat-
ing Γ as follows:
Γ2pf, gq : 1
2

∆mΓpf, gq  Γpf,∆mgq  Γp∆mf, gq
	
,
which is well defined for f, g P L2pX, νq. We will write, for f P L2pX, νq,




Γ2pfq : Γ2pf, fq  1
2
∆mΓpfq  Γpf,∆mfq.
It is easy to see that, for x P X,

















Furthermore, by (1.4) and (2.8), we get»
X




p∆mΓpfq  2Γpf,∆mfqq dν  
»
X









Definition 2.17. Let rX,B,m, νs be a reversible random walk space. The operator
∆m satisfies the Bakry-Émery curvature-dimension condition BEpK,nq for n P p1, 8q and
K P R if
(2.10) Γ2pfq ¥ 1
n
p∆mfq2  KΓpfq @ f P L2pX, νq.
The constant n is the dimension of the operator ∆m, and K is the lower bound of the Ricci
curvature of the operator ∆m. If there exists K P R such that
(2.11) Γ2pfq ¥ KΓpfq @ f P L2pX, νq,
then it is said that the operator ∆m satisfies the Bakry-Émery curvature-dimension condition
BEpK,8q.
Observe that, if ∆m satisfies the Bakry-Émery curvature-dimension condition BEpK,nq,
then it also satisfies the Bakry-Émery curvature-dimension condition BEpK,mq for m ¡ n.
Definition 2.17 is motivated by the well known fact that on a complete n-dimensional
Riemannian manifold pM, gq, the Laplace-Beltrami operator ∆g satisfies BEpK,nq if, and
only if, the Ricci curvature of the Riemannian manifold is bounded from below by K (see, for
example, [22, Appendix C.6]).
As mentioned at the beginning of this section, the use of the Bakry-Émery curvature-
dimension condition as a possible definition of a Ricci curvature bound in Markov chains was
first considered in 1998 [144]. More recently, following the work by Lin and Yau [112], this
concept of Ricci curvature has been commonly used in the discrete setting (see [107] and the
references therein).
Integrating (2.10) over X with respect to ν yields»
X
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Now, by (2.8) and (2.9), this inequality can be rewritten as»
X

















Definition 2.18. Let rX,B,m, νs be a reversible random walk space. Let n P p1, 8q
and K P R. The operator ∆m satisfies the integrated Bakry-Émery curvature-dimension
condition IBEpK,nq if the inequality (2.12) holds for every f P L2pX, νq. Moreover, if
(2.13) holds for every f P L2pX, νq we will say that ∆m satisfies the integrated Bakry-Émery
curvature-dimension condition IBEpK,8q.
On account of Theorem 1.80, we can rewrite the Poincaré inequality via the integrated
Bakry-Émery curvature-dimension conditions as follows (see [22, Theorem 4.8.4]; see also [25,
Theorem 2.1]).
Theorem 2.19. Let rX,B,m, νs be a reversible random walk space and assume that ∆m
is ergodic (or, equivalently, that rX, d,m, νs is m-connected). Let n P p1, 8q and K ¡ 0.
Then,
(1) ∆m satisfies the integrated Bakry-Émery curvature-dimension condition IBEpK,nq
if, and only if, rX,B,m, νs satisfies a Poincaré inequality with constant K nn1 .
(2) ∆m satisfies the integrated Bakry-Émery curvature-dimension condition IBEpK,8q
if, and only if, rX,B,m, νs satisfies a Poincaré inequality with constant K.
Therefore,
(1) if ∆m satisfies the Bakry-Émery curvature-dimension condition BEpK,nq, then
(2.14) gapp∆mq ¥ K n
n 1 .
(2) if ∆m satisfies the Bakry-Émery curvature-dimension condition BEpK,8q, then
(2.15) gapp∆mq ¥ K.
In the next example we will see that, in general, an integrated Bakry-Émery curvature-
dimension condition IBEpK,nq with K ¡ 0 does not imply a Bakry-Émery curvature-
dimension condition BEpK,nq with K ¡ 0.
Example 2.20. Consider the weighted discrete graph G  pV pGq, EpGqq with vertex set
V pGq  ta, b, cu and weights: wa,b  wb,c  1 and wi,j  0 otherwise. Let rV pGq, dG,mG, νGs
be the associated metric random walk space and let ∆ : ∆mG . A simple calculation gives
Γpfqpaq  1
2











pfpbq  fpaqq2   1
4





pΓpfqpaq   Γpfqpcqq .
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Moreover,





























x2  Kx2 @x, y P R.





2   54x2   12xy  2nx2
x2
.















In fact, it is easy to see that (2.18) is true for any K ¤ 1 2n .




and it is easy to see that
Γ2pfqpbq ¥ 1
n
p∆fpbqq2  KΓpfqpbq for every n ¡ 1 and K ¤ 1 2
n
.









for every n ¡ 1,
being K  1 2n the best constant for a fixed n ¡ 1.
Now, it is easy to see that gapp∆q  1 thus, by Theorem 2.19, we have that ∆ satisfies
the integrated Bakry-Émery curvature-dimension condition IBEpK,nq with K  1  1n ¡
1 2n .
Note that ∆ satisfies the Bakry-Émery curvature-dimension condition BEp1,8q and
hence, in this example, the bound in (2.15) is sharp but there is a gap in the bound (2.14).
It is well known that in the case of diffusion semigroups, the Bakry-Émery curvature-
dimension condition BEpK,8q of its generator is characterized by gradient estimates on the
semigroup (see, for instance, [20] or [22]). The same characterization is also true for locally
finite weighted discrete graphs (see, for example, [54] and [107]). With a similar proof we
have that in the general context of metric random walk spaces this characterization is also
true.
Theorem 2.21. Let rX, d,m, νs be a reversible metric random walk space and let pTtqt¡0 
pet∆mqt¡0 be the heat semigroup. Then, ∆m satisfies the Bakry-Émery curvature-dimension
condition BEpK,8q with K ¡ 0 if, and only if,
(2.19) ΓpTtfq ¤ e2KtTtpΓpfqq @ t ¥ 0 and f P L2pX, νq.
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Proof. Fix t ¡ 0. For s P r0, tq, we define the function
gps, xq : e2KsTspΓpTtsfqqpxq, x P X.
The same computations as in [107] show that
Bg
Bs ps, xq  2e
2KsTs pΓ2pTtsfq KΓpTtsfqq pxq.
Then, if ∆m satisfies the Bakry-Émery curvature-dimension condition BEpK,8q with K ¡ 0,
we have that BgBs ps, xq ¥ 0 which is equivalent to (2.19).
On the other hand, if (2.19) holds, then BgBs p0, xq ¥ 0, which is equivalent to
Γ2pTtfq KΓpTtfq ¥ 0.
Then, letting tÑ 0, we get Γ2pfq KΓpfq ¥ 0. 
2.4. Transport inequalities
Following the papers by Marton and Talagrand ([118], [152]) about transport inequalities,
which relate the Wasserstein distances to entropy and information, this research topic has
had a great development (see the survey [94]). One of the keystones of this theory was the
discovery in 1986 by Marton [117] of the link between transport inequalities and the concen-
tration of measure. Note that concentration of measure inequalities can be obtained by means
of other functional inequalities, such as isoperimetric and logarithmic Sobolev inequalities
(see Ledoux’s textbook [110]). In this section we show that, under the positivity of the Bakry-
Émery curvature-dimension condition or the Ollivier-Ricci curvature, a transport-information
inequality holds (Theorems 2.27 and 2.34). Moreover, we prove that if a transport-information
inequality holds then a transport-entropy inequality is also satisfied (Theorem 2.31) and that,
in general, the converse implication does not hold.











dpx, yq2dmxpyq, x P X,
and
Θm : ess sup
xPX
Θpxq.
Note that, if diampXq is finite then, since Θpxq ¤ 12 pdiampsupppmxqq2, we have Θm ¤
1
2pdiampXqq2. Observe also that






pfpxq  fpyqq2dmxpyq ¤ Θm}f}2Lip.
Example 2.23. Given a metric measure space pX, d, µq as in Example 1.41, if mµ,ε is the
ε-step random walk associated with µ, that is
mµ,εx :
µ Bpx, εq





Following [134] we define the jump of a random walk as follows.
Definition 2.24. Let rX, d,m, νs be a metric random walk space. The jump of the
random walk at x is defined by
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Example 2.25. Let rV pGq, dG,mG, νGs be the metric random walk space associated with


























Definition 2.26. Let rX,B,m, νs be a reversible random walk space and let µ be a
probability measure on X. The Fisher-Donsker-Varadhan information of µ with respect to





fq if µ  fν, f ¥ 0,
 8, otherwise.
Observe that
DpIνq  tµ P PpXq : µ  fν, f P L1pX, νq u
since
?
f P L2pX, νq  DpHmq whenever f P L1pX, νq  (we use the notation LppX, νq  :
tf P LppX, νq : f ¥ 0 ν-a.e.u).
In the next result we show that the Bakry-Émery curvature-dimension condition BEpK,8q
with K ¡ 0 implies a transport-information inequality, result that was obtained for the par-
ticular case of Markov chains in discrete spaces in [81].
Theorem 2.27. Let rX, d,m, νs be a reversible metric random walk space such that ν is a
probability measure and assume that Θm is finite. If ∆m satisfies the Bakry-Émery curvature-
dimension condition BEpK,8q with K ¡ 0, then ν satisfies the transport-information in-
equality





Iνpµq, for all probability measures µ ! ν.
Proof. Let µ P PpXq such that µ ! ν and set µ  fν. By the Kantorovich-Rubinstein
Theorem we have that
W d1 pµ, νq  sup
"»
X
gpxqpfpxq  1qdνpxq : }g}Lip ¤ 1 and g P L8pX, νq
*
.
Let Tt  et∆m be the heat semigroup. Given g P L8pX, νq with }g}Lip ¤ 1 and having in
mind Proposition 2.13, we get»
X




























fpxqq2 ¤ 2ppfpxq   fpyqq,
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we obtain the following:»
X




































































Then, applying Theorem 2.21, we get»
X







































Now, by (2.3) and (2.20), we have
|TtpΓpgqqpxq| ¤ }TtpΓpgqq}8 ¤ }Γpgq}8 ¤ Θm.
Hence, »
X





























Finally, taking the supremum over all functions g P L8pX, νq with }g}Lip ¤ 1 we get (2.21).

Remark 2.28. If ν satisfies the transport-information inequality




fq for all µ  fν with f P L1pX, νq ,
then ν is ergodic. Indeed, if ν is not ergodic then, by Theorem 1.63, there exists D P B with
0   νpDq   1 such that ∆mχD  0 ν-a.e. Now, if µ : 1νpDqχDν then µ  ν and, therefore,
by (2.22), HmpχDq ¡ 0, which is in contradiction with ∆mχD  0.
As a consequence of the previous Remark and Theorem 2.27, we have that the positivity
of the Bakry-Émery curvature-dimension condition implies ergodicity of ∆m. Therefore, by
Theorem 2.19, we have the following result.
Theorem 2.29. Let rX, d,m, νs be a reversible metric random walk space such that ν is
a probability measure and assume that Θm is finite. Then,
(1) if ∆m satisfies the Bakry-Émery curvature-dimension condition BEpK,nq,
gapp∆mq ¥ K n
n 1 .
(2) if ∆m satisfies the Bakry-Émery curvature-dimension condition BEpK,8q,
gapp∆mq ¥ K.
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Definition 2.30. Let rX,B,m, νs be a reversible random walk space. The relative entropy





f log fdν  νpfq log pνpfqq if µ  fν, f ¥ 0, f log f P L1pX, νq,
 8, otherwise,
with the usual convention that fpxq log fpxq  0 if fpxq  0.
The next result shows that a transport-information inequality implies a transport-entropy
inequality and, therefore, normal concentration (see, for example, [37, 110]).
Theorem 2.31. Let rX, d,m, νs be a reversible metric random walk space such that ν is
a probability measure. Suppose that Θm is finite and that there exists some x0 P X such that³
dpx, x0qdνpxq   8. Then, the transport-information inequality




Iνpµq for all µ P PpXq such that µ ! ν,
implies the transport-entropy inequality




Entν pµq for all µ P PpXq such that µ ! ν.










for every function f with }f}Lip ¤ 1 and νpfq  0, and every λ P R.























































Now, since 1  1a ¤ log a for every a ¥ 1 and having in mind the reversibility of ν, we get






2MpXq is the set of Radon measures on X.
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Then, integrating this inequality we get (2.25).
Now, if f R L8pX, νq, let fn : f ^ n  νpf ^ nq P L8pX, νq for n P N, which satisfy
}fn}Lip ¤ 1 and νpfnq  0 for every n P N. Then, Fatou’s Lemma yields:»
X











In the next example we see that, in general, a transport-entropy inequality does not imply
a transport-information inequality.
Example 2.32. Let Ω : r1, 0s Y r2, 3s and consider the metric random walk space
rΩ, d,mJ,Ω, 12L1 Ωs, with d the Euclidean distance and J  12χr1,1s (see Example 1.42).
By the Gaussian integrability criterion [73, Theorem 2.3], ν satisfies a transport-entropy
inequality. However, ν does not satisfy a transport-information inequality since this would
imply that ν is ergodic (see Remark 2.28) and it is easy to see that rΩ, d,mJ,Ω, 12L1 Ωs is
not m-connected (thus, by Theorem 1.34, ν is not ergodic).
By Theorems 1.34 and 1.94, we have that the metric random walk space of Example
2.32 has non-positive Ollivier-Ricci curvature. In the next theorem we will see that, under
positive Ollivier-Ricci curvature, a transport-information inequality holds. First, we need the
following result.
Lemma 2.33. Let rX, d,m, νs be a reversible metric random walk space such that ν is
a probability measure. If f P L2pX, νq with }f}Lip ¤ 1, then }et∆mf}Lip ¤ etκm (recall
Definition 1.90 for the definition of κm.).
Proof. By [134, Proposition 25], we have that
κmpn lq ¥ κmn   κml  κmnκml @n, l P N,
where κm1  κm. Hence,
(2.26) 1 κmn ¤ p1 κmqn @n P N.
By Theorem 2.8 and equation (2.26), we have




























 etetp1κmqdpx, yq  etκmdpx, yq,
it follows from this that }et∆mf}Lip ¤ etκm . 
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Theorem 2.34. Let rX, d,m, νs be a reversible metric random walk space such that ν is
a probability measure and each measure mx has finite first moment. Assume further that Θm
is finite. If κm ¡ 0 then the following transport-information inequality holds:





Iνpµq, for all µ P PpXq such that µ ! ν.
Proof. Let Tt  et∆m be the heat semigroup and µ  fν be a probability measure in
X. We use, as in the proof of Theorem 2.27, the Kantorovich-Rubinstein Theorem. Let
g P L8pX, νq with }g}Lip ¤ 1. Having in mind Lemma 2.33, we have»
X





































































































d2px, yq pfpxq   fpyqq dmxpyqdνpxq ¤ 8Θm.
Therefore, we get »
X








thus taking the supremum over g yields
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CHAPTER 3
The total variation flow
Since its introduction as a means of solving the denoising problem in the seminal work
by Rudin, Osher and Fatemi ([143]), the total variation flow has remained one of the most
popular tools in Image Processing1. Furthermore, the use of neighbourhood filters by Buades,
Coll and Morel in [47], that was originally proposed by P. Yaroslavsky ([161]), has led to
an extensive literature in nonlocal models in image processing (see for instance [48], [92],
[109], [114] and the references therein). Consequently, there is great interest in studying the
total variation flow in the nonlocal context. Moreover, a different line of research considers
an image as a weighted discrete graph, where the pixels are taken as the vertices and the
“similarity” between pixels as the weights2. Therefore, the study of the 1-Laplacian operator
and the total variation flow in random walk spaces has a potentially broad scope of application.
Further motivation for the study of the 1-Laplacian operator comes from spectral cluster-
ing. Partitioning data into sensible groups is a fundamental problem in machine learning,
computer science, statistics and science in general. In these fields, it is usual to face large
amounts of empirical data, and getting a first impression of these data by identifying groups
with similar properties has proved to be very useful. One of the most popular approaches to
this problem is to find the best balanced cut of a graph representing the data, such as the
Cheeger ratio cut ([61]) which we will now introduce. Consider a finite weighted connected
graph G  pV,Eq, where V  tx1, . . . , xnu is the set of vertices (or nodes) and E the set of
edges, which are weighted by a function wji  wij ¥ 0, pi, jq P E. The degree of the vertex
xi is denoted by di :
°n
j1wij, i  1, . . . , n. In this context, the Cheeger cut value of a
partition tS, Scu (Sc : V zS) of V is defined as












is called the Cheeger constant, and a partition tS, Scu of V is called a Cheeger cut of G
if hpGq  CpSq. Unfortunately, the Cheeger minimization problem of computing hpGq is
NP-hard ([99], [148]). However, it turns out that hpGq can be approximated by the second







This motivates the spectral clustering method ([115]), which, in its simplest form, thresholds
the second eigenvalue of the graph Laplacian to get an approximation to the Cheeger constant
and, moreover, to a Cheeger cut. In order to achieve a better approximation than the one
provided by the classical spectral clustering method, a spectral clustering based on the graph
1From the mathematical point of view, the study of the total variation flow in RN was established in [12].
2The way in which these weights are defined depends on the problem at hand, see, for instance, [79] and
[114].
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p-Laplacian was developed in [51], where it is showed that the second eigenvalue of the graph
p-Laplacian tends to the Cheeger constant hpGq as p Ñ 1 . In [148] the idea was further
developed by directly considering the variational characterization of the Cheeger constant hpGq









wij |upxiq  upxjq|.
The subdifferential of the energy functional |  |TV is the 1-Laplacian in graphs ∆1. Using
the nonlinear eigenvalue problem λ signpuq P ∆1u, the theory of 1-Spectral Clustering is
developed in [57], [58], [59] and [99].
Accordingly, the aim of this chapter is to study the total variation flow in reversible ran-
dom walk spaces, obtaining general results that can be applied, as aforementioned, to the
different points of view in image processing. In this regard, we introduce the 1-Laplacian
operator associated with a random walk space (see Definition 3.16) and obtain various char-
acterizations (see Theorem 3.13). In doing so, we generalize results obtained in [120] and
[121] for the particular case of rRN , d,mJ ,LN s, and, moreover, generalize results in graph
theory. We then proceed to prove existence and uniqueness of solutions of the total variation
flow in random walk spaces and to study its asymptotic behaviour with the help of Poincaré
type inequalities. Furthermore, we introduce the concepts of Cheeger and calibrable sets in
random walk spaces and characterize calibrability by using the 1-Laplacian operator. More-
over, in Section 3.5, in connection with the 1-Spectral Clustering, we study the eigenvalue
problem of the 1-Laplacian ∆m1 and then relate it to the optimal Cheeger cut problem. Then
again, these results apply, in particular, to locally finite weighted connected graphs, comple-
menting the results obtained in the previously mentioned papers [57], [58], [59] and [99].
Lastly, in Section 3.6, we obtain a generalization of the Cheeger inequality (3.1) and of the
variational characterization of the Cheeger constant (3.2).
The Cheeger problem in the fractional case is studied in [41].
3.1. The nonlocal total variation
Definition 3.1. Let rX,B,m, νs be a random walk space. We define the space of func-
tions BVmpX, νq as follows
BVmpX, νq :
"





|upyq  upxq|dmxpyqdνpxq   8
*
.











|upyq  upxq|dpν bmxqpx, yq.
Note that L1pX, νq  BVmpX, νq (in fact, by the invariance of ν with respect to m,
TVmpuq ¤ }u}L1pX,νq for every u P L1pX, νq). Observe also that, by Lemma 1.53,
(3.3) PmpEq  TVmpχEq.
The space BVmpX, νq is the nonlocal counterpart of classical local bounded variation
spaces. Note further that, in the local context, given a Lebesgue measurable set E  Rn,
its perimeter is equal to the total variation of its characteristic function (see [7]) and the
above equation (3.3) provides the nonlocal analogue.
However, although they represent analogous concepts in different settings, the local clas-
sical BV-spaces and the nonlocal BV-spaces are of a different nature. For example, in our
nonlocal framework L1pX, νq  BVmpX, νq in contrast with classical local bounded variation
spaces that are, by definition, contained in L1.
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which coincides with the anisotropic total variation defined in [89].
In the following results we give some properties of the m-total variation.
Proposition 3.3. Let rX,B,m, νs be a random walk space and φ : R Ñ R a Lipschitz
















|upyq  upxq|dmxpyqdνpxq  }φ}LipTVmpuq. 
Proposition 3.4. Let rX,B,m, νs be a random walk space. Then, TVm is convex and
1-Lipschitz continuous in L1pX, νq.
Proof. The convexity of TVm follows easily. Let us see that it is 1-Lipschitz continuous.
Let u, v P L1pX, νq. Since ν is invariant with respect to m, we have that






























 }v  u}L1pX,νq. 
As in the local case, we have a coarea formula relating the m-total variation of a function
with the m-perimeter of its superlevel sets.
Theorem 3.5 (Coarea formula). Let rX,B,m, νs be a random walk space. For any













p1 χEtpuqpxqq dt @x P X,
we have




Etpuqpyq  χEtpuqpxq dt @x, y P X.
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Moreover, since upyq ¥ upxq implies χEtpuqpyq ¥ χEtpuqpxq, we obtain that
|upyq  upxq| 
»  8
8






































where Tonelli-Hobson’s Theorem is used in the third equality. 
Lemma 3.6. Let rX,B,m, νs be an m-connected random walk space. Then,
TVmpuq  0 ô u is a constant ν-a.e.
Proof. (ð) Suppose that u is ν-a.e. equal to a constant k P R, then, since ν is invariant

















|upxq  k|dνpxq  0.
(ñ) Suppose that

















|upyq  upxq|dmxpyq  0 for ν-a.e. x P X,
so we conclude by Theorem 1.50. 
3.2. The 1-Laplacian and the total variation flow
Definition 3.7. Let rX,B,m, νs be a random walk space. For p ¥ 1, we denote
XpmpX, νq : tz P L8pX X, ν bmxq : divmz P LppX, νqu .
The following proposition follows similarly to Proposition 1.47.
Proposition 3.8 (Green’s Formula). Let rX,B,m, νs be a reversible random walk space.








∇upx, yqzpx, yqdpν bmxqpx, yq.
In the next result we characterize the m-total variation and the m-perimeter using the
m-divergence operator (see, for example, [7, Proposition 3.6] for the analogous result in the
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local case). Let us denote by sign0prq the usual sign function and by signprq the multivalued
sign function:
(3.5) sign0prq :
$&% 1 if r ¡ 0,0 if r  0,1 if r   0; signprq :
$&% 1 if r ¡ 0,r1, 1s if r  0,1 if r   0.
Proposition 3.9. Let rX,B,m, νs be a reversible random walk space and 1 ¤ p ¤ 8.
For u P BVmpX, νq X Lp1pX, νq, we have
(3.6) TVmpuq  sup
"»
X
upxqpdivmzqpxqdνpxq : z P XpmpX, νq, }z}L8pXX,νbmxq ¤ 1
*
.




pdivmzqpxqdνpxq : z P X1mpX, νq, }z}L8pXX,νbmxq ¤ 1
*
.
Proof. Let u P BVmpX, νqXLp1pX, νq. Given z P XpmpX, νq with }z}L8pXX,νbmxq ¤ 1,
















upxqpdivmzqpxqdx : z P XpmpX, νq, }z}L8pXX,νbmxq ¤ 1
*
¤ TVmpuq.
On the other hand, since ν is σ-finite, there exists a sequence of ν-measurable sets
K1  K2  . . .  Kn  . . . of ν-finite measure, such that X  Y8n1Kn. Then, if
we define znpx, yq : sign0pupyq  upxqqχKnKnpx, yq, we have that zn P XpmpX, νq with




























upxqpdivmpzqqpxqdνpxq : z P XpmpX, νq, }z}L8pXX,νbmxq ¤ 1
*
. 
Corollary 3.10. Let rX,B,m, νs be a reversible random walk space. Then, TVm is lower
semi-continuous with respect to the weak convergence in L2pX, νq.
Proof. If un á u weakly in L2pX, νq then, given z P X2mpX, νq with }z}L8pXX,νbmxq ¤






unpxqpdivmzqpxqdνpxq ¤ lim inf
nÑ8
TVmpunq
by Proposition 3.9. Now, taking the supremum over z in this inequality (and by Proposition
3.9 again), we get
TVmpuq ¤ lim inf
nÑ8
TVmpunq. 
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We will now introduce the 1-Laplacian operator in random walk spaces. To this aim we
will first prove Theorem 3.13 which requires the following definitions.




TVmpuq if u P L2pX, νq XBVmpX, νq,
 8 if u P L2pX, νqzBVmpX, νq.
Consider the formal nonlocal evolution equation
(3.7) utpx, tq 
»
X
upy, tq  upx, tq
|upy, tq  upx, tq|dmxpyq, x P X, t ¥ 0.
In order to study the Cauchy problem associated with this equation, we will see in Theo-
rem 3.19 that we can rewrite it as the gradient flow in L2pX, νq of the functional Fm which
is convex and lower semi-continuous. Following the method used in [12] we will characterize
the subdifferential of the functional Fm.
Definition 3.12. Let pX, νq be a measure space. Given a functional Φ : L2pX, νq Ñ






Φpwq : w P L
2pX, νq
,//.//-
with the convention that 00  08  0. Obviously, if Φ1 ¤ Φ2, then rΦ2 ¤ rΦ1.
Theorem 3.13. Let rX,B,m, νs be a reversible random walk space. Let u P L2pX, νq and
v P L2pX, νq. The following assertions are equivalent:
(i) v P BFmpuq;
(ii) there exists z P X2mpX, νq with }z}L8pXX,νbmxq ¤ 1 such that









∇upx, yqzpx, yqdpν bmxqpx, yq  Fmpuq;
(iv) there exists g P L8pX X, ν bmxq antisymmetric with }g}L8pXX,νbmxq ¤ 1 such that
(3.9) vpxq  
»
X







gpx, yqdmxpyqupxqdνpxq  Fmpuq.
(v) there exists g P L8pX X, ν bmxq antisymmetric, satisfying (3.9) and
(3.11) gpx, yq P signpupyq  upxqq for pν bmxq-a.e. px, yq P X X.
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Proof. Since Fm is convex, lower semi-continuous and positive homogeneous of degree
1, by [12, Theorem 1.8], we have
(3.12) BFmpuq 
"





We define, for v P L2pX, νq,
(3.13) Ψpvq : inf  }z}L8pXX,νbmxq : z P X2mpX, νq, v  divmz( .
Observe that Ψ is convex, lower semi-continuous and positive homogeneous of degree 1.
Moreover, it is easy to see that, if Ψpvq   8, the infimum in (3.13) is attained i.e., there
exists some z P X2mpX, νq such that v  divmz and Ψpvq  }z}L8pXX,νbmxq.
Let us see that
Ψ Fm.
We begin by proving that Fmpvq ¤ Ψpvq. If Ψpvq   8 then this assertion is trivial.
Therefore, suppose that Ψpvq    8. Let z P L8pX  X, ν bmxq such that v  divmz.






∇wpx, yqzpx, yqdpν bmxqpx, yq ¤ }z}L8pXX,νbmxqFmpwq.
Taking the supremum over w we obtain that Fmpvq ¤ }z}L8pXX,νbmxq. Now, taking the
infimum over z, we get Fmpvq ¤ Ψpvq.
To prove the opposite inequality let us denote
D : tdivmz : z P X2mpX, νqu.


















Thus, Fm ¤ rΨ, which implies, by [12, Proposition 1.6], that Ψ  rrΨ ¤ Fm. Therefore,
Ψ Fm, and, consequently, from (3.12), we get
BFmpuq 
"













Hence, the equivalence between (i) and (ii) follows.
To get the equivalence between (ii) and (iii) we only need to apply Proposition 3.8.
On the other hand, to see that (iii) implies (iv), it is enough to take gpx, yq  12pzpx, yq
zpy, xqq. To see that (iv) implies (ii), it is enough to take zpx, yq  gpx, yq (observe that,
from (3.9), divmpgq  v, so g P X2mpX, νq). Finally, to see that (iv) and (v) are equivalent,
we need to show that (3.10) and (3.11) are equivalent. Now, since g is antisymmetric with









gpx, yqpupyq  upxqqdpν bmxqpx, yq,
thus the equivalence between (3.10) and (3.11) follows. 
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Remark 3.14. The next space, in its local version, was introduced in [127]. Set
GmpX, νq : tf P L2pX, νq : Dz P X2mpX, νq such that f  divmpzqu
and consider in GmpX, νq the norm
}f}m, : inft}z}L8pXX,νbmxq : f  divmpzqu.
Following the proof of Theorem 3.13 we obtain that















BFmp0q  tv P GmpX, νq : }v}m, ¤ 1u.
By Theorem 3.13 and Corollary A.36 we obtain the following result.
Proposition 3.15. Let rX,B,m, νs be a reversible random walk space. Then, BFm is an
m-completely accretive operator in L2pX, νq (see Appendix A).
Proof. Suppose that vi P BFmpuiq, i  1, 2. Then, by Theorem 3.13, for i P t1, 2u, there




gipx, yqdmxpyq for ν-a.e x P X,
and
gipx, yq P signpuipyq  uipxqq for pν bmxq-a.e. px, yq P X X.
Now, recall that
P0  tq P C8pRq : 0 ¤ q1 ¤ 1, supppq1q is compact and 0 R supppqqu
and let q P P0. Then, using that g is antisymmetric and the reversibility of ν with respect to
m in the second equality, we get»
X


















pg2px, yq  g1px, yqq





pg2px, yq  g1px, yqq





pg2px, yq  g1px, yqq
pqpu1pxq  u2pxqq  qpu1pyq  u2pyqqqdmxpyqdνpxq.
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Consequently, since the last three integrals are nonnegative, we get that»
X
pv1pxq  v2pxqqqpu1pxq  u2pxqqdνpxq ¥ 0
and it follows from Corollary A.36 that BFm is a completely accretive operator in L2pX, νq.
Moreover, since Fm is convex and lower semi-continuous in the Hilbert space L2pX, νq, we
have that BFm is maximal monotone and, therefore, it is actually m-completely accretive in
L2pX, νq. 
Definition 3.16. Let rX,B,m, νs be a reversible random walk space. We define in
L2pX, νq the multivalued operator ∆m1 by
pu, vq P ∆m1 if, and only if, v P BFmpuq.
As usual, we will write v P ∆m1 u for pu, vq P ∆m1 .
Chang in [57] and Hein and Bühler in [99] define a similar operator in the particular
case of finite graphs:
Example 3.17. Let rV pGq, dG,mG, νGs be the metric random walk given in Example 1.38.
By Theorem 3.13, we have
pu, vq P ∆mG1 ô
$'''''''&'''''''%
Dg P L8pV pGq  V pGq, νG bmGx q antisymmetric such that





gpx, yqwxy  vpxq @x P V pGq, and
gpx, yq P signpupyq  upxqq for pνG bmGx q-a.e. px, yq P V pGq  V pGq.
The next example shows that the operator ∆m
G
1 is indeed multivalued. Let V pGq  ta, bu,
0   p   1, waa  wbb  p and wab  wba  1 p. Then,
pu, vq P ∆mG1 ô
$''''''&''''''%
there exists g P L8pta, bu  ta, bu, νG bmGx q antisymmetric such that
}g}L8pta,buta,bu,νGbmGx q ¤ 1,
gpa, aqp  gpa, bqp1 pq  vpaq, gpb, bqp  gpb, aqp1 pq  vpbq, and
gpa, bq P signpupbq  upaqq.
Now, since g is antisymmetric, we get
vpaq  gpa, bqp1 pq, vpbq  gpa, bqp1 pq and gpa, bq P signpupbq  upaqq.
Proposition 3.18 (Integration by parts). Let rX,B,m, νs be a reversible random walk














vwdν ¤ Fmpu  wq  Fmpuq ¤ Fmpwq,
so we get (3.16). On the other hand, (3.17) is given in Theorem 3.13. 
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As a consequence of Theorem 3.13 and Proposition 3.15, on account of Theorem A.31
([43, Theoreme 3.6]) and by the complete accretivity of the operator (see the results in Appen-
dix A.7), we can give the following existence and uniqueness result for the Cauchy problem
(3.18)
#
ut ∆m1 u Q 0 in p0, T q X
up0, xq  u0pxq x P X,
which is a rewrite of the formal expression (3.7).
Theorem 3.19. Let rX,B,m, νs be a reversible random walk space. For every u0 P
L2pX, νq and any T ¡ 0, there exists a unique solution of the Cauchy problem (3.18) in
p0, T q in the following sense: u P Cpr0, T s;L2pX, νqq XW 1,1p0, T ;L2pX, νqq (see section A.2
of Appendix A), up0, q  u0 in L2pX, νq, and, for almost all t P p0, T q,
utpt, q ∆m1 uptq Q 0.
Moreover, we have the following contraction and maximum principle in any LqpX, νq–space,
1 ¤ q ¤ 8:
}puptq  vptqq }LqpX,νq ¤ }pu0  v0q }LqpX,νq @ 0   t   T,
for any pair of solutions u and v of problem (3.18) with initial datum u0 and v0, respectively.
Definition 3.20. Let rX,B,m, νs be a reversible random walk space. Given u0 P
L2pX, νq, we denote by et∆m1 u0 the unique solution of problem (3.18). We call the semi-
group tet∆m1 ut¥0 in L2pX, νq the total variation flow in rX,B,m, νs.
In the next result we give an important property of the total variation flow in random
walk spaces.
Proposition 3.21. Let rX,B,m, νs be a reversible random walk space. The total variation







u0dν for every t ¥ 0.































u0dν for any t ¥ 0. 
3.3. Asymptotic behaviour
Proposition 3.22. Let rX,B,m, νs be a reversible random walk space. For every u0 P
L1pX, νq X L2pX, νq, there exists






1 u0  u8 in L2pX, νq.
Suppose further that rX,B,m, νs is m-connected, then:
Universitat de València Marcos Solera Diana
3. The total variation flow 105
(i) if νpXq  8, u8  0 ν-a.e.





Proof. Since Fm is a proper and lower semicontinuous function in X attaining the
minimum at the zero function and, moreover, Fm is even, by [46, Theorem 5], we have that
the strong limit in L2pX, νq of et∆m1 u0 exists and is a minimum point of Fm, i.e.,
u8 P tu P L1pX, νq X L2pX, νq : 0 P ∆m1 puqu.
Suppose now that rX,B,m, νs is m-connected. Then, since 0 P ∆m1 pu8q, we have that
TVmpu8q  0 thus, by Lemma 3.6, we get that u8 is a constant ν-a.e.. Therefore, if






Let us see that we can specify a rate of convergence of the total variation flow pet∆m1 qt¥0
when a Poincaré type inequality holds.
Definition 3.23. Let rX,B,m, νs be a reversible random walk space and 1 ¤ p, q    8.


























The following result was proved in [18, Theorem 7.11] for the particular case of the metric
random walk space rΩ, d,mJ,Ω,LN Ωs given in Example 1.37, where Ω  RN is a bounded
smooth domain. We generalise the result to any reversible random walk space. Let us first
recall the definition of a Liapunov functional for a continuous semigroup.
Definition 3.24. Let X be a metric space and S a continuous semigroup on X. A
Liapunov functional for T (see [70]) is a map V : X Ñ R such that V pSptquq ¤ V puq for any
u P X, t ¥ 0.
Theorem 3.25. Let rX,B,m, νs be a reversible random walk space and assume that ν
is a probability measure. If rX,B,m, νs satisfies a 1-Poincaré inequality, then, for any u0 P
L2pX, νq, et∆m1 u0  νpu0qL1pX,νq ¤ 12λ1rX,B,m,νs
}u0}2L2pX,νq
t
for all t ¡ 0.
Proof. Let u0 P L2pX, νq. The complete accretivity of the operator ∆m1 (recall Defi-
nition A.34) implies that
Lpuq : }u νpu0q}L1pX,νq , u P L2pX, νq,
is a Liapunov functional for the semigroup tet∆m1 : t ¥ 0u. Indeed, by Proposition A.43, et∆m1
is a complete contraction (see Definition A.32) for t ¥ 0 thus, taking the normal functional
N : L1pX, νq Ñ p8, 8s defined by Npuq : }u νpu0q}L1pX,νq, since et∆m1 0  0, t ¥ 0, we
get that et∆m1 u νpu0qL1pX,νq ¤ }u νpu0q}L1pX,νq , u P L2pX, νq, t ¥ 0.
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In particular, if vptq : et∆m1 u0  νpu0q,
(3.19) }vptq}L1pX,νq ¤ }vpsq}L1pX,νq for t ¥ s.
Now, by Proposition 3.21, we have that νpuptqq  νpu0q for all t ¥ 0, so the 1-Poincaré
inequality yields3
(3.20) λ1rX,B,m,νs}vpsq}L1pX,νq ¤ TVmpvpsqq, s ¥ 0.









TVmpvpsqqds, t ¥ 0.








































, t ¡ 0,
which concludes the proof. 
Remark 3.26. If νpXq  8 and u0 P L1pX, νq X L2pX, νq, then, if
³
X u0dν  0, we may
proceed similarly (substituting νpu0q by 0) to obtain thatet∆m1 u0L1pX,νq ¤ 12λ1rX,B,m,νs
}u0}2L2pX,νq
t
for all t ¡ 0.
On account of Theorem 3.25, we obtain the following result on the asymptotic behaviour
of the total variation flow.
Corollary 3.27. Under the hypothesis of Theorem 1.84 with p  1, A  X, B  H
and assuming that ν is a probability measure; if u0 P L2pX, νq, thenet∆m1 u0  νpu0qL1pX,νq ¤ 12λ1rX,B,m,νs
}u0}2L2pX,νq
t
for all t ¡ 0.
Let us see that, when rX,B,m, νs satisfies a 2-Poincaré inequality, the solution of the
total variation flow reaches the steady state in finite time.
Theorem 3.28. Let rX,B,m, νs be a reversible random walk space and assume that ν is
a probability measure. Suppose that rX, d,m, νs satisfies a 2-Poincaré inequality. Then, for
any u0 P L2pX, νq,
}et∆m1 u0  νpu0q}L2pX,νq ¤

}u0  νpu0q}L2pX,νq  λ2rX,B,m,νst
	 




1 u0  νpu0q @ t ¥ t̂ : }u0νpu0q}L2pX,νqλ2rX,B,m,νs .
3This inequality is, of course, true if }vpsq}L1pX,νq  0.
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Proof. Let u0 P L2pX, νq, uptq : et∆m1 u0 and vptq : uptq  νpu0q. Since ∆m1 uptq 
∆m1 vptq, we have that
d
dt
vptq P ∆m1 vptq, t ¡ 0.
Note that vptq P BVmpX, νq for every t ¡ 0. Indeed, since ∆1m  BFm is a maximal
monotone operator in L2pX, νq, then, by [43, Theorem 3.7] with H  L2pX, νq, we have that
vptq P Dp∆1mq  BVmpX, νq for every t ¡ 0.
Consequently, by Theorem 3.13, there exists gt P L8pXX, νbmxq antisymmetric with




gtpx, yq dmxpyq 
d
dt







gtpx, yqdmxpyq vptqpxqdνpxq  Fmpvptqq  TVmpuptqq for every t ¡ 0.








vptq2dν   TVmpvptqq  0.
Now, by Proposition 3.21, we have that νpuptqq  νpu0q for all t ¥ 0, and, since
rX,B,m, νs satisfies a 2-Poincaré inequality, we have






}vptq}2L2pX,νq   λ2rX,B,m,νs}vptq}L2pX,νq ¤ 0 for all t ¥ 0.





for all t ¥ 0,
that is,
}uptq  νpu0q}L2pX,νq ¤

}u0  νpu0q}L2pX,νq  λ2rX,B,m,νst
	 
for all t ¥ 0. 
Remark 3.29. As before, if νpXq  8 and u0 P L1pX, νq X L2pX, νq with
³






for all t ¥ 0.
Definition 3.30. Let rX,B,m, νs be a reversible random walk space and suppose that
ν is a probability measure. We define the extinction time as
T pu0q : inftt ¡ 0 : et∆m1 u0  νpu0qu, u0 P L2pX, νq.





To obtain a lower bound on the extinction time we will use the norm }  }m, introduced
in Remark 3.14.
Theorem 3.31. Let rX,B,m, νs be a reversible random walk space and suppose that ν is
a probability measure. Then,
T pu0q ¥ }u0  νpu0q}m, @u0 P L2pX, νq.
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Proof. We may assume that T pu0q   8. Let u0 P L2pX, νq. If uptq : et∆m1 u0, we
have




Then, by integration by parts (Proposition 3.18), we get
}u0  νpu0q}m,  sup
"»
X






















TVmpwqdt : TVmpwq ¤ 1
+
 T pu0q. 
As a consequence of Example 1.74 and Theorem 3.28, we get the following result.
Theorem 3.32. Let G  pV pGq, EpGqq be a finite weighted connected discrete graph and




1 u0  νpu0q}L2pV pGq,νGq ¤ λ2rV pGq,dG,mG,νGs
 
t̂ t  ,





1 u0  νpu0q for all t ¥ t̂.
3.4. m-Cheeger and m-Calibrable sets
Definition 3.33. Let rX,B,m, νs be a reversible random walk space. Given Ω P B with
0   νpΩq   νpXq, we define hm1 pΩq4 (the m-Cheeger constant of Ω) as
(3.24) hm1 pΩq : inf
"
PmpEq
νpEq : E P BΩ, νpEq ¡ 0
*
.
If a set E P BΩ minimizes (3.24), then E is said to be an m-Cheeger set of Ω. Furthermore,




Note that, by (1.6), we have that hm1 pΩq ¤ 1.
Definition 3.34. Let rX,B,m, νs be a random walk space and let Ω P B with 0   νpΩq  




Remark 3.35. (1) Let rRN ,B,mJ ,LN s be the random walk space given in Example 1.37.
Then, the concepts of m-Cheeger set and m-calibrable set coincide with the concepts of J-
Cheeger set and J-calibrable set introduced in [120] (see also [121]).
4The notation hm1 pΩq is chosen together with the one that we will use for the classical Cheeger constant
h1pΩq (see (3.25)). In both of these, the subscript 1 is there to further distinguish them from the upcoming
notation hmpXq for the m-Cheeger constant of X (see (3.45)).
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(2) Let rV pGq, dG,mG, νGs be the metric random walk space associated with a locally finite
weighted discrete graph G  pV pGq, EpGqq having more than two vertices and no loops (i.e.,
wxx  0 for all x P V ). Then, any subset consisting of two vertices is mG-calibrable. Indeed,












νGptyuq  1 ¥
PmGpΩq
νGpΩq .
Therefore, Ω is mG-calibrable.
In [120] it is proved that, for the metric random walk space rRN , d,mJ ,LN s given in
Example 1.37, each ball is a J-calibrable set. In the next example we will see that this result
is not true in general.
Example 3.36. Let G  pV pGq, EpGqq be the finite weighted discrete graph with vertex
set V pGq  tx1, x2, . . . , x7u and the following weights: wx1,x2  2, wx2,x3  1, wx3,x4 
2, wx4,x5  2, wx5,x6  1, wx6,x7  2 and wxi,xj  0 otherwise. Let rV pGq, dG,mG, νGs be
















Consequently, the ball Bpx4, 52q is not mG-calibrable.
In the next Example we will see that there exist random walk spaces with sets that do not
contain m-Cheeger sets.
Example 3.37. Let G  pV pGq, EpGqq be the finite weighted discrete graph defined in







for n  0, 1, 2, . . . ,
and wxi,xj  0 otherwise. If Ω : tx1, x2, x3 . . .u, then PmG pDqνGpDq ¡ 0 for every D  Ω with
νGpDq ¡ 0 but, working as in Example 3.80, we get hm1 pΩq  0. Therefore, Ω has no
m-Cheeger set.
It is well known (see [85]) that, for a bounded smooth domain Ω  RN , the classical
Cheeger constant
(3.25) h1pΩq : inf
"
PerpEq
|E| : E  Ω, |E| ¡ 0
*
,
is an optimal Poincaré constant, namely, it coincides with the first eigenvalue of the 1-
Laplacian:









: u P BV pΩq, }u}L8pΩq  1
,//.//- .
In order to get a nonlocal version of this result, we introduce the following constant.
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Definition 3.38. Let rX,B,m, νs be a random walk space. For Ω P B with 0   νpΩq  
νpXq, we define
Λm1 pΩq : inf
"










: u P L1pX, νqzt0u, u  0 in XzΩ, u ¥ 0
,//.//- .
Theorem 3.39. Let rX,B,m, νs be a reversible random walk space. Let Ω P B with
0   νpΩq   νpXq. Then,
hm1 pΩq  Λm1 pΩq.





Therefore, Λm1 pΩq ¤ hm1 pΩq. For the opposite inequality we will follow an idea used in [85].
















where the first equality follows by the coarea formula (Theorem 3.5) and the last one by
Cavalieri’s Principle. Taking the infimum over u in the above expression we get Λm1 pΩq ¥
hm1 pΩq. 





|E| : E  Ω, E with finite perimeter, |E| ¡ 0
*
.
The following characterization of convex calibrable sets is proved in [6].
Theorem 3.40. ([6]) Given a bounded convex set Ω  RN of class C1,1, the following
assertions are equivalent:
(a) Ω is calibrable.






(c) pN  1qess sup
xPBΩ
HBΩpxq ¤ PerpΩq|Ω| .
In the following results, we will see that the nonlocal counterparts of some of the impli-
cations in this theorem also hold true in our setting, while others do not.
Remark 3.41. Let rX,B,m, νs be a reversible random walk space.
(1) Let Ω P B with 0   νpΩq   νpXq and assume that there exists a constant λ ¡ 0 and a
measurable function τ : X Ñ R such that τpxq  1 for x P Ω and
λτ P ∆m1 χΩ in X.
Let us see that λ  λmΩ . By Theorem 3.13, there exists g P L8pXX, νbmxq antisymmetric




gpx, yq dmxpyq  λτpxq for ν-a.e x P X
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(2) Let Ω P B with 0   νpΩq   νpXq, and τ : X Ñ R a measurable function with τpxq  1
for x P Ω. Then,
(3.26) λmΩ τ P ∆m1 χΩ in X ô λmΩ τ P ∆m1 0 in X.
Indeed, the left to right implication follows from the fact that, for u P L2pX, νq,
BFmpuq  BFmp0q,
and, for the converse implication, we have that there exists g P L8pX X, ν bmxq antisym-




gpx, yq dmxpyq for ν-a.e. x P X.
Now, multiplying this equation by χΩ and integrating over X with respect to ν, since ν is
reversible with respect to m and g is antisymmetric, we get























|χΩpyq  χΩpxq| dmxpyqdνpxq  PmpΩq.
Therefore, the previous inequality is, in fact, an equality, thus
gpx, yq P signpχΩpyq  χΩpxqq for pν bmxq-a.e. px, yq P X X,
and, consequently,
λmΩ τ P ∆m1 χΩ in X.
The next result is the nonlocal version of the fact that (a) is equivalent to (b) in Theo-
rem 3.40.
Theorem 3.42. Let rX,B,m, νs be an m-connected reversible random walk space. Let
Ω P B with 0   νpΩq   νpXq. Then, the following assertions are equivalent:
(i) Ω is m-calibrable,
(ii) there exists λ ¡ 0 and a measurable function τ : X Ñ R equal to 1 in Ω such that
(3.27) λτ P ∆m1 χΩ in X,
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(iii)




1 if x P Ω,
 1
λmΩ
mxpΩq if x P XzΩ.
Proof. Observe that, since rX,B,m, νs is m-connected, by Proposition 1.63, we have
PmpΩq ¡ 0 and, therefore, λmΩ ¡ 0.
piiiq ñ piiq: Trivial.
piiq ñ piq: Suppose that there exists a measurable function τ : X Ñ R equal to 1 in Ω
satisfying (3.27). Then, by Remark 3.41(1), λ  λmΩ . Hence, there exists g P L8pX X, ν b











gpx, yqdmxpyqχΩpxqdνpxq  PmpΩq.
Then, if F P BΩ with νpF q ¡ 0, since g is antisymmetric, by using the reversibility of ν with
respect to m, we get
λmΩ νpF q  λmΩ
»
X












gpx, yqpχF pyq  χF pxqq dmxpyqdνpxq ¤ PmpF q.
Therefore, hm1 pΩq  λmΩ and, consequently, Ω is m-calibrable.
piq ñ piiiq Suppose that Ω is m-calibrable. Let
τpxq 
$&%
1 if x P Ω,
 1
λmΩ
mxpΩq if x P XzΩ.
We claim that λmΩ τ P ∆m1 0, that is,
(3.28) λmΩ τ
 P BFmp0q.
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2LmpEtpwqzΩ, Etpwq X Ωqdt.


















which proves (3.28). Now, since
PmpEtpwqzΩq  LmpEtpwqzΩ, XzpEtpwqzΩqq
 LmpEtpwqzΩ, pEtpwq X Ωq .Y pXzEtpwqqq
 LmpEtpwqzΩ, Etpwq X Ωq   LmpEtpwqzΩ, XzEtpwqq,
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Finally, by (3.26), (3.28) yields
λmΩ τ P ∆m1 χΩ in X,
and this concludes the proof. 
Even though, in principle, the m-calibrability of a set is a nonlocal concept which may,
therefore, depend on the whole of X, in the next result we will see that the m-calibrability of
a set depends only on the set itself.
Theorem 3.43. Let rX,B,m, νs be an m-connected reversible random walk space. Let
Ω P B with 0   νpΩq   νpXq. Then, Ω is m-calibrable if, and only if, there exists an
antisymmetric function g in Ω Ω such that
(3.31) 1 ¤ gpx, yq ¤ 1 for pν bmxq-a.e. px, yq P Ω Ω,
and
(3.32) λmΩ  
»
Ω
gpx, yq dmxpyq   1mxpΩq, for ν-a.e. x P Ω.








gpx, yq dmxpyq for ν-a.e. x P Ω.
Proof. By Theorem 3.42, we have that Ω is m-calibrable if, and only if, there exists
g P L8pX  X, ν b mxq antisymmetric with gpx, yq P signpχΩpyq  χΩpxqq for ν b mx-a.e.









gpx, yq dmxpyq for ν-a.e. x P XzΩ.




gpx, yq dmxpyq  
»
Ω







gpx, yq dmxpyq  mxpXzΩq  
»
Ω
gpx, yq dmxpyq   1mxpΩq.
Therefore, we have obtained (3.31) and (3.32).
Let us now suppose that we have an antisymmetric function g in ΩΩ satisfying (3.31)









g̃px, yqdmxpyq, x P XzΩ,








g̃px, yqdmxpyq  mxpΩq, x P XzΩ,
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since, necessarily, g̃px, yq  1 for x P Ω and y P XzΩ, and g̃px, yq  1 for x P XzΩ and y P Ω.
Now, the second equality in this system is satisfied if we take g̃px, yq  0 for x, y P XzΩ, and
the first one is just a rewrite of (3.32) if we take g̃px, yq  gpx, yq for x, y P Ω. 
Corollary 3.44. Let rX,B,m, νs be an m-connected reversible random walk space. A set
Ω P B is m-calibrable if, and only if, it is mΩm-calibrable as a subset of rΩm,BΩm ,mΩm , ν Ωms
(recall Example 1.42).
Remark 3.45. Let rX,B,m, νs be an m-connected reversible random walk space.
(1) Let Ω P B with 0   νpΩq   νpXq. Observe that, as we have proved,
(3.33) Ω is m-calibrable ô λmΩ χΩ  mp.qpΩqχXzΩ P ∆m1 χΩ .
(2) Suppose that ν is a probability measure and let Ω P B with 0   νpΩq   1. Let us see
that the equation
λmΩ χΩ P ∆m1 χΩ in X
does not hold true. Suppose that
λmΩ χΩ   hχXzΩ P ∆m1 χΩ in X
for some measurable function h : X Ñ R. Then, there exists g P L8pX  X, ν b mxq
antisymmetric with
gpx, yq P signpχΩpyq  χΩpxqq for pν bmxq-a.e. px, yq P X X
such that
(3.34) λmΩ χΩpxq   hpxqχXzΩpxq 
»
X
gpx, yq dmxpyq for ν-a.e x P X.












However, since ν is a probability measure, we have that g is ν bmx-integrable over X X,
thus, since g is antisymmetric, the integral on the right hand side of the above equation is





Now, since rX,B,m, νs is m-connected, Theorem 1.63 yields that PmpΩq ¡ 0, thus, by (3.35),
h is non-ν-null.
We have proven that, if ν is a probability measure (so that, in particular, g is ν bmx-
integrable), the equation
(3.36) λmΩ χΩ P ∆m1 χΩ in X
does not hold true for any set Ω P B with 0   νpΩq   1. However, if νpXq   8, then (3.36)
may be satisfied, as shown by the next example.
Example 3.46. Consider the metric random walk space rR, d,mJ ,L1s with J  12χr1,1s








r1,1s  14 . Take gpx, yq to be antisymmetric and defined as follows for y   x:
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Then, g P L8pX X, ν bmJxq,








gpx, yq dmJxpyq for ν-a.e x P R.
Note that g is not ν bmJx integrable.
Remark 3.47. As a consequence of Theorem 3.40, it holds that (see [6, Introduction]
or [12, Section 4.4]) a bounded convex set Ω  RN is calibrable if, and only if, upt, xq 
1 PerpΩq|Ω| t
	 
χΩpxq is a solution of the Cauchy problem#
ut ∆1u Q 0 in p0,8q  RN ,
up0q  χΩ.
That is, a calibrable set Ω is that for which the gradient descent flow associated with the
total variation tends to decrease linearly the height of χΩ without distortion of its boundary.
Now, as a consequence of (3.33), we can obtain a similar result in our context if we
introduce an absorption term in the corresponding Cauchy problem. The appearance of this
term is due to the nonlocality of the diffusion considered. Let Ω P B with 0   νpΩq   νpXq,
then Ω is m-calibrable if, and only if, uptqpxq  p1 λmΩ tq  χΩpxq is a solution of$&% utptqpxq ∆
m
1 uptqpxq Q mxpΩqχXzΩpxqχr0,1{λmΩ qptq pt, xq P p0,8q X,
up0qpxq  χΩpxq, x P X.
Indeed, for any T ¡ 0, by Theorem A.31 ([43, Theoreme 3.6]) with f P L2p0, T ;L2pX, νqq
defined by
fptqpxq : mxpΩqχXzΩpxqχr0,1{λmΩ qptq,
we have that this problem has a unique solution u PW 1,1p0, T ;L2pX, νqq. Then, if uptqpxq 





Q λmΩχΩ  pλmΩχΩ  mpΩqχXzΩq
which is equivalent to Ω being m-calibrable by (3.33). The only if direction follows by the
uniqueness of the solution.
The following result relates the m-calibrability of a set with its m-mean curvature. This
is the nonlocal version of one of the implications in the equivalence between (a) and (c) in
Theorem 3.40.
Proposition 3.48. Let rX,B,m, νs be an m-connected reversible random walk space. Let
Ω P B with 0   νpΩq   νpXq. Then,








(3.38) Ω m-calibrable ñ ν-ess sup
xPΩ
HmBΩpxq ¤ λmΩ .
Proof. By Theorem 3.43, there exists an antisymmetric function g in Ω Ω such that
1 ¤ gpx, yq ¤ 1 for pν bmxq-a.e. px, yq P Ω Ω,
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mzpΩqdνpzq  mxpΩq  
»
Ω






mzpΩqdνpzq ¤ 2mxpΩq for ν-a.e. x P Ω,
thus (3.37) follows.
The equivalent thesis (3.38) follows from (3.37) and the fact that
ν-ess sup
xPΩ





mxpΩqdνpxq ¤ 2 ν-ess inf
xPΩ
mxpΩq.
For this last equivalence recall from (1.10) that
HmBΩpxq  1 2mxpΩq









The converse of Proposition 3.48 is not true in general, an example is given in [120] (see
also [121]) for rR3, d,mJ ,L3s, with d the Euclidean distance and J  1|B1p0q|χB1p0q. Let us
see an example, in the case of graphs, where the converse of Proposition 3.48 is not true
Example 3.49. Let G  pV pGq, EpGqq be a finite weighted discrete graph with V pGq 
tx1, x2, . . . , x8u and the following weights: wx1,x2  wx2,x3  wx6,x7  wx7,x8  2, wx3,x4 
wx4,x5  1, wx4,x5  10 and wxi,xj  0 otherwise. Let rV pGq, dG,mG, νGs be the associated






and HmGBΩ pxq ¤ 0 @x P Ω.






Proposition 3.50. Let rX,B,m, νs be a reversible random walk space. Let Ω P B with
0   νpΩq   νpXq. Let Ω1, Ω2 P B.
(1) If Ω  Ω1 \m Ω2 (recall Definition 1.33), then
mintλmΩ1 , λmΩ2u ¤ λmΩ .
(2) If Ω  Ω1 \m Ω2 is m-calibrable, then each Ωi is m-calibrable and
λmΩ  λmΩ1  λmΩ2 .
Proof. (1) is a direct consequence of Proposition 1.57 and the fact that, for a, b, c, d






( ¤ a cb d . (2) is a direct consequence of (1) together with the
definition of m-calibrability. 
3.5. The eigenvalue problem for the 1-Laplacian
In this section we introduce the eigenvalue problem associated with the 1-Laplacian ∆m1
and its relation with the Cheeger minimization problem. For the particular case of finite
weighted discrete graphs where the weights are either 0 or 1, this problem was first studied by
Hein and Bühler ([99]) and a more complete study was subsequently performed by Chang in
[57].
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Definition 3.51. Let rX,B,m, νs be a reversible random walk space. A pair pλ, uq P
RL2pX, νq is called an m-eigenpair of the 1-Laplacian ∆m1 on X if }u}L1pX,νq  1 and there
exists ξ P signpuq (i.e., ξpxq P signpupxqq for every x P X) such that
λ ξ P BFmpuq  ∆m1 u.




Observe that, if pλ, uq is an m-eigenpair of ∆m1 , then pλ,uq is also an m-eigenpair of
∆m1 .
Remark 3.52. Let rX,B,m, νs be a reversible random walk space. By Theorem 3.13,
the following statements are equivalent:
(1) pλ, uq is an m-eigenpair of ∆m1 .












gpx, yqdmxpyqupxqdνpxq  TVmpuq.






gpx, yq dmxpyq  λξpxq for ν-a.e. x P X,
gpx, yqpupyq  upxqq  |upyq  upxq| for ν bmx-a.e. px, yq P X X;




gpx, yq dmxpyq  λξpxq for ν-a.e. x P X,
λ  TVmpuq;
Remark 3.53. Note that, since TVmpuq  λ for any m-eigenpair pλ, uq of ∆m1 , then













p|upyq|   |upxq|qdmxpyqdνpxq  }u}1  1,
thus
0 ¤ λ ¤ 1.
Example 3.54. Let rV pGq, dG,mG, νGs be the metric random walk space given in Exam-
ple 1.38. Then, a pair pλ, uq P RL2pV pGq, νGq is an mG-eigenpair of ∆mG1 if }u}L1pV pGq,νGq 
1 and there exists ξ P signpuq and g P L8pV pGq  V pGq, νG b mGx q antisymmetric with






 λξpxq for νG-a.e. x P V pGq,
gpx, yq P signpupyq  upxqq for νG bmGx -a.e. px, yq P V pGq  V pGq.
In [57], Chang gives the 1-Laplacian spectrum for some particular graphs like the Petersen
graph, the complete graph Kn, the circle graphs with n vertices Cn, etc. We will now provide
an example in which the vertices have loops.
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Example 3.55. Let G  pV pGq, EpGqq be the following finite connected weighted discrete
graph. Take V pGq  ta, bu, 0   p   1 and the following weights: waa  wbb  p, wab 
wba  1 p. Then, pλ, uq P R L2pV pGq, νGq is an mG-eigenpair of ∆mG1 if |upaq|   |upbq| 
1 and there exists ξ P signpuq and g P L8pV pGq  V pGq, νG b mGx q antisymmetric with
}g}L8pV pGqV pGq,νGbmGx q ¤ 1 such that
(3.41)
$'''''&'''''%
gpa, aq  gpb, bq  0, gpa, bq  gpb, aq,
gpa, bqp1 pq  λξpaq,
gpa, bqp1 pq  λξpbq,
gpa, bqpupbq  upaqq  |upbq  upaq|.




λ  0 and λ  1 p,
and the following pairs are m-eigenpairs of ∆m
G
1 (observe that the measure νG is not normal-
ized to a probability measure):
λ  0 and pupaq, upbqq  p1{2, 1{2q,
λ  1 p and pupaq, upbqq  p0,1q   µp1, 1q @0 ¤ µ ¤ 1.
For example, suppose that pλ, uq is an m-eigenpair with upaq  upbq. Then, upaq  upbq  12
(upaq  upbq  12 yields the same eigenvalue) and, therefore, ξ  1 thus λ  0. Alternatively,
we could have upaq ¡ upbq thus gpa, bq  1 and we continue by using (3.41).
Observe that, if a locally finite weighted discrete graph contains a vertex x with no loop,




is an m-eigenpair of the 1-Laplacian. Conversely, if 1 is an
m-eigenvalue of ∆m
G
1 , then there exists at least one vertex in the graph with no loop (this
follows easily from Proposition 3.72).
We have the following relation between m-calibrable sets and m-eigenpairs of ∆m1 .
Theorem 3.56. Let rX,B,m, νs be an m-connected reversible random walk space. Let
Ω P B with 0   νpΩq   νpXq. We have:
(i) If pλmΩ , 1νpΩqχΩq is an m-eigenpair of ∆m1 , then Ω is m-calibrable.
(ii) If Ω is m-calibrable and
(3.42) mxpΩq ¤ λmΩ for ν-a.e. x P XzΩ,
then pλmΩ , 1νpΩqχΩq is an m-eigenpair of ∆m1 .
Proof. (i): Since pλmΩ , 1νpΩqχΩq is an m-eigenpair of ∆m1 , there exists ξ P signpχΩq such
that λmΩ ξ P ∆m1 pχΩq. Then, by Theorem 3.42, we have that Ω is m-calibrable.
(ii): If Ω is m-calibrable, by Theorem 3.42, we have




1 if x P Ω,
 1
λmΩ
mxpΩq if x P XzΩ.








of ∆m1 . 
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In the next example we see that, in Theorem 3.56, the reverse implications in (i) and (ii)
are false in general.
Example 3.57. (1) Let G  pV pGq, EpGqq be the weighted discrete graph with vertex
set V pGq  ta, b, cu and weights wab  wac  wbc  12 and waa  wbb  wcc  0. Consider
the associated metric random walk space rV pGq, dG,mG, νGs. Then, ma  12δb   12δc, mb 
1
2δa   12δc, mc  12δa   12δb and νG  δa   δb   δc. By Remark 3.35(2), we have that
Ω : ta, bu is mG-calibrable. However, λmGΩ  12 and p12 , χΩq is not an m-eigenpair of ∆m1
since 0 R medνpχΩq (see Corollary 3.71). Therefore, (3.42) does not hold (it follows by a
simple calculation that mGc pΩq  1 ¡ 12  λm
G
Ω ).
(2) Consider the metric random walk space rZ2, dZ2 ,mZ2 , νZ2s, where dZ2 : Z2 Ñ N Y t0u is
defined as
dZ2ppx1, x2q, py1, y2qq : |x1  y1|   |x2  y2|, px1, x2q, py1, y2q P Z2,
and the weights are defined as: wxy  1 if dZ2px, yq  1 and wxy  0 otherwise. For ease of
notation we denote mZ
2
by m. Let
Ωk : tpx1, x2q P Z2 : 0 ¤ x1, x2 ¤ k  1u for k ¥ 1.





Moreover, for 1 ¤ k ¤ 4 these sets are m-calibrable and satisfy (3.42). Therefore, for








is an m-eigenpair of ∆m1 and, with the same reasoning, it is also
an mk-eigenpair of ∆
mk
1 in
rpΩkqm, dZ2 ,mk, νZ2 pΩkqms
(recall Definition 1.51 and Example 1.42; for ease of notation we have denoted mk : mpΩkqm).
In fact, we have that pmkqxptyuq  mxptyuq for every x, y P pΩkqm, i.e., the probabilities
associated with the jumps between different vertices in pΩkqm do not vary. The difference is
that, when considering mk, a loop is “appearing” at each vertex of BmΩk, i.e., pmkqxptxuq ¡ 0
for every x P BmΩk (note that BmΩk is the set of vertices which are at a distance of 1 from
Ωk).
Let us see what happens for





























where A : tpx1, x2q P Z2 : 2 ¤ x1, x2 ¤ 6u; and the same is true if we take A to be the












fails to be an m5-eigenpair of ∆
m5
1 in
rpΩ5qm, dZ2 ,m5, νZ2 pΩ5qms
since the condition on the median given in Corollary 3.71 is not satisfied; nevertheless, Ω5 is
still m5-calibrable in this setting.
Remark 3.58. Let us give some characterizations of (3.42).
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Figure 1. The numbers in the graph are the values of a function gpx, yq
satisfying (3.52), where x is the vertex to the left of the number and y is the
one to the right, or, alternatively, x is the one above and y the one below.
Elsewhere, gpx, yq is taken as 0. The vertex p0, 0q is labelled in the graph. As
an example, gpp0, 0q, p1, 0qq  1{5 and gpp0, 1q, p0, 0qq  1.
(1) In terms of the m-mean curvature we have that,








where Ωc  XzΩ. Indeed, (3.42) is equivalent to
1 2mxpΩq ¥ 1 2PmpΩq
νpΩq 
νpΩq  2PmpΩq
νpΩq for ν-a.e. x P Ω
c,






HmBΩpyqdνpyq for ν-a.e. x P Ωc
thanks to (1.9) and (1.11). Hence, since HmBΩpxq  HmBΩcpxq, we are done.





mxpΩqdνpxq ¤ ν-ess inf
xPΩc
mxpΩcq.
Indeed, in this case, on account of (1.6), we rewrite (3.42) as










mypΩqdνpyq ¤ mxpΩcq for ν-a.e. x P Ωc,
which gives us the characterization.
In the next example we give m-eigenpairs of the 1-Laplacian for the metric random walk
space given in Example 1.37.
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Example 3.59. Let Ω  RN with LN pΩq   8 and consider the metric random walk
space rΩ, d,mJ,Ω, ν Ωs with J : 1LN pBrp0qqχBrp0q (recall Examples 1.37 and 1.42). Moreover,
assume that there exists Bρpx0q  Ω such that distpBρpx0q,RNzΩq ¡ r. Then, by (1.7), we
have
PmJ,ΩpBρpx0qq  PmJ pBρpx0qq,
and, since Bρpx0q is mJ -calibrable, we have that Bρpx0q is mJ,Ω-calibrable (Corollary 3.44).
Assume also that LN pBρpx0qq   12LN pBrp0qq. Let us see that
(3.43) mJ,Ωx pBρpx0qq ¤ λm
J,Ω
Bρpx0q
for LN -a.e. x P ΩzBρpx0q.





mJ,Ωx pBρpx0qqdx ¤ LN - ess inf
xPΩzBρpx0q
mJ,Ωx pΩzBρpx0qqq.
Now, for x P Ω, we have










Then, for x P ΩzBρpx0q, we have


















is an mJ,Ω-eigenpair of ∆m
J,Ω
1 .
Similarly, for the metric random walk space rRn, d,mJ ,LN s with J  1LN pBrp0qqχBrp0q,










is an mJ -eigenpair of ∆m
J
1 .
3.6. The m-Cheeger constant




where M is a compact manifold, λ1p∆M q is the first non-trivial eigenvalue of the Laplace
Beltrami operator ∆M on L
2pM, volq and the Cheeger constant hM is defined as follows:
hM : inf AreapBSq
minpvolpSq, volpMzSqq ,
where the infimum runs over all S  M with sufficiently smooth boundary. This inequality
can be traced back to Polya and Szego’s paper [139].
On graphs, the first results regarding Cheeger’s bound for the lowest eigenvalue of the graph
Laplacian are due to Dodziuk [74] and Alon and Milmann [5]. These estimates have been
subsequently improved and several variants have been obtained. In a locally finite weighted




mintνGpDq, νGpV pGqzDqu ,
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For locally finite connected weighted discrete graphs, the following relation between the Cheeger





¤ λ1pGq ¤ 2hG.
In this section, among other results, we will generalise this inequality to reversible random
walk spaces.
Definition 3.60. Let rX,B,m, νs be a reversible random walk space and suppose that








(3.45) hmpXq  inf
"
PmpDq





Note that, as a consequence of (1.6), we get
hmpXq ¤ 1.
Moreover, if hmpXq ¡ 0, then hmpXq is the best constant in the isoperimetric inequality
(1.20).
Recall that in Section 3.4 we defined the m-Cheeger constant hm1 pΩq for sets Ω P B with
0   νpΩq   νpXq (see (3.24); recall that ν need not be finite for that definition). In this
section, the m-Cheeger constant hmpXq is, instead, a global constant of the random walk
space. Observe that, since ν is a probability measure,
hmpXq ¤ hm1 pΩq
for any Ω P B such that 0   νpΩq ¤ 1{2; and, if hmpXq  PmpΩqνpΩq for some Ω P B such that
0   νpΩq ¤ 1{2, then hmpXq  hm1 pΩq and, moreover, Ω is m-calibrable.
Having in mind (1.8), we have that this definition is consistent with the definition on
graphs (see [63], also [26]).
Example 3.61. Let rV pGq, dG,mG, νGs be the metric random walk space given in Exam-


































This minimization problem is closely related with the balance graph cut problem that appears
in Machine Learning Theory (see [87, 88]).
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We will now give a variational characterization of the Cheeger constant (similar to the
one given for hm1 pΩq in Theorem 3.39) which generalizes the one obtained in [148] for the
particular case of finite graphs. We first recall the following definition.
Definition 3.62. Let pX,B, νq be a probability space and let u : X Ñ R be a measurable
function. A number µ P R is a median of u (with respect to ν) if
νptx P X : upxq   µuq ¤ 1
2
and νptx P X : upxq ¡ µuq ¤ 1
2
.
We denote by medνpuq the set of all medians of u.
Remark 3.63. It is easy to see that
µ P medνpuq ô νptu  µuq ¤ νptu ¡ µuq  νptu   µuq ¤ νptu  µuq,
from this it follows that








|u c|dν : c P R
*
 medνpuq.
Indeed, let m P medνpuq. We may suppose that m  0 (otherwise, consider u1  u  m).






for every c ¥ 0 (it then follows for any c   0 by taking u1 : u and c1 : c). First note
that
p|u c|  |u|qχtu¤0u  cχtu¤0u
and
p|u c|  |u|qχtu¡0u ¥ cχtu¡0u





|u|dν ¥ cpνptu ¤ 0uq  νptu ¡ 0uqq  cp1 2νptu ¡ 0uqq ¥ 0.
Definition 3.64. Let rX,B,m, νs be a random walk space. We denote
ΠpXq :  u P L1pX, νq : }u}L1pX,νq  1 and 0 P medνpuq(
and
(3.48) λm1 pXq : inf tTVmpuq : u P ΠpXqu .
Theorem 3.65. If rX,B,m, νs is a reversible random walk space and ν is a probability
measure, then
hmpXq  λm1 pXq.
Proof. If D P B satisfies 0   νpDq ¤ 12 , then 0 P medνpχDq. Therefore,










λm1 pXq ¤ hmpXq.
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Now, for the opposite inequality, let u P L1pX, νq such that }u}L1pX,νq  1 and 0 P
medνpuq. Since 0 P medνpuq, by the coarea formula (Theorem 3.5), and having in mind that



























 hmpXq}u}L1pX,νq  hmpXq.
Therefore, taking the infimum over u, we get λm1 pXq ¥ hmpXq. 
Following [63] and using Theorem 3.65, the next result shows that the Cheeger inequality
(3.44) also holds in our context.
Theorem 3.66. Let rX,B,m, νs be a reversible random walk space and assume that ν is
a probability measure. The following Cheeger inequality holds:
phmpXqq2
2
¤ gapp∆mq ¤ 2hmpXq.




































 pfnpyq  µnq   pfnpxq  µnq   pfnpyq  µnq  pfnpxq  µnq dmxpyqdνpxq.






 pfnpyq  µnq   pfnpxq  µnq   pfnpyq  µnq  pfnpxq  µnq dmxpyqdνpxq ¥ 0.
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 pfnpyq  µnq   pfnpxq  µnq 2 dmxpyqdνpxq»
X
 pfnpxq  µnq 2 dνpxq   »
X






 pfnpyq  µnq  pfnpxq  µnq2 dmxpyqdνpxq»
X
 pfnpxq  µnq 2 dνpxq   »
X
 pfnpxq  µnq2 dνpxq .
Having in mind that
a  b








for every a, b, c, d P R ,
and »
X
 pfnpxq  µnq 2 dνpxq   »
X
 pfnpxq  µnq2 dνpxq ¡ 0,
we can assume, without loss of generality, that»
X









 pfnpyq  µnq   pfnpxq  µnq 2 dmxpyqdνpxq»
X
 pfnpxq  µnq 2 dνpxq .























 pfnpyq  µnq    pfnpxq  µnq 2 dmxpyqdνpxq
 12 .




 pfnpyq  µnq    pfnpxq  µnq 2 dmxpyqdνpxq ¤ 4 »
X












 pfnpyq  µnq 2   pfnpxq  µnq 2 dmxpyqdνpxq»
X








, by Theorem 3.65, we get
phmpXqq2 ¤ 2Hmpfnq}fn}2L2pX,νq
,
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To prove the other inequality we assume that gapp∆mq ¡ 0. Now, by (1.20), we have
mintνpDq, 1 νpDqu ¤ 2
gapp∆mqPmpDq for all D P B, 0   νpDq   1,
and it follows that gapp∆mq ¤ 2hmpXq. 
Let A P B with νpAq  12 and u  χA  χXzA. It is easy to see that TVmpuq  2PmpAq
and Hmpuq  4PmpAq. Hence, since }u}L1pX,νq  }u}L2pX,νq  1, νpuq  0 and 0 P medνpuq,
we obtain the following result as a consequence of Theorem 3.65.
Corollary 3.67. Let rX,B,m, νs be a reversible random walk space and assume that ν
is a probability measure. Let A P B with νpAq  12 and u  χA  χXzA. Then,
1. hmpXq  PmpAq
νpAq ô u 
χA  χXzA is a minimizer of (3.48).
2. u is a minimizer of (3.48) and gapp∆mq  2hmpXq ô u is a minimizer of (1.13).
Bringing together all the above results we have:
Theorem 3.68. Let rX,B,m, νs be a reversible random walk space and assume that ν is
a probability measure. The following statements are equivalent:
(a) rX,B,m, νs satisfies a Poincaré inequality,
(b) gapp∆mq ¡ 0,
(c) rX,B,m, νs satisfies an isoperimetric inequality,
(d) hmpXq ¡ 0.
Example 3.69. It is well known (see for instance [63]), that for a finite weighted discrete
graph G, hmpGq ¡ 0 if, and only if, G is connected. This result is not true for infinite graphs.
In fact, the graph given in Example 1.77 is connected and its Cheeger constant is zero (since
gapp∆mq  0).
3.6.1. The m-Cheeger constant and the m-eigenvalues of ∆m1 . In this section we
will study the relations between the non-null m-eigenvalues of the 1-Laplacian and the m-
Cheeger constant hmpXq. We will suppose that ν is a probability measure. This does not
entail a loss of generality since, if ν is finite, λmD  PmpDqνpDq remains unchanged if we normalise
to a probability measure, and the same is true for the m-eigenvalues of the 1-Laplacian.
Proposition 3.70. Let rX,B,m, νs be an m-connected reversible random walk space and
assume that ν is a probability measure. Let pλ, uq be an m-eigenpair of ∆m1 . Then,
(i) λ  0 ô u is ν-a.e. a constant, that is, u  1 or u  1 ν-a.e.




Observe that p0, 1q and p0,1q are m-eigenpairs of the 1-Laplacian in reversible random
walk spaces.
Proof. (i) By (3.40), if λ  0, we have that TVmpuq  0 and then, by Lemma 3.6, we
get that u is ν-a.e. a constant, thus, since }u}L1pX,νq  1, either u  1 or u  1 ν-a.e..
Similarly, if u is ν-a.e. a constant then TVmpuq  0 and, by (3.40), λ  0.
(ii) (ð) If λ  0, by (i), we have that u  1 or u  1 ν-a.e., and this is in contradiction
with the existence of ξ P signpuq such that ³X ξpxqdνpxq  0.
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(ñ) There exists ξ P signpuq and g P L8pX X, ν bmxq antisymmetric satisfying (3.39)
and }g}L8pXX,νbmxq ¤ 1. Hence, since g is antisymmetric, by the reversibility of ν with









gpx, yq dmxpyqdνpxq  0.
Therefore, since λ  0, »
X
ξpxqdνpxq  0. 
Proposition 3.70 and equation (3.46) yield the following result which was obtained, for
finite graphs, by Hein and Bühler in [99].
Corollary 3.71. Let rX,B,m, νs be an m-connected reversible random walk space and
assume that ν is a probability measure. If pλ, uq is an m-eigenpair of ∆m1 then
λ  0 ô 0 P medνpuq.
Observe that, by this corollary, if λ  0 is an m-eigenvalue of ∆m1 , then there exists an
m-eigenvector u associated with λ such that its 0-superlevel set E0puq has positive ν-measure.
In fact, for any m-eigenvector u associated with λ, either u or u will satisfy this condition.
Proposition 3.72. Let rX,B,m, νs be an m-connected reversible random walk space and
assume that ν is a probability measure. Let t ¥ 0. If pλ, uq is an m-eigenpair of ∆m1 with






is an m-eigenpair of ∆m1 , λ  λmEtpuq and
Etpuq is m-calibrable. Moreover, νpEtpuqq ¤ 12 .
Proof. First observe that, by Corollary 3.71, we have that νpE0puqq ¤ 12 , thus νpEtpuqq ¤
1
2 for every t ¥ 0. Moreover, since pλ, uq is an m-eigenpair, there exists ξ P signpuq such that
λξ P ∆m1 u;




gpx, yq dmxpyq  λξpxq for ν-a.e. x P X.
Let t ¥ 0 such that νpEtpuqq ¡ 0. Then,
ξpxq 
#
1 if x P Etpuq (since upxq ¡ t ¥ 0 and ξ P signpuq),
P r1, 1s if x P XzEtpuq,
and, therefore, ξ P signpχEtpuqq. On the other hand,
gpx, yq 
$'''''&'''''%
P r1, 1s if x, y P Etpuq,
1 if x P Etpuq, y P XzEtpuq (since upxq ¡ t ¥ upyq),
1 if x P XzEtpuq, y P Etpuq (since upyq ¡ t ¥ upxq),
P r1, 1s if x, y P XzEtpuq,







m-eigenpair of ∆m1 . Moreover, by Theorem 3.56, we have that Etpuq is m-calibrable. 
Remark 3.73. As a consequence of Proposition 3.50, when we search for m-eigenvalues






E is m-calibrable and not decomposable as E  E1 \m E2 (recall Definition 1.33). Indeed,
Universitat de València Marcos Solera Diana






is an m-eigenpair and E  E1\mE2 for some E1, E2 P BE . Then,
by (3.40), there exist ξ P signpχEq and g P L8pX X, ν bmxq antisymmetric such that$'&'% 
»
X
gpx, yq dmxpyq  λξpxq for ν-a.e. x P X,
gpx, yq P signpχEpyq  χEpxqq for ν bmx-a.e. px, yq P X X.





is also an m-eigenpair
of ∆m1 . Indeed, since λ
m
E  λmE1 , we only need to verify that gpx, yq P signpχE1pyq  χE1pxqq
ν bmx-a.e.. For x P E1 we have:
 if y P E1, then χEpyq  χEpxq  0  χE1pyq  χE1pxq,
 if y P XzE, then χEpyq  χEpxq  1  χE1pyq  χE1pxq,
and, since LmpE1, E2q  0, we have that ν bmxpE1  E2q  0 so the condition is satisfied.
Similarly for x P E2 (again ν bmxpE2  E1q  0). If x P XzE then,
 if y P E1, χEpyq  χEpxq  1  χE1pyq  χE1pxq,
 if y P E2, χEpyq  χEpxq  1 P signp0q  signpχE1pyq  χE1pxqq
 if y P XzE, χEpyq  χEpxq  0  χE1pyq  χE1pxq.
By Corollary 3.71, if pλ, uq is an m-eigenpair of ∆m1 and λ  0 then u P ΠpXq (recall
Definition 3.64). Now, TVmpuq  λ (see Remark 3.52(4)), thus, as a corollary of Theo-
rem 3.65, we have the following result. Recall that, for finite graphs, it is well known that the
first non–zero eigenvalue coincides with the Cheeger constant (see [57]).
Theorem 3.74. Let rX,B,m, νs be an m-connected reversible random walk space and
assume that ν is a probability measure. If λ  0 is an m-eigenvalue of ∆m1 then
hmpXq ¤ λ.
This result also follows by Proposition 3.72 since νpE0puqq ¤ 12 .
In the next result we will see that if the infimum in (3.45) is attained then hmpXq is an
m-eigenvalue of ∆m1 .
Theorem 3.75. Let rX,B,m, νs be an m-connected reversible random walk space and
assume that ν is a probability measure. Let Ω P B such that 0   νpΩq ¤ 12 .







is an m-eigenpair of ∆m1 .
(ii) If hmpXq  λmΩ , then Ω and XzΩ are m-calibrable.
Therefore,







is an m-eigenpair of ∆m1 .
Proof. First of all, observe that, since νpΩq ¤ 12 ,
(3.49) λmXzΩ ¤ λmΩ .
(i): By Theorem 3.43, since Ω is m-calibrable, there exists an antisymmetric function g1
in Ω Ω such that
1 ¤ g1px, yq ¤ 1 for pν bmxq-a.e. px, yq P Ω Ω,
and
(3.50) λmΩ  
»
Ω
g1px, yq dmxpyq   1mxpΩq for ν-a.e. x P Ω;
and, since XzΩ is m-calibrable, there exists an antisymmetric function g2 in pXzΩq pXzΩq
such that
1 ¤ g2px, yq ¤ 1 for pν bmxq-a.e. px, yq P pXzΩq  pXzΩq,
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and
(3.51) λmXzΩ  
»
XzΩ




g1px, yq if x, y P Ω,
1 if x P Ω, y P XzΩ,
1 if x P XzΩ, y P Ω,
g2px, yq if x, y P XzΩ,




gpx, yq dmxpyq for ν-a.e. x P Ω,
and, since λmXzΩ ¤ λmΩ , from (3.51),
λmΩ ¤ λmXzΩ  
»
X
gpx, yq dmxpyq ¤ λmΩ for ν-a.e. x P XzΩ.







is an m-eigenpair of ∆m1 .
(ii): Since hmpXq  PmpΩqνpΩq and 0   νpΩq ¤ 12 , we have hmpXq  hm1 pΩq  PmpΩqνpΩq and,
consequently, Ω is m-calibrable. Let us suppose that XzΩ is not m-calibrable. Then, there
exists E P BXzΩ such that νpEq   νpXzΩq and
λmE   λmXzΩ .
Now, this implies that νpEq ¡ 12 since, otherwise (recall (3.49)), we get
hmpXq ¤ λmE   λmXzΩ ¤ λmΩ  hmpXq
which is a contradiction.
Moreover, since νpEq   νpXzΩq, λmE   λmXzΩ also implies that
PmpEq   PmpXzΩq  PmpΩq.
However, since νpEq ¡ 12 , we have that νpXzEq ¤ 12 and, consequently, taking into account






which is also a contradiction.
Finally, (iii) is a direct consequence of (i) and (ii). 
As a consequence of Proposition 3.72 and Theorem 3.75, we have the following result.
Corollary 3.76. Let rX,B,m, νs be an m-connected reversible random walk space and
assume that ν is a probability measure. If hmpXq is a positive m-eigenvalue of ∆m1 , then, for
any eigenvector u associated with hmpXq and any t ¥ 0 such that νpEtpuqq ¡ 0,
hmpXq, 1νpEtpuqqχEtpuq
	
is an m-eigenpair of ∆m1 ,
νpEtpuqq ¤ 12 , and
hmpXq  λmEtpuq.
Moreover, both Etpuq and XzEtpuq are m-calibrable.
Remark 3.77. For Ω P B with νpΩq  12 (thus λmΩ  2PmpΩq) we have that:
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(1) Ω and XzΩ are m-calibrable if, and only if,  2PmpΩq, tχΩ  p2 tqχXzΩ is an m-eigenpair
of ∆m1 for any t P r0, 2s.
(2) If hmpXq  2PmpΩq then
 
2PmpΩq, tχΩ  p2 tqχXzΩ

is an m-eigenpair of ∆m1 for all
t P r0, 2s.
Example 3.78. In Figure 2, following the notation in Example 3.57(2), we consider the
metric random walk space rpΩ2qm, dZ2 ,m2, νZ2 pΩ2qms. In Figure 2(A), we show this space
partitioned into the two m2-calibrable sets E  tp1, 0q, p0, 0q, p1, 0q, p1, 1q, p0, 1q, p1, 1qu
and XzE, of equal measure. Hence, by the previous remark, both pλm2E , 1νpEqχEq and
pλm2E , 1νpEqχXzEq are m2-eigenpairs of ∆m21 . However, the Cheeger constant hm2pXq is smaller
than the eigenvalue λm2E since, for D  tp1,1q, p1, 0q, p2, 0q, p2, 1q, p1, 1q, p1, 2qu, we have
λm2D  16 (see Figure 2(B)).
(a) Let E be the set formed by the vertices
inside the shaded region. Then, λm2E 
1
4 .
(b) Let D be the set formed by the vertices
inside the shaded region. Then, λm2D 
1
6 .
Figure 2. The line segments represented in the figures correspond to the
edges (recall that wxy  1 if dZ2px, yq  1). The loops that “appear” when
considering m2 are represented by circles.
Remark 3.79. By Theorems 3.74 and 3.75, and Corollary 3.76, for finite connected
weighted discrete graphs, we have that
(3.52) hmpXq is the first non-zero eigenvalue of ∆mG1
(as already proved in [57], [58], and [99]). Then, to solve the optimal Cheeger cut problem,
it is enough to find an eigenvector associated with hmpXq, since then tE0puq, XzE0puqu or
tE0puq, XzE0puqu is a Cheeger cut.
In the next examples we will see that (3.52) is not true in general. We obtain infinite
connected weighted discrete graphs (with finite invariant and reversible measure) for which
there is no first positive m-eigenvalue.
Example 3.80. (1) Let rV pGq, dG,mG, νGs be the metric random walk space associ-
ated to the finite weighted discrete graph G  pV pGq, EpGqq with vertex set V pGq 







for n  0, 1, 2, . . . and wx,y  0 otherwise.
We have dx0  1, dx1  2 and, for n ¥ 1,
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and






















Observe that the measure νG is not normalized to a probability measure, but this does not
affect the result because the constants λmΩ and the m-eigenvalues of the 1-Laplacian are
independent of this normalization.
Consider En : tx2n, x2n 1u for n ¥ 1. By Remark 3.35(2), we have that En is mG-








and mxpEnq  0 otherwise in V pGqzEn. Hence,
mxpEnq ¤ λmGEn for all x P V pGqzEn.









2n 1   3n  0.
Consequently, both by Theorem 3.74 and by the definition of hmGpV pGqq, we get
hmGpV pGqq  0.
(2) Let 0   s   r   12 . Let rV pGq, dG,mG, νGs be the metric random walk space defined in





1 s, wxnxn 1  r








Indeed, to start with, observe that νGpV pGqq  4r1r   4s1s ,
νGptx0uq ¤ νGpV pGqq
2
, νGptx0, x1uq ¡ νGpV pGqq
2
,
νGptx1uq ¤ νGpV pGqq
2
, νGptx1, x2uq ¡ νGpV pGqq
2
,
and, for En : txn, xn 1, xn 2, . . . u, n ¥ 2,
νGpEnq ¤ νGpV pGqq
2
.
Now, for n ¥ 2,
λmEn 
rn1   sn1






	  rn1   sn11 r
1rr
n1   1 s1ssn1






Let us see that, for any E  V pGq with 0   νGpEq ¤ νpV pGqq2 , we have λmE ¡ 1r1 r . Indeed, to
start with, observe that if E  tx0u or E  tx1u then λmtx0u  λmtx1u  1 ¡ 1r1 r . Moreover, we
have that tx0, x1u  E and tx1, x2u  E since νGptx0, x1uq ¤ νGpV pGqq2 and νGptx1, x2uq ¤
νGpV pGqq
2 . Therefore, it remains to be seen what happens for sets E satisfying
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(i) x0 P E, x1 R E and xn P E for some n ¥ 2,
(ii) x1 P E, x0 R E and xn P E for some n ¥ 3,
(iii) x0 R E, x1 R E and xn P E for some n ¥ 2.
For the case (i), let n1 P N be the first index n ¥ 2 such that xn P E; for the case (ii), let
n2 P N be the first index n ¥ 3 such that xn P E; and for the case (iii), let n3 P N be the first
index n ¥ 2 such that xn P E. Now, for the case (i) we have that
λmE ¥ λtx0uYEn1 ¥ λEn1 .
Indeed, the first equality follows from the fact that PmpEq ¥ Pmptx0u Y En1q and νpEq ¤
νptx0u Y En1q and the second one follows since
λtx0uYEn1 
r
1r   s1s   PmpEn1q
r




Hence, λmE ¡ 1r1 r . With a similar argument we get, in the case (ii),
λmE ¥ λtx1uYEn2 ¥ λEn2 ¡
1 r
1  r ;
and, in the case (iii),
λmE ¥ λEn3 ¡
1 r
1  r .
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CHAPTER 4
pBV,Lpq-decomposition, p  1, 2, of functions in random walk
spaces
Let us recall the classic problem in image restoration. Given a noisy/corrupted image
f : Ω Ñ R on, for example, a rectangle Ω in R2, the aim is to remove the noise or corruption
in order to obtain the desired “clean” image u : Ω Ñ R, which is related to the original one
by
f  u  n,
when n is the additive noise. Unfortunately, the problem of recovering u from f is ill-posed
(see [12]). To handle this problem, Rudin, Osher and Fatemi (see [143]) proposed to solve













|u f |2  σ2.
The first constraint corresponds to the assumption that the noise has zero mean, and the
second that its standard deviation is σ. Problem (4.1) is naturally linked to the following






}u f}22 : u P BV pΩq
*
,
for some Lagrange multiplier λ ¡ 0. Chambolle and Lions ([54]) proved an existence and
uniqueness result for (4.1), as well as the link between (4.1) and (4.2). The constant λ in
(4.2) plays the role of a “scale parameter”. By tweaking λ, we can select the level of detail
desired in the reconstructed image.
Following the ROF-model we obtain the following pBV,L2q-decomposition of f :






}v}22 : f  u  v
*
.
An alternative variational problem arises when the L2-fidelity term }fu}22 is replaced by the
L1-fidelity term }f  u}1. This was proposed by Alliney (see [3] and [4]) in one dimensional
spaces and was extensively studied by Chan, Esedoglu and Nikolova (see [55] and [56]):




|Du|   λ}v}1 : f  u  v
*
.
The resulting pBV,L1q-decomposition differs from the pBV,L2q-decomposition in several im-
portant aspects which have attracted considerable attention in recent years (see [19], [71], [78],
[92], [162] and the references therein). Let us point out that the pBV,L1q-decomposition is
contrast invariant (see [55]), as opposed to the pBV,L2q-decomposition.
The use of neighborhood filters by Buades, Coll and Morel in [47], that was originally
proposed by P. Yaroslavsky [161], has led to an extensive literature of nonlocal models in
image processing (see, for instance, [48], [49], [92], [109], [114] and the references therein).




Jpx yq|upxq  upyq|dxdy   λ
2
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On the other hand, an image can be seen as a weighted graph where the pixels are taken
as the vertices, and the weights are related to the similarity between pixels. Depending on the
problem there are different ways to define the weights, see for instance [79], [101], [102] and














wxy : u P L2pG, νGq
,.- .
Problems (4.5) and (4.6) are particular cases of the following ROF-model in a random













|upxq  fpxq|2dνpxq : u P L2pX, νq
*
,
which is one of the motivations for this chapter and we call the m-ROF-model.
Another problem in which we are interested is the pBV,L1q-decomposition in a random









|upyq  upxq|dmxpyqdνpxq   λ
»
X
|upxq  fpxq|dνpxq : u P L1pX, νq
*
,
which has as a particular case the pBV,L1q-decomposition in graphs.
The scale λ in the pBV,L2q-decomposition (4.3) is viewed as a parameter that dictates
the separation of the scale decomposition f  uλ   vλ. Following Meyer [127]: “The first
component uλ is well structured and has a simple geometric description since it models the
objects that are present in the image. The second component vλ contains both the textured
parts and the noise”.
In [143], to solve problem (4.1), the gradient descent method was used, which required to








 λpu fq in p0,8q  Ω,
Du
|Du|η  0 on p0,8q  BΩ,
up0, xq  v0pxq in x P Ω.
Then, the denoised version of f is approached by the solution of (4.7) as t increases. The
concept of solution for which this problem is well-possed was given in [11]. We will see here
that a non-local version of (4.7) can be used to approach the solutions of the ROF-model in
the workspace of metric random walk spaces (see Theorem 4.11).
Our aim is to study the pBV,Lpq-decomposition, p  1, 2, of functions in random walk
spaces, developing a general theory that can be applied, in particular, to weighted discrete
graphs and nonlocal models.
4.1. The Rudin-Osher-Fatemi Model
Let rX,B,m, νs be a reversible random walk space, f P L2pX, νq and λ ¡ 0. Our aim in







|upxq  fpxq|2dνpxq : u P L2pX, νq
*
.
We will start by proving existence and uniqueness of the minimizer of problem (4.8) as
well as a characterization of this minimizer.
Let us write
Gmpu, f, λq : TVmpuq   λ
2
}u f}2L2pX,νq, u P L2pX, νq.
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Theorem 4.1. Let rX,B,m, νs be a reversible random walk space and assume that ν is
a probability measure. For any f P L2pX, νq and λ ¡ 0, there exists a unique minimizer uλ
of problem (4.8). Moreover, uλ is the unique solution of the problem
(4.9) λpu fq P ∆m1 puq.
Consequently, uλ P L2pX, νq is the solution of problem (4.8) if, and only if, there exists
g P L8pX X, ν bmxq antisymmetric such that
(4.10) λpuλ  fq  divmg
and
gpx, yq P signpuλpyq  uλpxqq for pν bmxq-a.e. px, yq P X X.
Proof. Let f P L2pX, νq and let tununPN  L2pX, νq be a minimizing sequence of
problem (4.8), i.e.,
















we have that tununPN is bounded in L2pX, νq and we can assume that, up to a subsequence,
un á uλ weakly in L2pX, νq.
Therefore, by the lower semi-continuity of the L2-norm with respect to the weak convergence
in L2pX, νq and Corollary 3.10, we have that
Gmpuλ, f, λq ¤ lim inf
nÑ8
Gmpun, f, λq  α,
and, consequently, uλ is a minimizer of problem (4.8). The uniqueness of the minimizer
follows from the strict convexity of }  }2L2pX,νq and the convexity of TVm.
Since uλ is a minimizer of problem (4.8), we have that 0 P BGmpuλ, f, λq. Now, if Φpuq :
λ
2 }u f}2L2pX,νq, then, by [43, Corollary 2.11] we have that
(4.11) BGmpu, f, λq  BFmpuq   BΦpuq,
thus
0 P BGmpuλ, f, λq  BFmpuλq   λpuλ  fq,
which yields (4.9). Then, the characterization of uλ follows from Theorem 3.13. 




f  uλ P GmpX, νq,




pf  uλquλdν  TVmpuλq.
As a consequence of this we have the following result.
Proposition 4.2. Let rX,B,m, νs be a reversible random walk space and assume that ν
is a probability measure. Let f P L2pX, νq and λ ¡ 0. Then, uλ  0 is the solution of problem
(4.8) if, and only if,
f P GmpX, νq and }f}m, ¤ 1
λ
.
For f P GmpX, νq, if }f}m, ¡ 1λ , then uλ is characterized by the following two conditions
}f  uλ}m,  1
λ
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pf  uλquλdν  TVmpuλq.
Proof. The first part follows from (4.12). Let f P GmpX, νq with }f}m, ¡ 1λ . From (4.12)
again,
}λpf  uλq}m, ¤ 1 and λ
»
X
pf  uλquλdν  TVmpuλq.
Now, since }f}m, ¡ 1λ , we know that uλ  0, thus, by (3.14), we have




pf  uλquλdν  1.
Therefore,
}f  uλ}m,  1
λ
,
and we conclude the proof. 
The m-ROF-model leads to the following pBV,L2q-decomposition:





}v}2L2pX,νq : f  u  v
*
.
Then, bringing together the previous results we obtain:
Corollary 4.3. Let rX,B,m, νs be a reversible random walk space and assume that ν is
a probability measure. Let f P L2pX, νq and λ ¡ 0. For the pBV,L2q-decomposition ruλ, vλs
of f , we have:




(ii) uλ  0 if, and only if, vλ  f .







Remark 4.4. (i) If λ is too small then the regularization term TVmpuq is excessively pe-
nalized and the image is over-smoothed, resulting in a loss of information in the reconstructed
image. On the other hand, if λ is too large then the reconstructed image is under-regularized
and noise is left in the reconstruction.
(ii) In [149] and [150], Tadmor, Nezzar and Vese propose a multiscale decomposition in
order to overcome the difficulties that have been brought up in the previous point. In this
regard, the space of functions GmpX, νq is of particular interest, since, as we have seen in
Corollary 4.1, after a first decomposition ruλ, vλs the function vλ is a function of GmpX, νq
which in turn can be decomposed. The multiscale decomposition takes advantage of this fact
by taking an increasing sequence of scales λi tending to infinity and inductively applying the








Integrating both sides of (4.10) over X with respect to ν and using Green’s formula (3.4)
(with u  1 and z  g) we get:
Proposition 4.5. Let rX,B,m, νs be a reversible random walk space and assume that
ν is a probability measure. Let f P L2pX, νq. If uλ P L2pX, νq is the unique minimizer of
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Furthermore, we have the following Maximum Principle.
Proposition 4.6. Let rX,B,m, νs be a reversible random walk space and assume that ν
is a probability measure. Let f1, f2 P L2pX, νq. If rui,λ, vi,λs is the pBV,L2q-decomposition of
fi, i  1, 2, then
(4.13) }pu1,λ  u2,λq }L2pX,νq ¤ }pf1  f2q }L2pX,νq.
In particular, for c, C P R, if c ¤ f ¤ C ν-a.e., and ruλ, vλs is the pBV,L2q-decomposition
of f , then
c ¤ uλ ¤ C ν-a.e.
Proof. Since λpui,λ  fiq P ∆m1 pui,λq, i  1, 2, (4.13) is a direct consequence of the
complete accretivity of ∆m1 (see section A.7 of Appendix A).
The second part follows from (4.13) and the fact that, for a constant k P R, rk, 0s is the
pBV,L2q-decomposition of f  k. 
Remark 4.7. For the local ROF-model in RN it is well known that, if f  χBrp0q, then
the solution is given by
uλ 
#




Brp0q, for λ ¡ 12r .
For the m-ROF-model studied here, if rX,B,m, νs is m-connected, λ ¡ 0 and f  χΩ, there
does not exist a solution of the form cχΩ whatever Ω P B such that 0   νpΩq   1. Indeed,
if such a solution exists then, by Proposition 4.5, we would have c  1. Hence, by Theorem
4.1, we have that
0 P ∆m1 χΩ,
which is not possible since rX,B,m, νs is m-connected.
However, we can have a solution of the form cχΩ if f  χΩ hχXzΩ for some m-calibrable
set Ω P B and a function h P L2pX, νq satisfying»
XzΩ
hdν   1
λ
PmpΩq.
Indeed, let Ω P B, h P L2pX, νq and suppose that f  χΩ   hχXzΩ. Then, we need the
following equation to be satisfied:
λpc 1qχΩ  λhpxqχXzΩ P ∆m1 χΩ,
which, by Remarks 3.41 and 3.45, holds if c  1 λmΩλ , Ω is m-calibrable and»
XzΩ
hdν   1
λ
PmpΩq.





In the next result we construct a minimizer of (4.8) for f  bu, where u is a solution of




Proposition 4.8. Let rX,B,m, νs be a reversible random walk space and assume that ν
is a probability measure. Let λ, b ¡ 0. If u P L2pX, νq is a solution of





u is a minimizer of (4.8) with f  bu. Conversely, if  b 1λu is a
minimizer of (4.8) with f  bu, then u is a solution of (4.14).
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Proof. Set a   b 1λ  and let u P L2pX, νq be a solution of (4.14). Suppose first that
b ¡ 1λ , so that a  b 1λ . Then,
λpau buq  u P ∆m1 puq  ∆m1 pauq.
Hence, by Theorem 4.1, we have that au is a minimizer of (4.8) with f  bu. Now, assume




gpx, yq P signpupyq  upxqq for ν bmx-a.e. px, yq P X X.
If z : λbg, we have that }z}L8pXX,νbmxq ¤ 1,
 1
λ
divmz  bdivmg  bu,
and
zpx, yq P signp0q for pν bmxq-a.e. px, yq P X X.
Therefore,
λbu P BFmp0q,
and, by Theorem 4.1, we have that 0 is a minimizer of (4.8) with f  bu.
Suppose now that au is a minimizer of (4.8) with f  bu and b  a  1λ . Then, by
Theorem 4.1, we have
λpau buq P BFmpauq.
Hence, u is a solution of (4.14). 
Remark 4.9. There is a formal connection between the m-ROF-model (4.8) and the total
variation flow (3.18) that can be drawn as follows. Given the initial datum u0, we consider an




P ∆m1 un n P N.
Identifying the time step ∆t in (4.15) with the regularization parameter in (4.8), that is,
taking λ  1∆t , we observe that each iteration in (4.15) can be equivalently approached by
solving (4.8) (see (4.9)), where we take u  un and f  un1. In the next section we discuss
how to solve the m-ROF-model via the gradient descent method.
4.1.1. The Gradient Descent Method. As in [143], we can see that problem (4.8)
is well-posed by using the gradient descent method. For this, one needs to solve the Cauchy
problem
(4.16)
$&% vt P ∆
m
1 vptq  λpvptq  fq in p0, T q X
vp0, xq  v0pxq in x P X,






Now, problem (4.16) can be rewritten as the following abstract Cauchy problem in L2pX, νq
(recall (4.11)):
(4.17) v1ptq   BGmpvptq, f, λq Q 0, vp0q  v0.
Then, since Gmp, f, λq is convex and lower semi-continuous, by the theory of maximal mono-
tone operators ([43]), we have that, for any initial data v0 P L2pX, νq, problem (4.17) has
a unique strong solution. Therefore, if we define a solution of problem (4.16) as a function
v P Cp0, T ;L2pX, νqq XW 1,1loc p0, T ;L2pX, νqq such that vp0, xq  v0pxq for ν-a.e. x P X and
satisfying
λpvptq  fq   vtptq P ∆m1 pvptqq for a.e. t P p0, T q,
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we have the following existence and uniqueness result.
Theorem 4.10. Let rX,B,m, νs be a reversible random walk space and assume that ν is
a probability measure. For every v0 P L2pX, νq there exists a unique strong solution of the
Cauchy problem (4.16) in p0, T q for any T ¡ 0. Moreover, we have the following contraction
and maximum principles in any LqpX, νq–space, 1 ¤ q ¤ 8:
(4.18) }pvptq  wptqq }LqpX,νq ¤ }pv0  w0q }LqpX,νq @ 0   t   T,
for any pair of solutions v, w of problem (4.16) with initial data v0, w0 P L2pX, νq and noisy
images f , f̂ P L2pX, νq, with f ¤ f̂ , respectively.
Note that the contraction principle (4.18) in any Lq-space follows from the fact that the
operator BGmp, f, λq is completely accretive (see section A.7 of Appendix A).
Theorem 4.11. Let rX,B,m, νs be a reversible random walk space and assume that ν
is a probability measure. For f P L2pX, νq, let pTλptqqt¥0 be the semigroup solution of the
Cauchy problem (4.16). Then, for every v0 P L2pX, νq, we have
(4.19) }Tλptqv0  uλ}L2pX,νq ¤ }v0  uλ}L2pX,νq eλt for all t ¥ 0,
where uλ is the unique minimizer of problem (4.8) with this same f .
Proof. If vptq : Tλptqv0, we have
vt   λpvptq  fq P ∆m1 pvptqq,
and, by Theorem 4.1,
λpuλ  fq P ∆m1 puλq.
Now, since ∆m1 is a monotone operator in L2pX, νq, we get»
X








pvptq  uλq2dν   λ
»
X
pvptq  uλq2dν ¤ 0.
Then, integrating this ordinary differential inequality, we obtain (4.19). 
Proposition 4.12. Let rX,B,m, νs be a reversible random walk space and assume that
ν is a probability measure. Let f P L2pX, νq and pTλptqqt¥0 be the semigroup solution of the











fdν for all t ¥ 0.
Proof. If vptq : Tλptqv0, we have
vt   λpvptq  fq P ∆m1 pvptqq.
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4.2. The m-ROF-Model with L1-fidelity term
In this section we will study the m-ROF-model with L1-fidelity term, that is, given f P
L1pX, νq and λ ¡ 0, we will study the minimization, over L1pX, νq, of the energy given by






|u f |dν : u P L1pX, νq
*
.
Definition 4.13. Let rX,B,m, νs be a reversible random walk space and assume that ν
is a probability measure. Let f P L1pX, νq and λ ¡ 0. We denote
Empu, f, λq : TVmpuq   λ
»
X
|u f |dν, u P L1pX, νq,
and
Empf, λq : inf
uPL1pX,νq
Empu, f, λq.
Moreover, we denote the set of minimizers of Emp, f, λq by:
Mpf, λq :  u P L1pX, νq : Empu, f, λq  Empf, λq( .
Note that the set Mpf, λq can have several elements. Due to the convexity and the lower
semi-continuity of the energy functional Emp, f, λq we have that the set Mpf, λq is closed and
convex in L1pX, νq.
In the local case, that is, for problem (4.4), the fact that there exists a minimizer for every
datum in L1 is a consequence of the direct method of the calculus of variations. However, in
our context, we do not have sufficient compactness properties in order to apply this method.
Therefore, the proof of the fact that Mpf, λq  H for every f P L1pX, νq will be shown
after the study of the geometric problem associated with the pBV,L1q-decomposition (which
is addressed in Section 4.2.1).
We have the following Maximum Principle.
Proposition 4.14. Let rX,B,m, νs be a reversible random walk space and assume that
ν is a probability measure. Let f P L1pX, νq, λ ¡ 0 and c, C P R, and assume that c ¤ f ¤ C
ν-a.e. Then,
c ¤ u ¤ C ν-a.e. @u PMpf, λq.
Proof. Let u PMpf, λq. Obviously, we have that TVmpu^Cq ¤ TVmpuq and |pu^Cq
f | ¤ |u f | ν-a.e. Hence,
TVmpu^ Cq   λ}pu^ Cq  f}L1pX,νq ¤ TVmpuq   λ}u f}L1pX,νq.
However, since u PMpf, λq, this inequality is, in fact, an equality, thus }pu^Cqf}L1pX,νq 
}u f}L1pX,νq, and we conclude from this that
u^ C  u ν-a.e.
Similarly, it follows that u_ c  u ν-a.e. 
Universitat de València Marcos Solera Diana
4. pBV,Lpq-decomposition, p  1, 2, of functions in random walk spaces 143
Remark 4.15. Let rX,B,m, νs be a reversible random walk space and assume that ν is
a probability measure. Following [55, Claims 4 & 5], if λ2 ¡ λ1 ¡ 0, then










is at most countable.
Proposition 4.16. Let rX,B,m, νs be a reversible random walk space and assume that
ν is a probability measure. If f P L1pX, νq, then Empf, λq is Lipschitz continuous with respect
to λ.
Proof. Since Empf, λq is defined as the pointwise infimum of a collection of increasing
and linear functions in λ, we have that Empf, λq is increasing and concave in λ. This, together
with the fact that
Empf, λq ¤ Emp0, f, λq  λ}f}L1pX,νq,
gives the desired property. 
Lemma 4.17. Let rX,B,m, νs be a reversible random walk space and assume that ν is a
probability measure. Let Ω P B and λ ¡ 0. Then,
uλ PMpχΩ, λq ô χX  uλ PMpχXzΩ, λq.
Proof. This follows easily since Empu, χΩ, λq  EmpχX  u, χXzΩ, λq for every u P
L1pX, νq. 
In the next result we characterise the minimizers of Emp, f, λq.
Theorem 4.18. Let rX,B,m, νs be a reversible random walk space and assume that ν is
a probability measure. Let f P L2pX, νq, λ ¡ 0 and uλ P L2pX, νq. Then, uλ P Mpf, λq if,
and only if, there exists ξ P signpuλ  fq such that
λξ P ∆m1 puλq.




|u f |dν, u P L1pX, νq.
Let us first see that uλ PMpf, λq if, and only if, 0 P BEmpuλ, f, λq (with Emp, f, λq considered
as a functional in L2pX, νq).
Suppose that uλ PMpf, λq. Then,
Empuλ, f, λq ¤ Empu, f, λq @u P L1pX, νq
thus, in particular, for every u P L2pX, νq. Therefore, 0 P BEmpuλ, f, λq.
Suppose now that 0 P BEmpuλ, f, λq. Let u P L1pX, νq and pukqk¥1  L2pX, νq such that
uk
kÑ u in L1pX, νq. Then, since 0 P BEmpuλ, f, λq, we have that
Empuλ, f, λq ¤ Empuk, f, λq @k ¥ 1,
and, by Proposition 3.4, we may take limits in k to obtain
Empuλ, f, λq ¤ Empu, f, λq.
Hence, since u P L1pX, νq was arbitrary, we get that uλ PMpf, λq.
Now, by [43, Corollary 2.11], we have that
BEmpu, f, λq  BFmpuq   λBGf puq,
and then
uλ PMpf, λq ô 0 P BFmpuλq   λBGf puλq.
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Moreover, it is not difficult to see that
v P BGf puλq ô v P signpuλ  fq,
thus,
uλ PMpf, λq ô Dξ P signpuλ  fq such that λξ P ∆m1 puλq. 
Remark 4.19. As a consequence of Theorem 4.18 and Theorem 3.13, we have that,
given uλ P L2pX, νq, uλ P Mpf, λq if, and only if, there exists ξ P signpuλ  fq and g P
L8pX X, ν bmxq antisymmetric satisfying»
X
gpx, yq dmxpyq  λξpxq for ν-a.e x P X,
and
gpx, yq P signpuλpyq  uλpxqq for ν bmx-a.e px, yq P X X.
Let’s see that the pBV,L1q-decomposition is contrast invariant (see [71] for the continuous
case).
Corollary 4.20. Let rX,B,m, νs be a reversible random walk space and assume that ν
is a probability measure. Let f P L2pX, νq, λ ¡ 0 and T : R Ñ R a nondecreasing function.
If uλ PMpf, λq, then T puλq PMpT pfq, λq.
Proof. Given uλ PMpf, λq we have that, by Theorem 4.18, there exists ξ P signpuλfq
such that
λξ P ∆m1 puλq.
Then, since T is nondecreasing, we have that ξ P signpT puλq  T pfqq and
λξ P ∆m1 pT puλqq.
Therefore, applying again Theorem 4.18, we get that T puλq PMpT pfq, λq. 
Like in the local case, by the “layer cake” formula (see [55, Proposition 5.1]), we obtain
that »
X
|u f |dν 
»  8
8
νptx : upxq ¡ tu4 tx : fpxq ¡ tuqdt
where
A4B : pAzBq Y pBzAq.
Therefore, by the coarea formula (Proposition 3.5), the energy functional Emp, f, λq can be
rewritten in a geometric form in terms of the energies of the superlevel sets of u as follows.
Theorem 4.21. Let rX,B,m, νs be a reversible random walk space and assume that ν is
a probability measure. Let u, f P L1pX, νq and λ ¡ 0, then




PmpEtpuqq   λνpEtpuq4 Etpfqq
	
dt.
Consequently, given Ω P B and taking f  χΩ, by the Maximum Principle (Proposition
4.14), we get




PmpEtpuqq   λνpEtpuq4 Ωq
	
dt.
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4.2.1. The Geometric Problem. Given F P B and λ ¡ 0, we consider the geometric
functional
EGmpA,F, λq : PmpAq   λνpA4 F q, A P B.
In view of Theorem 4.21, given f P L1pX, νq, one may consider the family of geometric
problems
(4.21) P pf, t, λq : inf
APB
EGmpA,Etpfq, λq, t P R.
Moreover, we can prove that a minimizer of EGmp, F, λq always exists:
Proposition 4.22. Let rX,B,m, νs be a reversible random walk space and assume that ν
is a probability measure. Let F P B be a non-ν-null set and λ ¡ 0. Then, there exists a min-




EGmpA,F, λq  min
uPL1pX,νq
Empu, χF , λq.
Proof. Since χF P L8pX, νq, by the direct method of the calculus of variations, we have
that there exists uλ (which, by Proposition 4.14, belongs to L
8pX, νq) such that
Empuλ, χF , λq  min
uPL1pX,νq
Empu, χF , λq.
Now, by Theorem 4.21,» 1
0
EGmpEtpuλq, F, λqdt  Empuλ, χF , λq ¤ inf
APB
EmpχA, χF , λq  inf
APB
EGmpA,F, λq,
hence, for a.e. t Ps0, 1r,
EGmpEtpuλq, F, λq  inf
APB
EGmpA,F, λq,
which concludes the proof. 
This proposition is, in fact, a consequence of the following stronger result, which was
proved in [162] for the local case. However, since its proof only uses properties of mea-
sures, the submodularity of the perimeter (which we have proven for the m-perimeter; see
Proposition 1.59) and the local version of Theorem 4.21, the same proof yields the following
result.
Lemma 4.23. Let rX,B,m, νs be a reversible random walk space and assume that ν is a
probability measure. Given f P L1pX, νq and λ ¡ 0, there exists a function u P L1pX, νq such
that
EGmpEtpuq, Etpfq, λq  inf
APB
EGmpA,Etpfq, λq @t P R.
Theorem 4.24. Let rX,B,m, νs be a reversible random walk space and assume that ν is





Proof. Let u be the function obtained in Lemma 4.23. Then, by Theorem 4.21, given
v P L1pX, νq, we have
Empu, f, λq 
»  8
8
EGmpEtpuq, Etpfq, λqdt ¤
»  8
8
EGmpEtpvq, Etpfq, λqdt  Empv, f, λq. 
Observe that in Theorem 4.18 we obtained the Euler-Lagrange equation of the variational
problem (4.22).
Duval, Aujol and Gousseau in [78, Theorem 4.2] (with the help of [162, Theorem 3.1])
show that, in the local case, there is, in fact, an equivalence with the geometric problem. This
result can be extended, on account of the submodularity of the m-perimeter (Proposition 1.59),
to our nonlocal context:
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Theorem 4.25. Let rX,B,m, νs be a reversible random walk space and assume that ν is
a probability measure. Let f P L1pX, νq and λ ¡ 0. The following assertions are equivalent:
(i) u is a solution of Problem (4.22).
(ii) Etpuq is a solution of (4.21) for a.e. t P R.
In [78, Proposition 5.5] it is also shown that at points where the boundary of a minimizer
of the geometric problem for datum F  R2 and fidelity parameter λ does not coincide with
the boundary of F , the mean curvature is λ. Let us see that there is a nonlocal counterpart
of this fact but where the nonlocal character of the problem gives rise to a nontrivial extension
(recall Definition 1.60).
Proposition 4.26. Let rX,B,m, νs be a reversible random walk space and assume that
ν is a probability measure. Let λ ¡ 0, F P B with 0   νpF q   1, and E P B a minimizer of
EGmp, F, λq. Let A P B with νpAq ¡ 0.
(1) Then,





















mxpAX Eqdνpxq ¤ λ.
(2) Moreover,





















mxpAX Eqdνpxq ¤ λ.
Proof. (i): Suppose that νpAzEq ¡ 0. Since E is a minimizer of EGmp, F, λq, we have
that










dmxpyqdνpxq ¤ λ pνppE YAq4 F q  νpE 4 F qq .
Now,
νppE YAq4 F q  νpE 4 F qq  νpAzEq  2νppAX F qzEq ¤ νpAzEq
but, if νpAzF q  0, then νppAX F qzEq  νpAzEq so
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(ii): These statements follow from (i) by (1.12) and by taking into account that, since
PmpEq  PmpXzEq and E 4 F  pXzEq4 pXzF q, E is a minimizer of EGmp, F, λq if, and
only if, XzE is a minimizer of EGmp, XzF, λq, and, further, that A X F  AzpXzF q and
AX pXzF q  AzF .
Indeed, let us see, for example, how (1)(i) implies (1)(ii). First of all, as already men-
tioned, since E is a minimizer of EGmp, F, λq, we have that XzE is a minimizer of EGmp, XzF, λq.
Now, suppose that νpA X Eq ¡ 0. Then, since AzpXzEq  A X E, we may apply (1)(i) to





















mxpAX Eqdνpxq ¤ λ. 
Corollary 4.27. Let rV pGq, dG,mG, νGs be the metric random walk space associated
with a connected weighted discrete graph G, and let E, F and λ be as in the hypothesis of
Proposition 4.26. Then,
(1) we have







¤ HmGBE pxq @x P F zE.
(2) we have
HmGBE pxq ¤ λ
wx,x
dx




¤ HmGBE pxq @x P XzpE Y F q.
Proof. (1): If EzF  H let x P EzF and take A  txu, so that AX E  A. Note that











That is, HmGBE pxq ¤ λ  mxptxuq for every x P EzF, which gives (4.23). Now, (4.24) can
be obtained with a similar argument by using Proposition 4.26 (2)(i), or as follows: since





@x P pXzEqzpXzF q,
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that is, since HmGBpXzEqpxq  Hm
G
BE pxq,
HmGBE pxq ¥ λ 
wx,x
dx
@x P F zE.
The proof of (2) is similar. 
With this results at hand, we obtain a priori estimates on the λ for which a set E can be






































Definition 4.28. Let pX, d, νq be a metric measure space. For a measurable set E  X
we will write x P BνE if
νpBεpxq X Eq ¡ 0 and νpBεpxqzEq ¡ 0 for every ε ¡ 0.
Corollary 4.29. Let Ω be a bounded domain in Rn and let m  mJ,Ω be the random
walk given in Example 1.42. Suppose further that supppJq  Brp0q. Let E, F and λ be as in
the hypothesis of Proposition 4.26 and suppose that BLNE is not empty. Let x P BLNE.




Jpx yqdy ¤ HmJ,ΩBE pxq ¤ λ if x P E
and
λ ¤ HmJ,ΩBE pxq ¤ λ  2
»
RN zΩ
Jpx yqdy if x P ΩzE.




Jpx yqdy ¤ HmJ,ΩBE pxq ¤ λ if x P E
and
λ ¤ HmJ,ΩBE pxq ¤ λ  2
»
RN zΩ
Jpx yqdy if x P ΩzE.
In particular, for x P BLNE such that dpx,RNzΩq ¥ r, either x P BLNF or, if x R BLNF , then
HmJ,ΩBE pxq  λ.
Proof. (i): Let x P BLNE such that we can find a neighborhood V  Ω of x with
LN pV XF q  0. Then, for ε ¡ 0 small enough, we have that Bεpxq  Ω and νpBεpxqXF q  0.







Jpz  yqdy 
»
E













Jpz  yqdy 
»
E
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Now, since, z ÞÑ
»
ΩzE
Jpz  yqdy 
»
E
Jpz  yqdy and z ÞÑ
»
RN zΩ
Jpz  yqdy are continuous,



















Jpx yqdy ¤ HmJ,ΩBE pxq ¤ λ if x P E
and
λ ¤ HmJ,ΩBE pxq ¤ λ  2
»
RN zΩ
Jpx yqdy if x P ΩzE.







Jpx yqdy  λ.
A similar proof using Proposition 4.26 (1)(ii) and (2)(i) gives (ii). 
Since the metric random walk space of the previous corollary satisfies the strong-Feller
property (recall Definition 1.35), some of the results given there (though not all) will follow
from the following result.
Proposition 4.30. Let rX, d,m, νs be a reversible metric random walk space. Let E, F
and λ be as in the hypothesis of Proposition 4.26. Let x P BνE and suppose that rX, d,m, νs
has the strong-Feller property at x. The following holds:
(1) If there is a neighbourhood V of x such that νpV X F q  0, then HmBEpxq  λ.
(2) If there is a neighbourhood V of x such that νpV zF q  0, then HmBEpxq  λ.
(3) |HmBEpxq| ¤ λ.
In particular, if rX, d,m, νs has the strong-Feller property, then
(1) HmBEpxq  λ for every x P BνE X intpXzF q.
(2) HmBEpxq  λ for every x P BνE X intpF q.
(3) |HmBEpxq| ¤ λ for every x P BνE.
Proof. The proof follows by Proposition 4.26 and Lemma 1.64. Indeed, let us prove (1).
Take An  Bpx, 1nqzE, then, since x P BνE, we have that νpAnq ¡ 0. Therefore, by (1)(i) of





HmBEpyqdνpyq ¥ λ for n large enough,
and taking limits when nÑ8, by Lemma 1.64, we get that HmBEpxq ¥ λ.
To prove the opposite inequality we proceed analogously by taking An  Bpx, 1nq X E
and using (2)(ii) of Proposition 4.26 (note that, since V is a neighborhood of x, νpAnXF q ¤
νpV X F q  0 for n large enough). 
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4.2.2. Thresholding Parameters. In the local case it is well known (see [55]) that for
f  χBrp0q the solution uλ of problem (4.4) is given by:
(i) uλ  0 if 0   λ ¤ 2r ,
(ii) uλ  cχBrp0q with 0 ¤ c ¤ 1 if λ  2r ,
(iii) uλ  χBrp0q if λ ¥ 2r .
In [78, Proposition 5.2] it is shown that this thresholding property holds true for a large class
of calibrable sets in R2. Our goal now is to show that there is also a thresholding property in
the nonlocal case.
For a constant c, we will abuse notation and denote the constant function cχX by c
whenever this is not misleading.
Lemma 4.31. Let rX,B,m, νs be a reversible random walk space and assume that ν is a
probability measure. Let f P L1pX, νq and λ0 ¡ 0.
(i) If f PMpf, λ0q then
tfu Mpf, λq @λ ¡ λ0.
(ii) If f P L2pX, νq and a constant c ¥ 0 satisfies c PMpf, λ0q, then c P medνpfq,
medνpfq Mpf, λ0q,
and
medνpfq Mpf, λq @0   λ   λ0.
(iii) Let u P L1pX, νq and λ0   λ1. If u P Mpf, λ0q XMpf, λ1q, then u P Mpf, λq for every
λ0 ¤ λ ¤ λ1.
Proof.
(i): Take λ ¡ λ0, then, for any u P L1pX, νq such that νptu  fuq ¡ 0, we have
Empf, f, λq  TVmpfq  Empf, f, λ0q ¤ Empu, f, λ0q   Empu, f, λq.
(ii): Since c P Mpf, λ0q we have that, by Theorem 4.18, there exists ξ P signpc  fq and
g P L8pX X, ν bmxq antisymmetric satisfying»
X
gpx, yq dmxpyq  λ0ξpxq for ν-a.e x P X and









gpx, yq dmxpyqdνpxq  0,
so that 0 P medνpc  fq, which is equivalent to c P medνpfq. Now, for λ   λ0, taking
gλpx, yq  λλ0 gpx, yq we obtain that
c PMpf, λq.
Furthermore, by (3.47), for any other m P medνpfq and any λ ¡ 0,
Epc, f, λ0q  λ
»
X
|c f |dν  λ
»
X
|m f |dν  Epm, f, λq,
so that
medνpfq Mpf, λ0q, @0   λ ¤ λ0.
Now, let m P medνpfq, for any constant function k R medνpfq, by (3.47) we have that»
X




so k RMpf, λq for every λ ¡ 0.
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Suppose then that there exists some nonconstant function u, such that u P Mpf, λq for
0   λ   λ0. Since ν is ergodic with respect to m we have that TVmpuq ¡ 0, thus
Epu, f, λq ¤ Epm, f, λq
implies that »
X









  Epm, f, λq   pλ0  λq
»
X
|m f |dν  Epm, f, λ0q
which is a contradiction. Consequently,
medνpfq Mpf, λq @0   λ   λ0.
(iii) Follows easily. 
Proposition 4.32. Let rX,B,m, νs be an m-connected reversible random walk space and
assume that ν is a probability measure. Let pλ0, u0q be an m-eigenpair of the 1-Laplacian ∆m1
on X with λ0 ¡ 0. Then, 0 P medνpu0q and$'''&'''%
medνpu0q Mpu0, λq if 0   λ   λ0,
tcu0 : 0 ¤ c ¤ 1u Ymedνpu0q Mpu0, λ0q,
tu0u Mpu0, λq if λ ¡ λ0.
Proof. Since pλ0, u0q is an m-eigenpair of the 1-Laplacian ∆m1 with λ0 ¡ 0, we have
that 0 P medνpu0q (see Corollary 3.71). Furthermore, by the definition of m-eigenpair, we
have that
Dξ0 P signpu0q such that  λ0ξ0 P ∆m1 pu0q.
Hence, for 0   c ¤ 1, ξ : ξ0 P signpcu0  u0q and λ0ξ P ∆m1 pu0q  ∆m1 pcu0q, which implies
that cu0 PMpu0, λ0q. Moreover, since TVmpu0q  λ0 (see Remark 3.52) and }u0}L1pX,νq  1,
we have that
Epu0, u0, λ0q  λ0  Ep0, u0, λ0q.
Consequently, by Lemma 4.31, we get the rest of the thesis. 
Corollary 4.33. Let rX,B,m, νs be an m-connected reversible random walk space and








(in particular, Ω is m-calibrable), then,
(i) if νpΩq   12νpXq,$'''&'''%
t0u MpχΩ, λq if 0   λ   λmΩ ,
tcχΩ : 0 ¤ c ¤ 1u MpχΩ, λmΩ q,
tχΩu MpχΩ, λq if λ ¡ λmΩ ;
(ii) if νpΩq  12νpXq,$'''&'''%
tc : 0 ¤ c ¤ 1u MpχΩ, λq if 0   λ   λmΩ ,
tcχΩ   dχXzΩ : 0 ¤ d ¤ c ¤ 1u MpχΩ, λmΩ q,
tχΩu MpχΩ, λq if λ ¡ λmΩ .
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is an m-eigenpair of ∆m1 , νpΩq ¤ 12νpXq. Now,
if νpΩq   12νpXq, then medνpχΩq  t0u; and, if νpΩq  12νpXq, then medνpχΩq  tc :
0 ¤ c ¤ 1u. Consequently, the result follows by Proposition 4.32 and Corollary 4.20 with
T prq  νpΩqr.
In the case that νpΩq  12νpXq, we have
tcχΩ : 0 ¤ c ¤ 1u Y tc : 0 ¤ c ¤ 1u MpχΩ, λmΩ q,
hence, since MpχΩ, λmΩ q is convex, we get that
tcχΩ   dχXzΩ : 0 ¤ d ¤ c ¤ 1u MpχΩ, λmΩ q. 
Proposition 4.34. Let rX,B,m, νs be an m-connected reversible random walk space and









Proof. Let us first see that Ω is m-calibrable. Indeed, for E P BΩ with 0   νpEq   νpΩq,
we have that
PmpΩq  EmpχΩ, χΩ, λmΩ q ¤ EmpχE , χΩ, λmΩ q
 PmpEq   λmΩ pνpΩq  νpEqq  PmpEq   PmpΩq  λmΩ νpEq,
thus the m-calibrability of Ω follows.
Since Ω is m-calibrable, by Theorem 3.43 there exists an antisymmetric function g0 in
Ω Ω such that
1 ¤ g0px, yq ¤ 1 for pν bmxq-a.e. px, yq P Ω Ω,
and
(4.25) λmΩ  
»
Ω
g0px, yq dmxpyq   1mxpΩq for ν-a.e. x P Ω.
Now, if χΩ PMpχΩ, λmΩ q, there exists ξ1 P signp0q such that
λmΩ ξ1 P ∆m1 pχΩq.




g1px, yq dmxpyq  λmΩ ξ1pxq for ν-a.e x P X,
and









1 if x P Ω,
ξ1pxq elsewhere.
Then, (4.25) and (4.26) read as follows
λmΩ ξpxq  
»
X
gpx, yq dmxpyq, for ν-a.e. x P Ω
and
λmΩ ξpxq  
»
X
gpx, yq dmxpyq, for ν-a.e x P XzΩ,
thus pλmΩ , 1νpΩqχΩq is an m-eigenpair of ∆m1 . 
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Corollary 4.35. Let rX,B,m, νs be an m-connected reversible random walk space and
assume that ν is a probability measure. Let Ω P B with 0   νpΩq   1. The following
statements are equivalent:









(iii) the following thresholding property holds:$&% 0 PMp
χΩ, λq @ 0   λ ¤ λmΩ ,
χΩ PMpχΩ, λq @λ ¥ λmΩ ,
Proof. The implication piq ñ piiq follows by Proposition 4.34, while piiq ñ piiiq is a
consequence of Corollary 4.33. The implication piiiq ñ piq is trivial. 
We say that a function f P BVmpX, νqXLp1pX, νq is maximal if the supremum in (3.6) is






Proposition 4.36. Let rX,B,m, νs be a reversible random walk space and assume that ν
is a probability measure. If f P BVmpX, νq is a maximal function with z0  z0pfq satisfying
equation (4.27), then, for λ  }divmz0}L8pX,νq,
f PMpf, λq,
and, consequently, Mpf, λq  tfu for all λ ¡ λ.
Proof. Given u P L1pX, νq, by Proposition 3.9, we have that
Empu, f, λq  TVmpuq   λ
»
X






















|u f |dν  Empf, f, λq.
Therefore, f PMpf, λq. The rest of the thesis follows by Lemma 4.31. 
Remark 4.37. Note that, since }z0}L8pXX,νbmxq ¤ 1, we have that λ ¤ 2.
Proposition 4.38. Let rX,B,m, νs be a reversible random walk space and assume that




0 if px, yq P Ω Ω,
1 if px, yq P pXzΩq  Ω,
1 if px, yq P Ω pXzΩq,
0 if px, yq P pXzΩq  pXzΩq.
Hence, if λ  }divmz0}L8pX,νq, then
χΩ PMpχΩ, λq,
and, moreover,
λpΩq : λ  }χΩ mp.qpΩq}L8pX,νq
satisfies 0   λ ¤ 1.
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Proof. It is straightforward to see that χΩ is a maximal function with the given z0.






























Observe also that, for x P XzΩ,
pdivmz0qpxq  mxpΩq.
Therefore,
divmz0pxq  χΩpxq mxpΩq,
and, consequently,
λ  }divmz0}L8pX,νq  }χΩ mp.qpΩq}L8pX,νq. 
Remark 4.39. (i) We have that
λmΩ ¤ λpΩq.
Otherwise, if λpΩq   λmΩ , since χΩ P MpχΩ, λq, by Lemma 4.31 (i) we would have that







is an m-eigenpair and then, by
Proposition 4.33, χΩ RMpχΩ, λq which is a contradiction.
Note that, by Proposition 4.34,















is an m-eigenpair under the weaker assumption that λmΩ ¥ mxpΩq for all x P XzΩ.
(ii) Furthermore,
λpXzΩq  λpΩq,
and, consequently, from the previous point,
maxtλmΩ , λmXzΩu ¤ λpΩq.
Proposition 4.40. Let rX,B,m, νs be an m-connected reversible random walk space and
assume that ν is a probability measure. Let Ω P B. There exists λpΩq satisfying
maxtλmΩ , λmXzΩu ¤ λpΩq ¤ λpΩq
and $''&''%
χΩ RMpχΩ, λq if 0   λ   λpΩq,
χΩ PMpχΩ, λpΩqq,
tχΩu MpχΩ, λq if λ ¡ λpΩq.
Furthermore,
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Proof. By Proposition 4.38, λpΩq P tλ : χΩ PMpχΩ, λqu  H. Set
λpΩq : inftλ : χΩ PMpχΩ, λqu.
Then,
λpΩq ¤ λpΩq,
and, by Proposition 4.16,
λpΩq  mintλ : χΩ PMpχΩ, λqu.
Hence,
χΩ PMpχΩ, λpΩqq,
and, by Lemma 4.31, tχΩu MpχΩ, λq for every λ ¡ λpΩq.
For λ   λmΩ , we have
Emp0, χΩ, λq  λνpΩq   PmpΩq  EmpχΩ, χΩ, λq
so χΩ RMpχΩ, λq. Moreover, for λ   λmXzΩ, we have
EmpχX , χΩ, λq  λνpXzΩq   PmpXzΩq  PmpΩq  EmpχΩ, χΩ, λq
so χΩ RMpχΩ, λq. Consequently, we have that
maxtλmΩ , λmXzΩu ¤ λpΩq ¤ λpΩq .
Finally, (4.28) follows from Corollary 4.35, and (4.29) follows from Corollary 4.35 and
Lemma 4.17. 
We have the following formula for the thresholding parameter λpΩq.
Proposition 4.41. Let rX,B,m, νs be a reversible random walk space and assume that











νpΩ4 Eq : E P B, νpΩ4 Eq ¡ 0
*
and let E P BΩ with νpΩ4 Eq ¡ 0. Then, since χΩ PMpχΩ, λpΩqq, we have that
EmpχE , χΩ, λpΩqq  PmpEq   λpΩqνpΩ4 Eq ¥ EmpχΩ, χΩ, λpΩqq  PmpΩq.
We obtain from this that




On the other hand, by (4.20) and the definition of α, for every u P L1pX, νq we have




PmpEtpuqq   ανpEtpuq4 Ωq
	
dt ¥ PmpΩq  EmpχΩ, χΩ, αq,
thus χΩ PMpχΩ, αq, and, consequently,
λpΩq ¤ α. 
It is known (see [78]) that a thresholding property for a set in R2 implies calibrability of
the set. From the previous results we obtain the non-local counterpart of this result.
Proposition 4.42. Let rX,B,m, νs be an m-connected reversible random walk space and
assume that ν is a probability measure. Let Ω P B with 0   νpΩq   1, if there exists a
thresholding parameter λ ¡ 0 such that
(1) 0 PMpχΩ, λq @ 0   λ   λ, and
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(2) χΩ PMpχΩ, λq @λ ¡ λ,
then








is an m-eigenpair of ∆m1 . In particular, Ω is m-calibrable.
Proof. By (1), we have that
Emp0, χΩ, λq ¤ EmpχΩ, χΩ, λq @ 0   λ   λ,
that is,
λνpΩq ¤ PmpΩq @ 0   λ   λ,
thus
λ ¤ λmΩ @ 0   λ   λ.
Hence, λ ¤ λmΩ . On the other hand, by (2) and the definition of λpΩq, λpΩq ¤ λ. Then,
since λmΩ ¤ λpΩq, we get
λmΩ ¤ λpΩq ¤ λ ¤ λmΩ .







is an m-eigenpair of ∆m1 . 
We now provide some results regarding a thresholding parameter under which the set of
minimizers is formed by constant functions.
Proposition 4.43. Let rX,B,m, νs be a reversible random walk space and assume that
ν is a probability measure. Let Ω P B.
(i) If there exists λ ¡ 0 such that 0 PMpχΩ, λq, then there exists λ0pΩq satisfying
0   λ0pΩq ¤ hm1 pΩq
and $''&''%
medνpχΩq MpχΩ, λq if 0   λ   λ0pΩq,
0 PMpχΩ, λ0pΩqq,
0 RMpχΩ, λq if λ ¡ λ0pΩq.
(ii) If there exists λ ¡ 0 such that 1 PMpχΩ, λq, then there exists λ1pΩq satisfying
0   λ1pΩq ¤ hm1 pXzΩq
and $''&''%
medνpχΩq MpχΩ, λq if 0   λ   λ1pΩq,
1 PMpχΩ, λ1pΩqq,
1 RMpχΩ, λq if λ ¡ λ1pΩq.
Proof. (i): Let rΩ  Ω be a measurable set, then
EmpχrΩ, χΩ, λq  Emp0, χΩ, λq  PmprΩq  λνprΩq,
so that
EmpχrΩ, χΩ, λq   Emp0, χΩ, λq ô λ ¡ λmrΩ ,
thus
0 PMpχΩ, λq implies λ ¤ hm1 pΩq.
Therefore, if we set
λ0pΩq : suptλ : 0 PMpχΩ, λqu,
we have that λ0pΩq ¤ hm1 pΩq. Moreover, by Proposition 4.16, we have that
λ0pΩq  maxtλ ¡ 0 : 0 PMpχΩ, λqu
and this is the parameter that we were looking for.
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(ii) follows from (i) and Lemma 4.17. 
We can set λ0pΩq  0 if there is no λ ¡ 0 such that 0 PMpχΩ, λq, and λ1pΩq  0 if there
is no λ ¡ 0 such that 1 PMpχΩ, λq.
We have the following formula for the thresholding parameter λ0pΩq.
Proposition 4.44. Let rX,B,m, νs be a reversible random walk space and assume that




νpΩq  νpΩ4 Eq : E P B, νpΩ4 Eq   νpΩq
*
.









EmpχE , χΩ, λ0pΩqq  PmpEq   λ0pΩqνpΩ4 Eq and Emp0, χΩ, λ0pΩqq  λ0pΩqνpΩq,
we have that λ0pΩq ¤ α. Let us see the opposite inequality. For this it is enough to prove
that 0 PMpχΩ, αq, that is
Empu, χΩ, αq ¥ Emp0, χΩ, αq @u P L1pX, νq.





νpEtpuq4 Ωq  νpΩq
		
























νpEtpuq4 Ωq  νpΩq
		
dt,
but the first integral in the right hand side is trivially non-negative and the second one is
also non-negative by the definition of α.
Let us see that, if 0   νpΩq   1 and λ0pΩq ¥ λmΩ , then Ω is m-calibrable. Suppose that
0 PMpχΩ, λmΩ q. Then, by Theorem 4.18, there exists ξ P signpχΩq such that
λmΩ ξ P ∆m1 0.
Consequently, ξ1 : ξ P signpχΩq satisfies λmΩ ξ1 P ∆m1 0 thus, by Remark 3.41(2), λmΩ ξ1 P
∆m1 χΩ. Now, by Theorem 3.42, this is equivalent to Ω being m-calibrable. 
Remark 4.45. Note that, if χE PMpχΩ, λq, then











νpΩ4 Eq  νpΩ4 Uq : U P B, νpΩ4 Uq   νpΩ4 Eq
*
.
Indeed, if χE PMpχΩ, λq, then, for any U P B,
PmpEq   λνpΩ4 Eq ¤ PmpUq   λνpΩ4 Uq
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thus, if νpΩ4 Uq ¡ νpΩ4 Eq, we have that
λ ¥ PmpUq  PmpEq
νpΩ4 Eq  νpΩ4 Uq ,
and, if νpΩ4 Uq   νpΩ4 Eq, we have that
λ ¤ PmpUq  PmpEq
νpΩ4 Eq  νpΩ4 Uq .
Furthermore, observe that, if χE PMpχΩ, λq, then
(4.31) PmpEq  inf tPmpUq : U P B, νpΩ4 Uq  νpΩ4 Equ .
Conversely, (4.30) and (4.31) imply that χE PMpχΩ, λq.
The following example proves that the minimizer when the observed image is the charac-
teristic function of a set Ω need not be the characteristic function of a set contained in Ω.
Note that in the continuous setting, when Ω is a bounded convex domain, it is known that for
almost all λ ¡ 0 there is a unique minimizer which, moreover, is the characteristic function of
a set contained in Ω (see [55, Corollary 5.3]). We also observe how, with the ROF-model with
L1-fidelity term, the scale space is mostly constant and makes sudden transitions at certain
values of the scale parameter. In particular, we see how a set may suddenly vanish.
Example 4.46. Consider the locally finite weighted discrete graph G with vertex set
X  t1, 2, 3, 4, 5, 6u and weights w1,2  5, w2,3  6, w3,4  2, w4,5  1, w5,6  3 and
wi,j  0 otherwise. Let rX, dG,mG, νGs be the associated metric random walk space and let
Ω  t1, 2u.
We have that$'''''''''''''''&'''''''''''''''%
t0u Mpχt1,2u, λq for 0   λ   15  λ0pΩq,
tcχt1,2,3,4u : c P r0, 1su Mpχt1,2u, λq for λ  15 ,
tχt1,2,3,4uu Mpχt1,2u, λq for 15   λ   13 ,
tχt1,2,3u   cχt4u : c P r0, 1su Mpχt1,2u, λq for λ  13 ,
tχt1,2,3uu Mpχt1,2u, λq for 13   λ   12 ,
tχt1,2u   cχt3u : c P r0, 1su Mpχt1,2u, λq for λ  12 ,
tχt1,2uu Mpχt1,2u, λq for λ ¡ 12  λpΩq.
Indeed, to start with, note that
EmpχΩ, χΩ, λq  6 : h1pλq,
Empχt1,2,3u, χΩ, λq  2  8λ : h2pλq,
Empχt1,2,3,4u, χΩ, λq  1  11λ : h3pλq,
and
Emp0, χΩ, λq  16λ : h4pλq.
We have that,
 if 0 ¤ λ   15 , then h4pλq   hipλq for i  1, 2, 3,
 if 15   λ   13 , then h3pλq   hipλq for i  1, 2, 4,
 if 13   λ   12 , then h2pλq   hipλq for i  1, 3, 4,
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 and, if 12   λ ¤ 1, then h1pλq   hipλq for i  2, 3, 4.
Moreover, for any other set F  t1, 2, 3, 4, 5, 6u different from t1, 2u, t1, 2, 3u and t1, 2, 3, 4u,
and for any λ ¡ 0, we have that EmpχF , χΩ, λq is larger than minth1pλq, h2pλq, h3pλq, h4pλqu.
Following Remark 4.19, to see that χΩ PMpχΩ, 12q, take
gp1, 2q   1
10
, gp2, 3q  1, gp3, 4q  1, gp4, 5q  1
2




, ξp2q  1, ξp3q  1, ξp4q  1, ξp5q  1
4
, ξp6q  0 .
For λ   12 , since h4pλq ¡ h3pλq, we have that χΩ R MpχΩ, λq. Moreover, by Lemma 4.31 (i)
we get that
tχΩu MpχΩ, λq for λ ¡ 1
2
.
Since Empχt1,2,3u, χΩ, 12q  EmpχΩ, χΩ, 12q we have that χt1,2,3u P MpχΩ, 12q and using the
convexity of Mpf, λq we get that






Now, t1, 2u and t1, 2, 3u are the unique minimizers of EGmp,Ω, 1{2q, thus, by Theorem 4.25,
we have that






To see that χt1,2,3u PMpχΩ, 13q, take
gp1, 2q  1
5
, gp2, 3q  7
9




, ξp2q  1, ξp3q  1, ξp4q  1, ξp5q  3
4
, ξp6q  0 .
Consequently, by Lemma 4.31 (iii) we have that χt1,2,3u PMpχΩ, λq for 13 ¤ λ ¤ 12 . Moreover,
t1, 2, 3u is the unique minimizer of EGmp,Ω, λq for such parameters λ thus, by Theorem 4.25,
χ
t1,2,3u is the unique element in MpχΩ, λq for 13   λ   12 .
Since Empχt1,2,3,4u, χΩ, 13q  Empχt1,2,3u, χΩ, 13q we have that χt1,2,3,4u PMpχΩ, 13q and, as
above, by Theorem 4.25,






Now, to see that χt1,2,3,4u PMpχΩ, 15q, take
gp1, 2q  1
5
, gp2, 3q   8
15
, gp3, 4q  4
5
, gp4, 5q  1, gp5, 6q   1
15
and
ξp1q  1, ξp2q  1, ξp3q  1, ξp4q  1, ξp5q  1, ξp6q  1
3
.
Then again, by Lemma 4.31 (iii), we have that χt1,2,3,4u P MpχΩ, λq for 15 ¤ λ ¤ 13 and as




( MpχΩ, λq for 15   λ   13 .
Finally, the fact that Empχt1,2,3,4u, χΩ, 15q  Emp0, χΩ, 15q gives, by Theorem 4.25, that





and, by Lemma 4.31 (ii), t0u MpχΩ, λq for 0 ¤ λ   15 .
Note that λmΩ  38   12  λpΩq thus, by Proposition 4.40, p38 , 116χΩq is not an m-eigenpair.
However, Ω is m-calibrable since it consists of two points. Note also that
PmpΩq  Pmpt1, 2, 3uq
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Pmpt1, 2, 3, 4uq






and, regarding Corollary 4.45,
Pmpt1, 2, 3uq  Pmpt1, 2, 3, 4uq






Finally, observe that by Corollary 4.27, since










and 13 is precisely the upper thresholding parameter for this set.
Observe that, if we add a loop at vertex 4, w4,4  α ¡ 0, the set t1, 2, 3, 4u can be a
minimizer of EGmp, t1, 2u, λq only if (by (4.23))








In the following example, for which we avoid to give as much detail as in the previous
one, we can see how, as the value of λ is decreased, minimizers become coarser as smaller
objects merge together to form larger ones.
Example 4.47. Let rZ2, dZ2 ,mZ2 , νZ2s be the metric random walk space given in Example
3.57(2) and consider the set Ω given in Figure 1a. Then, for 13   λ   25 , the minimizer for
the ROF-model with the L1-fidelity term and datum χΩ is the characteristic function of the
set E represented in Figure 1b.
(a) Ω is the set formed by the points inside
the shaded region.
(b) The minimizer, E, for 13   λ  
2
5 is the set
formed by the points inside the shaded region.
Figure 1. The point p0, 0q is labelled in the graphs, and the adjacent points
are represented by dots.
This set E merges together the two components of Ω. Note that
EmpχΩ, χΩ, λq  28,
EmpχE , χΩ, λq  20  20λ,
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and
Emp0, χΩ, λq  80λ.
By restricting the ambient space to a big enough bounded subset of Z2 and recalling Example
1.42 we obtain a finite invariant measure and the same calculations work.
4.2.3. The Gradient Descent Method. In order to apply this method one needs to
solve the Cauchy problem
(4.32)
$&% vt P ∆
m
1 vptq  λsignpvptq  fq in p0, T q X
vp0, xq  v0pxq in X,
that can be rewritten as the following abstract Cauchy problem in L2pX, νq
(4.33) v1ptq   BEmpu, f, λqpvptqq Q 0, vp0q  v0.
Let f be in L1pX, νq. Since Emp, f, λq is convex and lower semi-continuous, by the theory of
maximal monotone operators ([43]), we have that, for any initial data v0 P L2pX, νq, problem
(4.33) has a unique strong solution. Therefore, if we define a solution of problem (4.32) as
a function v P Cp0, T ;L2pX, νqq XW 1,1loc p0, T ;L2pX, νqq such that vp0, xq  v0pxq for ν-a.e.
x P X and such that there exists ξptq P signpvptq  fq satisfying
λξptq   vtptq P ∆m1 pvptqq for a.e. t P p0, T q,
we have the following existence and uniqueness result.
Theorem 4.48. Let rX,B,m, νs be a reversible random walk space and assume that ν is
a probability measure. For every v0 P L2pX, νq there exists a unique strong solution of the
Cauchy problem (4.32) in p0, T q for any T ¡ 0. Moreover, we have the following contraction
principle in any LqpX, νq–space, 1 ¤ q ¤ 8:
(4.34) }vptq  wptq}LqpX,νq ¤ }v0  w0}LqpX,νq @ 0   t   T,
for any pair of solutions v, w of problem (4.32) with initial datum v0 and w0, respectively.
Note that the contraction principle (4.34) in any Lq-space follows from the fact that the
operator BEmp, f, λq is completely accretive. Indeed, given pu1, v1q, pu2, v2q P BEmp, f, λq and
p P P0 : tq P C8pRq : 0 ¤ q1 ¤ 1, supppq1q compact and 0 R suppu,
we need to prove that »
X
pv2  v1qppu2  u1qdν ¥ 0.
Now, there exist ξi P signpui  fq such that vi  λξi  wi P BFmpuiq, i  1, 2. Then, since




pξ2  ξ1qppu2  u1qdν  λ
»
X
pξ2  ξ1qpppu2  fq  pu1  fqqdν ¥ 0,
we have that»
X
pv2  v1qppu2  u1qdν 
»
X
pw2  w1qppu2  u1q   λ
»
X
pξ2  ξ1qppu2  u1qdν ¥ 0.
Let pTλptqqt¥0 be the semigroup in L2pX, νq associated with the operator BEmp, f, λq, that
is, Tλptqv0 is the solution of problem (4.32). On account of the contraction principle we have
that for any u PMpf, λq, if Lupuq : }u u}L2pX,νq, then
(4.35) Lu is a Lyapunov functional for the semigroup pTλptqqt¥0.
Indeed, for t ¡ s, we have
LupTλptqv0q  }Tλptqv0  u}L2pX,νq  }Tλpt sq pTλpsqv0q  Tλpt squ}L2pX,νq
¤ }Tλpsqv0  u}L2pX,νq  LupTλpsqv0q.
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Theorem 4.49. Let rX,B,m, νs be a reversible random walk space and assume that ν is
a probability measure. Assume that f P L1pX, νq. Let v0 P L2pX, νq and vptq : Tλptqv0. If
the ω-limit set
ωpv0q : tw P L2pX, νq : Dtn Ñ  8 s.t. lim
nÑ8
vptnq  wu
is non-empty, then there exists u PMpf, λq such that
lim
tÑ8
vptq  u in L2pX, νq.








ptq   BEmp, f, λqpvptqq Q 0 for all t P p0, 8q







Since BEmp, f, λq is closed, from (4.36) and (4.37) we get
0 P BEmp, f, λqpuq,
i.e., u PMpf, λq. Now, by (4.35), Lu is a Lyapunov functional for the semigroup pTλptqqt¥0.
It follows from this that
lim
tÑ8
vptq  u in L2pX, νq. 
Proving that the ω-limit set ωpv0q is non-empty is not an easy task here. For example,
one could try to proceed with the usual method of proving that the resolvent is compact, but
this requires the use of regularity results which are difficult to obtain in our context due to the
non-locality of the problem. Nonetheless, in finite graphs it is trivially true that the ω-limit
set is non-empty. Consequently, we have the following result.
Corollary 4.50. Let rV pGq, dG,mG, νGs be the metric random walk space associated with
a locally finite weighted discrete graph G  pV pGq, EpGqq. Suppose that νG is a probability




vptq  u in L2pV pGq, νGq.
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CHAPTER 5
Nonlinear diffusion problems with nonlinear boundary
conditions
In this chapter we study the existence and uniqueness of mild (see section A.3 of Appendix
A) and strong solutions of nonlocal nonlinear diffusion problems of p-Laplacian type with
nonlinear boundary conditions. The problems are posed in a subset W of a reversible random
walk space rX,B,m, νs. The nonlocal diffusion can hold either in W , in its nonlocal boundary
BmW , or in both at the same time. We will assume that Wm is m-connected (recall Definitions
1.51 and 1.32) and that νpWmq   8. The formulations of the diffusion problems that we
study are the following:
(5.1)
$'''''&'''''%
vtpt, xq  divmapupt, xq  fpt, xq, x PW, 0   t   T,
vpt, xq P γpupt, xqq, x PW, 0   t   T,
N ap1 upt, xq P βpupt, xqq, x P BmW, 0   t   T,
vp0, xq  v0pxq, x PW,
and, for nonlinear dynamical boundary conditions,
(5.2)
$''''''''''''&''''''''''''%
vtpt, xq  divmapupt, xq  fpt, xq, x PW, 0   t   T,
vpt, xq P γpupt, xqq, x PW, 0   t   T,
wtpt, xq  N ap1 upt, xq  gpt, xq, x P BmW, 0   t   T,
wpt, xq P βpupt, xqq, x P BmW, 0   t   T,
vp0, xq  v0pxq, x PW,
wp0, xq  w0pxq, x P BmW,
where γ and β are maximal monotone (multivalued) graphs in R  R with 0 P γp0q X βp0q,
divmap is a nonlocal Leray-Lions type operator whose model is the nonlocal p-Laplacian type
diffusion operator, and N ap1 is a nonlocal Neumann boundary operator (see Subsection 5.1.1
for details). In fact, we will solve these problems with greater generality, as we will not only
consider them for a set W and its nonlocal boundary BmW , but rather for any two disjoint
sets Ω1, Ω2 P B such that their union is m-connected and of finite measure.
These problems can be seen as the nonlocal counterpart of local diffusion problems gov-
erned by the p-Laplacian diffusion operator (or a Leray-Lions operator) where two further
nonlinearities are induced by γ and β (see, for example, [13] and [33] for the local problems).
In [18], and the references therein, one can find an interpretation of the nonlocal diffusion
process involved in these kind of problems.
On the nonlinearities (brought about by) γ and β we do not impose any further assump-
tions aside from the natural one (see Ph. Bénilan, M. G. Crandall and P. Sacks’ work [33]):
0 P γp0q X βp0q,
and (in order for diffusion to take place)




Γ : inftRanpγqu, Γ  : suptRanpγqu, B : inftRanpβqu and B  : suptRanpβqu.
Therefore, we work with a rather general class of nonlocal nonlinear diffusion problems with
nonlinear boundary conditions that, in particular, include the homogeneous Dirichlet boundary
condition or the Neumann boundary condition.
With our general approach we are able to directly cover: obstacle problems, with unilateral
or bilateral obstacles (either in W , in BmW , or in both at the same time); the nonlocal
counterpart of Stefan like problems, that involve monotone graphs like the graph inverse of
θSprq :
$'&'%
r if r   0,
r0, λs if r  0,
λ  r if r ¡ 0,
for λ ¡ 0 (these would take the place of γ in our general setting, and the same is true for
the following examples); diffusion problems in porous media, where monotone graphs like
psprq  |r|s1r, s ¡ 0, are involved; and Hele-Shaw type problems, which involve graphs like
Hprq :
$'&'%
0 if r   0,
r0, 1s if r  0,
1 if r ¡ 0.
Moreover, if γprq  0 in the first problem, then the dynamics only take place in the nonlocal
boundary and we obtain the evolution problem for a nonlocal Dirichlet-to-Neumann operator
as a particular case.
Motivation for the study of these nonlocal diffusion problems of p-Laplacian type involv-
ing nonlocal Neumann boundary operators is provided by the nonlocal Neumann boundary
operators studied (for the linear case) in [72] and [96]. Nevertheless, due to the generality of
the hypotheses considered in our study, the results that we obtain lead to new existence and
uniqueness results for a great range of problems. This is true even when the problems are
considered on weighted discrete graphs or RN with a random walk induced by a nonsingular
kernel, spaces for which only some particular cases of these problems have been studied (some
references are given afterwards). In these ambient spaces, and for the nonlocal p-Laplacian
operator, Problem (5.1) has the following formulations (recall Example 1.38 and Definition
1.51, for the necessary definitions and notations):
$'''''''''''''&'''''''''''''%




wx,y|upyq  upxq|p2pupyq  upxqq, x PW, 0   t   T,






wx,y|upyq  upxq|p2pupyq  upxqq P βpupt, xqq, x P BmGW, 0   t   T,
upx, 0q  u0pxq, x PW,
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Jpy  xq|upyq  upxq|p2pupyq  upxqqdy, x PW, 0   t   T,
vpt, xq P γpupt, xqq, x PW, 0   t   T,»
W
mJ
Jpy  xq|upyq  upxq|p2pupyq  upxqqdy P βpupt, xqq, x P BmJW, 0   t   T,
vpx, 0q  v0pxq, x PW.
for the case of RN with the random walk induced by the nonsingular kernel J . We have
detailed these problems with well-known formulations in order to show the extent to which
Problems (5.1) and (5.2) cover specific nonlocal problems of great interest.
Nonlinear semigroup theory will be the basis for the study of the existence and uniqueness
of solutions of the above problems. This study will be developed in Section 5.3, where we
prove, as a particular case of Theorem 5.22, the existence of mild solutions to Problem (5.2)
for general data in L1, and of strong solutions assuming extra integrability conditions on the
data. Moreover, a contraction and comparison principle is obtained. The same is done for
Problem (5.1) in Theorem 5.28. See [23], [24], [28], [32], [43], [67], [68] and [69] for details
on nonlinear semigroup theory; a summary of it can be found in Appendix A.
To apply the nonlinear semigroup theory our first aim is to prove the existence and unique-
ness of solutions of the problem
(5.3)
#
γpupxqq  divmapupxq Q ϕpxq, x PW,
N ap1 upxq   βpupxqq Q φpxq, x P BmW,
for general maximal monotone graphs γ and β. This is the nonlocal counterpart of (local)
quasilinear elliptic problems with nonlinear boundary conditions (see [14] and [33] for the
general study of the local case) and is an interesting problem in itself due to the generality with
which we address it. To this aim, we will make use of the generalised Poincaré type inequalities
introduced in Section 1.6, but even with this at hand we can not obtain compactness arguments
like the ones used in the local theory or in fractional diffusion problems. Consequently, we have
to make the most of boundedness and monotonicity arguments in order to prove our results,
being the main ideas an implementation of those used in [14] and [33] (see also [16] for a
very particular case). The same holds for the diffusion problems. The study of Problem (5.3)
will be developed in Section 5.1, where we prove, for a more general problem, the existence
of solutions (Theorem 5.15) and a contraction and comparison principle (Theorem 5.14). At
the end of that section we deal with another nonlocal Neumann boundary operator.
For linear or quasilinear elliptic problems with boundary conditions, obstacles complicate
the existence of solutions. The appearance of this difficulty is better understood when one
takes into account the continuity of the solution between the inside of the domain and the
boundary via the trace. In fact, for a bounded smooth domain Ω in RN , γ with bounded
domain r0, 1s and βprq  0 for all r, it is not possible to find a weak solution of# ∆u  γpuq Q ϕ in Ω,
∇u  η  φ in BΩ,
for data satisfying ϕ ¤ 0, φ ¤ 0 and φ  0 (see [14]). However, in our non-local setting
this sort of continuity is not present and the study of these nonlocal diffusion problems with
obstacles hence differs from the study of the local ones (see [15] for a detailed study of these
local problems). In particular, we do not need to impose any assumptions on the nonlinearities
γ and β aside from the natural ones.
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There is a very long list of references for the local elliptic and parabolic counterparts of
the problems that we study; see, for example, [13], [14], [28], [29], [30], [33], [157], and
the references therein. See also [103] for a Hele-Shaw problem with dynamical boundary
conditions and the references therein. For some particular nonlocal problems we refer to [16],
[17], [18], [34], [50], [60], [97], [106] and [125]. For fractional diffusion problems we refer,
for example, to [119], where Dirichlet and Neumann boundary conditions are considered;
to [39], [40], [65], [90] and [137], where fractional porous medium equations are studied,
see also J. L. Vázquez’s survey [158] and the references therein; and to [153] and [154] for
fractional diffusion problems for the Stefan problem.
Assumption 1. All along this chapter rX,B,m, νs is a reversible random walk space.
5.0.1. Yosida approximation and a Bénilan-Crandall relation.
Given a maximal monotone graph ϑ in R R (see [43]) and λ ¡ 0, we denote by ϑλ the
Yosida approximation of ϑ, which is given by ϑλ : λpI  pI   1λϑq1q.




the element of minimal absolute value of ϑpsq if s P Dpϑq,
 8 if rs, 8q XDpϑq  H,
8 if p8, ss XDpϑq  H.
Furthermore, if s P Dpϑq, |ϑλpsq| ¤ |ϑ0psq| for every λ ¡ 0, and |ϑλpsq| is nondecreasing in
λ.
Given a maximal monotone graph ϑ in R R with 0 P ϑp0q, we define, for s P Dpϑq,
ϑ psq :
$'&'%
ϑpsq if s ¡ 0,
ϑp0q X r0, 8s if s  0,




t0u if s ¡ 0,
ϑp0q X r8, 0s if s  0,
ϑpsq if s   0.
Note that the Yosida approximation pϑ qλ of ϑ  is nondecreasing in λ ¡ 0 and pϑqλ is
nonincreasing in λ ¡ 0. Observe also that pϑ qλpsq  0 for s ¤ 0 and pϑqλpsq  0 for
s ¥ 0, for every λ ¡ 0, and ϑ    ϑ  ϑ.
The following lemma is easy to prove.
Lemma 5.1. Let ϑ be a maximal monotone graph such that 0 P ϑp0q, λ ¡ 0 and rϑ :
supDpϑq    8. It holds that
ϑλprq  λpr  rϑq
for every r ¡ rϑ   1λϑ0prϑq.








 is the Legendre transform of jϑ, then
ϑ1  Bjθ.
We now recall a Bénilan-Crandall relation between functions u, v P L1pΩ, νq. Denote by
J0 and P0 the following sets of functions:
J0 : tj : RÑ r0, 8s : j is convex, lower semi-continuous and jp0q  0u,
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(5.4) P0 :
 
ρ P C8pRq : 0 ¤ ρ1 ¤ 1, supppρ1q is compact and 0 R supppρq( .
Assume that νpΩq    8 and let u, v P L1pΩ, νq. The following relation between u and v is
defined in [31]:






jpvq dν for every j P J0.
Moreover, the following equivalences are proved in [31, Proposition 2.2] (we only give the








vρpuqdν ¥ 0 @ρ P P0 ðñ
»
tu hu
vdν ¤ 0 ¤
»
tu¡hu
vdν @h ¡ 0.
5.0.2. Two useful lemmas. The proofs of the following lemmas are similar to the proof
of [13, Lemma 4.2].
Lemma 5.3. Let p ¥ 1. Let rX, d,m, νs be a reversible random walk space. Let A,B P B be
disjoint sets and assume that AYB is non-ν-null and m-connected. Suppose that rX,B,m, νs
satisfies a generalised pp, pq-Poincaré type inequality on pA,Bq. Let α and τ be maximal
monotone graphs in R2 such that 0 P αp0q and 0 P τp0q. Let tununPN  LppA Y B, νq,
tznunPN  L1pA, νq and tωnunPN  L1pB, νq be such that, for every n P N, zn P αpunq ν-a.e.
in A and ωn P τpunq ν-a.e. in B. Finally, let Q1 : pAYBq  pAYBq.
(i) Suppose that
R α,τ : νpAq suptRanpαqu   νpBq suptRanpτqu   8





ω n dν  M @n P N.
Then, there exists a constant K  KpA,B,M,α, τq such that
u n LppAYB,νq ¤ K
»
Q1








Rα,τ : νpAq inftRanpαqu   νpBq inftRanpτqu  8





ωn dν  M @n P N.
Then, there exists a constant rK  rKpA,B,M,α, τq, such that
un LppAYB,νq ¤ rK
»
Q1







Lemma 5.4. Let p ¥ 1. Let rX, d,m, νs be a reversible random walk space. Let A,B P B be
disjoint sets and assume that AYB is non-ν-null and m-connected. Suppose that rX,B,m, νs
satisfies a generalised pp, pq-Poincaré type inequality on pA,Bq. Let α and τ be maximal
monotone graphs in R2 such that 0 P αp0q and 0 P τp0q. Let tununPN  LppA Y B, νq,
tznunPN  L1pA, νq and tωnunPN  L1pB, νq such that, for every n P N, zn P αpunq ν-a.e. in
A and ωn P τpunq ν-a.e. in B. Finally, let Q1 : pAYBq  pAYBq.
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Then, there exists a constant K  KpA,B,M, h, α, τq such that
u n LppAYB,νq ¤ K
»
Q1



























Then, there exists a constant rK  rKpA,B,M, h, α, τq such that
un LppAYB,νq ¤ rK
»
Q1







5.1. Nonlocal stationary problems
In this section we will give our main results concerning the existence and uniqueness of
solutions of the nonlocal stationary Problem (5.3). We will start by recalling the class of
nonlocal Leray-Lions type operators and the Neumann boundary operators that we will be
working with.
5.1.1. Nonlocal diffusion operators of Leray-Lions type and nonlocal Neu-
mann boundary operators. For 1   p    8, we consider a function ap : XXRÑ R
such that
px, yq ÞÑ appx, y, rq is ν bmx-measurable @r P R;
(5.7) appx, y, .q is continuous for ν bmx-a.e px, yq P X X;
(5.8) appx, y, rq  appy, x,rq for ν bmx-a.e px, yq P X X and @r P R;
(5.9) pappx, y, rq  appx, y, sqqpr  sq ¡ 0 for ν bmx-a.e. px, yq P X X and @r  s;
there exist constants cp, Cp ¡ 0 such that
(5.10) |appx, y, rq| ¤ Cp
 
1  |r|p1 for ν bmx-a.e. px, yq P X X and @r P R,
and
(5.11) appx, y, rqr ¥ cp|r|p for ν bmx-a.e. px, yq P X X and @r P R.
This last condition implies that
appx, y, 0q  0 and sign0pappx, y, rqq  sign0prq for ν bmx-a.e. px, yq P X X and @r P R.
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Example 5.5. An example of a function ap satisfying the above assumptions is
appx, y, rq : ϕpxq   ϕpyq
2
|r|p2r,
being ϕ : X Ñ R a ν-measurable function satisfying 0   c ¤ ϕ ¤ C where c and C are
constants. In particular, if ϕpxq  2, x P X, we have (recall Definition 1.44) that








is the (non-local) p-Laplacian operator on the random walk space rX,B,m, νs.
Observe that divmpappx, y, upyq  upxqqpxq defines a kind of Leray–Lions operator for the
random walk m.
We now introduce the nonlocal Neumann boundary operators that we will be working with.
Definition 5.6. Let W P B with νpW q ¡ 0. The Gunzburger–Lehoucq type Neumann
boundary operator on BmW is given by
N ap1 upxq : 
»
Wm
appx, y, upyq  upxqqdmxpyq, x P BmW,
where, taking into account the supports of the measures mx, we have that, in fact, the integral
is effectively being calculated over the nonlocal tubular boundary BmW Y BmpXzW q of W .
On the other hand, the Dipierro–Ros-Oton–Valdinoci type Neumann boundary operator
on BmW is given by
N ap2 upxq : 
»
W
appx, y, upyq  upxqqdmxpyq x P BmW,
for which the integral is effectively being calculated over the nonlocal boundary BmpXzW q of
XzW .
For each of these Neumann boundary operators we can look for solutions of the following
problem #
γpupxqq  divmapupxq Q ϕpxq, x PW,
N apj upxq   βpupxqq Q φpxq, x P BmW,
j P t1, 2u, where we are using the simplified notation
divmapupxq : divmpappx, y, upyq  upxqqpxq.









appx, y, upyq  upxqqdmxpyq.
Moreover, by the reversibility of ν with respect to m and recalling the definitions of BmW and





mxpW qdνpxq  0.




appx, y, upyq  upxqqdmxpyq for every x PW .
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Lemma 5.7. Let Ω P B with νpΩq   8 and let tukukPN  LppΩ, νq such that uk kÝÑ u P
LppΩ, νq in LppΩ, νq and pointwise ν-a.e. in Ω. Suppose also that there exists h P LppΩ, νq
such that |uk| ¤ h ν-a.e. in Ω. Then,
appx, y, ukpyq  ukpxqq kÝÑ appx, y, upyq  upxqq in Lp1pΩ Ω, ν bmxq
and, in particular, for ν-a.e. x P Ω,»
Ω
appx, y, ukpyq  ukpxqqdmxpyq kÝÑ
»
Ω
appx, y, upyq  upxqqdmxpyq in Lp1pΩ, νq.
Proof. Let A  Ω be a ν-null set such that |ukpxq| ¤ hpxq    8 for every x P ΩzA
and every k P N, and such that ukpxq kÝÑ upxq for every x P ΩzA. By (5.7), there exists a
ν bmx-null set N1  ΩΩ such that appx, y, q is continuous for every px, yq P pΩΩqzN1.
Therefore,
appx, y, ukpyq  ukpxqq kÝÑ appx, y, upyq  upxqq
for every px, yq P pΩ  ΩqzpN1 Y pA  Ωq Y pΩ  Aqq, where, by the reversibility of ν with
respect to m, N1 Y pA Ωq Y pΩ Aq is also ν bmx-null. Moreover, by (5.10), there exists
a ν bmx-null set N2  Ω Ω such that
|appx, y, ukpxq  ukpyqq| ¤ Cpp1  |ukpxq  ukpyq|p1q ¤ rCp1  |ukpxq|p1   |ukpyq|p1q
¤ rCp1  |hpxq|p1   |hpyq|p1q
for every px, yq P pΩ  ΩqzpN2 Y pA  Ωq Y pΩ  Aqq and some constant rC, where, again,
N2YpAΩqYpΩAq is νbmx-null. Then, taking px, yq P pΩΩqzpN1YN2YpAΩqYpΩAqq,
we have that
appx, y, ukpyq  ukpxqq kÝÑ appx, y, upyq  upxqq
and
|appx, y, ukpxq  ukpyqq| ¤ rCp1  |hpxq|p1   |hpyq|p1q.
Now, by the invariance of ν with respect to m, since h P LppΩ,mxq and νpΩq    8, we
have that 1   |hpxq|p1   |hpyq|p1 P Lp1pΩ  Ω, ν b mxq so we may apply the dominated
convergence theorem to conclude. 
Remark 5.8. Taking a subsequence if necessary, the ν-a.e. pointwise convergence and
the boundedness by the function h in the hypotheses are a consequence of the convergence
in LppΩ, νq.
5.1.2. Existence and uniqueness of solutions of doubly nonlinear stationary
problems under nonlinear boundary conditions. As mentioned in the introduction, the
aim here is to study the existence and uniqueness of solutions of the problem
(5.13)
#
γpupxqq  divmapupxq Q ϕpxq, x PW,
N ap1 upxq   βpupxqq Q φpxq, x P BmW,
where W P B is m-connected and νpWmq    8. See [14] and [33] for the reference local
models. In Section 5.2 we will address this problem but with the nonlocal Neumann boundary
operator N ap2 instead.
Problem (5.13) is a particular case (recall (5.12)) of the following general, and interesting
by itself, problem. Let Ω1,Ω2 P B be disjoint non-ν-null sets and let
Ω : Ω1 Y Ω2.
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appx, y, upyq  upxqqdmxpyq Q ϕpxq, x P Ω2.







will use the more detailed notation further on. Moreover, we make the following assumptions.
Assumption 2. We assume that Ω  Ω1 Y Ω2 is m-connected and νpΩq    8.
Remark 5.9. Observe that, given an m-connected set Ω P B, mxpΩq ¡ 0 for ν-a.e. x P Ω.
Indeed, if
N : tx P Ω : mxpΩq  0u
then
LmpN,Ωq  0
thus νpNq  0.
Assumption 3. Let
NΩK : tx P Ω : pmx Ωq K pν Ωqu .





Remark 5.10. Note that, for x P Ω such that mxpΩq ¡ 0, if mx ! ν (i.e., mx is absolutely
continuous with respect to ν) then pmx Ωq M pν Ωq. Therefore, by Remark 5.9, if mx ! ν
for ν-a.e. x P Ω then ν  NΩK   0. Hence, the above condition is weaker than assuming that
mx ! ν for ν-a.e. x P Ω.
Assumption 4. We will assume, together with 0 P γp0q X βp0q, that
Rγ,β   R γ,β,
where
Rγ,β : νpΩ1q inftRanpγqu   νpΩ2q inftRanpβqu,
R γ,β : νpΩ1q suptRanpγqu   νpΩ2q suptRanpβqu.
Set
Q1 : Ω Ω.
Assumption 5. We assume that rX,B,m, νs satisfies a generalised pp, pq-Poincaré type
inequality on pΩ,Hq, i.e., given 0   l ¤ νpΩq, there exists a constant Λ ¡ 0 such that, for















From now in this chapter we work under Assumptions 1 to 5.
Remark 5.11. Observe that, in fact, Assumption 5 implies that Ω is m-connected (which
is part of Assumption 2). Indeed, suppose that Assumption 5 holds but Ω is not m-connected.
Then, we may find non-ν-null sets A, B P BΩ such that AYB  Ω and LmpA,Bq  0 (recall




νpAq , if x P A,
 1
νpBq , if x P BzA,
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|upyq  upxq|pdmxpyqdνpxq  0.
Therefore, by Assumption 5, we get that }u}LppΩ,νq  0 which is a contradiction.
If νpA X Bq ¡ 0 then νpAzBq ¡ 0, νpBzAq ¡ 0 or νpAq  νpBq  νpΩq. In the first
two cases we have that LmpAzB,Bq ¤ LmpA,Bq  0 and LmpA,BzAq ¤ LmpA,Bq  0,
respectively, so we work as before. If νpAq  νpBq  νpΩq then LmpΩ,Ωq  0 and we may
take, for example, A1  Ω1 and B1  Ω2 in our previous argument.
Definition 5.12. A solution of pGPϕq is a pair ru, vs with u P LppΩ, νq and v P Lp1pΩ, νq
such that
1. vpxq P γpupxqq for ν-a.e. x P Ω1,
2. vpxq P βpupxqq for ν-a.e. x P Ω2,





appx, y, upyq  upxqqdmxpyq  ϕpxq, x P Ω.
A subsolution (supersolution) to pGPϕq is a pair ru, vs with u P LppΩ, νq and v P L1pΩ, νq













Remark 5.13 (Integration by parts formula). The following integration by parts formula
follows by the reversibility of ν with respect to m (recall Lemma 1.48). Let q ¥ 1. Let
u : X Ñ R be a measurable function such that
rpx, yq ÞÑ appx, y, upyq  upxqqs P LqpQ1, ν bmxq























appx, y, upyq  upxqqpwpyq  wpxqqdpν bmxqpx, yq.
Let us see, formally, the way in which we will use the above integration by parts formula








appx, y, upyq  upxqqdmxpyq  gpxq, x P Ω2.
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Then, multiplying both equations by a test function w, integrating them with respect to ν













Moreover, as a consequence of these computations and (5.9), taking u  ui, f  fi and
g  gi, i  1, 2, in the above system and given a nondecreasing function T : RÑ R we obtain»
Ω1
pf1pxq  f2pxqqT pu1pxq  u2pxqqdνpxq  
»
Ω2





pappx, y, u1pyq  u1pxqq  appx, y, u2pyq  u2pxqqq
pT pu1pyq  u2pyqq  T pu1pxq  u2pxqqqdpν bmxqpx, yq ¥ 0.
The next result gives a maximum principle for solutions of Problem pGPϕq given in (5.14)
and, consequently, also for solutions of Problem (5.13).
Theorem 5.14 (Contraction and comparison principle). Let ϕ1, ϕ2 P L1pΩ, νq. Let








Moreover, if ϕ1 ¤ ϕ2 with ϕ1  ϕ2, then v1 ¤ v2, v1  v2, and u1 ¤ u2 ν-a.e. in Ω.
Furthermore, if ϕ1  ϕ2 and rui, vis is a solution of pGPϕiq, i  1, 2, then v1  v2 ν-a.e.
in Ω and u1  u2 is ν-a.e. equal to a constant.
Proof. By hypothesis we have that
v1pxq  v2pxq 
»
Ω
pappx, y, u1pyq  u1pxqq  appx, y, u2pyq  u2pxqqqdmxpyq ¤ ϕ1pxq  ϕ2pxq
for x P Ω. Multiplying this inequality by 1kT k pu1  u2   k sign 0 pv1  v2qq and integrating




pv1pxq  v2pxqq 1
k






pappx, y, u1pyq  u1pxqq  appx, y, u2pyq  u2pxqqqdmxpyq
1
k
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T k pu1pyq  u2pyq   k sign 0 pv1pyq  v2pyqqq
1
k




Now, since the integrand on the right hand side is bounded from below by an integrable








pappx, y, u1pyq  u1pxqq  appx, y, u2pyq  u2pxqqqdmxpyq
1
k
T k pu1pxq  u2pxq   k sign 0 pv1pxq  v2pxqqqdνpxq ¥ 0.
Hence, taking limits in (5.16), we get»
Ω





pv1pxq  v2pxqq 1
k





and (5.15) is proved.
Take now ϕ1 ¤ ϕ2 with ϕ1  ϕ2, then, by (5.15), we have that v1 ¤ v2 ν-a.e. in Ω. Now,


































pv1pxq  v2pxqq 1
k






pappx, y, u1pyq  u1pxqq  appx, y, u2pyq  u2pxqqq
1
k
T k pu1pxq  u2pxqqdmxpyqdνpxq.
However, u1pxq ¤ u2pxq for ν-a.e. x P Ω such that v1pxq   v2pxq, so
pv1pxq  v2pxqq 1
k
T k pu1pxq  u2pxqqq  0
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pappx, y, u1pyq  u1pxqq  appx, y, u2pyq  u2pxqqq1
k
T k pu1pxq  u2pxqqdmxpyqdνpxq




pappx, y, u1pyq  u1pxqq  appx, y, u2pyq  u2pxqqq
ppu1pyq  u2pyqq   pu1pxq  u2pxqq qdmxpyqdνpxq  0
thus
(5.17)
pappx, y, u1pyq  u1pxqq  appx, y, u2pyq  u2pxqqqppu1pyq  u2pyqq   pu1pxq  u2pxqq q  0
for px, yq P pΩΩqzN where N  ΩΩ is a νbmx-null set. Let C  Ω be a ν-null set such
that the section Nx : ty P Ω : px, yq P Nu of N is mx-null for every x P ΩzC and let’s see
that u1pxq ¤ u2pxq for every x P ΩzpC YNΩK q (recall Assumption 3 for the definition of the
ν-null set NΩK ). Suppose that there exists x0 P ΩzpC YNΩK q such that u1px0q  u2px0q ¡ 0.
Then, from (5.17) (and (5.9)) we get that u1pyq  u2pyq  u1px0q  u2px0q ¡ 0 for every
y P ΩzNx0 . Let
S : ty P Ω : u1pyq  u2pyq  u1px0q  u2px0qu  ΩzNx0 ,
then, since x0 R NΩK and mx0pNx0q  0, we must have νpSq ¥ νpΩzNx0q ¡ 0. Now, following
the same argument as before, if x P S then ΩzNx  S thus mxpΩzSq ¤ mxpNxq  0 and,
therefore,
LmpS,ΩzSq  0.
However, since Ω is m-connected and νpSq ¡ 0 we must have νpΩzSq  0 thus u1pyqu2pyq 
u1px0q  u2px0q ¡ 0 for ν-a.e. y P Ω. This contradicts that v1 ¤ v2, v1  v2, ν-a.e. in Ω.
Finally, suppose that ru1, v1s and ru2, v2s are solutions of pGPϕq for some ϕ P L1pΩ, νq.
Then,
v1pxq  v2pxq 
»
Ω
pappx, y, u1pyq  u1pxqq  appx, y, u2pyq  u2pxqqqdmxpyq  0




pappx, y, u1pyq  u1pxqq  appx, y, u2pyq  u2pxqqqdmxpyq  0.
Multiplying this equation by u1  u2, integrating over Ω and using the integration by parts




pappx, y, u1pyq  u1pxqq  appx, y, u2pyq  u2pxqqq
 pu1pyq  u1pxq  pu2pyq  u2pxqqq dmxpyqdνpxq  0
thus, by (5.9),
(5.18) pappx, y, u1pyqu1pxqqappx, y, u2pyqu2pxqqqpu1pyqu1pxqpu2pyqu2pxqqq  0
for px, yq P pΩ  ΩqzN 1 where N 1  Ω  Ω is a ν bmx-null set. Let C 1  Ω be a ν-null set
such that the section N 1x : ty P Ω : px, yq P N 1u of N 1 is ν-null for every x P ΩzC 1 and let’s
see that there exists L P R such that u1pxq  u2pxq  L for ν-a.e. x P Ω. Let x0 P ΩzC 1,
L : u1px0q  u2px0q and
S1 : ty P Ω : u1pyq  u2pyq  Lu  ΩzN 1x0 .
By (5.18) we have that ΩzC 1x0  S1. Proceeding as we did before to prove that νpΩzSq  0
we obtain that νpΩzS1q  0. 
Universitat de València Marcos Solera Diana
176 5.1. Nonlocal stationary problems
In order to prove the existence of solutions of Problem (5.14) (Theorem 5.15) we will
first prove the existence of solutions of an approximate problem. Then we will obtain some
monotonicity and boundedness properties of the solutions of these approximate problems that
will allow us to pass to the limit. This method lets us get around the loss of compactness
results in our setting with respect to the local setting. Indeed, we follow ideas used in [14],
but, as we have said, making the most of the monotone arguments since the Poincaré type
inequalities here only produce boundedness in Lp spaces (versus the boundedness in W 1,p
spaces obtained in the local setting). This will be done in the following subsections.
5.1.3. Existence of solutions of the approximate problem. Take ϕ P L8pΩ, νq.
Let n, k P N, K ¡ 0 and
A : An,k : LppΩ, νq Ñ Lp1pΩ, νq  Lp1pΩ1, νq  Lp1pΩ2, νq
be defined by
Apuq  pA1puq, A2puqq,
where
A1puqpxq : TKppγ qkpupxqqq   TKppγqnpupxqqq 
»
Ω






for x P Ω1, and
A2puqpxq : TKppβ qkpupxqqq   TKppβqnpupxqqq 
»
Ω






for x P Ω2. Here, TK is the truncation operator defined as
TKprq :
$'&'%
K if r   K,
r if |r| ¤ K,
K if r ¡ K,
and pγ qk, pγqn, pβ qk and pβqn are Yosida approximations as defined in Subsection 5.0.1.
It is easy to see that A is continuous and, moreover, it is monotone and coercive in
LppΩ, νq. Indeed, the monotonicity follows by the integration by parts formula (Remark 5.13)
and the coercivity follows by the following computation (where the term involving ap has been








Therefore, since ϕ P L8pΩ, νq  Lp1pΩ, νq, by [42, Corollary 30], there exist un,k P LppΩ, νq,
n, k P N, such that
pA1pun,kq, A2pun,kqq  ϕ.
That is,
(5.19)
TKppγ qkpun,kpxqqq   TKppγqnpun,kpxqqq 
»
Ω






|un,kpxq|p2un,kpxq  ϕpxq for x P Ω1,
and
(5.20)
TKppβ qkpun,kpxqqq   TKppβqnpun,kpxqqq 
»
Ω






|un,kpxq|p2un,kpxq  ϕpxq for x P Ω2.
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Let n, k P N. We start by proving that un,k P L8pΩ, νq. Set
M :  pk   nq}ϕ}L8pΩ,νq 1p1 .
Then, multiplying (5.19) and (5.20) by pun,kMq , integrating over Ω1 and Ω2, respectively,



































appx, y, un,kpyq  un,kpxqq
 pun,kpyq Mq   pun,kpxq Mq  dmxpyqdνpxq ¥ 0.
Hence, removing nonnegative terms in (5.21), we get»
Ω




























pun,kpxq Mq dνpxq ¤ 0
and, consequently, taking K ¡M , we get
un,k ¤M ν-a.e. in Ω.















pun,k  Mqdνpxq ¥ 0
which yields, taking also K ¡M ,





K ¡ max tM, pγ qkpMq,pγqkpMq, pβ qnpMq,pβqnpMqu ,
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equations (5.19) and (5.20) yield
(5.22)
pγ qkpun,kpxqq   pγqnpun,kpxqq 
»
Ω






|un,kpxq|p2un,kpxq  ϕpxq, x P Ω1,
and
(5.23)
pβ qkpun,kpxqq   pβqnpun,kpxqq 
»
Ω






|un,kpxq|p2un,kpxq  ϕpxq, x P Ω2.
Take now ϕ P Lp1pΩ, νq and, for n, k P N, set
(5.24) ϕn,k : suptinftn, ϕu,ku.
Then, since ϕn,k P L8pΩ, νq, by the previous computations leading to (5.22) and (5.23),
we have that there exists a solution un,k P L8pΩ, νq of the following Approximate Problem
(5.25)–(5.26):
pγ qkpun,kpxqq   pγqnpun,kpxqq 
»
Ω






|un,kpxq|p2un,kpxq  ϕn,kpxq, x P Ω1,
(5.25)
pβ qkpun,kpxqq   pβqnpun,kpxqq 
»
Ω






|un,kpxq|p2un,kpxq  ϕn,kpxq, x P Ω2.
(5.26)
Moreover, we obtain the following estimates which will be used later on. Multiplying (5.25)
and (5.26) by 1sTspu n,kq, integrating with respect to ν over Ω1 and Ω2, respectively, adding
both equations, applying the integration by parts formula (Remark 5.13), and letting s Ó 0,






































5.1.4. Monotonicity of the solutions of the approximate problems. Using that
ϕn,k is nondecreasing in n and nonincreasing in k, and thanks to the way in which we have
approximated the maximal monotone graphs γ and β, we will obtain monotonicity properties
for the solutions of the approximate problems.
Fix k P N. Let n1   n2. Multiply equations (5.25) and (5.26) with n  n1 by pun1,k 
un2,kq , integrate with respect to ν over Ω1 and Ω2, respectively, and add both equations.
Then, doing the same with n  n2 and subtracting the resulting equation from the one that
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we have obtained for n  n1 we get»
Ω1












































pϕn1,kpxq  ϕn2,kpxqq pun1,kpxq  un2,kpxqq dνpxq ¤ 0.
Since pγ qk and pβ qk are maximal monotone the first and third summands on the left
hand side are nonnegative, and the same is true for the second and fourth summands since
pγqn1 ¥ pγqn2 , pβqn1 ¥ pβqn2 and these are all maximal monotone. The fifth summand
is also nonnegative as illustrated in Remark 5.13. Then, since the last two summands are





















pun1,kpxq  un2,kpxqq dνpxq  0
which together imply that
un1,kpxq ¤ un2,kpxq for ν-a.e. x P Ω.
Similarly, we obtain that, for a fixed n, un,k is ν-a.e. in Ω nonincreasing in k.
5.1.5. An Lp-estimate for the solutions of the approximate problems. Multi-
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integrating with respect to ν over Ω1 and Ω2, respectively, adding both equations and using
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Since Fn,kpsq : 1n |s|p2s   1k |s|p2s is nondecreasing, for the fourth summand on the left


































































































































































Now, by Hölder’s inequality and the generalised Poincaré type inequality with l  νpΩ1q
(let Λ1 denote the constant appearing in the generalised Poincaré type inequality in Assump-





























and, by (5.27), (5.28) and the generalised Poincaré type inequality with l  νpΩ1q and with
l  νpΩ2q (let Λ2 denote the constant appearing in the Poincaré type inequality for the latter
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case), we obtain that»
Ω2




























































































We will prove the existence of solutions when the inequalities in the previous equation are
strict, this suffices for what we need in the next section. Recall that we are working under the
Assumptions 1 to 5.





Problem pGPϕq stated in (5.14) has a solution.





this will be used later on.
We divide the proof into three cases.
Proof of Theorem 5.15 when Rγ,β  8. Suppose that
Rγ,β  8 and R γ,β   8.
Let ϕ P Lp1pΩ, νq, ϕn,k defined as in (5.24) and let un,k P L8pΩ, νq, n, k P N, be solutions of
the Approximate Problem (5.25)–(5.26).
Step A (Boundedness). Let us first see that t}un,k}LppΩ,νqun,k is bounded.
Step 1. We start by proving that t}u n,k}LppΩ,νqun,k is bounded. We will see this case by case.
Since R γ,β   8, we have that suptRanpγqu   8 or suptRanpβqu   8.
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ϕdν for every n, k P N.



















Case 1.1.1. Assume that supDpγq   8. Let r0 P R be such that γ0pr0q ¡ 2M{νpΩ1q and
let k0 P N such that
(5.31)
2M
νpΩ1q   pγ qkpr0q ¤ γ
0pr0q for k ¥ k0.
Then, since in rΩn,k we have that pγ qkpun,kq  z n,k   2MνpΩ1q , from (5.31) we get that
u n,k ¤ r0 in rΩn,k, for every k ¥ k0 and every n P N.
Therefore, this bound, the generalised Poincaré type inequality with l  νpΩ1q2 and (5.30)
yield that t}u n,k}LppΩ,νqun,k is bounded.
Case 1.1.2. If rγ : supDpγq    8, by Lemma 5.1 we have that
pγ qkprq  kpr  rγq, for r ¥ rγ   1kγ0prγq.


















thus, for all n and k,










Therefore, again, this bound together with the generalised Poincaré type inequality with
l  νpΩ1q2 and (5.27) yield the thesis.
Case 1.2. If suptRanpβqu   8 we proceed similarly.
Step 2. Using thatRγ,β  8 we obtain that t}un,k}LppΩ,νqun,k is bounded with an analogous
argument.
Consequently, we get that t}un,k}LppΩ,νqun,k is bounded as desired.
Step B (Taking limits in n). The monotonicity properties obtained in Subsection 5.1.4 to-
gether with the boundedness of t}un,k}LppΩ,νqun,k allow us to apply the monotone convergence
theorem to obtain uk P LppΩ, νq, k P N, and u P LppΩ, νq such that, taking a subsequence if
necessary, un,k
nÑ uk in LppΩ, νq and pointwise ν-a.e. in Ω for k P N, and uk kÑ u in LppΩ, νq
and pointwise ν-a.e. in Ω.
We now want to take limits, in n and then in k, in (5.25) and (5.26). Since un,k
nÑ uk in




appx, y, un,kpyq  un,kpxqqdmxpyq nÝÑ
»
Ω
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1pΩ, νq and, up to a subsequence, for ν-a.e. x P Ω. Indeed, for the second and third
convergences note that, by the mean value theorem, for a, b P R,
|ap1  bp1|p1 ¤ pp 1qp1 maxt|a|p, |b|pu p2p1 |a b|p1 ¤ pp 1qp1p|a|p   |b|pq
1
pp1q1 |a b|p1
thus, by Hölder’s inequality,
}up1n,k  up1k }Lp1 pΩ,νq ¤ pp 1qp
1  }un,k}LppΩ,νq   }uk}LppΩ,νq p2p }un,k  uk}LppΩ,νq
hence up1n,k
nÑ up1k in Lp
1pΩ, νq. Moreover, since tun,ku is nonincreasing in n, we have that
|un,k| ¤ maxt|u1,k|, |uk|u ν-a.e. in Ω, for every n, k P N, so Lemma 5.7 yields the convergence
(5.32) in Lp
1pΩ, νq.
Now, isolating pγ qkpun,kq pγqnpun,kq and pβ qkpun,kq pβqnpun,kq in equations (5.25)

























for x P Ω2. Therefore, since the right hand sides of these equations converge in Lp1pΩ1, νq and
Lp
1pΩ2, νq (and also ν-a.e. in Ω1 and Ω2), respectively, we have that there exist z k P Lp
1pΩ1, νq
and ω k P Lp
1pΩ2, νq such that pγ qkpun,kq nÑ z k in Lp
1pΩ1, νq and pointwise ν-a.e. in Ω1, and
pβ qkpun,kq nÑ ω k in Lp
1pΩ2, νq and pointwise ν-a.e. in Ω2. Moreover, since pγ qk and pβ qk
are maximal monotone graphs, z k  pγ qkpukq ν-a.e. in Ω1, and ω k  pβ qkpukq ν-a.e. in
Ω2.
Similarly, taking the negative parts, we get that
D lim
nÑ 8
pγqnpun,kpxqq  zk pxq in Lp




pβqnpun,kpxqq  ωk pxq in Lp
1pΩ2, νq and for ν-a.e. x P Ω2.
Moreover, by [33, Lemma G], zk P γpukq and ωk P βpukq. Therefore, we have obtained
that
(5.33) z k pxq   zk pxq 
»
Ω
appx, y, ukpyq  ukpxqqdmxpyq  1
k
|ukpxq|p2uk pxq  ϕkpxq,
for ν-a.e. x P Ω1, and
(5.34) ω k pxq   ωk pxq 
»
Ω
appx, y, ukpyq  ukpxqqdmxpyq  1
k
|ukpxq|p2uk pxq  ϕkpxq
for ν-a.e. x P Ω2.
Step C (Taking limits in k). Now again, isolating z k   zk and ω k   ωk in equations (5.33)
and (5.34), respectively, and taking the positive and negative parts as above, we get that
there exist z  P Lp1pΩ1, νq, z P Lp1pΩ1, νq, ω  P Lp1pΩ2, νq and ω P Lp1pΩ2, νq such that
z k
kÑ z  and zk
kÑ z in Lp1pΩ1, νq and pointwise ν-a.e. in Ω1, and ω k
kÑ ω  and ωk
kÑ ω
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in Lp
1pΩ2, νq and pointwise ν-a.e. in Ω2. In addition, by the maximal monotonicity of γ
and β, z
 P γpuq and ω P βpuq ν-a.e. in Ω1 and Ω2, respectively. Moreover, by [33,










appx, y, upyq  upxqqdmxpyq  ϕpxq for ν-a.e. x P Ω2,
where z  z    z P γpuq ν-a.e. in Ω1 and ω  ω    ω P βpuq ν-a.e. in Ω2. The proof of
existence in this case is done. 
Proof of Theorem 5.15 when Rγ,β   8. Suppose that
8   Rγ,β   R γ,β    8.





Then, for ϕn,k defined as in (5.24), there exist M1,M2 P R and n0, k0 P N such that
(5.35) Rγ,β  M2  
»
Ω
ϕn,kdν  M1   R γ,β
for every n ¥ n0 and k ¥ k0. For n, k P N let un,k P L8pΩ, νq be the solution to the
Approximate Problem (5.25)–(5.26), and let









Observe that M3 is finite by the generalised Poincaré type inequality together with (5.30).
Let k1 P N such that k1 ¥ k0 and M1   1kM3νpΩq
1
ppp1q   R γ,β for every k ¥ k1.
Step D (Boundedness in n and passing to the limit in n) Let us see that, for each k P N,
t}un,k}LppΩ,νqun is bounded. Fix k ¥ k1 and suppose that t}un,k}LppΩ,νqun is not bounded.




































for every n ¥ n1, thus
}un,k}LppΩ,νq ¤M3 for every n ¥ n1.
Consequently, }un,k}Lp1pΩ,νq ¤ M3νpΩq
1
ppp1q for n ¥ n1. Then, with this bound and (5.35)
at hand, integrating (5.25) and (5.26) with respect to ν over Ω1 and Ω2, respectively, adding
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ωn,kdν   suptRanpβquνpΩ2q  δ
2
,
where δ : R γ,β M4 ¡ 0.
For n P N such that (5.37) holds let
Kn,k :
"


































thus νpKn,kq ¡ 0, suptRanpγqu  inftRanpγqu  δ
4νpΩ1q ¡ 0 and
νpKn,kq ¥ δ{4
suptRanpγqu  inftRanpγqu  δ4νpΩ1q
.
Note that, if suptRanpγqu  δ4νpΩ1q ¤ 0 then zn,k ¤ 0 in Kn,k, thus u
 
n,k  0 in Kn,k and,
consequently, }u n,k}LppKn,k,νq  0. Therefore, by the generalised Poincaré type inequal-
ity and (5.30) we get that t}un,k}LppΩ,νqun is bounded, which is a contradiction. We may
therefore suppose that suptRanpγqu  δ4νpΩ1q ¡ 0. Then, for k2 ¥ k1 large enough so that









and by the generalised Poincaré’s inequality and (5.30) we get that t}un,k}LppΩ,νqun is bounded,
which is a contradiction. Similarly for n P N such that (5.38) holds.
We have obtained that t}un,k}LppΩ,νqun is bounded for each k P N. Therefore, since
tun,kun is nondecreasing in n, we may apply the monotone convergence theorem to obtain
uk P LppΩ, νq, k P N, such that, taking a subsequence if necessary, un,k nÑ uk in LppΩ, νq and
pointwise ν-a.e. in Ω for k P N. Proceeding now like in Step B of the previous proof we get:
z k P Lp
1pΩ1, νq and ω k P Lp
1pΩ2, νq such that z k P γ pukq and ω k P β pukq ν-a.e. in Ω1 and
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Ω2, respectively; and z

k P Lp
1pΩ1, νq and ωk P Lp
1pΩ2, νq with zk P γpukq and ωk P βpukq,
ν-a.e. Ω1 and Ω2, respectively, and such that
(5.39) z k pxq   zk pxq 
»
Ω
appx, y, ukpyq  ukpxqqdmxpyq  1
k
|ukpxq|p2uk pxq  ϕkpxq,
for ν-a.e. x P Ω1, and
(5.40) ω k pxq   ωk pxq 
»
Ω
appx, y, ukpyq  ukpxqqdmxpyq  1
k
|ukpxq|p2uk pxq  ϕkpxq
for ν-a.e. x P Ω2.
Step E (Boundedness in k and pass to the limit in k) We will now see that t}uk}LppΩ,νquk is
bounded. Since u k ¤ u 1 , it is enough to see that t}uk }LppΩ,νquk is bounded.
Now, (5.39) and (5.40) yield»
Ω1





ω k pxq   ωk pxqloooooooomoooooooon
ωkpxq
dνpxq ¥M2 ¡ Rγ,β.















where δ1 :M2 Rγ,β ¡ 0.


















































thus νpKkq ¡ 0, suptRanpγqu  inftRanpγqu  δ
1
4νpΩ1q ¡ 0 and
νpKkq ¥ δ
1{4
suptRanpγqu  inftRanpγqu  δ14νpΩ1q
.
Now, if inftRanpγqu   δ14νpΩ1q ¥ 0 then zk ¥ 0 in Kk, thus u

n,k  0 in Kk and }uk }LppKk,νq 
0; so by the generalised Poincaré type inequality and (5.30) we get that t}uk}LppΩ,νqun is
bounded. If inftRanpγqu   δ14νpΩ1q   0, then
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and by the generalised Poincaré inequality and (5.30) we get that t}uk}LppΩ,νquk is bounded.
Similarly for k P N such that (5.42) holds.
Now, proceeding as in Step C of the previous proof, we finish this proof. 
Finally, we give the proof of the remaining case. Some of the arguments here differ from
those of the above cases.
Proof of Theorem 5.15 in the mixed case. Let us see the existence for
(5.43) 8   Rγ,β   R γ,β   8,
or
(5.44) 8  Rγ,β   R γ,β    8.





If (5.44) holds and we have ϕ P Lp1pΩ, νq satisfying
»
Ω
ϕdν   R γ,β, the argument is analogous.
Let ϕn,k be defined as in (5.24) and let un,k P L8pΩ, νq, n, k P N, be the solution to the
Approximate Problem (5.25)–(5.26). Then, by Lemma 5.3 together with (5.27), we have that
t}u n,k}LppΩ,νqun,k is bounded. However, for a fixed k P N, since un,k is nondecreasing in n we
have that t}un,k}LppΩ,νqun is bounded. Therefore, proceeding as in Step B of the first case,
we obtain uk P LppΩ, νq, z k , zk P Lp
1pΩ1, νq and ω k , ωk P Lp
1pΩ2, νq, k P N, such that
(5.45) z k pxq   zk pxq 
»
Ω
appx, y, ukpyq  ukpxqqdmxpyq  1
k
|ukpxq|p2uk pxq  ϕkpxq,
for ν-a.e. x P Ω1, and
(5.46) ω k pxq   ωk pxq 
»
Ω
appx, y, ukpyq  ukpxqqdmxpyq  1
k
|ukpxq|p2uk pxq  ϕkpxq
where, for k P N,
z k  pγ qkpukq, zk P γpukq ν-a.e. in Ω1,
and
ω k  pβ qkpukq, ωk P βpukq ν-a.e. in Ω2.
We will now see that t}uk}LppΩ,νquk is bounded. Proceeding as in Step E of the previous















We now proceed by dividing the proof into cases. However, we first need the following
estimate. Let ρ P P0 (recall (5.4)). Multiplying equations (5.45) and (5.46) by ρpu k q,
integrating with respect to ν over Ω1 and Ω2, respectively, and using the integration by parts
formula (Remark 5.13) we get, after removing some nonnegative terms,»
Ω
 






Therefore, from (5.6), we get that, for any h ¡ 0,»
tu k ¡hu
 
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Case 1. For k P N such that (5.47) holds, let
Kk :
"


























Case 1.1. Suppose that supDpγq   8. Taking h ¡ 0 such that
1
h
}ϕ}Lp1 pΩ,νq}u 1 }LppΩ,νq   δ1{8,





































Consequently, νpKkq ¡ 0, γ0phq  inftRanpγqu  δ
1
4νpΩ1q ¡ 0 and
νpKkq ¥ δ
1{4
γ0phq  inftRanpγqu  δ14νpΩ1q
.
From here we conclude as in the previous proof.
Case 1.2. Suppose now that supDpγq  rγ    8.
Case 1.2.1. If, moreover, supDpβq  rβ    8, by Lemma 5.1,
(5.51) pγ qkprq  kpr  rγq  for r ¥ rγ   1kγ0prγq : rkγ ,
and
(5.52) pβ qkprq  kpr  rβq  for r ¥ rβ   1kβ0prβq : rkβ.
Let’s suppose that rγ ¤ rβ (if rβ ¤ rγ we proceed analogously) and let Ψkprq : kpr  rkβq .
Let ρ P P0. Multiplying equations (5.45) and (5.46) by ρpΨkpukqq, integrating with respect
to ν over Ω1 and Ω2, respectively, adding them and applying the integration by parts formula
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thus, using equations (5.51) and (5.52) and noting that ρpΨpukqq ¡ 0 only if uk ¡ rkβ, we
have»
Ω














Therefore, by (5.5), we get that
kpuk  rβq  ! kpuk  rβq    λpϕ   kpuk  rkβq q
for every λ ¡ 0. In particular, for λ  1,
(5.53) kpuk  rβq  ! kpuk  rβq    ϕ   kpuk  rkβq .
Now, kpukpxq  rβq    ϕ pxq  kpukpxq  rkβq  is equal to$'&'%
ϕ pxq for x P Ω such that ukpxq ¤ rβ,
ϕ pxq   kpukpxq  rβq for x P Ω such that rβ ¤ ukpxq ¤ rkβ,
ϕ pxq   kprkβ  rβq for x P Ω such that ukpxq ¥ rkβ,
thus 0 ¤ kpukpxq  rβq    ϕ pxq  kpukpxq  rkβq  ¤ ϕ pxq   β0prβq for every x P Ω. Con-
sequently, by (5.53), }kpuk  rβq }Lp1 pΩ,νq ¤ }ϕ   β0prβq}Lp1 pΩ,νq thus, up to a subsequence,
kpuk  rβq ká ω P Lp1pΩ, νq weakly in Lp1pΩ, νq.
Let’s see that, up to a subsequence, z k
ká z P Lp1pΩ1, νq weakly in Lp1pΩ1, νq. As above,




χΩ1   ω k χΩ2

ρpz k   ω k qdν ¤
»
Ω
ϕ ρpz k   ω k qdν.
Therefore, reasoning as before, we get
z k   ω k ! z k   ω k   pϕ   pz k χΩ1   ω k χΩ2qq  ϕ    z k χΩ2   ω k χΩ1
thus
}z k }Lp1 pΩ1,νq   }z k }Lp1 pΩ2,νq ¤ }z k }Lp1 pΩ2,νq   }ω k }Lp1 pΩ1,νq   }ϕ }Lp1 pΩ1,νq
which yields
}z k }Lp1 pΩ1,νq ¤ }ω k }Lp1 pΩ1,νq   }ϕ }Lp1 pΩ1,νq.
We conclude because, by the previous computations,
}ω k }Lp1 pΩ1Xtuk¥rkβu,νq  }kpuk  rβq
 }Lp1 pΩ1Xtuk¥rkβu,νq
is uniformly bounded and }ω k }Lp1 pΩ1Xtuk rkβu,νq ¤ }β
0prβq}Lp1 pΩ1,νq    8.
Finally, by the Dunford-Pettis Theorem (see, for example, [7, Theorem 1.38]), tzkuk is































and we finish as in the previous proof.
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Case 1.2.2. Suppose that supDpβq   8. Set r0 : r1γ  rγ   γ0prγq, which obviously
satisfies r0 ¥ rkγ  rγ   1kγ0prγq for every k P N. Then, since pγ qkpr0q Ò  8 there exists
k0 P N such that pγ qkpr0q ¥ β0pr0q ¥ pβ qkpr0q for every k ¥ k0. Therefore, recalling
that the Yosida approximation pβ qk is k-Lipschitz, we have that pβ qkprq ¤ kpr  r0q   
pγ qkpr0q ¤ kpr  rγq   pγ qkprq for every r ¥ r0 and k ¥ k0. Therefore, we proceed as
in the previous case but with pΨkprq : ppβ qkprq  β0pr0qq  instead of Ψk to obtain (noting











ϕ k ρppΨkpukqqdν ¤ »
Ω
ϕ ρppΨkpukqqdν
for every k ¥ k0. Again, as before,
pβ qkpukq ! pβ qkpukq   ϕ   ppβ qkpukq  β0pr0qq , k ¥ k0,
but pβ qkpukq   ϕ   ppβ qkpukq  β0pr0qq  is equal to#
ϕ pxq   pβ qkpukq for x P Ω such that pβ qkpukpxqq ¤ β0pr0q
ϕ pxq   β0pr0q for x P Ω such that pβ qkpukpxqq ¡ β0pr0q
thus 0 ¤ pβ qkpukq   ϕ   ppβ qkpukq  β0pr0qq  ¤ ϕ    β0pr0q in Ω. Consequently,
}pβ qkpukq}Lp1 pΩ,νq ¤ }ϕ  β0pr0q}Lp1 pΩ,νq and we can get, as in the previous case, that (5.54)
holds for some h ¡ 0.
Case 2. For k P N such that (5.48) holds, let
K̃k : tx P Ω2 : wkpxq ¡ inftRanpβqu   δ
1
4νpΩ2qu
and proceed similarly. 
Remark 5.16.














where cp is the constant in (5.11), and Λ1 and Λ2 come from the generalised Poincaré type
inequality and depend only on p, Ω1 and Ω2.








¤ CpνpΩq   2Cp
cp
p2Λ1   Λ2q}ϕ}Lp1 pΩ,νq.
Therefore, since ru, vs is a solution of pGP ap,γ,βϕ q,








(iii) When ϕ  0 in Ω2, we can easily get that v ! ϕ in Ω1.
5.2. Other boundary conditions
We can now ask for existence and uniqueness of solutions of the following problem (which
was introduced in Section 5.1.1)
(5.55)
#
γpupxqq  divmapupxq Q ϕpxq, x PW,
N ap2 upxq   βpupxqq Q φpxq, x P BmW,
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appx, y, upyq  upxqqdmxpyq Q ϕpxq, x P Ω1 W,
N ap2 upxq   βpupxqq Q φpxq, x P Ω2  BmW.
Recall that N ap2 is defined as follows
N ap2 upxq : 
»
W
appx, y, upyq  upxqqdmxpyq, x P BmW,
which involves integration with respect to ν only over W , or more specifically over BmpXzW q.
For Problem (5.55) we know that, in general, we do not have an appropriate Poincaré
type inequality to work with (see Remark 1.86). Therefore, other techniques must be used to
obtain the existence of solutions. In the particular case of γprq  βprq  r this is done in
Section 5.5 by exploiting further monotonicity techniques.
However, if a generalised Poincaré type inequality (Definition 1.81) is satisfied on pA 
Ω1, B  Ω2q (this holds, for example, for finite graphs even if Ω2  BmW ), we could solve the
above problem by using the same techniques that we have used to solve Problem (5.13). Indeed,
we work analogously but with the integration by parts formula given for Q2 in Remark 5.17
below.
In any case, one could try to solve the stationary problem for both types of boundary
conditions for data in Lq
1pΩ, νq, where maxtp  1, 1u   q   p, by using a generalised pq, pq-
Poincaré type inequality. In Theorem 1.88 we give sufficient conditions for this generalised
Poincaré type inequality to hold.
Remark 5.17. Let Ω : Ω1 Y Ω2 and
Q2 : pΩ ΩqzpΩ2  Ω2q.
The following integration by parts formula holds: Let q ¥ 1. Let u be a ν-measurable function
such that
rpx, yq ÞÑ appx, y, upyq  upxqqs P LqpQ2, ν bmxq

















appx, y, upyq  upxqqpwpyq  wpxqqdpν bmxqpx, yq.
Remark 5.18. It is possible to consider this type of problems but with the random
walk and the nonlocal Leray-Lions operator having a different behaviour on each subset Ωi,

















a2ppx, y, upyq  upxqqJ2px yqdx Q ϕpxq, x P Ω2,
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where Ji are kernels like the ones in Example 1.37, and a
i
p are functions like the one in
Subsection 5.1.1, i  1, 2, 3. This could be done by obtaining a Poincaré type inequality
involving 1α0J0, where J0 is the minimum of the previous three kernels and α0 
³
RN J0pzqdz.
This idea has been used in [52] to study an homogenization problem.
5.3. Doubly nonlinear diffusion problems
We will study two kinds of nonlocal p-Laplacian type diffusions problems. In one of them
we cover nonlocal nonlinear diffusion problems with nonlinear dynamical boundary conditions
and on the other we tackle nonlinear boundary conditions. We work under the Assumptions 1
to 5 used in Subsection 5.1.2.
5.3.1. Nonlinear dynamical boundary conditions. Our aim in this section is to






appx, y, upt, yq  upt, xqqdmxpyq  fpt, xq, x P Ω1, 0   t   T,




appx, y, upt, yq  upt, xqqdmxpyq  gpt, xq, x P Ω2, 0   t   T,
wpt, xq P βpupt, xqq, x P Ω2, 0   t   T,
vp0, xq  v0pxq, x P Ω1,
wp0, xq  w0pxq, x P Ω2,
of which Problem (5.2) is a particular case and which covers the case of dynamic evolution
on the boundary BmW when β  R t0u. This includes, in particular, for γ  R t0u, the
problem where the dynamic evolution occurs only on the boundary:$''''''&''''''%
divmapupt, xq  fpt, xq, x PW, 0   t   T,
wtpt, xq  N ap1 upt, xq  gpt, xq, x P BmW, 0   t   T,
wpt, xq P βpupt, xqq, x P BmW, 0   t   T,
wp0, xq  w0pxq, x P BmW.
See [13] for the reference local model.







appx, y, upt, yq  upt, xqqdmxpyq  fpt, xq, x P Ω, 0   t   T,
vpt, xq P γpupt, xqq, x P Ω1, 0   t   T,
vpt, xq P βpupt, xqq, x P Ω2, 0   t   T,
vp0, xq  v0pxq, x P Ω.
To solve this problem we will use nonlinear semigroup theory. To this end we introduce a
multivalued operator associated with Problem (5.57) that allows us to rewrite it as an abstract
Cauchy problem. Observe that this operator will be defined on
L1pΩ, νq  L1pΩ, νq   L1pΩ1, νq  L1pΩ2, νq  L1pΩ1, νq  L1pΩ2, νq .
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Definition 5.19. We say that pv, v̂q P Bm,γ,βap if v, v̂ P L1pΩ, νq, and there exists u P
LppΩ, νq with
u P Dompγq and v P γpuq ν-a.e. in Ω1,
and
u P Dompβq and v P βpuq ν-a.e. in Ω2,
such that





appx, y, upyq  upxqqdmxpyq  v̂ in Ω;
that is, ru, vs is a solution of pGPv v̂q (see (5.14) and Definition 5.12).
On account of the results given in Subsection 5.1.2 (Theorems 5.14 and 5.15) we have
the following result.
Theorem 5.20. The operator Bm,γ,βap is T -accretive in L1pΩ, νq (see Definition A.47) and
satisfies the range condition"





 RpI   λBm,γ,βap q @λ ¡ 0.
With respect to the domain of such operator we can prove the following result. Recall that
Γ  inftRanpγqu, Γ   suptRanpγqu, B  inftRanpβqu and B   suptRanpβqu.







v P Lp1pΩ, νq : Γ ¤ v ¤ Γ  in Ω1, B ¤ v ¤ B  in Ω2
)
.
Therefore, we also have that
DpBm,γ,βap q
L1pΩ,νq
  v P L1pΩ, νq : Γ ¤ v ¤ Γ  in Ω1, B ¤ v ¤ B  in Ω2( .







v P Lp1pΩ, νq : Γ ¤ v ¤ Γ  in Ω1, B ¤ v ¤ B  in Ω2
)
.
For the other inclusion it is enough to see that 
v P L8pΩ, νq : Γ ¤ v ¤ Γ  in Ω1, B ¤ v ¤ B  in Ω2
(  DpBm,γ,βap qLp1 pΩ,νq.
Suppose first that γ and β satisfy
Γ   0, Γ  ¡ 0,
B  0, B  ¡ 0.
It is enough to see that for any v P L8pΩ, νq such that there exist m1   0, mi P R, Mi P R,
Mi ¡ 0, i  1, 2, satisfying
Γ   m1   m1 ¤ v ¤ M1  M1   Γ  in Ω1,
0   m2 ¤ v ¤ M2  M2   B  in Ω2,





By the results in Subsection 5.1.6 we know that, for n P N, there exists un P LppΩ, νq and









, i.e., vn P γpunq ν-a.e. in Ω1,





appx, y, unpyq  unpxqqdmxpyq  vpxq for ν-a.e. x P Ω.
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pvq P DpBm,γ,βap q.
Let us see that vn
nÝÑ v in Lp1pΩ, νq.
Let am1 ¤ 0 and aM1 ¥ 0 such that
m1 P γpam1q and M1 P γpaM1q,
and let bM2 ¥ 0 such that
M2 P βpbM2q.
Set
pvpxq : # M1, x P Ω1,
M2, x P Ω2,
pupxq : # aM1 , x P Ω1,













appx, y, pupyq  pupxqqdmxpyq, x P Ω2.






rvpxq : # m1, x P Ω1,
0, x P Ω2,
rupxq : # am1 , x P Ω1,













appx, y,am1qdmxpyq, x P Ω2,





Now, recalling (5.10), we have that there exists n0 P N such that
v ¤ M1χΩ1   M2χΩ2   pϕn in Ω
and
v ¥ m1χΩ1   m2χΩ2 ¡ rϕn in Ω
for n ¥ n0. Consequently, by the maximum principle (Theorem 5.14) we obtain thatru ¤ un ¤ pu,
thus  }un}L8pΩ,νq(n is bounded.
Finally, since




appx, y, unpyq  unpxqqdmxpyq ν-a.e. in Ω,
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we conclude that, on account of (5.10),
vn
nÝÑ v in Lp1pΩ, νq.
The other cases follow similarly, we will see two of them. Note that, since Rγ,β   R γ,β,
it is not possible to have γ  Rt0u and β  Rt0u simultaneously. For example, suppose
that we have
Γ  0, Γ  ¡ 0,
B  0, B  ¡ 0.
We will use the same notation. Let v P L8pΩ, νq such that there exist mi P R, Mi P R,
Mi ¡ 0, i  1, 2, satisfying
0   m1 ¤ v ¤ M1  M1   Γ  in Ω1,
0   m2 ¤ v ¤ M2  M2   B  in Ω2.
As before, the results in Subsection 5.1.6 ensure that there exist un P LppΩ, νq and vn P
Lp









. Let aM1 ¥ 0 and bM2 ¥ 0
such that
M1 P γpaM1q and M2 P βpbM2q.
Now again, let
pvpxq : # M1, x P Ω1,
M2, x P Ω2,
pupxq : # aM1 , x P Ω1,













appx, y, pupyq  pupxqqdmxpyq, x P Ω2.





Now, taking rv, ru and rϕ all equal to the null function in Ω and recalling that appx, y, 0q  0
for every x, y P X, we obviously have that rru, rvs is a solution of GP 1nap,γ,β0 
. Consequently,
again by the second part of the maximum principle, we obtain, as desired, that 0 ¤ un ¤ pv
for n large enough.
Finally, as a further example of a case which does not follow exactly with the same
argument, suppose that γ : R t0u and, for example,
B  0, B  ¡ 0.
In this case we have to take 0  v P L8pΩ, νq such that v  0 in Ω1 and such that there
exists M2 ¡ 0 satisfying
0 ¤ v  M2 in Ω2.
As in the previous cases, there exist un P LppΩ, νq and vn P Lp1pΩ, νq, n P N, such that









. Let bM2 ¥ 0 such that M2 P βpbM2q,
pvpxq : # 0, x P Ω1,
M2, x P Ω2,pupxq : bM2 , x P Ω,
Universitat de València Marcos Solera Diana




0, x P Ω1,
M2, x P Ω2.
Then, rpu, pvs is a solution of GP 1nap,γ,βϕn 
. Finally, take rv and ru again equal to the null
function in Ω so that rru, rvs is a solution of GP 1nap,γ,β0 
. Consequently, for n large enough,
we get that 0 ¤ un ¤ pv. 
In the next result we state the existence and uniqueness of solutions of Problem (5.57).
Theorem 5.22. Let T ¡ 0. For any v0 P L1pΩ, νq and f P L1p0, T ;L1pΩ, νqq such that
Γ ¤ v0 ¤ Γ  in Ω1,










fdνdt   R γ,β @0 ¤ t ¤ T,
there exists a unique mild solution v P Cpr0, T s : L1pΩ, νqq of Problem (5.57).
Let v and rv be the mild solutions of Problem (5.57) with respective data v0, rv0 P L1pΩ, νq
and f, rf P L1p0, T ;L1pΩ, νqq, we have»
Ω
pvpt, xq  rvpt, xqq  dνpxq ¤ »
Ω







fps, xq  rfps, xq	  dνpxqds, @0 ¤ t ¤ T.
If, in addition to the previous assumptions on the data, we impose that (see Remark 5.2)







then the mild solution v belongs to W 1,1p0, T ;Lp1pΩ, νqq and satisfies#
Btvptq   Bm,γ,βap vptq Q fptq for a.e. t P p0, T q,
vp0q  v0,
that is, v is a strong solution.
Proof. We start by proving the existence of mild solutions. Let n P N and consider the
partition
tn0  0   tn1        tnn1   tnn  T
where tni : iT {n, i  1, . . . , n. Now, let fni P Lp

















fnptq : fni , for t Pstni1, tni s, i  1, . . . , n,
we have that » T
0
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From the results in Subsection 5.1.6 we will see that, for n large enough, we may recursively



















appx, y, uni pyq  uni pxqqdmxpyq 
T
n
fni pxq   vni1pxq, x P Ω,
or, equivalently,
(5.62)




appx, y, uni pyq  uni pxqqdmxpyq  fni pxq, x P Ω,
with vni pxq P γpuni pxqq for ν-a.e. x P Ω1 and vni pxq P βpuni pxqq for ν-a.e. x P Ω2, i  1, . . . , n.





Bm,γ,βap pvni q Q
T
n
fni   vni1 for i  1, . . . , n.




















fn1 dν   R γ,β









































vn0 dν   R γ,β.












vn0 dν   R γ,β.




vn0 , if t P rtn0 , tn1 s,
vni , if t Pstni1, tni s, i  2, . . . , n,
is a T {n-approximate solution of Problem (5.57) as defined in nonlinear semigroup theory.
Consequently, by nonlinear semigroup theory (see [28], [24, Theorem 4.1] or Theorem A.23)
and on account of Theorem 5.20 and Theorem 5.21 we have that Problem (5.57) has a unique
mild solution vptq P Cpr0, T s;L1pΩ, νqq with
(5.64) vnptq nÝÑ vptq in L1pΩ, νq uniformly for t P r0, T s.
Uniqueness and the maximum principle for mild solutions is guaranteed by the T -accretivity
of the operator.
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Let’s now see that vptq is a strong solution of Problem (5.57) when (5.59) holds. Note
that, since v0 P Lp1pΩ, νq, we may take vn0  v0 for every n P N in the previous computations
and fni P Lp











thus, by Remark 5.16, we get that, in fact, v P Lp1p0, T, Lp1pΩ, νqq. Indeed,» T
0








for some constant K.

















Now, since vni pxq P γpuni pxqq for ν-a.e. x P Ω1 and vni pxq P βpuni pxqq for ν-a.e. x P Ω2, we
have that (see Remark 5.2)#
uni pxq P γ1pvni pxqq  Bjγ pvni pxqq for ν-a.e. x P Ω1,
uni pxq P β1pvni pxqq  Bjβpvni pxqq for ν-a.e. x P Ω2.
Consequently,#
jγ pvni1pxqq  jγ pvni pxqq ¥ pvni1pxq  vni pxqquni pxq for ν-a.e. x P Ω1,
jβpvni1pxqq  jβpvni pxqq ¥ pvni1pxq  vni pxqquni pxq for ν-a.e. x P Ω2.





















i  1, . . . , n. Then, integrating this equation over stni1, tni s and adding for 1 ¤ i ¤ n we get»
Ω1
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This, together with (5.11) and the fact that jγ and j



























































v n ptqpxqdνpxq  M, @n ¥ n0,














, @n ¥ n0.
Consequently, Lemma 5.3 and Lemma 5.4 yield











for some constant C2 ¡ 0. Similarly, we may find C3 ¡ 0 such that












Consequently, by (5.67), choosing δ small enough, we deduce that tunun is bounded in
Lpp0, T ;LppΩ, νqq. Therefore, there exists a subsequence, which we continue to denote by
tunun, and u P Lpp0, T ;LppΩ, νqq such that
un
ná u weakly in Lpp0, T ;LppΩ, νqq.
Then, since γ and β are maximal monotone graphs, we conclude that vptqpxq P γpuptqpxqq for
L1  ν-a.e. pt, xq P p0, T q  Ω1 and vptqpxq P βpuptqpxqq for L1  ν-a.e. pt, xq P p0, T q  Ω2.
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then, by (5.10), we have that trpt, x, yq ÞÑ appx, y, unptqpyq  unptqpxqqsun is bounded in
Lp
1p0, T ;Lp1pΩΩ, ν bmxqq so we may take a further subsequence, which we still denote in
the same way, such that
rpt, x, yq ÞÑ appx, y, unptqpyq  unptqpxqqs ná Φ, weakly in Lp1p0, T ;Lp1pΩ Ω, ν bmxqq.













appx, y, unptqpyq  unptqpxqqpξpyq  ξpxqqdmxpyqdνpxq












Φpt, x, yqpξpyq  ξpxqqdmxpyqdνpxq.
Now, from (5.62) we have that
(5.69)




appx, y, unptqpyq  unptqpxqqdmxpyq  fnptqpxq
for t P r0, T s and x P Ω. Let Ψ PW 1,10 p0, T ;LppΩ, νqq, then» T
0















for x P Ω. Therefore, multiplying (5.69) by Ψ, integrating over p0, T q  Ω with respect to

































fptqpxqψptqdt, for ν-a.e. x P Ω.




Φpt, x, yqdmxpyq  fptq for a.e. t P p0, T q and ν-a.e. x P Ω.
Hence, to conclude it remains to prove that»
Ω
Φpt, x, yqdmxpyq 
»
Ω
appx, y, uptqpyq  uptqpxqqdmxpyq
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for L1  ν-a.e. pt, xq P r0, T s  Ω. To this aim we make use of the following claim that will


















Φpt, x, yqpuptqpyq  uptqpxqqqdmxpyqdνpxqdt.






appx, y, ρptqpyq  ρptqpxqq








appx, y, unptqpyq  unptqpxqq
punptqpyq  ρptqpyq  punptqpxq  ρptqpxqqqdmxpyqdνpxqdt






appx, y, ρptqpyq  ρptqpxqq








Φpt, x, yqpuptqpyq  ρptqpyq  puptqpxq  ρptqpxqqqdmxpyqdνpxqdt














Φpt, x, yqdmxpyqpuptqpxq  ρptqpxqqdνpxqdt.






























for any ξ P Lpp0, T ;LppΩ, νqq. Therefore,»
Ω




for L1  ν-a.e. pt, xq P r0, T s  Ω.
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pjγ pvpT qpxqq  jγ pvp0qpxqqqdνpxq 
»
Ω2
















F ptqpxqΨptqpxqdt, for ν-a.e. x P Ω,
where F is given by
(5.74) F ptqpxq  
»
Ω
φpt, x, yqdmxpyq  fptqpxq, x P Ω.
Let ψ PW 1,10 p0, T q, ψ ¥ 0, τ ¡ 0 and




upsqpxqψpsqds, t P r0, T s, x P Ω.
Then, for τ small enough we have that ητ P W 1,10 p0, T ;LppΩ, νqq so we may use it as a test
function in (5.73) to obtain» T
0

























and uptq P γ1pvptqq in Ω1 and uptq P β1pvptqq in Ω2, we have
pvpt τqpxq  vptqpxqquptqpxq ¤
» vptτqpxq
vptqpxq
pγ1q0psqds, for ν-a.e. x P Ω1,
and
pvpt τqpxq  vptqpxqquptqpxq ¤
» vptτqpxq
vptqpxq








































pβ1q0psqdsdνpxqψpt  τq  ψptq
τ
dt
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jβpvptqpxqqdνpxq PW 1,1p0, T q.










pjγ pvpT qpxqq  jγ pvp0qpxqqqdνpxq 
»
Ω2







which, together with (5.72), yields the claim (5.71). 
Observe that we have imposed the compatibility condition (5.58) because, for a strong










vptqdν, for t P r0, T s.
Example 5.23. Let W  X be a ν-measurable set such that Wm is m-connected. Given
f P L1pBmW, νq, we say that a function u P L1pWm, νq is an ap-lifting of f to Wm WYBmW
if # divmapupxq  0, x PW,
upxq  fpxq, x P BmW.
We define the Dirichlet-to-Neumann operator Dap  L1pBmW, νq  L1pBmW, νq as follows:
pf, ψq P Dap if
N ap1 upxq  ψpxq, x P BmW,
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where u is an ap-lifting of f to Wm.
Then, rewriting the operator Dap as B
m,γ,β
ap for γprq  0 and βprq  r, r P R, (Ω1 W and
Ω2  BmW ), by the results in this subsection we have that Dap is T -accretive in L1pBmW, νq
(it is easy to see that, in fact, in this situation, it is completely accretive), it satisfies the
range condition
Lp
1pBmW, νq  RpI  Dapq,
and it has dense domain. The non-homogeneous Cauchy evolution problem for this nonlocal
Dirichlet-to-Neumann operator is a particular case of Problem (5.57):$''''&''''%
divmappuqpxq  0, x PW, 0   t   T,
utpt, xq  N ap1 upt, xq  gpt, xq, x P BmW, 0   t   T,
wp0, xq  w0pxq, x P BmW.
See, for example, [9], [10], [98], and the references therein, for local evolution problems with
the p-Dirichlet-to-Neumann operator, see [34] for the nonlocal problem with convolution
kernels.











appx, y, upt, yq  upt, xqqdmxpyq  fpt, xq, x P Ω1, 0   t   T,
vpt, xq P γpupt, xqq, x P Ω1, 0   t   T,»
Ω
appx, y, upt, yq  upt, xqqdmxpyq P βpupt, xqq, x P Ω2, 0   t   T,
vp0, xq  v0pxq, x P Ω1,
that in particular covers Problem (5.1). See [33] for the reference local model.
We will assume that
Γ  inftRanpγqu   Γ   suptRanpγqu
since, otherwise, we do not have an evolution problem. Hence, Rγ,β   R γ,β. Moreover we
will also assume that
B  inftRanpβqu   B   suptRanpβqu,
since the case B  B  (β  R t0u) is treated with more generality in Subsection 5.3.1.
We will again make use of nonlinear semigroup theory. To this end we introduce the corre-






, which is now defined in L1pΩ1, νqL1pΩ1, νq.
Definition 5.24. We say that pv, v̂q P Bm,γ,βap if v, v̂ P L1pΩ1, νq and there exist u P
LppΩ, νq and w P L1pΩ2, νq with
u P Dompγq and v P γpuq ν-a.e. in Ω1,
and
u P Dompβq and w P βpuq ν-a.e. in Ω2,
such that









appx, y, upyq  upxqqdmxpyq  0 in Ω2;
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that is, ru, pv, wqs is a solution of pGPpv v̂,0qq, where 0 is the null function in Ω2 (see (5.14)
and Definition 5.12).
Set
Rγ,λβ : νpΩ1qΓ   λνpΩ2qB,
R γ,λβ : νpΩ1qΓ    λνpΩ2qB .
On account of the results given in Subsection 5.1.2 (Theorems 5.14 and 5.15) we have:
Theorem 5.25. The operator Bm,γ,βap is T -accretive in L
1pΩ1, νq and satisfies the range
condition "





 RpI   λBm,γ,βap q @λ ¡ 0.
Remark 5.26. Observe that, if Rγ,β  8 and R γ,β   8, then the closure of Bm,γ,βap
is m-T -accretive in L1pΩ1, νq (see Definitions A.19 and A.47).





pΩ1,νq  tv P Lp1pΩ1, νq : Γ ¤ v ¤ Γ u.
Therefore, we also have
DpBm,γ,βap q
L1pΩ1,νq  tv P L1pΩ1, νq : Γ ¤ v ¤ Γ u.






v P Lp1pΩ1, νq : Γ ¤ v ¤ Γ  in Ω1
)
.
For the other inclusion it is enough to see that 
v P L8pΩ1, νq : Γ ¤ v ¤ Γ  in Ω1
(  DpBm,γ,βap qLp1 pΩ1,νq.
We work on a case-by-case basis.
(A) Suppose that Γ   0   Γ . It is enough to see that for any v P L8pΩ1, νq such that
there exist m P R, rm   0, M ¡ 0, M P R satisfying
Γ   m   rm   v   M  M   Γ  in Ω1





By the results in Subsection 5.1.6 we know that, for n P N, there exist un P LppΩ, νq,



















appx, y, unpyq  unpxqqdmxpyq  0, for x P Ω2.








pvq P DpBm,γ,βap q.
Let us see that vn
nÝÑ v in Lp1pΩ1, νq.
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(A1) Suppose first that supDpβq   8. Take aM ¡ 0 such that M P γpaM q and let
N P βpaM q. Let
pvpxq : # M, x P Ω1,
N, x P Ω2,




M, x P Ω1,
0, x P Ω2.
Then, rpu, pvs is a supersolution of GP 1nap,γ,βϕ 
 and pv,0q ¤ ϕ thus, by the maximum principle
(Theorem 5.14),
un ¤ pu  aM in Ω, @n P N.
(A2) Suppose now that supDpβq  rβ    8. Again, by the results in Subsection 5.1.6 we
know that, for n P N, there exist run P LppΩ, νq, rvn P Lp1pΩ1, νq and rwn P Lp1pΩ2, νq, such
that rrun, prvn, 1n rwnqs is a solution of GP 1nap,γ,βpM,0q 
. Therefore, by the maximum principle
(Theorem 5.14),
vn ¤ rvn in Ω1.
Now, since rvn !M in Ω1 (recall Remark 5.16(iii)), we have that rvn ¤M and, consequently,
also vn ¤M . Hence, since M ¤ M   Γ , we get that
un ¤ inf pγ1pMqq in Ω1,
but we also have
un ¤ rβ in Ω2, @n P N.
(B) For Γ   0  Γ : let Γ   m   rm   0, and v P L8pΩ1, νq be such thatrm ¤ v   0.
As in the previous case, by the results in Subsection 5.1.6, we know that, for n P N, there exist
















and v   0, the maximum principle yields
un ¤ 0 in Ω, @n P N.
Therefore, in all the cases, tunun is L8pΩ, νq-bounded from above. With a similar rea-
soning we obtain that, in any of these cases, tunun is also L8pΩ, νq-bounded from below.
Then, since




appx, y, unpyq  unpxqqdmxpyq in Ω1,
we obtain that
vn
nÝÑ v in Lp1pΩ1, νq
as desired. 





. Recall that Γ   Γ  and B   B .
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Theorem 5.28. Let T ¡ 0. Let v0 P L1pΩ1, νq and f P L1p0, T ;L1pΩ1, νqq. Assume
Γ ¤ v0 ¤ Γ  in Ω1,
and
either R γ,β   8 or
»
Ω1
fpx, tqdνpxq ¤ νpΩ2qB  @0   t   T,
and
either Rγ,β  8 or
»
Ω1
fpx, tqdνpxq ¥ νpΩ2qB @0   t   T.







Let v and rv be the mild solutions of the problem with respective data v0, rv0 P L1pΩ1, νq
and f, rf P L1p0, T ;L1pΩ1, νqq, we have»
Ω1
pvpt, xq  rvpt, xqq  dνpxq ¤ »
Ω1







fps, xq  rfps, xq	  dνpxqds, @0 ¤ t ¤ T.
Under the additional assumptions
(5.76)
v0 P Lp1pΩ1, νq and f P Lp1p0, T ;Lp1pΩ1, νqq with»
Ω1















the mild solution v belongs to W 1,1p0, T ;Lp1pΩ1, νqq and satisfies the equation#
Btvptq  Bm,γ,βap vptq Q fptq for a.e. t P p0, T q,
vp0q  v0,
that is, v is a strong solution.
The proof of this result differs, strongly at some points, from the proof of Theorem 5.22.
Proof. We start by proving the existence of mild solutions. Let n P N. Consider the
partition tn0  0   tn1        tnn1   tnn  T where tni : iT {n, i  0, . . . , n.
Now, since B   B , thanks to the assumptions in the theorem we can take vn0 P
Lp
1pΩ1, νq and fni P Lp
1pΩ1, νq, i  1, . . . n, such that















fni dν   νpΩ2qB .
Then, setting
fnptq : fni , for t Pstni1, tni s, i  1, . . . , n,
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we have that » T
0




Using the results in Subsection 5.1.6, we will see that, for n large enough, we may recur-




















appx, y, uni pyq  uni pxqqdmxpyq 
T
n
















appx, y, uni pyq  uni pxqqdmxpyq  0, x P Ω2,
with vni pxq P γpuni pxqq for ν-a.e. x P Ω1 and wni pxq P βpuni pxqq for ν-a.e. x P Ω2, i  1, . . . , n.
























holds for each step, but this holds true thanks to the choice of the fni , i  1, . . . , n.
Therefore, we have that
vnptq :
#
vn0 , if t P rtn0 , tn1 s,
vni , if t Pstni1, tni s, i  2, . . . , n,






. Consequently, by nonlinear semigroup
theory (see [28], [24, Theorem 4.1] or Theorem A.23) and on account of Theorem 5.25 and






has a unique mild solution vptq P Cpr0, T s;L1pΩ1, νqq
with
(5.80) vnptq nÝÑ vptq in L1pΩ1, νq uniformly for t P r0, T s.
Uniqueness and the maximum principle for mild solutions is guaranteed by the T -accretivity
of the operator.





under the set of assumptions given in (5.76)
Step 1. Suppose first that Rγ,β  8 and R γ,β   8.
In the construction of the mild solution, we now take vn0  v0 (since v0 P Lp
1pΩ1, νq) and
the functions fni P Lp














fni dν   νpΩ2qB .
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Multiplying both equations in (5.79) by uni , integrating with respect to ν the first one
over Ω1 and the second one over Ω2, and adding them, we obtain»
Ω1

















Then, since wni pxq P βpuni pxqq for ν-a.e. x P Ω2 the second term on the left hand side is



















Now, since vni pxq P γpuni pxqq for ν-a.e. x P Ω1, we have that
uni pxq P γ1pvni pxqq  Bjγ pvni pxqq for ν-a.e. x P Ω1.
Consequently,
jγ pvni1pxqq  jγ pvni pxqq ¥ pvni1pxq  vni pxqquni pxq for ν-a.e. x P Ω1.

















i  1, . . . , n. Then, integrating this equation over sti1, tis and adding for 1 ¤ i ¤ n we get»
Ω1
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Observe also that, for any n P N and i P t1, . . . , nu, and for t Pstni1, tni s if i ¥ 2, or


















Indeed, multiplying the first equation in (5.78) by 1rT
 
r puni q and integrating with respect to






r puni q and integrating with respect to ν over
Ω2, adding both equations, removing the nonnegative term involving ap (recall Remark 5.13)




















































which is equivalent to (5.84).





v n ptqpxqdνpxq  M for every n P N.
Consequently, Lemma 5.3 applied for A  Ω1, B  H and α  γ, yields











for every n P N and 0 ¤ t ¤ T , and for some constant K2 ¡ 0.
Suppose now that Γ     8. Then, by (5.84) we have that, for any n P N and i P
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vnptqdν ¤M   νpΩ1qΓ 








for n sufficiently large. Therefore, we may apply Lemma 5.4 for A  Ω1, B  H and α  γ
to conclude that there exists a constant K 12 ¡ 0 such that











, @0 ¤ t ¤ T,
for n sufficiently large.
Similarly, we may find K3 ¡ 0 such that











, @0 ¤ t ¤ T,
for n sufficiently large.
Consequently, by the generalised Poincaré type inequality together with (5.83) for δ small
enough, we get » T
0
}unptq}LppΩ,νq dt ¤ K4, @n P N,
for some constant K4 ¡ 0, that is, tunun is bounded in Lpp0, T ;LppΩ, νqq. Therefore, there
exists a subsequence, which we continue to denote by tunun, and u P Lpp0, T ;LppΩ, νqq such
that
un











is bounded, then, by
(5.10), we have that trpt, x, yq ÞÑ appx, y, unptqpyqunptqpxqqsun is bounded in Lp1p0, T ;Lp1pΩ
Ω, ν bmxqq so we may take a further subsequence, which we continue to denote in the same
way, such that
rpt, x, yq ÞÑ appx, y, unptqpyq  unptqpxqqs ná Φ, weakly in Lp1p0, T ;Lp1pΩ Ω, ν bmxqq.
Now, let Ψ PW 1,10 p0, T ;LppΩ, νqq, then» T
0















for x P Ω1. Therefore, multiplying both equations in (5.79) by Ψ, integrating the first one
over Ω1 and the second one over Ω2 with respect to ν, adding them, and taking limits as
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for ν-a.e. x P Ω1.
It follows that v P W 1,1p0, T ;L1pΩ1, νqq. Then, by Remark 5.26, we conclude that the





appx, y, uptqpyquptqpxqqdmxpyq  fptqpxq for a.e. t P r0, T s and ν-a.e. x P Ω1.
Let’s see, for further use, that
»
Ω1
































where F is given by
F ptqpxq  
»
Ω
appx, y, uptqpyq  uptqpxqqdmxpyq  fptqpxq, x P Ω1.
Let ψ PW 1,10 p0, T q, ψ ¥ 0, τ ¡ 0 and




upsqpxqψpsqds, t P r0, T s, x P Ω1.
Then, for τ small enough we have that ητ P W 1,10 p0, T ;LppΩ1, νqq so we may use it as a test



































and uptq P γ1pvptqq ν-a.e. in Ω1, we have
pvpt τqpxq  vptqpxqquptqpxq ¤
» vptτqpxq
vptqpxq
pγ1q0psqds, for ν-a.e. x P Ω1,
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pγ1q0psqdsψpt  τq  ψptq
τ
dνpxqdt,





























ups τqΨpsqds, t P r0, T s, x P Ω1,























jγ pvqdν PW 1,1p0, T q.
Step 2. Suppose now that, either Rγ,β  8 and R γ,β    8, or Rγ,β ¡ 8 and R γ,β 
 8. Recall that we are assuming the hypotheses in (5.76) and that vn0  v0 for every n P N.
Suppose first that Rγ,β  8 and R γ,β    8. Then, for k P N, let βk : R Ñ R be the
following maximal monotone graph
βkprq :
$''&''%
βprq if r   k,
rβ0pkq,B s if r  k,
B    r  k if r ¡ k.
We have that βk Ñ β in the sense of maximal monotone graphs. Indeed, given λ ¡ 0
and s P R there exists r P R such that s P r   λβprq thus, for k ¡ r, we have that
s P r   λβprq  r   λβkprq, i.e., r  pI   λβq1psq  pI   λβkq1psq.




  8, there exists a strong solution









, i.e., there exist uk P Lpp0, T ;LppΩ, νqq





appx, y, ukptqpyq  ukptqpxqqdmxpyq  fptqpxq  1
k




appx, y, ukptqpyq  ukptqpxqqdmxpyq  0, x P Ω2, 0   t   T,
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with vk P γpukq ν-a.e. in Ω1 and wk P βkpukq ν-a.e. in Ω2. Let’s see that
(5.89) uk ¤ uk 1, ν-a.e. in Ω, k P N,
and
(5.90) vk ¤ vk 1, ν-a.e. in Ω1, k P N.









, for each step
n P N and for each i P t1, . . . , nu, we have that there exists unk,i P LppΩ, νq, vnk,i P Lp
1pΩ1, νq
and wnk,i P Lp



















appx, y, unk,ipyq  unk,ipxqqdmxpyq  0, x P Ω2,






B  if unk 1,i  k,
βkpunk 1,iq if unk 1,i ¡ k,
for n P N and i P t1, . . . , nu (observe that βkprq is single-valued for r ¡ k and coincides with
βk 1prq  βprq for r   k). It is clear that znk,i P βkpunk 1,iq and, since βk ¥ βk 1, we have





























appx, y, unk,1pyq  unk,1pxqqdmxpyq








appx, y, unk 1,1pyq  unk 1,1pxqqdmxpyq
 0  wnk,1pxq 
»
Ω
appx, y, unk,1pyq  unk,1pxqqdmxpyq.
Hence, by the maximum principle (Theorem 5.14),
vnk,1 ¤ vnk 1,1 and unk,1 ¤ unk 1,1 ν-a.e.
Proceeding in the same way we get that
vnk,i ¤ vnk 1,i and unk,i ¤ unk 1,i ν-a.e.
for each n P N and i P t1, . . . , nu. From here we get (5.89) and (5.90).
Since γ1prq  Bjγ prq and ukptq P γ1pvkptqq ν-a.e. in Ω1, we have»
Ω1
pvkpt τqpxq  vkptqpxqqukptqpxqdνpxq ¤
»
Ω1
jγ pvkpt τqpxqq  jγ pvkptqpxqqdνpxq.
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is bounded. Then, by the monotone convergence theorem we get that there exists u P
Lpp0, T ;LppΩ, νqq such that uk kÝÑ u in Lpp0, T ;LppΩ, νqq. From this we get, by [33, Lemma
G], that vptqpxq P γpuptqpxqq for a.e. t P r0, T s and ν-a.e. x P Ω1.
Therefore, (5.88) and Lemma 5.7 (note that, by the monotonicity of tuku, we have that
|uk| ¤ maxt|u1|, |u|u P LppΩ, νq) yield that pvkqt converges strongly in Lp1p0, T ;Lp1pΩ1, νqq
and wk converges strongly in L
p1p0, T ;Lp1pΩ2, νq. In particular, v P W 1,1p0, T ;L1pΩ1, νqq,








appx, y, uptqpyq  uptqpxqqdmxpyq  0, x P Ω2, 0   t   T.
The case Rγ,β ¡ 8 and R γ,β   8 follows similarly by taking
rβk :
$''&''%
B   r   k if r   k,
rB, β0pkqs if r  k,
βprq if r ¡ k.
instead of βk, k P N.
Step 3. Finally, assume that both Rγ,β and R
 
γ,β are finite. We define, for k P N,
rβk :
$''&''%
B   r   k if r   k,
rB, β0pkqs if r  k,
βprq if r ¡ k.
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appx, y, ukptqpyq  ukptqpxqqdmxpyq  fptqpxq   1
k




appx, y, ukptqpyq  ukptqpxqqdmxpyq  0, x P Ω2, 0   t   T,
with vk P γpukq ν-a.e. in Ω1 and wk P β̃kpukq ν-a.e. in Ω2.










each step n P N and for each i P t1, . . . , nu, we have that there exists unk,i P LppΩ, νq,
vnk,i P Lp
1pΩ1, νq and wnk,i P Lp



















appx, y, unk,ipyq  unk,ipxqqdmxpyq  0, x P Ω2,






B if unk 1,i  k,rβkpunk 1,iq if unk 1,i   k,
for n P N and i P t1, . . . , nu (observe that rβkprq is single-valued for r   k and coincides
with rβk 1prq  βprq for r ¡ k). It is clear that znk,i P rβkpunk 1,iq and, since rβk ¤ rβk 1, we





























appx, y, unk,1pyq  unk,1pxqqdmxpyq








appx, y, unk 1,1pyq  unk 1,1pxqqdmxpyq
 0  wnk,1pxq 
»
Ω
appx, y, unk,1pyq  unk,1pxqqdmxpyq.
Hence, by the maximum principle (Theorem 5.14),
vnk,1 ¥ vnk 1,1 and unk,1 ¥ unk 1,1 ν-a.e..
Proceeding in the same way we get that, for n P N and i P t1, . . . , nu,
vnk,i ¥ vnk 1,i and unk,i ¥ unk 1,i ν-a.e..
Therefore,
uk ¥ uk 1, ν-a.e. in Ω, k P N,
and
vk ¥ vk 1, ν-a.e. in Ω1, k P N.
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We can now conclude, as in the previous step, that» T
0


















is bounded. From this point we can finish the proof as in the previous step. 
5.4. A particular case
Let W P B and consider the following problem:
(5.91)
$''&''%
utpt, xq  divmapupt, xq, x PW, 0   t   T,
N ap1 upt, xq  ϕpxq, x P BmW, 0   t   T,
up0, xq  u0pxq, x PW.
This is, of course, a particular case of the problem studied in the previous section. Indeed, it
corresponds to the choice Ω1  W , Ω2  BmW , γprq  r and βprq  0. With this particular
choice we gain the complete accretivity of the associated operator (see Theorem 5.32) which
allows us to prove a stronger version of Theorem 5.28 (see Theorem 5.34).
Since we will continue to work with this particular choice of Ω1, Ω2, γ and β in the
next section, let us rewrite some of the definitions and results. We continue to work under
Assumptions 1, 2, 3 and 5.
Let
Q1 :Wm Wm and Q2 : Q1zpBmW  BmW q.
In this particular case the integration by parts formula takes the following form (recall Lemma
1.48; the case j  2 will be used in the next section).
Proposition 5.29. Let j P t1, 2u. Let u : Wm Ñ R be a measurable function such that
px, yq ÞÑ appx, y, upyq  upxqq P LqpQj, ν bmxq












appx, y, upyq  upxqqpwpyq  wpxqqdpν bmxqpx, yq.






Remark 5.30. Let us see, formally (as in Remark 5.13), the way in which the previous
proposition will be used. Suppose that we are in the following situation:# divmapupxq  fpxq, x PW,
N apj upxq  gpxq, x P BmW,
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Moreover, if # divmapuipxq  fipxq, x PW,
N apj uipxq  gipxq, x P BmW,
i  1, 2, then, for a nondecreasing function T : RÑ R, we obtain»
W
pf1pxq  f2pxqqT pu1pxq  u2pxqqdνpxq  
»
BmW





pappx, y, u1pyq  u1pxqq  appx, y, u2pyq  u2pxqqq
pT pu1pyq  u2pyqq  T pu1pxq  u2pxqqqdpν bmxqpx, yq ¥ 0.
To study problem (5.91) we define the following operator in L1pW, νqL1pW, νq associated
with the problem. Observe that this operator does not correspond exactly to the one defined
in 5.19. In particular, note that it depends on ϕ and the space of definition is L1pW, νq and
not L1pWm, νq.
Definition 5.31. Let ϕ P L1pBmW, νq. We say that pu, vq P Bmap,ϕ if u, v P L1pW, νq and
there exists u P LppWm, νq (that we will denote equally as u) such that u|W  u,
px, yq ÞÑ appx, y, upyq  upxqq P Lp1pQ1, ν bmxq
and # divmapu  v in W,










appx, y, upyq  upxqqdmxpyq, x P BmW.
Theorem 5.32. Let ϕ P Lp1pBmW, νq. The operator Bmap,ϕ is completely accretive (see
section A.7 of Appendix A) and satisfies the range condition
(5.92) Lp
1pW, νq  RpI  Bmap,ϕq.
Consequently, Bmap,ϕ is m-completely accretive in L
p1pW, νq.
Proof. To prove the complete accretivity of the operator Bmap,ϕ we need to show that,
if pui, viq P Bmp,ϕ, i  1, 2, and q P P0, then»
Ω
pv1pxq  v2pxqqqpu1pxq  u2pxqqdνpxq ¥ 0.
In fact, by the integration by parts formula given in Proposition 5.29 and having in mind




appx, y, uipyq  uipxqqdmxpyq, x P BmW,
we get (see also Remark 5.30)»
W





pappx, y, u1pyq  u1pxqq  appx, y, u2pyq  u2pxqqq
pqpu1pyq  u2pyqq  qpu1pxq  u2pxqqqdpν bmxqpx, yq ¥ 0 .
The range condition (5.92) follows from Theorem 5.15. 
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With a similar proof to that of Theorem 5.27 we obtain:




pW,νq  Lp1pW, νq.
The following theorem is a consequence of the previous results thanks to Theorems A.25,
A.45 and A.48.





1pW, νq there exists a unique mild solution upt, xq of Problem (5.91). Moreover, for any
q ¥ p1 and u0,i P LqpW, νq, i  1, 2, we have the following contraction principle for the
corresponding mild solutions ui:
}pu1pt, .q  u2pt, .qq }LqpW,νq ¤ }pu0,1  u0,2q }LqpW,νq for any 0 ¤ t   T .
If u0 P DpBmap,ϕq then the mild solution is a strong solution.
Remark 5.35. It is natural to ask whether u P L8pWm, νq whenever u is the solution of
the problem #
upxq  divmapupxq  vpxq, x PW,
N ap1 upxq  ϕpxq, x P BmW,
with v P L8pW, νq and ϕ P L8pBmW, νq. In the next example we will see that this is not true
in general.
Example 5.36. Let V pGq : tx0, x1, . . . , xn, . . .u, wx0,xn  wxn,x0  17n for n P N,
wxn,xn  13n  17n for n P N and wx,y  0 otherwise. Consider the metric random walk space
rV pGq, dG,mG, νGs associated with this infinite weighted discrete graph. Note that this graph
















































Let 1   p    8 and W : tx0u, and denote νG : ν and m : mG, so that BmW 
tx1, . . . , xn, . . .u.
Let appx, y, rq  |r|p2r, define u : Wm Ñ R by
upxq :
#
0 if x  x0
2
n
p1 if x  xn, n ¥ 1,
v : W Ñ R by vpx0q  125 and ϕ : BmW Ñ R by ϕpxnq  p67qn, n ¥ 1. Then u, v P L8pW, νq,
























Universitat de València Marcos Solera Diana



















Therefore, u is a solution of the Neumann problem#
u divmapu  v in W,
N apm u  ϕ in BmW.
Note that v P L8pW, νq and ϕ P L8pBmW, νq but u R L8pWm, νq. Note also that u P








u  pI  Bmap,ϕq1v
does not belong to LppWm, νq, we have that this metric random walk space does not satisfy
a pp, pq-Poincaré type inequality on pW,Hq.
5.5. Neumann boundary conditions of Dipierro–Ros-Oton–Valdinoci type
Let W P B. In this section we will study the evolution problem
(5.93)
$''&''%
utpt, xq  divmapupt, xq, x PW, 0   t   T,
N ap2 upt, xq  ϕpxq, x P BmW, 0   t   T,
up0, xq  u0pxq, x PW,
and the following associated Neumann problem#
upxq  divmapupxq  ϕpxq, x PW,
N ap2 upxq  ϕpxq, x P BmW,
but we will do so without requiring that a Poincaré type inequality holds (i.e., we drop As-
sumption 5). Note that, as in the previous section, this would correspond to taking Ω1  W
and Ω2  BmW , thus
Q2  pWm WmqzpBmW  BmW q.
Since we will not assume that a Poincaré type inequality holds, a price has to be paid
by restricting the functions ϕ which may appear in the Neumann boundary condition to the
following space of functions.
Definition 5.37. We define
Lm,8pBmW, νq :
"





Remark 5.38. Note that Lm,8pBmW, νq  L8pBmW, νq.
Suppose that rV, dG,mG, νGs is the metric random walk space associated with a locally
finite weighted discrete graph as described in Example 1.38 and let W  V . Then, if BmW 
V is a finite set, we have that Lm,8pBmW, νq  L8pBmW, νq.
Consider now the metric random walk space rRN , d,mJ ,LN s given in Example 1.37. Let
W  RN be a bounded domain and denote
Wr : tx P RN : distpx,W q   ru.
Suppose that supppJq  Bp0, Rq. Then,
tϕ P L8pBmW, νq : supppϕq Wr, r   Ru  Lm,8pBmW, νq.
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Indeed, let ϕ P L8pBmW, νq such that supppϕq  H and supppϕq Wr for some r   R. It is




Jpx yqdy ¥ δ ¡ 0
for every x P supppϕq. Suppose otherwise that there exists a sequence pxnq  supppϕq such
that limn
³
W Jpxnyqdy  0, then, since BmW is bounded, there exists a subsequence of pxnq
converging to x0 P supppϕq. Therefore, by the continuity of J and applying Fatou’s Lemma
we get that
³
W Jpx0  yqdy  0. However, this is not possible because distpx0,W q ¤ r   R
and, therefore, since W is open, we have that LN pBpx0, Rq XW q ¡ 0 with Bpx0, Rq XW 
supppJpx0  .qq so »
W
Jpx0  yqdy ¥
»
Bpx0,RqXW
Jpx0  yqdy ¡ 0.
In particular, characteristic functions of sets A Wr with r   R, belong to Lm,8pBmW, νq.
To study problem (5.93), we define the following associated operator in L1pW, νqL1pW, νq.
Definition 5.39. Let 1   p   8 and ϕ P Lm,8pBmW, νq. We say that pu, vq P Amap,ϕ
if u, v P L1pW, νq, and there exists a measurable function u in Wm with u|W  u (that we
denote equally as u) satisfying
mpqpW q|u|p1 P L1pBmW, νq,
px, yq ÞÑ appx, y, upyq  upxqq P L1pQ2, ν bmxq,
and # divmapu  v in W,










appx, y, upyq  upxqqdmxpyq, x P BmW.
Remark 5.40. Let 1   p   8 and ϕ P Lm,8pBmW, νq.




appx, y, upyq  rqdmxpyq.




appx, y, upyq  rqdmxpyq  ϕpxq,
has a unique solution r : upxq for ν-a.e. x P BmW (and u is easily seen to be measurable).
2. As a consequence, the extension of u to the boundary BmW in Definition 5.39 is unique.
3. Let us see that, if u P L8pW, νq, then









Indeed, let us denote upxq : upxq, x P BmW , and suppose that }u}L8pBmW,νq ¡ }u}L8pW,νq,
otherwise the result is trivial. Let 0   ε   }u}L8pBmW,νq  }u}L8pW,νq,
A  : tx P BmW : upxq ¡ }u}L8pBmW,νq  εu
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and
A : tx P BmW : upxq   }u}L8pBmW,νq   εu.
Suppose first that νpAq ¡ 0 and let
B : ty PW : upyq   }u}L8pW,νqu.
Then, since νpBq  0, we have that ν bmxpA Bq  ν bmxpB Aq  0. Now,
upyq  upxq ¡ }u}L8pBmW,νq  }u}L8pW,νq  ε ¡ 0
for every px, yq P A  pW zBq. Therefore, since, by (5.11), appx, y, rq ¥ crp1 ν bmx-a.e.
and for every r ¥ 0, we have that
appx, y, upyq  upxqq ¥ cp}u}L8pBmW,νq  }u}L8pW,νq  εqp1





























appx, y, upyq  upxqqdmxpyqdνpxq









and the result follows since ε was arbitrarily small. If νpAq  0 then νpA q ¡ 0 and we
would proceed analogously.
Theorem 5.41. Let ϕ P Lm,8pBmW, νq. The operator Amap,ϕ is completely accretive and
satisfies the range condition
(5.95) Lp
1pW, νq  RpI  Amap,ϕq.




Let us see that Amap,ϕ satisfies the range condition (5.95), that is, let us prove that, for
φ P Lp1pW, νq, there exists u P DpAmap,ϕq such that
u Amap,ϕu Q φ.
We divide the proof into two steps.
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x P BmW . Now, let M ¡ 0. Multiplying the first equation by pun,k Mq  and integrating
over W with respect to ν, by Proposition 5.29, we get that, after removing some positive
terms, »
W








































Mp1qpun,k Mq dν ¤ 0
and, consequently, taking K ¡M , we get that
un,k ¤M ν  a.e. in Wm;
and, similarly, we get that



























for x P BmW .
Let us now see that }un,k}L8pWm,νq is uniformly bounded in n and k. First, working as
in the proof of Remark 5.40.3, we prove that








for every n, k ¥ 1. Indeed, define A as in that remark and integrate (5.97) over A with
respect to ν (note that the term involving 1n |un,kpxq|p2u n,kpxq  1k |un,kpxq|p2un,kpxq does
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not affect the reasoning). The same can be done with A . Therefore, it is enough to see that









so that }un,k}L8pBmW,νq ¤ }un,k}L8pW,νq  K. Now, if all of the un,k are ν-null the result is
trivial. Therefore, fix some un,k  0 and 0   ε   }un,k}L8pW,νq. Let
A  : tx PW : un,kpxq ¡ }un,k}L8pW,νq  εu
and
A : tx PW : un,kpxq   }un,k}L8pW,νq   εu.















φpxqdνpxq ¤ νpA  q}φ}L8pW,νq.








appx, y, un,kpyq  un,kpxqqdmxpyqdνpxq ¤ }φ}L8pW,νq.
Now, appx, y, un,kpyqun,kpxqq ¤ appx, y,K εq ¤ C
 
1  pK   εqp1 for νbm-a.e. px, yq P







appx, y, un,kpyq  un,kpxqqdmxpyqdνpxq ¤ C
 
1  pK   εqp1 ,
and, since ε ¡ 0 is arbitrarily small, we conclude that








where the right hand side does not depend on n or k. If νpA  q  0 then νpA q ¡ 0 and we
















φpxqdνpxq ¥ νpA q}φ}L8pW,νq.








appx, y, un,kpyq  un,kpxqqdmxpyqdνpxq ¥ }φ}L8pW,νq
which, using (5.8), is equivalent to







appx, y, un,kpxq  un,kpyqqdmxpyqdνpxq.
Now, appx, y, un,kpxqun,kpyqq ¤ appx, y,K εq ¤ C
 
1  pK   εqp1 for νbm-a.e. px, yq P
A Wm and we conclude as before.
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Now, let us see that tun,k W u is ν-a.e. nondecreasing in n, and ν-a.e. nonincreasing in
k. Let n1   n. Multiplying (5.96) for un1,k and un,k by pun1,k  un,kq , integrating over W


























































φpxq  un1,kpxqq  un,kpxq  dνpxq  »
W
φpxq  un1,kpxqq  un,kpxq  dνpxq  0.
Now, by Proposition 5.29 with wpxq  pun1,kpxq  un,kpxqq  and recalling (5.9) (see also

























pappx, y, un1,kpyq  un1,kpxqq  appx, y, un,kpyq  un,kpxqqq






pappx, y, un1,kpyq  un1,kpxqq  appx, y, un,kpyq  un,kpxqqq
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dνpxq ¤ 0 .








so un,k W is ν-a.e. nondecreasing in n. Similarly, we get that un,k W is ν-a.e. nonincreas-
ing in k.










for x P BmW . Now, let N  X be a ν-null set such that, for every x P XzN ,
pappx, y, rq  appx, y, sqqpr  sq ¡ 0 for mx-a.e. y P X and for all r  s.
Then, for a fixed k P N, let n1   n, x P BmW zN and suppose that un1,kpxq ¡ un,kpxq. Since
pun,kq W is ν-a.e. nondecreasing in n, by the absolute continuity of mx with respect to ν,




















which is a contradiction. Consequently, un,k BmW is ν-a.e. nondecreasing in n. Similarly,
un,k BmW is ν-a.e. nonincreasing in k.
Then, for ν-a.e. x P Wm, we can pass to the limit in n, and then in k, in (5.96) and









appx, y, upyq  upxqqdmxpyq  ϕpxq, x P BmW.
Therefore, for φ P L8pW, νq the range condition holds.
Step 2. Let us now take φ P Lp1pW, νq. Let φn,k : suptinftφ, nu,ku, which is nonde-
creasing in n and nonincreasing in k. By Step 1, there exists a solution un,k P L8pWm, νq
of





appx, y, un,kpyq  un,kpxqqdmxpyq  φn,kpxq, x PW,
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appx, y, un,kpyq  un,kpxqqdmxpyq  ϕpxq, x P BmW.
Let us see the monotonicity properties of un,k . By the complete accretivity, we have that
(5.98) }  un1,k1  un,k }LppW,νq ¤ }  φn1,k1  φn,k }LppW,νq
and
}  un1,k1  un,k }Lp1 pW,νq ¤ }  φn1,k1  φn,k }Lp1 pW,νq .
This implies, for example, that if n1   n then un1,k ¤ un,k ν-a.e. in W thus, as before,
un,k W is ν-a.e. nondecreasing in n and ν-a.e. nonincreasing in k. Moreover, it also implies
the convergence of un,k W in L
ppW, νq.
On the other hand, for n1   n, we have»
W
 
appx, y, un1,kpyq  un1,kpxqq  appx, y, un,kpyq  un,kpxqq

dmxpyq  0
for every x P BmW and, therefore, the same reasoning as before yields that un,kpxq is nonde-
creasing in n and nonincreasing in k for ν-a.e. x P BmW .










appx, y, un,kpyq  un,kpxqqdmxpyq  ϕpxq, x P BmW. pbq
We start by letting nÑ  8. Let’s see that we can take limits as nÑ  8 in the terms
involving ap (this follows similarly to the proof of Lemma 5.7, but with the added difficulty
of having to see what happens on the m-boundary of W ). Fix k P N. By (5.98), we have
that un,k
nÑ uk in LppW, νq. Hence, there exists hk P LppW, νq such that
|un,k| ¤ hk ν-a.e. in W for every n P N.
By the invariance of ν with respect to m we may take a ν-null set B P B such that, for every
x P BmW zB,
(a) un,k
nÑ uk in LppW,mxq,
(b) hk P LppW,mxq,
(c) |un,kpyq| ¤ hkpyq for mx-a.e. y PW and for every n P N,
(d) ϕpxq    8, and
(e) appx, y, rqp appx, y,rqq ¥ cprp1 for mx-a.e. y P W and every r ¡ 0 (recall
(5.11)).
Now, let’s see that un,kpxq has a finite limit for every x P BmW zB. Suppose otherwise that
there exists x P BmW zB such that un,kpxq Ñ  8. Then, given M ¡ 0, there exists n0 such
that, for n ¥ n0, un,kpxq ¡M . Hence, for n ¥ n0,
appx, , un,kpq  un,kpxqq ¥ appx, , hkpq Mq P Lp1pW,mxq mx-a.e. in W,









appx, y, un,kpyq  un,kpxqqdmxpyq  ϕpxq    8
which is a contradiction. Indeed, since un,kpxq Ñ  8 and un,kpyq ¤ hkpyq    8 for mx-a.e
y PW , we have that, for n large enough,
appx, y, un,kpyq  un,kpxqq ¥ cppun,kpxq  un,kpyqqp1 nÝÑ  8 for ν-a.e. y PW.
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Therefore, un,kpxq Ñ ukpxq    8 for ν-a.e. x P BmW (thus, in particular, uk is mea-
surable on BmW ), and we can use the dominated convergence theorem (we omit the details
since they are similar to those in the proof of Lemma 5.7) to pass to the limit in (5.99)(b)




appx, y, ukpyq  ukpxqqdmxpyq  ϕpxq.




appx, y, un,kpyq  un,kpxqqdmxpyq  un,kpxq  φn,kpxq, x PW,
thus, by the monotonicity of tun,kun (and (5.9)), we have that, for ν-a.e. x PW ,»
Wm
appx, y, un,kpyq  ukpxqqdmxpyq ¤ un,kpxq  φn,kpxq.
Therefore, since the right hand side of this equation converges to a finite limit ν-a.e. in W
as n Ñ  8, we get that, for ν-a.e. x P W , tappx, , un,kpq  ukpxqqun  L8pWm,mxq is
an mx-a.e. nondecreasing sequence of functions with uniformly bounded mx-integrals (recall
that un,k P L8pWm, νq, hence un,k P L8pWm,mxq ν-a.e.). Consequently, by the monotone





appx, y, un,kpyq  ukpxqqdmxpyq nÝÑ
»
Wm
appx, y, ukpyq  ukpxqqdmxpyq.
Moreover, by (5.11), we get that |uk|p1 P L1pWm, νq.
On the other hand, by (5.100) and the monotonicity of tun,kun, we also get that, for ν-a.e.
x PW , »
Wm
appx, y, ukpyq  un,kpxqqdmxpyq ¥ un,kpxq  φn,kpxq.
Hence, for ν-a.e. x PW , tappx, , ukpqun,kpxqqun  L1pWm,mxq is a nondecreasing sequence
of functions with uniformly bounded mx-integrals and we may again apply the monotone




appx, y, ukpyq  un,kpxqqdmxpyq nÝÑ
»
Wm
appx, y, ukpyq  ukpxqqdmxpyq.
Consequently, since, for ν-a.e. x PW ,»
Wm








appx, y, ukpyq  un,kpxqqdmxpyq,




appx, y, ukpyq  ukpxqqdmxpyq  φkpxq.
In particular, since uk, φk P L1pW, νq, the previous equation yields»
Wm
appx, y, ukpyq  ukpxqqdmxpyq P L1pW, νq,
thus appx, y, ukpyq  ukpxqq P L1pW Wm, ν bmxq. Therefore, by the reversibility of ν with
respect to m (and (5.8)) we get that appx, y, ukpyq  ukpxqq P L1pQ2, ν bmxq.
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Finally, we take limits as k Ñ  8. We may repeat the previous reasoning to obtain that
ukpxq Ñ upxq ¡ 8 for ν-a.e. x P BmW . Consequently, we have that uk Ñ u in LppW, νq
and uk tends to a measurable ν-a.e. finite function u in BmW . Then, we apply the monotone










appx, y, upyq  upxqqdmxpyq  ϕpxq, x P BmW,
where
appx, y, upyq  upxqq P L1pQ2, ν bmxq.
By (5.11), we have that
c|upyq  upxq|p1 ¤ |appx, y, upyq  upxqq|,
thus
|upyq|p1 ¤ C̃  |appx, y, upyq  upxqq|   |upxq|p1
























This implies, in particular, that
(5.104) mpqpW q|u|p1 P L1pBmW, νq.
Remark 5.42 (Regularity for p ¥ 2). In the context of Theorem 5.41, let us see that,
for p ¥ 2,
(5.105) appx, y, upyq  upxqq P Lp1pQ2, ν bmxq
and
(5.106) mpqpW q|u|p P L1pBmW, νq.
Indeed, by (5.104), since 0 ¤ mpqpW q ¤ 1,
mp1pq pW q|u|p1 P L1pBmW, νq.
Therefore,
mpqpW qu P Lp1pBmW, νq  L1pBmW, νq.
Hence, we get that



















Hence, letting k Ñ8, by Fatou’s lemma,
px, yq ÞÑ appx, y, upyq  upxqqpupyq  upxqq P L1pQ2, ν bmxq,
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and this is equivalent, on account of (5.10) and (5.11), to (5.105). Moreover, in this situation,

























With respect to the domain of the operator Amap,ϕ, we have the following result.
Theorem 5.43. Let ϕ P Lm,8pBmW, νq. Then, we have





pW,νq  Lp1pW, νq.
Proof. Take u P L8pW, νq. By Remark 5.40.1 & 3, there exists an extension of u to




appx, y, upyq  upxqqdmxpyq  ϕpxq, x P BmW,
and, moreover,
u P L8pBmW, νq.




appx, y, upyq  upxqqdmxpyq
defines a function in L1pW, νq, and we have that
u P DpAmap,ϕq. 
Theorem 5.44. Let p ¥ 2 and assume that ϕ P Lm,8pBmW, νq. Then
Lp1pW, νq  DpAmap,ϕq.
Proof. Suppose that p ¡ 2 ( the case p  2 follows by a similar, but simpler, argument).





appx, y, upyq  upxqqdmxpyq  ϕpxq, x P BmW.




appx, y, upyq  upxqq








appx, y, upyq  upxqq
upyq  upxq upyqdmxpyq,
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appx, y, upyq  upxqq
upyq  upxq dmxpyq












appx, y, upyq  upxqq
upyq  upxq dmxpyq.
















|upyq  upxq|p1dmxpyqdνpxq    8.
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and, consequently, Θ is finite. Observe that an explicit upper bound, depending on }ϕ}L1pW,νq
and }u}Lp1pW,νq, can be stated.




mxpW q|upxq|p1dνpxq    8.
Indeed, since |upyq|p1 ¤ C̃  |upyq  upxq|p1   |upxq|p1 for some constant C̃ and every x,





























appx, y, upyq  upxqqdmxpyq








appx, y, upyq  upxqqdmxpyq 
»
BmW
appx, y, upyq  upxqqdmxpyq.
Now, the first summand on the right hand side belongs to L1pW, νq. Let us see that the

















Cp1  |upyq  upxq|p1qdmxpyqdνpxq












we have that, by Tonelli-Hobson’s theorem, x ÞÑ 
»
BmW
appx, y, upyqupxqqdmxpyq belongs
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With regard to the first function, by Hölder’s inequality and the reversibility of ν with respect





























































which is finite by (5.109) and (5.110). The second one also belongs to L1pW, νq since,





1pW, νq, and u P Lp1pW, νq. 
The following theorem is a consequence of the above results thanks to Theorems A.25,
A.45 and A.48.





1pW, νq there exists a unique mild solution upt, xq of Problem (5.93). Moreover, for any
q ¥ p1 and u0i P LqpW, νq, i  1, 2, we have the following contraction principle for the
corresponding mild solutions ui:
}pu1pt, .q  u2pt, .qq }LqpW,νq ¤ }pu0,1  u0,2q }LqpW,νq for any 0 ¤ t   T .
If u0 P DpAmap,ϕq, then the mild solution is a strong solution. In particular, if u0 P
L8pW, νq, Problem (5.93) has a unique strong solution. For p ¥ 2 this is true for data in
Lp1pW, νq.
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APPENDIX A
Nonlinear semigroups
This appendix is part of [12, Appendix A].
A.1. Introduction
In this appendix we outline some of the main points of the theory of nonlinear semigroups
and evolution equations governed by accretive operators. We refer the reader to [23], [28],




u1ptq  Auptq  fptq on p0, T q,
up0q  u0,
where X is a Banach space, f : p0, T q Ñ X and A : DpAq Ñ X is an operator.
Let us give one example of how to write a PDE problem as a problem in the form (A.1).
Example A.1. Let Ω be a bounded domain in RN with smooth boundary BΩ. Consider




Bt px, tq  ∆wpx, tq in Ω p0,8q,
wpx, tq  0 on BΩ p0,8q,
wpx, 0q  fpxq in Ω.
Write uptq  wp, tq, regarded as a function of x, and take X to be a space of functions on Ω,
for example, X  LppΩq for some p ¥ 1 or X  CpΩq. Suppose we are in this last case. Let
A be the operator with domain
DpAq :  v P CpΩq : ∆v P CpΩq and vpxq  0 @x P BΩ(
and defined by Av : ∆v, for v P DpAq. Then, we can write the problem (A.2) in the
form (A.1). Note that the boundary condition of (A.2) is absorbed into the domain of the
operator A and into the requirement that uptq P DpAq for all t ¥ 0.
A.2. Abstract Cauchy problems
From now on, X will be a real Banach space with norm denoted by } } and dual X.
We will use multivalued nonlinear operators, not only because they permit the obtainment
of a coherent theory, but also because it is often necessary in applications. So let us recall
some notations and basic facts concerning multivalued operators.
A mapping A : X Ñ 2X from X into 2X (the collection of subsets of X) will be called an
operator in X. For x P X, Ax denotes the value of A at x, DpAq : tx P X : Ax  Hu will
be called the effective domain of A, and RpAq : tAx : x P DpAqu its range.
If A is an operator in X, it determines the subset
GpAq : tpx, yq P X X : y P Axu,
called the graph of A. Conversely, a subset G of X  X determines a unique operator A
whose graph is G, i.e., the operator A is given by Ax : ty : px, yq P Gu. Whenever it is
convenient we will identify an operator with its graph.
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A1x : ty P X : x P Ayu.
The closure of the operator A, denoted by A, is defined to be the closure of the graph of A in
X X, that is:
y P Ax ô Dyn P Axn : xn Ñ x, yn Ñ y.
Before proceeding we fix some notation: By L1pa, b;Xq we denote the vector space of
all Bochner integrable functions f : ra, bs Ñ X with respect to the Lebesgue measure (i.e.,
the strong measurable functions f such that
³b
a }fptq} dt    8). If I is an interval in R,
L1locpI;Xq is the space of those functions f : I Ñ X which are Bochner integrable on compact








}fpsq  fptq}ds  0.
If (A.3) holds t is called a Lebesgue point of f .
The space W 1,1pa, b;Xq consists of those functions f which have the form




for some h P L1pa, b;Xq. It is well known that W 1,1pa, b;Xq consists of exactly those abso-
lutely continuous functions f : ra, bs Ñ X which are differentiable a.e. on ra, bs and if (A.4)
holds, then f 1ptq  hptq a.e.
In a general Banach space X, the absolute continuity of a function f : ra, bs Ñ X does not
imply the existence of f 1ptq almost everywhere. When this happens it is said that the Banach
space X has the Radon-Nikodym property. For instance, every reflexive Banach space has the
Radon-Nikodym property. However, there are important Banach spaces like L1pΩq, L8pΩq
or CpΩq without the Radon-Nikodym property.
As we mentioned before, our aim is to study evolution problems of the form:
(A.5)
#
u1ptq  Auptq Q fptq, t P p0, T q,
up0q  x,
where f : p0, T q Ñ X and A is an operator in X. A problem of the form (A.5) is called an
abstract Cauchy problem, and it will be denoted by (CP)x,f . In the homogeneous case, that
is, for f  0, we will write (CP)x instead of (CP)x,0.
Definition A.2. A function u is called a strong solution of (CP)x,f if$''&''%
u P Cpr0, T s;Xq XW 1,1loc pp0, T q;Xq,
u1  Auptq Q fptq for a.e. t P p0, T q,
up0q  x.
However, the more adequate notion of solution for (CP)x,f in general Banach spaces is
the concept of mild solution, introduced by M.G. Crandall and T.M. Liggett in [69] and Ph.
Bénilan in [28], which is studied in the next section.
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A.3. Mild solutions
Let A be an operator in X and f P L1pa, b;Xq. Roughly speaking a mild solution of the
problem
u1  Au Q f on ra, bs
is a continuous function u P Cpra, bs;Xq which is the uniform limit of solutions of time-
discretized problems, given by the implicit Euler scheme of the form
vptiq  vpti1q
ti  ti1  Avptiq Q fi,
where fi are approximations of f when |ti  ti1| Ñ 0. Therefore, the underlying idea of
the notion of mild solution is simple and from the point of view of numerical analysis, even
classical. Formally, the definition is as follows.
Definition A.3. Let ε ¡ 0. An ε-discretization of u1   Au Q f on ra, bs consists of a
partition t0   t1        tN and a finite sequence f1, f2, . . . , fN of elements of X such that,
a ¤ t0   t1        tN ¤ b, with






}fpsq  fi} ds ¤ ε.
We will denote this discretization by DApt0, . . . , tN ; f1, . . . , fN q.
A solution of the discretization DApt0, . . . , tN ; f1, . . . , fN q is a piecewise constant function
v : rt0, tN s Ñ X whose values vpt0q  v0, vptq  vi for t Psti1, tis, i  1, . . . , N , satisfy
vi  vi1
ti  ti1  Avi Q fi, i  1, . . . , N.
A mild solution of u1   Au Q f on ra, bs is a continuous function u P Cpra, bs;Xq such
that, for each ε ¡ 0 there is DApt0, . . . , tN ; f1, . . . , fN q an ε-discretization of u1   Au Q f on
ra, bs which has a solution v satisfying
}uptq  vptq} ¤ ε for t0 ¤ t ¤ tN .
It is easy to see that if u is a mild solution of u1   Au Q f on ra, bs and rc, ds  ra, bs,
then u rc, ds is a mild solution of u1   Au Q f on rc, ds. Therefore, the following definition
is consistent.
Definition A.4. Let I an interval of R, and f P L1locpI;Xq. A mild solution of u1 Au Q f
on I is a function u P CpI;Xq whose restriction to each compact subinterval ra, bs of I is a
mild solution of u1  Au Q f on ra, bs.
In the next result we will see that mild solutions generalize the concept of strong solutions.
Theorem A.5. Let f P L1locpI;Xq and u be a strong solution of u1  Au Q f on I. Then
u is a mild solution of u1  Au Q f on I.
The heart of the proof of the above theorem is the following result concerning the approx-
imation of Bochner integrals by Riemann sums in a strong sense.
Lemma A.6. Let Y be a Banach space, g P L1pa, b;Y q and K be a subset of ra, bs such that
ra, bszK has measure zero. Then, given δ ¡ 0, there is a partition a  t0   t1        tN ¤ b
satisfying:
ti P K and ti is a Lebesgue point of g for all i  1, . . . , N,
b tN   δ and ti  ti1   δ, i  1, . . . , N,
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}gptq  gptiq} dt   δ.
The converse of Theorem A.5 is false; mild solutions need not be strong solutions.
The next result collects some of the properties of mild solutions.
Theorem A.7. Let A be an operator in X and f P L1locpI;Xq. Then:
(i) If u is a mild solution of u1  Au Q f on I, then uptq P DpAq for all t P I.
(ii) Let I1, I2 be subintervals of I with I  I1 Y I2. If u P CpI;Xq is a mild solution of
u1  Au Q f on I1 and on I2, then u is a mild solution of u1  Au Q f on I.
(iii) Let A be the closure of the operator A. Then, u is a mild solution of u1  Au Q f on
I if, and only if, u is a mild solution of u1  Au Q f on I.
(iv) Let tunu  CpI;Xq, tfnu  L1locpI;Xq and un be a mild solution of u1n   Aun Q fn












then u is a mild solution of u1  Au Q f on I.
Definition A.8. Let D be a subset of X. A family of mappings Sptq : D Ñ D (t ¥ 0)
satisfying:
Spt  sqx  SptqSpsqx for all t, s ¥ 0, x P D,
lim
tÑ0
Sptqx  x for x P D,
is called a strongly continuous semigroup on D.
One may now associate with every operator A in X a strongly continuous semigroup





: tx P X : D! mild solution ux of u1  Au Q 0 on p0, 8q with uxp0q  xu.
For t ¥ 0 and x P DpSAq, we set
SAptqx : uxptq.
It is an immediate consequence of the properties of mild solutions that, in fact, pSAptqqt¥0 is
a strongly continuous semigroup on DpSAq.
In the linear case, that is, if Sptq P LpXq, the strongly continuous semigroups are called
C0-semigroups. In this situation, each C0-semigroup pSptqqt¥0 has associated its infinitesimal















In the linear case it is well known that:
“A is the infinitesimal generator of a C0-semigroup pSptqqt¥0 of bounded linear operators
on X if, and only if, A is linear, closed and DpSAq  X, and then SAptq  Sptq for all t ¥ 0.”
This motivates the development of a nonlinear semigroup theory analogous to the classical
linear one. We will see that in the nonlinear case the situation is very different to the linear
one, and has more difficulties.
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A.4. Accretive operators
We are going to introduce now the class of operators for which we can obtain existence
and uniqueness results of mild solutions.
The existence of mild solutions requires, as we pointed out before, the existence of solutions
of discretized equations of the form
xi  xi1
ti  ti1  Axi Q fi, i  1, . . . , N
or, equivalently,
(A.6) xi   pti  ti1qAxi Q pti  ti1qfi   xi1, i  1, . . . , N.
Then, to solve (A.6) we need the inverse of the operator pI λAq to be a singlevalued operator.
Operators satisfying this property are the following:
Definition A.9. An operator A in X is accretive if
}x x̂} ¤ }x x̂  λpy  ŷq}, whenever λ ¡ 0 and px, yq, px̂, ŷq P A.
Note that A is accretive if and only if for λ ¡ 0 and z P X, x  λy  z has at most one
solution px, yq P A and the relations x  λy  z, px, yq P A, x̂  λŷ  ẑ, px̂, ŷq P A imply
}x x̂}  pI   λAq1z  pI   λAq1ẑ ¤ }z  ẑ}.
Therefore, we have:
“A is accretive if, and only if, pI   λAq1 is a singlevalued nonexpansive map for λ ¥ 0”
If A is accretive, we denote JAλ : pI   λAq1 and we call JAλ the resolvent of A. Note
that DpJAλ q  RpI   λAq.
It is easy to see that if β is an operator in R, then β is accretive if, and only if, py 
ŷqpx x̂q ¥ 0 for all px, yq, px̂, ŷq P β. Thus, if β is univalued, then β is accretive if, and only
if, β is nondecreasing. The following operators are examples of accretive operators in R:
sign0prq 
$'&'%
1 if r   0,
0 if r  0,




1 if r   0,
r1, 1s if r  0,
1 if r ¡ 0.
In order to verify the accretivity of a given operator, it is useful to take into account
alternative characterizations of this property. To do that we need to introduce the bracket
and the duality map.
For each λ  0 define r, sλ : X X Ñ R by
rx, ysλ : }x  λy}  }x}
λ
.














it follows this that rx, ysµ ¤ rx, ysλ. Therefore, for every px, yq P X X we can define:
rx, ys : lim
λÓ0
rx, ysλ  inf
λ¡0
rx, ysλ.
The number rx, ys is the right-hand derivative of the norm of x in the direction y. In the next
proposition we collect some of the useful properties of the bracket r, s.
Proposition A.10. If x, y, z P X and α, β P R, then
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(i) r, s : X X Ñ R is upper-semi-continuous
(ii) rαx, βys  |β|rx, ys if α  β ¡ 0
(iii) rx, αx  ys  α}x}   rx, ys
(iv) rx, ys ¥ 0 if and only if }x  λy} ¥ }x} for λ ¥ 0
(v) |rx, ys| ¤ }y} and r0, ys  }y}
(vi) rx, ys ¥ rx,ys
(vii) rx, y   zs ¤ rx, ys   rx, zs
(viii) Let u :sa, brÑ R and t0 Psa, br, such that u is differentiable at t0, then t ÞÑ }uptq} is








As a consequence of (iv) of the above proposition we obtain the following characterization
of accretive operators.
Corollary A.11. An operator A in X is accretive if, and only if,
rx x̂, y  ŷs ¥ 0
whenever px, yq, px̂, ŷq P A.
In some specific Banach spaces the bracket r, s can be computed explicitly. We give some
examples.
Example A.12. Suppose pH, p | qq is a Hilbert space. Then, for x, y P H,
p}x  λy}  }x}qp}x  λy}   }x}q  }x  λy}2  }x}2  2λpx|yq   λ2}y}2.
Dividing this equality by λ yields
p}x  λy}   }x}qrx, ysλ  2px|yq   λ}y}2,
so we find
}x}rx, ys  px|yq.
Then, by Corollary A.11, it follows that an operator A in H is accretive if, and only if,
(A.7) px x̂|y  ŷq ¥ 0 for all px, yq, px̂, ŷq P A.
An operator in a Hilbert space satisfying (A.7) is called monotone and therefore in Hilbert
spaces monotone and accretive operators coincide.
Example A.13. Let X  LppΩq where 1   p   8. By the convexity of the map t ÞÑ |t|p,
and applying the Dominated Convergence Theorem, it is easy to see that












The formulas for the bracket given in the above examples are very useful to prove that
some operators are accretive. Another useful tool to study the accretivity of some operators
is the duality map J : X Ñ 2X, defined as
J pxq : tx P X : }x} ¤ 1, xx, xy  }x}u .
By Hanh-Banach’s Theorem, we have J pxq  H for every x P X.
Given x P J pxq, since }x} ¤ 1, we have
|xx, x  λyy| ¤ }x  λy}
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and
xx, yy  1
λ
pxx, x  λyy  }x}q ¤ rx, ysλ.
Hence
xx, yy ¤ rx, ys @x P J pxq.
On the other hand, if V  LINtx, yu and we define ξ P V  by
xξ, αx  βyy : α}x}   βrx, ys,
then, by Hanh-Banach Theorem, there exists x P X such that x|V  ξ, so
xx, xy  }x} and xx, yy  rx, ys.
Moreover, it is not so difficult to see that }x} ¤ 1, thus x P J pxq. Consequently, we have
the following result.
Proposition A.14. For x, y P X
rx, ys  max
xPJ pxq
xx, yy.
As a consequence of the above proposition and Corollary A.11, we have the following
characterization of accretive operators.
Corollary A.15. An operator A in X is accretive if, and only if, whenever px, yq, px̂, ŷq P
A, there exists x P J px x̂q such that
xx, y  ŷy ¥ 0.
Example A.16. Let X  LppΩq where 1   p   8, then by Hölder inequality we have
J pfq  sign0pfq|f |p1}f}1pp .
In L1pΩq, we have
J pfq  signpfq  tg P L8pΩq : |g| ¤ 1, gf  |f | a.e.u .
Given w P R, we define:
Apwq : tA  X X : A  wI is accretiveu .
Proposition A.17. Let A be an operator in X. The following statements are equivalent:
(i) A P Apwq.
(ii) p1 λwq}x x̂} ¤ }x x̂  λpy  ŷq} @λ   0, px, yq, px̂, ŷq P A.
(iii) rx x̂, y  ŷs   w}x x̂} ¥ 0.
(iv) For λ ¡ 0, λw   1, JAλ  pI λAq1 is Lipschitz continuous with Lipschitz constant
1
1 λw .
(v) For px, yq, px̂, ŷq P A, there exists x P J px x̂q such that
xx, y  ŷy   w}x x̂} ¥ 0.
We have that accretivity implies uniqueness of the strong solutions. More precisely, we
have the following result.
Theorem A.18. Let f, f̂ P L1p0, T ;Xq, A P Apwq and let u and û be strong solutions of
u1  Au Q f and û1  Aû Q f̂ , respectively, on r0, T s. Then,





upsq  ûpsq, fpsq  f̂psq

ds
¤ ewt}up0q  ûp0q}  
» t
0
ewptsq}fpsq  f̂psq} ds
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for t P r0, T s.
In particular, the strong solutions of (CP)x,f are unique.
We have seen that the accretivity of the operator A implies uniqueness of the solution xi
of the discretized equation
xi  xi1
ti  ti1  Axi Q fi, i  1, . . . , N,
which, if they exist, are given by
xi  JAptiti1q ppti  ti1qfi   xi1q i  1, . . . , N.
This formula indicates that apart from accretivity one should expect a range condition (i.e., a
condition on RpI   λAq  DpJAλ q) to hold in order to get existence of solution as well. This
motivates the following definition.
Definition A.19. An operator A is called m-accretive in X if, and only if, A is accretive
and RpI   λAq  X for all λ ¡ 0.
Applying the Banach Fixed Point Theorem it is not hard to see that if A is accretive then
A is m-accretive if there exists λ ¡ 0 such that RpI   λAq  X. Moreover, if A is accretive,
we have that (see also [32, Proposition 2.18])
(A.8) RpI  Aq  RpI  Aq.
Indeed, given f P RpI  Aq, there exists tfnun¥1  RpI   Aq such that fn nÑ f . Then, if
gn : pI   Aq1fn, by the accretivity of A, we get that gn nÑ g. Now, pgn, fn  gnq P A so
pg, f  gq P A and, therefore, f P RpI  Aq.
It is easy to see that each m-accretive operator A in X is maximal accretive in the sense
that every accretive extension of A coincides with A. In general, the converse is not true, but
it is true in Hilbert spaces due to the following classical result of G. Minty [130]:
Minty’s Theorem. Let H be a Hilbert space and A an accretive operator in H. Then, A
is m-accretive if, and only if, A is maximal monotone.
One of the most important examples of maximal monotone operators in Hilbert spaces
comes from optimization theory, they are the subdifferentials of convex functions which we
introduce next.
Let pH, p | qq be a Hilbert space and ϕ : H Ñ p8, 8s. We denote
Dpϕq : tx P H : ϕpxq   8u peffective domainq.
We say that ϕ is proper if Dpϕq  H and that ϕ is convex if
ϕpαx  p1 αqyq ¤ αϕpxq   p1 αqϕpyq
for all α P r0, 1s and x, y P H.
Some of the properties of ϕ are reflected in its epigraph defined by
Epipϕq : tpx, rq P H  R : r ¥ ϕpxqu.
For instance, ϕ is convex if, and only if, Epipϕq is a convex subset of H  R; and ϕ is
lower-semi-continuous if, and only if, Epipϕq is closed.
The subdifferential Bϕ of ϕ is the operator defined by
w P Bϕpzq ô ϕpxq ¥ ϕpzq   pw|x zq @x P H.
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If pz, wq, pẑ, ŵq P Bϕ, then ϕpzq ¥ ϕpẑq   pŵ|z  ẑq and ϕpẑq ¥ ϕpzq   pŵ|ẑ  zq. Adding
this inequalities we get
pw  ŵ|z  ẑq ¥ 0.
Thus, Bϕ is a monotone operator. Now, if ϕ is convex, lower-semi-continuous and proper, it
can be proved that Bϕ is maximal monotone and DpBϕq  Dpϕq (see [23] and [43]).
Given K a closed convex subset of H, the indicator function of K is defined by
IKpuq 
#
0 if u P K,
 8 if u R K.
Then, it is easy to see that the subdifferential is characterized as follows:
v P BIKpuq ô u P K and pv, w  uq ¤ 0 @w P K.
As we mentioned, in the linear case, the existence and uniqueness of mild solutions is
equivalent to the fact that A is the infinitesimal generator of a C0-semigroup. Now, there
are classical results connecting this fact with the m-accretivity of the operator A, for example:
Theorem A.20. (Lumer-Phillips Theorem) A is the infinitesimal generator of a
C0-semigroup pSptqqt¥0 of linear contractions on X if, and only if, A is linear, m-accretive










A first extension to the nonlinear case of this type of results has been given by Y. Komura
in [108].
Komura Theorem
(i) Let A be a maximal monotone operator in the Hilbert space H. Then DpAq is a closed
convex subset of H and DpSAq  DpAq.
(ii) Given some closed convex set C  H and an strongly continuous semigroup of contrac-
tions pSptqqt¥0 on C, then there exists a unique maximal monotone operator A in H such
that DpAq  C and SAptq  Sptq for all t ¥ 0.
This result has been extended to some Banach spaces with good geometrical properties, but
it turns out to be false in general Banach spaces. The good extension to nonlinear operators
in general Banach spaces was done by Crandall-Liggett ([69]) and Ph. Bénilan ([28]) at the
beginning of the 1970’s. In the next section we give the outline of this theory.
A.5. Existence and uniqueness theorem
Suppose A is an operator in X and f P L1p0, T ;Xq. Consider the abstract Cauchy problem
pCP qx0,f
#
u1ptq  Auptq Q fptq on t P p0, T q,
up0q  x
Definition A.21. An ε-approximate solution of (CP)x0,f is a solution v of an ε-discreti–
zation DAp0  t0, . . . , tN , f1, . . . fN q of u1  Au Q f on r0, T s with }vp0q  x0}   ε.
It follows from this definition that u is a mild solution of (CP)x0,f on r0, T s if, and only
if, u P Cpr0, T s;Xq and for each ε ¡ 0 there is an ε-approximate solution v of (CP)x0,f such
that }uptq  vptq}   ε on the domain of v.
Definition A.22. Suppose that for each ε ¡ 0 there are ε-approximate solutions of
(CP)x0,f on r0, T s. We say that the ε-approximate solutions converge on r0, T s as ε Ó 0 to
u P Cpr0, T s;Xq if there exists a function ψ : r0, 8rÑ r0, 8r with limεÓ0 ψpεq  0 such
that }uptq  vptq} ¤ ψpεq whenever ε ¡ 0, v is a ε-approximate solution of (CP)x0,f on r0, T s
and t is in the domain of v.
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Theorem A.23. Suppose that A P Apwq, f P L1p0, T ;Xq and x0 P DpAq. If the problem
(CP)x0,f has an ε-approximate solution on r0, T s for every ε ¡ 0, then it has a unique mild
solution on r0, T s to which the ε-approximate solutions of (CP)x0,f converge as ε Ó 0.
This theorem was proved by Ph. Bénilan in his Thesis ([28]) as an extension of Crandall-
Liggett’s Theorem (which corresponds to f  0). We also have the following result.
Theorem A.24. Let A be an accretive operator in X and let u be a mild solution of
u1  Au Q 0 on r0, T s. Then:
(i) If v is an ε-approximate solution of u1   Au Q 0 on r0, T s with r0, ss in its domain
and px, yq P A, then
}uptq  vpsq} ¤ 2}up0q  x}   }y}|t s| 0 ¤ s, t ¤ T.
(ii) If û is a mild solution of û1  Aû Q 0 on r0, T s, then
}uptq  ûptq} ¤ }up0q  ûp0q} 0 ¤ t ¤ T.
Theorem A.23 tells us that, for accretive operators, to have existence and uniqueness of
mild solutions it is enough to have existence of ε-approximate solutions for each ε ¡ 0. Now,
we have seen this is the case for m-accretive operators, consequently, we have the following
result.
Theorem A.25. Let A be an operator in X, f P L1p0, T ;Xq and x0 P DpAq. If A  wI
is m-accretive, then the problem
u1  Au Q f on r0, T s, up0q  x0
has a unique mild solution u on r0, T s.
Recall that
DpSAq : tx P X : D! mild solution ux of u1  Au Q 0 on p0, 8q with uxp0q  xu,
and for t ¥ 0 and x P DpSAq, SAptqx : uxptq. From now on, we denote SAptq by etA, and
we call petAqt¥0 the semigroup generated by A.
As a consequence of Theorem A.24, if A is accretive, then petAqt¥0 is a contraction
semigroup, i.e.,
}etAx etAx̂} ¤ }x x̂} @x, x̂ P DpSAq, @ t ¥ 0.
Moreover, by the properties of mild solutions, it is easy to see that DpSAq is closed and, by
Theorem A.24, we have that the map
pt, xq ÞÑ etAx is continuous in r0, 8q DpSAq.
As a consequence of Theorem A.25 we have that if A is m-accretive in X, then DpSAq 
DpAq and petAqt¥0 is a contraction semigroup in DpAq.
Let us see now that in the homogeneous case we can weaken the m-accretivity of the oper-
ator and get an explicit representation of the mild solution. Suppose for the moment that A is
m-accretive. Let λ ¡ 0 and let v be a solution of the discretization DAp0, λ, 2λ, . . . , Nλ; 0, . . . , 0q
satisfying vp0q  x0. Due to the fact that the discretization has a constant step size λ, the
difference equation for v is equivalent to
(A.9)
$'&'%
vptq  x0 for  λ   t ¤ 0
vptq  vpt λq
λ
 Avptq Q 0 for 0   t ¤ Nλ.
Moreover, vpkλq  JAλ vppk  1qλq or, iterating
vpkλq  pJAλ qkvp0q  pJAλ qkx0.
Then in order to solve (A.9) we only need that DpAq  DpJAλ q for λ ¡ 0 and of course the
accretivity of the operator A.
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Definition A.26. An accretive operator A satisfies the range condition if DpAq  RpI 
λAq for all λ ¡ 0.
Theorem A.27. (Crandall-Liggett Theorem) If A is accretive and satisfies the range
condition, then A generates a semigroup of contractions petAqt¥0 on DpAq and:
(i) For x0 P DpAq and 0 ¤ t   8,
lim
λÓ0,kλÑt
pJAλ qkx0  etAx0
holds uniformly for t on compact subintervals of r0,8q.
(ii) If x0 P DpAq, t ¡ 0 and n P N, thenpJAt{nqnx0  etAx0 ¤ t?n}y}   2}x0  x}
for every px, yq P A.
From either (i) or (ii) of the last theorem we deduce








x for x P DpAq.
This representation of the semigroup petAqt¥0 is called the exponential formula by analogy
with the formula limnÑ8p1  tnaqn  eta for a P C.
Observe the analogy of (A.10) with the exponential formula given by the Lumer-Phillips
Theorem for the linear case. Now, there are strong differences between the linear and non-
linear cases. For instance, in the linear case, A is the infinitesimal generator of the C0-
semigroup petAqt¥0, and in the nonlinear case there are examples of operators A satisfying
the assumptions of Crandall-Liggett’s Theorem, such that the domain of the infinitesimal
generator of the semigroup petAqt¥0 is empty (see [69]).
A.6. Regularity of the mild solution
As we have already pointed out mild solutions may not satisfy any additional regularity
properties, in general, they can not be interpreted as a solution of the Cauchy problem in a
pointwise sense, and they are not strong solutions.
Nevertheless, the question of whether under certain additional assumptions one may ob-
tain more regularity of mild solutions arises naturally. This will be done now. We emphasize,
before this, that even in applications one does not want to be limited to strong solutions, since
there are important partial differential equations which simply do not have strong solutions.
A basic fact is the following consistence between the accretivity of A and the differentia-
bility of mild solutions of u1  Au Q f .
Theorem A.28. Let A be an accretive operator in X, f P L1p0, T ;Xq and u be a mild
solution of u1   Au Q f on r0, T s. Suppose that u has a right derivative d
 u
dt








}fptq  fpτq} dt  0,
that is, τ is a right Lebesgue point of f . Then, the operator Â given by
Âx  Ax for x  upτq








Since every m-accretive operator is maximal accretive, as a consequence of the above
theorem we have the following result.
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Corollary A.29. Suppose that A is an m-accretive operator in X, f P L1p0, T ;Xq and
u is a mild solution of u1  Au Q f on r0, T s. Then,
(i) if u is differentiable at t P p0, T q and t is a right Lebesgue point of f ,
u1ptq  Auptq Q fptq.
(ii) if u PW 1,1p0, T ;Xq, u is a strong solution of u1  Au Q f on r0, T s.
Then, the problem is:
Problem: When does a mild solution belongs to W 1,1p0, T ;Xq?
We denote by BV p0, T ;Xq the subspace of function in L1p0, T ;Xq which are of bounded
variation, i.e., f P BV p0, T ;Xq if f P L1p0, T ;Xq and




}fpτ   hq  fpτq}
h
dτ    8.
The main conditions guaranteeing that a mild solution is in W 1,1p0, T ;Xq are given by the
following result.
Proposition A.30. Let A be an accretive operator in X, f P BV p0, T ;Xq and x P DpAq.
If u is a mild solution of (CP)x,f on r0, T s, then u is locally Lipschitz continuous on r0, T q.
Moreover, if X has the Radon-Nikodym property, then u P W 1,1p0, T ;Xq and, consequently,
u is a strong solution of (CP)x,f on r0, T s.
In the case that the operator is the subdifferential of a convex lower semi-continuous
function in a Hilbert space, we have good regularity. More precisely, we have the following
result.
Theorem A.31. Let H be a Hilbert space and ϕ : H Ñ p8, 8s a proper, convex and
lower semi-continuous function such that Minϕ  0, and let K : tv P H : ϕpvq  0u.
Assume that f P L2p0, T ;Hq and u0 P DpBϕq, then the mild solution uptq of#
u1   Bϕpuq Q f on r0, T s,
up0q  u0,
is a strong solution and we have the following estimates,




























Moreover, for almost all t P r0, T s, we have
d
dt
ϕpuptqq  ph|u1ptqq @h P Bϕpuptqq.




}u0} for 0   δ   T.
A.7. Completely accretive operators
Many nonlinear semigroups that appear in the applications are also order-preserving and
contractions in every Lp. Ph. Bénilan and M. Crandall introduced in [31] a class of opera-
tors, named completely accretive, for which the semigroup generated by the Crandall-Ligget’s
exponential formula enjoys these properties. In this section we outline some of the main
points given in [31].
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Let pΩ,B, µq be a σ-finite measure space and let MpΩq denote the space of measurable
functions from Ω into R. We denote by LpΩq the space






p|u|  kq    8 for some k ¡ 0
*
;
LpΩq is exactly the subset of MpΩq on which the functional
}u}1 8 : inft}f}1   }g}8 : f, g PMpΩq, f   g  uu
is finite and LpΩq equipped with } }1 8 is a Banach space.
Let






p|u|  kq    8 for any k ¡ 0
*
.
L0pΩq is a closed subspace of LpΩq; in fact, it is the closure in LpΩq of the linear span of the
set of characteristic functions of sets of finite measure. Hereafter, L0pΩq carries the norm
} }1 8; it is then a Banach space. With the natural paring xu, vy 
³
Ω uv, the dual space of
L0pΩq is isometrically isomorphic to
L1X8pΩq : L1pΩq X L8pΩq,
when in L1X8pΩq we consider the norm
}u}1X8 : maxt}u}1, }u}8u.
Given u, v PMpΩq, we shall write







for all j P J0, where
J0  tj : RÑ r0,8s, convex, l.s.c., jp0q  0u
(l.s.c. is an abbreviation for lower semi-continuous function).
Definition A.32. A functional N : MpΩq Ñ p8, 8s is called normal if Npuq ¤ Npvq
whenever u ! v.
A map S : DpSq  MpΩq Ñ MpΩq is a complete contraction if it is an N-contraction for
every normal functional N , i.e., if
NpSu Svq ¤ Npu vq for u, v P DpSq.
A Banach space (X, } }X), with X MpΩq is a normal Banach space if it has the following
property:
u P X, v PMpΩq, v ! u ñ v P X and }v}X ¤ }u}X .
Simple examples of normal Banach spaces are: LppΩq, 1 ¤ p ¤ 8, LpΩq, L0pΩq and
L1X8pΩq.
Proposition A.33. Let S : DpSq MpΩq ÑMpΩq and assume that
u, v P DpSq and k ¥ 0 ñ u^ pv   kq or v _ pu kq P DpSq.
Then, S is a complete contraction if, and only if, it is order-preserving and a contraction for
} }1 and } }8.
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Definition A.34. Let A be an operator in MpΩq. We shall say that A is completely
accretive if
u û ! u û  λpv  v̂q for all λ ¡ 0 and all pu, vq, pû, v̂q P A.
In other words, A is completely accretive if
Npu ûq ¤ N pu û  λpv  v̂qq
for all λ ¡ 0, all pu, vq, pû, v̂q P A and every normal functional N in MpΩq.
The definition of completely accretive operators does not refer explicitly to topologies or
norms. However, if A is completely accretive in MpΩq and A  XX, where X is a subspace
of MpΩq whose norm is given by a normal function, then A is accretive in X. Choices for




q P C8pRq : 0 ¤ q1 ¤ 1, supppq1q is compact and 0 R supppqq( .
The following result, which is a generalization of one due to H. Brezis and W. Strauss ([45]),
provides a very useful characterization of the complete accretivity.
Proposition A.35. Let u P L0pΩq, v P LpΩq. Then,
u ! u  λv @λ ¡ 0 ô
»
Ω
qpuqv ¥ 0 @ q P P0.
Observe that LppΩq  L0pΩq for any 1 ¤ p   8. If µpΩq   8 then L0pΩq  LpΩq 
L1pΩq. Consequently, from the above proposition the following characterization follows.
Corollary A.36. If A  LppΩq  LppΩq, 1 ¤ p   8, then A is completely accretive if,
and only if, »
Ω
qpu ûqpv  v̂q ¥ 0 for any q P P0, pu, vq, pû, v̂q P A.
Proposition A.37. Let u P L0pΩq. Then,
(i) tv PMpΩq : v ! uu is a weakly sequentially compact subset of L0pΩq.
(ii) Let (X, } }X) be a normal Banach space satisfying X  L0pΩq and having the prop-
erty
(A.11) un ! u P X, n  1, 2, . . . , and un Ñ u a.e. ñ }un  u}X Ñ 0.
If tunu is sequence satisfying un ! u P X for n  1, 2, . . . , and un á u weakly in
L0pΩq, then }un  u}X Ñ 0.
Remark A.38. The assumption (A.11) is satisfied for X  LppΩq, 1 ¤ p    8.
Definition A.39. Let X a linear subspace of MpΩq. An operator A in X is m-completely
accretive in X if A is completely accretive and RpI   λAq  X for λ ¡ 0.
Remark A.40. The above definition does not require X to be a Banach space and so
does not require A to be m-accretive in any Banach space. However, if A is completely
accretive then it is accretive in LpΩq and if A is m-completely accretive in a subspace X of
LpΩq, then the closure A of A in LpΩq is completely accretive and m-accretive in the closure
X of X in LpΩq. We also note that if A is completely accretive in a subspace X of MpΩq
and RpI   λAq  X for some λ ¡ 0, the only completely accretive operator B in X which
extends A is A.
Proposition A.41. Let X be a normal Banach space, X  L0pΩq, and A be a completely
accretive operator in X. Then, if there exists λ ¡ 0 for which RpI   λAq is dense in L0pΩq,
the operator AX : AX pX Xq is the unique m-completely accretive extension of A in X.
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Definition A.42. Let A be an operator in L0pΩq. Then A is the restriction of A defined
by
v P Au ô v P Au and v ! w, @w P Au.
In the case that X is a normal Banach space and A is m-completely accretive in X, by
Crandall-Ligget’s Theorem, A generates a contraction semigroup in X given by the exponen-
tial formula








u0 for any u0 P DpAqX .
Now, since A is m-completely accretive in X endowed with the norm of LpΩq, we may also
consider the semigroup etA on DpAq. We have the following relation between these two
semigroups.
Proposition A.43. Let X be a normal Banach space and A an m-completely accretive
operator in X. Then, we have
(i) etA is a complete contraction for t ¥ 0.
(ii) etA is the restriction of etA to DpAqX and etA is the closure of etA in LpΩq.
(iii) etApDpAq XXq  DpAq XX.
As a consequence of (iii) of the above proposition, if we denote by SAptq the restriction
of etA to DpAq XX, we have SAptq is given by the exponential formula








u for u P DpAq XX.
Theorem A.44. Let X be a normal Banach space with X  L0pΩq and A an m-completely




u P DpAq XX : Dv P X s.t. S
Aptqu u
t
! v for small t ¡ 0
*
.
(ii) SAptqDpAq  DpAq for t ¡ 0.
(iii) If u P DpAq, then
u SAptqu
t







Corollary A.45. Assume that µpΩq   8. If A  L1pΩq  L1pΩq is an m-completely






is a strong solution.
The following result is a variant of the regularizing effect of the homogeneous evolution
equation obtained in [31] in the m-completely accretive case.
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Theorem A.46. In addition to the assumptions of Theorem A.44, assume that A is
positively homogeneous of degree 0   m  1, i.e, Apλuq  λmAu for u P DpAq. Then, for
u P DpAq XX and t ¡ 0, we have SAptqu P DpAq and
|ASAptqu| ¤ 2 |u||m 1|t .
To finish we summarize some results about T -accretive operators.
Definition A.47. Let X be a Banach lattice and S : DpSq  X Ñ X. We say that S is
a T -contraction if
}pSu Svq } ¤ }pu vq } for u, v P DpSq.
Let A be an operator in X. We say that A is T -accretive if
}pu ûq } ¤ }pu û  λpv  v̂qq } for pu, vq, pû, v̂q P A and λ ¡ 0.
It is clear that a T -contraction is order-preserving; moreover, if A is a T -accretive op-
erator then its resolvents pI   λAq1 are single-valued and order preserving. Indeed, A is
T -accretive if, and only if, its resolvents are T -contractions. Contractions are not in general
T -contractions and conversely. Actually, T -contractions are contractions if the norm satisfies
}u } ¤ }v } and }u} ¤ }v} implies }u} ¤ }v}
for u, v P X. This is the case for the spaces X  LppΩq for 1 ¤ p ¤ 8. Therefore, in
LppΩq every T -accretive operator is an accretive operator and also every completely accretive
operator is a T -accretive operator. The mild solutions of the abstract Cauchy problems asso-
ciated with T -accretive operators satisfy a contraction principle. More precisely, we have the
following result.
Theorem A.48. Let X be a Banach lattice and A a m-accretive operator in X. Then,
the following are equivalent:
(i) A is T -accretive.
(ii) If f, f̂ P L1p0, T ;Xq, and u, û are mild solutions of u1  Au Q f and û1  Aû Q f̂ on
r0, T s, then for 0 ¤ s ¤ t ¤ T
}puptq  ûptqq } ¤ }pupsq  ûpsqq }  
» t
s
rupτq  ûpτq, fpτq  f̂pτqs  dτ,
where
ru, vs  : lim
λÓ0
}pu  λvq }  }u }
λ
.
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