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Studies of Polymers, Active Colloids, and Proteins
Clarion K. Tung
This thesis describes several molecular dynamics studies of polymers, proteins, and active
colloids. These diverse systems fall under the purview of soft matter physics, and in Part I, I
explain what is soft matter and describe some of its essential features.
In Part II, I introduce some basic polymer physics and show how confined polymers can be
described using blob theory. I also discuss how phase separation of polymer mixtures can occur.
These concepts are applied to systems of mixed polymer brushes on spheroids, objects that have
surfaces with non-uniform curvature. I show how the interplay of phase separation and surface
curvature give rise to striped patterns, and how an extension of blob theory can give analytical
expressions for the free energy. Finally, I show how phase separation of miscible polymers can
occur, driven solely by surface curvature.
In Part III, I present an overview of self-assembly and describe how active, or self-propelled
colloids can be used to assemble new materials. I show how two large colloids immersed in a bath
of smaller active colloids exhibit an effective short-ranged repulsion and long-ranged attraction,
which stands in contrast to the standard short-ranged depletion attraction. I also explore how
self-propulsion changes clustering by focusing on a system with short-ranged attractive and long-
ranged repulsive particles, which under equilibrium, exhibit finite-sized clusters. I show that for
certain parameters, spheres can form a fluid of living crystals, and dumbbells can form a crystal of
rotors.
In Part IV, I give a brief introduction to protein folding and describe how molecular chaperones
combat misfolding in the human body. Then, taking inspiration from the chaperones, I show that
a polymer-grafted “soft” nanopore can be used to unfold misfolded proteins and destroy undesired
aggregates. I also show preliminary results for a hydrophobic “smart” nanopore that can selectively
capture and unfold misfolded proteins.
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My graduate research has been primarily focused on studying the chemistry and physics of soft
matter systems. Soft matter refers to systems for which interesting behavior and properties take
place on the room-temperature energy scale. Polymers, colloids, liquids, foams, and biological
materials are things found in wildly different locations and used for varying applications, but all
share this common energy scale. These diverse systems all take advantage of thermal energy from
their surroundings to fold, assemble, and crystallize, and realize their amazing properties.
We begin with a historical example. In 1827, the Scottish botanist Robert Brown used his
microscope to study pollen grains in water and saw small particles ejected by the pollen grains.
These small particles exhibited a jittery, random motion. Today, we call these particles colloids,
and the motion Brownian motion. Brown repeated this experiment with inorganic particles, and
determined that the random motion was intrinsic to microscopic particles. This was a remarkable
observation, since heretofore, motion had only been observed in living beings, or objects under the
influence of external forces such as gravity. Newton’s laws of mechanics showed how an apple on
a tree, under the influence of gravity, would fall down, and furthermore, the apple would move in a
predictable, orderly fashion. However, small particles suspended in water are unaffected by gravity
and yet they still move, and in a chaotic manner completely unexplained by the laws of mechanics!
The observation that inanimate matter also exhibited motion was an important discovery for the
physical sciences, and helped to develop the fields of thermodynamics and statistical mechanics.
Today, we know that the random motion of suspended colloids is due to collisions from the
surrounding water molecules. A typical colloid has a diameter of 10−6 meters, while a water
molecule is roughly 10−10 meters across. A quick calculation shows that there are roughly 108
water molecules in contact with the surface of the colloid. We can picture this “bath" of one
hundred million water molecules in constant motion, colliding with each other and the colloid, in a
manner obeying the laws of mechanics. In every instant, the sum total of all the collisions imparts
a force on the colloid. This force changes from instant to instant, since the water molecules are
constantly colliding, rearranging, and changing the directions in which they move, and we can
approximate the total force as random. Then, due to the random total force, at any instant, the
2
Figure 1: A 2500 step random walk in two dimensions is shown. Random walks are a useful description for
Brownian motion of colloids and the configurations of polymer chains.
colloid has equal probability of moving towards the left or right for a small step of distance x. The
statistics of the small step are:
〈x〉 = 0
〈x2〉 = 〈x〉2 + 〈(δx)2〉 where δx = x − 〈x〉 (1)
While the average step is zero, the average of the square of the step has a finite value. Then,
many small random steps of a colloid can lead to a large overall displacement, and this statistical
fact explains the jittery motion of the colloids. This series of random steps is called a random walk,
and this is shown in Fig. 1.
With this simple example, we showed how random microscopic collisions of a bath at room
temperature, called thermal energy, can lead to macroscopic motion of the colloid. Systems that
make use of this room temperature thermal energy are described as soft matter systems, and this is
3
what unifies objects as diverse as polymers, proteins, and colloids.
As mentioned before, thermal energy is of the order kBT , or 10−21J. As a quick comparison,
a photon of visible light has energy of roughly 100kBT , and a carbon-carbon covalent bond has a
roughly 150kBT energy. Softer than light particles, and more flexible than chemical bonds, soft









The use of polymers dates back to prehistoric times, when early Native Americans harvested nat-
ural rubber to make balls for sport. However, systematic study of polymers as a science is far
younger, and began only in the late 19th century. The chemically linked structure of polymers was
first proposed by the Nobel laureate Hermann Staudinger in 1920, and this controversial idea took
many more years for this to be accepted. Today, polymer science is continually expanding beyond
what Staudinger could ever have imagined, finding applications such as light harvesting for use in
organic solar cells.
In the following sections, we will build our understanding of the polymers from the bottom-up,
starting from a single ideal polymer, in which monomers do not interact, to a real, interacting poly-
mer, and then looking at polymers in solvent, and finally polymer brushes, following de Gennes [1],
and Rubinstein and Colby [2]. This discussion will lay the foundation for Chapter 2.
6
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Figure 1.1: Left: ethylene, the monomer is shown. Right: Polymerization links ethylene into a long chain,
forming polyethylene. Polyethylene is used in plastic bags.
1.2 Ideal Chains and Random Walks
An ideal chain can be simply described as a random walk on a lattice, which we have already
encountered in our discussion of Brownian motion, and seen in Fig. 1. A walk starts on a lattice
point and takes N random steps on the lattice, with each step described by a vector ~ai. Each ~ai is
of length a and has z possible orientations, with z depending on the dimensionality of the lattice.
The end-to-end vector R0 is:
















a2〈cos θ〉 = Na2 (= R20)
This result states that the end-to-end distance R0 of an ideal chain scales as N
1
2 .
Given that the ~ai are random, for large N, the Central Limit Theorem states that the average
and variance of the sum of ~ai tend towards the Gaussian distribution. Thus for three dimensions,
we can write down the distribution function:
7












With the probability distribution P(~r) in hand, we can now describe the thermodynamics of our
ideal polymer. P(~r) describes the number of states corresponding to each ~r, and from Boltzmann,
we know that the entropy is related to the logarithm of the number of states:
S (~r) = kB ln P(~r) = S (0) −
3~r 2
2R20
Notice that the entropy decreases as the polymer stretches. The free energy of our ideal polymer
is:






This equation resembles Hooke’s law, and is commonly referred to as the “entropic spring”.
The present discussion of ideal chains assumes that neighboring chain segments are completely
random and uncorrelated. This is obviously not the case for real polymers. However, correlations
between chain segments decay exponentially. This means that for a given segment, if we walk
down the chain further than a characteristic distance, we will find uncorrelated chain segments,
and this distance is called the Kuhn length. Therefore, a real polymer chain can always be viewed
as an ideal, freely-jointed chain if we “zoom out” to the Kuhn length scale.
As a further note, we have been discussing the end-to-end distance R0 for polymer chains. A











Thus the radius of gyration is linearly related to the end-to-end distance R0.
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1.3 Real Chains
Real polymers have segments that interact with one another. As before, we can calculate the
thermodynamics of real chains by considering self-avoiding random walks on a lattice. However,
the statistical properties of self avoiding walks are enormously complicated, and solutions are only
tractable for shorter walks.
A much simpler solution is to use Flory theory, which looks at the monomer-monomer inter-
actions in a polymer chain. Let’s consider the behavior of two monomers in solution as a function
of distance. At very large distances, the monomers do not interact. At intermediate distances,
monomers interact with each other and the solvent via van der Waals forces, and the two monomers
experience an attraction towards one another. At very short distances, the monomers experience
a hard-core repulsion, meaning they cannot overlap. The combination of the attraction and the
repulsion is described by a distance-dependent interaction potential U(r), which determines the
excluded volume v of a monomer. More precisely, the excluded volume is defined as the negative
integral of the Mayer f-function:
v = −
∫
f (r) dr =
∫ (
1 − exp[−U(r)/kBT ]
)
dr (1.2)
Note that v depends on the chemical properties of the monomers and the surrounding solvent,
as well as the temperature. Attractive monomers have v < 0, and repulsive monomers have v > 0.
An important case arises when v = 0, and the temperature at which this occurs is called the
θ-temperature. At this temperature, the repulsion and attraction cancel each other out, and this
results in zero excluded volume for the monomer. The statistics of the polymer then simplify to
that of an ideal chain, since the monomers effectively do not interact.
Now we picture a chain of N monomers occupying a spherical volume with radius R. In
this volume, and neglecting correlations, the monomer density is on average N/R3. Because of
excluded volume, the energetic cost for a single monomer to be within the volume R3 is kBTv NR3 .
Then, we multiply by N to get the free energy due to excluded volume:
9

































Solving the equation yields RF ≈ N
3
5 . In this way, we have arrived at the Flory scaling exponent
ν = 35 (for three dimensions). The Flory analysis shows that real polymer chains are a good
deal larger than ideal chains, for which ν = 12 . Several assumptions have been made, the most
egregious one being ignoring monomer-monomer correlations and assuming the monomer density
to be constant. This leads to an overestimate of the repulsive energy. However, the spring argument
is also an overestimate of the entropy, and so the errors cancel. Experiments measure ν ' 0.598
and Flory theory has been shown to be remarkably accurate. With a few simple assumptions, we
have arrived at the thermodynamics of real chains.
1.4 Blob Theory
We have mentioned the Kuhn length, which allows us to simplify a polymer to an ideal chain. In
the same spirit, Pincus developed the blob theory of polymers, which is used to treat situations
10
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when external conditions impose correlations on the chain-on-chain segments further apart than
ξ. Ideal or real chain statistics remain at length scales smaller than ξ, when correlations vanish,
and so the polymer can be described as a chain of ξ-sized blobs. This general description applies
to diverse situations including a single polymer under traction, under confinement, and polymer
brushes.
1.4.1 Single Polymer under Traction
A force f is applied to a polymer with N monomers at one end of the chain, and an equal and
opposite force − f is applied to the other end, envisaged as “pulling at both ends”. At extremely
large f , the chain elongates and becomes completely stretched; all polymer segments are oriented
in the same direction, and the correlation length ξ spans the length of the chain. Clearly, ξ increases
along with f . At small f , at length scales smaller than ξ, polymer segments are unaffected by the
tension, and obey either ideal or real chain statistics. Therefore, we subdivide the polymer into
blobs of size ξ along the direction of elongation, with g monomers per blob. This can be viewed
as a string of blobs. The blob quantities are related as:







By setting the derivative of Eq. 1.1 (ideal chain) or 1.3 (real chain) equal to f , we can solve for






Each blob raises the free energy of the chain on the order of kBT , and this is a consequence
of the equipartition theorem. Every additional blob created further constrains the polymer along








In summary, a polymer under traction behaves as a stretched chain of blobs.
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Figure 1.2: A single polymer is confined in a cylinder of diameter D, and the blob size ξ = D is set by this
confinement length scale. The free energy of confinement is linear in the number of blobs.
1.4.2 Single Polymer in a Cylinder
A single polymer of length N is confined within a long cylinder of diameter D < Rg. In this
situation, the polymer is squeezed by the cylinder and is forced to elongate along the cylinder axis.
The physics here are the same as pulling at both ends, and D sets the correlation length and blob
size. Inside the blob, chain segments do not feel the effect of confinement, and can be described
using the simple real chain statistics. The number of monomers per blob g is given by D = ag
3
5 ,
the number of blobs is N/g, and the free energy is again linear in the number of blobs:






Modern chemistry is capable of tethering the ends of a polymer to a surface, and a collection of
tethered polymers is called a polymer brush. Polymer brushes have a wide variety of applications,
from stabilizing colloids, lubricating artificial joints, to use in DNA microarrays. Up till now, we
have only discussed single polymers. A collection of interacting polymers is far more complicated,
but we will again apply blob theory to simplify the system.
The main interesting property is the height of the brush, and this is controlled by the grafting
distance D. At large D, the tethered polymers do not interact and the statistics are Gaussian. At
small D, the tethered polymers are confined by their neighbors and stretch away from the surface.
12
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Therefore, we make an analogy with the squeezed single polymer in a cylinder, and can use blob
theory to obtain the properties of the brush.
The grafting distance D sets the correlation length and blob size ξ. As we have shown, D = ag
3
5
and F = kbT N(a/D)
3
5 . The brush height H = (N/g)ξ, the product of the number of blobs and the
blob size. As with the free energy, the brush height scales linearly with the number of blobs.
Finally, shrinking the grafting distance increases the number of blobs and forces the chains to
stretch away, matching our expectations.
Blob theory allows for an elegant, but highly simplified description of polymer brushes. It
makes the prediction that the brush density is constant throughout; however, this is unrealistic,
since there is less confinement at the top, and the chains can stretch away from the grafting surface.
More sophisticated treatments exist such as self-consistent field theory [3, 4], which correctly
predicts a parabolic density profile [5].
1.5 Polymer Blends: Flory-Huggins Theory
Up till now we have been discussing single polymer species. The situation is more complicated
for mixtures of two polymer species, for example, polyethylene and polystyrene. However, Flory-
Huggins theory uses the previous results to simply describe a two-component mixture of polymers.
Depending on the chemistry of the two polymer species, the solution can undergo phase separation
and demix, much like oil and water. This will be important for later discussions in Chapter 2. As
before, we describe first the free energy of mixing for ideal polymers, and then add in excluded
volume effects to get the same expressions for real polymers.
1.5.1 Ideal Mixtures
Mixing two solutions involves adding their volumes together, and this increases the number of
states, and accordingly, the entropy change is positive. This process is depicted in Fig. 1.3. We
first calculate the entropy for the two separate unmixed states. We have two solutions, one of
13
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Figure 1.3: The illustration shows lattice idealizations of two separated pure states of A (black) and B
(white) above and the combined, mixed state below. Mixing increases the total available volume, and thus
the number of possible arrangements of both types of molecules.
species A occupying a volume VA, and species B occupying a volume VB. The volume fractions in







= 1 − φA
We return to a lattice with site volume v0. On the lattice, species A has molecular volume vA = NAv0
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In the mixed state, a single A molecule can occupy Vmix possible lattice sites. We can rewrite
VA = φAVmix and VB = φBVmix, which represents the number of lattice sites available for a single A
molecule in the unmixed state. Since the entropy is proportional to the volume, we can write down
the per-molecule entropy for species A before and after mixing:










= −kB ln φA
The equivalent expression for the per-molecule entropy of species B is written down in the same
way. Note that since both φA, φB < 1, the entropy of mixing is always positive. Now, to get the
entropy of mixing for the entire system, we simply multiply the per-molecule entropy difference
by the number of molecules of each species. There are VmixφA/NA number of species A molecules
and VmixφB/NB number of species B molecules. The total entropy of mixing is:









The entropy of mixing per lattice site is ∆S mix/Vmix:





















Again, there is an entropic gain, and a decrease in free energy upon mixing. For polymers, NA
and NB are the molecular weights of the polymer chains. Notice that as the length, and therefore
molecular weights of the chains increase, the entropy gain by mixing decreases. This is because
the chain structure of polymers decreases the number of possible states in the system. Finally, if
we set NA = N and NB = 1, we recover the case of a one-component polymer A in a solution of
species B.
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Figure 1.4: Plots of Eq. 1.14 for different values of χ, showing the free energies of mixing for a two-
component polymer solution. As χ increases, a region of negative curvature appears, mixing becomes
unfavorable, and phase separation occurs.
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1.5.2 Real Mixtures
Our goal is to calculate the energy change upon mixing for real, interacting polymers, and we start
by returning to a lattice with n total sites. We make the approximation that monomers interactions
only occur for neighboring lattice sites, and the parameters eAA, eAB, and eBB represent the excluded
volume interactions between monomers of type A and B on our lattice. Per site, an A monomer
sees a neighboring A monomer with probability φA and a neighboring B monomer with probability
φB. The per-site energy for A monomers is:
EA = eAAφA + eABφB
and similarly for B monomers:
EB = eBBφB + eABφA









eAAφ2 + 2eAB φ(1 − φ) + eBB(1 − φ)2
]
(1.9)





eAAφ + eBB(1 − φ)
]
(1.10)




φ (1 − φ)(2eAB − eAA − eBB) (1.11)
= kBTχφ(1 − φ) (1.12)





(2eAB − eAA − eBB)
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Large values of χ indicate incompatibility between the two components in solution. Finally,
we can combine Eq. 1.7 and 1.12 to get the free energy of mixing:








ln(1 − φ) + χφ(1 − φ)
]
(1.14)
Free energy curves as a function of χ are shown in Fig. 1.4. As χ increases, a region of
negative curvature appears and (d2F/dφ2) < 0 for intermediate, mixing values of φ. In this regime,
a mixed two-component solution prepared at φ = 0.5 will spontaneously phase separate into the
two separate phases.
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Chapter 2
Using surface curvature to direct polymer
brush assembly 1
2.1 Introduction
Tethered chains on an interface is a simple picture that describes many different systems over a
wide range of length scales, including nanoparticle coatings, polymer brushes [6], and protein-
coated biological surfaces. Attaching chains to a surface changes the surface morphology, which
modifies the optical, chemical, and biological properties of the material in useful ways. For in-
stance, the ligand monolayer of a nanoparticle renders it soluble in common solvents, while lu-
bricin, a protein, binds to cartilage surfaces and plays an important role in joint lubrication [7]. In
general, polymer brushes are very efficient lubricants, but they also have interesting applications
in drug delivery and as drug-biocompatibility enhancers [8, 9, 10, 11].
One path to designing these sorts of functional surfaces is to use a mixture of immiscible
chains having different physical or geometric properties, which when grafted to a surface, ex-
hibits microphase separation, resulting in surfaces with precise nano or microscopic patterns [12].
This phenomenon occurs because geometrical and chemical properties of the component chains
1Based on work published in J. Chem. Phys. 139, 194902 (2013). Copyright 2013, American Institute of Physics
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prevent the formation of macroscopic phases, but allow the formation of free-energetically stable
microphases. This has been observed, for instance, in thin films of polymer brushes, in which
repulsive interactions and height differences between the component brushes give rise to structures
with rippled domains [13, 14].
Microphase separation of ligands with different lengths has also been observed at significantly
smaller scales. Stellacci and coworkers reported phase separated, sub-nanometer domains in the
ligand shell of spherical metal nanoparticles that consist of parallel ripples, or stripes, that encircle
the nanoparticle, and this has been subsequently verified by computer simulations [15, 16, 17].
These nanopatterns form due to the height difference and the immiscibility between the hydropho-
bic and hydrophilic ligands.
While previous studies were concerned with chains on flat, spherical, and cylindrical surfaces,
templates for which the curvature is either zero or uniform [18, 19, 20, 21], in this paper we explore
how the nature and the morphological properties of the microphase-separated patterns change when
occurring on templates with non-uniform curvature. We perform numerical simulations on two im-
miscible chains of different length constrained on the surface of spheroidal templates (oblates and
prolates) as a function of their relative eccentricity at constant grafting density, and we propose a
simple scaling approach to explain the trends observed in our simulations. Our results indicate new
ways of controlling the resulting patterns via microphase separation by exploiting the geometry of
the template.
2.2 Methods
We choose polymer brushes as the model system for our studies, and we model the brush as
individual fully-flexible chains with linear sequences of spherical beads (monomers) of diameter






, with κ = 500kBT .
Following Glotzer et al. [17], any two monomers in the system interact via the soft and purely
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if rmn ≤ σ
0 otherwise
where i and j indicate the identity of the polymer i,j ∈ {1, 2} and m,n ∈ {1,Ni} refers to the identity
of the monomer, and Ni to the number of monomers in each chain. In all our simulations we have
chosen ε11 = ε22 = 20kBT , whereas different values of ε12 ≥ ε11 where used to control the degree
of immiscibility of the chains.
The first monomer of each chain is constrained to move exclusively on the surface of the
template, and a shell of spherical particles of diameter σ conforming to the shape of the template is
placed at a distance 1σ on the interior of the surface of the spheroid. These particles interact with
the polymer tail monomers with a repulsive Gaussian potential of the form Vg = A exp(−α r2mn,k),
where rmn,k is the distance of any monomer (m,n) of a chain (excluding the ones grafted on the
surface), and a particle (k) on the shell, with A = 10kBT and α = 5/σ2, and serves to exclude
the brush from the spheroid interior. This potential is cut off at rmn,k = σ. Finally, the spheroidal







c2 = 1. a < c corresponds
to oblate spheroids, and a > c to prolate spheroids. These surfaces are characterized by their
eccentricity, which is defined as eO =
√
1 − c2a2 for oblates (O) and eP =
√
1 − a2c2 for prolates (P).
At zero eccentricity a = c, the object reduces to a sphere. The typical grafting densities considered
are ρ ∈ [0.5, 3] and chain length Ni ∈ [2, 16].
Figure 2.1 presents the details of the model. Simulations were carried out using the LAMMPS
molecular dynamics package [22]. Each monomer in the chains undergoes Langevin dynamics
at constant room temperature T . The mass of each particle is set to 1, the Langevin damping
parameter to 1τ−1 (τ is the dimensionless time), and the timestep to ∆t = 10−2τ. Each simulation
is run for a minimum of 105 iterations, and all simulations are run with equal numbers of long and
short chains.
Our numerical results probed different values of grafting densities, immiscibilities ε12, chain
length differences and eccentricities. Unfortunately, the long equilibration times associated with
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Figure 2.1: Diagram of the model used in our simulations.
the coarsening dynamics of these systems prevent us from computing complete phase diagrams for
the many parameters characterizing these systems. Nevertheless, a clear trend emerges from our
sparse probing: whenever phase separation occurs, we observe that striped configurations, similar
to those formed on spherical and cylindrical templates, develop for a sufficiently large polymer
length differences. In contrast to the spherical geometry, where there is no net preference on the
specific order of the striped microstructures, we observe that the domains formed by the long
brushes preferentially develop on high curvature regions while those formed by the short chains
occupy low curvature regions. A snapshot of a typical pattern on a prolate spheroid is shown in
Fig. 2.2.
To quantify the free energy difference between a striped configuration with long chains on
high curvature regions and its reverse configuration − obtained by globally exchanging the identity
of the long and short chains on the template − we perform numerical free energy calculations
as a function of eccentricity for both prolate and oblate spheroids at a constant grafting density of
ρ = 2.64 and ε12 = 80kBT , conditions for which we quickly observe phase separation, and constant
number of chains, n = 1212 (606 short and 606 long). The surface area is the same for the different
spheroids to maintain a constant grafting density.
For our free energy calculation simulations, the location of the grafting monomer is frozen on
22
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(a) (b)
Figure 2.2: Snapshots of microphase-separated configurations taken from MD trajectories. Short and long
brushes have heights of 4 and 8 monomers respectively. From left to right: oblate spheroid, same configura-
tion showing only the adsorbed monomers, prolate spheroid, same configuration showing only the adsorbed
monomers. Long brushes concentrate on regions of high curvature, short brushes concentrate on flatter
regions.
the template’s surface. For spherical templates their location follows exactly the position of the
vertices of a (11,0) icosadeltahedron. For all spheroidal templates that same configuration is first
projected onto the surface, and then evolved with a conjugate-gradient minimization procedure
that minimizes an electrostatic interaction temporarily associate to the particles. This is done to
ensure minimal energy strain on the template. Following the patterns we obtain from unconstrained
molecular dynamics simulations, pairs of phase-separated configurations were prepared for each
three-striped spheroid: one with long polymers on the poles (defined as the largest and smallest
value of the spheroids on the z-axis) and short polymers on the equator, the other, its opposite, with
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short polymers on the poles and long polymers on the equator. Snapshots of these configurations
are shown in Fig. 2.3. We describe these three-striped phase-separated configurations as having
a polar and equatorial region; the polar region consists of the two outer stripes and the equatorial
region is the inner stripe. For prolate spheroids, the polar region has the higher curvature and the
equatorial region is flatter. For oblate spheroids, the opposite is true.
(a) (b) (c) (d)
Figure 2.3: Pairs of phase-separated, three-striped configurations from thermodynamic integration simu-
lations. Left pair: oblate long-on-pole, oblate short-on-pole. Right pair: prolate long-on-pole, prolate
short-on-pole.
Once the initial configuration has been prepared, the free energies are then calculated using
the thermodynamic integration method [23]. In this method, one constructs a thermodynamic path
that links a reference system of known free energy and the target system of interest. A coupling
parameter λ to the linking potential energy function allows one to reversibly move along this path
and in this way, calculate the free energy difference.
With a linking potential of the form Vlink(λ) = Vref + λ(Vtarget − Vref), one can compute the free











In practice, one performs simulations over systems with several different values of λ and numeri-
cally computes the integral above. For our systems we start from a reference system of ideal chains
with free energy Fideal, smoothly expel the monomers from the interior of the spheroid template
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with a free energy cost Fwall, and finally smoothly introduce the monomer-monomer interaction
with a free energy cost Fpair, and we obtain the system of interest. As such, the free energy is the
sum of three components: F = Fideal + Fwall + Fpair. The first reference component Fideal is the
free energy of n tethered, ideal chains that do not interact with the wall or with each other. In our
analysis we consider only free energy differences, and because this term depends on neither the
grafting configuration of the chains nor the underlying substrate geometry, Fideal is identical for all
configurations on all spheroids, and can be ignored.
The second component Fwall introduces the interaction between the wall of the spheroid and
the monomers of the ideal chains; this term expels the chains from the spheroid interior. This
component is tedious to compute as it requires the stepwise addition of two potentials. First, the
potential V (1)link(λ) = λ exp(−((x
2 +y2)/a+ z2/c)), with λ ∈ (0, λmax = 10), is coupled to the reference
system of ideal chains. Here x, y and z are the the distances between the grafted monomers and the
center of the spheroid, and this potential is cutoff at the location of the shell particles, i.e. 1σ from
the actual wall of the spheroid. This reversibly expels the chains from the spheroid interior. The
second step consists of slowly growing the Gaussian repulsion between the shell particles and the
monomers with the potential V (2)link(λ) = V
(1)
link(λmax) + λVg with λ ∈ (0, 1), to obtain a configuration
with ideal chains that only explore the exterior of the spheroid. At λ = 1 the monomers no
longer interact with the first potential V (1)link(λmax), which remains behind the shell particles, and it is
therefore unnecessary to remove its contribution to the final free-energy. In other words, we take
V (2)link(λ = 1) = Vg.
While Fwall is irrelevant when computing free energy differences between pairs of configura-
tions on the same spheroids, for which ∆Fwall is trivially zero, this is not the case when compar-
ing configurations on spheroids with different eccentricity. However, in all our simulations we
find that the free energy difference ∆Fwall for templates with different eccentricities is always ex-
tremely small and indistinguishable within error bars. The third component Fpair, which accounts
for monomer-monomer interactions, completely dominates our results. To measure this, we start
from initial configurations of anchored, ideal chains freely fluctuating outside the spheroid, and
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chains are kept from the interior by the shell of particles with Vg. Fpair is coupled to this system
with the linking potential Vlink(λ) = λVpair with λ ∈ (0, 1). The integrals in Eq. (2.1) are computed
using at least 16 values of λ from 0 to 1.
2.3 Results
Figure 2.4 shows the main result of our simulations. For a set of polymer height differences,
the free energy difference between the striped configuration with the long chains on the poles
(LOP) and the one with the short chains on the poles (SOP), ∆F ≡ FLOP − FS OP, as a function of
eccentricity is given for the case of prolate and oblate spheroids equipped with three microdomains
(stripes).
These results quantify the thermodynamic driving forces that cause the longer chains to select
regions of the spheroid with higher curvature. We find that the higher the curvature difference
(eccentricity), the larger the driving force. We also find no detectable free energy difference for
the sphere (e = 0), i. e. there is no preferred arrangements of the microphases. Finally, our data
show that the free energy difference is an increasing function of the height difference, and this is
consistent with previous studies on this problem [17].
To gain insight into our results, we work out a scaling theory for spheroidal polymer brushes by
extending the well known results for spherical brushes [1]. Here, we follow closely the derivation
reported by Lipowsky’s et al. [24] for cylindrical and spherical brushes. The surface area of a
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. To obtain the free energy per polymer, we turn to the Alexander-de
Gennes picture, in which a polymer brush on a surface can be described as concentric layers of
blobs, with each blob consisting of a number of monomers. The blob size ξ in a given layer
depends on the blob size at the anchoring point as well as the radius of curvature at the anchoring





Here, the difference from a brush on a sphere is that R is not constant on the surface, but has
an expicit dependence on the polar angle θ. ξ0 is the blob diameter at the grafting point, and
R(θ) ≤ r ≤ R(θ) + h(θ) is the distance from the surface along the normal to the surface at that point.
The brush height h(θ) is implicitly given by the constraint that each polymer has constant number
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The above equation can be solved numerically. In the limit h(θ)R(θ)  1 one can perform a Taylor
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where F0 is the free energy of the brush on a flat template, e is the eccentricity of the spheroid, and










and for oblate spheroids:
IO(eO) =
√








In the limit eP = eO = 0, we recover the spherical (S) result FS = F0 (1 − h0/(2νR)), and for
R→ ∞, Eq. 2.7 reduces to F0.
Our numerical results can be understood by considering that the free energy of a brush increases
with brush height and decreases with the local radius of curvature at the template surface, because
at higher curvatures the confinement of a chain by its neighboring chains lessens. Then it is reason-
able to expect that to lower the overall free energy, longer chains will locate in regions of highest
curvature. However, using Eq. 2.7 we can go further and perform an analysis similar to that car-
ried out in our simulations, and compare the free energy differences for striped, phase-separated
configurations. We set the grafting distance ξ0 to 1 and ν = 0.589, and integrate over spheroids
with surface area of 459 (in units of ξ20), and set h0 to 4 and 8 for the short and long polymers. As
before, the pairs of striped configurations have polar and equatorial regions with equal area, and
one configuration has long polymers on the polar region and short polymers on the equatorial re-
gion, and the other has the opposite. For a given configuration, we integrate Eq. 2.6 over the polar
and equatorial regions to get its free energy. The line tension between the microphases contributes
to the total free energy, but since this is the same for a striped configuration and its opposite, its
contribution cancels out when considering the free energy difference for a pair of configurations.
We ignore the additional contribution to the free energy from the splay of the long polymers at
the interface. This quantity is different for the long-on-pole and short-on-pole configurations, but
because it is proportional to the size of the interface, we consider its contribution to the free energy
to be negligible. Given these approximations, Fig. 2.6a, shows the free energy differences for pairs
28
CHAPTER 2. MICROPHASE SEPARATION OF POLYMER BRUSHES ON SPHEROIDS
of striped configurations on spheroids with low to high eccentricities and for different chain length
differences, and indicates that within the limits of this scaling representation, Eq. 2.7 provides a
qualitatively correct description of this system. Quantitative agreement can only be obtained by
more sophisticated approaches that more properly accounts for the profile of the chains as they
stretch away from the template [3].
Previous experimental and numerical studies found that on spherical objects, greater chain
length differences increase the number of stripes, or microdomains, formed [17, 15]. On oblate
and prolate spheroids, increasing eccentricity will suppress the formation of stripes. We define the
striped configurations such that every stripe has equal area, and the two polar caps each have half
the area of a stripe. We note that the free energy difference between the pairs of configurations
decreases with the number of stripes, indicating that fewer stripes will form on particles for which
high or low curvature poles can be clearly identified, as is the case for prolates and oblates. This
is shown explicitly in Fig. 2.6b, where we plot the free energy difference for different number of
stripes.
To highlight our results, we extend our simulations to objects with more complex geometries.
We choose a peanut, a cube with indentations, and a torus, three objects with regions of both
positive and negative curvature. The surface of the peanut is defined by the implicit equation:
60 = [(x − 4)2 + y2 + z2 − 36] × [(x + 4)2 + y2 + z2 − 25)]
The surface of the torus is defined by:
0.5 =









And the surface of the cube is defined by:
0 =
x4 + y4 + z4
256
−
x2 + y2 + z2
16
(2.11)
As before, the adsorbed monomers of the polymers are constrained to move on the surface of these
templates. The short and long polymers have 4 and 8 monomers each, and starting from a mixed
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configuration, quickly phase separate. The resulting microphases are shown in Fig. 2.7, and the
ordering and location of the microdomains agree with our expectations: the long chains are found
on regions of high curvature and the short chains are found on regions of low curvature.
In all the results discussed so far, the short and long chains were assumed to be to some degree
immiscible. We conclude this paper by considering whether for completely miscible chains, tem-
plate curvature and length difference by themselves can drive phase separation. Safran et al. [21]
have extended the theory of polymer brushes to include mixtures of polymers of different lengths,
and they find that for brushes on spheres, the free energy per chain for a mixed brush with fraction

















1 + hS0 /(νR)
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(2.12)
where hS0 is the length of the short chain at the same grafting density in a planar geometry (R→ ∞),
and h̄L0 is the effective length of the longer chain in a planar geometry when the chains are in a
mixed state, and can be written as h̄L0 = (1 + αφ
1−ν
2ν ) hS0 . For the corresponding phase separated, or


















Notice that hL0 ≥ h̄
L
0 as the former is the length of the long polymers in a planar geometry when
surrounded by chains of the same length, leading therefore to a larger degree of confinement of the
top (NL − NS ) monomers than in the mixed case. The equal sign only holds when NS = NL. For
the spherical geometry we can write ∆ f = fde−mixed − fmixed as














1 + hS0 /(νR)
)]
(2.14)
Because φ ≥ φ3/2, since 0 ≤ φ ≤ 1, and hL0 ≥ h̄
L
0 , ∆ f ≥ 0. This implies that phase separation
does not occur for miscible chains on a sphere. By integrating numerically piecewise Eqs. 2.12
and 2.13 for different values of the eccentricity, chain lengths and φ, one can show that the same
holds true for miscible chains on oblate and prolate spheroids. We confirmed this by carrying out
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explicit numerical simulations for spheroids of different eccentricities with varying chain length
differences. Starting from phase-separated initial configurations, we always obtain mixing of the
two chain types on the surface of the spheroids.
The situation is different when considering objects with surfaces having regions of both positive
and negative curvature. The free energy of the brush on regions of negative curvature can be
approximated by the simple substitution R → −R [24], provided that the condition h0/(νR) < 1 is
satisfied. To study this, we use a simple Pac-Man-like model of an object obtained by overlapping
two spheres, as indicated in Fig. 2.8. The outer sphere region, with radius R1, has positive curvature
and the inner sphere region, with radius R2 = R1 sin(α), has negative curvature. The relative areas
of the regions are S 1 = 2πR21 [1 − cos(π − α)] and S 2 = 2πR
2
1 sin
2(α). One can compute ∆ f , the
difference between the de-mixed and mixed configurations. We define the de-mixed configuration
as having long chains on the region of positive curvature (R1) and short chains on the other region









































, and R1 ≥ R2. The first term, which only depends on R1, is always
positive, and because h̄L0 ≥ h
S
0 , the second term is always negative. This indicates that for selected
geometric parameters of the template, and sufficient difference between the chain lengths, spon-
taneous phase separation will occur for miscible chains. In this calculation, we neglect the free
energy of mixing, as this term is typically small compared to the free energies required to confine
the chains in a brush. We also neglect the additional contribution to the free energy of the de-mixed
state from the splay of the long chains at the domain interfaces; this has been studied by de Gennes
et al [25], and is also small compared to the free energy of the brush. Figure 2.8 is a phase dia-
gram for the Pac-Man-like object that shows at which chain-mixing ratio φ and chain length ratio
NL/NS phase separation will occur. Unfortunately we were not able to perform simulations on the
Pac-Man-like object as there is not a simple functional form to describe this shape, but the numer-
ical simulations of miscible chains on the cube-like object defined by Eq. (2.11 show spontaenous
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phase separation. Fig. 2.9 is a snapshot of a phase-separated configuration on a cube with chain
lengths N1 = 4 and N2 = 16. Although the separation is not as dramatic as the one observed in
the presence of an explicit immiscibility term, we expect the sorting to improve by increasing the
difference between the two curvatures or the chain-length mismatch.
2.4 Conclusions
In this paper we have studied the problem of microphase separation of a mixture of polymer
brushes characterized by different chain lengths on templates with nonuniform curvature. We
performed explicit numerical simulations on spheroid surfaces and measured the free energy dif-
ference of the phase separated configurations as a function of eccentricity and ordering of the
micro-domains formed on them. We found that there is a clear preference for the longer chains to
be located in high curvature regions, and discuss how this phenomenon will act to limit the num-
ber of stripes that would normally form on a spherical surface. We generalized the scaling theory
developed for spherical surfaces to include prolate and oblate spheroids and have shown explic-
itly that immiscibility between the chains is required for phase separation to occur. Finally, we
showed how when the template is equipped with regions of positive (convex) and negative (con-
cave) curvature, de-mixing can be achieved solely due to chain length mismatch. The implication
of these results is that curvature, and not exclusively immiscibility, can drive phase separation of
mismatched chains, and can be used to sort chains of different lengths, but more importantly as
a means to design nanoparticle interactions at the nanoscale. Indeed, nanoparticles with positive
and negative curvature have been recently developed, for example, lock and key colloids [26].
Our prediction is that physio-adsorbed chains of different length will spontaneously phase separate
on these surfaces, thus creating localized regions that can be differently functionalized to provide
specific and controllable interactions between the nanoparticles.
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Figure 2.4: Free energy differences from simulation between opposite pairs of striped configurations on
oblate and prolate spheroids. Snapshots of these pairs are shown in Fig. 2.3. Pairs of oblate spheroids
have positive values and pairs of prolate spheroids have negative values because the free energy difference
is defined as ∆F = FLOP − FS OP. The line at zero height difference illustrates that the free energy for two
equal length brushes on different spheroids is the same regardless of the configuration.
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Figure 2.5: Scaling picture of a polymer brush on a spheroid. ξ, the blob size, and h, the brush height, are
functions of the polar angle θ, and depend on the radius of curvature at the grafting point.
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Figure 2.6: Left: Free energy differences between pairs of three-striped configurations on oblate and prolate
spheroids, using the analytical expression in Eq. 2.6 for the free energy of brushes on spheroids. Differences
increase with eccentricity and with brush heights, in agreement with our results from simulations shown in
Fig. 2.4. Right: Free energy differences between pairs of striped configurations as a function of eccentricity
for different number of stripes. With more stripes, the overall free energy gain decreases.
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(a) (b) (c)
Figure 2.7: Snapshots of phase-separated configurations taken from equilibrium MD trajectories. Only the
adsorbed monomers are shown. Red monomers are from the long brush, yellow monomers are from the
short brush. Systems spontaneously microphase-separate into configurations with long brushes on high
curvature regions and short brushes on low curvature regions.
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Figure 2.8: Left: Drawing of a Pac-Man-like surface with positive and negative curvature obtained by
overlapping a large sphere of radius R1 and a smaller sphere of radius R2. The location of the center of the
smaller sphere is such that R2 = R1 sinα. Right: Phase diagram for the Pac-Man-like object depicted in Fig.
2.8, showing phase-separated and mixed coexistence curves as a function of chain length ratio and chain
mixing ratio. Phase separation occurs for values of ( NLNS , φ) to the right of the coexistence curves. As the
length of the short chain decreases, phase separation occurs at lower volume fractions.
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Figure 2.9: Snapshot from simulations of two miscible chains having different lengths while they phase
separate on a surface with regions of positive and negative curvature. Red monomers correspond to the long
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Chapter 3
Active Colloidal Self Assembly
3.1 Introduction
In our contemporary lives, the steady march of technology calls for smaller and more functional
devices, and designing nanoscale patterns and features is a necessary task for this to continue. In
a top-down approach, a pattern is molded, embossed, or inscribed onto a template. Laser-etching
surfaces is one example. This approach is slow, energetically costly, and because of optical limits,
is limited to microscale features. In a bottom-up approach, components are carefully chosen,
mixed together, and the patterned result emerges. This approach is called self-assembly, and in a
sense, this is the same approach taken by organic chemists. Consider the polymers discussed in
Chapter 1. Monomers and polymerization reagents are mixed in a solution, stirred and heated, and
long chains emerge. In this example, ordered, repeating patterns on the molecular scale arise from
disordered monomers.
Self assembly operates on the same principle, but is concerned with designing features on the
nano and microscale [27]. Nature harnesses this principle to self-assemble lipid bilayers and virus
capsids. DNA origami bricks [28, 29] and photonic crystals formed from colloids [30, 31] are
examples of human-engineered self assembly. Common features of any self assembly process
are ordered structures assembling from mobile components, a delicate balance of enthalpic and
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entropic forces, and carefully tailored component geometries and interactions. It is commonly said
that information about the desired structure is “programmed” or encoded into the components, and
in this light, protein folding can also be understood as a self-assembly process.
There has recently been an explosion of interest in self-propelled, or active systems, which
include swarms of swimming bacteria [32] and light-activated colloidal surfers [33]. These systems
are fascinating because energy is being continually injected on the single particle level, and because
of this, are constantly out of equilibrium. This is in contrast to standard non-equilibrium systems,
which typically concern global external fields, such as an applied electric field. These global fields
are already extensively used in self-assembly, for example, using electric fields to align liquid
crystals. Self-propulsion of particles extends the toolkit of non-equilibrium techniques and offers
exciting new avenues to control and design self assembled structures.
Understanding the collective behavior of active particles is necessary for harnessing self-propulsion
as a tool for self-assembly. Nature is replete with examples of interesting flocking behavior;
for example, bacterial colonies, cells, insects, fish, and birds [34, 35]. Human activities such
as pedestrian flow and automobile traffic patterns also share phenomenological similarities with
the aforementioned examples. Different techniques are used to study the collective behavior of
active systems, with sizes spanning many orders of magnitude. For small bacteria, Particle Image
Velocimetry is an optical method used to capture the motion of small, confined particles, and yields
the velocity vector field of moving particles. Phase contrast video microscope systems is another
technique used to study the velocities and collective behavior of cells. On larger scales, stereo
camera techniques are used to record the three-dimensional positions and trajectories of birds and
fishes. One interesting new method circumvents the need for multiple camera angles by placing
Global Positioning System (GPS) data-loggers on pigeons as a means to record their instantaneous
positions.
Nonliving active systems can be studied using conventional microscopy techniques; the chal-
lenge in studying these types of active systems is that the constituent particles must be prepared
and synthesized. Vibrated granular rods are an example of “dry” active matter, and Blair showed
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that depending on the packing fraction, the rods could show horizontal or vertical nematic order, or
form vortex patterns [36]. Suspensions of Janus colloids are an example of an artifical “wet” active
system. Janus colloids, named after the Roman god, have two sections, and each half is composed
of different materials. Paxton and coworkers synthesized striped nanorods with one gold half and
one platinum half [37]. When immersed in hydrogen peroxide solutions, the nanorods move along
the rod axis in the Pt direction. Activity can also occur via thermophoresis, examples of which
include laser heating of a half-metal, half-silicon spheres giving rise to self-propulsion [38], or
diffusiophoresis, which occurs when slight heating of one face of a Janus colloid in a near-critical
mixture achieves local demixing, which is then responsible for colloidal motion [39].
Theory and simulation studies of collective behavior of swarms of particles is relatively recent
and began with Vicsek and collaborators in 1995 [40]. They presented the Vicsek model in which
particles move with constant speed and align with nearby neighbors. A noise term, analogous
to temperature, controls the degree of alignment. Vicsek et. al showed that an order-disorder
transition occurs at critical noise and density levels. At high densities and low noise, an initially
disordered swarm becomes a globally aligned flock of particles.
Interesting phenomenon can be observed for models without an alignment rule, and the Active
Brownian Particle (ABP) is an important example that has been the focus of much recent research.
Typical ABP systems consist of hard or WCA spherical particles undergoing overdamped Langevin
or purely Brownian dynamics. In contrast to rods, spheres have no steric anisotropy that would fa-
vor alignment and clustering. Fily and Marchetti showed that ABP systems can phase-separate into
system-sized liquid clusters above a critical volume fraction [41]. Wittkowski and coworkers intro-
duced a scalar φ4 field theory lending support for ABP phase separation [42]. ABP phase separation
occurs at volume fractions lower than non-active systems, which shows that self-propulsion can
be an important tool for cluster formation. Experiments have shown that light-activated colloids
can form “living crystals”, which translate, rotate, collide, join, and split [33]. Simulations show
that ABPs can form living crystals as well, showing the power and generality of the model [43].
These living crystals are an example of how activity and self-propulsion can be used to form not
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only static clusters, but also dynamic, moving structures.
In the following sections, we will discuss depletion forces, a crucial tool for colloidal self-
assembly, and briefly discuss Multiparticle Collision Dynamics, a computational hydrodynamics
method.
3.2 Depletion Forces
Hard colloids in a dilute suspension will undergo Brownian motion, and because of the random
motion, no ordered structures will emerge. However, adding smaller polymers or colloids to the
suspension will cause the larger colloids to attract and crystallize. The depletion attraction arises
out of purely entropic considerations, a simple argument can be constructed by considering a pair
of large hard colloids surrounded by small hard colloids. When the large colloids are near one
another, small colloids are sterically forbidden from entering the region between the two large
particles, as depicted in Fig. 3.1. This excluded volume region is minimized when the large
particles are at contact, and this maximizes the volume available to the smaller particles, and thus,
the entropy.
For large colloids with diameter D and small colloids with diameter d, when the large colloids














where l = (D + d)/2 + r/2, describing the half-width of the lens-cap. Vclose is minimized when
the large colloids are at contact, freeing up volume for the small colloids.
Therefore, entropy maximization is responsible for the depletion attraction. The magnitude of
this attraction can be tuned with the relative size of the large and small colloids, as well as their
respective geometries.
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Figure 3.1: A sketch of two large colloids surrounded by smaller colloids. Smaller colloids are sterically
forbidden from entering the shaded region between the large particles. The depletion force arises from
minimizing this excluded volume region.
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3.3 Multiparticle Collision Dynamics
Soft matter systems typically consist of several large particles immersed in a solvent. Solvent
molecules have fast modes of motion, while the large particles move much more slowly. Usually,
the motion of the solvent molecules can be ignored, as the fast modes “average out”, and in the
Langevin description, the solvent molecules are replaced by a stochastic force. Strictly speaking,
this is incorrect, and this approximation can lead to gross errors for systems such as light-activated
colloids, where the motion of a large particle can greatly affect the motions of solvent molecules,
and in turn, other large particles. These effects are referred to as hydrodynamic interactions (HI).
The simplest way to model HI is to represent the solvent molecules explicitly. This, howevever,
is computationally intractable with current processors and algorithms, and will remain so for the
near future. As such, coarse-graining of the solvent must be performed. On a physical level, any
hydrodynamics method must solve the Navier-Stokes equations, which govern the motion of fluids.
Multiparticle Collision Dynamics (MPC) is a method that describes the fluid using mesoscopic
particles, and its transport properties arise from particle collisions. In MPC, particle motions are
evolved via alternating streaming and collision steps. One common collision rule is Stochastic
Rotation Dynamics (SRD), in which particles are binned into cells, and a random rotation is applied
to the relative velocity between a particle and the average cell velocity, then added back to the
average cell velocity. Random shifting of the grid is performed to ensure Galilean invariance.
The cell size and average cell density both control the transport properties of the fluid. Malavanet
and Kapral showed that it obeys an H-theorem, and the velocity distribution in equilibrium is
Maxwellian [44].
The simplicity of MPC allows it to easily couple to standard molecular dynamics (MD) algo-
rithms for the large particles. In coupled MPC-MD algorithms, solvent-large particle interactions
are described via MPC particle colliding with large particles, and they impart a force and a torque.
It is important to note that in these schemes, the MPC timestep is often larger than the MD timestep,
and changing the MPC timestep will also affect the transport properties of the fluid. The timestep
determines the mean free path of fluid particles, which in turn determines the viscosity of the
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solvent.
One advantage of MPC is that it is easy to incorporate objects with complicated geometries.
Brownian dynamics methods that represent HI through an Oseen-like mobility tensor become
much more difficult when walls are in place, and require solving the Stokes equation for differ-
ent wall geometries at every timestep. In contrast, with MPC, fluid-wall interactions are described
by simple collision rules.
MPC has been used to study the dynamics of colloids, polymers, and vesicles at equilibrium
and under flows [45, 46, 47]. It has also been used to describe active and self-propelled parti-
cles [48, 49, 50].
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Chapter 4
The role of particle shape in active
depletion. 1
4.1 Introduction
Complex fluids and colloidal mixtures are some of the most ubiquitous substances on our planet.
Aerosols, foams, emulsions, and gels have countless applications, and are the subject of intense
scientific research across all disciplines. Recently, self-propelled or active colloidal systems have
garnered considerable interest because of their exciting rheological properties and unusual phe-
nomenological behavior. In contrast to traditional non-equilibrium systems, where directional
driving forces emerge as a result of global changes of the thermodynamic variables or bound-
ary conditions such as temperature and pressure, active systems are intrinsically out of equilibrium
at the single particle level. The combination of this unique non-equilibrium driving force and the
inherent stochastic nature of microscopic processes have endowed active systems with remarkable
collective behavior. Self-propulsion is typically achieved by conversion of chemical or ambient
free energy into consistent, directed motion. There are numerous examples of biological and syn-
thetic active systems at the nanoscale, including the cytoskeleton of eukaryotic cells [51], bacterial
1Based on work published in J. Chem. Phys. 141, 194901 (2014). Copyright 2013, American Institute of Physics
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suspensions, and catalytically activated colloidal particles [52, 53, 54, 55]. In the latter case self-
propulsion has been observed in platinum/gold and gold/nickel bi-laterally coated Janus nano-rods
in the presence of H2O2 [55, 56, 57], and it is also achieved in colloids where enzymatic reactions
take place on one side of a particle [58], or can be driven by self-thermophoresis in defocused laser
beams [59].
Although significant work has been carried out to understand the phenomenological behavior
of self-propelled systems (for a recent review of the subject we refer the reader to reference [60]),
we still have a poor understanding of how immersion into an active environment can affect the
dynamic self-assembly pathways of large non-active bodies. This is a very important question in
colloidal science where effective interactions (i.e. solvent mediated interactions) play a crucial role
in stabilizing or driving self-assembly of colloidal particles.
One of the simplest ways of inducing a short range attraction among colloids is by taking
advantage of the depletion effect which is an effective interaction achieved by the addition of nu-
merous small, non-adsorbing components such as polymers (colloid-polymer mixtures) or colloids
(asymmetric binary mixtures). The strength of this attraction increases linearly with the depletants’
concentration (the small particles) and the range is comparable to the depletants’ diameter. This
attractive force is purely entropic and is due to an osmotic pressure difference when depletants are
expelled from the region between two colloids [61]. In the simplest case where ideal polymers
are used as depletants, this attraction takes the general form F(r) = πρkBTR2(1 − (r/2R)2), where
r is the center-to-center distance between two colloids, R is the colloidal radius, ρ the density of
depletant, and T is the system temperature. If σ is the diameter of the depletant, then the force
between two colloids is present as long as r ≤ (2R + σ). For sufficiently large attractions, usually
controlled by the depletant’s concentration, phase separation will occur [62, 63]. The overall phase
behavior as a function of polymer size and concentration has been thoroughly studied within the
Oosawa-Asakura approximation [61, 64, 65, 66]. More recently there has also been an effort to
characterize this force when the system is no longer in equilibrium [67], and a few studies have
considered the phase behavior of active particles in a system of passive depletants [32, 68].
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In our previous work [69], we studied the thermomechanical properties of an active gas, and
found that the force acting on two rods kept at a constant separation in the presence of active de-
pletants has an anomalous, non-monotonic dependence on the temperature − a notable deviation
from the typical behavior of equilibrium systems. Two recent studies [70, 71, 72] further revealed
that using active particles as depleting agents can give rise to behavior that is drastically different
from that induced by passive depletants. In these works the forces induced by an active bath on
two plates of a given length were measured, and layering effects and mid-to-long range interac-
tions between plates were reported to develop when increasing the self-propulsion. Additionally,
Angelani et al. [73] have recently shown that the depletion attraction alone cannot describe the
effective interactions between passive colloids in a bath of active particles. In a way, it is therefore
inaccurate to refer to these forces as active depletion, but we will nevertheless carry on with this
nomenclature throughout the chapter to keep the analogy with the parent equilibrium system.
In this chapter, we go one step further and show how the strength, the sign and the range of this
effective interaction can be controlled by tuning the geometry of the passive bodies in a way that
is very different from what would be expected of their equilibrium counterparts. Specifically, we
characterize how the effective interaction between two colloidal particles varies as a function of the
magnitude of the self-propelling force of the depletant and the depletant-to-colloid size ratios. In
addition, we highlight the strikingly different nature of the induced interaction when the colloids
consist of rods or disks.
4.2 Methods
We consider a two dimensional system of large, passive, colloidal particles of diameter σc im-
mersed in a bath of smaller active particles of diameter σ and unit mass m at a volume fraction
φb. Each active particle undergoes Langevin dynamics at a constant temperature, T , while self-
propulsion is introduced through a directional force which has a constant magnitude Fa, along a
predefined orientation vector, n = [sin(θ), cos(θ)]. The equations of motion of a bath particle are
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given by the coupled Langevin equations
mr̈ = −γ ṙ − ∂rV(r) +
√
2γ2Dξ(t) + Fan and θ̇ =
√
2Drξr(t) (4.1)
where γ is the friction coefficient, V the total conservative potential acting between any pair of
particles, D and Dr are the translational and rotational diffusion constants, respectively (with Dr =
3D/σ2). The typical solvent induced Gaussian white noise terms for both the translational and
rotational motion are characterized by 〈ξi(t)〉 = 0 and 〈ξi(t) · ξ j(t′)〉 = δi jδ(t− t′) and 〈ξr(t)〉 = 0 and
〈ξr(t) · ξr(t′)〉 = δ(t − t′), respectively.
Bath particles are disks with diameter σ which interact with each other via the Weeks Chandler
Andersen (WCA) potential












with a range of interaction extending out to ri j = 21/6σ. Here ri j is the center to center distance
between any two particles i and j, and ε is their interaction energy.
Suspended colloids are either rods or disks. The large colloidal disks interact with the bath
particles through the same WCA potential defined above, with σi j = (σ + σc)/2, where σc is
the colloidal diameter. The rods are modeled as rectangular regions of width σw = 2.5σ and
vertical length `, and also repel the particles according to Eq. 4.2, where the separation ri j is the
smallest distance between the particle the wall. Figure 4.1 shows a sketch of the model for disks.
The strength of interaction for both the depletant-depletant interaction and the depletant-colloid
interaction is chosen to be ε = 10 kBT . The simulation box is a square with periodic boundary
conditions, the Langevin damping parameter is set to γ = 10τ−10 (here τ0 is the dimensionless time),
and the timestep to ∆t = 10−3τ0. Each simulation is run for a minimum of 3 × 107 iterations.
All simulations were carried out using the numerical package LAMMPS [74], and throughout this
work we use the default dimensionless Lennard Jones units as defined in LAMMPS, for which the
fundamental quantities mass m0, length σ0, epsilon ε0, and the Boltzmann constant kB are set to 1,
and all of the specified masses, distances, and energies are multiples of these fundamental values.











Figure 4.1: Schematic representation of two colloidal disks in a bath of active particles. The smaller, active
components move according to Eq.1. The persistent force Fa acts along a defined axis (as shown by the
arrow as well as the colors, where red corresponds to the back of the particle and yellow the front).
4.3 Results
We first present the results for disk-shaped colloids. To understand the effective interactions in-
duced by active bath particles on the suspended colloids, we proceed in two ways: (1) We measure
the radial distribution function g(r) for a suspension of passive colloidal disks in the presence of
the active depletants. In this case the large colloids move according to the Langevin dynamics in
Eq.1, but with βFaσ = 0 (β ≡ (kBT )−1), and without the rotational component. (2) We calculate the
effective force between two colloids by directly measuring the mean force acting on the particles
when they are frozen in place as a function of the bath activity, colloidal shape (disks and rods),
and colloid separation r.
For non-active equilibrium systems, the reversible work theorem provides a simple relation-
ship between the potential of mean force and the radial distribution function, namely U(r) =
−kBT log[g(r)] [75]. Unfortunately, such a relation does not necessarily hold in the presence of
an inherently out-of-equilibrium active bath. Nevertheless, from the g(r) it is possible to extract
qualitative information about the sign, strength and range of the interaction. To determine the g(r),
simulations were carried out with 100 colloidal disks of diameter σc = 5σ immersed in an active
bath at a volume fraction φb = 0.1, and the simulation box is a periodic cube with box length 150σ.
The resulting radial distribution functions are shown in Fig. 4.2. Each simulation was run for over
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108 time-steps.
In the passive system with βFaσ = 0, the g(r) presents a large peak at the colloid contact
separation as expected for this system which is characterized by a strong depletion attraction. In
other words, this peak indicates a significant likelihood of finding two colloids in contact with
each other. When the bath is active, however, the radial distribution function is smaller than 1 for
small colloid separations, which strongly suggests that there is an effective repulsion between the
colloids.
To provide a more quantitative measurement of this repulsion and to better understand its na-
ture, we proceed by performing simulations where two colloids are frozen in place and the force
between them is measured directly from their interactions with the active bath particles. All results
presented below are obtained at a constant volume fraction φb = 0.1. The net force exerted on the
two disks by the bath along the inter-colloidal axis was evaluated for two different colloidal sizes
















Figure 4.2: Radial distribution function g(r) of the large colloids for two different values of self-propulsion
βFaσ. In a passive bath (blue, solid) the expected peak signifies a short ranged attraction between colloids.
In an active bath (dashed line), g(r) takes values which are less than 1, suggesting a repulsion between the
colloids. This repulsion increases with the bath’s activity.
In a passive bath, the interaction between two large colloids is well understood and is given by
the depletion attraction previously discussed. Surprisingly, as the bath becomes increasingly active,
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Figure 4.3: Effective rescaled forces 〈F/Fa〉 experienced by two colloidal disks as a function of separation
for different values of depletant’s activity. (a) Shows the result for σc = 5σ and (b) for σc = 10σ. For both
sets of simulations φb = 0.1. Rescaling is only applied as long as βFaσ , 0. Positive values correspond to a
repulsion, which clearly dominates any depletion driven interaction when the bath is active. The larger the
active force and the larger the colloid-to-depletant size ratio is, the stronger the repulsion.
the effective interaction between the colloids becomes purely repulsive. This result is consistent
with the observed behavior of the g(r). The introduction of activity results in a repulsive force
much larger than the depletion attraction observed in passive systems, and grows with the extent of
the activity. Notice however, that the range of the interaction is rather insensitive to the propulsion
strength, and extends to a distance of roughly half the colloidal diameter.
To better understand this phenomenon, we examine the duration of collisions between bath
particles and the colloidal disks as well as where along the colloids’ surface these collisions take
place. Here, we define the inner surface of a colloid (Region II Fig. 4.4(a)) as the half circle which
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(a) (b)
Region IIRegion I Region I
Figure 4.4: (a) Sketch showing the effective forces exerted on the disks by the active particles in the two
different regions. (b) Snapshot from a simulation of two colloidal disks of diameterσc = 10σ, at βFaσ = 50.
The two large disks experience a net repulsion due to the trapping of active bath particles. As in (a), the
yellow portions of the particles indicate the direction along which the propulsive force is applied.[76]
lies closer to the center of the other colloid, and the outer surface (Region I Fig. 4.4(a)) as the half
circle which is further away from the other colloid. When a bath particle strikes the outer surface
of either of the large disks a force is generated with a net component, FI , which pushes the disks
toward each other. When a particle strikes the inner surface of either disk it generates a force with
components, FII , which pushes the disks away from each other (see Fig. 4.4(a) for a sketch of
these forces). The effective force experienced by the two disks is determined by the number of
particles at the surface of each region as well as by the average duration of a collision event.
Unlike equilibrium systems for which one expects a particle to bounce off a wall upon collision,
the collision of an active particle with a wall is similar to that of a car driving into a wall. The active
particle will continue to exert a force into a barrier until its propulsion axis begins to rotate, upon
which the particle will slide along the wall. For a given strength of self-propulsion, the duration
of a collision is controlled by the rotational diffusion, which is governed by thermal fluctuations,
and has a strong dependence on the local environment. During collisions, active particles remain
in contact with the surface of the larger colloids for some amount of time before sliding off or
rotating away. The duration of contact is in large part determined by the geometry of the colloids.
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When the colloids are far apart, active particles have equal probability of striking either their
inner or outer surfaces, leading to a zero net effective force between them. When the colloids are
in contact, they form an object characterized by regions of both positive and negative curvature.
The outer surfaces have positive curvature, and colliding particles can slide off rather quickly. The
inner surfaces have negative curvature and can create a trap [77] for the active particles, greatly
increasing the duration of a collision. The result is a net gradient in particle concentration along
the colloidal surface, leading to the effective repulsion reported in our simulations (See Fig. 4.4(b)





Figure 4.5: Time averaged density maps of active particles for βFaσ = 50, φb = 0.1 around two colloidal
disks of diameter σc = 10σ at a center-to-center distance of 10σ (a), and 15σ (b). In both cases, it is clear
that active particles aggregate on the colloid surfaces. When the colloids are in contact, a region of high
active particle density can be seen near the effectively concave surface between the colloids. The scale bar
corresponds to the density of the bath particles, and goes from a minimum of zero in the space occupied by
the colloids to a maximum value near the point where the colloids meet in (a).
To determine the surface concentration gradient of bath particles, we compute a density map of
the active particles around the disks at large and small separations (Fig. 4.5). As expected, when
the disks are sufficiently far apart, there is no significant difference between the particle density
on the inner and outer region. When the surface-to-surface separation between the disks is of the
order of 2σ however, the inner density is significantly larger than the outer one resulting in the
observed repulsion.
We also measure the net force between two disks at contact as a function of the active force
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for σc = 10σ and σc = 20σ, this is shown in Fig. 4.6. In the absence of activity, we recover the
expected depletion attraction for equilibrium systems, and in the limit of large active forces, we ob-
serve the repulsive behavior discussed above. However, for intermediate values of βFaσ ∈ [1, 10],
we observe a strengthening of the attraction between the colloids as a function of Fa. These results
suggest that as long as Fa is sufficiently small, the main effect of the propelling force is that of an
effective higher temperature of the bath, leading to a strengthening of the depletion interactions. It
should be noted that, for this range of active forces, the persistence length of the trajectory traced
by a single active particle, estimated as d ' (Fa/γ)D−1r = (βFaσ
2)/3, is significantly smaller than
the colloidal diameter used in these simulations. One possible interpretation of this result is that as
long as d  σc the colloids always experience an attractive interaction. To see whether this is true,
we repeated our simulations for the same range of active forces for two larger colloids with twice
the diameter σc = 20σ, placed in contact with each other. Surprisingly, the sign of the interaction
switches over at approximately the same value of Fa as for the smaller colloids (see Fig. 4.6 inset).
If the d  σc argument were correct, the attraction should persist to larger values of Fa for the
larger colloids, but we find that this is not the case. One reason for this could be due to the fact that
larger colloidal diameters also correspond to larger regions where particles can be trapped. This
leads to an enhanced repulsion between the colloids that competes with the strengthened attrac-
tion. This enhanced repulsion is easily seen when comparing the two plots in Fig. 4.3 showing
that larger colloids experience overall larger repulsive forces. Finally, it should be noticed that the
range of the interaction between disks is not very sensitive to the strength of the propelling force,
and does not extend to separations much further than a fraction of the colloidal diameter.
We now turn our attention to the case of two colloidal rods. A system composed of two such
rods was one of the earliest to be studied in the context of the depletion attraction. As was the
case for disks, two rods in a bath of smaller particles experience an entropic attractive force which
depends on the size of the excluded area, as well as the size and density of the depletants, and
the temperature. This force can be large when compared to that between two suspended disks due
to the relatively larger excluded area when rods are in contact. Unlike colloidal disks, rods have
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Figure 4.6: Effective force between two disks in contact and in the presence of active depletants as a function
of self-propulsion βFaσ for disks of diameter σc = 10σ and 20σ, at φb = 0.1 and box side length L = 150σ.
The inset shows that for moderate active forces, an enhanced attraction is observed.
no curved surfaces, so active bath particles which come into contact with the surface of a rod are
effectively confined to move along this surface until they rotate away or slide to the end of the rod.
When the separation between the rods is small, we observe an oscillating attractive and re-
pulsive force. As also reported in [72], this behavior is due to a competition between the forces
exerted by the active particles on the outer surfaces, and the buildup of ordered layer of parti-
cles between the rods. (see Fig. 4.7(a)). Surprisingly, at larger separations (Fig. 4.7(b)), a large
long-ranged attraction is induced between the rods. In agreement with [72] this attractive effective
interaction can be well fit to an exponential and the range of the interaction is controlled by the
effective persistence length of the path traced by the active particles d/σ = (βFaσ)/3. The inset
of Fig. 4.7(b) shows the linear dependence of the interaction decay length `p as a function of the
particle persistence length d/σ = βFaσ/3.
Further insight can be obtained by looking at the time-averaged density map of the depletants
for different rod separations (Fig. 4.8.) In the passive case, the density of bath particles is uniform
throughout the simulation box. However, when the bath particles are active, they aggregate on the
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Figure 4.7: Measured force (scaled by the active force) felt by two rods in a bath of active particles as
a function of their separation for different strengths of self-propulsion. (a) Shows the behavior for small
separations, (r ∼ σ) while (b) shows the curve for large separations (r  σ). The inset in (b) shows how the
decay length `p of the fitted exponential curves in the limit of large separations (a measure of the interaction
range) grows linearly with the particle persistence length d/σ = βFaσ/3.
surfaces of the rods and there is a marked difference in local density on the different rod surfaces.
Specifically, once the rods are separated by more than ∼ 4σ, there are more bath particles on the
outer surfaces than on the inner ones, resulting in an attractive force between the rods. When the
rods are at a smaller separation, the situation is the opposite.
In principle, this “shadowing” effect leading to a long-range attraction extending up to `p should
also be observed for colloidal disks. However, in this case, partial layers of active particles form
on the perimeter of the disks and can easily diffuse around it. This leads to a uniform density of
active particles along the disk perimeter, which balances the forces acting on the colloids’ inner and
outer sides. In simulations with ideal active particles, where no layering can develop, long-range
attractive forces are observed for colloidal disks. This suggests that an equilibrium distance in the
effective colloidal interactions will develop for sufficiently low concentrations of active particles.
An estimate of how the force exerted on two rods at contact scales with their length and with the
strength of the bath activity can be obtained with the following simple argument. In the diffusive
limit (i.e. when the length of the rods is sufficiently large such that the particles can diffuse over
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Figure 4.8: Time averaged density maps of active particles around larger rods. (a) βFaσ = 0 at rod separation
r = 4σ, (b) βFaσ = 50 at rod separation r = 2σ, (c) βFaσ = 50 at rod separation r = 4σ, and (d) βFaσ = 50
at rod separation r = 6σ. In the passive case (a), the bath particle density is uniform across the simulation
box, resulting in no long range interaction between the rods. (b) shows the bath particle density profile
around two rods in contact. (c) shows particles getting trapped in between the rods and giving rise to a net
repulsion. In (d), the density of bath particles on the outside of the rods is greater than that inside, leading
to the observed long-ranged attraction. As before, the scale bar shows the particle density, and goes from a
minimum in the regions excluded by the rods to a maximum at points near the rod surfaces.
their surface before sliding off) Fily et. al [41], have shown that for large self-propelling forces the
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3 . During this time
the particle will exert an average force on the rod, that to leading order scales like Fa. The time






which accounts for the probability of finding the rod when moving at a speed va = Fa/γ across the
box. Alternatively, one can think of 1/t2 as the average collision rate between an active particle
and the rod. So that 1/t2 = (1/L2)Cva, where C = ` is the cross section of the rod.
During this time the particle will exert no force on the rod. The net average force can then be
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estimated as 〈F〉 ' NFat1t1+t2 , (N is the number of active particles) and for sufficiently large systems,









where ρ is the number density. In the non-diffusive limit, when the rods are short and the force is
so large that an active particle slides off of the surface before any diffusion can occur, t1 ∼ `γ/Fa,
the average force should scale as
〈F〉 ' ρFa`2 (4.4)
For long rods or weak propelling forces, the residence time of the particles on the surface is simply
controlled by the rotational diffusion t1 = 1/Dr. In fact, in these cases a particle leaves the surface
as soon as its axis turns away from the surface’s normal, with 〈θ2〉 = (π/2)2 = 2Drtmax1 as the upper





Finally, whenever t1  t2 (for sufficiently high densities) one should expect to first order 〈F〉 '
Fa(1 − t2t1 ).
Deviations from this simple scaling are also expected at moderate and large densities due to the
excluded volume interactions between particles. Figures 4.9 and 4.10 show how the force between
the rods scales with the strength of the activity and with the length of the rods in our simulations.
Our numerical data have been taken at volume fraction φb = 0.1, which is sufficiently low to
prevent any bulk phase separation or aggregation of the active particles, yet, it is large enough to
give non-negligible excluded volume effects. The relatively short length of the rods, ` = 10σ, in
these simulations implies that Eq. 4.4 should give the most appropriate description for the effective
force. This is consistent with Fig. 4.9, that shows a linear dependence of the force with Fa in the
large propulsion limit. When Fa is small, we expect 〈F〉 to depend quadratically on Fa. In fact,
in this case the rotational diffusion is fast enough to limit the persistence-time of the particles on
the colloidal surface, thus Fa will contribute to the average force a quadratic (thermal-like) term
corresponding to an enhanced velocity of the particles [69].
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Figure 4.9: Effective force between two rods in contact with each other and in the presence of active de-
pletants as a function of self-propulsion βFaσ for rods of length ` = 10σ, at φb = 0.1 and box side length
L = 77σ. The dashed line is a linear fit to the net force at high bath activity and shows that our simulation


















Figure 4.10: Effective force between two rods in contact with each other and in the presence of active
depletants as a function of rod length for βFaσ = 50, at φb = 0.1 and box side length L = 200σ. A linear fit
is also plotted, showing that our simulation results are consistent with Eq. 4.5.
The analysis for the dependence on the length of the rods is a bit more complicated. The prob-
lem is that the short ` limit is characterized by a short residence time that is inversely proportional
to the self-propulsion, it grows linearly with `, and for which clearly t2  t1. As ` becomes larger
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3 (as long as t1 < 1/Dr), however, as the par-
ticles’ residence time becomes longer, the average number of particles at contact becomes larger,
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and for moderate volume fractions, the assumption that t2  t1 becomes less adequate. To com-
plicate matters even further, for large `, excluded volume interactions begin to matter, and local
self-trapping of the particles may effectively increase of t1 to values larger than 1/Dr, so that the
time to rotationally diffuse away from the surface may become faster than the time required to
slide off the surface edge; making Eq. 4.5 more appropriate in this regime. This phenomenon is
quite visible in our simulations for the longest rods (` = 80σ), where diffusive correlated motion of
linear clusters of active particles over the rod surfaces takes place. At significantly lower densities
than the ones considered in this chapter, we would have expected Eq. 4.3 to hold, but at φb = 0.1,
all these effects become relevant. We therefore expect a combination of Eq. 4.4 and Eq. 4.5 to
provide a good approximation to our data. Indeed, in the long rod limit the average force seems to
be well fitted by a linear dependence on `.
4.4 Conclusions
In this chapter, we have studied the effective interactions induced by small active components
on large passive colloidal particles as a function of the strength of the propelling force of the
active bath and of the geometry of the colloids. Our results indicate that the induced colloidal
interactions are crucially dependent on their shape, and that while a long ranged, predominantly
attractive interaction is induced between rods, disks undergo a purely short range repulsion that
grows in strength with the size ratio between the colloid and the active component. Crucial to
this difference is the role of curvature, which determines whether passive bodies act as traps or
as efficient scatterers of active particles. For instance, we have recently shown how curvature
can be exploited to activate C-shaped passive bodies, by creating density gradients across the
colloids [78].
Finally, as discussed above, we expect these interactions to be quite sensitive to the concentra-
tion of the active particles. Furthermore, we anticipate that many body effects play an important
role in these systems, as the conditions leading to long-range attractive forces are strongly depen-
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dent on the specific arrangements of colloids.
Although our study has been performed in two dimensions, the essence of our results should
be easily extendable to three dimensions when considering colloidal rods and spheres. Our work
further highlights the many differences between the effective forces induced by small active com-
ponents and those produced by the corresponding equilibrium system, and suggests that active
depletion can have dramatic consequences on both the phase behavior and the self-assembly of
differently shaped colloids, with possible applications in material engineering and particle sort-
ing.
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Chapter 5
Microphase separation in two dimensional
diluted suspensions self-propelled spheres
and dumbbells. 1
5.1 Introduction
Spontaneous pattern formation is a ubiquitous phenomenon in nature and arises in both equilibrium
and out-of-equilibrium systems. Apart from the many biological examples [79, 80], important syn-
thetic systems such as colloids and block copolymers have been shown to exhibit complex spatial
equilibrium patterns upon self-assembly. Control of patterns at the micro and nanoscale is integral
to the development of materials with novel optical, electrical, and rheological properties [81].
One route to spontaneous pattern formation in equilibrium systems is achieved via micro-phase
separation [82], a phenomenon that typically occurs when geometrical or chemical constraints pre-
vent a system from fully phase separating. Block copolymers, for instance, exhibit a wide variety
of patterns upon micro-phase separation that can be controlled by tuning the relative length of the
two blocks; from lamellae to cylinders to networks [83, 84, 85]. An alternative route is achieved
1Based on work published in Soft Matter 12, 555 (2016). Copyright 2016, Royal Society of Chemistry
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with competing interactions . In colloidal supensions, for instance, the interplay between a short
range attraction and a long range repulsion has been shown to lead to micro-phase separation into
a variety of patterns with symmetry dependent on the relative weight of the two interactions (see
for instance [86, 87, 88, 89, 90] and references therein). In these cases, the short range attraction is
usually induced by depletion, hydrophobic or van der Waals forces, while the long range repulsion
may come from dipolar forces or screened electrostatics [91, 92, 93, 94].
Recent experiments have shown that dilute suspensions of self-propelled colloidal particles
can self-assemble into “dynamic”, “living” crystals [95, 96, 39], where finite-sized aggregates
continually join, break apart, dissolve, and reform. In this case, what limits the growth of the
crystal to a macroscopic size − scenario that would be favored because of inter-particle attractive
interactions − is the self-propulsion of the active particles. This behavior seems to be specific to
spherical particles, as these are able to freely re-orient within the developing crystallites under the
influence of thermal forces, thus creating large stresses within the crystal. The formation of living
clusters has also been recently observed in computer simulations of a three dimensional diluted
suspension of self-propelled attractive spheres [43, 97]; however, in three dimensions clusters
did not present any crystalline feature. Experiments with swimming bacteria in the presence of
small polymer depletants [32] reported the formation of micro-clusters with net rotational velocity
dependent on the size and shape of the clusters. Both living crystals and micro-rotors are beautiful
examples of active finite-size structures. However, it is not clear whether a fluid with living crystals
represents a truly stable phase [98]; furthermore, the micro-rotors observed experimentally are
short-lived, and over time they merge to form a macroscopic structures.
The aim of this chapter is two-fold. On the one hand, we want to understand whether explicitly
introducing a micro-phase separation-inducing long range potential between self-propelled attrac-
tive particles can be exploited to control size and activity of living crystals and micro-rotors. On
the other, hand we seek to understand how self-propulsion of colloidal particles can be used as a
means to alter the morphological features of the micro-patterns formed by the passive particles.
With this in mind, we explore the behavior of two dimensional diluted suspensions of active Brow-
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nian spheres and dumbbells interacting with competing short and long range potentials for different
degrees of particles’ activity. We report a rich and complex physical behavior that includes the for-
mation of meso-phases of spinning and living crystals.
5.2 Methods
We study systems of N active colloidal spheres and dumbbells in a two dimensional box of size
L with periodic boundary conditions. Spherical particles are characterized by a diameter σ, and
dumbbells are modeled as two spheres, each of diameter σ, rigidly connected to each other at
contact distance, with length ł = 2σ. Both spheres and dumbbells undergo Brownian motion, with
an additional constant propelling force Fa acting along an orientation vector n = (cos θ, sin θ); for
dumbbells this axis coincide with the particle long axis. The equations of motion of these systems












2Dr ξr × ni,
where the first term on the right side of the rotational diffusion equations accounts for the external
torques that develop exclusively for dumbbellar interactions. The relation between the transla-
tional, D = kBT/γ, and the rotational diffusion coefficient, Dr, for spherical particles is set to
Dr = (3D)/σ2. Following [99], the translational dynamics of dumbbells is solved independently
for the parallel, ri //, and the perpendicular, ri⊥, components of the particles coordinates with re-
spect to the active axis ni, to which correspond two different diffusion coefficients D → (D//,D⊥)
with D⊥ = D///2 and Dr = (6D//)/l2[100]. The solvent induced random fluctuations for the
translational (ξi(t)) and rotational (ξri(t)) degrees of freedom obey the relations < ξi(t) >= 0 and
< ξi(t) · ξ j(t) >= δi jδ(t − t′) and < ξri(t) >= 0 and < ξri(t) · ξr j(t) >= δi jδ(t − t
′), respectively.
Following Imperio et al. [89], we selected the interaction between any two non-connected
66
CHAPTER 5. ACTIVE CLUSTERING





























The interaction parameters are n = 12, A = 0.018, Ra = σ, εa = 1, Rr = 2σ, and εr = 1, and
ε ranging from 25 to 50 kBT . This set of parameters has been chosen to guarantee micro-phase
separation of the passive system as reported in [89]. This potential consists of a Lennard-Jones
repulsion at short distances to enforce excluded area (the first term); a short range attractive well
to induce clustering of the particles (the second term); a long range soft repulsion to guarantee
micro-phase separation(the last term). The potential is cut off and truncated at r = 10σ.
Throughout this study, we used dimensionless units, where lengths, energies and times are
expressed in terms of σ, kBT and τ = σ2/D (for spheres), τ = σ2/D// (for dumbbells), respectively.
We use the dimensionless Péclet number, defined as Pe= |Fa |DkBT
τ
σ




dumbbells, as a measure of the degree of self-propulsion of the particles. The time step was set to
∆t = 5×10−5τ and all simulations were run for a minimum of 107 time steps, with N = 1000−3000
spheres, and N = 500 − 2000 dumbbells, at area fractions φ ranging from 0.05 to 0.5, and Péclet
numbers from Pe = 0 to Pe = 40.
5.3 Results
For the chosen parameters of the interaction potential, in the absence of active forces (Pe=0) and
at small area fractions (typically smaller than φ ' 0.5), both spheres and dumbbells micro-phase
separate to form cluster crystals, i.e. isotropic finite-sized crystallites of particles acting as lattice
sites of a larger mesoscopic phase with overall hexagonal packing − apart from the dislocations
that develop as a result of the size polydispersity of the small crystallites (clusters). As the area
fraction increases, so does the average size of the crystallites, until they eventually merge to form
linear aggregates of finite width. This phase behavior is consistent with what reported in previous
studies [89]. Because spheres can freely (at no energy cost) rotate within a crystallite without
affecting its underlying structure, but dumbbells cannot, aggregates made of spheres and dumbbells
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Figure 5.1: A summary of all the structures ob-
served in our simulations of active spheres as a
function of Péclet number Pe and area fraction
φ.
Figure 5.2: Self-propelled spheres. Top: snap-
shots at φ = 0.24, bottom: φ = 0.55. From left to
right: Pe = 0, 10, 20. At Pe = 10, meso-phases
of living clusters are observed at lower densities,
and living stripes are seen at higher densities.
behave quite differently when particles’ self-propulsion is switched on. We shall therefore discuss
the two cases separately.
Spheres
All simulations with the spheres have been performed at ε = 25kBT . This corresponds to a pair-
wise binding energy ε0 ' −5kBT ; this particular value was selected to make contact with previous
numerical studies with this potential [89]. A structural diagram in terms of the area fraction and
Péclet number is shown in Fig. 5.1, while Fig. 5.2 shows snapshots of the corresponding morpholo-
gies taken from our simulations.
At low area fractions and small Péclet numbers, we observe the expected mesoscopic crystal
of static clusters. As soon as Pe becomes larger than |ε0|/kBT , not only particle exchange between
clusters begins to occur, resembling the behavior observed in cluster crystals of soft particles com-
pressed at high densities [101], but also, clusters begin to deform, split, and reassemble or merge
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with neighboring clusters under the stress imposed by the active forces of the constituent particles.
The net result is the formation of a new phase consisting of a fluid of living clusters. In this phase,
the motion of the clusters away from the lattice sites of the mesophase is driven by the "living"
character of the clusters themselves. In fact, as soon as a cluster splits and one or both of its
parts are incorporated into the neighboring clusters, an imbalance in the long range forces holding
together the mesophase takes place resulting in a global rearrangement of the clusters or in their
further repartitioning to re-establish the overall balance of the forces. Movies of this behavior are
shown in the SI.
While, for small values of Pe, the mesophase is able to relax to accommodate the vacancies
or density inhomogeneities created by the living clusters, at large values of Pe, the rate of cluster
subdivision becomes too fast, the meso-phase cannot keep up, and it finally melts, resulting in a
system of smaller clusters in a gas of dispersed active particles (fluid). This behavior can be easily
tracked in the cluster size distributions shown in Fig. 5.3. The well defined distributions centered
around large values of n for small Péclet numbers, leave space to a large peak at n = 1 (isolated
particles) and a very wide distribution of clusters sizes as the meso-phase melts. Also notice that
the average size of the clusters 〈n〉 (see inset of Fig. 5.3) shows a non-monotonic behavior with
the strength of the active forces, where 〈n〉 increases from small to intermediate values of Pe, but
decreases for larger activities. Our data indicate that the decrease of the average size is followed
by a significant broadening of the cluster’s polydisperisty, and melting of the mesophase.
To quantify the degree of order of the mesophase as a function of Pe, we also tracked the cluster-
to-cluster bond order parameter Ψ6 [102]. In our simulations, cluster connectivity is obtained using











where Nc is the total number of clusters in a configuration, Nb(i) is the number of clusters connected
to cluster i, and θ j is the angle between a neighboring cluster and a reference axis. As expected
(see Fig. 5.4), Ψ6 shows the deterioration of order of the meso-phase with increasing Pe.
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An analogous behavior occurs at higher densities, where the passive phase is characterized
by linear aggregates, or stripes, spanning the system size. In this case, intermediate propelling
forces lead to the continuous recombination of the maze formed by the particles, via formation and
breakage of junctions between the stripes. At even larger Pe the stripes begin to loose connectivity,
breaking up to give rise to large-scale density fluctuations.
5.3.1 Dumbbells
We also study the behavior of dumbbells for ε = 25kBT and over the same range of activities
and area fractions as the spheres. The phase behavior of the passive system is analogous to that
observed for spherical particles, where mesocrystals of hexagonally packing finite size clusters are
observed at low area fractions, and stripes develop for sufficiently large densities. In contrast to
the spheres, however, when self-propulsion is switched on at low values of Pe and at low densities,
clusters acquire a well defined rotational and translational motion that develops as a result of the
nonzero internal net force acting on the clusters of dumbbells, as discussed in [32]. Thus, the
first phase that one encounters at low area fractions and at small activities is a fluid of rotating
and translating compact clusters. As observed in our simulations with spherical particles, in this
regime, an increase of the particle activity leads to an overall increase of the average size of the
clusters. Further increase of Pe takes the system into a different state. Here, the rotational and
translational velocity of the clusters increases. However, this state is characterized by a fluid of
drifting, rotating, and living clusters. In fact, shear forces within the clusters are now able to break
them apart, and their net velocities are strong enough to make whole clusters collide and merge.
For this range of values of Pe, single dumbbells rarely leave the clusters individually, but mostly re-
arrange over the outer surface of the individual clusters leading to a less defined rotational velocity.
Finally, for even larger forces, the dumbbells are able to fly off the clusters that melt and reduce in
size as observed in the case of the spheres.
The linear, stripe-like aggregates found at high area fractions are similar to those observed for
spheres, and living stripes are also seen at high activity. In contrast to the dynamic maze-like
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Figure 5.3: Cluster size distributions as a function of Pe are shown for spheres at φ = 0.24. At Pe ' 5,
fluids of living clusters are seen, for which particle exchange occurs . At Pe ' 15, there is no longer a stable
cluster size and the system is a fluid. The inset shows the average cluster size for increasing Pe.
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Figure 5.4: Cluster-to-cluster bond order parameter Ψ6 as a function of Pe for φ = 0.24 of the mesophase
formed by active spherical particles.
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patterns observed for spheres, the morphology of the living stripes of dumbbells changes through
large portions of stripes shearing off and fusing with neighboring stripes. This is due to the large
net internal forces that continually break up the stripes. At even larger activities (not shown),
clusters can easily completely melt and reform resulting in a phase characterized by large-scale
density fluctuations as observed in active spheres at large densities and activities.
Figures 5.5 and 5.6 show the structural diagram of the different regions observed in our simu-
lations in terms of the area fraction and the Péclet number, and the corresponding snapshots from
simulations at different conditions, respectively. Figure 5.7 (and its inset) show the cluster size
distributions at low densities for different values of Pe, and the non monotonic behavior of average
cluster size with degree of activity. Finally, Fig. 5.8 shows the angular velocity of a few selected
clusters containing roughly thirty dumbbells in the phase of rotating clusters at low density/low
Pe over time. This indicates that the rotational motion in this regime persists over time, but the
specific direction and velocity of this rotational motion varies from cluster to cluster and depends
on the specific arrangement of the dumbbells constituting each crystallite. The simulations to mea-
sure the angular velocity of the rotors are performed with ε = 50kBT to extend the stability of this
phase against the active forces and better observe its phenomenology.
One of the most exciting new phases for dumbbells is the fluid of rotating clusters observed
at low densities and small Péclet numbers, which unlike the fluid of living clusters obtained with
spherical particles, maintain a constant angular velocity over time. As discussed above, the stability
of the clusters can be enhanced by increasing the strength of the potential ε, however, the overall
order of the meso-phase is disrupted because of their active translational motion. This occurs
because for any configuration of n randomly assembled dumbbellar clusters, a net imbalance of
forces proportional to
√
n will on average develop in a random direction. One could, however,
envision that increasing the repulsive part of the interaction between the particles would create a
sufficiently large energy barrier between the clusters to limit the effect of their active translation (at
low Pe), while keeping their rotational motion unaffected. This would lead to the formation of yet
another phase characterized by a cluster-crystal with spinning sites. Our simulations show that this
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is indeed the case, and we achieved this result by setting εr = 2.5εa in our potential V(r). A similar
analysis for the spheres leads to better defined clusters, but in this case the splitting/recombination
of the clusters − signature of their inner activity −which now occurs at larger Péclet numbers, leads
again to mass transfer to the neighboring sites, and subsequent relaxation of the whole meso-phase.
Movies from our simulations for both spheres and dumbbells can be found in the SI.
5.4 Conclusions
In this chapter we studied the phase behavior of diluted suspensions of self-propelled dumbbells
and spherical particles interacting with a micro-phase separation inducing potential. Specifically,
we considered a pair potential composed of a short-range attraction and a long-range repulsion.
This is a standard potential that has been used extensively in the literature of micro-phase sep-
aration of colloidal particles, and that mimics the interaction of weakly charged particles in the
presence of depletants. Both forces can be easily tuned by either changing the salt concentration
in solution or by increasing/decreasing the density of the depletants.
Our results indicate that for a range of parameters, it is possible to induce the formation of two
previously unobserved states; a spinning cluster crystal, i.e. an ordered mesoscopic phase having
finite size spinning crystallites as lattice sites, and a fluid of living clusters, i.e. a two dimensional
fluid where each "particle" is a finite size living crystallite. The first state develops from the self-
assembly of dumbbells, whereas the second state occurs for spherical particles. We suggest ways
to increase the stability of these states by appropriately selecting the relative weight of the two
competing interactions with respect to the self-propulsion.
Several groups have observed phase separation of self-propelled hard particles at high activity
and area fraction (see for instance [103, 104, 105]). To understand whether a sufficiently large self-
propulsion would overwhelm the role of the repulsive interactions and lead to a re-entrant behavior
as observed in colloidal particles with attractive interactions [106], we performed simulations for
Pe up to 150 and area fractions up to 0.5, but haven’t observed a complete phase separation of the
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Figure 5.5: A summary of all the structures observed in our simulations of active dumbbells as a function
of Péclet number Pe and area fraction φ. In contrast to the spheres, at low values of Pe, clusters rotate and
translate.
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Figure 5.6: Dumbbells at φ = 0.24 showing the variety of phases formed. From left to right: Pe = 0 (static
clusters), 5 (living clusters), 15 (rotating clusters), 40 (fluid phase).
system, suggesting that at least within this range of parameters the long range repulsive tail of the
potential prevents this transition.
Another interesting result that emerges from our simulations concerns the size of the clusters
that form at low densities. For both spherical and dumbbellar particles, we find that the average
size of the crystallites has a non-monotonic behavior with the strength of the propelling forces.
This very result was also reported in [107] for the case of spherical particles. It should be finally
mentioned that our model of active Brownian particles ignores hydrodynamic effects from the sol-
vent. Although there is some evidence that this is not a crucial factor in the formation of living
clusters or micro-rotors, it has been recently shown that hydrodynamics leads to a rotational inter-
action and can affects clusters morphology [108]. Finally, long-range hydrodynamic interactions
may develop between spinning clusters of dumbbells and could destabilize the spinning cluster
crystal phase. Furthermore, More work in this direction is underway.
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Figure 5.7: Cluster size distributions for dumbbells at φ = 0.24 with increasing Pe. The cluster distribution
shifts towards larger clusters and broadens with increasing activity until the system becomes a fluid. The
inset shows the average cluster size for increasing values of Pe.
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Figure 5.8: The angular velocities for several rotoating clusters from a system at φ = 0.24 and Pe = 20 are
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Chapter 6
How and Why Proteins Fold
6.1 Introduction
If we were to peer inside a human red blood cell and examine its interior, we would see a miniature
society in which small molecular machines, called proteins, perform different tasks. Some of the
proteins act as truck drivers, shuttling cargo across the cell. Others play the role of construction
workers, building the scaffolding of the cell. Some are factory workers, assisting with chemical
reactions and manufacturing new protein machines. Finally, some proteins are even warriors,
helping to defend the cell against foreign enemies. Several of examples of proteins that perform







Table 6.1: Different protein functions and associated examples are shown.
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We look more closely at the structure of these remarkable machines, and these proteins resem-
ble tightly coiled balls of yarn. Unlike yarn, these balls are ordered and have various structural
domains - helices, sheets, and loops. Finally, on the molecular level, we find the entire protein
is actually a single chain composed of repeating units of amino acids, much like the polymers
discussed in Chapter 1.
The hierarchical organization of the protein suggests that the amino acid sequence determines
a unique structure, which in turn determines a unique function. This idea was first stated by
Francis Crick, and is known as the “Central Dogma". As with most dogmas, there are doubters
and troublesome counterexamples to contend with. According to the Dogma, a given sequence
will always produce the same protein structure. Amyloid-beta are proteins that can fold into one
normal, healthy structure, but can also fold into an alternate structure that aggregates to form fibrils.
These amyloid fibrils are then responsible for Alzheimer’s disease. This Jekyll-and-Hyde aspect
of certain proteins is a glaring counterexample to the Dogma, one with often fatal consequences.
Misfolding is responsible for a wide range of diseases, including Parkinson’s and type II diabetes.
Given the prevalence and the severity of protein misfolding, it is no surprise that nature has
engineered ways to handle this problem. Chaperones are cellular structures that act as “quality
control” units, are often found near the sites of protein synthesis, and ensure that newly created
proteins have attained the correct structure.
Nature has taken millions of years to evolve chaperones, and we can learn something about
protein refolding by studying these extraordinary cellular structures. One such chaperone is the
GroEL-GroES complex. GroEL has a double-barreled geometry, with each barrel capable of se-
questering misfolded proteins. Once a protein is caged within one of the barrels, GroES attaches to
the barrel and traps the protein within. The protein refolds, the GroES detaches, and the correctly-
folded protein is released back into solution.
Recently, Coluzza et. al identified an alternative mechanism for refolding within the GroEL-
GroES complex [109, 110]. A small pore connects the two barrels of GroEL, and Coluzza et al.
have shown that translocation through the small pore may assist in refolding proteins. We take
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Figure 6.1: A representation of the double-barrel structure of GroEL is shown. Coluzza and coworkers
showed the existence of a small pore connecting the top and bottom barrels, which could assist in protein
refolding.
inspiration from chaperonins to refold proteins via pore translocation, and this is further discussed
in Chapter 7.
Understanding how proteins fold correctly is a necessary step to understanding misfolding.
Many different effects are responsible for protein folding - electrostatics, side chain, salt bridging,
and hydrophobic effects. First we will discuss the phenomenon of polymer collapse, which under-
lies protein folding. Then, we will describe the hydrophobic effect, and explain the HP model.
6.2 Coil-Globule Transition and the Protein Structure
As discussed in Chapter 1, the sign of the monomer excluded volume v determines they attract
or repel. For very negative v, polymer segments attract each other and form a dense globule with
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Figure 6.2: Radius of gyration of a polymer as it undergoes the coil-globule transition [111]. The parameter
ε controls the monomer-monomer attraction strength. As ε increases, the polymer goes from an extended
coil to a collapsed globule.
radius Rgl. The goal is then to find a scaling law of the form N = Rνgl, giving the size of the globule.
Previously, we used a mean-field Flory argument to estimate the energy due to monomer excluded
volume. We return to Eq. 1.2. The free energy density can be expanded in a virial series:
F/V = kBT (vρ2 + v2ρ3 + . . .)










In this way we obtain the scaling exponent ν = 1/3 for a polymer globule. As the strength of
the attraction v increases, the scaling exponent for the polymer size decreases from 3/5 to 1/2 to
1/3, corresponding to the swollen coil, an ideal random walk, and finally, a dense, space-filling
globule.
Fig. 6.2 shows polymers of different lengths undergoing the coil-globule phase transition, and
as N increases, the scaling exponent tends towards ν = 1/3. Experimental data for proteins agrees
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well with this scaling law, over a range of sizes, protein radii scale with the cube root of the mass,
or equivalently, the number of amino acids. Finally, the sharpening drop in Rg at the transition for
increasing N indicates that a phase transition occurs.
From a polymer theory standpoint, all proteins are polymers with a significant fraction of at-
tractive monomers. Then, the coil to globule explanation shows how energetic interactions cause a
chain to adopt a dense globular configuration. However, this completely ignores the unique struc-
tures and functions of the proteins. For example, hemoglobin consists of four subunits, with each
subunit consisting mainly of α-helices arranged in a precise way. Starting from a sequence of
amino acids, the coil to globule argument can only give the size of the collapsed globule.
To study protein folding in detail, Christian Anfinsen and coworkers performed experiments
on bovine pancreatic ribonuclease A, a small globular protein [112]. By adding a reduction agent
and urea to the protein solution, they were able to unfold, or denature the protein. The protein
was “scrambled” and structure-less, and the protein behaved like a real polymer. Then, after re-
oxidizing and removing the urea, the protein refolded and recovered its original enzymatic activity.
The Anfinsen experiment shows that the structural information is “programmed” into the amino
acid sequence, and starting from any scrambled configuration, the protein is able to fold into the
same structure. This unique structure is called the native state, and the coil-to-globule argument
cannot explain how or why the particular native state globule is reached every time. Protein folding
is even more remarkable when one considers Levinthal’s paradox [113, 114, 115]. Cyrus Levinthal
considered a protein sequence of N amino acids. An individual amino acid’s configuration can be
specified by two backbone dihedral angles. Levinthal pointed out that if each dihedral angle had
three possible orientations, the protein sequence would have 32N possible number of configurations.
Even for a small protein with N = 100, this is an astronomical number. If the chain were to
adopt these configurations randomly at picosecond rates, it would take longer than the age of the
universe to go through every possible configuration. However, real proteins such as ribonuclease
A fold in seconds. Therefore, the amino acid sequence encodes not only the native structure, but
also encodes specific pathways, and metastable intermediates that act as “landmarks” along the
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pathways, so that proteins can fold quickly from any scrambled state into the native structure. The
protein folding problem is difficult because the question is not just how a sequence determines
the native structure, but also how it determines whole pathways of intermediate structures that
lead to the native structure. Molecular dynamics simulations are then a useful tool for studying
and visualization of these folding pathways. The resulting high spatial and temporal resolution
of partially folded intermediates allows for direct interrogation of the link between chemistry and
structure at every step along folding pathways.
6.3 Hydrophobic Effect
Figure 6.3: Liquid water H2O prefers to be in a tetrahedral geometry. Left: A water molecule’s oxygen atom
sits in the center, and there are four possible coordination sites to put its two hydrogen atoms. Right: The
presence of a nearby hydrophobic molecule (yellow) removes a coordination site and reduces the entropy
of the system. Therefore, proteins prefer to bury their hydrophobic amino acids in their interior in order to
avoid this entropic penalty.
The hydrophobic effect occurs when water molecules shun hydrophobic amino acids. This
“shunning” effect can be quantified using an elegant entropic argument first given by Ken Dill.
Water prefers to be in a tetrahedral geometry, and in such an arrangement, each molecule has
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four coordination sites. A water molecule has 2 hydrogens to place among the 4 coordination





possible orientations and the entropy is S = kB ln 6. When a
hydrophobic molecule is nearby, water “turns away" from it so and so loses one coordination site.





possible orientations, with S = kB ln 3. The free energy difference is
∆F ≈ −T∆S = kBT ln 2. This quantity is small, but because of their size differences, many water
molecules can surround a single amino acid, and the total free energy penalty can be quite large.
An illustration of the entropic penalty is shown in Fig. 6.3.
This entropic driving force causes proteins in solution to bury their nonpolar, hydrophobic
amino acids in the core and place polar amino acids on the surface.
6.4 The HP Model
Figure 6.4: The chemical structure of an amino acid is shown. Different side-chain “R” groups give the each
of the 22 amino acids their unique chemical properties.
The 22 amino acids share a common chemical structure, shown in Fig. 6.4, and when linked
together to form a protein, form a repeating polymer backbone of {N · C · C} atoms. The “R” side
chains give each amino acid their unique chemical identity, and chemical interactions between
different side chains determine the folded structure of a protein. For example, the amino acid
alanine has a methyl side chain, which is nonpolar. Serine has a hydroxy-methyl group side chain,
which is polar. In solution, alanines will be attracted to other alanines, and will avoid serines.
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Other amino acids have positively charged, or negatively charged side chains, and some are acidic,
others are basic, and these different chemical properties gives rise to many different interactions.
When linked together in a chain, these strong interactions between amino acids will cause the chain
to fold into a globule with structured domains.
To understand complex processes such as ligand-receptor binding, a high fidelity representation
of the underlying amino acid chemistry is required. But if one wishes to study more general proper-
ties of protein folding, simpler models can be used. The Hydrophobic-Polar (HP) model represents
every amino acid as a hydrophobic or polar sphere. This binary scheme is capable of folding into
α-helices and β-sheets, the two most important secondary structure motifs. For example, a re-
peating {HPPHHPPH} sequence has been shown to fold into a four-helix bundle, reminiscent of
hemoglobin. Similarly, a repeating {HPHPHP} sequence will fold into a β-sheet [116]. Though
HP models cannot model the function of a protein, they can give insight into its folding pathways.
HP models have also been used to design two-state proteins, whose sequence can fold into both a
native state and a misfolded state. This allows one to study the pathways that result in misfolding,
and serves as a platform to design mechanisms to prevent and repair misfolded proteins.
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Chapter 7
Using Nanopores with Grafted Polymer
Brushes to Refold Misfolded Proteins and
Break Aggregates
A protein’s function is determined in large part by its sequence of amino acids and its folded
configuration. The latter is often unique for a given sequence and the protein function is tightly
coupled to the correct realization of the native structure. There are many catastrophic events that
can take place when just a few proteins fail to reach their functional configuration [117]. In par-
ticular, a major obstacle along the correct folding pathway of a protein is represented by potential
aggregation with other copies of the proteins. Such aggregates can form precipitates in the in
vitro refolding experiments dramatically reducing the yield, or in vivo the formation of large clus-
ters can be lethal to the cells and in the long term cause serious diseases such as Alzheimer or
Parkinson’s [118, 117, 119, 120, 121, 122, 123, 124, 125, 126, 127, 128, 129]. Hence, misfold-
ing and subsequent aggregation can pose a significant risk to all living organisms. In light of this
risk, evolutionary pressure has developed complex protection mechanisms against misfolding. For
instance, in prokaryotic cells the GroEL/GroES chaperonin complex acts as an effective protec-
tion against misfolding and aggregation [130, 131, 132, 133, 134, 135, 136]. The GroEL/GroES
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chaperonin is a double barreled complex with two large cavities, in which misfolded proteins are
captured and isolated for a long time (∼ 15s) and at considerable energy cost (7 ATPs per protein
or 14 per cycle). The working principle of the GroEL/GroES has not been fully elucidated, but
the consensus is that its main function is to segregate misfolded proteins from the cytosol and into
a molecular cage, and in this way, completely avoid aggregation. Secondly, the GroEL complex
helps the trapped proteins to escape from misfolded configurations. [136, 109, 137, 138]. Recently
Coluzza et al. [110, 109] have postulated an additional reaction pathway for the GroEL/GroES
complex that involves translocation through the equatorial region that connects the two barrels.
In their work, the authors demonstrated that translocation through a narrow pore is an efficient
method to help proteins leave local minima regardless of their sequence of amino acids. Although
such a pathway has not yet been experimentally investigated, it offers an interesting design princi-
ple for a device that could be used in vitro to promote the correct folding pathway and bypass the
aggregation pitfalls.
Using computer simulations, we find a soft cylindrical pore, internally decorated with a poly-
mer brush, as an optimal design for an artificial chaperon. Our results have been obtained with
computer simulations of off-lattice protein models that have been used in the past to elucidate the
refolding action of the GroEL/GroES chaperonin [138, 139]. As a proof of concept, we show how
misfolded proteins and aggregates driven by a flow through the soft nanopore are easily broken
forced to break apart and unfold, thus allowing a second chance to refold in to the correct native
state. In contrast to small slits or small diameter hard nanopores, the larger soft pore is not clogged
by the proteins. Forced translocation through the grafted polymer brush disrupts the protein struc-
ture and subsequently unfolds it. Aggregate-breaking occurs in a similar fashion. As aggregates
are forced through the nanopore, single proteins are peeled off by steric interactions with the brush,
resulting in separated proteins. This allows the proteins to refold in condition similar to isolation
conditions.
The working principle of our artificial chaperone is significantly different from shear based
unfolding methods, because the latter is known to promote aggregation under the effect of the
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flow [140], while the artificial chaperon works exactly in opposite direction preventing aggrega-
tion. Recently, Yuan et al. [141] proposed an experimental protocol to enhance the refolding of
several proteins using a combination of shear and urea. Their result show successful refolding
and dis-aggregation of clusters of several proteins. A shortcoming of their technique is that their
experimental parameters needs to be tailored to the specific protein treated. Conversely, an advan-
tage of the soft nanopore is that the designed geometrical properties of the cylindrical pore should
guarantee the proper refolding activity for a wide range of protein sizes and cluster sizes regardless
of the specific sequence of the protein.
7.1 Methods
We examine two frustrated proteins described by different off-lattice, coarse-grained models. Both
are two-state proteins with a metastable and native state. One is a 27 residue HP model α − β
sandwich protein introduced by Jewett et. al. The other is a 54 residue Go-model protein of the
2GYC-X segment with only short-ranged interactions. The grafted cylindrical polymer brush is
described by tethered, fully flexible chains of hard beads. The grafting lattice size d, cylinder
radius rcyl, cylinder length hcyl, and the monomer number per tethered polymer Nm determine the
nanopore. We use Nm instead of the usual brush height because the brush tilts under flow. Unless
specified otherwise, the cylinder has radius rcyl = 8.5σ and length hcyl = 60σ. Both protein beads
and polymer beads have the same diameter σ, and the monomer number are reported as the number
of beads along one polymer. Snapshots of the system are shown in Fig. 7.3.
All simulations were produced using the LAMMPS software package. We model the cylin-
drical brush as fully flexible chains of Weeks-Chandler-Andersen (WCA) particles with diameter
σ connected with harmonic springs with the potential V(r) = K(r − r0)2, with K = 200kBT and
r0 = σ. Grafted particles are arranged in a hexagonal lattice with lattice spacing d0 = 1.7σ, at a
distance rcyl from the cylinder center. An additional repulsive WCA wall is placed at rcyl.
The HP protein is a one-bead model with hydrophilic, hydrophobic, and neutral residues that
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interact via a generalized Lennard-Jones potential V(r) = 4ε((σr )
12 −Λ(σr )
6). Beads are connected
with harmonic springs of the form Vpb(r) = 200kBT (r − σ)2 and angles of the form Vba(r) =
40kBT (θ − θ0)2, where θ0 = 1.8326 in radians. The 27 bead sequence of the HP protein is:
(LB)3N2(BL)3N3(B2L2)2BL















The interaction matrix for Λ is:
B L N
B 1 0 0
L 0 -1 0
N 0 0 0
The 24-angle dihedral sequence give rise to α-helices, β-sheet regions, and turns. Starting from
the N-terminus, the sequence is: β4T3β5T2α10. The dihedral potential is: Vta(φ) = −A cos6(
φ−φα
2 ) −
B cos6(φ−φβ2 ) where φα = 1.0 rad and φβ = π. For α-helices, A = 6εh, B = 5.6εh. For β-sheets,
A = 5.6εh, B = 6.0εh. For turns, A = B = 0.
The Go protein is a Go model representation of the X domain of the 2GYC protein. Residues
are represented by single beads and have repulsive WCA interactions for excluded volume, and
successive beads are connected with the same harmonic bonds as the brush polymers. An Go-
type interaction matrix is created by reading the PDB structure, then using the coordinates of the
Cα atoms as the minimum for Gaussian wells with well depth εG = 2kBT and variance 2. The
Go protein only has short-ranged interactions, such that pairs of residues further than 4σ do not
interact. Due to the large number of pair interactions, the full sets of pair interaction matrix, angle
interactions, and dihedrals for the Go protein will be published online and is available at request.
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Langevin dynamics were used for both the translocation simulations and for the free energy
calculations, with a damping coefficient of 0.1 τ0. Timesteps are given in units of τ0 =
√
mσ2/ε.
Protein translocation is achieved by a constant force on every protein and polymer brush bead,
modeling pressure-driven flow, and driving force f is reported in units of kBT/σ.
Reference native and metastable states were produced by first equilibrating proteins at high
temperature, running folding trajectories for a minimum of 108 timesteps, then minimizing the
energy of the resulting structures.
We use the root-mean-square deviation (RMSD) of atomic positions between a given con-
figuration and the reference native or metastable configurations as a collective variable for free
energy calculations and as a way to characterize configurations along translocation trajectories.
The RMSD describes the average distance between particles in two superimposed configurations












where ~r iA is the position of particle i in configuration A, and ~r
i
B refers to the position of the same
particle in configuration B. We report RMSD in units of σ. Note that because RMSD describes
relative distances for a specified protein, it is not meaningful to compare RMSD values between
two different proteins.
Free energy landscapes were calculated using the well-tempered metadynamics method. We
used four replicas, and hills with weight 0.05 kBT and width 0.1σ were deposited every 2000
timesteps, with bias temperature 10 kB/ε, and the landscapes were checked for convergence.
7.2 Results
The free energy landscapes of the individual HP and Go proteins are presented in Fig. 7.1 and 7.2,
and show there are two distinct basins of attraction, corresponding to the native and metastable
states, and the basins are separated by barriers larger than 10kBT . These large barriers ensure that
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Figure 7.1: Free energy landscape of the HP protein. RMSDs along a translocation trajectory beginning in
the misfolded state and refolding resulting in the native state are plotted, showing the unfolding-refolding
mechanism. The color bar shows free energies in units of kBT .
spontaneous transitions between the two states are extremely unlikely. The native states of the HP
protein have an RMSD-to-native value < 1, and the Go protein native states have an RMSD-to-
native value . 1.8. For the HP protein, the RMSD-to-misfolded collective variable reveals that
its native and misfolded basins are quite rugged. The RMSD-to-misfolded is less insightful for
the Go protein. For both proteins, the two-dimensional free energy landscape helps to visualize
unfolding-and-refolding translocation trajectories between the native and metastable states.
We perform driven translocation of the HP and Go proteins through nanopores with Nm = 13
and driving force f = 8kBT/σ, and visual inspection of the trajectories show that the protein
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Figure 7.2: Free energy landscape of the Go protein. RMSDs along a translocation trajectory beginning in
the misfolded state and refolding resulting in the native state are plotted, showing the unfolding-refolding
mechanism. The color bar shows free energies in units of kBT .
94
CHAPTER 7. PROTEIN REFOLDING IN NANOPORES
Figure 7.3: Three snapshots along a translocation trajectory of the HP protein are shown. Left: the
metastable protein is outside the pore. Center: the protein begins to unfold as it is squeezed into the brush.
Right: the unfolded protein exits the pore.
is forced to unfold when it is pushed through the brush-coated nanopore. Snapshots of a typi-
cal translocation trajectory are ill in Fig. 7.3. The RMSDs of configurations along translocation
trajectories are plotted on the free energy landscapes in Fig. 7.1 and 7.2, and show that the translo-
cation forces the protein to explore regions of configuration space extremely far from the native
and metastable basins of attraction and to adopt structures with free energies greater than 20kBT .
Once the unfolded protein exits the brush-coated pore, it is able to refold.
To quantify the refolding, we performed 200 translocation trajectories of metastable HP and
Go proteins through nanopores with Nm = 13 and driving force 8kBT/σ, and units are given in
the Methods section. The RMSDs of the proteins before translocation, and after translocation and
refolding, are shown in Fig. 7.4. After translocation and refolding, a significant fraction of na-
tive state proteins are recovered. Inspection of configurations along translocation shows that in
order to enter the nanopore, the proteins must first unfold and adopt a linear geometry, as illus-
trated in Fig. 7.3. After exiting the nanopore, the proteins are then able to refold. We note that
post-translocation, folding into the native state is not guaranteed, and it is the underlying protein
sequence and energetics that determine the fraction of native state proteins obtained.
To better understand the unfolding action of the soft nanopore, we explore combinations of
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Figure 7.4: Histograms of the RMSDs of the HP (left) and Go (right) proteins before and after translocation,
with Nm = 13 and f = 8 kBT/σ. Starting with ensembles of metastable proteins, forced translocation
through the nanopore helps to unfold the proteins and give them a second chance to fold into the native
state.
different forces f and monomer number Nm for a nanopore of radius 8.5σ. Twenty trajectories
of the HP protein are driven through the nanopore for every combination of parameters, and the
results are shown in a structural diagram in Fig. 7.5. The diagram reveals a region of parameter
space for which the soft nanopore can unfold the protein. At small Nm, the protein successfully
translocates and is unaffected by the nanopore. At large Nm, the protein cannot enter the pore,
corresponding to a clogged nanopore. However, at Nm = 12 − 14, the protein is able to enter
the pore, and the combination of the driving force and steric interactions with the polymer beads
unfolds the protein.
Proteins that unfold are always driven through the nanopore center, and this suggests that the
monomer density profile of the polymer brush plays an important role in unfolding proteins. Plots
of radial monomer density profiles of the grafted polymers are shown in Fig. 7.6 (left) for pores
with different number of monomers Nm and driving forces f . The density profiles correlate the
unfolding success rate to the monomer number of the polymer. At short Nm, there is a large
density gap at the pore center, and the proteins pass through the pore unperturbed. At large Nm, the
nanopore is completely filled with polymer beads, completely blocking proteins from entering the
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Figure 7.5: Structural diagram showing the unfolding rates for the HP protein using nanopores with varying
monomer number Nm and driving forces f . The color bar shows unfolding efficiency rates. Simulations
reveal a region of parameter space in which unfolding can occur. Unfolding is defined as having a RMSD >
2 upon exiting the nanopore. Circles denote successful unfolding, and their relative sizes scale with the
unfolding efficiency. Squares denote translocation without unfolding, and x’s denote no translocation.
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Nm = 13, f = 2 kBT/σ
Nm = 13, f = 4 kBT/σ
Nm = 13, f = 6 kBT/σ
Nm = 13, f = 8 kBT/σ
Nm = 13, f = 10 kBT/σ
Nm = 13, f = 12 kBT/σ
Nm = 13, f = 14 kBT/σ
Figure 7.6: Radial monomer density profiles of the soft nanopore are shown. Left: Increasing the monomer
number Nm shrinks the density gap at the pore center. Right: Stronger flow forces f cause tilt the polymer
chains, thereby increasing density gap. For Nm = 13 and f = 10kBT/σ, the density profile has a gap whose
width is smaller than the protein, and these parameters correspond to the highest unfolding rate.
pore. At intermediate Nm, there is a density gap at the pore center, and these are the parameters that
give the highest unfolding efficiency (see Fig. 7.5). This density gap plays the role of an effective
pore size, and when the density gap is ≈ 4σ, or several residues wide, translocation then results in
protein unfolding. Sharper curvature of the density gap corresponds to higher unfolding efficiency.
Therefore, the monomer number of the grafted polymers determines the monomer density profile,
which creates an effective pore size, and this pore size corresponds to the unfolding efficiency.
Fig. 7.5 also shows that the unfolding efficiency varies with the driving force, and plots of the
monomer density profiles in Fig. 7.6 (right) help to elucidate this. At small driving forces, the
chains stretch towards the nanopore center, as with a standard polymer brush. At large driving
forces, polymer chains tilt towards the nanopore walls and are stretched axially along the flow
direction. This tilting of the polymers increases the density gap at the center of the pore. Fig. 7.6
(right) shows how the driving force affects the width and curvature of the density gap. Again,
smaller widths and sharper curvatures of the density gap correspond to higher unfolding efficiency.
In addition to the monomer number, the driving force also affects the monomer density gap, and is
a second control parameter that determines the unfolding efficiency.
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As shown in Fig. 7.4, at the best combination of force and nanopore monomer number, the Go
protein also achieves similar unfolding success rates. This is a remarkable result, as the Go protein
is comprised of a completely different model and has very different energetics. Furthermore, the
Go protein is larger than the HP protein, having twice as many residues as the HP protein. This
shows that the unfolding action of the soft nanopore is independent of both the sequence and size of
the protein, and is principally determined by the monomer density profile. If the density gap in the
monomer density profile is smaller than the size of a protein, translocation through the nanopore
will unfold the protein.
Figure 7.7: Left: Dimer of two HP proteins. Center: dimer entering the pore. Right: two separate proteins
exit the pore.
Unfolding proteins is the principal function of the soft nanopore, and as shown in Fig. 7.4,
depending on the underlying thermodynamics of a protein, a significant fraction of metastable pro-
teins may be recovered after translocation. However, repeated translocation through the nanopore
will increase the yield of native proteins.
We now turn to aggregates, or clusters of proteins. Protein aggregates, as collections of
metastable proteins bound to one another, can be viewed as a metastable state in and of them-
selves. We demonstrate that the forced translocation through the soft nanopore can break apart
protein aggregates. Cofolding the HP protein at high densities results in a dimer. Out of 100
translocation events for a soft nanopore with Nm = 13 and driving force 8kBT/σ, 91 dimers are
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Figure 7.8: 9-mer of the HP protein created by co-folding at high densities.
Figure 7.9: The 9-mer is broken into smaller pieces after exiting the soft nanopore.
broken and unfolded, resulting in pairs of proteins separated by a distance of at least 10σ. This
separation distance of the proteins after translocation is crucial in allowing the proteins to refold
independently and to prevent re-aggregation.
We also create a 9-mer aggregate by co-folding the HP protein at extremely high concentra-
tions, which can be viewed as an example of a kinetically trapped, metastable state. We emphasize
this is a worst-case scenario for aggregation, as cofolded aggregates are much more strongly bound
than aggregates of already-folded proteins. We use a larger nanopore with rcyl = 12σ, hcyl = 93σ,
grafting lattice size 1.7σ, Nm = 19, and driving force 8kBT/σ. Translocation under these con-
ditions breaks the 9-mer and results in single separated proteins and several entangled proteins.
Though entangled proteins can refold into aggregates, repeated forced translocations through the
soft nanopore will eventually break the smaller aggregates into individual proteins. Work is cur-
rently underway to systematically characterize the aggregate breaking efficiency of translocation
for intermediate sized aggregates.
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7.3 Discussion
The curvature of the monomer density profile can be interpreted to be a shear stress on the proteins
and aggregates. The total force on protein residues in regions of low monomer density is approx-
imately equal to translocation force, while residues in regions of high monomer density cannot
move, and so the total force is zero. This difference in forces across the protein is a shear stress,
and it is known that shear can unfold polymer globules.
Alexander-Katz and coworkers studied the shear-induced unfolding of von-Willebrand (vWF)
factor proteins, and by modeling blood flow within blood vessels as a constant shear and the protein
as a polymer globule, showed that unfolding occurs above a critical shear rate. They used a simple
scaling theory to show that the critical shear rate depends on both the monomer interaction energy
as well as the size of the globule. Beginning with a protrusion from a globule, they showed that
by balancing the cohesive force on the protrusion, from surface tension, with the drag force on
the protrusion, scaling laws for the critical shear rate can be derived. The critical shear rate γ̇ for




ε2 R/a, Hydrodynamic Interactions
Here, ε is the bead-bead attraction, a is the monomer size, and R is the globule radius.
The vWF unfolding studies were performed with a linear shear profile. In contrast, the density
profiles of the soft nanopore result in a sharply curved shear profile, and as shown in Fig. 7.6,
the curvature of the shear profile can be tuned by varying both the monomer number, the brush
grafting density, and the translocation force. It may be possible to increase the effective shear on
the protein by creating density variations in the polymer brush, for example, by using a mix of
longer and shorter chains. This would create a monomer rugged density profile and could increase
the unfolding or breaking efficiency of the soft nanopore.
We have shown that translocation through a nanopore with a polymer brush interior is capable
of unfolding proteins and breaking aggregates. One shortcoming of the soft nanopore is that unlike
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a molecular chaperone, it does not distinguish between native and misfolded proteins; the effective
shear unfolds all proteins regardless of their structure. We return to the well-shaped density profile
(for Nm = 11 and f = 10 kBT/σ in Fig. 7.6) and note that at the center, there is zero shear, whereas
towards the sides, the sharply increasing density profile corresponds to high shear. This trend
mirrors that of Poiseuille flow in pipes, in which pressure-driven flow results in a parabolic solvent
velocity profile.
Jendrejack and coworkers studied the dynamics of flexible DNA flowing in microchannels [142,
143, 144], and showed that due to the parabolic solvent velocity profile, the DNA stretches more
near the walls, where the shear rate is high, and stretches little at the channel center, where there is
no shear. They also showed at higher solvent velocities, the DNA tends to remain near the channel
center and away from the walls. This suggests an idea for a nanopore device that shears misfolded
proteins near the walls, where the shear is high, while native-state proteins flow through the center,
where there is no shear. Then, a device that can distinguish between misfolded and native pro-
teins and capture only misfolded proteins to the interior surface will selectively unfold misfolded
proteins.
One way to distinguish misfolded from native proteins is through their different surface hy-
drophobicity. Protein folding to the native state is largely driven by burying hydrophobic residues
in the interior. When proteins fail to do so, this results in a misfolded structure with a larger fraction
of hydrophobic residues on the surface, and it is these “greasy” surfaces of misfolded proteins that
further drive protein aggregation. Therefore, misfolded proteins and aggregates will experience a
larger attraction to a hydrophobic surface. A nanopore device with hydrophobic interiors can then
selectively capture misfolded proteins.
Protein adsorption on hydrophobic surfaces has been extensively studied. Whitesides showed
that the adsorption rate can be controlled by tuning the hydrophobicity of self-assembled organic
monolayers [145]. Others have shown that surface adsorption distorts protein conformations [146].
Indeed, proteins can even adsorb onto polymer brushes [146]. As mentioned, In every case, attrac-
tive interactions between hydrophobic residues and surfaces cause proteins to adsorb and swell.
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With this mind, we consider a smart nanopore that leverages two physical principles: shear
forces due to the solvent flow profile and protein adsorption on hydrophobic surfaces. The opera-
tion of the “smart” nanopore is as follows: native proteins will flow on unperturbed in the nanopore
center, while misfolded proteins will be attracted to and captured by the hydrophobic walls, where
the solvent shear is the largest. Then, a combination of adsorption and shear will unfold the mis-
folded proteins. This method should greatly simplify purification by combining separation and
refolding into a single step.
7.4 Preliminary Results
For this particular study, we consider the protein as a fully flexible polymer of N beads of radius
σ and mass M connected by harmonic springs. The springs have the potential Vs(r) = Ks(r − r0)2,











, which is cut at 2.5σ. The cylindrical wall interacts with the polymer with the
same LJ potential, with σw = 0.5σ. For the repulsive wall, the potential is cut at 21/6 σw. For
the attractive wall, the potential is cut at 2.5σw. Following Alexander-Katz and coworkers [111],
we set the bead attraction to ε = 2.08 kBT , which yields a strongly collapsed polymer globule at
equilibrium.
We use a Multiparticle Collision Dynamics (MPCD) solvent that correctly accounts for the
solvent flow profile and polymer bead-bead and bead-wall hydrodynamic interactions. MPCD is a
particle-based algorithm for solvent hydrodynamics that can easily be coupled to solute molecular
dynamics [147]. MPCD consists of alternating streaming and collision steps. The streaming step
consists of updating the positions:
xt+1i = x
t
i + vi∆t (7.1)
In the collision step, particles are sorted with a grid of size a, and the velocities are updated
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Figure 7.10: The purple line shows the velocity profile for a pure SRD fluid with forcing strength g =
0.01 kBT/a, and agrees with the solid green line shows the analytical expression for Poiseuille flow. The
dashed blue line shows the critical shear rate γ̇ = 0.12 τ−1 found by Alexander-Katz and coworkers [111].
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Figure 7.11: A snapshot of an unfolding event for g = 0.006 kBT/a and εw = 5.0 kBT . A combination of






i − uξ) (7.2)
Here, uξ is the center-of-mass velocity of all particles within bin ξ, and R is a stochastic rotation
matrix.
We choose our solvent parameters to match those of previous MPC studies of polymers in
microcapillary flows [148], and they are as follows: the solvent timestep is ∆t = 0.τ0, the stochastic
rotation angle π/2, the average solvent particles per bin ρ = 10, fluid mass m = M/ρ, the fluid mass
density % = ρm/a3, the grid size a = σ, and the MD timestep ∆tMD = 5 × 10−3 τ0. The nanopore
radius is R = 10σ, and we study various pore lengths from L = 50σ to 100σ. Pressure-driven
flow is achieved by applying a constant force g in the axial z direction to all fluid particles, and the
measured velocity profiles agree with the analytical solution to the Stokes equation, as shown in
Fig. 7.10.
105




















































Figure 7.12: Trajectories for g = 0.008 kBT/a are shown at different values of εw. Left: Axial end-to-end
distances Rz/Na. Right: Normalized radial distances rcm =
√
x2cm + y2cm from the nanopore center. At low
attraction to the wall εw = 1.0 kBT , the polymer remains a globule. At εw = 5.0 kBT the polymer approaches
the wall and several stretch-and-unfold events occur. At εw = 7.0 kBT , the polymer adsorbs on the wall and
many stretching events occur. At εw = 8.0 kBT , adsorption to the wall suppresses stretching.
We set kBT = 1 and τ0 =
√
ma2/kBT . All simulations were run for a minimum of 4 × 107 τ0
time steps. All simulations are performed with a modified version of the LAMMPS molecular
dynamics software package. The currently available MPCD algorithms use an older algorithm
for the solvent-wall interaction that incorrectly models flowing solvents and we had to update the
algorithms. This updated MPCD code will eventually be made public.
We perform simulations at a low forcing strength g = 0.008 kBT/a and increase the wall
attraction εw, and measure the axial end-to-end distance Rz and the radial distance of the polymer
center-of-mass rcm. The results are presented in Fig. 7.12. At εw = 1.0 kBT , the polymer remains a
globule and does not approach the wall. At εw = 5.0 kBT , several stretch-and-unfold events occur
when the polymer is near the wall. However, the polymer detaches quickly from the wall and
does not remain bound. Here, the interplay of shear forces and the hydrophobic wall is sufficient
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to initiate unfolding events. At εw = 7.0 kBT , the polymer resides by the wall for a sufficiently
long time to allow repeated unfolding events. Finally, at εw = 8.0 kBT , an interesting re-entrant
behavior appears, where strong adsorption to the wall suppresses stretching. This case will be
discussed later.
To better understand the interplay of solvent shear and wall hydrophobicity, we scan a range of
parameters and obtain a structural diagram for different forces g and attraction strengths εw. The
results are presented in Fig. 7.13, in which the color bar shows the variance of the axial end-to-
end distance 〈R2z − 〈Rz〉
2〉 for each set of parameters. We discuss first the low attraction regime
εw = 1.0 kBT , for which the polymer remains globular up to g ≈ 0.008kBT/a. At g = 0.012 kBT/a,
large fluctuations in the polymer shape are seen and several unfolding events occur. At this value,
if one approximates the solvent flow profile as a constant shear, the shear rate is roughly half that
of the critical shear rate found by Alexander-Katz and coworkers. This suggests that the curvature
of the solvent velocity profile enhances the shear stress on the globule.
Fig. 7.13 shows that from g = 0.004 − 0.008 kBT/a, unfolding occurs above certain values for
εw. And importantly, the polymer does not unfold at small values of εw. This means that at these
parameters, nanopores can selectively capture and refold misfolded proteins and aggregates, which
have larger attractions to the wall, while native proteins, which have less attraction to the wall, will
flow on unperturbed.
Suppression of stretching is observed for εw = 8 kBT occurs for a range of forces g = 0.006 −
0.010 kBT/a. Visual inspection of the trajectories show that configurations at εw = 7.0 kBT are
more globular and extend further away from the wall, whereas configurations at εw = 8.0 kBT
are flattened on the wall. Flatter configurations reduce the shear stress on the polymer, and this
suppresses the frequency of stretching events. More detailed analysis of these conformations will
be performed.
107
CHAPTER 7. PROTEIN REFOLDING IN NANOPORES
Figure 7.13: Structural diagram for different wall attractions εw and forces g, showing the averaged variance
in Rz of the polymer in the colorbar. Only variances greater than 2 are shown, and the dashed line is a guide
to the eye demarcating the region where globule unfolding occurs. For the range g = 0.004 − 0.008 kBT/a,
unfolding occurs at larger wall attraction, but the globule is undisturbed at low wall attraction. Nanopores
at these parameters can be used to selectively capture and refold misfolded proteins and aggregates.
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7.5 Outlook
As noted by Jendrejack and coworkers, at increasing flow velocities, polymers become localized to
the channel centerline, and this can be thought of as an effective hydrodynamic repulsion from the
wall. Though the frequency of reaching the wall is diminished at higher velocities, once the poly-
mer is captured, unfolding can occur. Even so, we are studying the radial probability distributions
to see the interplay of hydrodynamic repulsion and wall attraction.
Work is ongoing to understand the mechanisms of protein unfolding in the nanopore, and we
are applying polymer theory to explain how protrusions form under shear flow. Also, as noted by
Alexander-Katz and coworkers, a polymer globule is constantly rotating under shear forces, and
because of this, short protrusions are immediately wound back into the globule. We are continuing
to study how the attractive wall affects rotations of the globule, and its effects on globule unfolding.
Future work will involve extending the parameter ranges of the structural diagram in Fig. 7.13.
We will also study different globule sizes and study polymer aggregates. The next step will then
be to put in the HP model mentioned earlier and its aggregates. Finally, we have begun to study
nanopores decorated with hydrophobic patterns.
7.6 Conclusions
Taking inspiration from molecular chaperones, we have shown how forced translocation through
a soft nanopore with an interior polymer brush can unfold proteins and aggregates. This works
because the curvature of the monomer density profile acts as an effective shear stress on the pro-
teins. However, the soft nanopore cannot distinguish between native and misfolded proteins, and
unfolds them both equally. By leveraging the principles of a parabolic solvent velocity profile with
the greater surface hydrophobicity of misfolded proteins, we proposed that forced flow through
a smart nanopore with hydrophobic walls can capture and refold walls. Preliminary results show
that there is a range of forcing strengths and wall attractions that result in successful capture and
unfolding.
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One route to creating the soft nanopore is to use short polymer brushes. By changing the
composition of a mixed hydrophobic-hydrophilic brush, one can tune the brush hydrophobicity.
Then, this provides the connection between the soft and smart nanopore. For the soft nanopore,
long, densely grafted repulsive polymers are used to create an effective shear profile with sharp
curvature. For the smart nanopore, short hydrophobic polymers are used to selectively capture
misfolded proteins, and the solvent velocity profile provides the shear. Finally, we suggest that
different flow profiles with even sharper curvature, such as the plug-shape from electro-osmosis,
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