Abstract. We solve a joint similarity problem for pairs of operators of FoiasWilliams/Peller type on weighted Bergman spaces. We show that for the single operator, the Hardy space theory established by Bourgain/Aleksandrov-Peller carries over to weighted Bergman spaces, by establishing the relevant weak factorizations. We then use this fact, together with a recent dilation result due to the first author and R. Rochberg to show that a commuting pair of such operators is jointly polynomially bounded if and only if it is jointly completely polynomially bounded. In this case, the pair is jointly similar to a pair of contractions by Paulsen's similarity theorem. 
The map π is completely bounded on A(D d ) if and only if the operators T 1 , . . . , T d are jointly completely polynomially bounded which means that there is a constant C > 0 such that, for all integers n ≥ 1 and for every n × n matrix of polynomials ( p ij ),
When d = 1, the operator T 1 satisfying (0.2) is said to be completely polynomially bounded.
If the operators T 1 , . . . , T d are jointly polynomially bounded then it does not necessarily follow that the d-tuple is jointly completely polynomially bounded, even if d = 1. This was recently settled in [Pi] ; [DaPa] contains a simplified and more direct proof. The most general necessary and sufficient condition for a commuting d-tuple (T 1 , . . . , T d ) to be jointly completely polynomially bounded is given by the following theorem, recorded below for future reference, and due to Paulsen, [Pa] , [Pa1] . Theorem 1. [Pa] , [Pa1] We restrict our attention to the cases d = 1 and d = 2. Combining Theorem 1 with the existence of commuting unitary dilations for a pair of commuting contractions [An] , we obtain a necessary and sufficient condition for a pair of commuting operators (T 1 , T 2 ) to satisfy (0.2) for some constant C > 0. Namely, this happens if and only if there exists an invertible operator S such that S −1 T i S ≤ 1, i = 1, 2; in other words, if and only if the operators T 1 and T 2 are jointly similar to a pair of contractions.
The class of operators considered here are analogues of those studied in [FW] , [Pe] , [Bo] , [CCFW] , [F] , [AlPe] , [Pi] , and [DaPa] , but defined on the direct sum of two weighted Bergman spaces, instead of two copies of Hardy space. For a real number α > −1 we define the probability measure µ α on D by
where A denotes the area measure on the unit disk D. We let T α denote multiplication by z on the weighted Bergman space L 
Our main result in Section 3 is Theorem 2 which says that if R b is polynomially bounded then it is similar to the direct sum T where S is the Hardy shift and H b is a usual Hankel matrix, was established in the combined results of [FW] , [Bo] , and [AlPe] and was extended to the case of shifts of finite multiplicity, where H b is now a vectorial Hankel operator, in [DaPa] . The result does not hold for the shift of infinite multiplicity. Indeed, Pisier's example of a polynomially bounded operator which is not similar to a contraction is of the form in (0.5) where S is the shift of infinite multiplicity and H b S = S * H b , [Pi] . The key to the solution of the similarity theorem for operators of the form (0.5) given in [AlPe] is a weak factorization result for derivatives of functions in H 1 (D). In section 2 we prove the L 1 a (µ α ) analogue of this result, Proposition 5, and use the same methodology as in [AlPe] and [DaPa] to prove the one-variable similarity result, Theorem 2.
In the remainder of the paper we turn our attention to the two-variable problem by considering pairs of the form (R b , R −b ). A straightforward computation reveals that, for every polynomial p(z, w),
where
Since T β is a contraction, von Neumann's inequality implies that the pair (T * β , T * β ) satisfies (0.2) with constant C = 1. The same result (for the same reason) holds for the pair (T α , T α ). It follows that the pair (R b , R −b ) is jointly (completely) polynomially bounded if and only if ∆ b extends to a (completely) bounded map of the bidisk algebra,
; in other words, if and only if there is a constant C > 0 such that for all integers n ≥ 1 and for all n × n matrices of polynomials (p ij ),
We show in Theorem 5 that if ∆ b is bounded on A(D 2 ) then it is completely bounded. We do this by realizing ∆ b as a pushout of a completely bounded derivation δ γ , γ = α/2 + 1, which is defined in (4.3). In other words, we will show that if
A is a weighted Hankel operator) and such that
The construction is based on a dilation result from [FRo] and the fact that, for a polynomial p (z, w) 
Here M z i is multiplication by the i th coordinate function z i , i = 1, 2, acting on the Hilbert space generated by the kernel
but, for 0 < γ < 1 (i.e., −1 < α < 0), the operator M z 1 is not even power bounded and hence, the pair (M z 1 , M z 2 ) is not jointly polynomially bounded.
Nevertheless, we do show in Theorem 4 that δ γ is completely bounded on A(D 2 ) for all γ > 0 (i.e., for all α > −1), by exploiting a well known characterization of the Bloch class in terms of Carleson measures on Bergman spaces given in Proposition 1.
As a corollary to Theorem 5 we deduce that the pair (R b , R −b ) is jointly polynomially bounded if and only if it is jointly completely polynomially bounded and thus, by Theorem 1 and Ando's dilation theorem, if and only if the operators R b and R −b are jointly similar to a pair of contractions. Furthermore, a necessary and sufficient condition for the pair to satisfy the estimate in (0.1) is that the single operator R b is polynomially bounded, Corollary 1. It is still an open problem if the analogue of Theorem 5 (or Corollary 1) holds for a pair of operators of the form in (0.5). This problem was brought to our attention by Paulsen. It appears that the situation in the Hardy space may be quite different. Pisier has constructed in [Pi1] a pair of operators (using the shift of infinite multiplicity) each of which is similar to a contraction (hence polynomially bounded), but the pair is not jointly polynomially bounded. These operators do not have Hankelian entries in the (1,2) corner, nor is the difference between the (1,2) corners a Hankel operator. For this reason, Pisier's example falls outside the scope of our framework but this leads to an interesting open question. Namely, what can be said about Pisier's pair in the context of (weighted) Bergman spaces?
The paper is organized as follows. Section 1 contains the relevant facts on weighted Bergman spaces and Bloch functions that will be used throughout the paper. The results in Section 1 are well known; the book [Zhu] is a good reference. Section 2 contains weak factorization results for weighted Bergman spaces and boundedness criteria for weighted Hankel operators between Bergman spaces. Good references for material on Hankel forms between weighted Bergman spaces include [AFP] , [Ax] , [Ja] , [JaPe] , [PeRo] [Ro] , [RoWu] , [Wu] and [Wu2] . Section 3 contains the proof of the one-variable similarity result and Section 4 is devoted to the two-variable case. We also include in Section 4 the relevant details from the dilation result in [FRo] that is fundamental in the proof of the joint similarity result.
Acknowledgements: The first author would like to thank R. Rochberg for clarifying the extent to which Corollary 1 holds in full generality (i.e., for all α > −1) by improving the dilation result in [FRo] .
Preliminaries on weighted Bergman spaces
The weighted Bergman space (on the unit disk) corresponding to the weight µ α will be denoted by L 
An immediate consequence of this formula is that for each z ∈ D, evaluation at z is a bounded linear functional on
where, for γ > 0 and n ≥ 0,
is the weighted Hardy space with orthonormal basis
α+1 and so, for any polynomial
Using the orthonormal basis of L 2 a (µ α ) given in (1.4), we see that the operator M z of multiplication by the coordinate function z on L 2 a (µ α ) is unitarily equivalent to a contractive weighted shift on 2 with weight sequence
The Bloch space, denoted by BLOCH, is defined to be the space of analytic functions on D such that
The norm b BLOCH = |b(0)| + b * is a complete norm on BLOCH and, under the usual (conjugate linear) integral pairing
the space BLOCH can be identified with the Banach space dual of L 1 a (µ α ) for all α > −1. This fact is well known and easily follows from Lemma 2 below and Hölder's inequality.
An alternative characterization of the Bloch class can be given in terms of the finiteness of a certain multiplier norm. For a holomorphic function b let M b denote the operator of pointwise multiplication by b. Then, for α, β > −1,
The equivalence of the semi-norms, M b and b * , is well known ( [St] ), but we will include a proof of the following estimate which will be used in section 4.
, and the reproducing properties of K α and K α+2 show that
It follows easily from (1.6) that
In particular, when w = z, we obtain that
For any positive integer k, let D k denote the k-th order derivative operator, i.e.,
If X is a Banach space of holomorphic functions on some domain then the space of k-th order derivatives of functions in X will be denoted by D k X . In other words,
The space D k X will be viewed as a Banach space with the natural quotient norm g = inf f X , the infimum being over all functions f ∈ X with g = f (k) . The next result is just a reformulation of Theorem 4.2.9 in [Zhu] in terms of the spaces D k L p a and so the proof will be omitted here.
a (µ α+2 ) and furthermore, the norms are comparable for all α > −1. This fact has an L 1 analogue (Proposition 3). Before proving this we make the following observation.
Thus, it remains to show that b BLOCH and zb BLOCH are comparable. By duality we see that
a with comparable norms which implies that the supremum above on the right is equivalent to b BLOCH . This completes the proof of the case p = 1. As mentioned above, the case p = 2 follows from (1.5).
We end this section with two computational lemmas that will be useful later.
Proof. By (1.2),
Differentiating under the integral sign gives
Since β + 3 = α + 2 + (β − α + 1), we have that
, (see [Zhu, Lemma 4.2.2] ). The estimate in (2) now follows. Suppose now that (2) holds. Then, by Lemma 1 and Hölder's inequality,
for some constantC > 0 and all functions g in L 1 a (µ α ) with g(0) = 0. The general case asserted in (1) can now be obtained by writing g(z) = g(0) + g 1 (z), and using the fact that evaluation at z = 0 is bounded on L 1 a (µ α ).
Proof. It is easy to see, using Lemma 2, that the supremum above on the right is finite if and only if there is a constantC > 0 such that
and thus, inequality (1.7) becomes
Using the same argument as in the proof of Lemma 2 we see that (1.9) holds if and only if the corresponding inequality is true for all
) with comparable norms and so inequality (1.9) is equivalent to the condition that the supremum above on the left is finite.
Weak factorization and weighted Hankel operators
Let X and Y be Banach spaces of holomorphic functions on some domain. If
The space X Y is defined to be the completion of the linear span of functions of the form f g, with f ∈ X , g ∈ Y, with respect to the norm (2.1). The space X Y is a Banach space which is isomorphic to a quotient of the projective tensor product of X and Y. In this section we will establish several assertions of the form Z = X Y. Such an equality is often referred to as a weak factorization of the space Z. In our work we will omit the word weak and speak just of a factorization.
The factorization below is well known, (cf., [Wu1] ) but we include a proof for the sake of completeness.
) with comparable norms.
Proof. Hölder's inequality shows that there is a contractive inclusion
To show that j is surjective it suffices to show that its adjoint j * is bounded below. Identifying the dual of L 1 a (µα+β 2 ) with BLOCH, we see that j * is bounded below if and only if there is C > 0 such that
Suppose that the supremum above is finite and denote this number by M . By (1.2)
Hence, by definition of M ,
.
One knows that both of the norms above are comparable to (1 − |z| 2 ) −1/2 on D (cf., [Zhu, Lemma 4 [AlPe] . In that paper, the authors used this fact to prove that the operator in (0.5) is similar to a contraction whenever it is polynomially bounded. Proposition 5 will play the same role in the proof of the corresponding result for weighted Bergman shifts. We should point out that one can deduce the factorization below from decomposition results in [Ro] and [RoWu] however, we will provide an alternative proof based on duality.
.2.2]), and so it follows that there is a constant
Having established the bounded inclusion
the proof of the proposition will be complete if we can show that j is surjective or, equivalently, that its adjoint j * is bounded below. Identifying the dual of L 1 a (µ α+1 ) with BLOCH, it suffices to show that there is a constant C > 0 such that
Suppose that the supremum above is finite for the function b and denote this number by M . For z ∈ D,
Differentiating under the integral sign and multiplying through by z gives
By the definition of M ,
and the proof is complete.
a (µ β ). In this case,
We can identify the Hankel form B with a bounded operator
. Using normalized monomials for orthonormal bases of L 2 a (µ α ) and L 2 a (µ β ), the matrix representing the operator H b has the form (α i,j a i+j ) where b(z) = ∞ n=0 a n z n and
(cf., [RoWu] 
a (µ β ) can be found in several places including [AFP] , [Bon] , [RoWu] , [Wu] and [Wu2] . For the sake of completeness we provide a proof of the following criterion. Note that, in the proposition below, there is no loss of generality in assuming that
is also a weighted Hankel operator.
Proposition 6. Let β ≥ α > −1. The operator H b , densely defined on polynomials by H
Proof. In terms of Hankel forms, the operator H b is bounded if and only if there is a constant C > 0 such that for all polynomials f and g,
) and the norms are comparable. This implies that the inequality (2.6) is equivalent to the inequality
The result now follows from Lemma 2.
The similarity problem for weighted Bergman shifts
For clarity, we will write
Fix α, β > −1 and suppose that the densely defined weighted Hankel operator
It is easy to see that, if p is a polynomial, then
Let δ b be the map defined on polynomials by δ b (p) = H b p (T α ). Since both T α and T β are contractions, von Neumann's inequality implies that the operator R b is polynomially bounded if and only if δ b extends to a bounded map of the disk algebra,
; in other words, if and only if there is a constant C > 0 such that
for all polynomials p, and f and g in the appropriate weighted Bergman spaces. We are now ready to state the main result of this section.
Theorem 2. Let β, α > −1. The following are equivalent:
Proof. We start by proving that (a), (b), and (c) are all equivalent. As shown above, R b is polynomially bounded if and only if δ b (p) = H b p (T α ) satisfies the estimate in (3.2) for some constant C > 0. Since the operator T β is just a multiplication by z and
for all polynomials p, f , and g. By Propositions 4, 5, and 3, respectively, we have that
and the norms are all comparable. Therefore, inequality (3.4) is equivalent to
By Lemma 3, the inequality in (3.5) is equivalent to
Using once again Proposition 4, we obtain that (3.6) is equivalent to
However, the inequality (3.7) is precisely the statement that the weighted Hankel operator H b extends to a bounded operator from L 2 a (µ α ) into L 2 a (µ β ). Thus, conditions (a) and (b) are equivalent.
Alternatively, starting with (3.5) and using the factorizations
established by Proposition 3 and Proposition 4, we see that (3.5) is equivalent to the inequality, (3.8) and (3.8) 
In order to establish that (d)⇒(e) it suffices to note that if X is an operator satisfying (d) then
Finally, it is a well known consequence of von Neumann's inequality that if an operator is similar to a contraction then it must be polynomially bounded. Since both T α and T β are contractions, this establishes the implication (e)⇒(a) and the theorem is proved.
Remark: By Proposition 6, the operator
Therefore, in the case that β = α + 2n for some integer n ≥ 0 we can add the additional condition (3.9) to the five equivalent conditions in Theorem 2.
The joint similarity problem for weighted Bergman shifts
In this section we determine necessary and sufficient conditions for a pair of commuting operators of the form as in (3.1) to be jointly polynomially bounded and jointly completely polynomially bounded. We show that in this case the two notions coincide.
The proof of the joint similarity result, Corollary 1 below, is based on one of the main results in [FRo] . Therefore, we first give the relevant details from that paper. Let γ > 0 and define the kernel
where (γ) n is defined in (1.3). Let H(k γ ) denote the Hilbert space of analytic functions on D with reproducing kernel k γ . Note that for α > −1, the kernel K α , defined in (1.1), is equal to k α+2 . Since kernels uniquely determine the Hilbert space structure of the space they generate, it follows that L 2 a (µ α ) = H(k α+2 ) and the norms are the same.
It is well known that M z on H(k γ ) is unitarily equivalent to a weighted shift on 2 with weight sequence w n = (n + 1)/(n + γ). In particular, M z ≤ 1 if and only if γ ≥ 1. Moreover, if 0 < γ < 1 then M z on H(k γ ) is not power bounded, [Sh] .
We may identify the Hilbert space tensor product H(k γ ) ⊗ 2 H(k γ ) with the Hilbert space of holomorphic functions on D × D generated by the kernel
(cf., [Sal] ). The identification is the usual one:
and satisfies rr * = 1. There are several nice proofs of this result, (cf., [DoPa] , [Sal] ). A proof of the restriction result for any pair of kernels on any domain in C d can be found in the second paper.
Theorem 3 below is a higher-order version of this result. Before stating it we need to define the n th -order restriction operators. For n ≥ 0 let J n,γ denote the n th -order partial differential operators (acting on holomorphic functions in two variables) by
The n th order restriction operator is defined by
where r is the aforementioned restriction map.
For all n ≥ 0, r n,γ maps H(k γ ) ⊗ 2 H(k γ ) into holomorphic functions on D. As stated earlier, the range of the map r 0,γ (= r) is the space H(k 2γ ). It was shown in [FRo] that the range of r n,γ , for n ≥ 1, is H(k 2γ+2n ) and r n,γ r *
with isometric inclusions and thus, the range of the map r n,γ is L 2 a (µ α+2n ). We record this result below for future reference. The proof will be ommitted since it can be found in [FRo] .
If α ≥ 0 then γ ≥ 1 and thus, M z is contractive on H(k γ ). In this case, (M z 1 , M z 2 ) is a pair of commuting contractions on H(k γ ) ⊗ 2 H(k γ ) and so by Ando's dilation theorem [An] 
As mentioned above, in the case that 0 < γ < 1 (i.e., −1 < α < 0), M z is not power bounded on H(k γ ) and hence, the pair (M z 1 , M z 2 ) is not jointly polynomially bounded on H(k γ ) ⊗ 2 H(k γ ). Nevertheless, it will follow from Proposition 1 and Theorem 3 that δ γ is completely bounded on A(D 2 ). Note that r 1,γ = γ −1 r(∂/∂z − ∂/∂w) and a calculation shows that, for all holomorphic functions f, g,
). Thus, in order to prove that δ γ is completely bounded on A(D 2 ) it suffices to show that there is a constant C > 0 such that, for all n ≥ 1 and for all n × n matrices of polynomials (p ij ),
The inequality above will follow easily from the base case n = 1 established in the lemma below. 
Now we can prove the general case. 
Proof. By (4.5) it suffices to show that the inequality (4.6) holds with constant C = ( √ 2/γ)((α + 3)/(α + 1)). Let n ≥ 1 and let (p ij ) be an n × n matrix of polynomials in two variables. Suppose that
Then, we have that
Using Hölder's inequality together with (4.7), we see that
and thus, by Proposition 1 and Lemma 4,
Therefore,
Fix α, β > −1. We now consider the pair of operators
If p is a polynomial in two variables then a straightforward computation shows that
If (p ij ) is an n × n matrix of polynomials in two variables then, employing a change of basis -the so-called canonical shuffle, we obtain that
Since T β is a contraction, it follows that the pair (T * β , T * β ) is jointly completely polynomially bounded with constant C = 1. The same conclusion holds for the pair (T α , T α ). It follows that the pair (R b , R −b ) is jointly (completely) polynomially bounded if and only if the map ∆ b extends to a (completely) bounded map of
We now realize ∆ b as a pushout of the completely bounded derivation δ γ , where γ = α/2 + 1, and deduce from Theorem 4 that the map ∆ b is completely bounded on A(D 2 ) whenever it is bounded on A(D 2 ).
Theorem 5. Let β, α > −1 and γ = (α/2) + 1. The following are equivalent:
Proof. First we show that (1) implies (3). If (1) holds then, using (4.9), the operator R b is polynomially bounded. Thus, by Theorem 2, the operator 
If p is a polynomial in two variables then, by (4.5),
Therefore, condition (3) implies (2) and moreover,
Since, obviously, (2) implies (1), we have shown that conditions (1), (2), and (3) are all equivalent. The last statement of the theorem now follows from Theorem 4 and the inequality above.
It remains to show that conditions (3), (4), and (5) are all equivalent. We first observe that, for a polynomial p,
If f (z, w) = (z − w)p(z, w) then, from the formula above, 
for all polynomials p. Thus, condition (5) is the statement that (4) and (5) are equivalent. Finally, by Theorem 3, r 1,γ :
) is a multiple of a partial isometry with range L 2 a (µ α+2 ). Therefore, the boundedness of H b r 1,γ is equivalent to condition (3). The proof is now complete.
The following result is an easy consequence of Theorem 5 and Theorem 2. Next we consider the more general similarity problem involving pairs of the form
. The operators R X 1 and R X 2 commute if and only if (X 1 − X 2 )T α = T * β (X 1 − X 2 ); in other words, if and only if X 1 − X 2 = H b is a weighted Hankel operator. Assuming commutativity, we define a map δ (X 1 ,X 2 ) on polynomials in two variables by
Since p → p(R X 1 , R X 2 ) is a homomorphism, it is not hard to see that p, q. (4.15) Such a map δ is called a derivation. The derivation property (4.15) implies that the map δ is completely determined by the operators X i = δ(z i ), i = 1, 2.
Notice that T β and T α are both contractions, so the pair (R X 1 , R X 2 ) is jointly (completely) polynomially bounded if and only if the map δ (X 1 ,X 2 ) extends to a (completely) bounded map from
a (µ β )). The following result states that, when considering the joint (complete) polynomial boundedness of such a pair, one may restrict attention to commuting pairs of the form (R H b , R 0 ) = (R b , R 0 ) and (R X 2 , R X 2 ), the latter pair being a one-variable object. 
Proof. A routine computation show that, for all integers i, j ≥ 1,
Since X 1 = H b + X 2 , it follows that
2 ). Thus, the additive property holds for all polynomials p (z, w) .
If δ (X 1 ,X 2 ) extends to a (completely) bounded map on A(D 2 ), then the pair (R X 1 , R X 2 ) is jointly (completely) polynomially bounded and, in particular, the operator R X 2 is (completely) polynomially bounded. It follows that pair (R X 2 , R X 2 ) is jointly (completely) polynomially bounded. But this is equivalent to the condition that δ (X 2 ,X 2 ) is (completely) bounded on A(D 2 ). Since δ (H b ,0) = δ (X 1 ,X 2 ) − δ (X 2 ,X 2 ) on a dense subset of A(D 2 ), we conclude that δ (H b ,0) is necessarily (completely) bounded on A(D 2 ).
Remark: The derivation δ (H b ,0) corresponds to the pair (R b , R 0 ). By the proposition above,
Corollary 1 Corollary 2. Let (R X 1 , R X 2 ) be a commuting pair of operators as defined in (4.13) which are jointly polynomially bounded. The following are equivalent:
(1) The operator R X 1 is similar to a contraction.
(2) The operators R X 1 , R X 2 are jointly similar to a pair of contractions. (3) The operator R X 2 is similar to a contraction.
Proof. If the pair (R X 1 , R X 2 ) is jointly polynomially bounded then, by Proposition 7, the derivation δ (H b ,0) is bounded where H b = X 1 − X 2 . By the remark above, this implies that δ (H b ,0) is completely bounded on A(D 2 ). Now if (3) holds then δ (X 2 ,X 2 ) is completely bounded on A(D 2 ). Since δ (X 1 ,X 2 ) = δ (H b ,0) + δ (X 2 ,X 2 ) it follows that δ (X 1 ,X 2 ) is completely bounded on A(D 2 ). Applying Theorem 1 we obtain that (3) ⇒ (2). By considering −H b = X 2 − X 1 a similar argument shows that (1) ⇒ (2). Since (2) implies both (1) and (3), the proof is complete.
