ABSTRACT In this paper, we investigate the impact of data uncertainty on the prediction of a vital sign of abnormalities. We analyze the evolution of mean arterial blood pressure (MAP) and heart rate (HR) vital signs time series over a given forecasting window, whose values are classified according to a model of normality that models patient's physiological deterioration. To this end, we developed a generic prediction framework that enables the deployment of different methods for data preparation, training, prediction, and classification so as to perform a set of experiments. To address our purpose, we selected a general regression neural network model (to predict vital sign trends) and a support vector machine (to recognize abnormalities) as the appropriate methods for a baseline analysis. However, other algorithm choices could be tailored in the defined prediction framework. We extract from the multiparameter intelligent monitoring in intensive care II waveform database a set of 302, 940 vital sign samples (organized as 459 records) to define training and testing data sets. From our experiments, we obtained evidence demonstrating the incidence of null values in the MAP/HR input time series on forecasting tasks. This was performed under different conditions in terms of null values in the observation window, and varying other factors like labeling methods and forecast window sizes. In our experiments, we concentrate on analyzing the extent of prediction performance under such conditions and identify that a tolerable level of null values is around 25% where it is possible to still derive forecast windows with an accuracy target ≥ 0.9 for both MAP and HR vital signs. The presented evaluation contributes to acknowledge the importance of uncertainty conditions on the prediction performance of vital signs and paves the way for future extensions involving other prediction approaches.
I. INTRODUCTION
Monitoring patient's vital signs allows medical staff to better understand the physiological status of organs of the human body, and to track observable abnormalities or changing trends that could represent an early indicator of an upcoming adverse episode (e.g., cardiac arrest). Recently, there has been a growing interest in exploiting the enormous quantity of available data in medical databases, both physiological and clinical [1] , to predict the outcomes for individual patients. A large body of research has been done in predictive analytics approaches and their integration into automated or semiautomated medical decision support systems (MDSS).
These systems are expected to play a key role to early recognize abnormalities in vital signs of patients in acute settings. This is the case of the intensive care unit (ICU), where the effectiveness of critical care response teams relies heavily on a timely detection of potential adverse episodes. This outcome is valuable to prompt medical intervention in front of an upcoming adverse event. Also, in hospital general wards, for instance, the early recognition of patient's deterioration is of paramount importance to reduce the rate of unplanned ICU admissions and in-hospital deaths [2] . At this regard, physiological deterioration is commonly modeled as vital signs whose values diverge with respect to a model of normality constructed with normal vital signs samples [3] . This differs from predicting how a patient's health is likely to deteriorate, which has not been fully established and it is out of the scope of this work.
In this context, Fig. 1 illustrates the main building blocks of a generic MDSS. A network compliant vital signs monitor continuously acquires patient's physiological signals and transfers them to an storage entity, where data analysis and prediction tasks usually take place. That is, collected vital signs time series serve as input to forecasting approaches used to predict the occurrence of abnormal events related to patient deterioration. This research problem has been a subject of study in recent years leading to approaches that go beyond traditional statistics and currently form a research area referred to as machine learning [4] . Nevertheless, a major limitation of existing predictive approaches is how they deal with vital sign data uncertainty (e.g., periods of missing samples or null values) that could be found in datasets collected from vital signs monitoring systems [5] . This phenomenon could be produced at the acquisition stage or in the network transmission path towards the storage entity. In practical settings, factors like sensors' disconnection, communication failures, sparseness, asynchronous and irregularly sampled data, might result in data uncertainty [6] . However, works dealing with vital signs time series have yet to acknowledge the potential impact of null values on prediction approaches.
In this paper, we investigate the impact of data uncertainty on the prediction of vital signs abnormalities associated with patient's physiological deterioration. For this study, we concentrate on the prediction of abnormalities on mean arterial blood pressure (MAP) and heart rate (HR) vital signs. We also assume that missing values occur completely at random. This scenario may not hold for all practical problems, but it is a general and commonly assumed scenario that should be addressed before moving to other analyses. In this context, we aim to answer two key questions that have not been previously addressed in the literature: 1) Does data uncertainty in MAP/HR vital signs time series impact the prediction and classification tasks?; and more importantly, 2) At what point does the loss of data in MAP/HR vital signs time series become intolerable for forecasting purposes? By answering the first question we aim to provide evidence concerning the incidence of vital signs data uncertainty on the prediction of vital signs. However, one might wonder what proportion of null values is acceptable for data collection and analysis. This leads to our second research question that helps us to identify tolerable levels of null values to still provide accurate forecasting results. Addressing these questions is challenging due to the involved variables and algorithm choices for core functionalities like forecasting and classification. Therefore, for our experimental evaluations we consider a particular scenario where we used general regression neural networks (GRNN) to predict vital sign trends, and a support vector machine (SVM) with Gaussian kernel to classify the outcomes, which are implemented in a generic prediction framework for our analysis.
The contributions of this paper are as follows:
• We provide an experimental framework for proof-ofconcept, validation, and evaluation of other prediction approaches or methods for handling null values before bringing them into prediction systems.
• We provide extensive experimental results demonstrating the impact of missing values on prediction performance on a specific dataset to early recognize abnormalities on MAP and HR vital signs.
• We identify tolerable levels of data uncertainty at the vital signs time series used as input to a generic prediction framework, which allows achieving accurate forecasting results. The rest of the paper is organized as follows. Section II presents the related work, highlighting three main aspects: normality models, prediction and data uncertainty. In Section III, we describe the vital sign datasets used in the experimental setup and also detail the followed data 38596 VOLUME 6, 2018 preparation processes. In Section IV, we develop a generic baseline prediction framework and justify our different choices, particularly the setting and tuning of the main modules. In Section V, we detail the training and testing experiments conducted in our work and introduce relevant metrics. Then, in Section VI we present our experimental results, whereas the conclusions are drawn in Section VII.
II. RELATED WORK
A common approach for the early detection of vital signs deterioration is novelty detection, which is a one-class classification method that consists on the identification of abnormal test data that are not considered during the training stage [5] . The novelty detection approach has been widely adopted to tackle the design of a model of normality that is derived from vital signs data collected from a set of samples that are known to be normal [3] , [7] , [8] . This requires the availability of sufficient data to effectively characterize the normal condition of a patient's health status. The classification of test data is evaluated either normal or abnormal with respect to that model of normality which could be supported by different data mining techniques such as SVM, Gaussian mixture models, neural networks, among others. An advantage of novelty detection is that it could support multiple vital signs in the model of normality. In this context, authors in [9] define a patient status index (PSI), derived from a model of normality, to recognize abnormal events in time series. Then, such PSI is evaluated in retrospective studies to quantify the detection time of abnormal events. However, the medical interpretation outcome of novelty detection approaches is not straightforward as the wide range of possible abnormalities that could be of interest in acute clinical settings are not characterized. In order to identify specific deterioration events, multi-class approaches have been also developed where normality and abnormality conditions are explicitly modeled through the assignment of several class labels for the available data [10] . These labels give a description of data (e.g., normal sample or abnormal sample) and allow machine learning approaches to characterize specific deterioration events. Thus, the most accurate the labels, the most accurate the characterization. In this sense, unsupervised learning strategies have been considered to generate ground truth electrocardiogram (ECG) signal quality labels [11] . However, when the labels are associated with more than one vital sign, it is required to develop methods that consider the vital signs correlations in order to generate accurate labels.
So far, the previously described methods perform detection of vital signs deterioration at the instant where it takes place. Thus, they would provide a very limited prognosis value for early diagnosis in a practical decision support system (i.e., it lacks of future outcomes of vital signs). At this regard, authors in [12] proposed a system framework towards future big data scenarios and integrating well-known existing solutions for classification and forecasting purposes in order to identify five clinical episodes. Similarly, recent studies have attempted to predict specific adverse events such as sepsis, for which diagnosis requires several vital signs [13] . Preliminary results of this study indicate that it is feasible to reach a competitive accuracy, specificity, and sensibility when forecasted data is used as input for the detection of clinical events.
However, a common drawback in the revised approaches is that they evaluate their predictive methods assuming the availability of continuous vital sign data to be taken as input, even though in practical scenarios this could be hardly achievable. This is because missing data is a common and challenging aspect of data collection. As suggested in [14] , in critical care some mechanisms causing the absence of data are likely to follow a random behavior. Unfortunately, its impact on the forecasting performance of vital signs deterioration has received little attention in clinical care studies.
III. VITAL SIGNS DATASETS
This section describes the utilized database to extract the datasets used later on in our training and testing experiments. In addition, the data preparation processes applied to vital sign time series are also presented herein.
A. MIMIC-II DATABASE
We use the Multiparameter Intelligent Monitoring in Intensive Care (MIMIC II) database for training and validating purposes [15] . This database is one of the most popular in academia and industry because of the availability of clinical and waveform information. We make use of the waveform database that contains data of 26, 870 adult hospital admissions collected from the ICUs of Beth Israel Deaconess Medical Center from 2001 to 2008. Specifically, we concentrate on MAP and HR vital signs from the waveform database due to their relevance to ICU. That is, primary episodes are commonly associated to abnormalities in MAP and HR vital signs time series [16] . Besides, from a wide perspective, cardiovascular diseases are the main cause of morbidity statistics worldwide according to [17] . In this context, we consider cardiovascular signals (MAP and HR) stored as numeric records sampled once per minute, that are computationally represented as time series of the formx = [x 1 , . . . , x N ], where x n ∈ R 2 for MAP/HR. Furthermore, unlike similar works, we define a demographic criterion in order to delimit the vital sign data to be modeled, mainly because of the influence of age-related normal vital signs ranges, as pointed out in [18] . In this way, our proposed model of normality is designed attending to vital signs data from patients within age range of 25 to 60 years old. This results in a dataset X of 302, 940 samples, organized as 459 records each one of 660 samples length (i.e. 11 hours). From these samples, the first 600 are part of the observation window, that is, a set of continuous data samples before a given instant T 0 . Thus, the remaining 60 samples are used to assess the forecast window obtained by our approach, that is a set of p continuous data values after an instant T 0 . VOLUME 6, 2018 
B. TRAINING AND TEST DATASETS
We firstly derive the datasets to be used for training and testing of the forecast engine. Each time series in X, as a whole, is randomly assigned to either training (X train ) or test (X test ) dataset (but not both), assuming a 70-30 proportion for training and test, respectively. Such ratio is suitable in order to have enough time series samples to perform accurate forecast windows. On the other hand, unlike the forecast engine, the training of the classifier requires less amount of data to prevent an over-fitting situation. Thus, we obtain a reduced dataset referred to as X train for training the classifier, which corresponds to 10% of the subset X train . Furthermore, the difference between these training datasets is that X train contains fewer samples and such samples have an associated label that indicates either normality or abnormality. The methods used for obtaining the reduced training dataset and labeling samples are described in the following subsections.
1) REDUCED TRAINING DATASET
Clustering algorithms group a set of objects into clusters so that objects within a cluster are similar to each other but are dissimilar to objects in other clusters. This definition makes them suitable to obtain a reduced dataset for training purposes of the classifier. We make use of the well-known k-medoids algorithm because, given a dataset of objects, it obtains the representative ones called medoids [19] . A medoid differs from centroids, since the former one is a member of the clustered set. On the other hand, a centroid is an approximation value among a set of samples. To assure the reduced dataset X train maintains the features from X train , we quantify the loss of information in terms of entropy. The entropy is a measure of the uncertainty of a random variable [20] . It has different interpretations according to the application, however, in this context we interpret it as a measure of the description of a specific vital sign vs = {MAP, HR} given a probability mass function p(vs i ). Entropy is defined by Fig. 2 shows the comparison of the data distribution from X train and X train ; each subplot corresponds to each vital sign considered. As it can be seen in these graphs, the reduced dataset keeps the main features from the original dataset having an entropy of 4.0098/3.7826 (X train / X train ) and 4.007/3.8331 for MAP and HR, respectively.
2) LABELING TRAINING DATASET
Records in MIMIC II do not provide a label associated with vital sign data. Therefore, in the following we define two basic labeling methods.
a: FIXED RANGES BASED LABELING
This method consists in defining a normality threshold within a lower and upper limit for each vital sign available. Thus, samples beyond these limits are labeled as abnormal and samples within these limits are labeled as normal. The considered thresholds were defined attending to common guidelines for the medical practice. In addition, to validate whether these thresholds fit or not into our available vital signs data we compute a confidence interval of 95% following the guidelines proposed in [21] . As it can be seen in Table 1 , the obtained confidence intervals are aligned to the medical guidelines. 
b: CLUSTERING ALGORITHM BASED LABELING
In this case we use the expectation-maximization (EM) algorithm [22] to label as normal or abnormal the samples in X train . We select the EM algorithm because, unlike clustering algorithms like k-means or k-medoids, it does not partition data space into Voronoi-Cells, instead it generates clusters driven by the data distributions. In this context, given a set W of points in the plane, a Voronoi cell, is the locus of a set of points closer to a point of W than to any other point of W [23] . Particularly, we use the EM implementation provided by the emcluster package in the R programming environment [24] . The parameter settings for the clustering algorithm are listed below:
• A simple initialization for the clusters, i.e., a random initialization.
• 16 short EM iterations as described in the initialization to find the best clusters. Fig. 3 shows the normality thresholds generated by the fixed ranges method and the clustering based method over the X train dataset, where each subplot illustrates the MAP and HR medoids in the vertical and horizontal axis, respectively. This figure shows that the fixed ranges produces a normality threshold strictly delimited by the lower and upper limit. This is unlike the clustering algorithm which produces a more generalized normality threshold. It is worth noting that the presented prediction framework in Section IV is not restricted to the aforementioned labeling methods. In particular, a labeling criterion like weighted scores based on cardinal vital signs [25] could be easily incorporated in our approach to classify the outcomes of the prediction time series.
IV. BASELINE PREDICTION FRAMEWORK
The analysis of the impact of data uncertainty on the prediction is not straightforward due to the lack of an appropriate baseline prediction framework. In particular, we developed a generic experimental setup following the traditional design cycle of pattern recognition, which involves key components of the raw vital signs pre-processing tasks, prediction and classification, and error analysis and validation. Under this framework, the impact of uncertainty conditions in MAP/HR time series on the prediction performance will be analyzed.
In order to carry out this experimental analysis, under such a framework, normality and prediction models are required. As for prediction and classification tasks, our study relies on: (i) a neural network model to predict an interval of time representing the evolution of MAP and HR vital signs time series; and (ii) a model of normality built by a linear classifier and historical vital signs data. The model of normality classifies the forecasted MAP/HR values to recognize abnormalities that could be potentially associated with an adverse event. The main experiments simulate missing values rates, in order to be able to evaluate how missing values impact the prediction performance on a specific dataset. Before going into details of the experimental evaluation, we introduce our baseline prediction framework and provide some arguments to justify our different choices. As it is shown in Fig. 4 , the overall prediction approach is composed of three stages: (i) vital sign data pre-processing, (ii) forecast window engine, (iii) and vital sign data classification. For a given observation window, pre-processing tasks are applied to samples within the observation window in order to correct possible inconsistent values. Then, a forecast window is computed through a linear regression method taking as input the observation window. Finally, values in the forecast window are classified as normal or abnormal taking into account the model of normality. In the following sections, we provide details of the modular design of the three core components of the baseline prediction framework.
A. PRE-PROCESSING Fig. 5 illustrates the overall pre-processing task applied to time series in both X train and X test to deal with record's heterogeneity, that in a practical setting could be caused by different monitoring duration and different vital signs per record. The first step is to select a uniform interval VOLUME 6, 2018 FIGURE 5. Pre-processing tasks applied to a particular raw time serieŝ x raw extracted from MIMIC II to derive a processed time seriesx that serves as input to the forecast window engine.
of 660 samples length for each time series. Then, to fill time series missing samples x ∈ x n presented in the selected interval, a first order linear interpolation of the form f (x) = ax+b, traces a straight line between the limits of the gap. This process was preferred because of its simplicity to derive gap intervals in time series with a low mean square error (MSE) as reported in [26] . After that, a peak values suppression is realized with a first order filter as defined in Eq. 2, considering the coefficients a = 0.8 and b = 0.2 as suggested in [27] . These coefficients define the filter properties that regularizes its sharpness.x
wherex andx are the time series before and after peak suppression, respectively. Then, as illustrated in Fig. 5 , for a particular time series a standard normalization is finally performed to put vital sign values in the same dynamic range defined by [l, u] , as defined in Eq. 3.
B. FORECAST WINDOW ENGINE
In order to generate the forecast window illustrated in Fig. 4 , we implement the multi-model approach based on GRNN as it requires few training samples and yields to appropriate prediction behavior of systems [27] . Moreover, though the developed baseline prediction framework can support a more sophisticated neural network (i.e., more hidden layers and nodes in each layer), it is not needed in our scenario due to the low dimensional input vector (i.e., two vital signs time series). The multi-model approach based on GRNN is illustrated in Fig. 6 ; it requires a dataset of D time series to be used as templates (a), then, each available template is modeled through q GRNN models (b). In our particular implementation, these templates are provided by X train . This approach considers a model m to predict a portion of the forecast window avoiding the prediction error propagation over the entire forecast window commonly encountered when only one model is used. As shown in the upper-right box in Fig. 6 , each GRNN model is composed of four layers (input, pattern, summation, and output) which works as follows. Given an interval of the observation window at the input layer, the pattern layer computes the Euclidean distances between the input vector and neuron's center kernel to feed into a nonlinear activation radial basis function. The summation layer sums the outputs of the pattern layer weighted by the number of observations each neuron represents. Finally, the output layer merely divides the output of the summation layer to yield the output of the network [28] . In summary, the procedure to compute a forecast window for each vital sign is performed as follows:
• Given a new time seriesx truncated at instant T 0 , a correlation analysis betweenx and templates in X train is performed.
• This analysis assigns a Pearson correlation coefficient to each template so that the most similar ones are considered (i.e., those whose correlation coefficient is ≥ α).
• The s multi-model, corresponding to the selected templates, are retrieved from the correlation analysis and used to compute a forecast window per template, as illustrated in Fig. 6 (c).
• Finally, a weighted average of the forecast windows samples is computed, so that those generated by the multi-model with the higher correlation coefficients have a greater weight in the final forecast windowx pred .
FIGURE 6.
Procedure to compute forecast windows from a given observation window (i.e., vital sign time series) using the GRNN multi-model approach.
C. VITAL SIGN DATA CLASSIFICATION
The unidimensionalx pred arrays predicted for each vital sign are then joint to get a 2-dimensional array. Then, each x n ∈ R 2 is classified to be normal or abnormal by the model of normality defined by a linear classifier. This is achieved using an SVM, for which results reported in [10] demonstrate that it provides competitive performance compared with other state of the art approaches (e.g., logistic regression) applied to vital sign data classification. Furthermore, we use an SVM with Gaussian kernel because of its capacity to separate overlapped normal and abnormal classes by mapping the input x pred into a feature space F (commonly of a higher dimensionality). Such mapping is made by a non-linear transformation : R 2 → F and allows to find a decision boundary in overlapped classes where, as shown in Fig. 3 , even the normal class is encircled by the abnormal one. Due to this fact, we discarded the use of a linear kernel that is appropriate for linear separable classes. Thus, we rely on the SVM with Gaussian kernel that is the most extensively approach used to find the decision boundary over F whose margin between classes is maximized. To this end, it is required the setting of the parameters γ and C, where γ is the free parameter in a Gaussian kernel exp(−||x i − x j || 2 /2γ 2 ), and C controls the trade-off between minimizing training errors and controlling model complexity [29] .
V. EXPERIMENTAL SETUP
The experiments and simulations have been designed mainly to address our research questions. As mentioned earlier, we assume the use of a GRNN technique for predicting future samples and SVM to classify them. The main experiments simulate missing values in the input vital signs time series, and their incidence on the prediction performance is quantified at the output of the forecast window module in terms of forecasting accuracy, among other metrics. More specifically, we define a two-phase experimental setup. First, training experiments are required to execute procedures that consume considerable computational time, e.g., training and tuning, and that such outcomes are required in the testing process. Then, testing experiments are defined in which forecasting and classification performance is evaluated considering several variables. Both types of experiments are illustrated in Fig. 7 and described below.
A. TRAINING EXPERIMENTS
In the first phase, the training of the GRNN multi-model takes place as well as the creation of the model of normality through the SVM calibration. The multi-model were trained following the method described in [27] and considering four models to represent each template in X train , also to select the most similar templates during the correlation analysis, α ≥ 0.5 was considered. We repeat this training in order to obtain models able to derive forecast windows of 20, 40, and 60 minutes, i.e., for each case, a model predicts 5, 10, and 15 minutes, respectively.
On the other hand, for the definition of the model of normality, the SVM available in the LIBSVM library was used [30] . Such model was derived by the SVM calibration that requires a labeled dataset, so the reduced dataset X train was labeled by both methods: fixed ranges and clustering algorithm. Basically, the calibration aims to find the C and γ values that maximize the classification performance. Thus, we consider a search space of 2 −15 ≤ γ ≤ 2 6 and 2 −5 ≤ C ≤ 2 15 according to [31] . During the training and calibration, a special care must be taken to avoid a biasing situation of the classifier. Therefore, besides considering a small amount of samples for the SVM training as explained in Section III-B, we strengthen the generalization of our model using the k-fold cross validation methodology in the training phase of the SVM. In this method the available data is randomly partitioned to form k disjoint subsets of approximately equal size. In the i-th fold of the cross validation process, FIGURE 7. Implementation of the baseline prediction framework to perform both, training and testing experiments showed on the upper and lower side, respectively. The variables considered in the sensitivity analysis are identified in this figure. the i-th subset is used for testing the generalization of the model trained with the remaining k − 1 subset. The results of this experiment are presented as a heatmap in Fig. 11 , where each value corresponds to the accuracy achieved by each parameter combination and was determined using the k-fold cross-validation, where k = 5.
B. TESTING EXPERIMENTS
During the second phase, the models previously generated are required and tested with 139 time series from X test that were completely isolated from the training stage. The SVM parameters considered for these experiments were γ = 16 and C = 32 since they demonstrate to achieve an accuracy ≥ 95% during the training experiments as can be seen in Fig. 11 . The testing experiments quantify the influence of the following variables in the performance of the prediction and classification tasks:
• Missing data. In this experiment, the time series in X test are intentionally modified such that they contain intervals of null values. As suggested in [14] , in critical care some mechanisms causing the absence of data are likely to follow a random behavior. Therefore, in our experiments we randomly introduce null values at different proportions with respect to the observation window size.
• Data labeling. We quantify the influence of different labeling methods over our prediction algorithm performance. For this experiment, we consider the fixed ranges and clustering algorithm based methods.
• Forecast window size. In order to set a trade-off between accuracy and time prediction of vital signs deterioration, forecast windows of 20, 40, and 60 minutes size were assessed.
C. PERFORMANCE MEASURES
The prediction performance is evaluated using the MSE, that is defined by Eq. 4. The MSE is a statistical metric commonly used to evaluate time series forecasting because it measures the deviation between real and predicted values [32] , [33] .
To measure the performance of the classifier we consider the following metrics in terms of true-positive, true-negative, false-positive, and false-negative (referred to as TP, TN, FP, and FN, respectively). Accuracy (ACC) is the total effectiveness of the classifier and is defined by:
Sensitivity (SE) is the proportion of positive cases correctly classified and is defined by:
Specificity (SP) is the proportion of negative cases correctly classified and is defined by:
Precision (PR) is the proportion of positive predictive cases that are correctly real positives and is defined by:
Lastly, we consider the area under the curve (AUC) that is a common metric used to measure the overall performance of a classifier and consists of a value within the range [0, 1], where unity means perfect classification.
VI. RESULTS AND SENSITIVITY ANALYSIS
Our experimental design aims to assess the predictor performance under controlled conditions: assuming missing values occur completely at random, considering the clustering data labeling and a forecast window size of 60 minutes. Then, we shortly present some sensitivity results with respect to forecast windows size and data labeling, in order to provide some evidence that the findings are based on justified choices.
A. NULL VALUES EXPERIMENT
In order to quantify the inaccuracy of the forecast windows provoked by the presence of null values, Fig. 9 shows the MSE (vertical axis) corresponding to the 139 time series contained in X test (horizontal axis) considering a low, medium and high presence of null values. We randomly introduce null values in proportions of 25%, 50%, and 75%, herein referred to as low, medium and high presence of null values, respectively. The aim is to approximate the range of prediction degradation under different percentages of null values. As it can be seen in these graphs, independently of the forecasted vital sign, the MSE increases as much as the presence of null values does. As a reference to such behavior, it is plotted the arithmetic mean of the MSE obtained from the 139 tested time series (horizontal red line). Therefore, a high MSE indicates that the prediction is far from the real vital sign evolution and might lead to scenarios in which the predicted data is out of the normality threshold even when the real evolution is within, and viceversa, causing a misclassification outcome.
An erroneous prediction of the temporal evolution of vital signs, due to the increase amount of null values, makes hard to correctly classify the outcomes in order to provide an accurate and meaningful interpretation of temporal trends. To evaluate the impact of null values on the classification tasks, we rely on the rest of the metrics: accuracy, sensibility, specificity and precision as defined in Eq. 5-8. The results are shown in Table 2 , where each value was computed considering the labels obtained by the classifier for the 139 forecast windows varying the percentage of missing data. Focusing on the specificity column, it can be seen that the larger the presence of null values, the higher the specificity values. This is caused by a forecast window trend far from the real evolution of vital signs that fall out of the normality threshold, causing the classifier to misclassify it with a majority of negative labels. So, when the specificity is computed, almost all the negative cases in the predictive labels match with its similar ones in the real labels. This might lead to a misleading conclusion that it is possible to achieve high classification performance when the presence of null values increases.
On the other hand, results from Table 2 allows us to derive the trade-off between accuracy and presence of null values by means of defining an acceptable proportion of null values given an accuracy target. For example, to obtain an accuracy target ≥0.9, the prediction framework allows up to 25% of null values in input time series. However, in order to better understand the impact of the increasing null values we perform a fine-grained analysis where null data is added ranging from 5% to 95%, assuming step increments of 5%. We concentrate on the ACC since this metric indicates the total effectiveness of the classifier. Figure 11 shows the average ACC obtained over the 139 forecast windows over the different experiments of null data values in the abscissas axis. The standard deviation is also included in order to know the error margin observed in the experiments. It is noticeable that the general classification performance significantly decays at null values around 40%. This is the maximum tolerable null values obtained in our baseline experimental evaluation. Notice that the classification is significantly impacted beyond such point of null values in the input time series. 
B. SENSITIVITY ANALYSIS
We performed sensitivity analysis experiments to quantify the influence of the data labeling methods and the forecast window size on forecasting tasks, under different null values data percentages. Fig. 10 shows how the presence of null values impacts the performance in terms of AUC of the proposed prediction algorithm. It is noticeable that, regardless of the labeling method, the AUC values decrease as the presence of null values intervals increases. This is because the presence of null values negatively impacts the prediction process in terms of a poorer representation of the original test time series (by losing relevant features). This in turn causes that the GRNN models that better fit cannot be selected, resulting in inaccurate values over the forecast windows. Finally, such inaccurate data is given as input to the classifier provoking a high misclassification error.
1) DATA LABELING METHODS

2) FORECAST WINDOW SIZE
The design of the GRNN multi-model prediction approach was performed considering windows of 60-minute prediction. As previously discussed, accuracy values around 0.9 can be achieved in the presence of null values ranging from 5% to 45%. Taking this into account, we increase the number of the assessed uncertainty conditions in this sensitivity analysis by considering a new variable that is the size of the forecast window. Notice that the evaluation of this variable could be of interest in clinical practice, since the time to diagnosis of adverse events could be different. This requires to retrain the GRNN models so they could derive forecast windows of 20 and 40 minutes. As shown in Fig. 12 , when the considered prediction window size is 20 or 40 minutes, the forecasting performance is maintained in terms of samples over the prediction windows that are classified correctly. Due to the ability of the GRNN prediction approach, it is possible to maintain a consistent performance when the prediction window size is reduced. In other words, given an observation window with the presence of null values, a similar classification performance over the forecasted values will be obtained regardless of the prediction window size. 
VII. CONCLUSIONS
In this paper we evaluate the impact of uncertainty presented in vital signs data (represented as null values intervals) on the prediction of MAP and HR vital signs time series. In order to simulate a number of uncertainty conditions, we developed a generic prediction framework that integrates pre-processing, forecasting, classification, and data labeling stages. Then, we quantify in a set of testing experiments the inaccuracy of the forecasted values on a set of vital signs time series while varying the percentage of null values. The obtained results contribute to proving that the prediction deteriorates because of an increased percentage of null values in the observation window. Furthermore, the developed prediction framework and experimental set up allowed us to identify the threshold of the tolerable level of data uncertainty in the observation window. In summary, obtained results support our statement that to deploy decision support systems for vital signs prediction, it is necessary to take into account the presence of null values, which is a common and difficult aspect in data collection of critical care units. At this regard, the experimental framework provides the tools to evaluate prediction approaches or methods, in terms of the extent of performance degradation under the presence of null values, before bringing them into prediction systems in real scenarios.
The presented study has allowed us to quantify the impact of null values on prediction performance of MAP/HR vital signs abnormalities. Additional analysis can be envisaged as extension to our work to compare different prediction methods under the presence of null values in the input vital sign time series. In this sense, the developed prediction framework provides researchers with a functional setup for proof-ofconcept, validation, and evaluation of other methods, as well as approaches for handling null values before bringing them into prediction systems.
