Abstract: The properties of iterative splitting with two bounded linear operators have been analyzed by Faragó et al. For more than two operators, iterative splitting can be defined in many different ways. A large class of the possible extensions to this case is presented in this paper and the order of accuracy of these methods are examined. A separate section is devoted to the discussion of two of these methods to illustrate how this class of possible methods can be classified with respect to the order of accuracy.
Introduction
Splitting methods form an especially fruitful family of techniques to solve large systems of partial differential equations. To find the exact solution to a large system of PDEs is usually impossible in practice. Numerical methods can be used to obtain an approximate solution of the equations, although to solve the discretized model can still be very difficult. Reaction-diffusion models is an appropriate area to show the strength of these methods because they have the structure that allows a natural decomposition of the equations, thus provide the opportunity to apply operator splitting schemes. Splitting methods help us reduce the complexity of the system as well as reduce computational time; with these methods it is possible to handle stiff terms separately and to solve each subproblem with a suitable numerical method chosen to the corresponding operator. In [9] the splitting error is investigated for linear and nonlinear operators. Results on the splitting error for nonlinear advection-reaction equations are given in [6] . A complete study on the classical splitting methods, the sequential (SEQ), the Marchuk-Strang (MS) and weighted (among those the symmetrically weighted (SW)) splittings can be found in [4] .
With iterative splitting higher order accuracy can be achieved. In the case of two suboperators, each subproblem contains both of the suboperators thus allowing the order to increase after solving any of the subproblems. Although this fact makes the iterative splitting a very attractive method there are some disadvantages as well: the subproblems are inhomogeneous thus both the numerical treatment and the implementation of the procedure in a computer program are more complicated than they are in case of the classical splittings (SEQ, MS and SW).
The attention paid to iterative splitting has been increasing in the last decade, numerous papers discuss the accuracy of the method [2, 3] and present a possible area of applications [8] . All these studies consider operator decomposition into two suboperators, thus define a system with two subproblems.
The aim of this paper is to explore the difficulties and possible issues arising when iterative splitting is defined for more than two bounded linear suboperators. When the number of suboperators is at least three the splitting procedure can be defined in various different ways, if the number of suboperators increases the number of possible iterative splittings increases as well. Section 4 describes a wide class of iterative splitting methods that can be defined for an arbitrary number of suboperators and contains the result on the accuracy of this family of methods. In this general context bounds for the order of accuracy can be formulated. In Section 3 the order of accuracy is calculated explicitly for two specific methods that are chosen from this family of possible iterative splittings. They are representatives of the two opposite ends of these methods' spectrum regarding their order of accuracy. The structure of these specific splittings reveals how the methods can be classified with respect to the order of accuracy. Section 2 contains some basic definitions. In Section 5 two examples with application of the presented splittings can be found along with numerical results.
Basic definitions
In this paper we consider the following initial value problem:
where A : X → X is a bounded linear operator acting on the Banach space X and ∈ R + 0 . If ( ) is an element of a finite dimensional space, that is, X is finite dimensional, then A is a matrix. Since A ∈ L(X ), it is a generator of a uniformly continuous semigroup; hence problem (1) has a unique solution ( ) = exp(A ) 0 on [0 T ]. Suppose that A can be expressed as a sum of bounded linear operators
. Then (1) can be written as
All different types of operator splitting methods are based on the idea that (1) is replaced by a set of subproblems where each of these is defined by some of the suboperators A
1
A on the right hand side. The subproblems are usually connected (in the case of classical splitting methods) by their initial conditions; an approximation for the solution of the original problem (1) is generated by solving these subproblems. Let T ∈ R + , in our analysis we approximate the solution on [0 T ]. A basic example is the sequential splitting with = 2. In this case we solve the following split problem on the interval
The approximate solution in time +1 is SEQ ( +1 ) = 2 ( +1 ). Throughout this paper, an approximation of a function obtained with the help of splitting (sequential, iterative and the two here introduced iterative splitting methods) we denote by spl (
SEQ it
it,2 and it,k , respectively). The notation spl is always used for a final member of a sequence of -in some sense -approximate functions which will be denoted by in a splitting procedure. Definition 2.1.
The local splitting error is the difference between the exact solution and the solution obtained by splitting at the end of the first time step, i.e.,
We say that the local order of a given operator splitting is if E spl (τ) = O(τ +1 ).
Remark 2.3.
In practice spl (τ) often lies in a different space than (τ). In this case (τ) should be projected onto that space and the error can be defined and evaluated also in that set. For the numerical simulation of Section 5 the order will be defined in this manner.
For operators that generate a strongly continuous semigroup the local order of SEQ is 1, since the local error is E SEQ (τ) = O(τ 2 ), see [1] . MS and SW provide second order accuracy for an arbitrary number of suboperators, see [5] . A study on the order of classical splittings combined with certain numerical methods for nonlinear reaction-diffusion problems can be found in [7] .
Iterative splitting
In iterative splitting each subproblem contains all the suboperators and has the same initial condition. Unlike the classical methods (SEQ, MS, SW) the subproblems are connected through an inhomogeneous part in each of them. For = 2 the method consists of solving the following subproblems consecutively on [ +1 ], for = 0 2 2( − 1):
The approximation of ( +1 ) is it ( +1 ) = 2 ( +1 ). The iteration starts with the function 0 ( ). An obvious choice for that is 0 ( ) = it ( ) for all ∈ [ +1 ], this applies throughout the study.
As opposed to classical splittings this procedure takes both suboperators into account in each of the subproblems. This results in more complicated numerical algorithms, but allows the accuracy to grow with solving each subproblem. At the cost of the greater amount of computations arbitrarily high order accuracy can be achieved. After iterations the order of accuracy is 2 . In this method every subproblem connects two different iteration functions of two neighboring levels, namely the first subproblem contains +1 and . We call such a method a two-level method. In the two following subsections we present two possible extensions of iterative splitting to an arbitrary number of suboperators, a two-level method and a -level method.
The two-level method
One possible way to extend the iterative splitting for more than two suboperators is that we define a subproblem where only A acts on the right hand side and the rest of the suboperators form a inhomogeneous part in the same subproblem. This way we set a system of equations for one iterative step. We solve the following subproblems consecutively on the time interval [ +1 ] for = 0 2 ( − 1) , where the number of iterations is .
with the starting function
. The approximation for the solution of (2) is it,2 ( +1 ) = ( +1 ). We can formulate (3) in a more simple manner by considering that A = =1 A . The -th subproblem can be written as 
where = 0 ( − 1) and 0 ( ) = ( ) − 0 . The relation between the local error and the error function is E it,2 (τ) = (τ). By the variation of constants formula the solution of (4) has the form
and for its norm we have
This notation of the norm will be used for every error function from now on. Since A 1 ∈ L(X ) the estimate exp( A 1 ) exp( A 1 ) holds. After applying this, the integral can be evaluated
and gives
The key point of the proof is that
Similarly, the solution of the -th equation in (4) reads
Using exp( A ) exp( A ) and the same notation
which is valid for any = 1 . By induction we can see that
Since is the solution of (2), we can assume that
, and hence the method is of order .
Remark 3.2.
The error after one iterative step is 
Remark 3.4.
The order of the error can be formulated also for being a fractional number. It means that we do not consider only complete iteration steps, but we solve the subproblems one after the other and stop after an arbitrary number of calculations, as formulated in [3] for = 2. Thus not only , ∈ N, but any required order can be achieved. In the case of a large set of suboperators and subproblems this "incomplete" way of iteration can reduce computational time. We can stop at any point during one step of iteration when the desired order of accuracy is reached.
The -level method
Another way of defining iterative splitting for a large number of operators is that each suboperator acts on an iteration function of a different level. For arbitrary the procedure can be defined as solving the following subproblems consecutively on the time interval [ +1 ] for = 0 2 ( − 1) :
with the functions
. The approximation for the solution of (2) 
. In this setting we keep the positions of the operators A fixed and let the index of the functions decrease from right to left "coming back" at A 4 after A 1 . In every successive subproblem we start from a "higher" position and the indices increase by one.
Remark 3.6.
On the one hand, in the two-level method each subproblem contains a term (A − A ) + − that needs to be evaluated, since + −1 is calculated just in the previous step. On the other hand, the -level method has the advantage that some terms remain unchanged, and their value can be stored throughout the iteration, so the number of calculations is reduced in some aspects. In Example 3.5, the term A 4 ( ) does not change throughout the first three subproblems.
Remark 3.7.
There are many alternative ways to set a method with a similar structure thus defining a family of -level methods. One of these is chosen here to be examined and to illustrate how the number of levels in the algorithm determines the order of accuracy. + −1 contains all errors that + does, its magnitude, because of the multiplier M (τ), is greater than or equal to the magnitude of + . Following this argument inductively we see that the "oldest" term in (7) has the highest magnitude. That magnitude, which influences the order directly, as the weakest link, will determine the above estimate. The corresponding term takes place in the second sum with = + 1. Rearranging the index, we have
Moreover if τ is small enough then this error is greater than all the subsequent ones:
By replacing each error term in (7) by
which reveals that the order increases by 1 after solving − 1 subproblems. With the notation K = =1 = A , after performing iterations the error is
where M 0 (τ) = M (τ) and K 0 = K . The essence of this explicit form is that One could also apply an incomplete version of this method: one could stop before the end of the last iteration. To formulate some stopping criterion for the -level iterative splitting start from the beginning of the procedure. For the first step
The order will increase − 1 steps later, that is,
To have a method of order one needs to solve 1 + ( − 1)( − 1) subproblems -at least. Again it is assumed that 0 = O(τ).
The family of methods
The algorithm of iterative splitting for suboperators can be generalized by considering a large variety of cases how the iteration functions are assigned to suboperators in the subproblems. We can define a family of iterative splittings, which also includes the ones introduced in the previous section, in the following way.
Let I = {1 2 − 1} and let us consider the numbers ∈ I, where = 1 2 . Consider now the following iterative splitting procedure, where = 0 2 ( − 1) :
). This definition of the indices allows us to couple a suboperator with an iteration function of − 1 earlier levels in many different ways, thus a large class of iterative splitting methods can be described. 
Again the "weakest link" will determine the order of the error, which can be used to make an upper estimate. With the definition
To have a brief form use again K = 
where is the smallest integer that satisfies − ( − 1) 0. Since 0 = O(τ) the order of the method is = − 1
Numerical experiments
In this section we apply the presented two-level and -level iterative splittings to two particular problems. The theoretical results of the third section are investigated in the case of a system of ODEs with constant coefficients where the order of accuracy can be calculated explicitly. After spatial discretization, the three dimensional diffusion equation can be solved numerically and the order of accuracy can be approximated with elementary calculations.
A system of ordinary differential equations
Consider the system of ordinary differential equations with constant coefficients:
with ( ) = ( 1 ( ) 2 ( )), ∈ R + . Let us decompose the coefficient matrix into the sum of three matrices
the following way,
With this choice the exponential of the suboperators can be calculated symbolically,
Equation (9) was solved with the two-level and the -level iterative splittings symbolically with Mathematica. The leading term of the errors are presented in Table 1 with the number of iterations and the order of the method . The results agree with the theoretical results: = for the two-level method and = /( − 1) for the -level method. 
The diffusion equation
Consider the three-dimensional diffusion equation for :
where x = ( ) ∈ R 3 and ∆ = ∂ 2 + ∂ 2 + ∂ 2 . The solution of this problem is
sin sin sin Definition 5.1.
The set Ω ⊂ Ω is a set of grid points obtained after the uniform spatial discretization of Ω with the parameter .
In this section : [0 T ] × Ω → R 3 will denote an approximation for the solution of (10). The notation ( ) = ( ), with ( ) ∈ Ω , will be used for the solution of (10) and for its approximation as well. The differential operator ∆ was approximated as ∆ ≈ ∆ + ∆ + ∆ , where
∆ and ∆ are defined analogously, with = ∆ = ∆ = ∆ . This scheme yields ∆ = ∆ + ∆ + ∆ + O( 4 ) in the points of Ω . In practice the exact solution is known only for = 0, thus for any > 0, ∆ ≈ ∆ + ∆ + ∆ can be applied. With these definitions the spatially discrete analogous of (10) can be defined and its solution will be O ( 4 ) compared to the solution of (10) . If is chosen to be small enough, the order of the approximations can be calculated with respect to the time step. The iterative splitting procedure is based on the decomposition
After discretizing in time the subproblems were solved with four different numerical methods and the order of the combinations of iterative splittings and the numerical methods were calculated. Henceforth the combination of an iterative splitting and a numerical method is referred to as the combined method.
Definition 5.2.
The local error of the approximation provided by the combined method with time step τ is
In the numerical calculations the discrete counterpart of the norm (
. To examine the order with respect to the time step τ one needs to find an appropriate value for the spatial discretization parameter . It should be small enough to reduce the error resulting from the spatial discretization, so that it can be ignored when one estimates the depence of the error on τ. To obtain an estimate for , the error of the approximation without splitting was calculated. The analysis of the local error shows that for a method of order one gets
where
This means that for order = 4, or less, it is sufficient to have ≈ τ. If in the numerical tests has the same magnitude as τ, then for E comb we can assume that for small τ
where is a constant and 4. To obtain an estimate for the order, this should be evaluated for different time steps, then
The numerical experiments show that the value = 2π/67 = 0 09378 is small enough for the values τ 1 = 0 085 and τ 2 = 0 08. The order estimates can be obtained with acceptable accuracy within reasonable computational time. Mathematica was used to perform the calculations. Table 2 contains the results for the two-level and the -level iterative splittings combined with four different numerical methods of order . Since = 3 the orders are 3 and 3 /2 respectively for the two-level and the -level method. The first two rows, = 1 2, in Table 2 show that the accuracy of the numerical scheme applied to solve the subequations becomes the accuracy of the combined method, although the iterative splitting would allow higher order accuracy. This explains also the results in the columns with = 2. Compare these with the results of [7] for combined methods with classical splittings. On the other hand, the results of the last row -except the one on the second column -and the third term on the third column (it should be ≈ 2) indicate higher order of accuracy than it can be expected based on the theoretical results. They should be 3 4 2 3. The explanation for this is that the subequations were solved in one step; in other words, the time step of the numerical schemes and the iterative splittings were the same. One can expect to get back the numbers predicted by the theory if the numerical step size is taken much smaller, it is τ/ if the approximate solution for the subproblem is generated in time steps. Such interference can be observed when a combination of different methods is applied to solve a problem. 
Conclusions
The extensions of iterative splitting for suboperators can be classified with respect to the order of accuracy of the possible methods. Considering iterations, the order lies between /( −1) . The order depends on how far the "memory of the algorithm" extends. The presented two-level method is the simplest, it has the shortest memory of all and it has the highest order of accuracy, whereas the -level methods are the slowest with respect to accuracy and they are more difficult to implement in a computer program. The effect of the chosen specific temporal numerical schemes on the results was not the concern of this study, although it may give the explanation for the results of the last table. The numerical time step was equal to the splitting time step, which allows some interference of the applied numerical schemes and the iterative splitting method. Lastly, let us mention a possible area of application of extended iterative splitting, namely, the modeling and simulation of air pollution transport. A study on this topic including applications of classical splittings appears in [10] . Large scale problems are a typical area of applications of such methods and therefore we consider to make it an object of future research. We plan to apply this approach to air pollution modeling, the extent of such a work justifies to include it in a separate study.
