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Abstract. In this paper, we study a second order variational problem for locally convex
hypersurfaces, which is the affine invariant analogue of the classical Plateau problem for
minimal surfaces. We prove existence, regularity and uniqueness results for hypersurfaces
maximizing affine area under appropriate boundary conditions.
§1. Introduction
In this paper we study the Plateau problem for affine maximal hypersurfaces, which
is the affine invariant analogue of the classical Plateau problem for minimal surfaces. In
particular we formulate the affine Plateau problem as a geometric variational problem
for the affine area functional, and prove the existence and regularity of maximizers. As a
special case, we obtain corresponding existence and regularity results for the variational
Dirichlet problem for the fourth order affine maximal surface equation, together with a
uniqueness result for generalized solutions.
The affine Plateau problem may be formulated as follows. Let M0 be a bounded,
connected hypersurface in Euclidean (n + 1)-space, Rn+1, with smooth boundary Γ =
∂M0. Assume that M0 ∪ Γ is smooth and locally uniformly convex up to boundary.
Let S[M0] denote the set of locally uniformly convex hypersurfaces M with boundary
Γ, which can be smoothly deformed from M0 in the family of locally uniformly convex
hypersurfaces whose Gauss mapping images lie in that ofM0. A hypersurfaceM⊂ Rn+1
is called locally uniformly convex if it is a C2 immersion of an n-manifold N , whose
principal curvatures are everywhere positive, and theGauss mapping ofM is the mapping
G : M→ Sn which assigns to every point inM its unit normal vector. The affine metric
(also called the Berwald-Blaschke metric) on a locally uniformly convex hypersurface M
is defined by
g = K−1/(n+2)II, (1.1)
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where K is the Gauss curvature and II is the second fundamental form of M. From the
affine metric we have the affine area functional
A(M) =
∫
M
K1/(n+2). (1.2)
The affine Plateau problem is to determine a hypersurface M ∈ S[M0], maximizing the
functional A over S[M0], that is
A(M) = sup{A(M′) | M′ ∈ S[M0]}. (1.3)
Recall that the classical Plateau problem is formulated as a variational minimization
problem for the Euclidean area. The two dimensional affine Plateau problem was raised
by Chern in his pioneering article [9], see also Calabi [7]. For this we have the following
solution; (Theorems 3.1, 6.2, and 8.3).
Theorem A. There exists a smooth, locally uniformly convex hypersurface M∈ S[M0]
solving the variational Plateau problem (1.3) in the two dimensional case, n = 2, if and
only if the image of the Gauss mapping of M0 does not cover any hemisphere.
In higher dimensions we shall prove that the affine Plateau problem is solvable in a
generalized sense (Theorem 3.1), with solutions locally uniformly convex and smooth if
they are locally strictly convex (Theorem 6.2).
A special case of the affine Plateau problem occurs whenM0 is the graph of a smooth,
locally uniformly convex function ϕ defined on the closure of a bounded smooth domain
Ω ⊂ Rn. If M =Mu is the graph of a convex function u ∈ C2(Ω), the affine area of M
is given by
A(u) := A(Mu) =
∫
Ω
[detD2u]1/(n+2). (1.4)
The functional A in (1.4) is concave and upper semi-continuous with respect to local
uniform convergence. If a smooth, locally uniformly convex function u is stationary for
A, then u satisfies the affine maximal surface equation,
L[u] := U ijwij = 0, (1.5)
where
w = [detD2u]−(n+1)/(n+2), (1.6)
and [U ij ] is the cofactor matrix of the Hessian matrix D2u, which is divergence free for
any fixed i or j. The subscripts i, j denote partial derivatives with respect to the variables
xi, xj. L is a nonlinear fourth order partial differential operator, which is elliptic with
respect to locally uniformly convex solutions. The concavity of A implies that the affine
maximal surface equation (1.5) is both a necessary and sufficient condition for a smooth,
locally uniformly convex function u to locally maximize the affine area functional (1.4).
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In the graph case the set S[M0] = S[ϕ] (= S[ϕ,Ω]) consists of locally uniformly convex
functions u ∈ C2(Ω)∩C0(Ω) satisfying u = ϕ on ∂Ω and Du(Ω) ⊂ Dϕ(Ω). Accordingly
we have the variational problem of finding a function u ∈ S[ϕ], maximizing the affine
area functional A on S[ϕ], that is
A(u) = sup{A(v) | v ∈ S[ϕ]}, (1.7)
and as a special case of Theorem A, this problem is solvable for n = 2. More generally,
we will extend the definition of affine area to non-smooth locally convex functions (and
locally convex hypersurfaces) in Section 2 and study the variational problem of maximiz-
ing the extended affine area A on S[ϕ], the closure of S[ϕ] under uniform convergence,
that is to find u ∈ S[ϕ] such that
A(u) = sup{A(v) | v ∈ S[ϕ]}. (1.8)
We prove the existence of a unique maximizer u for the extended functional (1.8), which
is smooth if it is locally strictly convex; (Theorems 2.1 and 6.2)
Theorem B. There exists a unique locally convex function u solving the variational
boundary value problem (1.8), in all dimensions, which is smooth and locally uniformly
convex in the interior of any set where it is locally strictly convex.
The variational problems (1.7) and (1.8) extend the first boundary value problem for
the affine maximal surface equation (1.5),
u = ϕ on ∂Ω,
Du = Dϕ on ∂Ω,
(1.9)
for if we have a classical, locally uniformly convex solution u ∈ C4(Ω) ∩ C1(Ω) of (1.5),
(1.9), u will also solve (1.7) uniquely. Note that if the domain Ω is convex, a locally
convex function is convex, namely its graph lies above its tangent planes everywhere.
The existence of at least non-smooth maximizers in Theorems A and B follows from
the upper semi-continuity of the affine area functional (1.4). For Theorem A we also need
the fundamental lemma from [22] that a locally convex hypersurface with boundary on
a hyperplane is convex, which facilitates the use of uniform local graph representations.
The existence and uniqueness of the maximizers for the variational problem (1.8) will be
proved in Section 2, (Theorem 2.1). For the uniqueness we need a preliminary result,
Lemma 2.3, which guarantees that the Monge-Ampe`re measure of a maximizer is regular.
The general Plateau problem is treated in Section 3, where we prove the existence of
maximizers for the corresponding extended variational problem (1.3) in the class of locally
convex hypersurfaces, (Theorem 3.1), under the necessary condition that the Gauss map
of M0 does not cover any hemi-sphere.
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The rest of this paper, Sections 4 to 8, deals with the issue of regularity. In Section 4
we reprove and extend to inhomogeneous equations
L[u] = f, (1.10)
a priori estimates for smooth, locally uniformly convex solutions, already established in
[21]; (Theorems 4.1 and 4.2). These estimates are then employed to obtain correspond-
ing regularity results through approximation by solutions to the second boundary value
problem,
u = ϕ on ∂Ω,
w = ψ on ∂Ω,
(1.11)
which is the Dirichlet problem when (1.5) (1.6) is considered as a second order system of
two equations in u and w. In Section 5 we prove the existence of locally smooth solutions
to the boundary value problem (1.10), (1.11), (Theorem 5.1). Using a penalty method,
we then prove in Section 6 that maximizers of the extended functional (1.8) can be
approximated locally in Ω by smooth, uniformly convex solutions of the affine maximal
surface equation (1.5), (Theorem 6.1). As consequences, we conclude a fundamental
regularity result in all dimensions, that strictly convex affine maximal functions are
smooth, (Theorem 6.2), thereby completing the proof of Theorem B, and extend our
two dimensional Bernstein Theorem in [21] to general convex affine maximal functions,
(Theorem 6.3).
As with the Monge-Ampe`re equation, the strict convexity of solutions is a critical
issue for the affine maximal surface equation. In [21] we proved the Bernstein theorem
holds in any dimension under an asymptotic, strict convexity assumption, which is au-
tomatically satisfied if any affine maximal hypersurface with boundary on a hyperplane
is strictly convex, which we proved for affine maximal surfaces in R3. In this paper we
prove the maximizers in Theorems A and B are strictly convex for n = 2 under general
boundary conditions. The argument in this case becomes much more complicated than
that in [21], as we have to eliminate the possibility of straight line segments in graphs
having both endpoints at the boundary. In Section 7 we treat the extension of the Le-
gendre transform to locally convex functions in arbitrary domains in preparation for our
treatment of the strict convexity in Section 8. There we prove that, in two dimensions
the maximizers of the affine area functionals (1.3) and (1.8) are locally strictly convex,
thereby completing the proof of Theorem A, (Theorems 8.2 and 8.3). Finally we extend
the local strict convexity result to the inhomogeneous equation (1.10), (Theorem 8.4),
yielding the unconditional interior regularity of maximizers in the two dimensional case.
The inhomogeneous equation (1.10), which is crucial for our approximation arguments,
is a prescribed affine mean curvature equation, as the quantity
HA[u] = −
1
n + 1
L[u] (1.12)
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is the affine mean curvature of the graph of u [1, 16, 20], and an affine maximal graph
is one with vanishing affine mean curvature. The corresponding variational problem to
maximize the functional
Af (u) = A(u)−
∫
fu (1.13)
is actually treated in Section 2 for bounded f , with the inhomogeneous version of The-
orem B proved in Theorems 2.1 and 6.2. From our last regularity result, Theorem 8.4,
we obtain the full interior regularity of maximizers in the two dimensional case.
We conclude the paper with some remarks on the boundary behavior of maximizers
and the regularity problem in higher dimensions.
§2. The affine area functional
In this section, we prove the existence and uniqueness of maximizers for the variational
problem (1.8). First we need to extend the affine area functional (1.4) to arbitrary locally
convex functions and prove its upper semi-continuity. Note that as we will be including
domains which are not convex, it is necessary to distinguish locally convex functions
from convex functions. However, when there is no ambiguity, we will typically abbreviate
locally convex to convex.
We begin with the definition of the Monge-Ampe`re measure. Let Ω be a bounded
domain in Rn and u a convex function in Ω. The normal mapping of u, Nu, is a multi-
valued mapping, defined as follows [17]. For any point x ∈ Ω, Nu(x) is the set of slopes
of support hyperplanes of u at x, that is
Nu(x) = {p ∈ R
n | u(y) ≥ u(x) + p · (y − x) ∀ y ∈ Ω};
and for any Borel set E, Nu(E) =
⋃
x∈E Nu(x). When u is C
1, the normal mapping
coincides with the gradient mapping Du.
From the normal mapping one introduces the Monge-Ampe`re measure µ[u], which is
a Radon measure given by
µ[u](E) = |Nu(E)|,
that is the Lebesgue measure of Nu(E). When u is C
2 we have µ[u] = (detD2u)dx.
It is a basic result of Aleksandrov that µ[u] is weakly continuous with respect to
the convergence of convex functions. That is if {uj} is a sequence of convex functions
converging to u0 in L
1
loc, then µ[uj ] converges weakly to µ[u0] as measures. It follows
that for any closed set E ⊂ Ω,
µ[u0](E) ≥ lim
j→∞
µ[uj](E). (2.1)
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The Monge-Ampe`re measure µ[u], as a Radon measure, can be decomposed as the
sum of a regular part and a singular part. That is
µ[u] = µr[u] + µs[u],
where the regular part µr[u] is a measure given by a locally integrable function, µr[u] =
(µr[u])dx (we use the same notation µr[u] to denote the Radon-Nikodym derivative of
the measure µr[u]) and, the singular part µs[u] is a measure supported on a set with
Lebesgue measure zero.
The regular part µr[u] is determined by the function u explicitly. Indeed, since u is
convex, it is twice differentiable almost everywhere. In this paper we will use the notation
(∂2u) = (∂iju)
to denote the Hessian matrix of a function if it is twice differentiable almost everywhere.
Then det∂2u is a measurable function. We have ∂2u = D2u when u is C2 smooth.
Lemma 2.1. Let u be a convex function. Then
µr[u] = det ∂
2u. (2.2)
Proof. Let uh be the mollification of u. That is
uh(x) = h
−n
∫
Ω
u(y)η(
x− y
h
)dy (2.3)
for some nonnegative smooth function η supported on the unit ball B1(0) and satisfying∫
Rn
η = 1, where x ∈ Ωh = {x ∈ Ω | dist(x, ∂Ω) > h}. Then at any point x ∈ Ω where
u is twice differentiable, we have D2uh(x)→ ∂2u(x) [25]. Hence for any measurable set
E ⊂⊂ Ω, ∫
E
det∂2u ≤ lim
h→0
∫
E
detD2uh. (2.4)
By the weak convergence (2.1), we have for any closed set E ⊂ Ω such that µs[u](E) = 0,∫
E
det∂2u ≤ µr[u](E).
That is
det∂2u ≤ µr[u] a.e.. (2.5)
We claim that the equality holds in (2.5). Indeed, for a.e. x0 ∈ Ω we have,
µr[u](x0) = lim
ε→0
µr[u](Bε(x0))
|Bε(x0)|
≤ lim
ε→0
µ[u](Bε(x0))
|Bε(x0)|
.
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If u is twice differentiable at x0, then for any x ∈ Bε(x0),
|Du(x)−Du(x0)− ∂
2u(x0)(x− x0)| ≤ δ|x− x0|
for some constant δ > 0, with δ → 0 as ε→ 0. Suppose for simplicity that Du(x0) = 0.
Let w = 1
2
x · (∂2u(x0) + δI) · x, where I is the unit matrix. Then for |x− x0| sufficiently
small, Nu(Bε(x0)) ⊂ Nw(Bε(x0)). It follows
µr[u](x0) ≤ lim
ε→0
|Nu(Bε(x0))|
|Bε(x0)|
≤ lim
ε→0
|Nw(Bε(x0))|
|Bε(x0))|
= det(∂2u(x0) + δI)
≤ det(∂2u(x0)) + Cδ,
where C depends on ∂2u(x0) but is independent of ε. Sending ε to zero, we obtain
µr[u] ≤ det∂2u at x0. Hence we have µr[u] = det∂2u. 
Similarly for a given (non-smooth) convex hypersurface M one can introduce the
(Gauss) curvature measure on M. Let G : M → Sn denote the generalized Gauss
mapping. That is for any point p ∈ M, G(p) is the set of normals of the support
hyperplanes of M at p. The curvature measure µ[M] is defined, for any Borel set
E ⊂M, by
µ[M](E) = |G(E)|. (2.6)
The curvature measure can also be decomposed as the sum of a regular part and a
singular part, namely
µ[M] = µr[M] + µs[M].
A similar proof as that of Lemma 2.1 shows that the regular part µr[M] is given by the
Gauss curvature of M, which is well defined almost everywhere. In particular if M is
the graph of a convex function u, then
µr[M] =
det∂2u
(1 + |Du|2)(n+2)/2
. (2.7)
By Lemma 2.1, we can extend the definition of the affine area functional (1.4) from
smooth convex functions to general convex functions by
A(u) = A(u,Ω) =
∫
Ω
[det∂2u]1/(n+2). (2.8)
By (2.7) we have
A(M) =
∫
M
(
µr[M]
)1/(n+2)
. (2.9)
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Formulae (2.8) (2.9) imply that the affine area is invariant under unimodular affine
transformations inRn+1, and in particular is independent of the choice of the coordinates.
We remark that different but equivalent definitions for the affine surface area have been
introduced [14]. Our definition (2.8) is more straightforward.
Definition. A (locally) convex function u in a domain Ω is called affine maximal if it
is a maximizer of (2.8) under local convex perturbation. That is for any (locally) convex
function v such that u − v has compact support in Ω′ ⊂⊂ Ω, A(v,Ω′) ≤ A(u,Ω′). A
locally convex hypersurface M is called affine maximal if locally it is the graph of an
affine maximal function.
Since the function r → (det r)1/(n+2) is strictly concave on the cone of positive sym-
metric n× n matrices, so also is the functional A, that is
A(tu+ (1− t)v) ≥ tA(u) + (1− t)A(v) (2.10)
for all convex u, v and 0 ≤ t ≤ 1, with equality holding if and only if ∂2u = ∂2v. Moreover
if u is a convex function and η is a continuous function twice differentiable a.e. such that
u+ tη is convex for sufficiently small t ≥ 0, we have,
d
dt
A(u+ tη)
∣∣
t=0
=
1
n+ 2
∫
Ω
wU ij∂ijη, (2.11)
where w = (det∂2u)−(n+1)/(n+2), and [U ij ] is the cofactor matrix of ∂2u. Therefore a
convex function is affine maximal if and only if for any such η with compact support in
Ω, ∫
Ω
wU ij∂ijη ≤ 0. (2.12)
We will need the upper semi-continuity of the affine area functional. The upper semi-
continuity was first proved in [15]. A different proof was given in [21]. Here we give a
simple proof.
Lemma 2.2. Let {um} be a sequence of convex functions in Ω, converging locally uni-
formly to u. Then
lim sup
m→∞
A(um) ≤ A(u). (2.13)
Proof. By the Ho¨lder inequality we have
A(u,Ω) ≤
(∫
det∂2u
ρn+1
)1/(n+2)(∫
ρ
)(n+1)/(n+2)
(2.14)
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for any positive function ρ. It follows
A(u,Ω) = inf
{(∫
det∂2u
ρn+1
)1/(n+2)
, ρ ∈ C0, ρ > 0,
∫
ρ = 1
}
= inf
{(∫
dµr[u]
ρn+1
)1/(n+2)
, ρ ∈ C0, ρ > 0,
∫
ρ = 1
}
.
Since the singular part is defined on a set of measure zero, we have
A(u,Ω) = inf
{(∫
dµ[u]
ρn+1
)1/(n+2)
, ρ ∈ C0, ρ > 0,
∫
ρ = 1
}
. (2.15)
The upper semi-continuity then follows from the weak continuity of the Monge-Ampe`re
measure. 
In the following we prove the existence and uniqueness of maximizers for (1.8). Let
Ω be a bounded, Lipschitz domain in Rn, and ϕ a convex function (not necessarily
smooth) defined in a neighborhood of Ω. Denote by S[ϕ,Ω] the set of convex functions
v satisfying v = ϕ on ∂Ω and Nv(Ω) ⊂ Nϕ(Ω). The latter relation means that if we
extend v to the neighborhood of Ω such that v = ϕ outside Ω, then v is convex in the
neighborhood of Ω. Hence for any ϕ1 ∈ S[ϕ,Ω], we have S[ϕ1,Ω] = S[ϕ,Ω] if we extend
ϕ1 to a neighborhood of Ω by letting ϕ1 = ϕ. If ϕ is uniformly convex, then S[ϕ,Ω] is
the closure of S[ϕ] under uniform convergence, where S[ϕ] is introduced in Section 1.
We will consider a more general maximization problem, that is
sup{Af (v,Ω) | v ∈ S[ϕ,Ω]}, (2.17)
where
Af (v,Ω) = A(v,Ω)−
∫
Ω
fv (2.18)
and f ∈ L∞(Ω) is a bounded, measurable function.
The existence of maximizers for (2.17) follows immediately from the upper semi-
continuity of the affine area functional. To prove the uniqueness we first show that
a maximizer has nonsingular Monge-Ampe`re measure.
Lemma 2.3. Let u be a maximizer of (2.17). Then the Monge-Ampe`re measure µ[u]
has no singular part.
Proof. Suppose µ[u] has non-vanishing singular part µs[u]. Since µs[u] is supported
on a set of measure zero and µr[u] is an integral function, it follows that for any positive
constant K ≥ 1, there is a ball Br ⊂ Ω such that
µs[u](Br) ≥ Kµr[u](Br) + 2K
2|Br|,
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for otherwise by the covering lemma, µs must be an integrable function. Let v be the
solution to the Dirichlet problem
µ[v] = Kµr[u] + 2K
2 in Br,
v = u on ∂Br.
The existence and uniqueness of generalized solutions of the above problem are well
known, see [17]. Since µ[u](Br) ≥ Kµr[u](Br) + 2K
2|Br|, the set E = {v > u} is not
empty. Let u˜ = u in Ω−E and u˜ = v in E. Then u˜ ∈ S[ϕ,Ω]. We have
Af (v, E)− Af (u, E) =
∫
E
(det∂2v)1/(n+2) −
∫
E
(det∂2u)1/(n+2) −
∫
E
f(v − u)
≥
∫
E
(Kdet∂2u+ 2K2)1/(n+2) −
∫
E
(det∂2u)1/(n+2) − C|E|.
It is easy to see that the right hand side is positive, by considering respectively the sets
{det∂2u > K} and {det∂2u < K}, and choosing K sufficiently large. Hence we obtain
Af (u˜,Ω) = Af (u,Ω− E) + Af (v, E) > Af (u,Ω).
It follows that u is not affine maximal, a contradiction. 
Theorem 2.1. Let Ω be a bounded, Lipschitz domain in Rn. Suppose ϕ is a convex
Lipschitz function defined in a neighborhood of Ω, and f is a bounded measurable function.
Then there is a unique maximizer u for (2.17)
Proof. As remarked above, the existence follows from the upper semi-continuity of
the affine area functional. To see the uniqueness we observe that by the concavity of the
affine area functional, if both u and v are maximizers we have det∂2u = det∂2v almost
everywhere, and so µ[u] = µ[v] as both of them have no singular part by Lemma 2.3. It
follows u = v by the uniqueness of generalized solutions to the Monge-Ampe`re equation
[17]. We remark that the proof for the uniqueness of generalized solutions in [17] (see
Theorem 5.1 there) does not use the strict convexity of the domain. 
Remark 2.1. Theorem 2.1 can be extended to the functional
Af (v,Ω) = A(v,Ω)−
∫
Ω
f(x, v), (2.19)
where f(x, t) is locally bounded in Ω × R1, measurable in x and convex in t. By the
uniqueness in Theorem 2.1, one also sees that if uk, k = 1, 2, · · · , are maximizers of
sup{Afk(v,Ω) | v ∈ S[ϕk,Ω]}, and if ϕk → ϕ in C
1(Ω), fk → f in L∞(Ω), then uk → u
and u is the maximizer of (2.17).
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§3. The general Plateau problem
To study the maximization problem (1.3), we need to deal with non-smooth, locally
convex hypersurfaces. By definition, a locally convex hypersurface is the image of a
locally convex immersion in Rn+1 of a connected manifold N , that is M = T (N ), on
which there is a continuous vector field pointing everywhere to the convex side. This
latter condition rules out hypersurfaces such as xn+1 = x1max(|x1| − 1, 0). Recall that
an immersion T : N → Rn+1 is called locally convex if for any point p ∈ N , there is
a neighborhood Nδ(p) ⊂ N such that T (Nδ(p)) is a convex graph in Rn+1. We say a
locally convex hypersurface M is convex if M lies in the boundary of its convex closure.
For any given point x on a locally convex hypersurface M, T−1(x) may contain more
than one point in N . To avoid confusion in the following, when referring to a point
x ∈M, we need to understand a pair (x, p), where p = px ∈ N such that T (p) = x. Also
we say ωx ⊂M is a neighborhood of x if it is the image of a neighborhood of p in N . We
say γ is a curve on M if it is the image of a curve in N and so on. The r-neighborhood
of x, ωr(x), is the connected component of M∩Br(x) containing the point x.
As a prelude we proved in [22] a fundamental result for locally convex hypersurfaces,
which plays a crucial role in our investigation of the affine Plateau problem.
Lemma 3.1. Let M be a compact, locally convex hypersurface in Rn+1, n > 1. Suppose
the boundary ∂M lies in the hyperplane {xn+1 = 0}. Then any connected component of
M∩ {xn+1 < 0} is convex.
Lemma 3.1 has two important applications to the affine Plateau problem, namely to
the existence of maximizers for (1.3) and their strict convexity. Indeed, by Lemma 3.1 we
conclude that the set S[M0] is precompact, and so by the upper semi-continuity of the
affine area functional, (1.3) admits a maximizer in S[M0], the closure of S[M0] under
local uniform convergence. For the strict convexity of the maximizer, Lemma 3.1 enables
us to reduce consideration to the graph case (see the proof of Theorem 8.3).
To see that the set S[M0] is precompact, we need a uniform cone property of locally
convex hypersurfaces. Let Cx,ξ,r,α denote the cone with vertex x, axis ξ, radius r, and
aperture α, that is,
Cx,ξ,r,α = {y ∈ R
n+1 | |y − x| < r, 〈y − x, ξ〉 ≥ cosα |y − x|}.
We say that Cx,ξ,r,α is an inner contact cone of M at x if this cone lies on the concave
side of ωr(x). We say M satisfies the uniform cone condition with radius r and aperture
α if M has an inner contact cone at all points with the same r and α. From Lemma 3.1,
we have
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Lemma 3.2. Let M ⊂ BR(0) be a locally convex hypersurface with boundary ∂M.
Suppose M can be extended to M˜ such that ∂M is embedded in M˜ and M˜−M is locally
strictly convex. Then there exist r, α > 0 depending only on n, R, and the extended part
M˜ −M, such that the r-neighborhood ωr(x) is convex for any x ∈ M, and M satisfies
the uniform cone condition with radius r and aperture α.
Lemma 3.2 was also proved in [22]. The main point of Lemma 3.2 is that r and α
depend only on n,R and the extended part M˜ −M. Therefore it holds with the same
r and α for a family of locally convex hypersurfaces, which includes all locally uniformly
convex hypersurfaces, contained in BR(0), with boundary ∂M and Gauss mapping image
coinciding with that of M. For any sequence of locally convex hypersurfaces in this
family, the uniform cone property implies that the sequence sub-converges and the limit
hypersurface is locally a graph. This property was crucial for our resolution of the Plateau
problem for prescribed constant Gauss curvature [22] and also plays a key role in the
following existence proof of maximizers to the affine Plateau problem.
Let M0 ⊂ Rn+1 be a bounded hypersurface with smooth boundary which is smooth
and locally uniformly convex up to its boundary Γ. As in [22] we extendM0 to a smooth,
locally uniformly convex hypersurface M˜0 such that Γ lies in the interior of M˜0. Denote
Mc0 = M˜0 −M0.
As in Section 1 we denote by S[M0] the set of locally uniformly convex hypersurfaces
M with boundary Γ, which can be smoothly deformed from M0 in the family of locally
uniformly convex hypersurfaces whose Gauss mapping images lie in that of M0. The
latter assumptions is equivalent to saying thatM∪Mc0 is a locally convex hypersurface.
Let S[M0] be the closure of S[M0] under local uniform convergence. By Lemma 3.2,
S[M0] is well defined. Moreover, any locally convex hypersurface in S[M0] satisfies the
uniform cone condition with r and α depending only on n,R andMc0. From Lemma 3.1,
we have the following diameter estimate.
Lemma 3.3. If the image of the Gauss mapping of M0 does not cover any hemi-sphere
in Sn, then there is R > 0 such that M ⊂ BR(0) for any M ∈ S[M0] and so also for
any M∈ S[M0].
For the extended affine Plateau problem, we are concerned with the existence and
regularity of maximizers to the problem
sup
M∈S[M0]
A(M). (3.1)
Theorem 3.1. Let M0 ⊂ Rn+1 be a bounded hypersurface with smooth boundary which
is smooth and locally uniformly convex up to its boundary Γ. Suppose the image of the
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Gauss mapping of M0 does not cover any hemi-sphere in S
n. Then there is a locally
convex maximizer to (3.1).
Proof. The Gauss mapping image of M0, N , is a locally uniformly convex hypersurface
immersed in Sn, and can be decomposed into m pieces, N =
⋃m
i=1 Fi, such that every
piece is strictly contained in some hemi-sphere, namely every Fi is a graph with uniformly
bounded gradient. For any M ∈ S[M0], let M(i) = G−1(Fi), where G is the Gauss
mapping of M. Then M =
⋃
M(i) and M(i) is a graph for any i.
It follows by Lemma 3.3 that any sequence in S[M0] contains a convergent subse-
quence. Indeed, let {Mj} be a sequence in S[M0]. For any given j, as above we
decompose Mj into the union of M
(i)
j , i = 1, · · · , m. For each fixed i, we can choose a
coordinate system such that M
(i)
j are graphs for all j. Hence by Lemma 3.3 and con-
vexity, M
(i)
j contains a convergent subsequence. Moreover, by Lemma 3.3, A(M
(i)
j ) is
uniformly bounded for each i. Hence A(Mj) is uniformly bounded.
By the mollification of convex functions (see (2.3)) and the above decomposition, it is
easy to see that
sup
M∈S[M0]
A(M) = sup
M∈S[M0]
A(M) <∞. (3.2)
Hence the existence of maximizers to (3.1) follows from the upper semi-continuity of the
affine area functional. 
The necessity of the condition in Theorem A, that is if a hypersurface M is affine
maximal, then the image of its Gauss mapping cannot contain any hemi-sphere, is readily
shown. Indeed, if the Gauss mapping image contains the south hemi-sphere, we denote
by M′ the preimage of the south hemi-sphere, given as a graph of a convex function u
over a domain Ω. Then necessarily detD2u→∞ on ∂Ω and so w → 0 on ∂Ω. Applying
the maximum principle to equation (1.5), regarding it as a linear, second order elliptic
equation in w, we find that w ≡ 0 in Ω. This is impossible. One can also easily show
that if the Gauss map image of M0 contains a hemi-sphere, then the supremum in (3.1)
is unbounded.
The rest of the paper is devoted to the regularity of maximizers in Theorems 2.1 and
3.1.
§4. A priori estimates for classical solutions
If the maximizer in Theorem 2.1 is smooth and locally uniformly convex, it satisfies
the nonlinear fourth order partial differential equation
L[u] = f, (4.1)
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where L is the operator given in (1.5).
In this section we establish a priori estimates for solutions of (4.1). These estimates
are essentially proved in [21] where the case f ≡ 0 is considered.
Lemma 4.1. Let u ∈ C4(Ω) ∩ C0,1(Ω) be a locally uniformly convex solution of (4.1)
with u = 0 on ∂Ω. Then, for any point y ∈ Ω, we have the estimate
detD2u(y) ≤ C, (4.2)
where C depends on n, dist(y, ∂Ω), supΩ |Du|, supΩ f , and supΩ |u|.
Proof. Lemma 4.1 is proved in [21] (for the case f ≡ 0). We include the proof here for
completeness.
Let
z = log
w
(−u)β
−A|Du|2,
where β and A are positive constants to be determined. Then z attains its minimum at
an interior point x0 ∈ Ω. At x0 we have
0 = zi =
wi
w
− β
ui
u
− 2Aukuki,
0 ≤ zij =
wij
w
−
wiwj
w2
− β
uij
u
+ β
uiuj
u2
− 2Aukiukj − 2Aukukij
as a matrix. From zi = 0 we have
wiwj
w2
= β2
uiuj
u2
+
2βA
u
(uiukukj + ujukuki) + 4A
2ukulukiulj .
Using the identities
uijukij = −
1
1− θ
wk
w
, θ =
1
n+ 2
uijwij = U
ijwij/d = f/d, d = detD
2u,
where uij = U ij/d is the inverse matrix of D2u, we obtain
0 ≤ uijzij
=
f
dθ
−
βn
u
−
uijwiwj
w2
+
βuijuiuj
u2
− 2Auijukiukj +
2A
1− θ
ukwk
w
=
f
dθ
−
βn
u
− β(β − 1)
uijuiuj
u2
− 2A∆u+
4A2θ
1− θ
uijuiuj − 2βA
1− 2θ
1− θ
|Du|2
u
≤
f
dθ
− A∆u−
βn
u
+ 2βA
|Du|2
|u|
,
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with the choice
A =
1− θ
4θ supΩ |Du|
2
.
Therefore we have
|u|∆u ≤ C(1 + |Du|2).
Hence z(x0) ≥ −C if we choose β ≥ n(n+1)/(n+2). It follows that z(x) ≥ z(x0) ≥ −C
and so (4.2) holds. 
Remark 4.1. If n = 2, the assumption u = 0 on ∂Ω in Lemma 4.1 can be removed.
Indeed, let
z = log
w
ηβ
− A|Du|2,
where η(x) = (r2 − |x|2) is a cut-off function and r > 0 is such that Br(0) ⊂ Ω. Then
similarly as above we have, at a maximum point of z,
0 ≤ uijzij ≤
f
dθ
− A∆u+
βuii
η
+ 2βA
uiηi
η
.
Note that
u11 + u22 =
u11 + u22
u11u22
=
∆u
d
.
Hence we also obtain (4.2).
Remark 4.2. Lemma 4.1 holds if f = f(x, u,Du,D2u) and f satisfies
f(x, z, p, r) ≤ C(1 + tr r) (4.3)
for any symmetric matrix r.
Lemma 4.2. Let u ∈ C4(Ω) ∩ C0,1(Ω) be a locally uniformly convex solution of (4.1).
Suppose there exists an open set ω ⊂ Ω such that x ·Du < u in ω and x ·Du = u on ∂ω.
Then for any y ∈ ω,
detD2u(y) ≥ C, (4.4)
where C > 0 depends on n, dist(y, ∂ω), supΩ |Du|, infΩ f and supω |u− x ·Du|.
Proof. Let
z = logw + β log(u− x ·Du) + A|x|2
for some positive constants β and A to be determined. Suppose z attains its maximum
at x0 ∈ ω. Then at x0,
0 = zi =
wi
w
− β
xkuki
ϕ
+ 2Axi,
0 ≥ zii =
wii
w
−
w2i
w2
− β
xkukii + uii
ϕ
− β
x2iu
2
ii
ϕ2
+ 2A,
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where ϕ = u−xiui. By a rotation of coordinates we may suppose D
2u is diagonal at x0.
Then
0 ≥uiizii
=
f
dθ
− uii[β2
x2iu
2
ii
ϕ2
− 4βA
x2iuii
ϕ
+ 4A2x2i ]−
βxk
ϕ
uiiukii −
βn
ϕ
−
βx2iuii
ϕ2
+ 2Auii
=
f
dθ
− β(β + 1)
x2iuii
ϕ2
+
4βAx2i
ϕ
+ 2A(1− 2Ax2i )u
ii −
βn
ϕ
+
βxi
ϕ(1− θ)
wi
w
=
f
dθ
−
βn
ϕ
+
4βAx2i
ϕ
+ Auii − β(β + 1)
x2iuii
ϕ2
+
βxi
ϕ(1− θ)
(β
xiuii
ϕ
− 2Axi)
≥
f
dθ
−
C
ϕ
+Auii + β(
β
1− θ
− β − 1)
x2iuii
ϕ2
≥
f
dθ
−
C
ϕ
+Auii
if β is large and A is sufficiently small. It follows that |ϕ|uii ≤ C. Hence Lemma 4.2
holds. 
We note that Lemma 4.2 also follows from Lemma 4.1, using the Legendre transform,
as in [21]; (see equation (7.4)). We can determine neighborhoods ω = ωy of points y ∈ Ω
verifying the hypothesis of Lemma 4.2 in terms of a modulus of convexity of the strictly
convex function u. For any y ∈ Ω, h > 0, we define the section S0h,u(y) by
S0h,u(y) = {x ∈ Ω | u(x) < u(y) +Du(y)(x− y) + h}.
The modulus of convexity of u is a nonnegative function, defined by
ρu(r) = inf
y∈Ω
ρu,y(r), r > 0, (4.5)
where
ρu,y(r) = sup{h ≥ 0
∣∣ S0h,u(y) ⊂ Br(y)}
if there exists h ≥ 0 such that S0h,u(y) ⊂ Br(y), otherwise we define ρu,y(r) = 0. A
general convex function u is strictly convex if and only if ρu(r) > 0 for all r > 0.
If u is a strictly convex solution of (4.1), we can characterize the open set ωy (y ∈ Ω)
in the following way. Let ε > 0 be any given constant. Let Pε denote the set of linear
functions g such that g < u in Ω and g(y) = u(y) − ε. Let g(x) = sup{g(x) | g ∈ Pε}.
Then g ≤ u and the graph of g is a convex cone. Let ω denote the component of {g < u}
containing y. Then if ε < ρu(
1
2
r), where r = dist(y, ∂Ω), we have ω ⊂ Ω.
By Lemmas 4.1 and 4.2 we have the following Ho¨lder and Sobolev space estimates.
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Theorem 4.1. (W 4,p estimate) Let u ∈ C4(Ω) be a locally uniformly convex solution
of (4.1). Then for any Ω′ ⊂⊂ Ω, p ≥ 1, we have the estimate
‖u‖W 4,p(Ω′) ≤ C, (4.6)
where C depends on n, p, supΩ |f |, dist(Ω
′, ∂Ω), and the modulus of convexity of u.
Theorem 4.2. (Schauder estimate) Let u ∈ C4(Ω) be a locally uniformly convex solu-
tion of (4.1) with f ∈ Cα(Ω), 0 < α < 1. Then u ∈ C4,α(Ω) and for any Ω′ ⊂⊂ Ω,
‖u‖C4,α(Ω′) ≤ C, (4.7)
where C depends on n, α, ‖f‖Cα(Ω), dist(Ω
′, ∂Ω), and the modulus of convexity of u.
To prove Theorems 4.1 and 4.2, we have, by Lemmas 4.1 and 4.2 and our control of
the strict convexity of u,
C1 ≤ detD
2u ≤ C2 (4.8)
in any Ω′ ⊂⊂ Ω. Now we write (4.1) as a second order partial differential system
U ijwij = f in Ω, (4.9)
detD2u = w−(n+2)/(n+1) in Ω. (4.10)
In [4] the authors proved, for the case f ≡ 0, a Ho¨lder estimate, with respect to sections
of u, for solutions w of (4.9), assuming that the Monge-Ampe`re measure µ[u] satisfies
a continuity condition with respect to the Lebesgue measure, which is guaranteed by
(4.8). By examining their argument one sees that under (4.8), their Ho¨lder continuity
result holds when f ∈ L∞. Taking account of the modulus of convexity of u, we thus
conclude the Ho¨lder estimate for the function w. By the interior Schauder estimate of
the Monge-Ampe`re equation [3], we then obtain interior Ho¨lder estimates for the second
derivatives of u. Hence (4.9) becomes a linear uniformly elliptic equation with Ho¨lder
continuous coefficients. It follows we can estimate w in W 2,ploc (Ω) for any p < ∞. The
W 4,ploc (Ω) and C
4,α(Ω) estimates for u now follow from standard elliptic regularity theory.
Remark 4.3. Theorems 4.1 and 4.2 hold for any strictly convex solution of (4.1), by our
regularity result, Theorem 6.2.
To prove the regularity of maximizers in Theorems 2.1 and 3.1, it suffices to prove, in
view of Theorems 4.1 and 4.2, that (a) the maximizers are strictly convex and (b) they
can be approximated by smooth maximizers. We will prove (a) for dimension n = 2 in
Section 8 and (b) for all dimensions in Section 6.
§5. The second boundary value problem
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In this section we prove the existence of solutions to the following boundary value
problem,
L[u] = f(x, u) in Ω, (5.1)
u = ϕ on ∂Ω, (5.2)
w = ψ on ∂Ω, (5.3)
where L and w are as in (1.5) (1.6), Ω is a smooth, uniformly convex domain in Rn, ϕ, ψ
are smooth functions on ∂Ω with
C−10 ≤ ψ ≤ C0 (5.4)
for some positive constant C0. We suppose f ∈ L∞(Ω ×R), f is non-decreasing in u,
and there is t0 ≤ 0 such that
f(x, t) ≤ 0 when t ≤ t0. (5.5)
Theorem 5.1. The boundary value problem (5.1)-(5.3) admits a solution u ∈W 4,ploc (Ω)
∩C0,1(Ω) (∀ p > 1) with detD2u ∈ C0(Ω). If f ∈ Cα(Ω×R), where α ∈ (0, 1), then the
solution u ∈ C4,α(Ω) ∩ C0,1(Ω).
We will use Theorem 5.1 in the next section to construct smooth approximations to
the maximizers in Theorem 2.1.
To prove Theorem 5.1 we write (5.1) as a system (4.9) (4.10) and consider the approx-
imating problem
U ijwij = f in Ω, (5.6)
detD2u = ηw−(n+2)/(n+1) + (1− η) on Ω, (5.7)
where u and w satisfy the boundary condition (5.2) and (5.3), and η = ηk ∈ C
∞
0 (Ω) is a
nonnegative cut-off function satisfying η = 1 in Ωk = {x ∈ Ω | dist(x, ∂Ω) < 1/k}.
Lemma 5.1. Let (u, w) be a C2 smooth solution of (5.6)-(5.7). Then there exists a
constant C > 0 such that
C−1 ≤ w ≤ C in Ω, (5.8)
|w(x)− w(x0)| ≤ C|x− x0| ∀ x ∈ Ω, x0 ∈ ∂Ω, (5.9)
where C depends only on n, diam(Ω), supΩ |f |, and supΩ |u|, and is independent of k.
Proof. Let z = logw−h(u), where h is a convex, monotone increasing function satisfying
h(t) = t when t ≥ −t0 and h(t) ≥ −t0 − 1 when t ≤ −t0. If z attains its minimum at a
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boundary point, by (5.4) we have w ≥ C in Ω. If z attains its minimum at an interior
point x0 ∈ Ω. At this point we have
0 = zi =
wi
w
− h′(u)ui,
0 ≤ zij =
wij
w
−
wiwj
w2
− h′(u)uij − h
′′(u)uiuj
as a matrix. Hence
0 ≤ uijzij ≤
f
dθ
− nh′(u)
where d = detD2u, θ = 1/(n + 2). If u(x0) ≤ t0, f = 0 and we reach a contradiction.
Hence u(x0) ≥ t0 and h′(u) > 0. We obtain d(x0) ≤ C. Since z(x) ≥ z(x0), we obtain
w(x) ≥ w(x0)exp(h(u(x))− h(u(x0))).
The first inequality in (5.8) follows.
Next let z = logw + A|x|2. If z attains its maximum at a boundary point, by (5.4)
we have w ≤ C and so (5.8) holds. If z attains its maximum at an interior point x0, we
have, at x0,
0 = zi =
wi
w
+ 2Axi,
0 ≥ zii =
wii
w
−
w2i
w2
+ 2A.
Suppose (D2u) is diagonal at x0. Then
0 ≥ uijzij
=
f
dw
− 4A2x2iu
ii + 2Auii
≥
f
dw
+ Auii
if A is small. Hence
dw
∑
uii ≤ C.
By (5.7) we obtain
[ηw−(n+2)/(n+1) + (1− η)](n−1)/nw ≤ dw
∑
uii ≤ C. (5.10)
We obtain w ≤ C, and hence (5.8) is proved.
Let v be a smooth, uniformly convex function in Ω such that v = ψ on ∂Ω and
D2v ≥ K. Then
U ijvij ≥ K
∑
U ii ≥ CK[detD2v](n−1)/n ≥ CK.
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Hence if K is large enough, v is a lower barrier of w by applying the comparison principle
to (5.6). We thus obtain
w(x)− w(x0) ≥ −C|x− x0| ∀ x ∈ Ω, x0 ∈ ∂Ω. (5.11)
Similarly one can construct an upper barrier for w. Hence (5.9) holds. 
By approximation, Lemma 5.1 holds for w ∈W 2,p(Ω) with p > n. Indeed, let {fk} be
a sequence of bounded functions which converges to f in Lp, and let wk be the solution
of (5.6) with f = fk, where U
ij is the cofactor matrix of D2u, which is independent of k.
Then wk → w in W 2,p. As above we have the estimate dwk
∑
uii ≤ C. Sending k →∞
we obtain (5.10) and so the second inequality in (5.8) follows. The first inequality in
(5.8) can be proved in the same way as above.
Lemma 5.2. There is a solution (u, w), where u ∈ C2,α(Ω) and w ∈ W 2,p(Ω) (p > n),
to the above approximation problem.
Proof. By (5.8), u is uniformly bounded, and is strictly convex in Ω [2]. Applying the
interior Ho¨lder continuity result [4] to (5.6) we have detD2u ∈ Cα(Ω) for some α ∈ (0, 1),
which in turn implies w ∈ W 2,p(Ω) ∀ p > 1 and u ∈ C2,α(Ω). Near the boundary we
also have u ∈ C2,α by applying the regularity theory of Monge-Ampe`re equation to (5.7)
[5,10,13]. Therefore we have global regularity for the approximation problem. Next we
use the degree theory to prove the existence of solutions.
For any positive w ∈ C0,1(Ω), let u = uw be the solution of (5.7) with u = ϕ on ∂Ω,
and let wt, t ∈ [0, 1], be the solution of
U ijwij = tf(x, u) in Ω, (5.12)
wt = tψ + (1− t) on ∂Ω.
Then the mapping Tt : w ∈ C0,1(Ω)→ wt ∈ C0,1(Ω) is compact. By the above a priori
estimates, the degree deg(Tt, BR, 0) is well defined, where BR is the set of all positive
function satisfying ‖w‖C0,1(Ω) ≤ R. When t = 0, from (5.12) we have obviously w ≡ 1.
Namely T0 has a unique fixed point w ≡ 1. Hence the degree deg(Tt, BR, 0) = 1 for all
t ∈ [0, 1]. This completes the proof. 
Denote by uk (corresponding to ηk) the solution obtained in Lemma 5.2, where the
estimates for the upper and lower bounds of detD2uk are independent of k. Letting
uk → u we obtain (5.8) for w = [detD2u]−(n+1)/(n+2). Therefore we conclude u ∈
W 4,ploc (Ω)∩C
0,1(Ω) by Theorem 4.1. Note that by (5.8) we also have (5.9), which implies
that w ∈ C0(Ω) and u satisfies the boundary conditions (5.2) and (5.3). If f ∈ Cα(Ω×R),
then u ∈ C4,α(Ω) ∩ C0,1(Ω) by Theorem 4.2. Hence we obtain Theorem 5.1.
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In a separate paper [23] we prove the uniqueness and global regularity of solutions to
the boundary value problem (5.1)-(5.3).
§6. Approximation by smooth solutions
In this section we show that an affine maximal function can be approximated by
smooth solutions of the affine maximal surface equation. Our approach also embraces
the inhomogeneous case and utilizes the solvability of the second boundary value problem
(Theorem 5.1).
We begin by considering a particular version of the second boundary value problem.
Let ϕ ∈ C2(B) be a uniformly convex function in a ball B = BR(0), vanishing on ∂B.
Let H ∈ C∞(−∞, 1) be a non-negative convex function such that
H(t) =
{
4n(1− t)−2n if 1/2 < t < 1,
t4 if t < −1.
(6.1)
Let f ∈ L∞(Ω) be the function in (2.18) and suppose Ω ⊂⊂ B. Extend f to B such that
f(x, u) = h(u− ϕ(x)) in B − Ω, (6.2)
where h(t) = H ′(t). Then f is nondecreasing in u.
Lemma 6.1. There is a locally uniformly convex solution u to the second boundary value
problem
L[u] = f(x, u) in B, (6.3)
u = ϕ on ∂B,
w = 1 on ∂B
with u ∈W 4,ploc (B)∩C
0,1(B), for all p <∞, w ∈ C0(Ω), where L is the operator in (1.5).
Proof. We will prove that if u is a locally uniformly convex solution of (6.3), then
inf
B
u ≥ −K0 (6.4)
for some K0 > 0 depending only on ϕ and R, the radius of the ball B; and
|f(x, u)| ≤ C. (6.5)
Once (6.4) and (6.5) are established, Lemma 6.1 follows from Theorem 5.1.
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First we prove (6.4). Let δ > 0 be a small constant. Since ϕ vanishes on ∂B,
Ωδ = {u < −δ} is strictly contained in B. We compute∫
Ωδ
U ijwij(u+ δ) = −
∫
Ωδ
(u+ δ)iwjU
ij (6.6)
= −
∫
∂Ωδ
(u+ δ)iγjwU
ij +
∫
Ωδ
wU ij(u+ δ)ij
< n
∫
B
wdetD2u = n
∫
B
[detD2u]θ,
where θ = 1/(n+2), γ is the unit outward normal, and we have used the divergence free
property of [U ij ] for any fixed i or j. Sending δ to 0, we obtain∫
B
f(x, u)u ≤ n
∫
B
[detD2u]θ = n
∫
M
Kθ,
where M is the graph of u, and K is the Gauss curvature of M. It follows that∫
B
f(x, u)u ≤ n|M|1−θ
[ ∫
M
K
]θ
≤ C| inf u|1−θ.
Recalling that f is bounded in Ω, we obtain∫
B−Ω
f(x, u)u ≤ C| inf u|.
Since u is convex and u = 0 on ∂B, there exists C > 0 such that
| inf
B−Ω
u|4 ≥ C
∫
B
|u|4.
It follows by our construction of H, see (6.1),∫
B−Ω
f(x, u)u ≥ C1| inf u|
4 − C2
for some positive constants C1, C2 > 0. Hence (6.4) holds.
Next we prove (6.5). Since f(x, t) is increasing in t, f(x, u) is bounded from below by
(6.4). If suffices to prove that f(x, u) is bounded from above.
We first prove detD2u is bounded near ∂B. Indeed, by convexity and our choice of H,
f(x, u) is bounded from above near ∂B. For any boundary point x0 ∈ ∂B, we suppose
by a rotation of axes that x0 = (R, 0, · · · , 0). Let ℓ(x) = ax1+b be a linear function such
that ℓ(x0) < u(x0) = 0 and ℓ > u on x1 = R − δ0, where δ0 > 0 is a constant such that
f is upper bounded in B ∩ {x1 > R− δ0}. Let z = log
w
u−ℓ . If z attains a minimum at a
boundary point ∂B, by the boundary condition w = 1 in (6.3) we see that z is bounded
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from below and so detD2u is bounded from above near ∂Ω. If z attains a minimum at
some interior point y0 ∈ {u > ℓ}, we compute, at y0,
0 =zi =
wi
w
−
(u− ℓ)i
u− ℓ
,
zij =
wij
w
−
(u− ℓ)ij
u− ℓ
with the matrix [zij ] ≥ 0. It follows that,
0 ≤ uijzij =
f
[detD2u]θ
−
n
u− ℓ
.
Hence detD2u ≤ C at y0 and so z ≥ C, which in turn implies that detD2u is bounded
near ∂B.
By (6.4) we then conclude that u is Lipschitz at ∂B, and hence Du is uniformly
bounded in B by convexity. Returning to (6.6), we have∫
Ωδ
U ijwij(u+ δ) ≥ −
∫
∂Ωδ
uiγjwU
ij
= −
∫
∂Ωδ
uγwU
γγ
= −
∫
∂Ωδ
(uγ)
nwKs
≥ −nωn
(
sup
B
|Du|
)n
inf
∂Ωδ
w
where Ks denotes the Gauss curvature of ∂Ωδ. Letting δ → 0, we obtain from (6.3),∫
B
(−f(x, u))u ≤ C (6.7)
since w = 1 on ∂B.
If u(x)−ϕ(x) is sufficiently close to one at some point x ∈ B−Ω, then u(x)−ϕ(x) is
sufficiently close to one at nearby points in B−Ω, by the convexity of u and ϕ. Hence the
integral on the left hand side of (6.7) must become very large, which is in contradiction
with the estimate (6.7). Hence (6.5) holds. Lemma 6.1 now follows from Theorem 5.1.

We remark that the function f(x, u) is not defined when u ≥ ϕ + 1. This is not a
problem for the use of the degree argument in the proof of Lemma 5.2. One can also
choose a sequence fj(x, u) which is defined for all u ∈ R and converges to f .
Next we use Lemma 6.1 and the penalty method to prove the maximizer in Theorem
2.1 can be approximated locally by smooth local maximizers.
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Theorem 6.1. Let Ω and ϕ be as in Theorem 2.1. Then for any convex Ω′ ⊂⊂ Ω, there
exists a sequence of smooth solutions of equation (4.1), (∈W 4,ploc (Ω) ∀ p <∞), converging
uniformly in Ω′ to the maximizer u.
Proof. Without loss of generality let us assume that Ω is convex, u is a maximizer in
Ωδ = {x ∈ Rn | dist(x,Ω) < δ} for some δ > 0 small, ϕ = u in Ωδ − Ω. We will prove
that u can be approximated by smooth solutions of (4.1) in Ω.
Let BR = BR(0) be a ball in R
n containing Ωδ. Let
ϕ˜(x) = sup
v∈P
v(x), x ∈ BR,
where P is the set of linear functions v such that v ≤ ϕ in Ωδ and v ≤ K0 in BR for some
given constant K0. Since ϕ is Lipschitz and Ω is convex, we can choose K0 sufficiently
large such that ϕ˜ = ϕ in Ωδ. By definition, ϕ˜ cannot be strictly convex at any point
in BR − Ωδ. By Aleksandrov’s theorem, the set Nϕ˜(BR − Ωδ) has measure zero, that is
µ[ϕ˜] = 0 in BR − Ωδ. Therefore we may suppose directly that ϕ is defined in BR such
that µ[ϕ] = 0 in BR − Ωδ and ϕ equals the constant K0 on ∂BR.
Let {ϕk} be a sequence of convex functions such that ϕk = ϕ in Ωδ, ϕk = ϕ on ∂BR,
ϕk is uniformly convex in BR − Ωδ, and ϕk → ϕ uniformly in BR. Let Hj(t) = H(2
jt)
be a sequence of smooth, convex functions, defined in (−∞, 2−j). Let fk,j(x, u) = f(x)
when x ∈ Ω and fk,j(x, u) = hj(u− ϕk) when x ∈ BR − Ω, where hj = H
′
j and f is the
function in (2.17).
By Lemma 6.1, there is a convex solution uk,j of (6.3) with f = fk,j , which is an
extremal of the concave functional
Jk,j(u) = Jk,j(u,BR) = A(u,BR)−
∫
Ω
fu−
∫
BR−Ω
Hj(u− ϕk),
where A(u,BR) is the affine area functional on the domain BR.
Similar to (6.4) we have uk,j ≥ −K0 for some K0 independent of k, j. We have indeed
a stronger estimate, for any given k,
inf
BR−Ω
(uk,j − ϕk)→ 0 as j →∞. (6.8)
To prove (6.8) we suppose infBR−Ω(uk,j − ϕk) is attained at xj . Let ℓ be the tangent
plane of ϕk at xj . Let ω = {uk,j < ℓ}. We compute∫
ω
U ijwij(u− ℓ) = −
∫
ω
(u− ℓ)iwjU
ij (u = uk,j)
= −
∫
∂ω
(u− ℓ)iγjwU
ij +
∫
ω
(u− ℓ)ijwU
ij
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The first integral on the right hand side is negative. Hence we obtain∫
ω
fk,j(x, u)(u− ℓ) =
∫
ω
U ijwij(u− ℓ)
≤
∫
ω
wdetD2u
=
∫
ω
(detD2u)θ
=
∫
M
Kθ ≤ C,
whereM is the graph of u and K is the Gauss curvature. If (6.8) is not true, the integral
on the left hand side converges to infinity (as j →∞) by our definition of fk,j, which is
a contradiction. Hence (6.8) holds.
Observe that by our definition of Hj ,
uk,j ≤ ϕk + 2
−j , (6.9)
which, together with (6.8), implies that
uk,j → ϕk (6.10)
in BR − Ω as j →∞.
Since ϕk → ϕ, we have uk,j → ϕ (k, j →∞) locally uniformly in BR −Ω as long as j
is large enough. By convexity, uk,j sub-converges to a convex function u in BR. By our
definition of S[ϕ,Ω] in Section 2, the function u, when restricted to Ω, belongs to the
set S[ϕ,Ω]. We want to prove that u is the maximizer of (2.17), whence u = u by the
uniqueness assertion in Theorem 2.1.
Choose R′ < R and r > 0 such that Ω ⊂ BR′−3r(0). Denote
Dσ = {x ∈ BR(0) | R
′ − r − σ < |x| < R′ + r + σ}
where 0 ≤ σ ≤ r. Let
uk,j = sup{v | v ∈ Φk,j},
where Φk,j is the set of convex functions in BR(0) which satisfy v ≤ uk,j in BR − Dσ,
v ≤ max(ϕk, uk,j) in Dσ , and v ≤ ϕk in D0 = Dσ |σ=0. Then for any fixed r > σ > 0, by
the uniform convexity of ϕk and (6.10), we have
uk,j = uk,j in BR −Dσ, (6.11)
uk,j = ϕk in {x ∈ D0 | dist(x, ∂D0) > σ/2},
|uk,j − ϕk| ≤ |uk,j − ϕk| in Dσ. (6.12)
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provided j is sufficiently large. By (6.11), uk,j ∈ S[uk,j , BR]. Since uk,j is the maximizer
of Jk,j in S[uk,j, BR], we have
Jk,j(uk,j) ≤ Jk,j(uk,j), (6.13)
Observe that ∫
Dσ
[detD2u]1/(n+2) ≤ |Dσ|
(n+1)/(n+2)
∣∣ ∫
BR
detD2u
∣∣1/(n+2)
≤ C|Dσ|
(n+1)/(n+2),
where u = uk,j . By (6.12) we have
Jk,j(uk,j) ≥ Jk,j(uk,j)− ε (6.14)
with ε→ 0 as r, σ → 0.
Let
vk,j =


u in Ωδ,
ϕk in BR′ − Ωδ,
uk,j in BR −BR′
be an extension of u in BR. Then vk,j = u = ϕ in Ω
δ −Ω, and vk,j ∈ S[uk,j , BR]. Hence
we have, by (6.13), (6.14),
Jk,j(vk,j) ≤ Jk,j(uk,j) ≤ Jk,j(uk,j) + ε.
Since vk,j = uk,j in BR −BR′ , we obtain
Jk,j(vk,j , BR′) ≤ Jk,j(uk,j , BR′) + ε. (6.15)
Since Hk,j ≥ 0, we have
Jk,j(uk,j, BR′) ≤ A(uk,j , BR′)−
∫
Ω
fuk,j
= Af (uk,j ,Ω) +A(uk,j , BR′ − Ω), (6.16)
where
Af (u,Ω) = A(u,Ω)−
∫
Ω
fu.
We compute
A(uk,j , BR′ − Ω) = A(uk,j,Ω
δ − Ω) + A(uk,j , BR′ − Ω
δ)
≤ |Ωδ − Ω|(n+1)/(n+2)
[ ∫
Ωδ−Ω
detD2uk,j
]1/(n+2)
+ C
[ ∫
BR′−Ω
δ
detD2uk,j
]1/(n+2)
.
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We choose δ > 0 sufficiently small such that the first term on the right hand side is
small. Observe that uk,j → ϕ and the Monge-Ampe`re measure µ[ϕ] = 0 in BR−Ωδ. We
therefore obtain
A(uk,j , BR′ − Ω) ≤ 2ε (6.17)
if k is large enough. Therefore by (6.15), (6.16), and the upper semi-continuity of the
affine area functional, we obtain
Af (u,Ω) ≤ Jk,j(vk,j, BR′)
≤ Jk,j(uk,j , BR′) + ε
≤ Af (uk,j,Ω) + 2ε
≤ Af (u,Ω) + 3ε
if k, j are sufficiently large. Hence u is the maximizer, and thus u = u. 
The penalty method is used above to create a sequence of smooth solutions of (4.1)
satisfying (6.10). The function H, chosen in (6.1), facilitates the estimate (6.9). This
function can be replaced by convex functions defined in (−∞,∞) which grow much faster
for t > 0 than for t < 0.
From Theorem 6.1 we obtain the following interior regularity in all dimensions, which
includes the case of affine maximal functions and thereby completes the proof of Theorem
B.
Theorem 6.2. Let u be a strictly convex maximizer of (2.17), with f ∈ C∞(Ω). Then
u ∈ C∞(Ω) and satisfies equation (4.1) in Ω.
In the case of an affine maximal graphM =Mu, (that is f ≡ 0), we obtain from The-
orem 6.1 and the uniqueness part of Theorem 2.1, that there exists a sequence of smooth
functions {um} ⊂ C
∞(Ω) with affine maximal graphs, converging locally uniformly to u.
As a byproduct, we may extend our affine Bernstein result in [21] to non-smooth affine
maximal surfaces.
Theorem 6.3. Let u be an affine maximal convex function defined in the whole space
R2. Suppose u has at least one strictly convex point. Then u is a quadratic function.
The assumption that u has at least one strictly convex point implies that the level
set S0h,u(p) is a bounded convex domain for some point p ∈ R
2. Note that if u has no
strictly convex point, then u(x1, x2) = ϕ(x1) for some convex function ϕ in an appropriate
coordinate system.
In the following two sections we will show that the hypothesis of strict convexity can
be dispensed with in two dimensions.
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§7. The generalized Legendre transform
In this section we introduce the Legendre transform for (nonsmooth, locally) convex
functions in general domains, which will be used in the next section to prove the strict
convexity of maximizers in Theorems 2.1 and 3.1.
Let Ω be a convex domain and u ∈ C2(Ω) be a uniformly convex function. The
Legendre transform of u is the function u∗ defined in Ω∗ = Du(Ω), given by
u∗(y) = sup{x˜ · y − u(x˜) | x˜ ∈ Ω}
= x · y − u(x), (7.1)
where x ∈ Ω is uniquely determined by y = Du(x). The Legendre transform u∗ is a
uniformly convex, C2 smooth function in Ω∗. Furthermore the Legendre transform of u∗
is u itself.
From the relation y = Du(x) we have x = Du∗(y) and
{D2u(x)} = {D2u∗(y)}−1. (7.2)
Therefore if u ∈ C2(Ω) is affine maximal, namely if it is a maximizer of the affine area
functional A in the set S[u,Ω], u∗ is a maximizer of the associated functional
A∗(v) =
∫
Ω∗
[det∂2v](n+1)/(n+2) (7.3)
in the set S[u∗,Ω∗]. If u is a smooth, uniformly convex solution of the non-homogeneous
equation (4.1), then by direct computation, u∗ satisfies the equation
U ijw∗ij = −
1
n + 1
f(Du∗) detD2u∗, (7.4)
where U ij is the cofactor matrix of D2u∗ and w∗ = [detD2u∗]−1/(n+2).
Next we extend the Legendre transform to non-smooth (locally) convex functions.
Let Ω be a bounded C2 smooth domain in Rn and ϕ be a (locally) uniformly convex
function in Ω. As before we denote by S[ϕ,Ω] the set of locally uniformly convex functions
u ∈ C2(Ω) ∩ C0,1(Ω) satisfying u = ϕ and Du(Ω) ⊂ Dϕ(Ω), and denote by S[ϕ,Ω]
the closure of S[ϕ,Ω] under local uniform convergence. In the following we extend the
Legendre transform to all functions in S[ϕ,Ω] and show that if u is a maximizer for
supv∈S[ϕ,Ω]A(v), the Legendre transform of u is a maximizer for supv∈S[ϕ∗,Ω∗]A
∗(v),
where Ω∗ = Dϕ(Ω).
First we consider the case when the domain Ω is convex such that Dϕ is a dif-
feomorphism from Ω to Dϕ(Ω). Extend ϕ to a neighborhood of Ω, say, the domain
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Ωσ = {x ∈ Rn | dist(x,Ω) < σ} for some σ > 0, such that ϕ is uniformly convex in Ωσ
(see [22]). For any u ∈ S[ϕ,Ω], we extend u to Ωσ such that u = ϕ in Ωσ − Ω. Let
u∗(y) = sup
x∈Ωσ
(x · y − u(x)) ∀ y ∈ Dϕ(Ωσ), (7.5)
where the supremum is attained at a point x such that y ∈ Nu(x). It is easy to see that
u∗ = ϕ∗ in Dϕ(Ωσ − Ω). We define the Legendre transform of u as the restriction of u∗
on the domain Ω∗ = Dϕ(Ω).
Let S[ϕ∗] = S[ϕ∗,Ω∗] denote the set of convex functions v such that v = ϕ∗ on ∂Ω∗
and Nv(Ω
∗) ⊂ Ω. For any convex function v ∈ S[ϕ∗,Ω∗], we extend v to Dϕ(Ωσ) such
that v = ϕ∗ in Dϕ(Ωσ − Ω). Then similarly we can define the Legendre transform of v,
which is a convex function on Ω.
Remark 7.1. When Ω is convex and ϕ is a convex function defined in Ωσ, the Legendre
transform (7.5) is well defined for any u ∈ S[ϕ,Ω]. The smoothness of ∂Ω and ϕ is
not required. This implies that if u is a convex function in a non-convex domain Ω and
Du(x) = Du(y) for two points x, y ∈ Ω such that the line segment xy is contained in Ω,
then the tangent planes of u at x and y coincide.
We remark that for any function u ∈ S[ϕ,Ω], the usual Legendre transform of u is
defined by
uˆ∗(y) = sup
x∈Ωσ
(x · y − u(x)) ∀ y ∈ Du(Ω).
The function uˆ∗ is a convex function defined in Du(Ω) ⊂ Ω∗. Obviously we have u∗ = uˆ∗
in Du(Ω). The graph of u∗ in Ω∗ −Du(Ω) consists of line segments. In fact we have
u∗(x) = sup ℓ(x),
where the supremum is taken over all linear function satisfying ℓ ≤ uˆ in Du(Ω) and
ℓ ≤ ϕ∗ on ∂Ω∗. Our definition of the Legendre transform is an extension of the usual
one such that for any function u ∈ S[ϕ,Ω], u∗ is properly defined in the whole Ω∗.
Next we consider the case when Ω is a general bounded smooth domain. In this
case the gradient mapping Dϕ may not be one to one. We need to regard Dϕ as an
immersion and the domain Ω∗ = Dϕ(Ω) as an immersed manifold in Rn. Let S0[ϕ,Ω]
denote the set of uniformly convex functions u ∈ S[ϕ,Ω] ∩ C2(Ω) satisfying u = ϕ on
∂Ω and Du(Ω) = Dϕ(Ω). For any u ∈ S0[ϕ,Ω], extend u to Ωσ such that u = ϕ outside
Ω. Then u has continuous gradient across ∂Ω. It is easy to see that S[ϕ,Ω] is also the
closure of S0[ϕ,Ω] under uniform convergence.
We claim that for any u0, u1 ∈ S0[ϕ,Ω], there exists a diffeomorphism ρ from Ω
into itself, such that Du0(x) = Du1(ρ(x)). Indeed, for any t ∈ [0, 1], the function
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ut := tu1+(1−t)u0 ∈ S
0[ϕ,Ω]. Since u0 and u1 are uniformly convex, namely they are C
2
up to boundary and D2u0 and D
2u1 are positive definite, there exists a diffeomorphism
ρt from Ω into itself, such that Dut(x) = Dut′(ρt(x)) if t < t
′ and t, t′ are sufficiently
close. Hence the claim follows.
It follows that Ω∗, as a manifold immersed in Rn, is also the image of the immersion
Du : Ω → Rn for any u ∈ S0[ϕ,Ω]. For u ∈ S0[ϕ,Ω], the Legendre transform of u, u∗,
is a single valued function defined on the manifold Ω∗, such that for any y ∈ Ω∗,
u∗(y) = x · y − u(x), (7.6)
where x ∈ Ω is the unique point such that y = Du(x). Obviously (7.6) is an extension
of (7.1).
Remark 7.2. We need to explain how u∗ is understood as a single valued function on
Ω∗. Let us introduce a manifold N = {(x, y) | x ∈ Ω, y = Du(x)} with metric ds2 = dy2.
Then the gradient mapping Du is an embedding of Ω to N and Du(Ω) is isometric to
N . The function u∗ can be regarded as a single valued function on N .
Next we define the Legendre transform for (non-smooth) functions u ∈ S[ϕ,Ω]. Let
{uk} ⊂ S0[ϕ,Ω] be a sequence of smooth, uniformly convex functions converging to u.
We define u∗, the Legendre transform of u, by
u∗(y) = lim
k→∞
u∗k(y), (7.7)
where u∗k is the Legendre transform of uk, given in (7.6). To show that u
∗ is well defined,
we need to show that u∗ is independent of the choice of the sequences. Suppose {u1k} ⊂
S0[ϕ,Ω] is another sequence of smooth, uniformly convex functions which converges to
u. For any point y on the manifold Ω∗, there is a unique point xk ∈ Ω (x1k ∈ Ω, resp.)
such that Duk(xk) = y (Du
1
k(x
1
k) = y, resp.). By choosing subsequences we suppose
xk → x0 and x
1
k → x
1
0.
We claim that there exists a curve ℓ ⊂ Ω connecting x0 and x10 such that y ∈ Nu(x) for
any x ∈ ℓ. Suppose for a moment the claim is true. Since u can be extended to a convex
function in a neighborhood of Ω (namely u = ϕ on Ωσ − Ω), we can divide ℓ into the
union of small arcs, ℓ = ∪iℓi, such that for each ℓi, the line segment ℓˆi connecting the two
endpoints of ℓi lies in Ω
σ. Let x0, · · · , xm be the endpoints of these line segments such
that ℓˆi = xixi+1. Since y ∈ Nu(xi), the hyperplane Pi = {(x, xn+1) ∈ Rn+1 | xn+1 =
y · (x − xi) + u(xi)} is a tangent plane of u at xi. By convexity u is linear on these
line segments ℓˆi and the tangent planes of u at xi and xi+1 coincide, see Remark 7.1.
Therefore we obtain x0 · y − u(x0) = x
1
0 · y − u(x
1
0), namely the limit in (7.7) does not
depend on the choice of the sequence {uk}. By Remark 7.1, one also sees that the
Legendre transform depends locally on u.
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To prove the claim we let utk = tuk+(1−t)u
1
k. Then for any t ∈ [0, 1], {u
t
k} ⊂ S
0[ϕ,Ω]
and utk → u as k → ∞. Let x
t
k be the unique point in Ω such that Du
t
k(x
t
k) = y. By
the uniform convexity of uk and u
1
k, x
t
k depends continuously on t. Hence for fixed k,
Ek = {xtk | t ∈ [0, 1]} is a curve in Ω. Let E denote the set of such points xˆ that there is
a sequence {xˆk}, where xˆk ∈ Ek, which sub-converges to xˆ. For any given xˆ ∈ E , since
the hyperplane Pk = {xn+1 = y · (x− xtk) + u
t
k(x
t
k)} is a tangent plane of u
t
k at x
t
k and
utk converges to u uniformly, P = {xn+1 = y · (x− xˆ) + u(xˆ)} is a tangent plane of u at
xˆ. It follows that y ∈ Nu(xˆ) for any xˆ ∈ E . Since Ek is connected, for any r > 0 small
such that Br(xˆ) ⊂ Ωσ and Ek ∩ ∂Br(xˆ) 6= ∅, there is a point xˆr ∈ ∂Br(xˆ) ∩ E . Namely
Pr = {xn+1 = y · (x− xˆr) + u(xˆr)} is a tangent plane of u at xˆr. When r is sufficiently
small, by convexity we see that P and Pr must coincide. Again by the convexity of u,
we see that u is linear on the line segment xˆxˆr and so y ∈ Nu(x) for any x on the line
segment. The claim is proved. Hence (7.7) is well defined.
Regarding Ω∗ as a manifold (see Remark 7.2), we can define the Legendre transform
for functions v ∈ S[ϕ∗,Ω∗] similarly. Indeed, note that S0[ϕ∗,Ω∗] is the set of Legendre
transforms of functions in S0[ϕ,Ω], see (7.6). Hence if v ∈ S0[ϕ∗,Ω∗], we can define the
Legendre transform for a function v ∈ S0[ϕ∗,Ω∗] by
v∗(x) = x · y − v(y), (7.8)
where y ∈ Ω∗ is the unique point such that x = Dv(y). Obviously v∗ ∈ S0[ϕ,Ω] and
v is the Legendre transform of v∗. For general functions v ∈ S[ϕ∗,Ω∗], the Legendre
transform of v is also defined as the limit of the Legendre transforms of sequences of
smooth, locally uniformly convex functions in S0[ϕ∗,Ω∗] which converge to v. From
(7.7), this is well defined.
Remark 7.3. It is easy to see that if {uk} is a sequence in S[ϕ,Ω] and uk → u uniformly,
then the Legendre transform u∗k converges to u
∗. Observe that u ∈ S0[ϕ,Ω] if and only
if u∗ ∈ S0[ϕ∗,Ω∗]. Hence for any u ∈ S[ϕ,Ω], we have (u∗)∗ = u, namely the Legendre
transform of u∗ is u itself.
Lemma 7.1. Let u ∈ S[ϕ,Ω] and let u∗ be its Legendre transform. Then
A(u,Ω) = A∗(u∗,Ω∗), (7.9)
where Ω∗ is regarded as a manifold, as noted in Remark 7.2.
Proof. If u is twice differentiable at x and det∂2u(x) > 0, then it is easy to prove that
u∗ is twice differentiable at y = Du(x), and by (7.2) one has the relation
(
∂2u∗(y)
)(
∂2u(x)
)
= I, (7.10)
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where I is the unit matrix.
By our definition of the Legendre transform, (7.9) is obviously true for uniformly
convex functions in S0[ϕ,Ω]. We need to prove (7.9) for general convex functions in
S[ϕ,Ω]. For any Borel set E ⊂ Ω with dist(E, ∂Ω) ≥ δ, and any α ∈ (0, 1), we have
∫
E
(
det∂2u
)α
≤ |E|1−α
(∫
E
det∂2u
)α
= |E|1−α(µr[u](E))
α
≤ |E|1−α(µ[u](E))α
≤ |E|1−α
(
oscu
δ
)nα
,
where µr[u] is the regular part of the Monge-Ampe`re measure µ[u]. It follows that
(det∂2u)α is locally equi-integrable whenever u is bounded.
Extend u to Ωσ such that u = ϕ outside Ω. Let uh be the mollification of u, as
defined in (2.3). Then D2uh(x) → ∂2u(x) whenever u is twice differentiable at x [25].
Let uˆh = uh + h|x|2. Then we have∫
Ω
(det∂2u)α = lim
h→0
∫
Ω
(detD2uˆh)
α. (7.11)
Let uˆ∗h be the Legendre transformation of uˆh. By (7.10) we have D
2uˆ∗h(y) → ∂
2u∗(y)
whenever u∗ is twice differentiable at y and det∂2u∗(y) > 0. It follows∫
Ω∗
(det∂2u∗)α ≤ lim
h→0
∫
Ω∗
(detD2uˆ∗h)
α. (7.12)
Since (7.9) holds for uniformly convex functions in S0[ϕ,Ω], we obtain
A∗(u∗,Ω∗) ≤ A(u,Ω).
For any v ∈ S[ϕ∗,Ω∗], let v∗ be the Legendre transform of v. Then similarly we have
A(v∗,Ω) ≤ A∗(v,Ω∗).
Observe that the Legendre transform of u∗ is u itself. Choosing v = u∗ such that v∗ = u,
we obtain (7.9). 
Similar to Theorem 2.1, the functional A∗ is upper semi-continuous, so there exists a
maximizer v to the supremum
sup
v∈S[ϕ∗,Ω∗]
A∗(v). (7.13)
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If v is smooth and uniformly convex, it satisfies the Euler equation (7.4) with f = 0.
Let u be the Legendre transform of v. From (7.9) we see that u is the maximizer for
supu∈S[ϕ,Ω]A(u), and
sup
u∈S[ϕ,Ω]
A(u) = sup
v∈S[ϕ∗,Ω∗]
A∗(v). (7.14)
Furthermore, v is the Legendre transform of u, and hence by Theorem 2.1, v is unique.
For locally convex hypersurfaces, the notion of support function plays a similar role
to the Legendre transform for convex graphs. As a locally convex hypersurface can be
decomposed as a union of graphs, (see the proof of Theorem 3.1), we will just discuss
support functions for convex hypersurfaces, that is hypersurfaces lying in the boundaries
of convex bodies.
LetM be a smooth, convex hypersurface with Gauss mapping image N . The support
function H is a function defined on N , given by
H(x) = sup{p · x | p ∈M}. (7.15)
If M is locally uniformly convex, the supremum is attained at the unique point p ∈ M
with unit outward normal x. Moreover, the Gauss curvature of M at p is given by
K = 1/det(∇2H +HI)(x), (7.16)
where ∇ is the covariant derivative on Sn (under a local orthonormal frame), and I is
the unit matrix. Extend H to Rn+1 such that it is homogeneous of degree one, namely
H(tx) = tH(x) for any t ≥ 0 and x ∈ N . Then M can be recovered from H by
M = {DH(x) ∈ Rn+1 : | x ∈ N}, (7.17)
where D is the ordinary derivative in Rn+1. If locally M is represented as a graph of a
convex function u, then
u∗(y) = H(y,−1) y ∈ Ω∗, (7.18)
is exactly the Legendre transform of u. By (7.16) we have
detD2u∗(y) = (1 + |y|2)−(n+2)/2det(∇2H +HI). (7.19)
Note that in the graph case, (7.17) is equivalent to the Legendre transform for u∗.
For an arbitrary convex hypersurface M, one can define the support function using
the generalized Gauss mapping. For any interior point p ∈ M, the generalized Gauss
mapping is a multi-valued mapping given by
G(p) = {x ∈ Sn | x · p˜ ≤ x · p ∀p˜ ∈M}. (7.20)
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Let N =
⋃
G(p), where the union is taken over all interior points of M. Then we can
define the support function ofM also by (7.15), and ifM is a graph, the support function
is related to the Legendre transform by (7.18).
§8. Strict convexity
Throughout this section we assume the dimension n = 2. In two dimensions, the local
strict convexity of affine maximal functions which vanish on the boundary of a convex
domain Ω follows from our treatment of the affine Bernstein problem in [21] and the
approximation in Section 6.
Theorem 8.1. Suppose that u ∈ C0(Ω) is an affine maximal convex function in a
domain Ω ⊂ R2, vanishing on the boundary ∂Ω. Then u is strictly convex in Ω and the
modulus of convexity of u can be estimated in term of Ω and infΩ u.
We remark that Theorem 8.1 holds for affine maximal graphs with boundary lying on
a plane. Using the affine invariance of the affine maximal surface equation, the proof of
Theorem 8.1 reduces to the fact that a convex function with bounded Monge-Ampe`re
measure is differentiable at any point on its graph, not lying on a line segment joining
two boundary points. This is embodied in the following lemma.
Lemma 8.1. Suppose u is a nonnegative convex function in a domain Ω ∋ {0}, ⊂ R2,
satisfying u > 0 on ∂Ω, u(0) = 0 and u(x1, 0) ≥ |x1|. Then the Monge-Ampe`re measure
µ[u] cannot be a bounded function.
Proof. We outline the proof here, as it is essentially contained in [21] Section 5. First
by Lemma 2.3, the Radon-Nikodym derivative of µ[u] is an integrable function. If the
set {u = 0} is the single point {0}, let Gε = {u < ε}. Then the Lebesgue measure
|Gε| ≤ εδε, where δε = sup{|x2| | (x1, x2) ∈ Gε}. On the other hand, the image of the
normal mapping Nu(Gε) satisfies |Nu(Gε)| > Cε/δε for some C > 0 independent of ε.
By definition we have µ[u](Gε) = |Nu(Gε)|. Hence µ[u] is unbounded near the origin.
If the set {u = 0} is a line segment, by the assumption that u > 0 on ∂Ω, we may
suppose {u = 0} is the line segment {(0,−t) | 0 ≤ t ≤ t0} such that the origin is an
endpoint. Let Gε = {u < ℓε}, where ℓε(x) = ε + δεx2 is a linear function, and δε > 0 is
chosen such that u(0, ε/δε) = ℓε(0, ε/δε) = 2ε and u(0,−ε/δε) = ℓε(0,−ε/δε) = 0. By the
convexity and the assumption that u(x1, 0) ≥ |x1|, we see that Gε ⊂ {−δε ≤ x2 ≤ Cδε}
for some C > 0 depending on sup |Du|. Similarly as above we have |Gε| ≤ Cεδε, and
|Nu(Gε)| > Cε/δε for a different C > 0. Hence µ[u] is unbounded near the origin. 
We say a point x0 ∈ ∂F is an extreme point of a convex set F ⊂ R
n if there is a
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hyperplane P such that intersection P ∩ F is the single point {x0}. The main result
of this section is the following strict convexity in dimension 2 for affine maximal graphs
with general boundary values.
Theorem 8.2. Let Ω be a bounded C2 smooth domain in R2 and ϕ be a uniformly
convex function in Ω. Then the maximizer u in Theorem 2.1 is strictly convex in Ω, in
the case of vanishing f .
Proof. If u is not strictly convex, then the graph of u, Mu, contains a line segment ℓ.
Let P be the tangent plane of Mu containing ℓ. Let F be the component of P ∩Mu
which contains ℓ (note that P ∩Mu may contain more than one component if Ω is not
convex). Then F is a convex set. We have two cases.
Case a): F has an extreme point x0 which is an interior point of Mu. Then there
is a plane P0 = {v(x) = a · x + b}, such that v(x0) > u(x0) and v < u on ∂Ω. Let
Ω′ = {x ∈ Ω | v(x) > u(x)}. Then u is strictly convex in Ω′ by Theorem 8.1. This is a
contradiction since x0 is an extreme point of F .
Case b): All extreme points of F are boundary points of Ω. In this case we suppose
for simplicity that P = {x3 = 0} and u ≥ 0 near F . Since all extreme points of F are
boundary points of Ω, there exists a line segment contained in F , which we suppose is
ℓ = {te1
∣∣ − 1 ≤ t ≤ 1}, (8.1)
where e1 = (1, 0), such that both endpoints of ℓ are boundary points of Mu. By the
uniform convexity of ϕ we see that ℓ is transversal to ∂Ω at the endpoints ±e1, namely
|〈e1, γ〉| ≥ C > 0, for otherwise we have
∂2
∂x21
ϕ = 0 at the endpoints of ℓ, where γ is the
unit outward normal to ∂Ω. Since ϕ = u ≥ 0 on ∂Ω and u = 0 at the endpoints ±e1, by
the smoothness of ϕ and ∂Ω, we have |u(x)| ≤ 1
2
Cx22 for x ∈ ∂Ω, close to the endpoints
±e1. By convexity it follows that
u(x) ≤
C
2
x22 (8.2)
for x ∈ Ω, close to the segment ℓ.
Let u∗ be the Legendre transform of u, as introduced in Section 7. Then u∗ is the
maximizer of the functional A∗ over the set S[ϕ∗,Ω∗], see (7.14), and the origin is an
interior point of Ω∗, where Ω∗ = Dϕ(Ω). By (8.2) and since u ≥ 0, we have u∗(0) = 0
and
u∗(x1, x2) ≥
1
2C
x22 (8.3)
near the origin. Since the line segment ℓ in (8.1) is contained in F , we have
u∗(x1, x2) ≥ |x1| (8.4)
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locally near the origin. In the following we prove that the function u∗, which satisfies
(8.3) and (8.4), cannot be a maximizer of A∗ over the set S[ϕ∗,Ω∗]. Before continuing
our proof, we make the following remarks.
Remark 8.1. By Lemma 8.1 the Radon-Nikodym derivative of the Monge-Ampe`re mea-
sure µ[u∗] is an unbounded function. On the other hand if one can prove that u∗ can
be approximated by smooth solutions of (7.4) (with f = 0), then µ[u∗] is bounded by
Lemma 4.1 or Remark 4.1. However at the moment we don’t know if u∗ can be approx-
imated by smooth solutions. In our proof of the approximation result in Section 6, we
used the power 1n+2 and the concavity of the affine area functional A, see (5.10) and
(6.13).
Remark 8.2. Case b) can occur if ϕ is not uniformly convex. Indeed, if the graph of
ϕ contains a line segment of which both endpoints are boundary points, then the line
segment is on the graph of any function in S[ϕ].
Remark 8.3. In Section 7 the Legendre transform of u is defined on Dϕ(Ω), which is
regarded as an immersed manifold in Rn. Here in the proof of Theorem 8.2, we need
only to consider the piece of Mu,δ = {(x, u(x)) ∈Mu | u(x) < δ} for small δ > 0, where
(as in §7) u is extended to a neighborhood of Ω such that u = ϕ outside Ω. The Legendre
transform of u introduced in §7, when restricted to the piece Mu,δ, coincides with
u∗(y) = sup
x∈ω
(x · y − u(x)) ∀ y ∈ ω∗ = Nu(ω)
since ω is convex, where ω = ωδ is the projection of Mu,δ on {xn+1 = 0}. Moreover, u
can be recovered from u∗ by the same formula, that is
u(x) = sup
y∈ω∗
(x · y − u∗(y)) ∀ x ∈ ω.
In the following we suppose directly that the Legendre transform of u is given by the
above formulae.
Remark 8.4. We shall use the following basic property of the Legendre transform. If
x0 ∈ Ω and y0 ∈ Nu(x0), then x0 ∈ Nu∗(y0) and locally u∗(y) ≥ x0 · y − u(x0), namely
x0 · y − u(x0) is a support plane of u∗ at y0, where Nu is the normal mapping intro-
duced in Section 2. Since the endpoints ±e1 of ℓ are boundary points of ∂Ω, we have
limx1→0
1
|x1|
u∗(x1, 0) = 1.
Returning to the proof of Theorem 8.2, we denote g(t) = u∗(0, t). Then g(0) = 0 and
by (8.3)
g(t) ≥ t2. (8.5)
Note that we may suppose C ≤ 1/2 in (8.3) by replacing u by u/2C in (8.2). Denote
by Ωh = {x ∈ R
2 | u∗(x) < h} the sub-level set of u∗, where h > 0. We also denote by
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t+h > 0 and t
−
h < 0 the unique constants satisfying g(t
±
h ) = h. First we show that Ωh has
“good” shape.
Lemma 8.2. There is a positive constant C > 0, independent of h, such that
Ωh ⊂ {x ∈ R
2 | − h ≤ x1 ≤ h, Ct
−
h ≤ x2 ≤ Ct
+
h }. (8.6)
Proof. By (8.4) we have Ωh ⊂ {−h ≤ x1 ≤ h}. We need only to prove Ωh ⊂ {Ct
−
h ≤
x2 ≤ Ct
+
h }. By (8.4), this is true with C = 2 if u
∗(x1, 0) = |x1|. In general we will prove
Ωh ⊂ {x2 ≤ Ct
+
h } by restricting to the region Ωh ∩ {x2 ≥ 0}. For h > 0 small, let
u∗h(x1, x2) = h
−1u∗(hx1, t
+
h x2).
Then the graph of u∗h (the part in {x3 < 1}) sub-converges, as h → 0, to a convex
surface M∗0 such that the point (0, 1, 1) ∈ ∂M
∗
0. Since the endpoints of ℓ are boundary
points of Ω, we have limx1→0
1
|x1|
u∗(x1, 0) = 1. Hence the line segments {x3 = |x1|, x1 ∈
(−1, 1), x2 = 0} lie on M∗0. On the other hand, since u
∗(x1, x2) ≥ |x1|, we see that M∗0
lie above the planes x3 = ±x1. By convexity it follows that M∗0 ⊂ {y2 < 2}. Hence
Ωh ⊂ {x2 ≤ Ct
+
h } with C → 2 as h→ 0. Similarly one can prove Ωh ⊂ {x2 ≥ Ct
−
h } with
C → 2 as h→ 0. 
In the above proof, a sequence of convex surfaces {Γk} is said to converge to a surface
Γ∞ if for any given R > 0 and any δ > 0, there exists k > 1 such that for any j ≥ k,
Γj ∩ BR(0) ⊂ Nδ(Γ∞ ∩ BR) and Γ∞ ∩ BR(0) ⊂ Nδ(Γj ∩ BR), where Nδ denotes the
δ-neighborhood.
By the proof of Lemma 2.3, the singular part of the Monge-Ampe`re measure µ[u]
vanishes. Hence
lim
t→0
g(t)/|t| = 0.
Lemma 8.3. There is a constant β > 0 such that
g(t) ≤ |t|1+β (8.7)
for small t.
Proof. Denote g(t) = g(t)+ g(−t), where t > 0. It suffices to prove that g satisfies (8.7).
We need only to prove that there is a positive constant θ > 0, independent of h such that
g(
1
2
t) ≤ (
1
2
− θ)g(t). (8.8)
If (8.8) is not true, there exists a sequence tj → 0 such that g(
1
2 tj) ≥ (
1
2 − 2
−j)g(tj).
Let gj(t) = a
−1
j g(tjt) and let u
∗
j (x1, x2) = a
−1
j u
∗(ajx1, tjx2), where aj = g(tj). Then
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u∗j sub-converges to a convex function u
∗
0, and gj converges to a linear function g0 and
g0(t) = u
∗
0(0, t) + u
∗
0(0,−t). By convexity it follows that u
∗
0(0, t) is linear in both t > 0
and t < 0. On the other hand, since limx1→0
1
|x1|
u∗(x1, 0) = 1, we have u
∗
0(x1, 0) = |x1|.
Hence |Nu∗
0
({0})| > 0, that is the singular part of the Monge-Ampe`re measure µ[u∗0] does
not vanish at the origin. On the other hand, since u∗ is a maximizer (see (7.14)), u∗0 is
also a maximizer, and so the singular part of µ[u∗0] must vanish by the proof of Lemma
2.3. We reach a contradiction. 
Let α± = α±h be the constants such that
[t+h ]
1+α+ = h, [t−h ]
1+α− = h,
and let αh = min(α
+, α−). By (8.5) and (8.7) we have
β ≤ αh ≤ 1.
Denote α0 = limh→0αh. Choose a sufficiently small h > 0 such that
αh ≤ α0 + ε, (8.9)
where ε > 0 is a sufficiently small constant. Denote α = min(α+h , α
−
h ). Suppose without
loss of generality that α = α+h . Denote Ω
+
h = Ωh∩{x2 > −h
1/(1+α)} and qh = |Nu∗(Ω
+
h )|.
Then by Lemma 8.2,
|Ω+h | ≤ Ch
1+1/(1+α). (8.10)
We need an lower bound for qh.
Lemma 8.4. For h > 0 small, we have
qh ≥ Ch
α/(1+α) (8.11)
for some C > 0 independent of h.
Proof. As in the proof of Lemma 8.2, we denote u∗h(x1, x2) = h
−1u∗(hx1, t
+
h x2), where
t+h = h
1/(1+α). Then (8.11) is equivalent to |Nu∗
h
(Gh)| ≥ C, where Gh = {x ∈
R2 | u∗h(x) < 1, x2 > −1}.
Let ωh = {x ∈ R2 | u∗h(x) < a(x2 + 1)}. By (8.6) we see that ωh ⊂ Gh if a > 0 is
small (one can choose a = 1
3
for h > 0 small). Let zh be a convex function such that
z(0) = 0, z(x) = u∗h(x) on ∂ωh, and z(tx) = tz(x) for any t ≥ 0. Then the graph of z is
a convex cone. It is easy to see that
|Nu∗
h
(Gh)| ≥ |Nzh({0})| ≥ C.
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Hence (8.11) holds. 
By a rescaling we suppose B1(0) ⊂ Ω∗. Let v be the solution of
µ[v] = (1− χΩ+
h
)µ[u∗] + δχ
E˜
(8.12)
such that v = u∗ on ∂B1, where
E˜ = Ωh∗ ∩ {|x2| <
1
2
(h∗)1/(1+α
∗)},
h∗ is given in (8.20) below, and χ
E˜
is the characteristic function of E˜. We choose the
constant δ > 0 such that
δ|E˜| =
1
2
qh. (8.13)
We claim that there is a point x0 ∈ Ω
+
h such that
v(x0) > u
∗(x0) + c0h
α/(1+α) (8.14)
for some constant c0 > 0 independent of h. Indeed, if (8.14) is not true, let
v = v + c0h
α/(1+α)(|x|2 − 1).
Then v ≤ u∗ on ∂(B1−Ω
+
h ) and µ[v] ≥ µ[v] ≥ µ[u
∗] in B1−Ω
+
h . Hence by the comparison
principle we conclude that v ≤ u∗ in B1 − Ω
+
h . It follows that
|Nv(B1)| ≥ |Nu∗(B1)|. (8.15)
The following lemma provides an upper bound for |Nv(B1)|.
Lemma 8.5. We have
|Nv(B1)| ≤ |Nv(B1)|+ c1h
α/(1+α), (8.16)
where c1 can be arbitrarily small as long as c0 is sufficiently small.
To use Lemma 8.5, from (8.12) we have
|Nv(B1)| = |Nu∗(B1 − Ω
+
h )|+
1
2
qh = |Nu∗(B1)| −
1
2
qh.
Hence when c0 > 0 is chosen small, by (8.11) and (8.16) we have
|Nv(B1)| ≤ |Nu∗(B1)| −
1
2
qh + c1h
α/(1+α) < |Nu∗(B1)|,
which contradicts (8.15). Hence (8.14) holds.
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Proof of Lemma 8.5. By approximation we may suppose v is smooth. Then G = Dv(B1)
is a bounded topological disc. Let ∂B1 be parametrized by θ ∈ [0, 2π], namely x =
(cos θ, sin θ). Then Dv is a diffeomorphism from ∂B1 to ∂G. By convexity we have
〈
d
dθ
Dv(x),
d
dθ
x〉 > 0 x ∈ ∂B1, (8.17)
where 〈·, ·〉 denotes the inner product in R2. For any x ∈ ∂B1, we have
Dv(x) = Dv(x) + bx, (8.18)
where b = 2c0h
α/(1+α). If G is a ball, (8.16) follows immediately from (8.17) and (8.18),
with c1 = 4πc0.
In general we choose R > 0 such that G is contained in the ball BR. Observe that
Nv(B1) − Nv(B1) is the region covered by the family of line segments {ℓx}x∈∂B1 with
endpoints Dv(x) and Dv(x)+bx. We move these line segments to new positions, ℓx → ℓ˜x,
such that that one endpoint is zx ∈ ∂BR and the other one is zx + bx, and for any x,
both ℓx and ℓ˜x are on the same straight line. Then by (8.17), the area of the region
covered by {ℓ˜x} is larger than that of the region covered by {ℓx}. Hence (8.16) holds
with c1 = 4πc0R. 
By Lemma 8.2, Ωh ⊂ {−h ≤ x1 ≤ h}. Hence we may suppose (8.14) holds at some
point x0 ∈ {x1 = 0}, namely x0 = (0, a0). Noting that by (8.6) and our definition of α,
Ω+h ⊂ {x2 < Ch
1/(1+α)}, we have
a0 ≤ Ch
1/(1+α).
Denote η(t) = v(0, t). Suppose η′(a0) ≥ 0, (the case η′(a0) ≤ 0 can be dealt with
similarly). Then
η(t) > g(t) +
c0
2
hα/(1+α) (8.19)
if t ≥ a0 and g(t) <
1
2c0h
α/(1+α. Let
h∗ =
1
2
c0h
α/(1+α). (8.20)
Then (8.19) holds with
a0 ≤ t ≤ (h
∗)1/(1+α
∗),
where α∗ = α(h∗).
It follows that
v > u∗ in Gh∗/2 := Ωh∗/2 ∩ {x2 > a0}. (8.21)
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Denote
E = {x ∈ R2 | 2(x− x0) + x0 ∈ Gh∗/2},
namely E is the 12 -dilation of Gh∗/2 with respect to x0. Then by (8.6),
|E| ≥ C(h∗)1+1/(1+α
∗) ≥ C1|E˜|. (8.22)
We also have
|Nu∗(E)| ≤ C(h
∗)α
∗/(1+α∗). (8.23)
To verify (8.23) one observes that Nu∗(E) is contained in the set {x ∈ R2 | |x1| <
1, |x2| ≤ C(h∗)α
∗/(1+α∗)}.
Let vˆ = max(v, u∗). We claim
A∗(vˆ) > A∗(u∗), (8.24)
which implies that u∗ is not a maximizer, and so we reach a contradiction. Observing
that by (8.21), vˆ = v in E, and by (8.12), µ[vˆ] ≥ µ[u∗] in B1(0)− (E∪Ωh), we need only
to prove ∫
E
(µ[v])3/4 >
∫
E
(µ[u∗])3/4 +
∫
Ω+
h
(µ[u∗])3/4, (8.25)
where µ[v] = det∂2v and µ[u∗] = det∂2u∗, see (7.3). By Lemma 2.1 and 2.3, µ[u∗] is an
integrable function.
Let E = E1 ∪ E2 ∪ Ω
+
h , where E1 = {x ∈ E − Ω
+
h | µ[u
∗](x) < 12δ} and E2 =
E − (E1 ∪ Ω
+
h ). If |E1| ≥
1
2 |E|, then for any x ∈ E1, we have
(µ[v])3/4 ≥ (µ[u∗])3/4 + Cδ3/4.
On the other hand,∫
Ω+
h
(µ[u∗])3/4 ≤ |Ω+h |
1/4
( ∫
Ω+
h
µ[u∗]
)3/4
= q
3/4
h |Ω
+
h |
1/4. (8.26)
Hence we need only
δ3/4|E1| ≥ Cq
3/4
h |Ω
+
h |
1/4,
namely |E| ≥ C|Ω+h | by (8.13) and (8.22), which is obviously true.
Otherwise observing that |Ω+h | = o(|E|) as h→ 0, we may suppose simply that E1 is
an empty set by replacing E by E2. Then at any point x ∈ E,
µ[v]3/4 = (µ[u∗] + δ)3/4
≥ (µ[u∗])3/4 + C(µ[u∗])−1/4δ.
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By the Ho¨lder inequality we have∫
E
(µ[u∗])−1/4 ≥ |E|5/4
[ ∫
E
µ[u∗]
]−1/4
.
Hence ∫
E
(µ[v])3/4 ≥
∫
E
(µ[u∗])3/4 + Cδ|E|5/4
[ ∫
E
µ[u∗]
]−1/4
=
∫
E
(µ[u∗])3/4 + Cqh|E|
1/4
[ ∫
E
µ[u∗]
]−1/4
.
Therefore by (8.26) we need only
q
1/4
h |E|
1/4 > C|Ω+h |
1/4
[ ∫
E
µ[u∗]
]1/4
.
By (8.10), (8.11), (8.22) and (8.23), we need only
h
α
1+α (h∗)1+
1
1+α∗ ≥ Ch1+
1
1+α (h∗)
α∗
1+α∗ .
By (8.20), the above inequality holds if α < 1 + α∗, which is true by our choice of h in
(8.9). This completes the proof of Theorem 8.2. 
Next we extend Theorem 8.2 to locally convex surfaces.
Theorem 8.3. Suppose n = 2. Then the maximizer in Theorem 3.1 is strictly convex.
Proof. Let M denote the maximizer. If M contains a line segment ℓ, let P be a tangent
plane of M in R3 which contains ℓ, and F the component of P ∩M which contains ℓ.
Then F is a convex set [22]. If F has an extreme point which is an interior point of M,
then Case a) in the proof of Theorem 8.2 applies and we reach a contradiction.
If all extreme points of F are boundary points of M, we are in Case b) of the proof
of Theorem 8.2. In this case, by a rotation of axes we may suppose F ⊂ {x3 = 0}. Then
the south pole of the sphere S2 is an interior point of the Gauss mapping image of M0.
Let Fδ denote the connected component of M ∩ {x3 < δ} containing F . Then Fδ is
convex if δ > 0 is sufficiently small [22].
Let F−δ denote the set of points p ∈ Fδ such that the Gauss mapping G(p) of M falls
in the south hemisphere. Then F−δ is the graph of an affine maximal convex function u.
Since all extreme points of F are boundary points of M, there is a line segment ℓ ⊂ F ,
as given in (8.1), of which both endpoints ±e1 are boundary points of M. We claim
that ℓ is transversal to ∂M at the endpoints ±e1. Indeed, extend M0 to M˜0 such that
M˜0 is locally uniformly convex and M0 ∩ ∂M˜0 = ∅. Denote M˜ = M∪ (M˜0 −M0).
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Then M˜ is a locally convex hypersurface. For δ > 0 we denote by F˜δ the component of
M˜ ∩ {x3 < δ} containing ℓ. Then F˜δ contains no boundary points of M˜ when δ > 0 is
small. Hence by Lemma 3.1, F˜δ is convex and so ℓ is transversal to ∂M.
It follows that u satisfies (8.2). Let u∗ be the Legendre transform of u. Then u∗
satisfies (8.3) and (8.4). Hence the proof of Theorem 8.2 applies and we also reach a
contradiction. 
To conclude this section we extend Theorem 8.2 to the inhomogeneous equation (4.1)
for general f ∈ L∞(Ω). We will need the following lemma.
Lemma 8.6. Let Ω be a uniformly convex domain and ϕk be a sequence of convex
functions converging uniformly to ϕ. Suppose uk ∈ S[ϕk,Ω] converges to u0 and
Aα(uk) ≥ sup
v∈S[ϕk,Ω]
Aα(v)− εk (8.27)
with εk → 0 as k →∞. Then
Aα(u0) = sup
v∈S[ϕ,Ω]
Aα(v), (8.28)
where Aα(u) =
∫
Ω
[det ∂2u]α and α ∈ (0, 1) is a constant.
Proof. If ϕk = ϕ for all k, Lemma 8.6 follows from the upper semi-continuity of the
functional Aα.
In the general case we choose two sufficiently small constants δ >> ε > 0 and a
function ϕ ∈ C2(∂Ω) with 0 ≤ ϕ − ϕk ≤ ε for sufficiently large k, such that for any
function u ∈ S[ϕk,Ω], we can modify u in the open set {x ∈ Ω; dist(x, ∂Ω) < δ} such
that u = ϕ on ∂Ω. Then Lemma 8.6 follows from the equi-integrability of [det∂2u]α for
α ∈ (0, 1), see the proof of Lemma 7.1. 
Theorem 8.4. Let Ω and ϕ be as Theorem 8.2. Suppose n = 2 and f ∈ L∞(Ω). Then
the maximizer u in Theorem 2.1 is strictly convex.
To prove Theorem 8.4 we will use rescaling to reduce to the homogeneous case f ≡ 0
and apply the proof of Theorem 8.2. Let y = T (x) be a linear transformation and
v(y) = Mu(x) for some constant M > 0, so that v satisfies
L(v) = βL(u), (8.29)
where β = (M |T |)−2/(n+2). If u is a maximizer of Af over the set S[ϕ,Ω], where Af is
given in (2.18), then v is a maximizer of the functional
Aβf (u) =
∫
Ωˆ
[det∂2u]1/(n+2) − β
∫
Ωˆ
fu (8.30)
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over the set S[ϕˆ, Ωˆ], where ϕˆ(y) =Mϕ(x) and Ωˆ = T (Ω).
The linear transformation T will be chosen to normalize a given bounded convex
domain. For a given bounded convex domain Ω ⊂ Rn, there is a unique ellipsoid E,
called the minimum ellipsoid of Ω, which has the minimum volume among all ellipsoids
containing Ω, such that
1
n
E ⊂ Ω ⊂ E, (8.31)
where αE is the concentrated α-dilation of E. We say Ω is normalized if E is the unit
ball. For a general convex domain Ω we may choose a linear transformation T such that
T (E) is the unit ball and T (Ω) is normalized.
Proof of Theorem 8.4. If u is not strictly convex, then the graph of u,Mu, contains a line
segment ℓ. Let P denote the tangent plane ofMu containing ℓ, and F the component of
P∩Mu which contains ℓ. By adding a linear function to u, we may suppose P = {x3 = 0}.
Then F is a convex set in the plane {x3 = 0}.
If F contains an extreme point which is an interior point of Mu, by a rotation of
the coordinates we suppose the extreme point is the origin and F ⊂ {x1 ≥ 0} such
that {x1 = 0} ∩ F contains the origin only. Without loss of generality we assume that
F ∩ {x1 < 1} is strictly contained in Ω. By a linear transformation we also suppose the
line segment {(t, 0) | 0 ≤ t ≤ 1} is contained in F . Let ℓε(x) = ε(1 − x1) be a linear
function such that ℓε > u near the origin and the domain ωε =: {ℓε > u} is strictly
contained in Ω. Let vε(y) = ε
−1(ℓε − u)(x), where y = Tε(x), x ∈ ωε, and Tε is a linear
transformation normalizing the domain ωε. Then vε ≤ 0 in Tε(ωε) and by (8.29), we
have L(vε) = δεf with δε = (ε/|T |)2/(n+2) → 0 as ε → 0. Let Mε denote the graph of
vε. Then Mε ⊂ {xn+1 ≤ 0} and it converges to a locally convex hypersurface M0 as
ε → 0. By Lemma 8.6, M0 is affine maximal. Note that to use Lemma 8.6, one may
need to decompose M0 into finitely many pieces such that each piece is a graph with
uniformly bounded gradient in appropriate coordinate systems. Since the boundary of
M0 lies on the plane {x3 = 0}, we conclude that M0 is strictly convex, as noted after
Theorem 8.1. But on the other hand, M0 contains a line segment by our construction,
a contradiction. Hence no extreme point of F can be interior point of Mu.
It follows that all extreme points of F are boundary points of Mu. In this case there
exists a line segment, which we suppose is ℓ = {te1
∣∣ − 1 ≤ t ≤ 1}, such that both
endpoints of ℓ are boundary points of Mu. Moreover the origin is an interior point of
Ω∗ = Dϕ(Ω), namely there is R > 0 such that the disc BR(0) is contained in Ω
∗. Let u∗
be the Legendre transform of u. Then u∗(0) = 0 and (see Remark 8.4)
u∗(x) ≥ x · x0 ∀ x0 ∈ F. (8.32)
For h > 0 small, denote Ωh = {x ∈ Ω | u(x) < h} and uh(y) = h
−1u(x), where
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y = Th(x) and Th(x1, x2) = (x1, x2/bh) is a linear transformation with
bh = sup{|x2| : (x1, x2) ∈ Ωh}.
Then the set Th(Ωh) is uniformly bounded and the area |Th(Ωh)| has a positive lower
bound. Let Mh denote the graph of uh. By choosing a subsequence, we may suppose
Mh converges to M0 as h → 0. By Lemma 8.6, M0 is affine maximal. Moreover, the
line segment ℓ is contained in M0 with both its endpoints lying on ∂M0.
Let u∗h denote the Legendre transform of uh. We have
u∗h(x1, x2) =
1
h
u∗(hx1, hx2/bh).
The function u∗h is uniformly bounded in Bρ(0) for some ρ > 0, with an upper bound
independent of h. This is because for any plane x3 = a ·x−b of slope ρ, i.e. |a| = ρ, with
b sufficiently large, the plane lies below and does not touch the graph of uh. Let b0 be
the least constant with this property. Then u∗h(a) = b0. Hence sup∂Bρ(0) u
∗
h is bounded.
By convexity, u∗h is uniformly Lipschitz in Bρ/2(0).
It follows that for any sequence hk → 0 (which will be chosen such that (8.34) holds),
there is a subsequence such that u∗hk converges locally to a convex function u
∗
0. From
Lemma 8.6 (with Ω = Bρ(0) and ϕk = uhk) and Lemma 7.1, u
∗
0 is a maximizer of the
functional A∗.
Since the line segment ℓ lies in the graph of uh for any h > 0, we have u
∗
h(x) ≥ |x1|
for any h > 0. It follows u∗0(x) ≥ |x1| in Bρ(0). From Remark 8.4, limt→0
1
tu
∗(t, 0) = 1.
Hence we have
u∗0(t, 0) = |t|. (8.33)
To use the proof of Theorem 8.2, we need to show that if the subsequence {hk} is
properly chosen, then the function g0, where g0(t) = u
∗
0(0, t), is of polynomial growth
near t = 0. Namely there exist positive constants β ≥ α > 0 such that
|t|1+β ≤ g0(t) ≤ |t|
1+α (8.34)
near t = 0. Once (8.34) is proved, the proof of Theorem 8.2 applies and so u must be
strictly convex.
Let g(t) = u∗(0, t). Then g satisfies (8.5). From the proof of Lemma 8.3, we see that
g satisfies (8.8). Hence g0 also satisfies (8.8), namely g0(
1
2 t) ≤ (
1
2 − θ)g0(t) for any t > 0,
where g0(t) = g0(t) + g0(−t). Hence the second inequality in (8.34) holds.
The first inequality of (8.34) follows from (8.5). Indeed, we claim that for any t0 > 0,
there is a t1 < t0 such that for any t ∈ (0,
1
2 t1),
g(t) ≥ (t/t1)
3g(t1). (8.35)
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If the claim is true, then there is a sequence tk ց 0 such that g(t) ≥ (t/tk)
3g(tk) for any
t ∈ (0, 12 tk). Hence the limit function g0 satisfies g0(t)/g0(1) ≥ t
3 ∀ t ∈ (0, 12 ). Namely
first inequality in (8.34) holds.
To prove the claim we suppose on the contrary that (8.35) is not true. Then there
exists t1 = θ1t0 with θ1 ∈ (0,
1
2
) such that g(t1) ≤ θ31g(t0). Also there exists t2 = θ2t1
with θ2 ∈ (0,
1
2) such that g(t2) ≤ θ
3
2g(t1). Repeat this process we obtain a sequence
{tk}, tk = θktk−1 with θk ∈ (0,
1
2
), such that
g(tk) ≤ g(tk−1) θ
3
k ≤ · · ·
≤ g(t0)[θ1 · · · θk]
3 =
[
g(t0)
tk
t30
]
t2k.
When k is sufficiently large, g(t0)
tk
t3
0
< 1, we reach a contradiction with (8.5). Hence
(8.34) holds. This completes the proof. 
Combining Theorem 8.4 with Theorem 6.2 and Theorems 4.1 and 4.2, we therefore
obtain
Theorem 8.5. Let Ω be a bounded smooth domain in R2, and ϕ ∈ C2(Ω) be a uniformly
convex function. Suppose f ∈ L∞(Ω). Then there exists a unique, locally uniformly
convex maximizer u ∈ W 4,ploc (Ω) for (2.17). If furthermore f ∈ C
k,α(Ω) ∩ L∞(Ω), α ∈
(0, 1), then u ∈ Ck+4,α(Ω).
§9. Final remarks
Remark 9.1. Let u be a smooth maximizer in Theorem B. Obviously u satisfies the
first boundary condition (1.9) and Du(Ω) ⊂ Dϕ(Ω). An interesting problem is whether
u satisfies the second boundary condition Du(Ω) = Dϕ(Ω). Recall that the Dirichlet
problem of the minimal surface equation is solvable for any smooth boundary values if
and only if the boundary is mean convex. Analogously for the boundary condition (1.9),
additional conditions may be necessary in order that Du(Ω) = Dϕ(Ω) holds.
In [19] we studied the regularity of hypersurfaces MΓ contained in a given closed,
uniformly convex hypersurface Γ with maximal affine area, and proved that the contact
set MΓ ∩ Γ must be affine mean convex. Therefore a reasonable assumption such that
Du(Ω) = Dϕ(Ω) holds is that ϕ is affine mean convex, namely the affine mean curvature
of the graph of ϕ, HA[ϕ] = −
1
n+1L[ϕ], is positive.
Remark 9.2. In [21] we proved that the function u in R10, given by
u(x) =
√
|x′|9 + x210,
where x′ = (x1, · · · , x9), is affine maximal. Therefore in high dimensions (n ≥ 10) there
exist affine maximal functions vanishing on the boundary of a convex domain which are
not strictly convex. We have not found similar examples in dimensions 3 ≤ n ≤ 9.
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Remark 9.3. Let u be a convex solution to the Monge-Ampe`re equation
detD2u = 1.
Then u satisfies the affine maximal surface equation (1.5). When n ≥ 3, there exist
non-smooth convex solutions to the above Monge-Ampe`re equation [17]. Hence there
exist non-smooth affine maximal hypersurfaces when n ≥ 3.
However a convex solution to the general Monge-Ampe`re equation
detD2u = f in Ω,
where f is a bounded, positive function, is strictly convex in any dimension if u vanishes
on ∂Ω or both ∂Ω and the trace of u on ∂Ω are smooth. For the affine maximal surface
equation, an interesting question is whether the maximizer u in Theorem B is strictly
convex if ϕ is uniformly convex.
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