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Abstract
We consider the a priori error analysis of hp-version
interior penalty discontinuous Galerkin methods for
second–order partial differential equations with non-
negative characteristic form under weak assumptions
on the mesh design and the local finite element
spaces employed. In particular, we prove a pri-
ori hp-error bounds for linear target functionals of
the solution, on (possibly) anisotropic computational
meshes with anisotropic tensor-product polynomial
basis functions. The theoretical results are illustrated
by a numerical experiment.
1 Introduction
The mathematical modeling of advection, diffusion,
and reaction processes arises in many application ar-
eas. Typically, the diffusion is small (compared to
the magnitude of the advection and/or of the reac-
tion), degenerate, or even vanishes in subregions of
the domain of interest, which leads to the develop-
ment of computationally demanding multi-scale fea-
tures within the underlying analytical solution; these
include boundary/interior layers or even discontinu-
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ities in the subregions where the problem is of hy-
perbolic type. Anisotropically refined meshes aim to
be aligned along the domains of definition of such
lower-dimensional features of the solution, in order to
provide the necessary mesh resolution along the rele-
vant directions, so as to reduce the number of degrees
of freedom required to obtain accurate approximate
solutions.
Discontinuous Galerkin finite element methods
(DGFEMs) exhibit attractive properties for the nu-
merical approximation of problems of hyperbolic or
nearly–hyperbolic type, such as local conservation of
the state variable and enhanced stability properties
in the vicinity of boundary/interior layers and dis-
continuities present in the analytical solution. Ad-
ditionally, DGFEMs offer advantages in the context
of hp-adaptivity, such as increased flexibility in the
mesh design (irregular grids are admissible) and the
freedom of choosing even anisotropic elemental poly-
nomial degrees (i.e., different polynomial degrees in
each space direction) without the need to enforce
any conformity requirements. Thereby, the combi-
nation of DGFEMs, that produce stable approxima-
tions even in unresolved regions of the computational
domain, and anisotropic mesh refinement, which aims
to provide the desired mesh resolution in appropriate
spatial directions, is an appealing technique for the
numerical approximation of these types of problems.
In this paper and the companion article [8] we de-
velop the error analysis for interior penalty DGFEMs
applied to second–order partial differential equations
with nonnegative characteristic form on general fi-
nite element spaces which are possibly anisotropic
in both the local meshsize and the local polynomial
1
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degree. In particular, we shall be concerned with
goal-oriented error estimation, whereby the error is
measured in terms of a quantity of interest, such
as an output or target functional J(·) of the solu-
tion of practical importance. While the companion
article [8] will be concerned with the derivation of
computable a posteriori error bounds, and their im-
plementation within automatic hp-anisotropic adap-
tive software, the current paper will focus on a pri-
ori error estimation. To this end, the proofs of the
a priori error bounds presented in this article are
based on exploiting the analysis developed in [10],
which assumed that the underlying computational
mesh is shape–regular and that the polynomial ap-
proximation orders are isotropic, together with the
anisotropic hp–approximation results presented in
[6]; for related work on anisotropic approximation
theory, see [1, 3, 4, 7, 15, 16], for example, and the
references cited therein. We also refer to the recent
article [7], where the goal-oriented error analysis of
the interior penalty DGFEM on anisotropic compu-
tational meshes, assuming that the polynomial degree
is kept fixed, has been developed.
The paper is structured as follows. In Section
2 we introduce the model problem and formulate
its discontinuous Galerkin finite element approxima-
tion. Section 3 outlines the key approximation re-
sults needed for the forthcoming error analysis, based
on employing the L2-orthogonal projection operator.
Then, in Section 4 we develop the a priori analysis for
the error measured in terms of certain linear target
functionals of practical interest. The performance of
the hp-anisotropic DGFEM is then studied in Sec-
tion 5 through a numerical experiment. Finally, in
Section 6 we summarize the work presented in this
paper and draw some conclusions.
2 Model problem and dis-
cretization
We start by first introducing the function spaces that
will be used throughout this paper. Given a bounded
domain ω in Rn, n ≥ 1, we denote by Hs(ω) the
standard Hilbertian Sobolev space of index s ≥ 0 of
real-valued functions defined on ω. We set L2(ω) =
H0(ω), and denote the L2(ω)–norm by ‖ · ‖ω.
Let Ω be a bounded open polyhedral domain in Rd,
d = 2, 3, and let Γ signify the union of its (d − 1)–
dimensional open faces. We consider the advection–
diffusion–reaction equation
Lu ≡ −∇ · (a∇u) +∇ · (bu) + cu = f , (1)
where f ∈ L2(Ω) and c ∈ L∞(Ω) are real–valued,
b = {bi}di=1 is a vector function whose entries bi are
Lipschitz continuous real–valued functions on Ω¯, and
a = {aij}di,j=1 is a symmetric matrix whose entries aij
are bounded, piecewise continuous real–valued func-
tions defined on Ω¯, with
ζ>a(x)ζ ≥ 0 ∀ζ ∈ Rd , a.e. x ∈ Ω¯ . (2)
Under this hypothesis, (1) is termed a partial differ-
ential equation with nonnegative characteristic form.
By n(x) = {ni(x)}di=1 we denote the unit outward
normal vector to Γ at x ∈ Γ. On introducing the so
called Fichera function b · n (cf. [17]), we define
Γ0 = {x ∈ Γ : n(x)>a(x)n(x) > 0} ,
Γ− = {x ∈ Γ\Γ0 : b(x) · n(x) < 0} ,
Γ+ = {x ∈ Γ\Γ0 : b(x) · n(x) ≥ 0} .
The sets Γ− and Γ+ will be referred to as the inflow
and outflow boundary, respectively. Evidently, Γ =
Γ0 ∪ Γ− ∪ Γ+. If Γ0 is nonempty, we shall further
divide it into disjoint subsets ΓD and ΓN whose union
is Γ0, with ΓD nonempty and relatively open in Γ. We
supplement (1) with the boundary conditions
u = gD on ΓD ∪ Γ− ,
(a∇u) · n = gN on ΓN , (3)
and adopt the (physically reasonable) hypothesis that
b · n ≥ 0 on ΓN, whenever ΓN is nonempty. Addi-
tionally, we assume throughout that
(c0(x))
2 ≡ c(x) + 1
2
∇ · b(x) ≥ 0 a.e. x ∈ Ω . (4)
For the well-posedness theory (for weak solutions) of
the boundary value problem (1), (3), in the case of
homogeneous boundary conditions, we refer to [12,
14].
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2.1 Meshes and finite element spaces
For simplicity of presentation, from this point on-
wards we assume that d = 2; however, we note
that all of the results presented in this work nat-
urally generalise to the case d = 3, by exploiting
analogous arguments to those presented in the se-
quel. Let T be a subdivision of the polygonal domain
Ω ⊂ R2 into disjoint open (curvilinear) quadrilateral
elements κ constructed via the mappings Qκ ◦ Fκ,
where Fκ : κˆ := (−1, 1)2 → κ˜ is an affine mapping of
the form
Fκ(x) := Aκx +~bκ, (5)
with Aκ :=
1
2 diag(h
κ
1 , h
κ
2 ), where h
κ
1 and h
κ
2 are the
lengths of the edges of κ˜ parallel to the x˜1- and x˜2-
axes, respectively, ~bκ is a two-component real-valued
vector, and Qκ : κ˜ → κ is a smooth diffeomorphism
(cf. Figure 1).
Heuristically, we can say that the affine mapping
Fκ defines the size of the element κ and the diffeo-
morphism Qκ defines the “shape”. For this reason,
we shall be working with diffeomorphisms that are
close to the identity in the following sense: the Ja-
cobi matrix JQκ of Qκ satisfies
C−11 ≤ det JQκ ≤ C1,
‖(JQκ)ij‖L∞(κ) ≤ C2, i, j = 1, 2
for all κ ∈ T uniformly throughout the mesh for some
positive constants C1 and C2.
The above maps are assumed to be constructed so
as to ensure that the union of the closures of the dis-
joint open elements κ ∈ T forms a covering of the
closure of Ω, i.e., Ω¯ = ∪κ∈T κ¯. We shall restrict our-
selves to meshes that are unions of diffeomorphic im-
ages of rectangles and to tensor-product polynomial
spaces.
Also, we define the broken Sobolev space of order s
on an open set Ω, subject to a subdivision T of Ω, as
Hs(Ω, T ) = {u ∈ L2(Ω) : u|κ ∈ Hs(κ) ∀κ ∈ T },
together with the corresponding norm.
Let Iˆ ≡ (−1, 1) and κˆ ≡ Iˆ × Iˆ = (−1, 1)2. On
the interval Iˆ we denote the space of polynomials of
degree p or less by Pp(Iˆ). Then, for ~p := (p1, p2),
κˆ
-
6
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Figure 1: Construction of elements via composition
of affine maps and diffeomorphisms.
the anisotropic tensor-product polynomial space Q~p
on κˆ is defined by Q~p(κˆ) := Pp1(Iˆ) ⊗ Pp2(Iˆ), where
⊗ denotes the standard functional tensor product.
Let T be a subdivision of the computational do-
main Ω into elements κ ∈ T and let F = {Fκ : κ ∈
T }, Q = {Qκ : κ ∈ T }, where Fκ, Qκ are the maps
defined above.
Definition 2.1 Let ~p := (~pκ : κ ∈ T ) be the com-
posite polynomial degree vector of the elements in a
given subdivision T . We define the finite element
space with respect to Ω, T , F, and ~p by
Sh,~p = {u ∈ L2(Ω) : u|κ ◦Qκ ◦ Fκ ∈ Q~pκ(κˆ)}.
2.2 Interior penalty discontinuous
Galerkin method
We introduce the (symmetric) interior penalty
DGFEM discretization of the advection–diffusion–
reaction problem (1), (3). To this end, we introduce
the following notation.
An interior face of T is defined as the (non-empty)
(d−1)–dimensional interior of ∂κi∩∂κj , where κi and
κj are two adjacent elements of T , not necessarily
matching. A boundary face of T is defined as the
(non-empty) (d − 1)–dimensional interior of ∂κ ∩ Γ,
where κ is a boundary element of T . We denote by
Γint the union of all interior faces of T . Given a
face f ⊂ Γint, shared by the two elements κi and
κj , where the indices i and j satisfy i > j, we write
nf to denote the (numbering–dependent) unit normal
vector which points from κi to κj ; on boundary faces,
we put nf = n. Further, for v ∈ H1(Ω, T ) we define
the jump of v across f and the mean value of v on
f , respectively, by [v] = v|∂κi∩f − v|∂κj∩f and 〈v〉 =
1
2
(
v|∂κi∩f + v|∂κj∩f
)
.
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On a boundary face f ⊂ ∂κ, we set [v] = v|∂κ∩f
and 〈v〉 = v|∂κ∩f . Finally, given a function v ∈
H1(Ω, T ) and an element κ ∈ T , we denote by v+κ
(respectively, v−κ ) the interior (respectively, exterior)
trace of v defined on ∂κ (respectively, ∂κ\Γ). Since
below it will always be clear from the context which
element κ in the subdivision T the quantities v+κ and
v−κ correspond to, for the sake of notational simplic-
ity we shall suppress the letter κ in the subscript and
write, respectively, v+ and v− instead.
Given that κ is an element in the subdivision T ,
we denote by ∂κ the union of (d − 1)–dimensional
open faces of κ. Let x ∈ ∂κ and suppose that nκ(x)
denotes the unit outward normal vector to ∂κ at x.
With these conventions, we define the inflow and out-
flow parts of ∂κ, respectively, by
∂−κ = {x ∈ ∂κ : b(x) · nκ(x) < 0} ,
∂+κ = {x ∈ ∂κ : b(x) · nκ(x) ≥ 0} .
For simplicity of presentation, we suppose that the
entries of the matrix a are constant on each element
κ in T ; i.e., a ∈ [Sh,0]d×dsym. We note that, with minor
changes only, our results can easily be extended to
the case of
√
a ∈ [Sh,q]d×dsym, q ≥ 0; moreover, for gen-
eral a ∈ L∞(Ω)d×dsym , the analysis proceeds in a sim-
ilar manner, based on employing the modified DG
method proposed in [9]. In the following, we write
a¯ = |√a |22, where | · |2 denotes the matrix norm sub-
ordinate to the l2–vector norm on R
d and a¯κ = a¯|κ.
The DGFEM approximation of (1), (3) is defined
as follows: find uDG in Sh,~p such that
B(uDG, v) = `(v) (6)
for all v ∈ Sh,~p. Here, the bilinear form B(·, ·) is
defined by
B(w, v) = Ba(w, v) +Bb(w, v)
−Bf (v, w) −Bf (w, v) +Bϑ(w, v) ,
where
Ba(w, v) =
∑
κ∈T
∫
κ
a∇w · ∇v dx ,
Bb(w, v) =
∑
κ∈T
{
−
∫
κ
(w b · ∇v − cwv) dx
+
∫
∂+κ
(b · nκ)w+v+ ds
+
∫
∂−κ\Γ
(b · nκ)w−v+ ds
}
,
Bf (w, v) =
∫
Γint∪ΓD
〈(a∇w) · nf 〉[v] ds ,
Bϑ(w, v) =
∫
Γint∪ΓD
ϑ[w][v] ds ,
and the linear functional `(·) is given by
`(v) =
∑
κ∈T
{ ∫
κ
fv dx +
∫
∂κ∩ΓN
gNv
+ ds
−
∫
∂−κ∩(ΓD∪Γ−)
(b · nκ) gD v+ ds
−
∫
∂κ∩ΓD
gD((a∇v+) · nκ) ds
+
∫
∂κ∩ΓD
ϑgDv
+ ds
}
.
Here ϑ is called the discontinuity-penalization func-
tion and is defined by ϑ|f = ϑf for f ⊂ Γint ∪ ΓD,
where ϑf is a nonnegative constant on face f . The
precise choice of ϑf , which depends on a and the dis-
cretization parameters, will be discussed in detail in
the next section. We shall adopt the convention that
faces f ⊂ Γint∪ΓD with ϑ|f = 0 are omitted from the
integrals appearing in the definition of Bϑ(w, v) and
`DG(v), although we shall not highlight this explic-
itly in our notation; the same convention is adopted
in the case of integrals where the integrand contains
the factor 1/ϑ.
3 L2-Orthogonal Projection
Before we embark with the error analysis, we present
some results taken from [6] regarding the approxima-
tion error of the orthogonal L2-projection operator
onto the finite element space. (All the proofs of the
following results can be found in [6].)
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Let uˆ ∈ L2(Iˆ), with Iˆ ≡ (−1, 1). We define the L2-
orthogonal projector pˆip on Iˆ in a standard fashion by
means of truncated Legendre series (see, e.g., [18]).
With this definition, for κˆ ≡ (−1, 1)2 we write Πˆ~p :
L2(κˆ) → Q~p(κˆ), with composite polynomial degree
vector ~p = (p1, p2), by
Πˆ~p = pˆi
1
p1 pˆi
2
p2 := (pˆi
1
p1 ⊗ I)(I ⊗ pˆi2p2),
where pi1p1 and pˆi
2
p2 denote the one-dimensional L
2-
projection operators defined above, with the super-
scripts 1, 2 indicating the directions in which the one-
dimensional projectors are applied, respectively, and
⊗ the standard functional tensor product.
Definition 3.1 Let u˜ : κ˜ → R and u : κ → R and
assume that there exist mappings Fκ : κˆ → κ˜, Qκ :
κ˜ → κ as above. We define the L2-projection oper-
ator Π˜~p on κ˜, with ~p = (p1, p2) being the composite
polynomial degree vector, by the relation
Π˜~pu˜ := (Πˆ~p(u˜ ◦ Fκ)) ◦ F−1κ , for u˜ ∈ L2(κ˜),
where, as before, Πˆ~p denotes the L
2-orthogonal pro-
jection onto the reference element κˆ. Moreover, we
define the L2-orthogonal projection operator Π~p on κ,
with ~p = (p1, p2), by
Π~pu := (Π˜~p(u ◦Qκ)) ◦Q−1κ , for u ∈ L2(κ).
We introduce some notation which we shall use in
the approximation estimates below. We define
Φ(p, s, h) :=
(
(p− s)!
(p+ s)!
)2(
h
2
)2s
.
Let JQκ =
(
(JQκ)ij
)
i,j=1,2
denote the Jacobi matrix
of Qκ, which is assumed to be a (smooth) diffeomor-
phism. In the following approximation estimates for
the L2-projection error, the generic non-negative con-
stants Cκ, C
1
κ, and C
2
κ, κ ∈ T , are assumed to be de-
pendent on Qκ but not on the elemental polynomial
degree or the affine map Fκ. Moreover, we assume
that C1κ and C
2
κ, κ ∈ T , are of the form
C1κ :=
{
1, if Qκ = id,
C(JQκ), otherwise,
C2κ :=
{
0, if Qκ = id,
C(JQκ), otherwise,
where C(JQκ) is a generic positive constant depend-
ing on JQκ only. Finally, we define ∂κˆ1 := (−1, 1)×
{±1}, ∂κˆ2 := {±1} × (−1, 1), ∂κ˜i := Fκ(∂κˆi) and
∂κi := Qκ(∂κ˜i), for i = 1, 2.
Lemma 3.2 Let u ∈ Hk+1(κ), for k ≥ 1; then, for
u˜ := u ◦Qκ, ~p = (p1, p2) and p1, p2 ≥ 1, we have
‖u−Π~pu‖2κ ≤ CκM0κ , (7)
where
M0κ :=
2∑
i=1
Φ(pi, si, hi)
(
hi
2pi
)2
‖∂˜si+1i u˜‖2κ˜, (8)
and
‖∂i(u−Π~pu)‖2κ ≤ C1κM1κ,i + C2κM1κ,j , (9)
with
M1κ,i := piΦ(pi, si, hi)‖∂˜si+1i u˜‖2κ˜
+Φ(pj , sj , hj)‖∂˜sjj ∂˜iu˜‖2κ˜, (10)
where i, j = 1, 2, i 6= j, 0 ≤ si ≤ min{pi, k}, for
i = 1, 2, and ∂˜i is the partial derivative in x˜i-direction
in the x˜1x˜2-plane.
Lemma 3.3 Let u ∈ Hk+1(κ), with k ≥ 0; then we
have
‖u−Π~pu‖2∂κi ≤ CκM0∂κ,i, (11)
where
M0∂κ,i := Φ(pj , sj , hj)
hj
2pj
‖∂˜sj+1j u˜‖2κ˜
+Φ(pi, si, hi)
hi
hj
hi
2pi
‖∂˜si+1i u˜‖2κ˜
+
(pj
pi
+ 1
)
Φ(pi, si, hi)
hj
2pj
‖∂˜sii ∂˜j u˜‖2κ˜,
with i, j = 1, 2, i 6= j, 0 ≤ si ≤ min{pi, k}, and
pi ≥ 1, for i = 1, 2.
Lemma 3.4 Let u ∈ Hk+1(κ), with k ≥ 1; then the
following error estimates hold:
‖∂i(u−Π~pu)‖2∂κi ≤ C1κM1∂κ,i + C2κM2∂κ,i, (12)
‖∂j(u−Π~pu)‖2∂κi ≤ C1κM2∂κ,i + C2κM1∂κ,i, (13)
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with
M1∂κ,i := Φ(pi, si, hi)
2pi
hi
(
pi
hi
hj
‖∂˜si+1i u˜‖2κ˜
+
(
1 +
pi
pj
)hj
hi
‖∂˜sii ∂˜j u˜‖2κ˜
)
+Φ(pj , sj , hj)
2pj
hj
‖∂˜sjj ∂˜iu˜‖2κ˜, (14)
for i, j = 1, 2, i 6= j, 0 ≤ si ≤ min{pi, k}, pi ≥ 1,
i = 1, 2, and
M2∂κ,i := p
2
jΦ(pj , sj , hj)
2pj
hj
‖∂˜sj+1j u˜‖2κ˜
+pjΦ(pi, si, hi)
2pj
hj
‖∂˜sii ∂˜j u˜‖2κ˜, (15)
for 1 ≤ si ≤ min{pi, k}.
4 A priori error analysis
The aim of this section is to develop the a priori error
analysis for general linear target functionals J(·) of
the solution; for related work, we refer to [2, 7, 10],
for example.
We begin by defining the energy norm |‖·|‖ by
|‖w|‖ :=
(
Ba(w,w) + ‖c0w‖2Ω
+Bϑ(w,w) +
1
2
‖bn[w]‖2Γint∪Γ
)1/2
,
where bn :=
√
|b · nκ|. We also define the related
quantity
[|w|]µ,ν :=
( ∑
κ∈T
(
µ|κ‖∇w‖2κ + ν|κ‖w‖2κ + ‖bnw‖2∂κ
)
+Bϑ(w,w) + ‖ϑ−1/2〈a∇w〉‖2L2(Γint∪ΓD)
)1/2
,
where µ and ν are non-negative element-wise-
constant functions.
We now define the function h in L∞(Γint ∪ΓD), as
h(x) = min{hκj , hκ
′
j }, if x is in the interior of f =
∂κ ∩ ∂κ′ for two neighboring elements κ, κ′ in the
mesh T , and f˜ = Q−1κ (f) is parallel to the x˜i-axis,
for i, j = 1, 2, i 6= j; we also define h(x) = hκj , if x is in
the interior of f = ∂κ∩ΓD and f˜ = Q−1κ (f) is parallel
to the x˜i-axis, for i, j = 1, 2, i 6= j. We note that in
the isotropic setting we observe that h ∼ h, where h
denotes the local mesh size. Similarly, we define the
function p in L∞(Γint ∪ΓD), as p(x) = max{pκj , pκ
′
j },
for κ, κ′ as above; we also write p(x) = pκj , if x is
in the interior of a boundary face as above. Also,
we define the function a in L∞(Γint ∪ ΓD) by a(x) =
max{a¯κ, a¯κ′} if x is in the interior of f = ∂κ ∩ ∂κ′,
and a(x) = a¯κ if x is in the interior of ∂κ ∩ ΓD.
With this notation, we now provide the follow-
ing coercivity result for the bilinear form B(·, ·) over
Sh,~p × Sh,~p.
Theorem 4.1 Define the discontinuity-penalization
parameter ϑ arising in (6) by
ϑ|f ≡ ϑf = Cϑ ap
2
h
for f ⊂ Γint ∪ ΓD, (16)
where Cϑ is a sufficiently large positive constant (see
Remark 4.2 below). Then, there exists a positive con-
stant C, which depends only on the dimension d, such
that
B(v, v) ≥ C|||v|||2 ∀v ∈ Sh,~p. (17)
Remark 4.2 Theorem 4.1 indicates that the DG
scheme is coercive over Sh,~p × Sh,~p provided that
the constant Cϑ > 0 arising in the definition of
the discontinuity–penalization parameter ϑ, is chosen
sufficiently large (see, e.g., [5] for details).
For the proceeding error analysis, we assume that
the solution u to the boundary value problem (1),
(3) is sufficiently smooth: namely, u ∈ H3/2+ε(Ω, T ),
ε > 0, and the functions u and (a∇u) · nf are
continuous across each face f ⊂ ∂κ\Γ that inter-
sects the subdomain of ellipticity, Ωa = {x ∈ Ω¯ :
ζ>a(x)ζ > 0 ∀ζ ∈ Rd}. If this smoothness require-
ment is violated, the discretization method has to be
modified accordingly, cf. [12]. We note that under
these assumptions, the following Galerkin orthogo-
nality property holds:
BDG(u− uDG, v) = 0 ∀v ∈ Sh,~p . (18)
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For simplicity of presentation, it will be assumed
in the proceeding analysis, that the velocity vector b
satisfies the following assumption:
b · ∇T v ∈ Sh,~p ∀v ∈ Sh,~p , (19)
where ∇T v denotes the broken gradient of v, defined
elementwise. To ensure that (1) is then meaningful
(i.e., that the characteristic curves of the differential
operator L are correctly defined), we still assume that
b ∈ [W 1∞(Ω)]d.
The choice of the L2-projection operator is essen-
tial in the following a priori error analysis, in order
to ensure that
(u−Π~pu,b · ∇T v) = 0 (20)
for all v in Sh,~p, where (·, ·) denotes the L2(Ω) inner
product (cf. the proofs of Lemma 4.4 and Theorem
4.5 below).
Remark 4.3 Hypothesis (19) is a standard condi-
tion assumed for the analysis of the hp–version of
the DGFEM; see, for example, [6, 10, 12]. Indeed,
this condition is essential for the derivation of a pri-
ori error bounds for the advection part of the partial
differential operator L which are optimal in both the
mesh size h and spectral order p; in the absence of
this assumption, optimal h–convergence bounds may
still be derived, though a loss of p1/2 is observed in the
resulting error analysis (cf. [12] for the shape-regular
case and [5] (Chapter 5) for the anisotropic case),
unless the scheme (6) is supplemented by appropriate
streamline–diffusion stabilization, cf. [11].
We shall now derive the a priori error bound for the
interior penalty DGFEM introduced in Section 2.2.
To this end, we decompose the global error u− uDG
as
u− uDG = (u−Π~pu) + (Π~pu− uDG) ≡ η + ξ , (21)
where Π~p denotes the L
2–projection operator intro-
duced in Section 3. With these definitions we have
the following result.
Lemma 4.4 Assume that (4) and (19) hold and let
γ1|κ = ‖c/c0‖2L∞(κ); then the functions ξ and η de-
fined by (21) satisfy the following inequality
|||ξ||| ≤ C[|η|]a,γ1 , (22)
where C is a positive constant that depends only on
the dimension d.
Proof. From the Galerkin orthogonality condition
(18), we deduce that BDG(ξ, ξ) = −BDG(η, ξ), where
ξ and η are as defined in (21). Thereby, employing
the coercivity result stated in Theorem 4.1, gives
|||ξ|||2 ≤ − 1
C
BDG(η, ξ) . (23)
Using the identity (20), and successive continuous
and discrete versions of the Cauchy-Schwarz inequal-
ity, the right–hand side of (23) may be bounded as
follows:
BDG(η, ξ) ≤ C|||ξ|||[|η|]a,γ1 ; (24)
see [19] for details (cf., also [12]). On substituting
(24) into (23) we obtain the desired result. 2
The proof of the forthcoming a priori error bound
rests on exploiting a duality argument. To this end,
we introduce the following dual or adjoint problem:
find z ∈ H2(Ω, T ) such that
B(w, z) = J(w) ∀w ∈ H2(Ω, T ). (25)
Let us assume that (25) possesses a unique solution.
Clearly, the validity of this assumption depends on
the choice of the linear functional under considera-
tion; cf. the discussion in [13].
For the rest of this section, let us now assume
that the following bounded local variation conditions
hold for the mesh parameters, i.e., there exist ρi
and δi, i = 1, 2, such that ρ
−1
i ≤ pκi /pκ
′
i ≤ ρi and
δ−1i ≤ hκi /hκ
′
i ≤ δi, i = 1, 2, for all pairs of neigh-
bouring elements κ, κ′ ∈ T . Finally we assume that
the subdivision T is 1-irregular (see [12] for details).
With these hypotheses, we now proceed to prove
the main result of this section.
Theorem 4.5 Let Ω ⊂ R2 be a bounded polyhedral
domain, T = {κ} a 1-irregular subdivision of Ω,
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such that the mesh parameters satisfy the bounded
local variation conditions. Then, assuming that con-
ditions (4) and (19) hold, and u ∈ Hk(Ω, T ), k ≥ 2,
z ∈ H l(Ω, T ), l ≥ 2, then the solution uDG ∈ Sh,~p of
(6) obeys the error bound
|J(u)− J(uDG)|2 (26)
≤ C
( ∑
κ∈T
2∑
i=1
Φ(pκi , s
κ
i , h
κ
i ) max
(m,n)∈A
{(pκj
pκi
)m(hκi
hκj
)n}
×(ακpκi + hκi β2 +
(hκi
pκi
)2
(β1 + γ1)
)|u|2sκi +1,κ,i
)
×
( ∑
κ∈T
2∑
i=1
Φ(pκi , s
κ
i , h
κ
i ) max
(m,n)∈A
{(pκj
pκi
)m(hκi
hκj
)n}
×(ακpκi + hκi β2 +
(hκi
pκi
)2
(β1 + γ2)
)|z|2tκ
i
+1,κ,i
)
,
with A = {(0, 0), (0, 1), (0, 2), (−1, 0), (1, 2), (2, 2)},
and
|w|r,κ,i :=
(
‖∂˜ri w˜‖2κ˜ +
(hκj
hκi
)2
‖∂˜r−1i ∂˜j w˜‖2κ˜
)1/2
,
for 2 ≤ sκi ≤ min(pκi + 1, k) and 2 ≤ tκi ≤ min(pκi +
1, l), where α|κ = a¯κ˜, β1|κ = ‖c + ∇ · b‖L∞(κ),
β2|κ = ‖b‖L∞(κ), γ1|κ = ‖c/c0‖2L∞(κ), γ2|κ = ‖(c +
∇ · b)/c0‖2L∞(κ) for all κ ∈ T . Here, C is a constant
independent on the mesh parameters and the data.
Proof. Decomposing the error u−uDG as in (21),
we note that the error in the target functional J(·)
may be expressed as follows:
J(u)− J(uDG) = B(η, z − zh,p) +B(ξ, z − zh,p)
≡ I + II, (27)
for any zh,p ∈ Sh,~p. Let us first deal with term I. To
this end, we define zh,p = Π~pz and w = z−zh,p; after
a lengthy, but straightforward calculation, we deduce
that
|I| ≤ C[|η|]a+β2−1,β1 [|w|]a,β1+β2, (28)
for any real positive element-wise constant function 
(whose precise definition is currently at our disposal).
Let us now consider term II. Here, we note that a
bound analogous to (24) in the proof of Lemma 4.4
holds with η and ξ replaced by ξ and w = z− zh,p in
(24), respectively. Indeed, in this case we have that
|II| = |BDG(ξ, w)| ≤ C|||ξ|||[|w|]a,γ2 . (29)
Thereby, employing Lemma 4.4 in (29) and inserting
the result and (28) into (27) we deduce that
|J(u)− J(uDG)|
≤ C[|η|]a+β2−1,β1+γ1 [|w|]a,β1+β2+γ2 . (30)
Selecting |κ = maxi=1,2{pκi /hκi }, employing the def-
inition of the discontinuity-penalization parameter ϑ
stated in (16), together with the bounded variation
conditions, and applying the approximation results
from Section 3, the result follows after rearranging
the terms involved.2
Remark 4.6 The above result represents an exten-
sion of the a priori error bounds derived in the articles
[7, 10] to the case when general anisotropic compu-
tational meshes are employed and anisotropic local
polynomial degrees are allowed.
Remark 4.7 Upon application of Stirling’s formula
for the factorials arising in the definition of Φ, it can
be shown that the error estimate stated in Theorem
4.5 is h-optimal and slightly p-suboptimal (by one or-
der of p). This is in complete agreement with the
results presented for the isotropic case in [10].
When the analytical solution of both the primal
and the dual problems is sufficiently smooth, then
it can be shown that the error converges to zero at
an exponential rate with respect to the local (direc-
tional) polynomial degrees. More precisely, we have
the following result.
Corollary 4.8 Let Ω ⊂ R2 be a bounded polyhedral
domain, T = {κ} a 1-irregular subdivision of Ω, such
that the mesh parameters satisfy the bounded local
variation conditions. Then, assuming that conditions
(4) and (19) hold, and that u, z are analytic functions
on a neighbourhood of Ω, the solution uDG ∈ Sh,~p of
(6) obeys the error bound
|J(u)− J(uDG)|2 ≤ C(α, β1, β2, γ1, γ2) (31)
×
( ∑
κ∈T
2∑
i=1
e−rip
κ
i Nκi
)( ∑
κ∈T
2∑
i=1
e−qip
κ
i Nκi
)
,
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where
Nκi :=
(
hκi
)2sκi |κ˜| max
(m,n)∈A
{(
pκi
)4−m(
pκj
)m(hκi
hκj
)n}
,
ri, qi are positive constants depending on the domain
of analyticity of u and z, respectively, and | · | denotes
the two-dimensional Lebesgue measure of a (measur-
able) subset of Ω; the set A and the data-related con-
stants α, β1, β2, γ1, and γ2 are as in the statement of
Theorem 4.5.
Proof. The proof follows by combining the esti-
mate in Theorem 4.5 together with Lemma 7.17 from
[6]. 2
The a priori bound stated in Theorem 4.5 clearly
highlights that in order to minimize the error in the
computed target functional J(·), the design of an op-
timal mesh must exploit anisotropic information em-
anating from both the primal and dual solutions u
and z, respectively. Indeed, a mesh solely optimized
for u may be completely inappropriate for z, and vice
versa, thus there must me a trade-off between align-
ing the elements with respect to either solution in
order to minimize the overall error in J(·).
5 Numerical experiment
In this section we present a numerical example to
highlight the practical performance of the DGFEM
on a sequence of a priori designed anisotropic hp–
refined computational meshes. To this end, we con-
sider the following singularly perturbed advection–
diffusion problem equation −ε∆u+ ux + uy = f, for
(x, y) ∈ (0, 1)2, where 0 < ε  1 and f is chosen so
that
u(x, y) = x+ y(1− x)
+ [e−1/ε − e−(1−x)(1−y)/ε] [1− e−1/ε]−1, (32)
cf. [12]. For 0 < ε  1 the solution (32) has bound-
ary layers along x = 1 and y = 1. Here, we suppose
that the aim of the computation is to calculate the
value of the (weighted) mean-value of u over the com-
putational domain Ω, i.e.,
J(u) =
∫
Ω
uψ dx,
(a)
(b)
Figure 2: (a) Isotropically refined mesh employed for
ε = 10−3, with 745 elements; (b) Anisotropically re-
fined mesh employed for ε = 10−3, with 81 elements.
where the weight function ψ is chosen so that
z(x, y) = 4y(1− y)(1− e−α(1−x) − (1− e−α)(1− x));
setting α = 100 gives rise to a strong boundary layer
along the boundary x = 1, 0 ≤ y ≤ 1, cf. [4].
Here, we consider a sequence of hp-finite ele-
ment spaces employing a combination of isotrop-
ically/anisotropically refined computational meshes
with isotropic/anisotropic polynomial degrees. More
precisely, starting from a uniform 5× 5 square mesh,
we first perform n, n ≥ 0, isotropic or anisotropic re-
finements of this initial mesh in order to capture the
boundary layers present within the underlying pri-
mal solution u. Here, only elements which lie on the
DG methods on hp-anisotropic meshes 10
right-hand side or top boundaries of Ω are refined;
Figure 2 shows the two types of meshes generated by
this algorithm with n = 5. Once the mesh has been
refined, this is then kept fixed, and the polynomial
degrees are either uniformly (isotropically) increased,
or anisotropically refined using the following strategy:
at each step of the algorithm, the polynomial degrees
for all elements are increased in the y-direction by 1,
while those in the x-direction are increased by 2. This
latter strategy is motivated by the fact that the dual
solution z only has anisotropy in the x-direction. We
remark that these hp–meshes are designed purely on
the basis of a priori considerations, are not expected
to be optimal, but are constructed merely to demon-
strate the potential benefits of employing anisotropic
hp–mesh refinement. Indeed, given the structure of
the dual solution z, one may well expect that the
computational mesh may be less refined in the region
containing the boundary layer along y = 1 present in
the primal solution u.
In Figures 3, 4, & 5 we plot the (square root) of
the degrees of freedom employed in the finite ele-
ment space Sh,~p against the error in the computed
target functional J(·), for ε = 10−2, 10−3, 10−4, re-
spectively, using each of the four refined hp–mesh
distributions defined above, namely: isotropic h and
isotropic p, isotropic h and anisotropic p, anisotropic
h and isotropic p, anisotropic h and anisotropic
p. Here, we have selected n = 2, 5, 8 for ε =
10−2, 10−3, 10−4, respectively. Firstly, we note that
in all cases, the convergence lines are (on average)
straight, indicating exponential rates of convergence
have been achieved using all four refinement strate-
gies for each ε, which is in agreement with Corol-
lary 4.8. Secondly, for each ε we observe that the
computed error, for a given number of degrees of
freedom, employing the isotropic h and isotropic p
strategy is always inferior to the algorithm employ-
ing isotropic h and anisotropic p. Similarly, this lat-
ter strategy is inferior to exploiting anisotropic h and
isotropic p, which is in turn inferior to the use of
anisotropic h and anisotropic p-refinement. Indeed,
here we observe that the use of an anisotropically
refined starting mesh yields a vast improvement in
the computed error, for a given number of degrees of
freedom, in comparison to standard isotropic refine-
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Figure 3: (a) Comparison between isotropic and
anisotropic hp-mesh refinement algorithms for ε =
10−2; (b) Detail of (a) comparing only the algorithms
based on employing anisotropic h–refinement.
ment, since the mesh resolution needed to adequately
capture the boundary layers can be achieved with
significantly less elements when the former strategy
is employed. This behaviour becomes increasingly
more evident the smaller ε is chosen. For a given
mesh, we see that even employing a simple-minded
anisotropic polynomial distribution still yields signif-
icant improvements in comparison to isotropic refine-
ment of p; indeed, here we observe that the former
strategy leads to between one and two orders of mag-
nitude improvement in the computed error in J(·),
for a given number of degrees of freedom, compared
with the latter approach.
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Figure 4: (a) Comparison between isotropic and
anisotropic hp-mesh refinement algorithms for ε =
10−3; (b) Detail of (a) comparing only the algorithms
based on employing anisotropic h–refinement.
6 Concluding remarks
In this article we have developed the a priori error
analysis of hp-version interior penalty discontinuous
Galerkin methods for second–order partial differen-
tial equations with nonnegative characteristic form in
the goal-oriented setting, based on employing general
finite element spaces incorporating both anisotropic
computational meshes with anisotropic polynomial
approximation degrees. Numerical experiments high-
lighting the potential benefits of employing such flex-
ible finite element spaces have been presented based
on a priori determining the anisotropy of both h and
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Figure 5: (a) Comparison between isotropic and
anisotropic hp-mesh refinement algorithms for ε =
10−4; (b) Detail of (a) comparing only the algorithms
based on employing anisotropic h–refinement.
p. The development of an adaptive refinement strat-
egy which can automatically choose the necessary
anisotropy in both the computational mesh and poly-
nomial degree distribution will be considered in the
forthcoming companion paper [8].
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