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In general, cellular phenotypes, as measured by concentrations of cellular components, involve
large degrees of freedom. However, recent measurement has demonstrated that phenotypic changes
resulting from adaptation and evolution in response to environmental changes are effectively re-
stricted to a low-dimensional subspace. Thus, uncovering the origin and nature of such a drastic
dimension reduction is crucial to understanding the general characteristics of biological adaptation
and evolution. Herein, we first formulated the dimension reduction in terms of dynamical systems
theory: considering the steady growth state of cells, the reduction is represented by the separation
of a few large singular values of the inverse Jacobian matrix around a fixed point. We then examined
this dimension reduction by numerical evolution of cells consisting of thousands of chemicals whose
concentrations determine phenotype. The model cells grow with catalytic reactions governed by
genetically determined networks, which evolve to increase cellular fitness, i.e., growth speed. As
a result of the evolution, phenotypic changes due to mutations and external perturbations were
found to be mainly restricted to a one-dimensional subspace. One singular value of the inverse Ja-
cobian matrix at a fixed point of concentrations was significantly larger than the others. The major
phenotypic changes due to mutations and external perturbations occur along the corresponding left-
singular vector, which leads to phenotypic constraint, and fitness dominantly changes in the same
direction. Once such phenotypic constraint is acquired, phenotypic evolution to a novel environment
takes advantage of this restricted phenotypic direction. This results in the convergence of pheno-
typic pathways across genetically different strains, as is experimentally observed, while accelerating
further evolution. We also confirmed that this one-dimensional constraint on phenotypic changes is
imposed even by evolution under fluctuating conditions with environmental changes occurring every
few generations, where the fitness for each condition is embedded into the evolving one-dimensional
direction for major phenotypic changes. Thus, while genetic evolution can be random, phenotypic
evolution appears to be constrained.
I. INTRODUCTION
Biological systems generally contain large degrees of
freedom. Cells contain a huge variety of components
and grow as a result of their complex reaction dynam-
ics. Even proteins, which are relevant to biological func-
tion, consist of a large number of units. Currently,
several methods have been developed to extract such
high-dimensional data from cells, including transcrip-
tome, proteome, and metabolome analyses to measure
the abundances of chemicals within a cell [1–3]. How-
ever, in spite of advances in these omics measurements,
extracting biologically important information from such
high-dimensional data remains difficult.
Biologically important information, such as cell growth
rate, capacity to adapt to novel environmental condi-
tions, and survivability under stressful conditions, is of-
ten expressed in terms of a few degrees of freedom of
variables. If a few relevant variables could be extracted
from many intracellular variables, it may be possible to
bridge high-dimensional omics data with biologically es-
sential information. Of course, it could be too optimistic
to assume that such a reduction to a few variables is pos-
sible for all cellular states, as these include dynamically
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changing states during differentiation and dormant states
upon nutrient depletion. Instead, by restricting our in-
terest to cells growing while preserving their intracellular
compositions under sufficient nutrient supplies, we may
be able to achieve the desired dimension reduction.
Indeed, in cellular states with such steady exponential
growth, several laws represented by a few variables or
parameters have been uncovered. These include the clas-
sic laws by Monod [4] and Pirt [5, 6], whereas Scott and
Hwa recently unveiled proportionality between changes
in growth rate and ribosome abundance [7–9] follow-
ing the observations of Schaechter et al. [10]. Further-
more, by noting that all components are equally diluted
by steady cell growth, common proportionality in the
changes of chemical concentrations across all components
can be assumed, as has been experimentally verified by
transcriptome and proteome analysis over thousands of
mRNA and protein species. Such analyses have shown
that the common proportion coefficient in gene expres-
sion changes agrees with that in cell growth rate [11–13].
Similar relationships have also been recently uncovered
in laboratory evolution of bacteria [12]. Changes in gene
expression induced by evolution and adaptation to envi-
ronmental changes are highly correlated across thousands
of genes.
The common proportionality of expression changes
upon adaptation and evolution suggests that even though
cells involve a great number of components, adaptive
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2changes in cellular states are restricted to a lower-
dimensional subspace. Cell model simulations with
stochastic catalytic reaction dynamics have shown that
that adaptive changes in chemical concentrations af-
ter evolution are restricted to the one-dimensional sub-
space of chemical composition [12, 13]. Furthermore, re-
peated bacterial evolution experiments have suggested
that changes in chemical concentrations follow the same
low-dimensional paths despite differences in genetic
changes[14, 15]. The hypothesis that evolution to in-
crease fitness leads to this dimension reduction seen in
phenotypic change explains the experimental results of
common proportionality.
However, how this dimension reduction to a few de-
grees of freedom occurs through evolution is unclear. Can
the reduction be formulated explicitly in terms of dynam-
ical systems? Note that the dimension reduction suggests
that phenotypic variation in one- or few-dimensional sub-
space is much larger than those in other dimensions, or
in other words, the relaxation process along the subspace
is much slower than in the other dimensions. If this is
the case, can one characterize the dimension reduction
of phenotypes as a separation of slow modes? Last, but
not least, can the convergence observed in phenotypic
evolution mentioned above be explained in terms of the
dimension reduction of phenotypic changes?
In the present paper, we address these questions by for-
mulating the dimension reduction as an emerging prop-
erty of the relaxation spectrum to a steady state as a re-
sult of evolution. By computing the Jacobian matrix for
the relaxation dynamics to the steady state, we demon-
strate that one singular value is separated from others
and trends closer to zero through evolution. We then
discuss how environmental switches may influence this
dimension reduction.
In Sec.II, we describe the formulation of the dimension
reduction of phenotypic changes in terms of dynamical
systems theory. The dimension reduction is formulated
as the separation of larger singular values of the inverse
Jacobian matrix in relaxation dynamics of the cellular
state. The organization of the present paper is as fol-
lows. In Sec.III, we describe the adopted cell model. It
consists of a thousand components whose concentrations
change through catalytic reaction dynamics. Evolution
of the network is introduced so that cellular fitness as
measured growth rate increases. In Sec.IV A, through
the numerical evolution of the cellular reaction network,
we demonstrate how the dimension reduction emerges
through evolution in a thousand-dimensional space. By
computing the singular values of the inverse Jacobian
matrix for the relaxation dynamics of a cellular state, we
demonstrate that the largest singular value is separated
from all others. In the following sections, adaptive evo-
lution to novel or fluctuating environments is discussed
in relation to the dimension reduction. In Sec.IV B, by
taking cells that have evolved to adapt to one environ-
ment, we study evolution to a novel environment and
how the dimension reduction already shaped by previous
evolution provides a constraint on evolution in the novel
environment. Interestingly, this constraint can accelerate
evolution under novel conditions. Sec.IV C is devoted to
explaining phenotypic convergence during evolution in a
novel environment. In Sec.IV D, evolution in uctuating
environments is studied to show that the dimension re-
duction is valid under such conditions. Sec.V is devoted
to the summary and discussion, where the relevance of
the dimension reduction to biology is discussed.
II. MATHEMATICAL DESCRIPTION OF
DIMENSION REDUCTION
In this section, we present a general formulation of the
response of the phenotypic state x∗ upon perturbation.
It is reformulated from Ref.[13] and is valid not only for
the cell model adopted in the present paper, but also gen-
erally applicable to phenotypes given by the fixed point
of any dynamical systems.
Consider the following N -dimensional dynamical sys-
tem;
x˙ = f(g0,x), (1)
where x = (x1, x2, . . . , xN ) is an N -dimensional vector
of the state variable for the dynamical system, and g0 is
a set of parameters characterizing the dynamical system
and corresponding to the genotype in our model. The
phenotype, on the other hand, is given by the fixed point
of x, which is denoted by x∗ = (x∗1, x
∗
2, . . . , x
∗
N ), which is
given by
f(g0,x
∗(g0)) = 0. (2)
Now consider a slight parameter change, g0 → g0 +
δg, due to mutation. The fixed point for the modified
parameter values is given by
f(g0 + δg,x
∗(g + δg)) = 0, (3)
from which one gets
f(g0 + δg,x
∗(g0 + δg))
' f(g0,x∗(g0)) +Rgδg + Jδx∗ = 0, (4)
where J = (∂f/∂x)g=g0x=x∗(g0) is the Jacobian matrix
at the fixed point, and Rg = (∂f/∂g)
g=g0
x=x∗(g0)
is the
”susceptibility tensor” against parameter change. From
Eq.(2) and Eq.(4), the change of the fixed point by the
parametric change δg is given by
δx∗ ' −LRgδg, (5)
3where L = J−1 is the inverse Jacobian matrix. More-
over, by applying SVD (Singular Value Decomposition)
to L, it can be decomposed to L = V ΣUT , where V =
[v(1),v(2), . . . ,v(N)] and U = [u(1),u(2), . . . ,u(N)] are
orthogonal matrices whose columns are the left and right-
singular vectors of L, and Σ is diagonal matrix whose
elements are the singular values σi (i = 1, 2, . . . , N).
Then, Eq.(5) can be written in the following form:
δx∗ ' −
(
N∑
i=1
σiv
(i)u(i)T
)
Rgδg. (6)
Note that from the stability of the fixed point, σi > 0
follows. The timescale for relaxation to the fixed point
along each mode vi upon some perturbation is given by
σi. If the singular values are separated, so that σ1 >
σ2, . . . , σl  σl+1 > . . . , then the state change upon
perturbation is restricted to the l-dimensional subspace
spanned by v(1),v(2), . . . , and v(l):
δx∗ ' −
(
l∑
i=1
σiv
(i)u(i)T
)
Rgδg. (7)
Note that, in some cases, there are some constraints
on the dynamics of the model, for example,
∑N
i=1 xi = 1
in the model to be described in the next section and
adopted in the present paper. There also exist trivial null
exponents that correspond to the conserved quantities.
To remove such trivial directions, we compute J in the
subspace except in the directions corresponding to the
constraints.
III. MODEL
A. Cell model
To examine the hypothesis that high-dimensional phe-
notypic changes are restricted to a low-dimensional space
as a result of adaptive evolution, we adopted a cell model
with a large degree of freedom. In this model, changes in
cellular state follow genetically determined catalytic reac-
tions. We focused on the cellular state of steady growth
as a phenotype. The model, albeit simplistic, includes
the basic, minimum properties of cells, i.e., absorption of
nutrients from the environment and their conversion to
the components essential for the cell growth, including
catalysts for cellular reactions [16].
In the model, a cell consists of N species of compo-
nents; thus, the cellular state is represented by the N -
dimensional vector x = (x1, x2, . . . , xN ), where xi is the
concentration of each component. We assume that the
summation of the concentrations of all components in the
cell is constant, which can be set to 1 without loss of gen-
erality (
∑N
i=1 xi = 1). In other words, each concentration
xi is given by the abundance of the ith chemical divided
by the total abundance of all chemicals. This assump-
tion is equivalent to cellular volume increasing in propor-
tion to the total abundance of cellular components. The
cell model consists of 3 different types of species compo-
nents: nutrients, transporters, and catalysts. Nutrient
components exist in the environment and are absorbed
into the cell with the aid of cellular transporter chemi-
cals [17]. For simplicity, we assumed one transporter per
nutrient species. The concentrations of nutrients and
transporters are given by xnut = (x1, x2, . . . , xn) and
xtr = (xn+1, xn+2, . . . , x2n) respectively (n is the num-
ber of species of nutrient components). The flow rate of
each nutrient is given by Dsixi+n, where D is the param-
eter of flow rates of nutrients, and si is the concentration
of the ith component in the environment. Other compo-
nents (k = 2n+1, · · · , N) work as catalysts that catalyze
2-body chemical reactions ( j + k → i+ k ) in a cell. By
using the rate equation of catalytic chemical reactions,
absorption of nutrients, dilution due to cellular volume
growth, and the dynamics of chemical concentrations are
given by
x˙i = Ri(G,x) +Dsixi+n − µ(x)xi (8)
Ri(G,x) =
N∑
j,k=1
Gijkxjxk −
N∑
j,k=1
Gjikxixk (9)
Each term in Eq.(8) represents the conversion of com-
ponents in a cell by catalytic chemical reactions (j+k →
i + k), absorption of nutrients from the environment,
and the dilution effect that accompanies cellular volume
growth. The cell volume grows according to the absorp-
tion of nutrients. Hence, the growth rate µ(x) is given
by µ(x) =
∑n
j=1Dsjxj+n, which is derived from the
hypothesis
∑N
i=1 xi = 1. G = {Gijk} is a 3rd-order
tensor corresponding to the genotype of the cell, which
takes the value of 1 when a catalytic chemical reaction
(j+k → i+k) can occur in a cell and takes the value zero
otherwise. For simplicity, we assumed all reaction coef-
ficients take the same value, 1. Unless otherwise noted,
we used N = 1000, n = 10, D = 0.001 (= 1/N) in the
present paper.
In the parametric region we adopted in the present
paper, cellular states reached a unique, nontrivial fixed
point (∀i;x∗i > 0). The concentrations at the fixed point
{x∗i } give the phenotype of the cell, which is uniquely
determined for a given genotype and environment.
B. Evolution
As the initial genotype before evolution, we gener-
ated a catalytic chemical reaction network by randomly
putting ρN reaction paths from each N component and
allocating a catalytic component randomly to each chem-
ical reaction path avoiding autocatalytic reactions.
4Evolution simulation was carried out in the following
procedure. At the first generation, we prepared an ini-
tial population of L ancestral cells. In each generation,
from each of the L mother cells, we produced c differ-
ent mutants and calculated their growth rates µ with
the concentrations of components in the steady state x∗.
This gives the fitness of the cell. Then, the top L cells
with the highest fitness values were selected to produce
offspring for the next generation. In the present paper,
we used L = 10, c = 10, so that the total cell population
was set at cL = 100.
Unless otherwise noted, mutations were carried out in
the following procedure. At first, we randomly picked
a pair of catalytic chemical reactions (i, j, k), (i′, j′, k′),
where (i, j, k) represents the catalytic chemical reaction
(j+k → i+k). In the case that i 6=j′, i′ 6=j, j′ 6=k, j 6=k′, we
changed the pair of the reaction paths (i, j, k), (i′, j′, k′)
to (i, j′, k), (i′, j, k′) or to (i′, j, k), (i, j′, k′). For all the
evolution simulations, mutation rate was fixed at 0.04 per
component so that 40 paths were changed per generation.
With this mutation procedure, the total number of in-
coming and outgoing paths and catalysts, Ii =
∑
jkGijk,
Oj =
∑
ikGijk and Ck =
∑
ij Gijk are conserved.
IV. RESULTS
A. Evolution from random network
First, we analyzed cellular evolution with random cat-
alytic chemical reaction networks, following the scheme
discussed in Sec.III B. In this section, we used the fixed
environmental condition, sold, through the evolution as
soldi =
{
2/n ( i = 1, 2, · · · , n/2 )
0 ( i = n/2 + 1, n/2 + 2, · · · , n ). (10)
Through evolution, maximum fitness in the population
monotonically increased (Fig.1). In Fig.1, the top fit-
ness values in the population are plotted across different
strains (i.e., for different runs of the evolution simulation)
in different colors. For all runs with different random mu-
tations, fitness increased to a sufficiently high level, and
the time course of the increases, after rescaling the gen-
erations, was approximately the same.
Next, we computed the Jacobian matrix J at the fixed
point x∗ for the reaction dynamics at each generation.
We then obtained the singular values {σi} (σ1 > σ2 >
· · · > σN−1) of its inverse matrix L (see also Eq.7) and
the corresponding left-singular vectors {v(i)}. As shown
in Fig.2(a), the largest singular value σ1 was separated
from the other singular values through evolution. This
trend was common across all evolutionary runs. The ra-
tio of the first to the second largest singular values σ1/σ2
increased through evolution (Fig.2(b)). This suggests
that the relaxation dynamics of phenotypes are highly
constrained along v(1), the left-singular vector for the
largest singular value σ1.
FIG. 1. Evolutionary courses of maximum fitness in the pop-
ulation starting from cells with randomly chosen reaction net-
works. Different colors correspond to different runs with dif-
ferent random mutations, starting from the same ancestral
cell in the same environment. The speed of the fitness increase
differed in each run. Inset: we used the scaled generation for
the horizontal axis to normalize a given fitness maximum (
here, 5 × 10−5 ) to 1. In the figures below, this rescaling is
often adopted to compare the results of different runs.
Next, we analyzed the distribution of phenotypic
changes caused by genetic mutation as follows: At each
generation, we picked the fittest cell in the population
and produced many thousands of mutant cells, which
have slightly modified chemical reaction networks from
those of the original. For each of these mutant cells,
the phenotypes x∗ were computed. Then, each of the
high-dimensional phenotypic changes due the mutation
was obtained. To visualize these changes in the N -
dimensional space, we used PCA (principal component
analysis). In Fig.3(a), we plotted the phenotypic changes
using the 1st and 2nd PC modes, p
(1)
old and p
(2)
old, respec-
tively. At the start of evolution, the phenotypic changes
of the mutant cells were uniformly distributed in the PC
plane (Fig.3(a.1)). As evolution progressed, the distri-
bution of phenotypic changes was largely biased along
p
(1)
old (Fig.3(a.2)). In fact, at the end of the evolution,
more than 4% of the phenotypic changes due to muta-
tion were explained by the 1st PC (Fig.3(b)), though less
than 0.3% were explained at the start of the evolution.
This indicates that phenotypic changes due to mutation
were constrained to a lower-dimensional space as the evo-
lution progressed.
Next, we studied how the low-dimensional constraint
in relaxation dynamics and the low-dimensional response
to genetic mutations are correlated. As an indicator of
the similarity between relaxation dynamics of the phe-
notype and its response to genetic mutations, we calcu-
lated the absolute inner products of p
(1)
old with v
(i)(i =
1, 2, . . . , N − 1) for the fittest cell in each generation
(Fig.3(c)). In Fig.3(c), the inner product with v(1) is de-
picted by the blue line and the others by the thin black
5FIG. 2. (a) Evolutionary changes of singular values {σi} of the inverse Jacobian matrix L for the phenotype x∗. They are
calculated for the fittest cells in the population every generation. (b) Evolutionary changes of the ratio of the first to the second
largest singular values σ1/σ2 for different strains. Both (a) and (b) are plotted against the scaled generation.
FIG. 3. (a) Distribution of phenotypic changes due to genetic mutations in the PC (principal component) plane at the start
(a.1) and end of evolution (a.2). These PCs were calculated from the phenotypes x∗ of 105 mutants. (b) Explained variance
ratio of the PC modes of phenotypic changes due to genetic mutation. The blue line corresponds to the data at the start
of evolution and the orange to that at the end of evolution. (c) Inner products between the 1st PC mode of the phenotypic
changes due to mutation at each generation and the left-singular vectors v(i) of the inverse Jacobian matrix L. The blue line
shows the inner product with v(1), the left-singular vector of the largest singular value, and orange lines depict those with the
other singular vectors, plotted against the rescaled generation.
6line.
The former took on a much higher value as the evo-
lution progressed. This result shows that phenotypic
changes caused by genetic mutation were restricted to
the one-dimensional subspace spanned by v(1), i.e., the
direction of the slowest relaxation mode, after adaptive
evolution had progressed.
Thus, our results demonstrate that a low-dimensional
constraint in the phenotypic space emerged through
adaptive evolution. The next question concerns the bio-
logical meaning of this low-dimensional structure. We
then plotted the dependency of fitness on PC1 value
p
(1)
old = (p
(1)
old · x∗). As shown in Fig.4(a), p(1)old was highly
correlated with fitness after evolution. Indeed, the corre-
lation between p1 and fitness increased through evolution
(Fig.4(b)). This result indicates that the one-dimensional
constraint in the phenotypic space both in relaxation dy-
namics and in response to genetic mutation was acquired
through adaptive evolution, which embeds fitness into
the most variable direction in the phenotypic subspace.
B. Evolution in novel environment
In the previous section, we analyzed evolution of the
cells with randomly generated chemical reaction net-
works. In nature, however, evolution occurs for organ-
isms that have already evolved under earlier environmen-
tal conditions. Hence, in this section, we use those al-
ready evolved in one environmental condition and study
their evolution in a new environment. For this, we took
cells that had evolved in the fixed environment sold (given
by Eq.(11)) from a random network, and then put them
into the following new fixed environment snew.
snewi =
{
0 ( i = 1, 2, · · · , n/2 )
2/n ( i = n/2 + 1, n/2 + 2, · · · , n ) (11)
Again, maximum fitness in the population monoton-
ically increased through evolution of all strains follow-
ing approximately the same course (Fig.5(a)). We then
computed the distribution of {σi}, the singular values of
L. In this case, the largest singular value σ1 remained
separated from the other singular values through evolu-
tion (Fig.5(b)), whereas σ1/σ2 first decreased, and then
increased later. Fig.5(c) shows a minimum value approx-
imately at the scaled generation 0.15.
Next, we computed how the most changeable direction
of the phenotype with v(1) changes through evolution to
a new environment. In each generation, we calculated the
inner products between the vector and that either at the
start or end of the evolution (Fig.5(d)). As shown, the
former decreased from 1 to 0, whereas the latter increased
from 0 to 1. The latter inner product exceeded the former
at the same relative generation (0.15) when σ1/σ2 took
the minimum value.
The results in the present section imply that adapta-
tion to a novel environment first progressed within the
one-dimensional phenotypic constraint imposed by the
previous evolution, and that this one-dimensional sub-
space was later redirected to match the novel environ-
ment.
C. Convergence of phenotypic evolutionary
pathways
In this section, we will investigate evolutionary path-
ways in the phenotypic space from the phenotype
adapted to the old environment. We observed that evo-
lutionary pathways in phenotypic space converged as a
result of adaptive evolution (Fig.6(b)). In the figure, the
evolutionary pathways of 20 different strains from the
same ancestral cell evolved under the same environmen-
tal conditions sold are plotted in the plane with the 1st
and the 2nd PCs, where the PCs were computed over a
set of phenotypes of the 20 strains over 1000 equally di-
vided generations from the start to end of each evolution.
The gradation in the background of the figure represents
the fitness values shown as a function of the PC plane.
Different strains from the same ancestral cell similarly
climbed up the fitness landscape due to strong selection
during adaptive evolution. However, in the neutral di-
rection, in which fitness does not change, the phenotypes
of different strains could move in different directions due
to random mutations. Indeed, this was the case for the
original evolution from the random network (Fig.6(a)).
In contrast, the evolutionary pathways from the cells
which had evolved in the old environment sold followed
the same path, not only in the direction along which fit-
ness changes but also in the direction along which it does
not (Fig. 6(b)).
The difference between the above two evolutionary
pathways originates in how the genetic mutations are
mapped to the phenotypic changes. For cells with ran-
domly chosen genotypes, phenotypic changes caused by
mutations were uniformly distributed in all directions
across the phenotypic space. Thus, evolutionary path-
ways diverged in the directions along which fitness does
not change. On the other hand, for cells evolved in a
given environment, the phenotypic changes induced by
mutations were restricted to a low-dimensional subspace.
Therefore, phenotypic changes in later evolutionary cy-
cles were highly biased within this subspace. Thus, the
evolutionary pathways in the phenotypic space were re-
stricted to this biased direction.
Thus far, we have shown the convergence of evolution-
ary pathways of the phenotypes that emerged as a result
of low-dimensional constraints on phenotypic changes al-
ready realized in earlier evolution under different condi-
tions. One might wonder whether such constraints hinder
or foster evolution to a new environment.
To examine these possibilities, we computed evolution
speeds with and without such constraints. In Fig.7, evo-
7FIG. 4. (a) Dependency of fitness on PC1 values of the phenotype of mutant cells computed across 10000 mutants after the
last generation of evolution. (b) Correlation between fitness and the PC1 value of the phenotype of mutant cells computed
every 10 generations, as above, and plotted against the scaled generation.
FIG. 5. (a) Evolutionary courses of maximum fitness in a population evolving in a novel environment starting from cells evolved
in another environment. The speed of fitness increase differed in each run. Hence, in the embedded figure, we used the ’scaled
generation’ for the horizontal axis to normalize a given fitness maximum (here 5 × 10−5 ) to 1. Different colors correspond
to different runs with different random mutations starting from the same ancestral cell and environmental conditions. (b)
Evolutionary changes of all the singular values σi. (c) Evolutionary changes to the ratio of the first to the second singular
values. (d) Evolutionary changes to the inner product between v1 at each generation and that at the start of evolution (blue
line) or end of evolution (orange line). All of (a)-(d) are plotted against the scaled generation.
8FIG. 6. Evolutionary pathways plotted in the plane of PC1 and PC2: (a) evolution under the environment condition sold
starting from a random network and (b) evolution under the condition snew for genotypes already evolved under the condition
sold. The red vector in (b) is the projection of v1, the left-singular vector of the largest singular value of L at the start of
the evolution, and the blue one is that at the end of the evolution. The gradation in both figures represents the fitness value,
with darker color corresponding to higher value as plotted in the PC plane. The PC planes are calculated according to the
phenotypes of the fittest cells in the population every 0.001 relative generations for the 20 different strains.
FIG. 7. Fitness changes through the evolution from cells
with randomly generated networks (blue line) and from the
cells that have already evolved to an earlier, different envi-
ronmental condition.
lutionary courses of fitness are plotted: one for cells
evolved under a previous environmental condition and
the other for cells evolved based on a random network.
The generations needed to reach a given growth rate
(µ∗ = 5× 10−6) were 20% shorter for the former as com-
pared with the latter, even though initial growth rates
were the same.
As shown in Sec.IV B, cells took advantage of the al-
ready evolved low-dimensional structure and modified it
rather than destroying the structure in order to adapt
to a novel environment. These results suggest that the
low-dimensional phenotypic constraint hastens evolution
to a novel environment.
D. Evolution in fluctuating environment
In the last subsection, we studied adaptation to
changes from one environment to another. In nature,
environmental conditions can continuously change over
generations. Thus, the next question to be addressed is
whether such a one-dimensional phenotypic constraint is
also generated through evolution in a fluctuating environ-
ment, where environmental conditions repeatedly change
after some number of generations. To be specific, nutri-
ent conditions were randomly changed every 10 genera-
tions to one of 5 different conditions s(i)(i = 1, 2, . . . , 5)
as given by
s
(i)
j =
{
(1− )/2 ( j = 2i− 1, 2i )
/(n− 2) ( the others ) (12)
with  = 0.2 and n = 10. Note that the following re-
sults are qualitatively consistent with the intervals for
changing environmental conditions. Herein, we term this
changing environmental condition Es, whereas each of
the 5 nutrient conditions are termed E1, E2, . . . , E5, re-
spectively.
By carrying out numerical evolution, we confirmed
that the growth rate of the fittest genotype increased in
all 5 environmental conditions, as shown in Fig.8(a). We
then computed the singular values {σi} of the inverse
Jacobian matrix L in the same way as in the previous
subsections. Again, only one largest singular value σ1
was separated from the others in spite of the diversity of
environmental conditions (Fig.8(b)). Phenotypic changes
due to genetic mutation were again restricted to the one-
dimensional subspace spanned by v(1), the left-singular
vector corresponding to σ1 (Fig.8(c)). For convenience,
we label this 1st PC mode of the phenotypic changes due
9FIG. 8. (a) Evolutionary changes to fitness value under 5 environmental conditions for the network with the highest fitness
under a fluctuating environment. (b) Evolutionary changes to the singular values σi of the inverse Jacobian matrix L. (c)
Evolutionary changes to the explained variance ratio of PCs calculated from the phenotypic changes in many thousands of
mutants in each generation. (d) Relation between the 1st PC mode of the phenotypic changes caused by mutations and fitness
in different environments. The vertical axis, fitness difference, represents the fitness at each environmental condition subtracted
from the average. Those in all 5 environments showed similar trends.
to genetic mutation in cells evolved under Es as p
(1)
s ,
whereas each of the 1st PC modes computed from the
network evolved separately under each Ei condition is
denoted as p
(1)
i (i = 1, 2, . . . , 5).
We then examined whether and how p
(1)
s represents
fitness in all 5 conditions. As shown in Fig.8 (d), the
inner product p
(1)
s = (p
(1)
s · x∗) correlated well with
fitness in all 5 conditions. This suggests that p
(1)
s in-
volves all modes evolved in each environmental condition
Ei (i = 1, 2, . . . , 5). To examine how p
(1)
s is related to
phenotypic constraint of the networks evolved in each
condition Ei(i = 1, 2, . . . , 5), we computed the similarity
of p
(1)
s with each of p
(1)
i (i = 1, 2 . . . , 5), as given by the
absolute inner products p
(1)
s · p(1)i .
Firstly, the inner products |(p(1)i · p(1)j )|(i 6= j =
1, 2, . . . , 5) were smaller than 0.006; i.e., p
(1)
i s were al-
most orthogonal to each other. In contrast, ai ≡ (p(1)s ·
p
(1)
i )(i = 1, 2, . . . , 5) were 0.23, 0.076, 0.11, 0.20, and
0.12, respectively. These values were much larger than
|(p(1)i · p(1)j )|. Since p(1)i s are orthogonal to each other,
p
(1)
s is represented by the linear combination p
(1)
s '∑5
i=1 aip
(1)
i + (others). If p
(1)
s were completely repre-
sented by the linear combination of p
(1)
i s with the same
weight and no other contributions, p
(1)
s =
1√
5
∑5
i=1 p
(1)
i
would hold. The observed inner products ai were smaller
than this value 1/
√
5 ∼ 0.42, but were substantially
large. This indicates that the most variable direction in
phenotypic changes acquired through changing environ-
mental conditions mainly reflected each of the variable
modes acquired for each environmental condition, but
also included some others which may be necessary for
adaptation to changing environments.
V. DISCUSSION
In the present paper, we studied the evolution of a
catalytic reaction network to higher fitness as measured
by growth rate to confirm that the phenotypic change
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in a high-dimensional space of chemical concentrations is
restricted mainly within a one-dimensional subspace af-
ter evolution. This was demonstrated by the observation
that one singular value of the inverse Jacobian matrix at
the steady growth state is significantly larger than others.
Along the direction of the left-singular vector correspond-
ing to this value, the relaxation is slowest. Thus, pheno-
typic change is constrained in this direction. The drastic
dimension reduction from high-dimensional phenotypic
changes to this one-dimensional subspace emerges after
evolution. Furthermore, this one-dimensional direction
agrees with the direction in dominant phenotypic changes
due to mutation from the fitted network. The most vari-
able direction in the reaction dynamics agrees with the
most variable direction due to genetic changes. In ad-
dition, along this one-dimensional subspace, the fitness
gradient is highest, implying that this left-singular vec-
tor represents fitness.
Next, it was shown that this one-dimensional pheno-
typic space evolved under a given environmental condi-
tion was used for later adaptation to a novel environ-
ment. Evolution is accelerated by this dimension reduc-
tion. Further, this reduction to one-dimensional pheno-
typic space emerges even under fluctuating environments.
Dimension reduction from high-dimensional pheno-
typic states has gathered much attention recently in
the studying biological systems and in protein dynam-
ics [11, 18–24]. Changes in the concentrations of most
mRNA and protein species in response to environmen-
tal stress are suggested to be mainly restricted to a
one-dimensional subspace. Thus, the present results of
evolved catalytic reaction networks are consistent with
previous experimental observations. Notably, such a
reduction to a one-dimensional subspace from a high-
dimensional phenotypic space is explained by the sepa-
ration of a single singular value of the inverse Jacobian
matrix around the steady state from all others. Changes
upon perturbation are mainly constrained along the left-
singular vector of this outlier singular value, and accord-
ingly, the one-dimensional constraint is derived as a result
of evolution.
Can one then directly confirm this separation of one
singular value in experiments? Upon perturbation, cel-
lular states relax to the original steady state. The slow-
est relaxation mode is given by the left-singular vector
for the separated singular value of the Jacobian matrix.
For example, by means of transcriptome analysis, Braun
measured the temporal course of the concentrations of
all mRNA species upon environmental stress [25]. In-
terestingly, the changes were highly correlated across all
species, suggesting constraint of relaxation dynamics to
a low- (one-) dimensional subspace.
An alternative possibility for experimental confirma-
tion of singular value separation would be the use of
the concentration fluctuations of chemicals inevitable in
a cell due to the small number of molecules within it [26–
29]. If the fluctuations are mainly governed by the slow-
est mode, i.e., that corresponding to the largest singular
value of the inverse Jacobian matrix, then one possible
strategy is to measure the temporal fluctuations in chemi-
cal concentrations (gene expression) and their correlation
matrix. Even though it may be difficult to measure such
fluctuations for many components at a single-cell level,
the information could be collected from a population [30].
It is interesting to note that one-dimensional constraint
in concentration changes is observed even during evolu-
tion under fluctuating environmental conditions. Even
though the fittest phenotype and the corresponding one-
dimensional subspace is different for each environmen-
tal condition, the evolved state under the fluctuating
environment still has only one distinct singular value,
and the cellular state is dominantly changeable along
its left-singular vector. This left-singular vector (mani-
fold) keeps some overlap with that shaped for each of the
environments, but is not just the combination of each.
The one-dimensional phenotypic space retaining the in-
formation of each environmental condition as well as that
needed for adaptation to environmental conditions that
switch over generations is shaped through the evolution.
Why was only a one-dimensional structure acquired
in evolution of the present cell model? In the present
study, we used cell growth rate as an indicator of fitness,
even though we changed the environmental conditions.
In reality, cells often need to evolve to satisfy other con-
ditions, such as survival in poor nutrient conditions or
resistance to antibiotics, in addition to the pressure for
higher growth. To confirm that the reduction to a one-
dimension subspace is valid even for different indicators
of fitness in evolution, we carried out evolution simula-
tions of fitness that were not correlated with growth rate
(See Supplemental Materials). To summarize the result
of these simulations, a one-dimensional constraint with
separation of a single singular value always evolved. The
specific choice of the fitness function in the simulation is
not important to the dimension reduction for phenotypic
changes.
In reality, however, phenotypic changes in bacteria are
not necessarily restricted to a one-dimensional subspace.
For example, major phenotypic changes in E. Coli un-
der applications across a variety of antibiotics were re-
cently measured by transcriptome analysis. Even though
a dimension reduction was observed, the transcriptome
changes were located in a subspace of more than one-
dimension, possibly in an approximately 8-dimensional
subspace [31].
One possible reason that the present model produces
a lower-dimensional subspace than does real-life omics
analysis may be the lack of an explicit tradeoff, an im-
portant topic in the study of evolution [32–34]. As shown
in Fig.8 (d), fitness changes across the different envi-
ronmental conditions were highly correlated. This pos-
itive correlation indicates that there existed no tradeoff
among the fitness pressures under the different condi-
tions. Thus, whether the dimensionality of constrained
phenotypic space depends on environmental conditions
including explicit tradeoffs is an important question.
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As shown in Sec.IV C, once a low-dimensional struc-
ture is formed as a result of evolution, evolutionary path-
ways in the phenotypic space follow similar trajectories in
different populations. Indeed, this convergence of evolu-
tionary pathways was previously observed in an evolution
experiment with bacteria [15]. According to our results,
this convergence is explained as follows. Evolutionary
pathways in the phenotypic space are determined by se-
lection according to fitness and drift due to genetic mu-
tation. Under a low-dimensional phenotypic constraint,
phenotypic changes due to genetic drift are restricted to
the low-dimensional subspace. In this way, evolutionary
pathways are strongly biased in this direction as shown
in Fig.6. Hence, possible evolutionary pathways in the
phenotypic space are highly restricted within the low-
dimensional subspace. This may shed new light on the
long-lasting question of necessity or chance in evolution
(or replaying the tape of life as described by Gould [35]);
even though genetic evolution could be random, pheno-
typic evolution is rather deterministic and constrained.
Whether or not the low-dimensional constraint im-
posed by evolution is beneficial remains unclear. One
benefit we observed is the acceleration of adaptation to
novel environments. As shown in Fig.7, the generations
needed to adapt to a novel environment were fewer for
the network previously evolved in an earlier different en-
vironment than those for the random network. As dis-
cussed above, the evolved low-dimensional structure was
reused to aid adaptation rather than discarded. Search-
ing for fitter states within the restricted subspace would
be generally faster than random searching over a higher-
dimensional space. Hence, evolution shapes the low-
dimensional structure in the phenotypic space, which ac-
celerates further evolution in turn. Of course, this ac-
celeration is only possible if fitter states are accessible in
the low-dimensional structure. In this sense, if explicit
trade-offs exist between the fitted states for the old and
new environmental conditions, acceleration may not oc-
cur. This issue should be explored in the future.
Our description of the dimension reduction adopts lin-
earization around the steady growth state, which assumes
small changes upon perturbation. Although it has been
suggested that such a linear regime is expanded as a re-
sult of increased robustness through evolution [13, 36],
it will be important to examine the ranges at which lin-
earization is valid and also to explore extension of dimen-
sion reduction to a nonlinear regime.
In summary, we have formulated the dimension re-
duction in biological systems in terms of dynamical sys-
tems and confirmed it by simulation of evolution in a
cell model with reaction networks of large numbers of
chemical species. The low-dimensional constraint on phe-
notypic changes leads to further deterministic pheno-
typic evolution, which also allows for the acceleration of
adaptation to novel environments. These results lay the
groundwork for establishing a theory of the constraint
and predictability of phenotypic evolution.
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Appendix A: APPENDIX: EVOLUTION OF
FITNESS UNCORRELATED TO GROWTH RATE
One-dimensional constraint of phenotypic changes in
the main text was obtained using growth rate as the in-
dicator of evolutionary fitness. To confirm the generality
of this result for different choices of indicator, we adopted
the fitness function f(x∗;w(i));
f(x∗;a(i)) =
k−2n∑
j=1
w
(i)
j x
∗
j+2n (A1)
where w(i) = (w
(i)
1 , w
(i)
2 , . . . , w
(i)
k−2n) is a vector whose
elements are generated by uniform distribution between
-1 and 1, and x∗ = (x∗1, x∗2, . . . , x∗k) is the fixed point
concentration of the cell model. We randomly switched
the fitness function f(x∗;w(i)) for i = 1, 2, . . . , 5 every 10
generations and numerically evolved the reaction network
of the cell. We adopted the environmental condition suni
as sunii = 1/n (i = 1, 2, . . . , n) with n = 10. As shown
in Fig.9(a), maximum fitness within the population of
the cells monotonically increased through evolution, al-
though the growth rate of the fittest cells did not show
the monotonic trend (Fig.9(b)). In other words, fitness
was not necessarily correlated with growth rate. Just as
in the growth rate-based evolutionary simulations, only
one singular value was separated from the others (see
Fig.9(c)). This indicates that the choice of growth rate
as an indicator of fitness was not the main reason for the
one-dimensional constraint on phenotypic changes.
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FIG. 9. Evolutionary changes to maximum fitness in a population (a), the growth rate (b), and the singular values (c) of the
fittest cells using the fitness function described in Eq.A1. In (a), the results of 5 runs are overlaid, whereas (b) and (c) show
the results of one run.
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