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Abstract. Supporting and representing the group decision-making process is a 
complex task that requires very specific characteristics. The current existing ar-
gumentation models cannot make good use of all the advantages inherent to 
group decision-making. There is no monitoring of the process or the possibility 
to provide dynamism to it. These issues can compromise the success of Group 
Decision Support Systems if those systems are not able to provide freedom and 
all necessary mechanisms to the decision-maker. We investigate the use of argu-
mentation in a completely new perspective that will allow for a mutual under-
standing between agents and decision-makers. Besides this, our proposal allows 
to define an agent not only according to the preferences of the decision-maker 
but also according to his interests towards the decision-making process. We show 
that our definition respects the requirements that are essential for groups to inter-
act without limitations and that can take advantage of those interactions to create 
valuable knowledge to support more and better. 
Keywords: Argumentation, Automatic Negotiation, Multi-Agent Systems 
1 Introduction 
The UbiGDSS support the decision-making process by using the main characteristics 
of ubiquity (“anytime and “anywhere”) [1, 2]. In order to support the decision-making 
process in an ubiquitous context it makes sense that UbiGDSS should: allow automatic 
negotiation, represent interests of decision-makers, allow the existence of a process, 
generate ideas, discuss points of view, etc [3, 4]. However, something is wrong with 
GDSS that we know today. Everyone has acknowledged the benefit of this type of sys-
tems; however, we do not actually see these systems being used in reality and it is not 
because the concept is still fresh. In fact, it is impossible to identify the reasons that 
lead to their absence and why they are not accepted in the industry sector nowadays. 
On the other hand, what we know is that most of artificial intelligence techniques pro-
posed in the literature that could be used in UbiGDSS go against what are considered 
to be the benefits of group decision-making [5-7]. 
In this work, we propose a refreshing look into the concept of what and how should 
the artificial intelligence mechanism that composes an UbiGDSS be. For that, we in-
troduce a dynamic argumentation framework, which provides the system with the fea-
tures that are necessary for decision-makers to enjoy the benefits of group decision-
making. Our proposal intends to follow decision-makers throughout the entire process. 
Our approach allows a group of decision-makers, where each agent represents a deci-
sion-maker, to seek a possible solution to a problem (choosing between several alter-
natives) while taking into account all the preferences of the decision-makers. Besides 
this, and considering that the decision-makers can understand the conversation per-
formed between agents, those agents will also be able understand the new arguments 
that are created and exchanged between decision-makers. These new arguments can be 
processed and used by agents not only to advice decision-makers, but also to find solu-
tions throughout the decision-making process. 
The rest of the paper is organized as follows: in the Section 2 our approach is pre-
sented and the definition of the argumentation model is described. In Section 3, we 
present some conclusions and the work to be done hereafter. 
2 The Argumentation Model 
In this paper, we consider the following structure of a decision problem: there are a set 
of possible alternatives 𝐴, a set of criteria 𝐶, and a set of agents 𝐴𝑔, such that an alter-
native 𝑎 ∈ 𝐴 has a value for all the defined criteria 𝐶. The decision problem has a de-
fined communication language ℒ𝑐 which allow agents 𝐴𝑔 to communicate. In order to 
operate with the defined ℒ𝑐, there is a set of algorithms ℒ𝑎, which specify for each 
locution 𝜑 ∈ ℒ𝑐 its effect. The relations between alternatives, criteria, agents, commu-
nication language and algorithms jointly form a decision system, represented as fol-
lows: 
Definition 1: A decision system (𝐶, 𝐴, 𝐴𝑔, ℒ𝑐, ℒ𝑎), consists of: 
─ a set of criteria 𝐶 = {𝑐1, 𝑐2, … , 𝑐𝑛}, 𝑛 > 0; 
─ a set of alternatives 𝐴 = {𝑎1, 𝑎2, … , 𝑎𝑚}, 𝑚 > 0; 
─ a set of agents 𝐴𝑔 = {𝑎𝑔1, 𝑎𝑔2, … , 𝑎𝑔𝑘}, 𝑘 > 0; 
─ a communication language ℒ𝑐, consisting of a set of all locutions; 
─ a set of algorithms working as regulation ℒ𝑎 for ℒ𝑐, specifying for each locution 𝜑 ∈
ℒ𝑐 its effects. 
Rule 1: Each alternative is related with each criterion. There cannot be an existing al-
ternative with values for criteria that is not considered in the problem. 
Definition 2: A criterion 𝑐𝑖 = {𝑖𝑑𝑐𝑖 , 𝑣𝑐𝑖 , 𝑚𝑐𝑖} consists of: 
─ ∀ 𝑐𝑖 ∈ 𝐶, 𝑖 ∈ {1, 2, … , 𝑛}; 
─ 𝑖𝑑𝑐𝑖  is the identification of a particular criterion; 
─ 𝑣𝑐𝑖  is the value of a particular criterion (Numeric, Boolean or Classificatory); 
─ 𝑚𝑐𝑖  is the greatness associated with the criterion (Maximization, Minimization, Pos-
itivity, Negativity and Without Value). 
Definition 3: An alternative 𝑎𝑖 = {𝑖𝑑𝑎𝑖 , [𝑐1𝑎𝑖
, 𝑐2𝑎1 , … , 𝑐𝑛𝑎𝑖
]} consists of: 
─ ∀ 𝑎𝑖 ∈ 𝐴, 𝑖 ∈ {1, 2, … , 𝑛}; 
─ 𝑖𝑑𝑎𝑖  is the identification of a particular alternative; 
─ [𝑐1𝑎𝑖
, 𝑐2𝑎𝑖
, … , 𝑐𝑛𝑎𝑖
] is the instantiation of each criterion. 
The way each criterion is defined, allows an agent to know (in the previous example) 
that 𝑐1𝑎1 > 𝑐1𝑎2 ∧ 𝑐1𝑎1 > 𝑐1𝑎3 ∧ 𝑐1𝑎2 > 𝑐1𝑎3 , and 𝑐2𝑎1 ≠ 𝑐2𝑎2 ∧ 𝑐2𝑎1 ≠ 𝑐2𝑎3 ∧ 𝑐2𝑎2 =
𝑐2𝑎3  and 𝑐3𝑎2 > 𝑐3𝑎1 ∧ 𝑐3𝑎2 > 𝑐3𝑎3 ∧ 𝑐3𝑎1 = 𝑐3𝑎3 . 
An agent has a special structure that allows him to act according to the interests of 
the decision-maker he represents. Besides the agent’s identification code, the decision-
maker can also define the agent’s style of behaviour for a certain time interval. The 
decision-maker may change that style of behaviour whenever he thinks to be appropri-
ate. The proposed styles of behaviour (previously defined in [8]) allow the agent to act 
according to 4 dimensions: activity, resistance to change, concern for other and concern 
for self. Agents also include a protocol where it is defined a set of locutions available 
to 𝑎𝑔𝑖 in a time instant of 𝑡. An agent also holds the information about the evaluation 
done by the decision-maker about the preference for each alternative and the im-
portance given to each considered criterion. 
Definition 4: An agent 𝑎𝑔𝑖 = {𝑖𝑑𝑎𝑔𝑖 , 𝑢𝑖𝑑𝑎𝑔𝑖 , 𝛽𝑎𝑔𝑖 , 𝑃𝑟𝑎𝑔𝑖 , 𝐶𝑎𝑔𝑖 , 𝐴𝑎𝑔𝑖 , 𝑂𝑎𝑔𝑖 , 𝐾𝑎𝑔𝑖} con-
sists of: 
─ ∀ 𝑎𝑔𝑖 ∈ 𝐴𝑔, 𝑖 ∈ {1, 2, … , 𝑛}; 
─ 𝑖𝑑𝑎𝑔𝑖  is the identification of a particular agent; 
─ 𝑢𝑖𝑑𝑎𝑔𝑖  is the identification of the decision-maker represented by the agent 𝑎𝑔𝑖; 
─ 𝛽𝑎𝑔𝑖  is the agent’s behaviour (Dominating, Compromising, Obliging, Integrating, 
Avoiding and No Style); 
─ 𝑃𝑟𝑎𝑔𝑖  is the agent’s protocol for ℒ𝑐, specifying the ‘legal’ moves at each instant. A 
protocol on ℒ𝑐 is a set of locution available to 𝑎𝑔𝑖, where 𝑃𝑟𝑎𝑔𝑖 ⊆ ℒ𝑐; 
─ 𝐶𝑎𝑔𝑖  is the agent’s evaluation of each criterion, 𝐶𝑎𝑔𝑖 = {𝐸𝑐1 , 𝐸𝑐2 , … , 𝐸𝑐𝑛}, 𝐸𝑣𝑐𝑖 ∈
{[0,1], ⊥}; 
─ 𝐴𝑎𝑔𝑖  is the agent’s evaluation of each alternative, 𝐴𝑎𝑔𝑖 = {𝐸𝑎1 , 𝐸𝑎2 , … , 𝐸𝑎𝑛}, 𝐸𝑣𝑎𝑖 ∈
{[0,1], ⊥}; 
─ 𝑂𝑎𝑔𝑖  is the set of agent’s objectives, 𝑂𝑎𝑔𝑖 ⊆ 𝐴 ∪ 𝐶 , 𝑝𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 ≥
𝑜𝑛 𝑡ℎ𝑒 𝑠𝑒𝑡 𝑂𝑎𝑔𝑖 ; 
─ 𝐾𝑎𝑔𝑖  is the agent’s knowledge, where he can access the list of all sent and received 
messages, as well as the preferences of other agents, according to the knowledge he 
possess in a certain time instant of t. 
Definition 5: A behaviour 𝛽𝑖 = {𝑅𝑐𝛽𝑖 , 𝐴𝑙𝛽𝑖 , 𝐶𝑠𝛽𝑖 , 𝐶𝑜𝛽𝑖} consists of (according to [8]): 
─ 𝑅𝑐𝛽𝑖  is the agent’s resistance to change dimension value; 
─ 𝐴𝑙𝛽𝑖  is agent’s activity level dimension value; 
─ 𝐶𝑠𝛽𝑖  is the agent’s concern for self dimension value; 
─ 𝐶𝑜𝛽𝑖  is the agent’s concern for others dimension value. 
Definition 6: A locution 𝜑𝑖 = {𝑖𝑑𝜑𝑖 , 𝑇𝑝𝜑𝑖 , 𝑇𝑥𝜑𝑖 , 𝐶𝑡𝜑𝑖 , 𝑉𝑟𝜑𝑖 , 𝐷𝑟𝜑𝑖 , 𝐷𝑚𝜑𝑖 , 𝐴𝑣𝜑𝑖} consists 
of: 
─ 𝑖 ∈ {1, 2, … , 𝑛}; 
─ 𝑖𝑑𝜑𝑖  is the locution’s id (unique); 
─ 𝑇𝑝𝜑𝑖  is the locution’s type (Question, Statement and Request); 
─ 𝑇𝑥𝜑𝑖  is the text associated to the locution; 
─ 𝐶𝑡𝜑𝑖 is the locution’s context (Alternative, Criterion or Without Context); 
─ 𝑉𝑟𝜑𝑖  is the set of variables associated to the locution (Alternative or Criterion); 
─ 𝐷𝑟𝜑𝑖  is the direction associated to the locution (infavor, against, null); 
─ 𝐷𝑚𝜑𝑖  is the locution’s domain (General or Specific); 
─ 𝐴𝑣𝜑𝑖  is the locution’s state (Available or Not Available). 
Rule 2: Whenever a locution is added to 𝑃𝑟𝑎𝑔𝑖  in the time instant 𝑡 its state will be 
𝐴𝑣𝜑𝑖
𝑡 , 𝐴𝑣 = 𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒. 
Rule 3: Whenever a locution is used at a time instant 𝑡  its state will change to 
𝐴𝑣𝜑𝑖
𝑡 , 𝐴𝑣 = 𝑁𝑜𝑡 𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒. 
Rule 4: Whenever a locution 𝐷𝑚𝜑𝑖 , 𝐷𝑚 = 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 is added to 𝑃𝑟𝑎𝑔𝑘 at the time in-
stant 𝑡, then ∀𝐷𝑚𝜑𝑗 ∈ ℒ𝐷𝑚 ⊂ 𝑃𝑟𝑎𝑔𝑘 , 𝐷𝑚 = 𝐺𝑒𝑛𝑒𝑟𝑎𝑙 and its state will be 𝐴𝑣𝜑𝑗
𝑡 , 𝐴𝑣 =
𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒. 
Rule 5: For any locution 𝜑𝑗 ∈ ℒ𝑠𝑝𝑐𝑖
∧ 𝑐𝑖 ⊂ 𝑉𝑟𝜑𝑗  there cannot be another locution 
𝜑𝑘  𝑤ℎ𝑒𝑟𝑒 𝑐𝑖 ⊂ 𝑉𝑟𝜑𝑘 ∧ 𝜑𝑘 ∉ ℒ𝑠𝑝𝑐𝑖
. 
Rule 6: For any locution 𝜑𝑗 ∈ ℒ𝑠𝑝𝑎𝑖
∧ 𝑎𝑖 ⊂ 𝑉𝑟𝜑𝑗  there cannot be another locution 
𝜑𝑘  𝑤ℎ𝑒𝑟𝑒 𝑎𝑖 ⊂ 𝑉𝑟𝜑𝑘 ∧ 𝜑𝑘 ∉ ℒ𝑠𝑝𝑎𝑖
. 
Definition 7: A message 𝜓𝑖 = {𝑖𝑑𝜓𝑖 , 𝜑𝜓𝑖 , 𝑡𝑟𝜓𝑖 , 𝛼𝜓𝑖 , 𝑒𝑛𝑠𝜓𝑖
, 𝐸𝑛𝑟𝜓𝑖
} consists of: 
─ 𝑖 ∈ {1, 2, … , 𝑛}; 
─ 𝑖𝑑𝜓𝑖  is the conversation code; 
─ 𝑡𝑟𝜓𝑖  is the target associated with the message (can be null or be another message); 
─ 𝜑𝜓𝑖  is the locution sent in the message; 
─ 𝛼𝜓𝑖  is the justification associated to the locution (can be an argument or can be null); 
─ 𝑒𝑛𝑠𝜓𝑖
 is the agent/user who sent the message; 
─ 𝐸𝑛𝑟𝜓𝑖
 is the set of agents/users who will receive the message (can be 1 or *). 
Rule 7: For any message 𝜓 created by a decision-maker 𝐷𝑟𝜑𝜓 , 𝐷𝑟 ≠ 𝑛𝑢𝑙𝑙. This means 
that the message’s locution can only be either infavor or against 𝑉𝑟𝜑𝜓. 
Definition 8: An argument 𝛼𝑖 = {𝑖𝑑𝛼𝑖 , 𝑇𝑥𝛼𝑖 , 𝑉𝑟𝛼𝑖} consists of: 
─ 𝑖 ∈ {1, 2, … , 𝑛}; 
─ 𝑖𝑑𝛼𝑖  is the identification of a particular argument; 
─ 𝑇𝑥𝛼𝑖  is the text associated to a particular argument; 
─ 𝑉𝑟𝛼𝑖 is the set of variables associated to a particular argument (can contain alterna-
tives and criteria). 
Up until now we have presented the definition for the proposed argumentation model 
only considering the agents’ point of view. From this point forward all the definitions 
presented will be directed towards to the interactions between decision-makers. How-
ever these definitions are an extent of what has been proposed so far which will allow 
both agents and humans to use the same model definition.  
Decision-makers, compared to agents, can also create messages, and those messages 
will hold the new knowledge as well as a new set of dynamic arguments. Our approach 
allows decision-makers to create messages that include arguments that are infavor or 
against. Each created message may lead to 𝑛 − 1 messages, where 𝑛 is the number of 
decision-makers involved in the process. Decision-makers can argue against a message 
through the use of an attack or support and argue in favour of a message through the 
use of reinforcement. The way the model is defined allows the message content to be 
of any sort of format like text or voice, since that information is irrelevant to the agent. 
A decision-maker may evaluate messages sent by other decision-makers, and this will 
allow agents to understand human interactions and the impact of every conversation. 
Example 1 (message pro): 𝐷𝑟𝜑𝜓 , 𝐷𝑟 = 𝑖𝑛𝑓𝑎𝑣𝑜𝑟. That means something positive re-
lated to 𝑉𝑟𝜑𝜓. Such message is said pro the 𝑉𝑟𝜑𝜓. For our previous example a message 
𝜓 pro could have 𝑉𝑟𝜑𝜓 , 𝑉𝑟 = 𝑎1 ∧ 𝑇𝑥𝛼𝜓 , 𝑇𝑥 = "1st maintenance service is free". 
Example 2 (message cons): 𝐷𝑟𝜑𝜓 , 𝐷𝑟 = 𝑎𝑔𝑎𝑖𝑠𝑡. That means something negative re-
lated to 𝑉𝑟𝜑𝜓. Such message is said cons the 𝑉𝑟𝜑𝜓. For our previous example a message 
𝜓 cons could have 𝑉𝑟𝜑𝜓 , 𝑉𝑟 = 𝑐3, 𝑐3𝑎 = 𝑛𝑜 ∧ 𝑇𝑥𝛼𝜓 , 𝑇𝑥 = “The high temperatures in 
our area will damage the product in a car without air conditioning”. 
Definition 9: Let Ψ = {𝜓1, 𝜓2, … , 𝜓𝑛}, 𝑛 > 0 denote a finite set of 𝑛 messages that are 
exchanged during a human discussion. 
Let us now define two functions that relate the messages in favour or against an 𝑎𝑖 ∈ 𝐴, 
𝑐𝑗 ∈ 𝐶, 𝐴𝑘 ⊆ 𝐴 or 𝐶𝑙 ⊆ 𝐶 (Let us consider 𝑋 ≍ 𝑎𝑖 ∨ 𝑐𝑗 ∨ 𝐴𝑘 ∨ 𝐶𝑙): 
─ 𝐹𝑖𝑛𝑓𝑎𝑣𝑜𝑟: 𝑋 → ∀𝜓 ∈ Ψ, 𝐷𝑟𝜑𝜓 = 𝑖𝑛𝑓𝑎𝑣𝑜𝑟, is a function that returns the messages in 
favour of 𝑋. Such messages are said pro the 𝑋; 
─ 𝐹𝑎𝑔𝑎𝑖𝑛𝑠𝑡: 𝑋 → ∀𝜓 ∈ Ψ, 𝐷𝑟𝜑𝜓 = 𝑎𝑔𝑎𝑖𝑛𝑠𝑡 , is a function that returns the messages 
against 𝑋. Such messages are said cons the 𝑋. 
Rule 8: A message is either in favour of the 𝑋 or against the 𝑋. It cannot be both, so: 
𝑥 ∈ 𝑋, ∀𝜓 ∈ Ψ𝑠. 𝑡. ¬(𝜓 ∈ 𝐹𝑖𝑛𝑓𝑎𝑣𝑜𝑟(𝑥) ∧ 𝜓 ∈ 𝐹𝑎𝑔𝑎𝑖𝑛𝑠𝑡(𝑥)). 
Definition 10: A message evaluation 𝜉 = {𝑒𝑛𝜉𝑖 , 𝜓𝜉𝑖 , 𝑒𝑣𝜉𝑖} consists of: 
─ 𝑖 ∈ {1, 2, … , 𝑛}; 
─ 𝑒𝑛𝜉𝑖  is the user who performed the evaluation; 
─ 𝜓𝜉𝑖  is the message being evaluated; 
─ 𝑒𝑣𝜉𝑖  is the evaluation value [-1, 1]. 
Definition 11: Let Ξ = {𝜉1, 𝜉2, … , 𝜉𝑛} denote a finite set of 𝑛 evaluations that are made 
during a human discussion. 
Let us now define two functions that return all the evaluations approving or disapprov-
ing a message 𝜓𝑖: 
─ 𝐹𝑎𝑝𝑝𝑟𝑜𝑣𝑎𝑙: 𝜓𝑖 → ∀𝜉 ∈ Ξ, 𝜓𝜉 = 𝜓𝑖 ∧ 𝑒𝑣𝜉𝑖 > 0, is a function that returns the messages 
approving 𝜓𝑖; 
─ 𝐹𝑑𝑖𝑠𝑎𝑝𝑝𝑟𝑜𝑣𝑎𝑙 : 𝜓𝑖 → ∀𝜉 ∈ Ξ, 𝜓𝜉 = 𝜓𝑖 ∧ 𝑒𝑣𝜉𝑖 < 0, is a function that returns the mes-
sages disapproving 𝜓𝑖 . 
Let us now define two functions that relate a message 𝜓1 to the messages reinforcing it 
and to the messages attacking it: 
─ 𝐹𝑟𝑒𝑖𝑛𝑓𝑜𝑟𝑐𝑒𝑚𝑒𝑛𝑡: 𝜓1 → ∀𝜓 ∈ Ψ, 𝑡𝑟𝜓 = 𝜓1 ∩ 𝐹𝑎𝑝𝑝𝑟𝑜𝑣𝑎𝑙(𝜓1), is a function that returns 
the messages reinforcing 𝜓1. Such messages are said pro the message 𝜓1; 
─ 𝐹𝑎𝑡𝑡𝑎𝑐𝑘: 𝜓1 → ∀𝜓 ∈ Ψ, 𝑡𝑟𝜓 = 𝜓1 ∩ 𝐹𝑑𝑖𝑠𝑎𝑝𝑝𝑟𝑜𝑣𝑎𝑙(𝜓1), is a function that returns the 
messages attacking 𝜓1. Such messages are said cons the message 𝜓1. 
Let us define a function which returns the messages sent by 𝑒𝑛1: 
─ 𝐹𝑠𝑒𝑛𝑡𝑏𝑦: 𝑒𝑛1 → ∀𝜓 ∈ Ψ, 𝑒𝑛𝜓 = 𝑒𝑛1, is a function that returns the messages sent by 
𝑒𝑛1. 
Let us define a function that returns all the evaluation done by 𝑒𝑛1: 
─ 𝐹𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒𝑑𝑏𝑦 : 𝑒𝑛1 → ∀𝜉 ∈ Ξ, 𝑒𝑛𝜉 = 𝑒𝑛1 , is a function that returns the evaluations 
done by 𝑒𝑛1. 
Let us now define a function to identify the lasts messages sent during a human discus-
sion: 
─ 𝐹𝑙𝑎𝑠𝑡: Ψ → ∀𝜓 ∈ Ψ, 𝐹𝑟𝑒𝑖𝑛𝑓𝑜𝑟𝑐𝑒𝑚𝑒𝑛𝑡(𝜓) ∪ 𝐹𝑎𝑡𝑡𝑎𝑐𝑘(𝜓) = ∅, is a function that returns 
the messages that are not attacked or reinforced thus being the last messages ex-
changed in a human discussion. 
Let us now define a function that returns all the messages done until message 𝜓1 which 
can be more than one reinforcement or just only one attack: 
─ 𝐹𝑟𝑒𝑖𝑛𝑓𝑜𝑟𝑐𝑒𝑚𝑒𝑛𝑡𝑟𝑜𝑤: 𝜓1 → ∀𝜓 ∈ Ψ, {
𝐹𝑟𝑒𝑖𝑛𝑓𝑜𝑟𝑐𝑒𝑚𝑒𝑛𝑡𝑟𝑜𝑤(𝜓), 𝜓 ∈ 𝐹𝑟𝑒𝑖𝑛𝑓𝑜𝑟𝑐𝑒𝑚𝑒𝑛𝑡(𝜓1)
𝜓1, 𝜓 ∈ 𝐹𝑎𝑡𝑡𝑎𝑐𝑘(𝜓1)
𝜓1, 𝜓 ∉ 𝐹𝑎𝑡𝑡𝑎𝑐𝑘(𝜓1) ∨ 𝐹𝑟𝑒𝑖𝑛𝑓𝑜𝑟𝑐𝑒𝑚𝑒𝑛𝑡(𝜓1)
, 
is a function that returns all the reinforcement or the attack done until 𝜓1. 
Let us now define a function that returns all the messages prior to each last message in 
a human discussion that are either reinforcements (in the limit it could be all reinforce-
ments until the initial message) or an attack: 
─ 𝐹𝑙𝑎𝑠𝑡𝑑𝑖𝑠𝑐𝑢𝑠𝑠𝑖𝑜𝑛𝑠: Ψ → ∀𝜓 ∈ 𝐹𝑙𝑎𝑠𝑡 , 𝐹𝑟𝑒𝑖𝑛𝑓𝑜𝑟𝑐𝑒𝑚𝑒𝑛𝑡𝑟𝑜𝑤(𝜓), is a function that returns all 
the messages prior to each last message that are either reinforcements or an attack. 
Let us define a function that returns all the last evaluations done by 𝑒𝑛1: 
─ 𝐹𝑙𝑎𝑠𝑡𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒𝑑𝑏𝑦 : 𝑒𝑛1 → ∀𝜉 ∈ 𝐹𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒𝑑𝑏𝑦(𝑒𝑛1), 𝜓𝜉 ∈ 𝐹𝑙𝑎𝑠𝑡𝑑𝑖𝑠𝑐𝑢𝑠𝑠𝑖𝑜𝑛𝑠 , is a function 
that returns all the last evaluations done by 𝑒𝑛1. 
In order to identify all the last evaluations done by 𝑒𝑛1 in a certain dialogue, the 𝑖𝑑𝜓 
can be used to filter those evaluations, and therefore the function which returns all the 
last evaluations done by 𝑒𝑛1 in a dialogue with 𝑖𝑑𝜓1  would be: 
─ 𝐹𝑙𝑎𝑠𝑡𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛𝑠𝑖𝑛 : 𝑖𝑑𝜓1 → ∀𝜉 ∈ 𝐹𝑙𝑎𝑠𝑡𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒𝑑𝑏𝑦(𝑒𝑛1), 𝑖𝑑𝜓𝜉 = 𝑖𝑑𝜓1 , is a function 
that returns all the last evaluations done by 𝑒𝑛1 for the human dialogue with the id 
𝑖𝑑𝜓1 . 
In [9] the researchers state that argumentation-based decision process can be decom-
posed into the following steps: (1) Constructing arguments in favour/against statements 
(beliefs or decisions), (2) Evaluating the strength of each argument, (3) Determining 
the different conflicts among arguments, (4) Evaluating the acceptability of arguments 
and (5) Comparing decisions on the basis of relevant “accepted” arguments. We con-
sider that in our work, we deal with the first 3 points, with the advantage of integrating 
those points in a perspective that deals with both agents and humans using the same 
definition. Points 4 and 5 frame what we intend to do as future work and that is de-
scribed in Section 4. 
3 Conclusions and Future Work 
In this work, we introduced the possibility to create dynamic arguments through a def-
inition of an argumentation model. With our proposal it is possible (and motivates) the 
interaction between decision-makers, allowing a decision-maker to create new argu-
ments (in favour or against) and also reinforce or attack other arguments created by 
other decision-makers. The way decision-makers can evaluate each argument will al-
low the agents to understand the impact of the interactions for the decision-maker they 
represent and not the content of the conversation (which could be text, sound, etc.). 
Besides this, since agents share the same problem definition, it allows decision-makers 
to understand all the interactions between those agents and the reason why they suggest 
a certain solution for the problem. 
As future work, we intend to design all the necessary algorithms so that our proposal 
can be implemented. One major goal is to work in an algorithm that allows the agent to 
understand each message decision tree that is associated with each interaction between 
decision-makers. Besides this, the agent should also take his defined behaviour into 
account when doing any analysis in order to properly support and defend the perspec-
tive of the decision-maker he represents. Finally we intend to work on the branch of 
how and what type of information should be presented to the decision-maker, through 
what will call as intelligent reports. 
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