This paper concerns the power of interaction in 2 player quantum communication protocols. A previous version of this paper claimed as a main result a rounds-communication hierarchy for the pointer jumping function f k , with lower bounds on the quantum communication of f k of the order Ω(n/k 3 ) if the "wrong" player starts the communication and the number of rounds is limited to k (trivially, if the other player starts, O(k log n) communication in k rounds suffices). The proof given there was erroneous, however.
Introduction
tion complexity when B starts. We conjecture such a result in the scenario of bounded error quantum communication: k-round quantum protocols need communication Ω(n/g(k)) to compute the pointer jumping function when B starts for some function g in k.
In section 3 we describe a classical randomized protocol for pointer jumping with communication O(n/k · (log (k/2) n + log k) + k log n) in the "bad" situation. The protocol makes clear that a purely information theoretic approach to the lower bound does not work. So we begin by introducing a new measure of quantum information in section 2. This measure is tied to the von Neumann information by a theorem, which connects the trace distance between density matrices [1] to their relative von Neumann entropy.
Then a lower bound on the classical randomized complexity of pointer jumping is given to illustrate the lower bound approach and how the specific information measure may help.
We remark that a Ω(n/g(k)) lower bound on the k round communication complexity of pointer jumping would impliy via reductions lower bounds for the k round bounded error quantum communication complexity of the disjointness problem of the order Ω(n 1/k /g(k)).
Preliminaries
In this section we provide definitions of the models considered.
Definition 1 Let f : {0, 1} n × {0, 1} n → {0, 1} be a function. In a communication protocol player A and B receive x and y and compute f (x, y).
Classically the players exchange binary messages. The communication complexity of a protocol is the worst case number of bits exchanged. The deterministic communication complexity D(f ) of f is the complexity of an optimal protocol for f .
In a randomized protocol both players have access to public random bits. The output is required to be correct with probability 1 − ǫ for some constant ǫ. Now we define quantum communication protocols. For general information on quantum computation see [9] and [19] . In a (bounded error) quantum protocol the correct answer must be given with probability 1 − ǫ for some 1/2 > ǫ > 0. The (bounded error) quantum complexity of a function, called Q ǫ (f ), is the complexity of an optimal protocol for f .
An survey on quantum communication complexity can be found in [23] .
Quantum Information Theory
Our results in the next two sections use information theory arguments.
Definition 3 Let X : Ω → S be a random variable for finite sets Ω, S (as usual the argument of X is dropped). The density function of X is P r X : S → [0, 1], where P r X (X = x) denotes the probability of the event X = x.
The entropy of X is H(X) = − x∈S P r X (X = x) log P r X (X = x).
The information between
By convention 0 log 0 = 0. Note that a density matrix is always Hermitian, positive semidefinite and has trace 1. Thus it has only real, nonnegative eigenvalues that sum to 1.
Transformations on density matrices are certain superoperators. Trace-preserving completely positive superoperators map density matrices to density matrices and capture all physically allowed transformations. These include unitary transformations, tracing out subsystems, tensoring with constant qubits, and general measurements.
Definition 6
The von Neumann entropy of a density matrix ρ X is defined by S(X) = S(ρ X ) = −trace(ρ X log ρ X ). The relative von Neumann entropy between two density matrices ρ, σ is S(ρ|σ) = trace(ρ(log ρ − log σ)). This value may be infinite.
The von Neumann information is S(X : Y ) = S(X) + S(Y ) − S(XY ) (see also [6] ).
If the vectors |φ i span a Hilbert space of dimension d then the von Neumann entropy of the density matrix is bounded by log d.
For probability distributions the total variational distance is used.
Definition 7
If p, q are probability distributions on {1, . . . , n}, then their distance is defined
The following norm on linear operators is introduced in [1] .
Definition 8 Let ρ be the matrix of a linear operator. Then the trace norm of ρ, denoted ||ρ|| 1 , is the sum of the absolute values of the elements of the multiset of all eigenvalues of ρ, which equals as T r( ρ † · ρ).
Note that the distance ||ρ − σ|| 1 is a real value for Hermitian matrices ρ, σ. The trace norm has a close relation to the measurable distance between states as shown in [1] .
Fact 1 For an observable O and a density matrix ρ denote p O
ρ the distribution on the outcome of a measurement induced by O on the state ρ.
So if two density matrices are close in the trace distance, then no measurement can distinguish between them with high probability. The next, similar lemma follows from the Kraus representation theorem (see [19] ) which allows to simulate the action of physically allowed superoperators on density matrices by unitary transformations on density matrices over an extended Hilbert space and partial tracing out.
Lemma 1 For each Hermitian matrix ρ and each trace-preserving completely positive superoperator F :
We need the following theorem to bound the trace distance in terms of relative entropy. A classical analogue of the theorem can be found in [2] and has been used e.g. in [20] .
Theorem 1 For density matrices ρ, σ (of the same size):
Proof: Since both the norm and the relative entropy are invariant under unitary transformations we assume that the basis of the density matrices diagonalizes ρ − σ. Note that in general neither ρ nor σ are diagonal now. Let S be the multiset of all nonnegative eigenvalues of ρ − σ and R the multiset of all its negative eigenvalues. All eigenvalues are real since ρ − σ is Hermitian. Now if the dimension of the space H S spanned by the eigenvectors belonging to S has dimensions k and the space H R spanned by the eigenvectors belonging to R has dimensions n − k, then increase the size of the underlying Hilbert space so that both spaces have the same dimension. The density matrices have zero entries at the corresponding positions. Now we view the density matrices as density matrices over a product space H 2 ⊗ H n ′ , where the H 2 space "indicates" the space H S or H R . We trace out the space H n ′ in ρ, σ, ρ − σ. The obtained 2 × 2 matrices are ρ, σ, ρ − σ. Note that the matrix ρ − σ is diagonalized and contains the sum of all nonnegative eigenvalues, and the sum of all negative eigenvalues on its diagonal. Furthermore ρ − σ = ρ − σ.
Due to Lindblad-Uhlmann monotonicity (see [19] ) of the relative entropy we get S(ρ|σ) ≥ S( ρ| σ). We will bound the latter by 1/(4 ln 2)|| ρ − σ|| and then conclude the theorem since the trace norm of ρ − σ is the sum of absolute values of its eigenvalues which is the sum of absolute values of eigenvalues of ρ − σ by construction, i.e., || ρ − σ|| 1 = ||ρ − σ|| 1 .
So we have to prove the theorem only for 2 × 2 density matrices. Assume that the basis is chosen so that σ is diagonal. Then
where a + d = 1 and λ 1 + λ 2 = 1. The relative von Neumann entropy
The first term is minus the entropy of the distribution induced by the eigenvalues of ρ. So we compute the eigenvalues.
The eigenvalues of ρ are the zeroes of its characteristic polynomial t 2 − t + ad − bc. These are 1/2 ± 1/4 − ad + bc. Thus
−S(ρ)
Now this quantity has to be compared to the squared norm of ρ−σ which is the squared sum of absolute values of the eigenvalues of ρ−σ. That matrix has the characteristic polynomial t 2 − (−ad + aλ 2 + dλ 1 − λ 1 λ 2 + bc). Thus its eigenvalues are ± √ −ad + aλ 2 + dλ 1 − λ 1 λ 2 + bc. The norm as squared sum of absolute values of the eigenvalues is
Comparing these values yields the theorem for the 2 × 2 case and thus in general by the previous considerations.
2 Note that for a bipartite state ρ AB the following holds:
Thus the measurable distance between the tensor product state and the "real" bipartite state can be bounded in terms of the information. We will call the value D(A :
The next lemma collects a few properties of informational distance that follow easily from the previous discussion. 
D(A : B) ≤ 3S(A : B).
For a diagonal density matrix ρ AB (a classical distribution) denote ρ (a) B the (normalized) conditional density matrix induced by fixing A to a. P r(ab) is the diagonal entry at position ab, P r(a) = b P r(ab), P r(b|a) = P r(ab)/P r(a).
The next properties of informational distance will be used later.
Lemma 3
1. Let ρ AB be the density matrix of a state, where ρ B is the density function of a classical random variable y on |0 and |1 with P r(y = 1) = P r(y = 0) = 1/2. If there is a measurement on the A part yielding a Boolean random variable x with P r(x = y) ≥ 1 − ǫ and P r(x = y) ≤ ǫ (while the same measurement applied to ρ A ⊗ ρ B yields the distribution P r(x = y) = P r(x = y) = 1/2) then D(A : B) ≥ 1/2 − ǫ.
For all states with diagonal ρ AB such that ρ B = U (the uniform distribution) the following holds:
D(A : B) = E a ||ρ (a) B − U ||.
For all states with diagonal ρ ABC such that ρ C = U (the uniform distribution) the following holds:
Proof Sketch: For the first item observe that there is a measurement to distinguish ρ AB and ρ A ⊗ ρ B with probability 1/2 − ǫ. Then apply fact 1.
The second item is implied by D(A : B) = ||ρ AB − ρ A ⊗ U ||.
For the third item observe that D(A
Furthermore for all a:
So if for some a (having probability > 0)||ρ
C − U ||, there would be a contradiction. 2 
Rounds in probabilistic communication
It is well known that for deterministic, probabilistic, (and even limited nondeterministic) communication complexity there are functions which can be computed much more efficiently in k rounds than in k − 1 rounds (see [7] , [10] , [17] , [18] , [12] ). In most of these these results the pointer jumping function is considered.
Definition 9
Let V A and V B be disjoint sets of n vertices each.
is the XOR of all bits in the binary code of the output of g k .
Nisan and Wigderson proved in [17] that f k has a randomized k round communication complexity of Ω(n/k 2 − k log n) if B starts communicating and a deterministic k round communication complexity of k log n if A starts. The lower bound can also be improved to Ω(n/k + k), see [13] . Nisan and Wigderson also describe a randomized protocol computing g k with communication O((n/k) log n + k log n) in the "bad" situation, [18] show that deterministic communication is O(n) then, if k constant.
The next result combines the ideas of both protocols.
Proof: First B guesses with public random bits (4/ǫ) · (n/k) positions from 1 to n. For each position B communicates the first log (k/2) n + 3 log k bits of the chosen pointers in his input.
In round t the active player communicates the pointer value v t = f (t−1) (v 1 ). If it's player A's turn, then A checks, whether v t is in B's list of the first round. Then A knows log (k/2) n + 3 log k bits of f (v t ). Note that this happens with probability 1 − ǫ during the first k/2 rounds. In the following assume that this happened in round i ≤ k/2, otherwise the protocol errs.
Beginning from the round i, when A gets to know the log (k/2) n + 3 log k bits of f (v i ) the players communicate in round i + t for all possible values of f (v i+t ) the most significant log (k/2−t) n + 3 log k bits. Since there are at most n/(log (k/2−t) n · k 3 ) such values O(n/k 2 ) bits communication suffices. In the last round the pointer v k+2 is found. Overall the communication is at most
In the above protocol, at the point when A finds that the next pointer is in B's list of the first round, the information the messages have on the next pointer begins to increase rapidly. If the overall communication were smaller this could happen only with small probability, but would still increase the overall information on the next pointer to more than any constant. Think e.g. of the following 2 round protocol: B sends for each pointer with probability ǫ/ log log n the first 2log log n bits. If A's first pointer f A (v 1 ) points to a vertex in the list, A sends all n/ log 2 n possible next pointers f A (v 3 ) plus v 2 = f A (v 1 ). The information of this message plus B's input (including v 3 = f B (v 2 ) on the next pointer f A (v 3 ) increases to Θ(log n/ log log n), though predictions are successful with probability Θ(1/ log log n) only.
We conjecture the following.
The proof of a lower bound for f k needs some technique which is not purely information theoretical (this is reflected in the lower bound proofs of [17] and [18] for probabilistic communication, where messages are fixed round per round and the probability of reaching large information between messages and next pointer is bounded). But messages cannot be fixed in a quantum protocol. A potentially useful new ingredient is the informational distance that "clips" improbable peaks of large information. In fact lemma 5 and 6 show that the informational distance corresponding to information between messages and next pointer increases by a small additive amount in each round only. This is not true for the standard information. Now we state the proof of a lower bound for pointer jumping.
Proof: We consider randomized protocols with constant error ǫ, k rounds, B starting, and δn/k 2 − k log n bits communication. We will show that this communication does not suffice for δ < (1/2 − ǫ) 2 /3, which proves the claimed lower bound.
We run the protocol on the "mixed state" corresponding to a random input, where f A and f B are chosen uniformly from the set of all inputs. So this state is
(analogous for B). The corresponding density matrix/distribution of the whole state is ρ f A f B Mt consisting of the inputs f A , f B and the message distributions used in rounds 1 to t.
We are interested to have the property that
f A ) at all times in the protocol. The above property is easy to get in a classical protocol (A and B store all the previous communications and thus for each message sequence M t , the set of inputs with that message sequence is rectangular distributed in the communication matrix, private random bits may be communicated at a cost of O(log n) [16] ). In quantum protocols it is not possible to copy the messages and qubits sent back and forth may cause problems. But possibly there is some efficient transformation of a quantum protocol yielding that property.
Lemma 4 The protocol satisfies
Denote by v 1 the starting vertex and v t = f (t−1) (v 1 ). Now as a modification of the original protocol we require the protocol to communicate vertex v t in round t by a classical message. This costs k log n additive communication at most, so the communication is δn/k 2 .
The general strategy of the proof is an induction over the rounds. The first message is sent by B. Then obviously S(M 1 f B : v 2 ) = 0, because B has seen no message yet, and v 2 is determined by f A . This implies
) may however be large, this happens in the protocol in theorem 2: with small probability (e.g. 1/ log log n) over the random choices of the protocol the information may get very large (log n). This does not happen for the informational distance, because it is bounded by 2 and "clips" improbable peaks of large information.
Since S(M 1 : v 2 ) = 0 we can conclude that S(M 2 f A : W.l.o.g. we assume that v t is a vertex on B's side. We may use that
We write for simplicity v = v t and √ 3δ/k ≤ γ t . After round round k one player announces the result M k+1 which is supposed to be the parity of v k+2 . Then by lemma 3.1
Thus δ ≥ (1/2 − ǫ) 2 /3. 2 It is possible that the above bounds also hold for quantum protocols. Recall that the analogue statement for the information S() does not hold.
By a simple reduction (see [13] ) we would get the following result from a lower bound of the order Ω(n/poly(k)).
Conjecture 3 Any k-round quantum protocol for the disjointness problem needs communication Ω(n 1/k /poly(k)).
The best upper bound known is O(
√ n log n) communication in O( √ n)
rounds [3] .
