Software systems are expected to change over their lifetime in order to remain useful. Understanding a software system that has undergone changes is often difficult due to unavailability of up-to-date documentation. Under these circumstances, source code is the only reliable means of information regarding the system. In this paper, we apply data mining, or more specifically, association rule mining, to the problem of software understanding i.e. given the source files of a software system, we use association rule mining to gain insight about the software. Our purpose is to explore the use of association rule mining for finding interesting associations within the software that can lead to program understanding.
Introduction
Legacy systems are old software systems that are crucial to the operation of a business. These systems are expected to have undergone changes in their lifetime due to changes in requirements, business conditions and technology. It is quite likely that such changes were made without proper regard to software engineering principles. The result is often a
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deteriorated structure, which is unstable but cannot be discarded because it is costly to do so. Moreover, another reason for retaining these legacy systems is that they embed business knowledge which is not documented elsewhere.
Since it is often not feasible to discard a system and develop a new one, techniques must be employed to improve the structure of the existing system. An effective strategy for change must be devised. Strategies for change mentioned in [1] include maintenance, architectural transformation and re-engineering. Re-engineering is a process that re-implements legacy systems to make them more maintainable [1] . According to [2] , re-engineering is any activity that improves one's understanding of software or prepares/improves the software itself, usually for increased maintainability, reusability or evolvability.
Given the fact that software maintenance usually accounts for over 50% of project effort [1] , [3] , [4] , making it the single most expensive software engineering activity [1] , and perhaps the most important life cycle phase [5] , the need for re-engineering to ease the maintenance effort is justified. The re-engineering option should be chosen when system quality has been degraded by regular change, but change is still required, i.e. the system under consideration has low quality but a high business value, and the re-engineering effort is less risky and less costly than system replacement.
The re-engineering effort starts with gaining an understanding of the software system, a process known as reverse engineering. Understanding is critical to many activities including maintenance, enhancement, reuse, design of a similar system and training [6] . Reverse engineering has been heralded as one of the most promising technologies to combat the legacy systems problem [7] . However, gaining system understanding is difficult because documentation for the system is often not available and source code files are the only means of information regarding the system. According to [8] , system understanding takes up 47% of the software maintenance effort. Hall [9] places the system understanding effort at 47%-62%. Tools and techniques are thus required to make the program understanding task easier. Tools provide automated support for system understanding at the procedural level by extracting the procedural design or at a higher level by extracting the architectural design.
In the past, the application of deductive techniques to different aspects of software engineering, including program understanding, has been more frequent than the use of inductive techniques [10] . Deductive techniques usually employ some knowledge base as their underlying technology which is used to deduce relations within the software system. Great effort is required to build the knowledge base and continuously maintain it. Moreover, algorithms used for deductions may be computationally demanding [10] . Researchers have thus started exploring the use of inductive or data mining techniques in software engineering. Data mining is considered one of the most promising interdisciplinary developments in the information industry [11] .
In this paper, our focus is on the use of data mining, or more specifically, on association rule mining for discovering interesting relationships within legacy system components which lead to program understanding. These relationships can be used to identify recurring problems within legacy systems, and are thus related to re-engineering patterns. Patterns were first adopted by the software community as a way of documenting recurring solutions to design problems [12] . Since then, they have been used as an effective means to communicate best practice in various aspects of software development including re-engineering. Re-engineering patterns for object-oriented legacy systems were identified based on experiences during the FAMOOS project [13] . Our focus in this paper is on traditional legacy systems developed using the structured approach. Our paper presents an approach to gain insight about the structure of these legacy systems by applying metaruleguided association rule mining. Metarule-guided association rule mining is carried out as a two step process. In the first step, we formulate metarules based on knowledge of typical problems in legacy systems. These metarules place constraints on the form of association rules to be mined as well as on values of interestingness measures. In the second step, metaruleguided mining is applied to the legacy system source code to mine association rules. By relating the metarules to reengineering patterns, system understanding is gained, which allows suggestions for making subsequent changes and optimizations to the source code for better maintainability. Thus we make two major contributions in this paper. First, we show how metarule-guided association rule mining can be used to mine legacy system source code to gain insight into its structure and detect re-engineering opportunities. Second, we formulate re-engineering patterns for structured legacy systems and relate each metarule to a re-engineering pattern, thus presenting solutions to problems identified by a metarule.
The organization of our paper is as follows. In section 2 we present an overview of association rule mining. Section 3 introduces re-engineering patterns. Section 4 details our approach and presents metarules and related patterns. Section 5
gives the results of applying association rule mining to test systems. Section 6 gives an account of related work. Finally, we present the conclusions in section 7.
An overview of association rule mining
Association rule mining is a data mining technique that finds interesting association or correlation relationships among a large set of data items [11] . Traditionally, association rule mining has been employed as a useful tool to support business decision making by discovering interesting relationships among business transaction records.
To illustrate the concept of association rule mining, consider a set of items I = {i 1 
As an example, consider a set of computer accessories (CDs, memory sticks, microphones, speakers) that are available at a certain store. These accessories form the set of items I of interest to us. Every sale made represents a transaction T. Suppose the sales made are represented in the form of the following set of transactions D in Table 1 :
Transaction ID Items  T1  CD, memory stick  T2  CD  T3  microphone, speaker  T4  CD, speaker, microphone  T5 memory stick, microphone, speaker Table 1 : A set of transactions representing sales of items Association rules in the above case represent items that tend to be sold together e.g. the association rule microphone speaker shows that those who buy microphones also tend to buy speakers. This association rule can also be written as buys(X, "microphone") buys(X, "speaker"), where the variable X represents customers who bought the items. Since this association rule contains a single predicate (buys), the association rule is referred to as a singledimensional association rule. When more than one predicate is present, the rule is referred to as multidimensional.
A large number of such association rules may exist in a given set of transactions and not all of them may be of interest e.g. the association rule CD speaker can be inferred from the transaction set in Table 1 but it is clear that this association is not as strong (or interesting) as the one between microphones and speakers. An association rule is said to be interesting if it is easily understood, valid, useful, novel or validates a hypothesis that the user sought to confirm [11] . To find interesting rules, support and confidence are commonly used as objective measures of interestingness. Support represents the percentage of transactions in D which contain both A and B. Confidence is the percentage of transactions in D containing A that also contain B. Another measure of interestingness is coverage. The coverage of an association rule is the proportion of transactions in D that contain A. In terms of probability: Table 1, microphone speaker is an association rule with support 3/5, confidence 1, and coverage 3/5. This rule is more interesting than CD speaker which has support 1/5, confidence 1/3, and coverage 3/5.
In order to make the data mining process more effective, a user may place various constraints under which mining is to be performed. These include interestingness constraints which involve specifying thresholds on measures of interestingness (such as support, confidence and coverage), and rule constraints which place restrictions on the number of predicates and/or on the relationships that exist among them, based on the analyst's experience, expectations or intuition regarding the data [11] . Rule constraints thus specify the form of the association rule to be mined and are expressed as rule templates or 'metarules'. As an example, suppose we have customer related data for the sales in Table 1 , and we want to associate customer characteristics with sales of speakers. A metarule for the information in which we are interested is of the form P(X,Y) buys(X, "speaker") where variable X represents a customer and variable Y takes on values of the attribute assigned to the predicate variable P. During the mining process, rules which match this metarule are found. One example of a matching rule is age(X, "young") buys(X, "speaker"). Since both the predicate variable P and variable Y may vary, rules gender(X, "male") buys(X, "speaker") and age(X, "old") buys(X, "speaker") also satisfy the metarule.
Re-engineering patterns for structured legacy systems
Patterns have been used in various disciplines to enable collective experiences to be documented and shared. In the software engineering domain, they have been used effectively to communicate best practices in various aspects of software development including the development process, design, testing and re-engineering. As pointed out in section 1, reengineering is carried out to improve the structure of legacy software systems to make them more maintainable. Although there are different reasons for re-engineering e.g. improving performance, porting the system to a new platform, exploiting new technology, the actual technical problems within legacy systems are often similar and hence some general techniques or patterns can be utilized to aid in the re-engineering task [12] . Re-engineering patterns record experiences about understanding and modifying legacy software systems and thus present solutions to recurring re-engineering problems.
Mens and Tourwe [14] point out that trying to understand what a legacy system does, what parts of the legacy system to change and the potential impact of these changes is a significant problem. Unlike forward engineering, which is supported by processes, established processes are not available for re-engineering. Re-engineering patterns fill this gap by providing expertise that can be consulted.
The re-engineering cycle typically involves some form of reverse engineering to understand the system and to identify problems areas, followed by forward engineering to restructure a system. Re-engineering patterns in [12] focus on the reengineering cycle of object-oriented legacy systems, although some of the identified patterns may apply to software systems which are not object-oriented. Examples of typical problems in object-oriented legacy systems include lack of cohesion within classes, misuse of inheritance and violation of encapsulation [12] .
In this paper, we present re-engineering patterns for legacy systems developed using the structured approach. These patterns help in identifying recurring problems within structured code and offer suggestions for improvement. Similar to other software patterns, they capture structural level problems that may not be evident from any one part of a legacy system. It is relevant to note that the re-engineering patterns in [12] capture the entire re-engineering cycle, starting from 'setting the right direction' and 'first contact' with the system, to actually restructuring (in the context of object-oriented systems, refactoring) the system to remove some of the problems which appear in object-oriented code as it evolves. Most of the patterns that deal with initial phases of re-engineering apply to object-oriented as well as structured systems.
However, most of the patterns dealing with restructuring take into account problems within object-oriented code. In this paper, we do not attempt to re-capture all re-engineering patterns, since as already pointed out, many patterns especially those involving the initial re-engineering phases are equally valid for structured systems. Our focus is on identifying problems which arise in structured systems as they evolve. Thus the patterns identified in this paper complement those identified in [12] by addressing some typical problems within legacy structured systems.
Metarule-guided association rule mining for program understanding
In this paper, we employ association rule mining to aid the design discovery process of structured legacy systems. To make our mining process more effective, we use constraint based mining. Constraints are placed on the form of association rules to be mined and on interestingness measure values. These constraints are specified as metarules. For simplicity, in the following sections a metarule is used to refer to a combination of association rule form and interestingness measure thresholds rather than a constraint on association rule form only. This is due to the fact that we employ such a combination to reveal system characteristics. The metarules we develop are based on knowledge of some typical problems in legacy systems and serve as templates to mine meaningful association rules. Each metarule is related to a re-engineering pattern.
Re-engineering patterns focus on the process of discovery i.e. they discover an existing design, identify problems and then present appropriate solutions [12] . A metarule related to a re-engineering pattern aids in this discovery process by capturing symptoms of typical problems that arise in legacy software systems. Figure 1 illustrates our rule mining approach as a two step process. In the first step, we use knowledge of generic problems within structured legacy systems to arrive at metarules. In the next step, metarule-guided mining is carried out on the test legacy systems to find association rules which serve as indicators of problems that are present in the system. We relate metarules to re-engineering patterns by describing how a re-engineering pattern presents a solution to problems within a legacy system, as identified by the mined association rules.
In this section, we discuss various factors that must be taken into account during formulation of metarules. Results of carrying out metarule-guided mining on test systems are described in section 5.
Selecting items and transactions
A metarule can be thought of as a hypothesis regarding relationships that a user is interested in confirming [11] . As a first step, it is necessary to identify items between which relationships are to be mined. In our case, the guiding principle is to choose items which facilitate understanding of the source code and identification of problems, and also allow suggestions for restructuring the code for greater maintainability. Most of the legacy software systems that exist have been developed using the structured approach, with functions or routines forming basic components. Moreover, in legacy software, the use of global variables is often widespread leading to difficulty in understanding the code. In view of these facts, we decided to use functions and global variables as items. Moreover, we also decided to use user defined types. The reason is that user defined types become potential data objects when code is to be restructured as object-oriented code.
To illustrate the item and transaction sets, let F = {f 1 defined types u 1 , u 3 and u 5 , and calls the function f 2 . Suppose f 2 accesses global variables g 2 and g 3 , user defined types u 1 , u 2 and u 3 , and does not call any function. The transaction set for this system is presented in Table 2 . Thus in the transaction set that we use, each transaction consists of items in the form of global variables and user defined types accessed by a function, and function calls made by the function. Therefore, there are as many transactions as the number of functions in the software system. To obtain results that are meaningful in the re-engineering context, the function which accesses global variables, user defined types and makes function calls is also treated as an item.
Calling function Global variables User defined types Called functions

Setting appropriate thresholds for association rules
Association rules that are mined using rule based constraints which restrict the rule form may not all be interesting. For finding interesting association rules which indicate problems or re-engineering opportunities, we require interestingness constraints. Traditionally high thresholds of support, confidence and coverage have been used for finding interesting association rules [11] . We use both low and high thresholds of the three measures: coverage, support and confidence. Low thresholds can reveal interesting facts about the software and provide insight into its structure, as illustrated by patterns that we describe in section 4.4. In general, assigning fixed values to thresholds such as 0.7 for high and 0.3 for low is not desirable due to the following reasons [12] . Firstly, threshold values should be selected based on coding standards used by the development team, and these may not be available. Secondly, tools that employ thresholds often display only abnormal entities, so the user is not aware of the number of normal entities which may result in a distorted view of the system. A study on software metrics, undertaken with various threshold values [15] revealed that observations were independent of threshold value. Due to the reasons cited, it may not be meaningful to fix an absolute threshold, since system characteristics such as size, number of global variables, user defined types and functions, can vary widely from system to system. Since the confidence measure does not depend on these system characteristics and is related to the association between two items only, setting thresholds for the confidence measure is not an issue as compared to the other measures.
Oftentimes instead of setting absolute thresholds, researchers advocate other techniques for interpreting results.
Demeyer et. al. [12] suggest that data be presented in a table and sorted according to various measurement values to obtain a meaningful interpretation. To determine a relationship among data points describing one or two variables, Fenton and
Pfleeger [16] use box plots and scatter plots. Box plots utilize median and quartiles to represent the data and suggest outliers. Whereas a box plot hides most of the expected behaviour and shows unusual values, a scatter plot graphs all the data points to reveal trends. Histograms are also used to reveal the distribution of data.
For displaying and interpreting results, we adopt the following approach. Each re-engineering pattern in section 4.4 has an associated metarule, which specifies the association rule form. For metarules involving low or high thresholds of support and coverage, we mine the system to find all association rules of the form specified by the metarule. As suggested in [12] , [16] , the entire results are displayed using histograms or other meaningful graphs. High and low thresholds for the support and coverage measures are then determined for the system under consideration interactively by visually inspecting the results of metarule-guided mining. Interactive determination of thresholds may be simplified by indicating certain measures e.g. mean, median, quartiles on the graph.
Selecting interesting association rules in the re-engineering context
It is relevant to note that if we employ user defined types, functions and global variables as items, and use coverage, support and confidence interestingness measures with thresholds low, high and one, the number of possible metarules is quite large 2 . Useful metarules need to be filtered using subjective interestingness measures. These measures are based on user beliefs in data and find rules interesting if they are unexpected or offer information on which the user can act [11] .
We reduce the total possible metarules to a small subset by keeping in mind that our purpose is to use these metarules to identify re-engineering opportunities. Thus we select metarules that highlight some typical problems in legacy structured systems. Since we use items based on the set of global variables, user defined types and functions, our metarules are further restricted to problems that are related to this item set.
Amongst the typical problems that occur in legacy code is lack of modularity i.e. strong coupling between modules, which hampers evolution [12] . Although software is expected to evolve over time, the guideline is that evolution should not degrade the quality of software. One way to reduce coupling between modules and thus reduce side effects when changes are made is to reduce the number of global variables or to reduce their scope. Metarules 1 and 2, which are related to patterns 1 and 2 (Table 3) , are used to detect global variables that can be localized and thus reduce coupling.
Another means to ensure that side effects are detected and do not propagate throughout the system is to encourage functions that are coupled to be identified and placed together. Metarule 3, related to pattern 3 ( (Table 3) , deals with identification of utilities. Legacy systems may need to be modularized so that they can be more easily understood and maintained. One modularization option is to convert a structured system to an object-oriented system, by identifying data items that are potential objects and related functions which act upon these objects. Metarules 5 and 6 address this issue (Table 3 ). Patterns and related metarules are briefly described in section 4.4.
Details are presented in the appendix.
Metarules and re-engineering patterns
According to our description of metarules in the introduction to section 4, a metarule places a restriction on the form of association rules to be mined as well as on interestingness measure values. Rule based constraints are restrictions that may be placed, for example, on the relationships between predicates, or on the values that these predicates may assume. As an example, consider a metarule of the form:
Global (X,Y) Accessed by (X) M1
A more general form of this metarule is P 1 (X,Y) P 2 (X) where P 1 and P 2 are predicate variables that are instantiated to the attributes Global and Accessed by in M1. Thus in M1, a restriction is placed on the attribute to which a predicate is instantiated, as well as on the relationship between the predicates. Variable X represents functions, and variable Y represents global variables used by the function. When association rules are mined using this template, global variables accessed by various functions in the software system are returned. To find association rules that are meaningful in the reengineering context, an additional constraint is placed on interestingness measures. Thus the complete metarule (for details, refer to Table 3 and appendix) is represented as:
When association rules are mined using this template, we are able to identify a re-engineering opportunity i.e. global variables which are used by few functions within the system. In this paper, we use the convention as in M2 to describe metarules. Predicate names (attributes) are self-explanatory.
Some metarules which are interesting in the re-engineering context, their implications, and related re-engineering patterns are shown in Table 3 . In some of the metarules identified, one out of the three interestingness measures has been used. This indicates that the value of the other two measures does not influence the result. However, it is possible to identify metarules where a combination of measures gives interesting results, as is evident from pattern 5.
We discuss benefits of employing the re-engineering patterns related to metarules, as well as issues and problems in the appendix. There are various popular forms for expressing patterns e.g. the Alexandrian form, the Gang of Four (GOF)
form and the Coplien form [17] . To describe our re-engineering patterns, we adapt the pattern form used by Demeyer et.
al. [12] . Related patterns are grouped into categories to aid comprehension. 
Pattern
Experiments and results
For conducting metarule-guided association rule mining, source code of five open source software systems written in C was used. A brief description of these systems is provided in Table 4 . To evaluate the applicability of Pattern 1, the source code of the five systems was mined using metarule 1. Table 5 summarizes statistics obtained as a result of mining association rules using this metarule. The metarule associated with Pattern 1 can be used to derive useful information from the system when coverage is low.
CVS
It can be seen from Table 5 that coverage values for the accessed global variables in all five systems remain below 0.2.
Even in Mosaic, which has the least coverage value, the most frequently accessed global variable is accessed by 47
functions. The number of functions is higher in the other systems. If a global variable is accessed by 47 functions, there is reason to define it as global. It is obvious that a coverage value of 0.2 cannot be considered low in the above systems. This result illustrates why we do not recommend setting absolute thresholds. It also illustrates the difficulty in setting a threshold which can be used for all systems. Instead of trying to set an absolute threshold, we depict our results using a graph which can be inspected visually to identify unusual values that represent restructuring opportunities. To enable the graph to be interpreted interactively, median, quartiles, and upper and lower control limits (defined as mean ± 2*standard deviation) may be depicted on the graph. As an example, the global variable usage graph for Bash, as mined by metarule 1 is depicted in Figure 2 .
It is evident from Figure 2 that a substantial proportion of global variables are being accessed by very few functions in Bash. The graphs of the other four systems show a very similar global usage trend. It is interesting to note that the median number of functions accessing a global variable is almost the same (2 and 3) for all systems. The average number of functions accessing a global variable is also similar. Table 6 depicts the breakdown for global variable access in all five test systems, and Figure 3 shows the breakdown specifically for Bash. Metarule-guided rule mining has thus successfully identified a re-engineering opportunity. To improve modularity and hence software quality, it will be useful to examine global variables being accessed by very few functions in order to ascertain whether there is a need to define these variables globally. As an example, consider the variable noninc_history_pos used in just two functions noninc_search and noninc_dosearch in Bash. The only valid reason for defining this variable as global is that its value is to be retained throughout the duration of the program.
Even in such a case, the variable should be defined as static to restrict its scope. An examination of the code shows that the variable has indeed been defined as static. On the other hand, the rl_kill_ring_length variable, also used by just two functions rl_yank_pop and rl_kill_text within readline.c is not a static variable. If the variable value is not required to persist throughout the lifetime of the program, it should be passed as a parameter within the relevant functions instead of being defined globally. Even if a global variable is required, its scope should be restricted according to usage to reduce coupling.
Pattern 2: Localize variables (Metarule 2 form: Global(X,Y)
Accessed by(X) Confidence: One)
To evaluate the applicability of pattern 2, the source code of the five systems was mined using metarule 2. Table 7 summarizes statistics obtained as a result of mining association rules using this metarule. To evaluate the applicability of pattern 3, the source code of the five systems was mined using metarule 3. Table 8 summarizes statistics obtained as a result of mining association rules using this metarule. to the calling function, it should be placed in the same file as the calling function to increase efficiency and ease maintenance by increasing locality of reference.
CVS
Pattern 4: Identify utilities (Metarule 4 form: Function(X,Y)
Called by(X) Coverage: High)
To evaluate the applicability of pattern 4, the source code of the five systems was mined using metarule 4. Table 9 summarizes statistics obtained as a result of mining association rules using this metarule. The metarule associated with Pattern 4 can be used to derive useful information from the system when coverage is high.
CVS
It can be seen from Table 9 that coverage values for the called functions in the five systems remain below 0.3. In CVS, which has the highest coverage, the most frequently called function is called by 210 functions. If a function is called by 210 functions, there is reason to assume that the function is some kind of a utility function. Similar to pattern 1, setting a threshold is difficult because with a high absolute threshold of say 0.7, none of the functions would be considered as frequently accessed.
Instead of trying to set an absolute threshold, we depict the results using a graph which can be inspected interactively to identify frequently called functions. To make the interpretation of the graph easier, median, quartiles, and upper and lower control limits may be depicted on the graph. As an example, the function call graph for Bash is depicted in Figure 4 . To evaluate the applicability of pattern 5, the source code of the five systems was mined using metarule 5-1 and metarule 5-2. In this case, we use a threshold of 0.7 for confidence. It should be noted that setting absolute thresholds for coverage and support may not be meaningful (see section 4.2), since they depend on system size. However, confidence denotes the association of two items with each other, and is not affected by size of the system. Thus it is meaningful to set a threshold e.g. 0.7, which denotes that if a global variable (user defined type) is accessed, there is a 70% probability that the other global variable (user defined type) is also accessed. However, the confidence measure alone cannot be used to arrive at a meaningful result. A global variable may be associated with more than one global variable. Similarly a user defined type may be associated with more than one user defined type. It is thus difficult to decide which global variables or user defined types to place in one structure. In such a case, the support of the association rule may be helpful. Support denotes the number of functions which access the two global variables or user defined types together. If two global variables or user defined types are accessed together by many functions, it is more useful to place them in single structure, rather than global variables or user defined types that are accessed together by few functions. Table 10 : Global variables with high association Table 10 summarizes statistics about global variables with high association. The names of the global variables in all five systems reveal that they are related to one another. Through the use of association rule mining, such variables may be identified and placed in a structure after inspection. Similar to To evaluate the applicability of pattern 6, the source code of the systems was mined using metarule 6. Table 12 summarizes statistics obtained as a result of mining association rules using this metarule. 3 For CVS, Aero, Mosaic and Bash, accesses to user defined types are reported for local variables within functions. Table 12 : Types accessed by functions in the test systems
Identification of potential objects is facilitated by mining association rules of the described form. As an example, consider some of the user defined types identified within Bash. The user_info type is accessed by 10 functions which reside in 7 different files. This type can be grouped together with the functions that access it to form a class, which represents user information and member functions to access this information. Some of the types are accessed by functions within 1 file, making the task of conversion to an object-oriented design easier. For example, the JOB type is accessed by 22 functions (start_job, delete_job, find_job etc.), 21 of which reside in the file job.c. In a similar manner, types and accessing functions may also be identified easily within other systems.
Discussion of results
Statistics obtained as a result of carrying out association rule mining on the test legacy systems are summarized in Figure 5 - Figure 12 . Statistics presented in Figure 5 and Figure 6 are related to the number of functions, global variables and user defined types in the test systems. It can be seen that the number of functions and global variables is similar across all systems except Xfig. The number of functions making function calls, accessing global variables and user defined types are also comparable across these systems. The number of functions accessing user defined types is larger for xfig as compared to other systems, and also larger than the number of functions accessing global variables and making function calls. In cases where a global variable is required, its scope may be reduced to make the program easier to understand and manage. these functions and identify them as utilities, also placing them in appropriate files. Table 11 and Table 12 summarize statistics related to system re-modularization. The applicability of pattern 5 is evident for all the systems, as global variables and user defined types that occur together have been identified. It is suggested that pattern 5 be applied before pattern 6, so that related data items are placed together. Once data has been modularized, functions accessing these types may be mined using pattern 6, thus taking a step towards indicating potential classes in an object-oriented design.
Related work
Based on studies of the IBM programming process and the OS/360 operating system, Lehman proposed laws that guide the evolution of E-type software systems [22] . A study of the evolution of Logica plc Fastwire (FW) financial transaction system, reported in 1997, supports most of the laws formulated earlier [23] . Both these studies focus on system growth in terms of the number of modules within the system in order to determine trends in software evolution. More recently, Godfrey and Tu carried out studies to understand the evolution of open source software [24] , [25] . An interesting observation is that the growth rate of most open source software systems is super-linear, violating Lehman's law of software evolution which suggests that the growth of systems slows down as their size increases. Godfrey and Tu also present an approach for studying architectural evolution of software systems [26] , which integrates visualization and software metrics. Evolution status of various entities is modeled by determining which entities are new, have been deleted, or remain unchanged. Unlike these studies by Lehman and Godfrey, which model structural changes at the entity level, our selection of items in the form of functions, global variables and user defined types will enable the study of characteristics of legacy system evolution at a more detailed level.
Visualization can also be used to gain an understanding of a legacy system's overall structure and its evolution. Lanza et. al. [27] propose a lightweight approach to understanding object-oriented legacy systems using a combination of software metrics and visualization. They visualize various aspects of the system e.g. a system hotspot view helps in identifying very large and small classes, a system complexity view is based on inheritance hierarchies. These views are helpful in indicating problematic areas which may require a deeper study. The evolution of legacy object-oriented systems can also be studied using the same lightweight approach [28] .
There has been growing interest in the application of data mining techniques to gain better understanding of software systems. In recent years, researchers have applied various data mining techniques including association rule mining, cluster analysis and concept learning in different contexts. The architecture recovery of software systems using data mining techniques is discussed in [29] - [32] . The data mining technique employed in these papers is primarily association rule mining. The identification of sub-systems based on associations (ISA) was proposed by Oca and Carver [29] . They use association rule mining for extraction of data cohesive sub-systems by grouping together programs that use the same data files. A very similar approach is that of [30] , where the use of a representation model (RM) is discussed to represent the sub-systems identified using the ISA methodology in [29] . Sartipi et al. [31] discuss a technique for recovering the structural view of a legacy system's architecture based on association rule mining, clustering and matches with architectural plans. Tjortjis et al. [32] also employ association rule mining to arrive at decompositions of a system at the function level. Groups of functions i.e. sub-systems are created by finding common attributes participating in the same association rules.
Clustering techniques have also been employed for architecture recovery and software re-modularization [19] , [33] - [37] . Tzerpos and Holt [33] present the case for using clustering techniques to re-modularize software, after the techniques have been adapted to fit the peculiarities of the software domain. In [34] , Wiggerts provides a framework to apply cluster analysis for re-modularization. Experiments with clustering as a re-modularization method are described in [35] and [36] . Both papers conclude by recommending similarity measures and clustering algorithms which yield good experimental results for software artifacts. A theoretical explanation to some previous experimental results obtained by researchers in the area is provided in [37] . The paper also describes a new clustering algorithm, which gives better results as compared to the currently employed algorithms for clustering software. In [19] , the weighted combined algorithm for software clustering is presented. This algorithm shows improvement in clustering results as compared to previously employed clustering algorithms.
The use of concept learning to support software system maintenance is described in [10] , [38] - [39] . Inductive techniques are employed to extract a maintenance relevance relation (MRR) from the source code, maintenance logs and historical maintenance update records. An MRR simply indicates that if a software engineer needs to understand file1, he/she probably also needs to understand file2. The problem has been presented as a concept learning problem, and a decision tree classifier is used for classifying file pairs as relevant, not relevant and potentially relevant. Relevance indicates that two files were modified in the same update and potential relevance indicates that both files were looked at in the same update. Program comprehension can be also aided by source code mining [40] , [41] .
The present work employs association rule mining to find interesting associations between global variables, user defined types and function calls within a system and relates them to re-engineering patterns. Although association rule mining has been employed by other researchers e.g. Sartipi et. al. [31] and Tjortjis et. al. [32] , their purpose and technique is different from the one proposed in this paper. The purpose of association rule mining in the case of Sartitipi et. al. is architectural design recovery i.e. decomposition of the legacy system into modules, where a module is a collection of functions, data types and variables. The item set used by them consists of global variables, data types and function calls within the system. The transaction set consists of global variables, data types accessed and functions called by a function.
The Apriori algorithm is used to generate frequent item sets, which indicate interesting association between functions.
Functions that are associated are candidates for being placed in the same module. The architectural query language (AQL)
is used to describe a system's conceptual architecture. Based on this architecture and the frequent item sets, clustering and a branch and bound algorithm are used to instantiate the concrete architecture. Although the item and transaction sets employed in [31] are similar to the ones we employ in this paper, it is evident that the problem addressed is very different.
Whereas Sartipi et. al. use association rules to indicate association between functions to discover modules, in this paper, our purpose in applying association rule mining is to gain program understanding and indicate problem areas where improvements may be made. To achieve this purpose we find associations not only between functions, but between functions and other items as well e.g. between global variables and user defined types.
Tjortjis et. al. also employ association rule mining for grouping together similar entities within a software system. The item set used by them consists of variables, data types and calls to blocks of code (modules), where modules may be functions, procedures or classes. The transaction set thus consists of variables, types accessed and calls made by modules.
In their algorithm, large item sets are first generated by finding item sets that have a higher support than a user-defined threshold. From this item set, association rules with confidence greater than a user-defined threshold are generated. Finally groups of modules are created based on the number of common association rules. Thus in their case, similar to the rule mining approach in [31] , rules are mined to group modules. We, on the other hand, use metarule-guided association rule mining to find associations between items, which can be used to identify potential problems in a system. By relating our mined association rules to re-engineering patterns, we find solutions to commonly occurring problems. To the best of our knowledge, research has not been conducted to relate association rule mining to re-engineering patterns as is done in this paper.
Conclusions
In this paper we present an association rule mining approach for the problem of understanding a software system given only the source code. To make the association rule mining process more effective, we employ metarule-guided mining.
Metarules specify constraints on the mining process. We use two types of constraints: rule constraints and interestingness constraints. Rule based constraints are used to restrict the form of the association rule mined whereas interestingness constraints are used to restrict the possible values of interestingness measures. Furthermore, we relate each metarule to a re-engineering pattern that presents solutions to the problems identified by a metarule. To illustrate the feasibility and effectiveness of employing metarule-guided mining for program understanding, we restrict ourselves to a small number of metarules and re-engineering patterns that address some typical problems within legacy systems developed using the structured approach.
Metarule-guided mining was used to analyze the structure of five legacy systems and extract meaningful association rules which provided useful insight about the software's overall structure and suggested strategies for its improvement.
The extracted association rules capture associations between functions, global variables and user defined types within the system. They highlight potential problems within the code and identify areas which require a more detailed study. As illustrated, these association rules applied along with re-engineering patterns can be used to restructure the code for maintainability, and if required, to re-modularize the code e.g. by converting a structured design to an object-oriented design. A manual inspection to carry out the same tasks would have taken a much longer time.
Our experiments with five open source systems reveal similar results in terms of the average and percentage values in the patterns discussed. For example, the average and median number of functions accessing a global variable is very similar in all five systems, as is also the average and median number of function calls made. This result is interesting, especially since the test systems have different application domains and the number of functions, global variables and user defined types within these systems is also different. Our experimental results show how rules extracted by the mining process can be used to identify potential problems in, and suggest improvements to, the legacy systems under study. Thus metarule-guided association rule mining is effective in revealing interesting characteristics, trends and nature of open source legacy systems, and can be used as a basis for restructuring or re-modularizing them for greater maintainability.
packaged together to strengthen encapsulation and provide information hiding.
Tradeoffs Pros
Large programs that use information hiding have been found easier to modify by a factor of 4 than programs that don't [43] . Information hiding forms a foundation for both structured and object-oriented design.
Cons & Difficulties
Functions may access more than one type, in which case a careful study of the code is required to decide the type with which the function should be associated. It may be the case that the types accessed by a function form a coherent entity which can be transformed into a structure (See pattern 5). 
