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Abstract
Notions of convergence and continuity specifically adapted to Riesz ideals I of the space of
continuous real-valued functions on a Lindelöf locally compact Hausdorff space are given, and used
to prove Stone-Weierstraß-type theorems for I. As applications, sufficient conditions are discussed
that guarantee that various types of positive linear maps on I are uniquely determined by their
restriction to various point-separating subsets of I. A very special case of this is the characterization
of the strong determinacy of moment problems, which is rederived here in a rather general setting
and without making use of spectral theory.
1 Introduction
Riesz ideals I of the lattice-ordered algebra C (X) of continuous real-valued functions on a locally
compact Hausdorff space X arise naturally as the continuous functions which are integrable with
respect to a given positive Borel measure µ on X. The question of determinacy of a moment problem
can be phrased as the question, whether for two positive Borel measures µ, µ′ on X, whose integrals
coincide on a given point-separating subset S of I , the integrals even coincide on whole I (which, under
suitable regularity assumptions on µ and µ′, implies that µ = µ′).
As an example, consider the determinacy of the Hamburger moment problem: Given two positive
Borel measures µ and µ′ on R such that
∫
R
p dµ =
∫
R
p dµ′ ∈ R holds for all polynomial functions p
on R, do µ and µ′ coincide? If µ has compact support, then so does µ′ (see e.g. [5, Prop. 4.1]), and in
this case both integrals describe linear functions from C (R) to R that are continuous with respect to
the Fréchet topology of C (R), i.e. the locally convex topology of uniform convergence on all compact
subsets of R. As the polynomial functions are dense in C (R) with respect to this topology by the
classical Stone-Weierstraß theorem, the integrals over µ and µ′ coincide on whole C (R). However, if µ
does not have compact support, then it is no longer continuous in this topology (and only describes a
linear functional on a true Riesz ideal I of C (R), as all positive linear functionals defined on the whole
∗Boursier de l’ULB, Matthias.Schotz@ulb.ac.be. This work was supported by the Fonds de la Recherche Scientifique
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Fréchet algebra C (R) are necessarily continuous by [4]). If one wants to keep the same straightforward
line of reasoning as in the compactly supported case, an adapted notion of convergence in I is needed.
This adapted notion of convergence of sequences, together with those of Cauchy sequences, closed-
ness, closure and continuity, is given in Definition 3.1 and is more order theoretic than topological in
nature. Proposition 3.7 and its Corollary 3.8 then clarify the relation to the analogous notions com-
ing from the locally convex topology of uniform convergence on all compact subsets, and essentially
establish the completeness of I . The main results are Theorems 4.1 and 4.3, which are generalizations
of the classical Stone-Weierstraß theorem (an order theoretic and an algebraic one), and Theorem 5.3,
which complements these by a result about automatic continuity of certain positive linear maps. Using
the generalized Stone-Weierstraß theorems, a characterization of the (strong) determinacy of moment
problems is given in the final Theorem 6.4. Here, a self-adjointness condition is needed to assure that
Theorem 4.3 can be applied.
Acknowledgements: I would like to thank Prof. K. Schmüdgen for some valuable hints and remarks.
2 Preliminaries
The natural numbers are N = {1, 2, 3, . . . }, N0 := N ∪ {0} and the sets of real and complex numbers
are denoted by R and C, respectively.
Throughout this note, X is a non-empty locally compact Hausdorff space which is additionally
Lindelöf, i.e. every open cover of X has a countable subcover. By [2, Chap. 5, Thms. 17–18], every
locally compact Hausdorff space is a Tychonoff space, so for every x ∈ X and every open neighbourhood
U of x there exists a continuous function f : X → [0, 1] such that f(x) = 1 and f(y) = 0 for all y ∈ X\U .
The assumption that X is Lindelöf has one important and well-known consequence:
Lemma The Lindelöf and locally compact Hausdorff space X admits a countable exhaustion by compact
sets, i.e. there exists a sequence (Kn)n∈N of compact subsets of X such that X =
⋃
n∈NKn and which
is strictly increasing in the sense that Kn is contained in the interior of Kn+1 for every n ∈ N.
Proof: For convenience of the reader, a proof is given: For every x ∈ X there exists an open neigh-
bourhood Ux of x that has compact closure, and then also a continuous function fx : X → [0, 1]
fulfilling fx(x) = 1 and fx(y) = 0 for all y ∈ X\Ux, so x ∈ f−1x
(
]0,∞[) ⊆ Ux. As these open
sets f−1x
(
]0,∞[) with x ranging over X cover whole X, there exists a sequence (xm)m∈N in X such
that X =
⋃
m∈N f
−1
xm
(
]0,∞[). For every n ∈ N, the subset Kn := ⋃nm=1 f−1xm
(
[1/n,∞[) of X is
a closed subsets of the compact closure of
⋃n
m=1 Uxm , hence compact. Moreover, it follows from
Kn ⊆
⋃n
m=1 f
−1
xm
(
]1/(n + 1),∞[) ⊆ Kn+1 that the sequence (Kn)n∈N is strictly increasing. Finally,
for every xˆ ∈ X there exists an m ∈ N such that xˆ ∈ f−1xm
(
]0,∞[) by construction of the sequence
(xm)m∈N, and then also an n ∈ N, n ≥ m, such that even xˆ ∈ f−1xm
(
[1/n,∞[), hence xˆ ∈ Kn. 
As a consequence, every compact subset K ′ of X is eventually contained in one of the Kn constructed
above with sufficiently large n ∈ N, because their interiors cover K ′. Important examples of Lindelöf
spaces are second countable spaces, i.e. topological spaces whose topology admits a countable base,
see e.g. [2, Chap. 1, Thm. 15].
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If P and Q are partially ordered sets, then a map Φ: P → Q is called increasing (decreasing) if
Φ(p) ≤ Φ(p′) (or Φ(p) ≥ Φ(p′), respectively) holds for all p, p′ ∈ P with p ≤ p′.
An ordered vector space is a real vector space V endowed with a partial order ≤ such that λu ≤ λv
and u + w ≤ v + w hold for all λ ∈ [0,∞[ and all u, v, w ∈ V with u ≤ v. Moreover, V is called
Archimedean if it has the following property: Whenever v ≤ ǫw holds for two vectors v ∈ V , w ∈ V +
and all ǫ ∈ ]0,∞[, then v ≤ 0. For every ordered vector space V , the convex cone of positive elements
is V + := { v ∈ V | v ≥ 0 }. If V and W are two ordered vector spaces, then a linear map Φ: V → W
is increasing if and only if Φ(v) ∈W+ for all v ∈ V +. Such an increasing linear map is called positive.
Every linear subspace S of an ordered vector space V is again an ordered vector space with the order
inherited from V .
A Riesz space (or vector lattice) is an ordered vector spaceR in which |r| := sup{r,−r}, the absolute
value of r, exists for all r ∈ R. In this case, supremum and infimum of all pairs of elements r, s ∈ R
exist inR, namely r∨s := sup{r, s} = (r+s)/2+|(r−s)/2| and r∧s := inf{r, s} = (r+s)/2−|(r−s)/2|,
and ∨ as well as ∧ describe associative and commutative operations on R. So it makes sense to write∨N
n=1 rn := r1∨· · · ∨ rN = sup{r1, . . . , rN} for N ∈ N and r1, . . . , rN ∈ R, analogously for finite infima.
A Riesz subspace of R is a linear subspace S ⊆ R such that |s| ∈ S for all s ∈ S, where |s| denotes the
absolute value of s as an element of R. Such a Riesz subspace S is again a Riesz space whose finite
suprema and infima coinicide with those in R. A Riesz ideal of R is a linear subspace I of R with the
property that, whenever r ∈ R and s ∈ I fulfil |r| ≤ |s|, then r ∈ I . A Riesz ideal is especially a Riesz
subspace. If R and S are two Riesz spaces, then a map Φ: R→ S is called morphism of Riesz spaces
if Φ is linear and Φ(|r|) =
∣∣Φ(r)∣∣ holds for all r ∈ R. Such a morphism of Riesz spaces is especially
positive. For details about Riesz spaces, see the standard textbooks on the subject, e.g. [3].
The most important (Archimedean) Riesz space for the purpose of this note is C (X), the set
of all real-valued continuous functions on X, with pointwise operations and pointwise order. Here(
f ∨ g)(x) = max{f(x), g(x)} and (f ∧ g)(x) = min{f(x), g(x)} for all f, g ∈ C (X) and all x ∈ X.
The function on X which is constant 1 is denoted by 1 ∈ C (X). A function f ∈ C (X) is called
uniformly bounded if there exists a λ ∈ [0,∞[ such that −λ1 ≤ f ≤ λ1. The subset of all uniformly
bounded functions in C (X) is denoted by Cb(X) and is a Riesz ideal and contained in every other Riesz
ideal I of C (X) with 1 ∈ I . Similarly, Cc(X) :=
{
f ∈ C (X) ∣∣ f−1(R\{0}) has compact closure } is
the Riesz ideal of C (X) of compactly supported functions. Given Y ⊆ X, a sequence (gn)n∈N in C (X)
and gˆ ∈ C (X), then (gn)n∈N is said to converge uniformly on Y against gˆ if for all ǫ ∈ ]0,∞[ there
exists an N ∈ N such that |gˆ(y)− gn(y)| ≤ ǫ holds for all y ∈ Y and all n ∈ N with n ≥ N . Note that
C (X) is complete with respect to the locally convex topology of uniform convergence on all compact
subsets of X, and that it admits a countable fundamental system of continuous seminorms because of
the existence of a countable exhaustion of X by compact subsets. So C (X) is a Fréchet space. However,
we will be more interested in Riesz ideals of C (X) that are not closed in this topology. Like for every
other ordered vector space, one can discuss suprema and infima of infinite sets in the Riesz space
C (X). But even if they exist, they are not necessarily the pointwise ones. If (gk)k∈N is an increasing
(or decreasing) sequence in C (X) which has supremum (or infimum) gˆ ∈ C (X), then gˆ is called the
pointwise supremum (or infimum) if gˆ(x) = supk∈N gk(x) (or gˆ(x) = infk∈N gk(x), respectively) for all
x ∈ X.
3
A subset S of C (X) is called point-separating if for all x, y ∈ X with x 6= y there exists an s ∈ S
fulfilling s(x) 6= s(y). It is called strictly point-separating if for all x, y ∈ X with x 6= y there exists
an s ∈ S fulfilling s(x) 6= 0 and s(y) = 0. Moreover, S is said to be nowhere-vanishing if for every
x ∈ X there exists an s ∈ S with s(x) 6= 0. Note that a strictly point-separating subset S of C (X)
is not necessarily nowhere-vanishing if X consists of only one point (for larger X, this is indeed true).
Moreover, a point-separating and nowhere-vanishing Riesz subspace S of C (X) is not strictly point-
separating in general. For example, consider the Riesz subspace
{
f ∈ C ([0, 1]) ∣∣ f(0) = 2f(1)} of
C
(
[0, 1]
)
. However, one easily sees that a point-separating linear subspace S of C (X) with 1 ∈ S is
strictly point-separating and nowhere-vanishing. Note also that whole C (X) is strictly point-separating
and nowhere-vanishing because X is especially a Tychonoff space, and that Cc(X) is the smallest Riesz
ideal of C (X) which is nowhere-vanishing: Indeed, if I is a nowhere-vanishing Riesz ideal of C (X) and
f ∈ Cc(X), then for every x ∈ X there exists a gx ∈ I with gx(x) 6= 0. One can even arrange gx ≥ 0
and gx(x) = 2. Then the open subsets g
−1
x
(
]1,∞[) of X with x ranging over X cover the compact
closure of f−1
(
R\{0}), hence there exist x1, . . . , xN ∈ X with N ∈ N such that gˆ := ∑Nn=1 gxn ∈ I+
fulfils gˆ(y) > 1 for all y ∈ f−1(R\{0}). As f has compact support, it is uniformly bounded, so |f | ≤ λgˆ
holds for sufficiently large λ ∈ [0,∞[ and thus f ∈ I .
Finally, a ordered unital algebra is a unital associative algebra A over the field R which is endowed
with a partial order that turns A into an ordered vector space and in which all squares are positive, i.e.
a2 ∈ A+ for all a ∈ A. For example, C (X), Cb(X) and Cc(X) are ordered algebras.
3 Riesz Ideals of Continuous Functions
Definition 3.1 Let I be a Riesz ideal of C (X). Then a sequence (gn)n∈N in I is said to be strictly
I-convergent against an element gˆ ∈ I, called the strict I-limit of (gn)n∈N, if there exists a decreasing
sequence (fk)k∈N in I with pointwise infimum 0 and such that for all k ∈ N there is an N ∈ N with
the property that |gˆ − gn| ≤ fk for all n ∈ N with n ≥ N .
Similarly, a sequence (gn)n∈N in I is called a strict I-Cauchy sequence if there exists a decreasing
sequence (fk)k∈N in I with pointwise infimum 0 and such that for all k ∈ N there is an N ∈ N with
the property that |gn − gN | ≤ fk for all n ∈ N with n ≥ N .
Moreover, a subset S of I is called I-closed if it has the following property: If a sequence (sn)n∈N
in S is strictly I-convergent against an element sˆ ∈ I, then sˆ ∈ S. The I-closure of a subset S of I is
defined as the intersection of all I-closed subsets of I that contain S.
Finally, if V is an ordered vector space, then a positive linear map Φ: I → V is called strictly
I-continuous if for every decreasing sequence (fk)k∈N in I that has pointwise infimum 0, the decreasing
sequence
(
Φ(fk)
)
k∈N
in V has infimum 0.
The above notions of convergent and Cauchy sequences, closedness, closure and continuity are obviously
adapted to the special case of a Riesz space of functions and are similar, but not identical, to the well-
known notions related to σ-order convergence (which uses all decreasing sequences with infimum 0
instead of the “special” ones where the infimum is the pointwise one). For example, an increasing
sequence in a Riesz ideal I of C (X) with pointwise supremum in I is strictly I-convergent against this
supremum. Note that Definition 3.1 also specifically refers to, and depends on, a chosen Riesz ideal:
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Example 3.2 Consider X := N, I := C (N), I ′ := Cb(N) ⊆ I and the sequence (gn)n∈N in I ′ that
is defined for m,n ∈ N as gn(m) = 0 if m 6= n and gn(n) = n. This sequence converges against 0
with respect to the locally convex topology of uniform convergence on all compact (i.e. finite) subsets
of N and is also strictly I-convergent against 0: Choose e.g. the decreasing sequence (fk)k∈N in I as
fk(m) := 0 for all m ∈ {1, . . . , k} and fk(m) := m for all m ∈ N\{1, . . . , k}, then |0 − gn| = gn ≤ fk
holds for all n ∈ N with n ≥ k + 1. However (gn)n∈N is not strictly I ′-convergent because it is not
even bounded from above by a function in I ′.
One very important class of examples of strictly I-continuous positive linear maps are integrals:
Example 3.3 Let I be a Riesz ideal of C (X). Then every positive Borel measure µ on X for which
all functions in I are integrable yields a positive linear map Φµ : I → R,
f 7→ Φµ(f) :=
∫
X
f dµ
which is strictly I-continuous by the monotone convergence theorem for the Lebesgue integral. Con-
versely, a positive linear map Φ: I → R that is strictly I-continuous fulfils the axioms of the Daniell
integral.
Even though the notions of Definition 3.1 were not introduced by means of a topology or uniform
structure, it is not hard to see that they behave – at least to some extend – as one would expect:
If I is a Riesz ideal of C (X) and (gn)n∈N a strictly I-convergent sequence in I , then it is also a
strict I-Cauchy sequence and its strict I-limit gˆ ∈ I is given by gˆ(x) = limn→∞ gn(x) for all x ∈ X, so
the strict I-limit is uniquely determined as the pointwise limit. While it is easier to deal directly with
the notions introduced in Definition 3.1, it is good to know that they are related to a topology on I :
Proposition 3.4 Let I be a Riesz ideal of C (X), then the I-closed subsets of I fulfil the axioms of
the closed sets of a topological space, i.e. the empty set and whole I, as well as the intersections of
arbitrarily many I-closed subsets of I and the unions of finitely many I-closed subsets of I are I-closed.
Moreover, if τ :=
{ I\C ∣∣ C ⊆ I is I-closed } is the corresponding topology on I, then the I-closure
of a subset S of I is the closure with respect to τ and is especially I-closed itself. Furthermore, every
sequence (gn)n∈N in I that is strictly I-convergent against some gˆ ∈ I also converges against gˆ with
respect to the topology τ .
Proof: It is clear that the empty set and whole I as well as the intersections of arbitrarily many I-closed
sets are again I-closed. If C1, . . . , CM with M ∈ N are I-closed subsets of I , then C1 ∪ · · · ∪ CM is
again I-closed because every sequence (gn)n∈N in C1 ∪ · · · ∪ CM that is strictly I-convergent against
some gˆ ∈ I has a subsequence in at least one of the Cm with m ∈ {1, . . . ,M}, and this subsequence is
still strictly I-convergent against gˆ so that gˆ ∈ Cm ⊆ C1 ∪ · · · ∪ CM .
The I-closure of a subset S of I coincides with the closure with respect to τ by definition and
is I-closed itself because it is the intersection of I-closed sets. If (gn)n∈N is a sequence in I that is
strictly I-convergent against some gˆ ∈ I , then it also converges against gˆ with respect to the topology
τ : Indeed, if this would not be true, then there would be an open neighbourhood U ∈ τ of gˆ such
that a subsequence of (gn)n∈N would remain outside of U . But this subsequence in I\U would still be
strictly I-convergent against gˆ ∈ U , which contradicts the I-closedness of I\U . 
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Note that one has to be careful here: It is even unclear yet whether the topology corresponding to the
I-closed sets is e.g. Hausdorff, or whether strict I-convergence is also necessary for convergence of a
sequence in I with respect to this topology. This is the reason for using the adjective “strict” in most
of the notions introduced in Definition 3.1. However, even without understanding the topology behind
the I-closure in detail, one can derive some basic results using only the following properties of strictly
I-convergent sequences:
Assume that I is a Riesz ideal of C (X) and (gn)n∈N a sequence that is strictly I-convergent against
some gˆ ∈ I , then:
• For all λ ∈ R, the sequence (λgn)n∈N is strictly I-convergent against λgˆ because |λgˆ−λgn| ≤ |λ|fk
if |gˆ − gn| ≤ fk for some fk ∈ I+.
• For all h ∈ I , the sequence (gn + h)n∈N clearly is strictly I-convergent against gˆ + h.
• The sequence (|gn|)n∈N is strictly I-convergent against |gˆ| because
∣∣|gˆ|−|gn|∣∣ ≤ fk if |gˆ−gn| ≤ fk
for some fk ∈ I+.
• If I is additionally a subalgebra of C (X), then the sequence (g2n)n∈N is strictly I-convergent
against gˆ2 because
∣∣gˆ2 − g2n∣∣ = |gˆ − gn|∣∣2gˆ + (gn − gˆ)∣∣ ≤ fk(2|gˆ| + fk) if |gˆ − gn| ≤ fk for some
fk ∈ I+.
Proposition 3.5 Let I be a Riesz ideal of C (X) and S a linear subspace of I. Then the I-closure of
S is again a linear subspace of I. If S is even a Riesz subspace of I, then the I-closure of S is also
a Riesz subspace of I. Finally, if I is additionally a subalgebra of C (X) and if S is a subalgebra of I,
then also the I-closure of S is a subalgebra of I.
Proof: Let Scl denote the I-closure of S. It is clear that 0 ∈ S ⊆ Scl ⊆ I .
Given λ ∈ R, then let Tλ :=
{
t ∈ Scl ∣∣ λt ∈ Scl }. One can easily check that Tλ is I-closed, and
due to S ⊆ Tλ ⊆ Scl it then follows immediately from the definition of the I-closure Scl of S that
Tλ = S
cl. This shows λsˆ ∈ Scl for all sˆ ∈ Scl and all λ ∈ R.
Next let s ∈ S be given and define T ′s :=
{
t ∈ Scl ∣∣ t + s ∈ Scl }. Again one easily checks that
T ′s is I-closed, and S ⊆ T ′s ⊆ Scl thus implies T ′s = Scl. So sˆ + s ∈ Scl for all sˆ ∈ Scl and all s ∈ S.
Furthermore, given sˆ ∈ Scl, then define T ′′sˆ :=
{
t ∈ Scl
∣∣ sˆ+ t ∈ Scl }. Like before, T ′′sˆ is I-closed and
the previous considerations show that S ⊆ T ′′sˆ ⊆ Scl, hence T ′′sˆ = Scl. We conclude that Scl is a linear
subspace of I .
If S is even a Riesz subspace of I , let T| · | :=
{
t ∈ Scl
∣∣ |t| ∈ Scl }. As T| · | is I-closed and as
S ⊆ T| · | ⊆ Scl, we have T| · | = Scl and thus Scl is also Riesz subspace of I .
Similarly, if I is additionally a subalgebra of C (X) and if S is a subalgebra of I , then define
Tsq :=
{
t ∈ Scl ∣∣ t2 ∈ Scl }. Again, Tsq is I-closed and fulfils S ⊆ Tsq ⊆ Scl, so Tsq = Scl. It follows
that Scl is again a subalgebra of I because sˆsˆ′ = 14
(
(sˆ+ sˆ′)2 − (sˆ− sˆ′)2) ∈ Scl for all sˆ, sˆ′ ∈ Scl. 
On first sight, strict I-convergence might look like a rather weak notion of convergence. However, it is
even stronger than uniform convergence on all compact subsets of X due to Dini’s theorem:
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Theorem Let K be a compact topological space and (fk)k∈N a decreasing sequence in C (K) with
pointwise infimum 0, then the following holds: For all ǫ ∈ ]0,∞[ there exists a k ∈ N such that
fk(x) ≤ ǫ for all x ∈ K.
Proof: For convenience of the reader, here is a proof of this classic result: Given ǫ ∈ ]0,∞[, then for
all x ∈ K there exists a kx ∈ N such that fkx(x) ≤ ǫ/2 and a corresponding open neighbourhood
Ux := f
−1
kx
(
] −∞, ǫ[) of x. These open neighbourhoods Ux for all x ∈ K cover K, so there exists a
finite set x1, . . . , xM ∈ K with M ∈ N0 such that K ⊆
⋃M
m=1 Uxm . Define k := max{kx1 , . . . , kxM },
then fk(x) < ǫ for all x ∈ K because the sequence (fk)k∈N is decreasing. 
Dini’s theorem thus shows that directed pointwise convergence on compact topological spaces implies
uniform convergence and will also lead to an alternative description of strict I-Cauchy and strictly
I-convergent sequences:
Lemma 3.6 Let (en)n∈N be a sequence in C (X)
+, which on all compact subsets of X converges uni-
formly against 0. Then the function X ∋ x 7→ eˆ(x) := supn∈N en(x) ∈ [0,∞[ is well-defined and
continuous.
Proof: Let x ∈ X be given and let K ⊆ X be a compact neighbourhood of x. The supremum
eˆ(x) = supn∈N en(x) <∞ exists because there are only finitely many n ∈ N with en(x) ≥ 1 due to the
convergence of the sequence (en)n∈N against 0.
If eˆ(x) > 0, then there is an N ∈ N such that en(y) ≤ eˆ(x)/2 holds for all y ∈ K and all n ∈ N
with n > N . In this case, h :=
∨N
n=1 en ∈ C (X) fulfils h(y) = eˆ(y) for all y ∈ K ∩ h−1
(
]eˆ(x)/2,∞[),
which is a neighbourhood of x, so eˆ is continuous in x.
If eˆ(x) = 0, let ǫ ∈ ]0,∞[ be given. Then there exists an N ∈ N such that en(y) ≤ ǫ holds for all
y ∈ K and all n ∈ N with n > N . Define again h := ∨Nn=1 en ∈ C (X). Then 0 ≤ eˆ(y) ≤ max{h(y), ǫ}
holds for all y ∈ K and thus 0 ≤ eˆ(y) ≤ ǫ for all y ∈ K∩h−1(]−∞, ǫ[), which again is a neighbourhood
of x. As a consequence, eˆ is continuous in x in this case as well. 
Proposition 3.7 Let I be a Riesz ideal of C (X) and (gn)n∈N a sequence in I, then the following is
equivalent:
i.) The sequence (gn)n∈N is a strict I-Cauchy sequence.
ii.) There exists an element b ∈ I+ such that |gn| ≤ b holds for all n ∈ N and the sequence (gn)n∈N
is a Cauchy sequence with respect to the locally convex topology of uniform convergence on all
compact subsets of X.
If one, hence both of these statements are true, then the sequence (gn)n∈N converges against a limit
gˆ ∈ I in the locally convex topology of uniform convergence on all compact subsets of X, and is also
strictly I-convergent with strict I-limit gˆ.
Proof: First assume that (gn)n∈N is a strict I-Cauchy sequence. Then there exists a decreasing
sequence (fk)k∈N in I with pointwise infimum 0 and such that for all k ∈ N there is an N ∈ N with
the property that |gn − gN | ≤ fk for all n ∈ N with n ≥ N . Especially for k = 1 and corresponding N
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this implies that b′ := f1∨
∨N
n=1|gn− gN | ∈ I+ fulfils |gn− gN | ≤ b′ for all n ∈ N, so b := b′+ |gN | ∈ I+
fulfils |gn| ≤ |gn − gN | + |gN | ≤ b for all n ∈ N. Moreover, Dini’s theorem immediately shows that
(gn)n∈N is a Cauchy sequence with respect to the locally convex topology of uniform convergence on
all compact subsets of X.
Conversely, assume that there exists a b ∈ I+ such that |gn| ≤ b for all n ∈ N and that the sequence
(gn)n∈N is a Cauchy sequence with respect to the locally convex topology of uniform convergence on
all compact subsets of X. Due to the completeness of C (X), the sequence (gn)n∈N converges against
some gˆ ∈ C (X) in this topology, and this limit gˆ necessarily fulfils −b ≤ gˆ ≤ b because −b ≤ gn ≤ b
holds for all n ∈ N, so |gˆ| ≤ b and thus gˆ ∈ I because I is a Riesz ideal of C (X). It remains to show
that (gn)n∈N is also strictly I-convergent with strict I-limit gˆ (which especially implies that it is a
strict I-Cauchy sequence):
For every k ∈ N, define the function fk ∈ C (X)+ as fk(x) := supn∈N;n≥k|gˆ(x)−gn(x)| for all x ∈ X,
which is well-defined due to the previous Lemma 3.6. As |gˆ − gn| ≤ |gˆ|+ |gn| ≤ 2b holds for all n ∈ N,
it follows that fk ≤ 2b, so fk ∈ I+. By construction, the resulting sequence (fk)k∈N in I is decreasing
and fulfils |gˆ − gn| ≤ fk for all n ∈ N with n ≥ k. It is also easy to see that infk∈N fk(x) = 0 for all
x ∈ X, because for every x ∈ X and every ǫ ∈ ]0,∞[ there exists a k ∈ N such that |gˆ(x)− gn(x)| ≤ ǫ
for all n ∈ N with n ≥ k, hence fk(x) ≤ ǫ. 
As strictly I-convergent sequences are strict I-Cauchy sequences and as strict I-limits are uniquely
determined as the pointwise ones, this immediately yields:
Corollary 3.8 Let I be a Riesz ideal of C (X) and (gn)n∈N a sequence in I as well as gˆ ∈ I, then the
following two statements are equivalent:
i.) The sequence (gn)n∈N is strictly I-convergent against gˆ ∈ I.
ii.) There exists an element b ∈ I+ such that |gn| ≤ b holds for all n ∈ N and the sequence (gn)n∈N
converges against gˆ with respect to the locally convex topology of uniform convergence on all
compact subsets of X.
Note that in the special case that I = C (X), one can drop in the second point of Proposition 3.7 and
of its Corollary 3.8 the condition that there exists a b ∈ I+ such that |gn| ≤ b holds for all n ∈ N,
because such a b ∈ I+ = C (X)+ always exists: Let gˆ ∈ C (X) be the limit of the Cauchy sequence
(gn)n∈N with respect to the locally convex topology of uniform convergence on all compact subsets of
X, then Lemma 3.6, applied to the sequence
(|gn − gˆ|)n∈N, yields a b′ ∈ C (X)+ fulfilling |gn − gˆ| ≤ b′
for all n ∈ N. Hence |gn| ≤ |gn − gˆ|+ |gˆ| ≤ b for all n ∈ N if one chooses b := b′ + gˆ ∈ C (X)+. So in
this special case, the notions of strictly I-convergent and of strict I-Cauchy sequences are equivalent
to the corresponding notions of convergent and Cauchy sequences with respect to the locally convex
topology of uniform convergence on all compact subsets of X. However, in general this is not true as
was shown in Example 3.2.
4 The Stone-Weierstraß Theorems
Even though strict I-convergence is stronger than uniform convergence on all compact subsets of X,
variants of the Stone-Weierstraß theorem still hold. Recall the classical version for Riesz subspaces:
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Theorem Let K be a compact topological Hausdorff space and R a Riesz subspace of the Riesz space
C (K). If R is strictly point-separating and nowhere-vanishing, then for every g ∈ C (K) and every
ǫ ∈ ]0,∞[ there exists an r ∈ R such that ∣∣g(x) − r(x)∣∣ ≤ ǫ for all x ∈ K.
Proof: For convenience of the reader, a proof is given: Note that for all x, y ∈ K with x 6= y there
exists an rx,y ∈ R with rx,y(x) = g(x) and rx,y(y) = g(y) because R is a strictly point-separating linear
subspace of C (K). Given g ∈ C (K) and ǫ ∈ ]0,∞[, then the first step is to construct for all x ∈ K an
rx ∈ R such that rx(x) = g(x) and rx(y) > g(y)− ǫ for all y ∈ K.
So fix x ∈ K, then there is an sx ∈ R with sx(x) = g(x) because R is a nowhere-vanishing linear
subspace of C (K). The subset Kx :=
{
y ∈ K ∣∣ sx(y) ≤ g(y)− ǫ} of K is compact and for all y ∈ Kx
there exists an rx,y ∈ R like above. The open neighbourhoods Uy :=
{
z ∈ K ∣∣ rx,y(z) > g(z)− ǫ} of y
with y ranging overKx cover the compact Kx and thus there exist finitely many points y1, . . . , yM ∈ Kx
with M ∈ N0 such that Kx ⊆
⋃M
m=1 Uym . It follows that rx := sx∨
∨M
m=1 rx,ym ∈ R fulfils rx(x) = g(x)
and rx(y) > g(y)− ǫ for all y ∈ K.
Now consider the open neighbourhoods Vx :=
{
y ∈ K
∣∣ rx(y) < g(y) + ǫ} of x ∈ K. When x runs
over whole K, these cover K and so there exist N ∈ N0 and x1, . . . , xN ∈ K such that K =
⋃N
n=1 Vx.
Then r :=
∧N
n=1 rxn ∈ R fulfils g(x) − ǫ < r(x) < g(x) + ǫ for all x ∈ K. 
We can now derive the first version of the generalized Stone-Weierstraß theorem:
Theorem 4.1 Let I be a Riesz ideal of C (X) and R a strictly point-separating and nowhere-vanishing
Riesz subspace of I, then the I-closure of R is whole I.
Proof: The first step is to construct an increasing sequence (em)m∈N in R+ with supm∈N em(x) =∞
at all points x ∈ X: For every x ∈ X choose a function rx ∈ R+ with rx(x) > 0. Such a function exists
because R is a nowhere-vanishing Riesz subspace of I . The open sets r−1x
(
]0,∞[) with x ranging over
X cover X, so there exists a sequence (xn)n∈N in X such that X =
⋃
n∈N r
−1
xn
(
]0,∞[) because X is
Lindelöf. Now define em := m
∑m
n=1 rxn ∈ R+ for all m ∈ N, then the resulting sequence (em)m∈N is
increasing by construction. Moreover, for every xˆ ∈ X there exists an M ∈ N such that rxM (xˆ) > 0,
and em(xˆ) ≥ mrxM (xˆ) holds for all m ∈ N with m ≥M , which thus diverges.
Now denote the I-closure of R by Rcl and let f ∈ I+ be given, then we have to show that f ∈ Rcl.
Recall that X admits a countable compact exhaustion (Kn)n∈N and fix m ∈ N. For every n ∈ N, the
classical Stone-Weierstraß theorem, applied to the restrictions of f ∧ em and of the functions in R to
Kn, shows that there exists an r
′
m,n ∈ R fulfilling
∣∣(f ∧ em)(x) − r′m,n(x)∣∣ ≤ 1/n for all x ∈ Kn. Use
this to define rm,n := 0 ∨ (rm,n ∧ em) ∈ R+, which still fulfils
∣∣(f ∧ em)(x) − rm,n(x)∣∣ ≤ 1/n for all
x ∈ Kn. The resulting sequence (rm,n)n∈N in R+ is bounded from above by em ∈ R+ ⊆ I+, and
converges uniformly on every compact subset of X against f ∧ em, because every compact subset of X
is eventually contained in all Kn with n ≥ N for sufficiently large N ∈ N. By Corollary 3.8, (rm,n)n∈N
is strictly I-convergent against f ∧ em, so f ∧ em ∈ Rcl. Finally, the resulting sequence (f ∧ em)m∈N in
Rcl is increasing and has pointwise supremum f , hence is strictly I-convergent against f , so f ∈ Rcl.
As every element g ∈ I can be decomposed as a difference g = f+−f− of two elements f+, f− ∈ I+,
e.g. f+ = g ∨ 0 and f− = −(g ∧ 0), and as Rcl is a linear subspace of I by Proposition 3.5, it follows
that Rcl = I . 
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Example 4.2 Let I be a Riesz ideal of C (X). Then Cc(X) is strictly point-separating and nowhere-
vanishing because X is a Tychonoff space, so the I-closure of Cc(X) is I .
In order to derive the second, algebraic version, one can use the usual approximation of the square root
function on compact intervals by polynomials:
Lemma Let the sequence (pn)n∈N0 of real-valued polynomial functions on R be defined recursively by
p0 := 0 and pn+1 := pn+
1
2
(
id
R
−(pn)2
)
for all n ∈ N0, where idR : R→ R, x 7→ idR(x) := x. Then all
these polynomials have vanishing constant term, i.e. pn(0) = 0 for all n ∈ N, and for every x ∈ [0, 1],
the sequence
(
pn(x)
)
n∈N
in R is increasing and has supremum supn∈N pn(x) =
√
x.
Proof: For convenience of the reader, a proof is given: If n = 0, then it is clear that p0 has vanishing
constant term and that 0 ≤ p0(x) ≤
√
x for all x ∈ [0, 1]. Now assume that it has been shown for one
n ∈ N0 that pn has vanishing constant term and that 0 ≤ pn(x) ≤
√
x holds for all x ∈ [0, 1]. Then
pn+1 has again vanishing constant term and clearly pn+1(x) ≥ pn(x) ≥ 0 for all x ∈ [0, 1]. But the
identity
√
x− pn+1(x) =
(√
x− pn(x)
)(
1− 12 (
√
x+ pn(x))
)
also implies pn+1(x) ≤
√
x for all x ∈ [0, 1].
It only remains to show that the increasing sequence
(
pn(x)
)
n∈N
in R has supremum
√
x. The last
identity already shows that 0 ≤ √x− pn+1(x) ≤
(√
x− pn(x)
)(
1−√x/2), so supn∈N pn(x) = √x for
all x ∈ ]0, 1]. If x = 0, however, then pn(0) = 0 holds for all n ∈ N and again supn∈N pn(0) =
√
0. 
Theorem 4.3 Let I be a Riesz ideal of C (X) and B a strictly point-separating and nowhere-vanishing
linear subspace of I ∩ Cb(X) that is also a subalgebra of Cb(X), then the I-closure of B is whole I.
Proof: Let J := { f ∈ C (X) ∣∣ ∃N∈N; b1,...,bN∈B : |f | ≤∑Nn=1|bn|} be the Riesz ideal generated by B in
C (X). Then J is also a subalgebra of Cb(X) and B ⊆ J ⊆ I . Write BclJ for the J -closure of B, then
the first step is to show that BclJ is a Riesz subspace of J . From Proposition 3.5 it follows that BclJ is
again a subalgebra of J . So q ◦ b ∈ BclJ for all b ∈ BclJ and every polynomial function q : R→ R with
vanishing constant term. Now let (pn)n∈N be a sequence of polynomials with vanishing constant term
such that
(
pn(x)
)
n∈N
is an increasing sequence in R with supremum
√
x for every x ∈ [0, 1]. Then for
every b ∈ BclJ with −1 ≤ b ≤ 1 the sequence N ∋ n 7→ pn ◦ b2 ∈ BclJ is increasing and has pointwise
supremum
√· ◦ b2 = |b| ∈ J , so it is J -convergent against |b|. This shows that |b| ∈ BclJ for all b ∈ BclJ
with −1 ≤ b ≤ 1. As all functions in BclJ are uniformly bounded, there exists for every b ∈ BclJ a
λ ∈ ]0,∞[ such that −1 ≤ λb ≤ 1 and thus |b| = λ−1|λb| ∈ BclJ . We conclude that BclJ is a Riesz
subspace of J , and it is again strictly point-separating and nowhere-vanishing because it contains B.
Now let BclI be the I-closure of B, then BclI ∩ J is J -closed, because every strictly J -convergent
sequence (gn)n∈N in BclI ∩J with strict J -limit gˆ ∈ J is also strictly I-convergent against the same strict
I-limit gˆ because J ⊆ I . Hence gˆ ∈ BclI and thus even gˆ ∈ BclI ∩J . Consequently, BclJ ⊆ BclI ∩J ⊆ BclI
holds, so the I-closure BclI of B contains the strictly point-separating and nowhere-vanishing Riesz
subspace BclJ of I . By Theorem 4.1, this means that BclI = I . 
Example 4.4 Assume that X is a smooth manifold (which is locally compact Hausdorff and second
countable, hence indeed a Lindelöf space) and let I be a Riesz ideal of C (X). Then I contains the space
C∞c (X) of all smooth real-valued functions on X with compact support because C
∞
c (X) ⊆ Cc(X) ⊆ I .
Moreover, C∞c (X) is strictly point-separating and nowhere-vanishing because for every x ∈ X and
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every open neighbourhood U of x with compact closure one can (using local coordinates around x)
construct an fx ∈ C∞c (X) with fx(x) 6= 0 and fx(y) = 0 for all y ∈ X\U . So the I-closure of C∞c (X)
is whole I .
Important consequences of these theorems are sufficient conditions under which two positive linear
maps on a Riesz ideal of C (X) coincide. These make use of the following lemma:
Lemma 4.5 Let I be a Riesz ideal of C (X) and V an ordered vector space. If Φ,Ψ: I → V are two
positive linear maps and strictly I-continuous, then the subset { g ∈ I ∣∣ Φ(g) = Ψ(g)} of I on which
Φ and Ψ coincide is I-closed.
Proof: Let (gn)n∈N be a sequence in
{
g ∈ I ∣∣ Φ(g) = Ψ(g)} which is strictly I-convergent against a
strict I-limit gˆ ∈ I . Then there exists a decreasing sequence (fk)k∈N in I with pointwise infimum 0
and such that for all k ∈ N there is an N ∈ N so that |gˆ − gn| ≤ fk for all n ∈ N with n ≥ N . As
Φ(gˆ)−Ψ(gˆ) = Φ(gˆ − gn) + Ψ(gn − gˆ) ≤ Φ
(|gˆ − gn|)+Ψ(|gn − gˆ|)
holds for all n ∈ N, it follows that the estimate Φ(gˆ)−Ψ(gˆ) ≤ Φ(|gˆ−gn|)+Ψ(|gˆ−gn|) ≤ Φ(fk)+Ψ(fℓ)
holds for all k, ℓ ∈ N if n ∈ N is chosen sufficiently large (n may depend on k and ℓ). As Φ and Ψ are
both strictly I-continuous by assumption, this implies Φ(gˆ)−Ψ(gˆ) ≤ infk∈NΦ(fk)+ infℓ∈NΨ(fℓ) = 0,
i.e. Φ(gˆ) ≤ Ψ(gˆ). Exchanging Φ and Ψ shows Φ(gˆ) ≥ Ψ(gˆ), so Φ(gˆ) = Ψ(gˆ). 
An immediate consequence of Theorems 4.1 and 4.3 and this Lemma 4.5 is:
Proposition 4.6 Let I be a Riesz ideal of C (X), let V be an ordered vector space and Φ,Ψ: I → V two
positive linear maps that are strictly I-continuous. If Φ and Ψ coincide on a strictly point-separating
and nowhere-vanishing Riesz subspace R of I, or on a strictly point-separating and nowhere-vanishing
linear subspace B of I ∩ Cb(X) that is also a subalgebra of Cb(X), then Φ = Ψ.
This yields a condition for Riesz morphisms to coincide, as every Riesz morphism is especially a positive
linear map and as the set on which two Riesz morphisms coincide is a Riesz subspace:
Corollary 4.7 Let I be a Riesz ideal of C (X) and R a Riesz space. If Φ,Ψ: I → R are two mor-
phisms of Riesz spaces that are strictly I-continuous and that coincide on a strictly point-separating
and nowhere-vanishing subset S of I, then Φ = Ψ.
The algebraic version of Proposition 4.6 is not so trivial to apply, because it refers to a subalgebra of
uniformly bounded functions. But sometimes this can be guaranteed:
Corollary 4.8 Let I be a Riesz ideal and unital subalgebra of C (X) and A an ordered unital algebra.
If Φ,Ψ: I → A are two unital morphisms of algebras that are strictly I-continuous and that coincide
on a point-separating subset S of I, then Φ = Ψ.
Proof: First note that Φ and Ψ are automatically positive, so the assumption of strict I-continuity
of Φ and Ψ makes sense: Indeed, every g ∈ C (X)+ is a square of its square root √g ∈ C (X)+, and if
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g ∈ I+, then 0 ≤ (1−√g)2 = 1− 2√g + g shows that √g ≤ (1+ g)/2, so √g ∈ I as well. Because of
this, Φ and Ψ map g =
√
g2 to a square, which is positive in A.
From 1 ∈ I it follows that Cb(X) ⊆ I . The subset B :=
{
g ∈ Cb(X)
∣∣ Φ(g) = Ψ(g)} of I is
a unital subalgebra of Cb(X) because Φ and Ψ are unital morphisms of algebras. In order to apply
Proposition 4.6, it only remains to show that B is point-separating (hence strictly point-separating and
nowhere-vanishing because 1 ∈ B): Given x, y ∈ X with x 6= y, then by assumption there exists an
s ∈ S such that s(x) 6= s(y). Use this to define s+ := (s+1)2+1 and s− := (s−1)2+1, then 4s = s+−s−.
So at least one of s+ and s−, which will be denoted by s±, fulfils s±(x) 6= s±(y). From Φ(s) = Ψ(s) it
follows that Φ(s±) = Ψ(s±). As s± ≥ 1, the pointwise multiplicative inverse s−1± ∈ Cb(X) exists and
fulfils s−1± (x) 6= s−1± (y), but Φ
(
s−1±
)
= Φ
(
s−1±
)
Ψ
(
s±
)
Ψ
(
s−1±
)
= Φ
(
s−1±
)
Φ
(
s±
)
Ψ
(
s−1±
)
= Ψ
(
s−1±
)
also
holds, so s−1± ∈ B. 
5 Automatic Continuity
The notion of strictly I-convergent sequences introduced in Definition 3.1, as well as its equivalent
description given by Corollary 3.8, clearly makes use of the underlying space X. However, in some
important special cases, there is a third characterization of such sequences as the “relatively uniformly
convergent” ones. This notion of convergence is completely order-theoretic and well-known in the
theory of ordered vector spaces.
Recall that a function p ∈ C (X) is proper if the preimage p−1([a, b]) is compact for all a, b ∈ R
with a ≤ b. There is a generalization of Dini’s Theorem:
Lemma 5.1 Let A be a unital subalgebra of C (X) that contains a proper function p ∈ A+. If (fk)k∈N
is a decreasing sequence in A with pointwise infimum 0, then there exists a function h ∈ A+ such that
for all ǫ ∈ ]0,∞[ there is a k ∈ N fulfilling fk ≤ ǫh.
Proof: One can choose h := 1+pf1 ∈ A+: Given ǫ ∈ ]0,∞[, construct the compact K := p−1
(
[0, 1/ǫ]
)
.
By Dini’s theorem, there exists a k ∈ N such that fk(x) ≤ ǫ holds for all x ∈ K, thus also fk(x) ≤ ǫh(x)
for all x ∈ K as h ≥ 1. If x ∈ X\K, however, then p(x) > 1/ǫ and thus fk(x) ≤ f1(x) ≤ ǫh(x) holds
as well. 
Proposition 5.2 Let I be a Riesz ideal and unital subalgebra of C (X) that contains a proper function
p ∈ I+. Then for every sequence (gn)n∈N in I and all gˆ ∈ I, the following is equivalent:
i.) The sequence (gn)n∈N is strictly I-convergent with strict I-limit gˆ.
ii.) There is a function h ∈ I+ with the following property: For every ǫ ∈ ]0,∞[ there exists an
N ∈ N such that |gˆ − gn| ≤ ǫh for all n ∈ N with n ≥ N .
Proof: It is clear that the second point implies the first one. Conversely, assume that there exists a
decreasing sequence (fk)k∈N with pointwise infimum 0 and such that for all k ∈ N there is an N ∈ N
for which |gˆ − gn| ≤ fk is fulfilled for all n ∈ N with n ≥ N . Then by the previous Lemma 5.1, there
also exists a function h ∈ I+ such that for all ǫ ∈ ]0,∞[ there exists a k ∈ N fulfilling fk ≤ ǫh. This
function thus has the property required in the second point. 
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Applying this characterization of strictly I-convergent sequences (hence of I-closed sets) to Theorem 4.3
yields essentially the Stone-Weierstraß-type theorem from [1, Thm. 4.1]. With respect to positive linear
maps one can even show the following:
Theorem 5.3 Let I be a Riesz ideal and unital subalgebra of C (X) that contains a proper function
p ∈ I+. Then every positive linear map Φ: I → V into an Archimedean ordered vector space V is
strictly I-continuous.
Proof: Given an Archimedean ordered vector space V , a positive linear map Φ and a decreasing
sequence (fk)k∈N in I with pointwise infimum 0, then 0 is of course a lower bound in V of all Φ(fk)
with k ∈ N, and it is even the greatest lower bound: By Lemma 5.1, there exists an h ∈ I+ such that
for all ǫ ∈ ]0,∞[ there is a k ∈ N fulfilling fk ≤ ǫh, hence Φ(fk) ≤ ǫΦ(h). So if v ∈ V is a lower
bound of all Φ(fk) with k ∈ N, then also v ≤ ǫΦ(h) for all ǫ ∈ ]0,∞[ and even v ≤ 0 because V is
Archimedean. 
It is clear that this allows to drop the continuity assumption in Proposition 4.6 and its Corollaries 4.7
and 4.8 under certain circumstances. Note also the application to Daniell integrals, see Example 3.3.
6 The Moment Problem
With respect to the determinacy of moment problems one would like to understand whether two positive
linear functions from a Riesz ideal and unital subalgebra I of C (X) to R, that are strictly I-continuous
and coincide on a point-separating unital subalgebra A of I , coincide on whole I . By Proposition 4.6,
this is the case if the two functions coincide even on a point-separating unital subalgebra B of Cb(X).
In order to guarantee this, an additional assumption of (essential) self-adjointness will be necessary.
Before diving into the details, note that it is well-known that there exist indeterminate moment
sequences. For example, let X = R and let I be the Riesz ideal and unital subalgebra of C (R) given
by all polynomially bounded continuous functions, i.e. the set of all f ∈ C (R) for which there exists
a polynomial function p ∈ C (R) such that |f | ≤ p. Moreover, let A be the point-separating unital
subalgebra of I of all polynomial functions. Then there exist two positive Borel measures µ, µ′ on R
for which
∫
X p dµ =
∫
X p dµ
′ holds for all p ∈ A, but not ∫X f dµ =
∫
X f dµ
′ for all f ∈ I , see e.g. the
classical example by Stieltjes, [5, Expl. 4.22]. So the I-closure of A cannot be whole I . This shows
that the assumption in Theorem 4.3 that B consists of uniformly bounded functions is crucial.
6.1 Intermezzo: ∗-Algebras
Before we are able to apply the previous results, some general considerations will be necessary:
In the following, let I
C
be a unital ∗-algebra, i.e. a unital associative (but not necessarily com-
mutative) complex algebra with an antilinear involution · ∗ : I
C
→ I
C
that fulfils (fg)∗ = g∗f∗ for
all f, g ∈ I
C
. For example, C with the complex conjugation · , or the algebra of complex-valued
continuous functions on X with the pointwise complex conjugation as ∗-involution are (commutative)
unital ∗-algebras. The unit of I
C
will again be denoted by 1, and one can check that necessarily
1
∗ = 1 holds. An element f ∈ I
C
that fulfils f∗ = f is called Hermitian. Moreover, let Φ
C
: I
C
→ C
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be a positive Hermitian linear map, i.e. Φ
C
(f∗) = Φ
C
(f) and Φ
C
(f∗f) ≥ 0 for all f ∈ I
C
. Then
〈 · | · 〉Φ : IC × IC → C,
(f, g) 7→ 〈 f | g 〉Φ := ΦC(f∗g)
is a positive Hermitian sesquilinear form on I
C
, i.e. 〈 f | g 〉Φ = 〈 g | f 〉Φ and 〈 f | f 〉Φ ≥ 0 hold for all
f, g ∈ I
C
, and ‖ · ‖Φ : IC → [0,∞[,
f 7→ ‖f‖Φ := 〈 f | f 〉1/2Φ
is the corresponding Hilbert seminorm. Note that 〈 f | gh 〉Φ = 〈 g∗f |h 〉Φ for all f, g, h ∈ IC. Even
though 〈 · | · 〉Φ is not an inner product in general, i.e. 〈 f | f 〉Φ = 0 with f ∈ IC does not necessarily
imply f = 0, and even though the topology defined by the seminorm ‖ · ‖Φ is not Hausdorff in general,
notions of closure, continuity, Cauchy and convergent sequences with respect to ‖ · ‖Φ are well-defined
on I
C
. However, limits of ‖ · ‖Φ-convergent sequences are not necessarily uniquely determined. The
Cauchy Schwarz inequality ∣∣〈 f | g 〉Φ
∣∣ ≤ ‖f‖Φ‖g‖Φ
also holds for all f, g ∈ I
C
. While the left multiplication on I
C
with an element of I
C
is not ‖ · ‖Φ-con-
tinuous in general, there is an important special case: If f = f∗ and f + iλ1 with λ ∈ {−1,+1} is
invertible in I
C
, then the left multiplication with (f+iλ1)−1 is indeed ‖ · ‖Φ-continuous. More precisely,
the estimate
∥∥(f + iλ1)−1g∥∥
Φ
≤ Φ
C
(
g∗(f − iλ1)−1(f2 + 1)(f + iλ1)−1g)
1
2
= Φ
C
(g∗g)
1
2 = ‖g‖Φ
holds for all g ∈ I
C
. Nevertheless, the left multiplication with arbitrary elements of I
C
still fulfils a
weaker condition:
Lemma 6.1 Let I
C
be a unital ∗-algebra, f ∈ I
C
and Φ
C
: I
C
→ C a positive Hermitian linear
map. If a sequence (gn)n∈N in IC is ‖ · ‖Φ-convergent against some gˆ ∈ IC and such that the sequence
(fgn)n∈N is a ‖ · ‖Φ-Cauchy sequence, then (fgn)n∈N is also ‖ · ‖Φ-convergent against f gˆ.
Proof: This is a consequence of the estimate
‖fgn − f gˆ‖2Φ = 〈 fgn − fgN | fgn − f gˆ 〉Φ + 〈 f∗fgN − f∗f gˆ | gn − gˆ 〉Φ
≤ ‖fgn − fgN‖Φ‖fgn − f gˆ‖Φ + ‖f∗fgN − f∗f gˆ‖Φ‖gn − gˆ‖Φ
for n,N ∈ N: Given ǫ ∈ ]0,∞[. As (fgn)n∈N is a Cauchy sequence, there exists an N ∈ N such that
‖fgn−fgN‖Φ ≤ 2ǫ/3 holds for all n ∈ N with n ≥ N . But as the sequence (gn)n∈N is ‖ · ‖Φ-convergent
against gˆ, there also exists an N ′ ∈ N such that ‖f∗fgN−f∗f gˆ‖Φ‖gn−gˆ‖Φ ≤ ǫ2/3 holds for the above N
and all n ∈ N with n ≥ N ′. Consequently, the quadratic inequality 3‖fgn−f gˆ‖2Φ ≤ 2ǫ‖fgn−f gˆ‖Φ+ǫ2
holds for all n ∈ N with n ≥ max{N,N ′}, which implies ‖fgn − f gˆ‖Φ ≤ ǫ. 
Next let A
C
be a unital ∗-subalgebra of I
C
, i.e. a unital (complex) subalgebra such that a∗ ∈ A
C
holds for all a ∈ A
C
. Write Acl
C
for its ‖ · ‖Φ-closure. Note that AclC is the set of all ‖ · ‖Φ-limits of
‖ · ‖Φ-convergent sequences in AC, because – contrary to the notions from Definition 3.1 – the notions
of ‖ · ‖Φ-convergent sequences and ‖ · ‖Φ-closure used here come from a first countable topology on IC.
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Similarly, for all a ∈ A
C
with a = a∗, the a-‖ · ‖Φ-closure Aa-clC of AC is defined as the closure with
respect to the seminorm I
C
∋ g 7→ (‖ag‖2Φ + ‖g‖2Φ)1/2 = ‖(a + iλ1)g‖Φ ∈ [0,∞[ with λ ∈ {−1,+1}.
Then Aa-cl
C
is the set of all ‖ · ‖Φ-limits bˆ ∈ IC of ‖ · ‖Φ-convergent sequences (bn)n∈N in AC for which
additionally (abn)n∈N is ‖ · ‖Φ-convergent against abˆ. Clearly Aa-clC ⊆ AclC.
In the following we will also need some operator-theoretic notions. For these to be applicable, it
is necessary to divide out the kernel of ‖ · ‖Φ in order to get a true (pre-)Hilbert space. We will only
work with the unital ∗-subalgebra A
C
of I
C
: The Gel’fand ideal with respect to Φ
C
is defined as
GΦ :=
{
a ∈ A
C
∣∣ ‖a‖Φ = 0} = { a ∈ AC
∣∣ ∀b∈A
C
: 〈 b | a 〉Φ = 0
}
, and we write [ · ] : A
C
→ A
C
/GΦ for
the canonical projection onto the quotient. Then GΦ is a left ideal ofAC and thus all left multiplications
with elements a ∈ A
C
descend to well-defined linear endomorphisms Ma : AC
/GΦ → AC/GΦ,
[b] 7→ Ma[b] := [ab] .
The positive sesquilinear form 〈 · | · 〉Φ and its induced seminorm ‖ · ‖Φ (or rather, their restrictions to
A
C
) also descend to this quotient, where 〈 · | · 〉Φ is an inner product and ‖ · ‖Φ is a norm. So AC
/GΦ
with this inner product is a pre-Hilbert space and all endomorphisms Ma with a ∈ AC of AC
/GΦ
are adjointable (in the algebraic sense) with (Ma)
∗ = Ma∗ . Let HΦ be the completion of AC
/GΦ to a
Hilbert space. With some abuse of notation, we can identify A
C
/GΦ with a ‖ · ‖Φ-dense linear subspace
of HΦ so that the Ma with a ∈ AC form a ∗-algebra of (not necessarily bounded) operators on HΦ. This
is the well-known GNS-representation of the ∗-algebra A
C
with respect to the positive Hermitian linear
map Φ
C
. Note that the canonical projection [ · ] : A
C
→ A
C
/GΦ is a ‖ · ‖Φ-continuous linear map and
thus extends to a ‖ · ‖Φ-continuous linear map from AclC to HΦ, which will also be denoted by [ · ]. But
one has to be careful here: While 〈 [a] | [b] 〉Φ = ΦC(a∗b) holds even for all a, b ∈ AclC (and not only for
a, b ∈ A
C
) due to the continuity of both sides as sesquilinear maps from Acl
C
×Acl
C
to C, the identity
Ma[b] = [ab] does not even make any sense for general a ∈ AC and b ∈ Acl
C
because the left-hand side
is not defined. As Ma need not be continuous, it is not so easy to extend Ma in a suitable way.
If a ∈ A
C
is Hermitian, then Ma is a symmetric operator on HΦ, i.e. 〈 [b] |Ma[c] 〉Φ = 〈Ma[b] | [c] 〉Φ
for all [b], [c] ∈ A
C
/GΦ. The case that Ma is even essentially self-adjoint is especially interesting. By
definition, this means that the domain of the closure of Ma coincides with the domain of the (operator
theoretic) adjoint of Ma. While the domain of the closure of Ma is the set of all limits in HΦ of
‖ · ‖Φ-Cauchy sequences
(
[bn]
)
n∈N
in A
C
/GΦ for which (Ma[bn])n∈N is also a ‖ · ‖Φ-Cauchy sequence,
the domain of the operator-theoretic adjoint of Ma is the set of all ψ ∈ HΦ for which the linear map
A
C
/GΦ ∋ [b] 7→ 〈ψ |Ma[b] 〉Φ ∈ C is ‖ · ‖Φ-continuous. An alternative characterization of essential
self-adjointness can be given with the help of von Neumann’s formulas: The symmetric operator Ma
is essentially self-adjoint if and only if the image of A
C
/GΦ under Ma+iλ1 is dense in AC/GΦ for both
λ ∈ {−1,+1}.
The above notions and considerations are more or less standard. For the discussion of the determi-
nacy of moment problems, we need only one special result:
Proposition 6.2 Let I
C
be a unital ∗-algebra, Φ
C
: I
C
→ C a positive Hermitian linear map and
A
C
a unital ∗-subalgebra of I
C
. Moreover, let a ∈ A
C
with a = a∗ be given and such that a + iλ1 is
invertible in I
C
for both λ ∈ {−1,+1}. Using the notation introduced above, the following is equivalent:
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i.) Aa-cl
C
= Acl
C
and (a+ iλ1)−1b ∈ Acl
C
for all b ∈ Acl
C
and both λ ∈ {−1,+1}.
ii.) (a+ iλ1)−1b ∈ Aa-cl
C
for all b ∈ Aa-cl
C
and both λ ∈ {−1,+1}.
iii.) The symmetric operator Ma in the GNS-representation of AC with respect to ΦC is essentially
self-adjoint.
Proof: i.) clearly implies ii.), and ii.) implies iii.) because if ii.) holds, then the image of A
C
/GΦ
under Ma+iλ1 is dense in AC
/GΦ for both λ ∈ {−1,+1}: Given c ∈ AC, then (a + iλ)−1c ∈ Aa-cl
C
,
so there exists a sequence (bn)n∈N in AC that is ‖ · ‖Φ-convergent against (a + iλ)−1c and for which
(abn)n∈N is ‖ · ‖Φ-convergent against a(a+ iλ)−1c. It follows that
(
(a+ iλ1)bn
)
n∈N
is ‖ · ‖Φ-convergent
against c, so the sequence
(
Ma+iλ1[bn]
)
n∈N
in the image of A
C
/GΦ under Ma+iλ1 is ‖ · ‖Φ-convergent
against [c].
It only remains to show that iii.) implies i.), so assume that Ma is essentially self-adjoint. Given
c ∈ Acl
C
, then
∣∣〈 [c] | [ab] 〉Φ
∣∣ = ∣∣Φ
C
(c∗ab)
∣∣ = ∣∣〈 [a∗c] | [b] 〉Φ
∣∣ ≤ ∥∥[a∗c]∥∥
Φ
∥∥[b]∥∥
Φ
holds for all b ∈ A
C
.
So A
C
/GΦ ∋ [b] 7→ 〈 [c] | [ab] 〉Φ ∈ C is ‖ · ‖Φ-continuous, which shows that [c] is an element of the
domain of the adjoint of Ma. As Ma is essentially self-adjoint, [c] is also an element of the domain
of the closure of Ma, so there exists a sequence
(
[bn]
)
n∈N
in A
C
/GΦ that is ‖ · ‖Φ-convergent against
[c] and such that
(
[abn]
)
n∈N
is a ‖ · ‖Φ-Cauchy sequence. Consequently, a corresponding sequence of
representatives (bn)n∈N in AC is ‖ · ‖Φ-convergent against c and (abn)n∈N is a ‖ · ‖Φ-Cauchy sequence,
hence ‖ · ‖Φ-convergent against ac by the previous Lemma 6.1. This shows c ∈ AclC, hence AclC = Aa-clC .
Finally, given b ∈ Acl
C
, then it only remains to show that (a+ iλ1)−1b ∈ Acl
C
for both λ ∈ {−1,+1}.
As Ma is essentially self-adjoint, the image of AC
/GΦ under Ma+iλ1 is dense in AC/GΦ, hence in HΦ,
and so there exists a sequence (cn)n∈N in AC such that the sequence
(
Ma+iλ1[cn]
)
n∈N
in A
C
/GΦ is
‖ · ‖Φ-convergent against [b] ∈ HΦ. It follows that the sequence
(
(a+iλ1)cn
)
n∈N
in A
C
is ‖ · ‖Φ-conver-
gent against b because ‖d‖Φ = ‖[d]‖Φ even for all d ∈ AclC. The ‖ · ‖Φ-continuity of the left multiplication
with (a+ iλ1)−1 now shows that the sequence (cn)n∈N in AC is ‖ · ‖Φ-convergent against (a+ iλ1)−1b,
so (a+ iλ1)−1b ∈ Acl
C
. 
6.2 Application: Determinacy of Moment Problems
For the rest of this section, let I be a Riesz ideal and unital subalgebra of C (X) and Φ: I → R a
positive linear map and strictly I-continuous. Moreover, let I
C
:= { fr + ifi : X → C | fr, fi ∈ I } be
the complexification of I , which is a commutative ∗-algebra of continuous complex-valued functions
from X to C with pointwise complex conjugation as ∗-involution. Then Φ can be extended linearly to a
positive Hermitian linear map Φ
C
: I
C
→ C and the complex linear span A
C
in I
C
of every subalgebra
A of I is a unital ∗-subalgebra. This allows to apply the notions and results for ∗-algebras from the
previous Section 6.1. The main aim is to derive a sufficient condition for A
C
to be dense in I
C
with
respect to the seminorm ‖ · ‖Φ constructed out of ΦC like before.
Proposition 6.3 Let S
C
be a ‖ · ‖Φ-closed subset of IC, then S := SC ∩ I is I-closed.
Proof: Let (sn)n∈N be a sequence in S that is I-convergent against some sˆ ∈ I , i.e. there exists a
decreasing sequence (fk)k∈N in I with pointwise infimum 0 and such that for all k ∈ N there is an
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N ∈ N with the property that |sˆ− sn| ≤ fk for all n ∈ N with n ≥ N . Then the sequence (f2k )k∈N is
also decreasing with pointwise infimum 0, so N ∋ k 7→ Φ(f2k ) ∈ R is a decreasing sequence in R with
infimum 0 because Φ is strictly I-continuous by assumption. So given ǫ ∈ ]0,∞[, then there exists a
k ∈ N such that Φ(f2k ) ≤ ǫ2 and thus also an N ∈ N for which ‖sˆ− sn‖2Φ = Φ
(
(sˆ− sn)2
) ≤ Φ(f2k) ≤ ǫ2
for all n ∈ N with n ≥ N , i.e. (sn)n∈N converges against sˆ with respect to ‖ · ‖Φ and thus sˆ ∈ S. 
In other words, the above Proposition 6.3 shows that the topology corresponding to the I-closed subsets
on I is stronger than the (relative) ‖ · ‖Φ-topology for all strictly I-continuous positive Hermitian linear
maps Φ: I → R. This now allows to derive a variant of [5, Thm. 14.2]:
Theorem 6.4 Let A be a unital subalgebra of I that contains a point-separating subset S. Using the
notatation introduced in Section 6.1, the following is equivalent:
i.) Aa-cl
C
= I
C
for all a ∈ S.
ii.) For every a ∈ S the symmetric operator Ma in the GNS-representation of AC with respect to ΦC
is essentially self-adjoint.
If one, hence both of these equivalent statements are true, then also Acl
C
= I
C
.
Proof: Note that a+ iλ1 is invertible in I
C
for both λ ∈ {−1,+1} and all a ∈ S. So the first point
implies the second due to the equivalence of ii.) and iii.) in Proposition 6.2.
Conversely, assume that allMa with a ∈ S are essentially self-adjoint. Let BC be the complex unital
subalgebra of I
C
that is generated by all (a+ iλ1)−1 with a ∈ S and both λ ∈ {−1,+1}, then B
C
is a
unital ∗-subalgebra. From the equivalence of iii.) and i.) in Proposition 6.2 it follows that Aa-cl
C
= Acl
C
for all a ∈ S, so it only remains to show that Acl
C
= I
C
. Moreover, it also follows (a + iλ)−1b ∈ Acl
C
for all a ∈ S, both λ ∈ {−1,+1} and all b ∈ Acl
C
. This implies B
C
⊆ Acl
C
because 1 ∈ Acl
C
. Now let
B := B
C
∩I be the real unital subalgebra of Hermitian elements in B
C
. By construction, B consists of
uniformly bounded functions only. As S is point-separating, B is also point-separating: Indeed, given
x, y ∈ X with x 6= y, then there exists a ∈ S with a(x) 6= a(y), thus (a+i1)−1(x) 6= (a+i1)−1(y) and at
least one of the pointwise real or imaginary part of (a+ i1)−1, which are both elements of B, separates
x and y. So Acl
C
∩I contains the point-separating unital subalgebra B of Cb(X) and is I-closed by the
previous Proposition 6.3. Thus Theorem 4.3 applies and shows that Acl
C
∩I = I , therefore Acl
C
= I
C
.
Example 6.5 Let I := { f ∈ C (Rn) ∣∣ ∃p∈R[x1,...,xn]∀x∈Rn : |f(x)| ≤ p(x)} be the Riesz ideal and
unital subalgebra of C (Rn) of polynomially bounded functions. Let S := {x1, . . . , xn} ⊆ I be the set of
coordinate functions on Rn, which separates the points of Rn and generates the unital subalgebra A of
polynomial functions. Given a positive Borel measure µ on Rn for which all polynomial functions are
integrable, then all functions in I are integrable with respect to µ and the positive linear map Φ: I → R,
f 7→ Φ(f) := ∫
R
n f dµ is strictly I-continuous like in Example 3.3. By the above Theorem 6.4, essential
self-adjointness of all the multiplication operators with a ∈ {x1, . . . , xn} in the GNS-representation of
A
C
with respect to Φ
C
is equivalent to the “strong determinacy” of µ. This reproduces [5, Thm. 14.2].
The Stone-Weierstraß-type Theorem 4.3 used here essentially replaces the application of spectral theory
there – the operator theoretic considerations are roughly the same.
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Note that Theorem 6.4 actually does give a sufficient condition for two strictly I-continuous positive
Hermitian maps Ψ,Ψ′ : I → R to coincide: If Ψ and Ψ′ coincide on a unital subalgebra A of I , then
they also coincide with Φ := (Ψ + Ψ′)/2 on A. Statement ii.) in Theorem 6.4 only depends on the
restriction of Φ to A, hence can be checked equivalently using one of Ψ or Ψ′. If this is fulfilled, then
Acl
C
= I
C
, which implies that Ψ and Ψ′ coincide on whole I because they are both ‖ · ‖Φ-continuous.
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