Abstract
Introduction
Clustering is a fundamental problem that frequently arises in a broad variety of fields such as pattern recognition, image processing, machine learning and statistics [1, 2] . It can be defined as a process of partitioning a given data set of multiple attributes into groups. Clustering has been used in many areas such as gene data processing [3] , transactional data processing [4] , decision support [5] , mobile ad-hoc networks (MANETs) [6] , study anxiety [7] and radar signals processing [8] . Recently, many attentions have been put on categorical data clustering, where data objects are made up of non-numerical attributes [9, 10] .
The main difference between categorical data and numerical data is the multi-valued attribute that belongs to the categorical data. These properties lead to difficulties in the similarities and dissimilarity measurement in the clustering process, since the normal distance measures cannot be applied directly to the categorical data. Therefore, the best similarity measurement of the categorical data is done by defining the common object for the attribute as well as the common values of the attribute, and the association between the two [9] .
Currently, two measurement approaches based on the theory of rough set has been introduced in clustering attribute selection. The first approach is based on the roughness of the attribute, i.e. Total Roughness (TR) proposed by by Mazlack et al. [11] and Min-Min Roughness (MMR) proposed by Parmar et al. [12] . The second approach called Maximum Dependency of Attribute (MDA) proposed by Herawan et al. [13] . The approaches of finding a clustering attribute had successfully exploited the uncertainties in the multi-valued information system. But, there exists some unexpected iteration that leads to an increment in the processing time. the soft set theory proposed by Molodtsov is a new to manage uncertain data. Mamat et al. propose [14] MAR, an alternative technique to select a clustering attribute, One of the well known techniques based on soft set theory [15] . It is based on a concept of Maximum Attribute Relative where the comparison of attributes is made by taking into account the relative of the attribute at the category level after the multi-valued attribute is decomposed be a multi soft set. The proposed technique potentially discovers the attributes subsets with well coverage. However, the time complexity is still in issue since more categories on every attribute of a categorical data, the more multi soft set made. In this paper, the alternative algorithm to reduce the complexity of MAR is proposed. The difference with MAR is the proposed algorithm using Maximum Attribute Relative concept without calculating all of pair multi soft set made. The 
Research Method 2.1. Information System
An information system (IS) refers to a collection of multiple pieces of equipment involved in the dissemination of information. Formally, as defined in [16] an information system can be represented as a 4-tuple (quadruple)   is a non-empty finite set of objects and attributes, respectively.
is an information function such that
Definition 1 : let , , , , be an information system. If 0,1 , for every ∈ , then , , , , is called a Bolean-valued information system.
Soft Set Theory
Let is a set of parameter describing objects in , is the power set of and ⊂ , soft set over as defined in [15] is a pair , , where is a function given by
Obviously, a soft set , over can be said as a parameterized family (subset) of the universe. For ∈ , may be considered as the set of -elements of the soft set or the set -approximate elements of the soft set . Based on the definition of an information system and a soft set, as explained in [17] , a soft set can be interpreted as a special type of information systems, termed a binary-valued information. The proposition and proof are given as follows Propotition 1: Each soft set can be considered as a bolean-valued information system. Proof : lets , be a soft set over universe , , , , be an information system. Obviously, the universe in , can be considered as the universe , the parameter set can be considered as the attribute . Then, the information system function, is defined by
That is, when ∈ , where ∈ and ∈ , then , 1, otherwise , 0. To this, we have , 0,1 . Therefore, a soft set , can be considered as Bolean-valued information system where , , , , and a soft set , can be represented in the form of Bolean Table. Definition 2: (see [18] ) the class of all value sets of a soft set , is called valueclass of the soft set and is denoted by , . From proposition 1, the "standard" soft set deals with a Boolean-valued information system. For a categorical-valued information system , , , , where ⋃ , ∈ is the domain (value set) of attribute which has categorical (multi) values, a decomposition can be made from into | | number of Boolean-valued information system , , , , . The decomposition of , , , is based on decomposition of , , ⋯ , | | into the disjoint-singleton attribute , , ⋯ , | | .
Definition 3: (see [14] ) Lets , , , be an information system such that for every ∈ , , is a finite non-empty set and for every ∈ , | , | 1. For every under -attribute consideration, ∈ and ∈ , the map of is defined as 
such that 1, , 0, 
Then, , , , , , ⋯ , , | | can be defined as a multi soft set over universe representing a categorical-valued information system , , , .
Maximum Attribute Relative (MAR)
The MAR technique approach has been proposed by Mamat et al [14] . There are three main steps to select the dominant attribute. The first step is determine the support of soft set respect to each parameters over the universe . Consider to the pair , , assign to multi-soft set over , representing a categorical-valued information system , , , , where , , ⋯ , , | | ⊆ , and
The next step is calculating the maximum and minimum support. The maximum support is defined as a summation of all support with value equal to 1. For each soft set , , the maximum support is denoted maxsup , , is defined as
Meanwhile, the minimum support is a summation of all support with value less than 1. For each soft set , , the maximum support is denoted minsup , , is defined as
The MAR technique uses the highest and most frequently occured in the probability value that the highest in the probability distribution and mode refers to the value that is most frequently accored in the probability distribution. 
Reducing Complexity
Throughout this section, a pair , , refers to multi-soft sets over the universe U describing a categorical valued information system , , , . Consider to the support in [14] , the value of 2. Clear. The soft set intersects with its self. Based on the proposition 2, the support value of each attributes is exactly always 1 if the soft set intersects with itself and 0 if the soft set intersects respect to other soft set in the same attribute. For this reason, not all support of pair sets in the multi soft set , is calculated, but we only calculate the support of pairs soft set respect to all soft set in the other attribute. Therefore, the complexity of algorithm will be reduced. Suppose that in an information system, there are objects, attributes and is the maximum distinct values of each attribute. Computational cost to determine the elementary set of all attributes is 1. The proposed technique needs 1 times to determine the support for each category. Thus, the computational complexity for the MAR technique is 1 1 1 . however, the modification algorithm needs 1 . Thus, the computational complexity for the proposed technique is 
Experimental Results and discussion
In order to compare the proposed algorithm and MAR approach, the both algorithms are implemented in MATLAB win 32 bit version 7.10.0 (R2010a). They are executed sequentially on a processors Intel Atom Quad core @1.50 GHz (4 CPUs). The total main memory is 2G and the operating system is Windows 7 Professional 32-bit. We elaborate through the UCI benchmark datasets [19] as in All the selected data sets are different from one another in terms of size, either horizontally or vertically aimed to analyze the performance of the proposed technique when involving a high number of records as well as the high number of attributes. Some datasets have been modified by removing instances having incomplete data and removing an attribute only having one categorical value. The computation results comparing the MAR and proposed algorithm in term of execution time are shown in table 2. A decreasing relative velocity of the proposed algorithm respect to MAR is calculated by following formula:
In summary, based on experiments on UCI datasets, the proposed algorithm achieves lower computation time than the previous algorithm. An increase average time of proposed algorithm reach 36.46 %.
Balloon dataset containing 16 objects, 5 attributes and suplier containing 27 objects, 7 attributes are the fastest execution times, standing at 0.015 second at proposed algorithm, 0.016 second and 0,031 second at MAR, improving up to 6.25 % and 51.61 %, respectively. A part from that, the longest execution time is at acute inflammations data set containing 120 objects and 6 attributes, the proposed algorithm needs 0.156 second, improving 17.02 % from 0.188 second needed MAR. The highest improvement achieves 57.45 % on the mushroom datasets, comprising 8124 objects and 22 attributes. On other hand, the lower improvement is on balloon datasets. The range of the highest and the lowest improvement is 51.20% while the average improvement reaches 36.46% of 10 datasets.
Conclusion
A number algorithm used to selecting attribute on categorical data clustering problem have been proposed, one of them is MAR. However, computational complexity of this algorithm is still an issue. This paper proposes an alternative algorithm modified MAR based on multi soft set theory selecting attribute to clustering multi-value information systems. The modification allows not all multi soft set composed attributes calculated. The experiment results illustrate the proposed algorithm achieve lower execution time. The main contribution of this work is in terms of reducing execution time where it is slightly improved as compared to MAR. In the next stage, the ability of the technique to classify categorical data will be examined in terms of clustering efficiency and accuracy of clustering. It also needs to be developed for grouping different kinds of data types.
