In this report, we describe a detailed procedure for acquiring and processing x-ray fluorescence (XRF), and Laue and powder diffraction twodimensional (2D) maps at beamline 12.3.2
Introduction
Crystalline samples frequently display heterogeneity on the micron scale. In geoscience, the identification of minerals, their crystal structure, and their phase relations in 2D systems is important for understanding both the physics and chemistry of a particular system, and requires a spatiallyresolved, quantitative technique. For example, relationships between minerals can be examined based on the phase distribution within a localized 2D region. This can have implications for the history and chemical interaction that may have occurred within a rocky body. Alternatively, the material structure of a single mineral can be examined; this may determine the types of deformation that the mineral may have been or is currently being subjected to (such as in the case of an in situ deformation experiment with a device like the diamond anvil cell). In geoscience, these analyses are often performed using a combination of scanning electron microscopy (SEM) with energy or wavelength dispersive x-ray spectroscopy (E/WDS) and electron backscatter diffraction (EBSD). However, sample preparation can be difficult, involving extensive polishing and mounting for vacuum measurements. Also, EBSD is a surface technique that requires relatively unstrained crystals, which is not always the case for geological materials which may have experienced uplift, erosion, or compression.
Spatially-resolved characterization using 2D x-ray microdiffraction and XRF mapping, as is available at beamline 12.3.2 of the ALS, is a fast and straightforward way of making large area maps of single or multiphase systems where the crystal size is on the scale of a few nanometers (in the case of polycrystalline samples) to hundreds of microns. This method has many advantages when compared to other commonly used techniques. Unlike other 2D crystal mapping techniques, such as EBSD, microdiffraction samples can be measured at ambient conditions, and thus do not require special preparation as there is no vacuum chamber. Microdiffraction is suitable for crystals that are pristine as well as those which have experienced severe strain or plastic deformation. Samples such as thin sections are commonly examined, as are materials embedded in epoxy, or even unaltered rocks or grains. Data collection is fast, usually less than 0.5 s/pixel for Laue diffraction, less than 1 min/ pixel for powder diffraction, and less than 0.1 s/pixel for XRF. Data are stored locally, temporarily on a local storage, and more permanently on a National Energy Research Scientific Computing (NERSC), from which it is easy to download. Data processing for diffraction can be performed on a local cluster or on a NERSC cluster in under 20 min. This allows for fast throughput in data collection and analysis, and for large area measurements over a short period of time when compared to laboratory instruments. This method has a wide variety of applications and has been used extensively, particularly in materials science and engineering, to analyze everything from 3D-printed metals 1, 2 , to solar panel deformation 3 , to strain in topological materials 4 , to memory alloy phase transitions 5 , to the high-pressure behavior of nanocrystalline materials 6, 7 . Recent geoscience projects include the analysis of strain in various quartz samples 8, 9 of volcanic cementitious processes 10, 11 , and also of biominerals such as calcite and aragonite in shells and corals 12, 13 or apatite in teeth ). The x-ray beam exits the storage ring and is directed using a toroidal mirror (M201), the purpose of which is to refocus the source at the entrance of the experimental hutch. It passes through a set of roll slits which function as a secondary source point. It is then monochromatized (or not) depending on the experiment type, before passing through a second set of slits and being focused to micron sizes by a set of Kirkpatrick-Baez (KB) mirrors. The beam then passes through an ion chamber, whose signal is used to determine beam intensity. Attached to the ion chamber is a pinhole, which blocks scattered signal from impinging onto the detector. The focused beam then encounters the sample. The sample is placed on top of a stage, which consists of 8 motors: one set of rough (lower) x, y, z motors, one set of fine (upper) x, y, z motors, and two rotation motors (ω and χ). It can be visualized with three optical cameras: one with low zoom, placed at the top of the ion chamber, one with high zoom, placed in a plane at an approximately 45° angle with respect to the x-ray beam, and a second high-zoom camera placed at a 90° angle with respect to the x-ray beam. This last one works best for samples that are oriented vertically (such as for a transmission mode experiment), and imaging is performed using a wedge-shaped mirror attached to the pinhole. The x-ray diffraction detector is located on a large rotating stage, and both the angle and the vertical displacement of the detector can be controlled. A small silicon drift detector to collect XRF is also present. Samples can be prepared in any manner, as long as the exposed region of interest (ROI) is flat (on the micron scale) and uncovered or covered in no more than ~50-100 µm of x-ray transparent material such as polyimide tape.
The procedure outlined below describes an experiment that takes place in the conventional beamline geometry, and assumes the z direction is normal to the sample and x and y are the horizontal and vertical scanning directions, respectively. Because of the flexibility of the stage and detector system, however, some experiments are performed in transmission geometry, where the x and z directions are the horizontal and vertical scanning directions, while y is parallel to the direct beam (see Jackson et al. 10, 11 ).
Protocol

Set Up Beamline and Collect Data
NOTE: Calibration standards and samples are collected in the same manner, with the main difference lying in the processing method.
1. Mount the sample and close the experimental hutch.
1. Attach a sample to the top half of a kinematic base (see Table of Materials) such that the ROI is vertically displaced relative to the base by at least 15 mm. NOTE: A standard block exists at the beamline for use with samples < 20 mm thick. The bottom half of the kinematic base is permanently installed on the stage system of the beamline. 2. Place the sample and base on top of the stage inside of the experimental hutch. Close the experimental hutch.
2. Turn on the beamline control and data acquisition software.
1. Open the beamline control program. Click the arrow in the upper left-hand corner to initialize the program. Wait for all signal lights on the right-hand side to turn green, indicating that the software has initialized. 2. Click on any beamline component to initialize the control panel for that component. This applies primarily to the translation stage, and to the slit controls. 3. Initialize the x-ray diffraction scan software from the desktop.
NOTE: This must be done only after the beamline control program has completely turned on, otherwise the programs cannot communicate correctly, and the mapping procedure will not work.
3. Bring the sample into the focal point of the x-ray beam. 1. Turn on the alignment laser by clicking on the button labeled "laser". 2. Translate the upper x, y, and z stages by using the stage alignment menu and clicking on the up and down arrows to bring the ROI of the sample within approximate visual focus of the rough alignment camera. Adjust the distance that each motor can be jogged by typing in the desired value. NOTE: The stages are motorized and controlled with the beamline software. 3. While looking at the fine-focus camera, translate the upper z motor until the laser spot is aligned with the mark on the screen. NOTE: If this maneuver is performed consistently for each sample, all sample-to-detector parameters will remain the same.
4. Select either the white (polychromatic) light or monochromatic mode. 1. Ensure that the correct slits setting is used: 8 µm x 16 µm for white beam applications or 100 µm x 100 µm for monochromatic applications. 2. Roll slits at the entrance of the experimental hutch to define the final focus demagnification and thus beam size on the sample.Note:
They function as a source point for the x-rays, prior to focusing by a set of KB mirrors located downstream of the monochromator. Roll slit size can be increased to increase flux (for instance in monochromatic mode) at the expense of increased beam size on sample. 3. For experiments performed in monochromatic mode, move the monochromator to the desired energy by typing in an energy between 6,000 and 22,000 eV before increasing the roll slit size.
5. Tune the beam intensity using the pre-focusing M201 mirror. 1. Open the control menu by going to Motors | Display. Select M201 pitch from the list of motors. Jog in 5 count increments until the ion chamber (IC) count value is maximized. 2. The motor has a long backlash, so perform this procedure slowly.
6. Map the sample using XRF.
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May 2018 | | e57874 | Page 3 of 10 1. Initialize fluorescence mapping from the Scans | XRF Scanning menu. Change the file name and folder location for the XRF measurement to the correct designations. 2. Add up to 8 elements of interest, by typing in a range of energies between 2-20 keV that encompasses one of the main emission lines of a particular element. NOTE: If the system is operating in monochromatic mode, the elemental energy range must be at least ~1 keV below the monochromatic energy used to generate the fluorescence line in order to induce the fluorescence process (see Beckhoff et al. 16 ). 3. Using the upper x and y motors, define a rectangular area where mapping will take place by using the stage software to drive to two opposing corners. Set them as the start and end positions by clicking on Set to Current Pos in the setup menu. NOTE: The map can be of any size within the travel limit of the stages. 4. Enter either the velocity or the dwell time for the scan. Verify that the map covers the ROI for the sample by pressing the To Start and
To End buttons to see the diagonally opposite corners that have been selected to define the map. 5. Start the scan by clicking the Start button. At this point, the measurement will proceed until all points have been scanned. NOTE: The program will save a text file of values, where each row corresponds with a motor position and each column corresponds to a readout such as motor, total incoming beam intensity, measured element intensity, etc. These can then be replotted in any graphing program. The measurement program also displays element maps in real time.
7. Map the sample using x-ray diffraction.
1. Type in a username in the x-ray diffraction scan window for the data collection process to generate the main folder within which all data will be written. 2. Type in a sample name.
NOTE: All diffraction patterns for the sample will be in a folder of this name, and they will be labeled sample_name_xxxxx.tif, where xxxxx is a string of numbers, typically starting from 00001. 3. Ensure that "Upper X" and "Upper Y" are selected as the x and y scanning motors. The system is designed to scan over many of the available beamline motors, depending on the type of experiment being performed. For most scenarios, scans will be performed in either xy, xz, or in monochromatic energy (to map single crystal peak positions; this is a 1D scan). 4. Type in x and y start and end positions for the map. 5. Type in x and y step sizes, and pattern exposure time.
NOTE: Single crystal scans using the full white beam proceed faster because the beam flux is orders of magnitude greater than that of a monochromatic scan. Consequently, single crystal pattern exposures tend to be < 1 s, whereas monochromatic scan exposures (such as for powder diffraction) tend to be > 30 s. After the step size and exposure time are entered, the program will estimate the total scan time required for the entire map to be collected. 6. Click the play button to launch mapping. NOTE: The program will now automatically move to a specified motor position/map pixel and record a diffraction pattern, then progress through each pixel until the map is completely recorded as a sequence of .tif files. The calibration parameter file will contain information such as the pixel size ratio (which is always fixed), detector distance (between the focal point on the sample and the detector center), xcent (center of the detector in x), ycent (center of the detector in y), pitch, yaw, and roll of the detector, sample orientation, as well as wavelength and pixel-to-2θ conversion if using monochromatic light.
Process Data Using the
2. Process single crystal data.
1. Index patterns 1. Load a standard crystal structure file (.cri) by going to Parameters | Crystal Structure and selecting the appropriate file. If stress values must be calculated, load a stiffness file (.stf), containing the third order elastic tensor matrix for the material. NOTE: The .cri file would contain the space group number, all six lattice parameters, the number of Wyckoff atomic positions and atom types, fractional coordinates, and occupancies. 2. To calculate the crystal grain orientation, go to Parameters | Crystal Orientation parameters for Laue. Type in "hkl plane normal" for in plane and out of plane orientation. 3. Find sample peaks by going to Analysis | Peak Search.
1. Select a peak threshold (e.g., signal/noise ratio) to a value between 5 and 50, depending on the intensity of the diffraction pattern. 2. Click the Go! button to initiate the peak search. Add any peaks not picked by the program, and remove any dead peaks. 2. Determine the strain and/or stress.
1. If stress does not need to be quantified, skip this step. Otherwise, go to Parameters | Crystal structure and load the stiffness file (.stf) associated with the crystal structure. NOTE: The file consists of the third-order stiffness tensor matrix for the particular material. Examples are provided with the XMAS software. 2. Select stress parameters.
The rough sample position was located using the camera alignment system on the beamline. The sample was then mapped using XRF (Figure  1c) . Since silicon and carbon are too light to be detected by the XRF detector, the location of the crystal was determined based on a lack of XRF intensity, as the surrounding matrix is Ca-and Fe-rich. The XRF map was used to accurately determine the boundaries of the XRD map.
A 1,064 µm x 1,080 µm map was defined using 8 µm step size in both the x and y directions. A total of 17,955 Laue x-ray diffraction patterns were recorded using a 0.5 s exposure time. Indexing of moissanite was attempted with two of the most commonly found natural silicon carbide polytypes, 4H-SiC and 6H-SiC, using the XMAS software and the local XMAS computing cluster. Processing of the data set took under 20 min in this manner.
Both 4H-SiC and 6H-SiC are hexagonal (P6 3 mc) crystal structures consisting of alternating Si and C layers along the c axis, with the main difference being the number of layers in each structure (4 versus 6) and therefore the length of the c axis (4H-SIC: a = 3.073 Å, c = 10.053 Å; 6H-SiC: a = 3.073 Å, c = 15.07 Å) 19 . Initial examination of the peak intensity (Figure 2a) clearly corresponds with both the microscopy and XRF image of the moissanite from Figure 1 . Initial attempts at indexation were made using 4H-SiC as a starting model (Figure 2b) . Manual analysis of a pattern from the body of the sample indicates that the 4H-SiC fitting is good (Figure 2c) , and when mapping these results, it is clear that most of the crystal can easily be indexed as 4H-SiC (Figure 2b) . The area to the bottom right, when manually examined, shows that the sample is polycrystalline, and is better indexed as 6h-SiC (Figure 2d) . (Figure 3a) , one area stands out as having low indexing success. Upon closer examination, several overlapping diffraction patterns with broad and irregular diffraction peaks can be observed (Figure 3b-d) . These index as silicon; at least three crystallites can be indexed, overlapping in the same region (Figure 3) . Upon close examination of individual peaks, it can be seen that each grain consists of several subgrains, and that significant plastic deformation, demonstrated by the 3D peak shape (Figure 3e-g ), is present in silicon.
When looking at a 6H-SiC indexing map
Powder Microdiffraction
We measured a diffraction map of an olive snail shell (Oliva fulgurator, Grand Cayman Island) transect. The shell was mounted in an epoxy puck, which was then cut and roughly polished to expose the shell. The sample was then attached to the stage with double-sided tape and a stage rotation of χ = 15°, and a test pattern was recorded to determine the potential phase of interest (Figure 4 ). An XRF map was taken using Ca and Fe to locate the sample motor coordinates (Figure 5a-b) .
For diffraction, the detector was placed at 50° with respect to the sample, and the beam monochromated to 8 keV (1.5498 Å). Powder diffraction patterns were taken over a 2,380 x 460 µm area in 20 µm steps using a 10 s exposure time. The 2,737 collected powder diffraction patterns clearly match that of aragonite throughout the entire measurement. The (040) width, d-spacing, and χ azimuthal angle of maximum intensity (as a qualitative measure of texture) were calculated for each pattern and plotted, showing a correlation between certain orientations and peak position/d-spacing (Figure 5c-f) . The calculation is automated through XMAS, and this data set was processed on a desktop computer in under 1.5 h. 
Discussion
We present a method for combined x-ray diffraction and XRF analysis of crystalline samples at ALS beamline 12.3.2. While neither Laue diffraction, powder diffraction, nor XRF themselves are novel methods, beamline 12.3.2 combines them as well as a micron-scale x-ray beam size, a scanning stage system that is correlated to detector exposure triggers, and a comprehensive analysis software to allow for experiments that would not be possible on laboratory instruments. Photon flux at the beamline is several orders of magnitude higher than what is achievable on laboratory instruments. Additionally, typical Laue diffraction laboratory instruments are designed only for orientation determination on single crystals, but are incapable of mapping on any scale, while laboratory powder diffractometers are only designed for bulk measurements, and beam sizes often exceed several hundreds of microns in dimension. Another major benefit of this beamline, which was not addressed in the protocol, is that in situ experiments can and are routinely performed. The beamline has heating and cooling capabilities, and the large working distance of the instrument relative to the typical sample size allows users to also bring in their own stages, such as a diamond anvil cell, and perform either Laue or powder diffraction in this manner 6 . Combined XRF/Laue measurements are comparable to SEM measurements using E/WDS EBSD. These techniques are commonly employed in geoscience, and can be used for phase identification and determining angular resolution 20 . However, beamline 12.3.2 has several advantages over SEM with E/WDS and EBSD. The data in the procedure described here can be collected at standard temperature and pressure, so no special preparation must be made for samples to be placed in a vacuum system, as is required with an SEM. EBSD is very sensitive to the surface of the sample, and so requires much greater care in polishing in order not to destroy the surface crystal lattice. In contrast, Laue diffraction is somewhat of a bulk method; the x-ray beam penetration can reach as much as 100 µm, although most of the diffracted signal will come from the top ~10 µm. If a conductive coat has already been applied, sample diffraction can still be easily seen in the case of Laue diffraction (as the coating is polycrystalline and will not generate a coherent signal in white beam mode), but may be difficult in the case of EBSD. Also, EBSD may not be possible for samples which have experienced severe plastic deformation, but Laue diffraction is routinely performed on such samples (Figure 3) . Both methods are fast; for a well-crystallized sample, up to 10,000 Laue patterns can be collected per hour. However, downsides to using Laue include restrictions on the amount of synchrotron time versus that of a laboratory SEM, potentially higher costs (while synchrotron time is free to users, physical access may require some travel costs which are not covered by the synchrotron facility), the difficulty
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Several steps within the technique are critical. Proper calibration is crucial if accurate strain or d-spacing results are necessary. The focal point is determined by measuring the incident beam width at different focal distances prior to any other experiments being performed and independently of the calibration procedure. When performing the calibration, the sample must be raised to the same height (z) as the calibrant (the calibrants used are either synthetic silicon, synthetic quartz, yttrium aluminum garnet, or alumina powder, depending on the type of experiment being performed). However, in the case of samples placed at a shallow or glancing angle, a small displacement in the Z direction can lead to a fairly large displacement in Y, and consequently to a significant shift in the position of the diffracting sample relative to the focal point of the beam. In cases where positional errors have been observed, we find that an average over a sample map can function as a reasonable sample-todetector calibrant, with mapped strains then being relative to the average rather than an outside calibrant. This sample geometry is less common in geophysical applications, confined mostly to when large (> 4 Å) d-spacings must be measured in a reflective geometry using monochromatic light. When performing the calibration, the sample is assumed to be unstrained, so any deviations from the calibrant peaks' angular relationships in the indexation and strain calculation are assumed to come from deviations in the "known" detector position with respect to the sample. When sample strain is calculated, the detector parameters are assumed to be well known, so any deviations will be treated as being a result of deviatoric strain in the sample. Consequently, the two types of refinement are highly correlated, and only one type must be used at a time.
Care must also be taken when processing data. Details of the mathematical processes behind XMAS can be found in Tamura   17 . When indexation and strain refinement are each performed, the program opens a separate window with a large volume of information, such as peak hkl, peak energy, intensity, the orientation of the crystal, deviatoric strain parameters, etc. If the correct stiffness tensor was used, the program will also use the stress-strain relationship to calculate a variety of stress tensors and values, which will also be displayed, in units of MPa. When automating these processes, three different methods exist. While the NERSC method is presented here, automation can also proceed on a local machine or on a local cluster. In all cases, the output will be a .seq file, containing much of the same information as in the individual indexation and strain refinement output windows, but tabulated so that each row corresponds to one diffracted pixel. In general, the automation program relies on good initial guesses to ensure good results. For example, in the case of moissanite (Figure 2b) , pixels in the 6H-SiC region could be indexed as 4H-SiC with a large number of coincident peaks (40+). When looking at the map of indexed peaks (Figure 2b) , it is clear that the 6H-SiC region is not being indexed correctly from the simple fact that the correctly indexed region fits more than 70 peaks per pixel. When indexed as 4H-SiC, it can be seen that not all peaks are fit (Figure 2d) , which indicates that the crystal structure is a misfit. When the misfit area of the sample is manually examined, it becomes clear that the sample is polycrystalline. The 4H-SiC crystal peaks can be visually identified and are in broadly the same positions on the detector image as in Figure 2c . Another, stronger intensity, pattern lies on top. This pattern can be indexed as 6H-SiC (Figure 2d) . The contrast between these two regions within the sample and their closely related unit cells serves to show that care must be taken when indexing; even if a high number of peaks is indexed (as in the case where 4H-SiC is incorrectly mapped to ~40 peaks), the model may still be wrong, and manual verification is needed. The proportion of non-indexed reflections and/or of missing reflections (predicted but not found) provides good indication of misindexation. However, manual verification was required to determine whether this area was subject to a different orientation (which may have a different number of visible peaks), was plastically deformed or nanocrystalline (which may lead to trouble in the peak finding protocol), or was misindexed as is the case here. This example demonstrates that initial automated mapping results may require additional verification before conclusions can be drawn about the sample. Figure 5 also shows a number of important issues that may arise. For example, the Fe XRF signal appears at first to correlate with the orientation and d-spacing plots, which suggests that those variations are due to compositional variation. However, when verified using SEM/ energy-dispersive spectroscopy (courtesy of the Kai Chen group at Xi'an Jiaotong University, Xi'an, China), the compositional variation was not observed. This demonstrates that unusual or unexpected signal variations in XRF must be manually verified. In this case, we re-measured individual XRF spectra and determined that the increase in intensity was due to the differently oriented layers of the shell, which functioned as a diffraction grating that somewhat coincided with the Fe signal. The reason this measurement error occurred is broadly twofold. The first reason is that the XRF signal was induced using a polychromatic (white) beam, which has an increased likelihood that an elastic signal (from diffraction, such as may be caused by a diffraction grating) is picked up by the detector. The second reason lies with the manner in which XRF data are acquired: when a XRF map is automated, the raw spectra are not saved for each pixel. Rather, the total counts over a particular spectral range are tabulated for each pixel and saved in a .txt output file. In the case of this particular map, the Fe signal actually measures total intensity between 6,200-7,316 eV, so a grating that diffracts any energy within that range such that it is aimed at the XRF detector would cause a spike in perceived Fe concentration. This brings up another potential misstep: the elemental range must be carefully considered and chosen prior to the beginning of the measurement, in such a way that the chosen peaks do not overlap with other potential elements that the sample may contain. Additionally, manual verification of the XRF spectrum at particular pixels allows users to observe whether the spectra look reasonable for particular elements. Alternatively, a monochromatic fluorescence scan may not generate the diffraction peak that caused this spike, but monochromatic scans are much slower due to lower flux.
In Figure 5c -d, one or two rows of mostly-missing pixels can be observed; these data points were collected but the peak fitting program failed for these particular patterns. In this case, XMAS struggled with the integration protocol because the x-ray beam had drifted throughout the long measurement, leading to a drop in the photon flux. This was corrected manually during the data collection, after which the peak intensity increased dramatically (Figure 5e ). It is important that the beam be monitored throughout the data collection process, to ensure that the signal to noise ratio is large enough for the data to be processed. The data collection software has the ability to automatically stop or restart the collection if the IC counts dip below a user-determined threshold.
Future development will focus on decreasing beam size, decreasing collection time, increasing beam stability, and optical system improvements for better sample visualization during data collection. We are also working on developing a new platform of independent and improved software for data analysis that is not dependent on user access to a third party software (e.g., XMAS currently requires the use of a runtime version of IDL for its data visualization interface).
