Abstract. Fuhrmann, Garcia, and Torres [FGT97] proved there is a unique maximal curve of genus (q−1) 2 /4 defined over F q 2 . We give a new construction of this curve as a pullback of the natural action of PSL 2 (Fq) on the projective line by a Kummer cover.
1. Introduction and Preliminaries 1.1. Introduction. Maximal curves are of central importance in the development of algebraic coding theory. The correspondence between curves with many points over a finite field and effective error correcting codes is well established. Tsfasman, Vlȃduţ, and Zink in 1982 [TVZ82] exploited this correspondence to find a sequence of efficient codes which correct many errors. Here we present a new construction of the maximal curve over F q 2 for each odd prime power q studied by Fuhrmann, Garcia, and Torres. Our construction of the curve involves normalizing the fibre product of a Kummer cover and the cover arising from the natural action of PSL 2 (F q ) on the projective line P 1 Fq . We develop the necessary machinery in depth in Section 2.
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Coding Theory.
We start with the finite field F q which will be our alphabet. The number of elements q is a power of a prime p. For the purposes of this paper, we will consider only finite fields of characteristic p > 2. Any message word we wish to encode is an element of F j q for some j. The message word is encoded into a codeword in F n q for some n > j. Definition 1.1. For any n, a code C of length n over F q , is a subset of F n q . A code C is called linear if C is a vector subspace of F n q . The dimension k of a linear code C is the dimension of C over F q . If x, y ∈ C are codewords, we define the Hamming distance d H (x, y) = #{i : x i = y i } and the Hamming weight wt(x) = d H (0, x), which are essential to our understanding of what makes a good code. We define the minumum distance d = min{d H (x, y) : x, y ∈ C, x = y}. Proposition 1.2. The Hamming distance d H is a metric on C.
Proof. That d H is symmetric is obvious. Also, d H (x, y) must be positive for x = y. Furthermore, for x, y, z ∈ C, we see that if x and z differ in a coordinate, then either x and y differ there or y and z differ there or both. Thus Proof. Since every weight is also a distance, we see d ≤ wt min . We can choose two code words x and y where d H (x, y) = d. Since C is linear, x − y is also a code word and wt(x − y) = d. So, wt min ≤ d. Thus we conclude, d = wt min .
The minimum distance is significant because the maximum number of errors a code with minimum distance d can correct is
. Considering the distance as a metric, this is clear. If the number of errors is greater than d−1 2 , then there is either not a unique closest code word or the closest code word is not the one intended.
Our goal is to find a code that has both a high information rate, R = k n , and a high relative distance, δ = d n . This will allow for efficient coding and accurate error correcting.
Recall that a good code is both efficient (high information rate) and corrects many errors (large minimum distance). In terms of Goppa codes, with a little argument, these criteria will be satisfied for a curve with many rational points relative to its genus.
We state the following theorem and refer the reader to [Wei48] for the proof. It is valuable to find curves whose number of points is as close as possible to the following upper bound: Theorem 1.6 (Hasse-Weil Bound). Let X be a nonsingular projective curve of genus g over the field F q and set N = #X(F q ). Then
A curve with exactly q + 1 + 2g √ q points over F q is called maximal.
Mathematical Ingredients
2.1. The Kummer Cover. Let k be an algebraically closed field of characteristic p. For m relatively prime to p, consider the smooth projective curve
whose Galois group G we now compute.
We first consider the automorphism σ(y) = ζy, where ζ is a primitive m th root of unity in k. Since the degree of the extension is m and the order of σ is m, we conclude that the extension is Galois, and the Galois group associated to g is Z/mZ, generated by the automorphism σ.
To find the branch and ramification points in the (x, y)-affine patch of the curve, we look at which points of the curve are fixed by a nontrivial element τ in the Galois group G. Since σ generates G, we may write τ (y) = σ i (y) = ζ i y for some i ∈ Z, m i. We see that y = ζ i y if and only if y = 0. So g is ramified at the point 0 Y where x = y = 0. To consider ∞ P 1 , we use a change of coordinates, x = 1/x andȳ = 1/y. We similarly conclude that in the (x,ȳ)-patch of the curve, y = ζ iȳ if and only ifȳ = 0. Thus the two ramified points are 0 Y and ∞ Y , which lie above the branch points 0 P 1 and ∞ P 1 , respectively. Definition 2.1. Let φ : Y −→ X be a Galois cover of curves with Galois group G. Let P ∈ X and let Q ∈ φ −1 (P ). The decomposition group at Q is D Q = {σ ∈ G : σ(Q) = Q}. The inertia group I Q at Q is the group of automorphisms in D Q that induce the identity on the residue field of Y at Q. Over an algebraically closed field, the inertia group equals the decomposition group.
Notice for the cover g that above each of the branch points, there is only one point above it in the fibre. Thus the inertia groups of 0 Y and ∞ Y are both Z/mZ.
We refer the reader to [Har77, IV Corollary 2.4] for the proof of the next theorem.
Theorem 2.2 (Riemann-Hurwitz Formula). Let φ : Y −→ X be a non-constant separable morphism of non-singular projective curves defined over k. If p does not divide the order of any inertia group and deg(R) = Q (|I Q | − 1) is the sum over all ramification points Q ∈ Y , then we have
Applying the Riemann-Hurwitz formula, we see that:
So the genus of Y is 0 and thus
2.2. PSL 2 (F q ). Let q = p r for some prime p. Let SL 2 (F q ) be the group of two-by-two matrices whose entries are in F q and which have determinant one. Let H SL 2 (F q ) be the normal subgroup {I, −I}. Let PSL 2 (F q ) be the quotient group SL 2 (F q )/H. Now we would like to compute the size of this group.
Proof. A matrix is invertible if and only if its column vectors are linearly independent. Given the matrix a b c d , there are q 2 − 1 choices such that the first column is a nonzero vector. The number of elements in the span of this vector is q, one for each of its scalar multiples. Since the first and second vector must be linearly independent, our choice for the second column is limited to any of the other q 2 − q vectors in the space.
Proof. We have
Combining these two equations we arrive at the desired result.
2.3. Subgroups. The set B of lower triangular matrices in SL 2 (F q ) forms a subgroup under multiplication.
Proof. Let t be a generator of the cyclic group F * q and let T in SL 2 (F q ) be the subgroup generated by t 0 0 t −1 . This matrix has order q − 1. This is because
which is the identity if and only if i is a multiple of q − 1.
So T is a cyclic group of order q − 1. Now let A = 1 0 a 1 where a ∈ F q . We have A n = 1 0 na 1 . Since F q has characteristic p, A has order p in SL 2 (F q ) if a = 0. Let P be this subset of lower triangular matices with ones on the diagonal. Then there is a group isomorphism φ : P → F q , + given by the map φ : 1 0 a 1 −→ a. To see this, suppose A is as defined above and B = 1 0 b 1 . Then
In turn, F q , + is isomorphic to (Z/pZ) r , + if q = p r . Since P is normalized by T and P ∩ T = {I}, the group B is isomorphic to a semi-direct product (Z/pZ)
2.4. Action of PSL 2 (F q ) on P 1 . Next, we examine the action of PSL 2 (F q ) on the projective line, P 1 . First, we must verify that we do in fact get an action of this group on P 1 .
Proposition 2.6. The group PSL 2 (F q ) gives an action on the set P 1 .
Proof. We define the action of M = a b c d on a choice of coordinates
x 1 ] of a point x in P 1 like this:
First, we show that the action is well defined (i.e., it does not depend on the choice of coordinates for x under the equivalence relation ∼ for the projective line).
Hence, the action is well-defined. All matrices in SL 2 (F q ) are invertible, so none can map an element of P 1 to the zero-vector, which is not in P 1 . Next we must check that the subgroup H = {I, −I} of SL 2 (F q ) acts trivially on P 1 , since we identify elements of H with the identity in PSL 2 (F q ). This is clear for I ∈ H. For −I ∈ H, we see that −Ix = −x ∼ x. Thus H acts trivially on P 1 and we get an action of PSL 2 (F q ) on P 1 . Now, we look at the orbit of the point [0 : 1] (i.e., the point at ∞) under the action. 
Proposition 2.9. The set F of all x which are not in the orbit of [0 : 1] and which are fixed by some matrix M ∈ PSL 2 (F q ) is P 1
Proof. Suppose x ∈ F . Without any loss of generality, we write x = [1 :
Hence x 1 satisfies a quadratic equation with coefficients in F q , so it is contained in F q 2 . Recalling that x is not in the orbit of the point at ∞, we see
Fq , we show that x is fixed by some matrix, M ∈ PSL 2 (F q ). Again without a loss of generality, we can write x = [1 : x 1 ] where x 1 ∈ F q 2 \F q . From the lemma, we want to find a, b, c, d so that bx 2 1 +(a−d)x 1 −c = 0. Consider the unique monic irreducible polynomial x 2 + αx + β, with α ∈ F q and β ∈ F * q , which has x 1 as a root. Equating coefficients, we need a − d = bα, and − c = βb.
These equations give us a matrix M , but its determinant is not necessarily one.
Multiplying by a scalar (in this case, 1/(det M )
2 ) also fixes x because of the equivalence relation on the projective line. Thus M ∈ SL 2 (F q ) and fixes x whenever M fixes x.
We only need to find one M ∈ SL 2 (F q ) (which fixes x) so that M is not the identity matrix. If α = 0, we let a = 0 and b = 1. From the above equations, we get:
After identifying M with its coset, we end up with a non-trivial element of PSL 2 (F q ) which fixes x. Thus P 1
Now we wish to compute the stabilizer and orbit of an element x = [1 : x 1 ] of F . Let x 2 + αx + β be the irreducible polynomial for x 1 over F q . Before we can do this we need to define the following group:
, a, b ∈ F q not both zero .
These are all the matrices that fix a given x ∈ F . To see that
This equation has the same discriminant as x 2 + αx + β which is irreducible over F q . So (a/b) ∈ F q which gives a contradiction.
To pick out the matrices with determinant one, we construct the homomorphism:
Proposition 2.10. Given x = [1 :
This group is cyclic of order (q + 1)/2.
Proof. By the fundamental homomorphism theorem,
The cardinality of D x is q 2 − 1 since a and b cannot both be zero. Thus,
To get an upper bound for |ker f |, suppose
Using the quadratic formula gives an equation for a in terms of b. Thus, for every one of the q choices for b, there are at most 2 choices for a. So there are at most 2q elements in ker f . This gives (q + 1)(F * q : Im f ) = |ker f | ≤ 2q. Since the index is a natural number, by the inequality above, the only choice is (F * q : Im f ) = 1. Therefore, | ker f /H| = (q + 1)/2. Since Stab [1 : x 1 ] is the inertia group at x and p does not divide (q + 1)/2, the inertia group is cyclic.
Proposition 2.11. The group PSL 2 (F q ) acts transitively on F .
Proof. If x, y ∈ F , we need to show there is some M ∈ PSL 2 (F q ) such that M x = y. Let G = PSL 2 (F q ) and let x ∈ P 1 F q 2 \ P 1 Fq . We can write x = [1 :
Fq . Notice that a + bx 1 = 0 since x 1 ∈ F q . So,
It follows that c + dx 1 = γ(a + bx 1 ) and (d − γb)x 1 = γa − c.
This is a contradiction. Thus G · x ⊆ F . Furthermore, we see
Thus, PSL 2 (F q ) acts transitively on F . 
Recall that f and g have the following properties:
Inertia Group By Abhyankar's Lemma, [Gro71, Lemma X 3.6], the fiber product Z is singular at the q 2 − q points above 0 since f and g are both ramified over 0 P 1 with order (q + 1)/2. LetZ denote the normalization of Z. Let f 1 be the map that takesZ to Y, and let g 1 be the map that takesZ to W. The degree of f 1 is q(q 2 − 1)/2 and g 1 has degree m. The Galois groups associated with the maps f 1 and g 1 are the same as the Galois groups associated with f and g.
Let
. Also F has degree q(q 2 − 1)m/2 and Galois group PSL 2 (F q ) × Z/mZ.
The normalization of Z replaces each singular point with (q + 1)/2 points. The cover g 1 is then unramified at the (q + 1)(q 2 − q)/2 points in F −1 (0). The order of the ramification of g −1 (∞) is (q 2 − q)/2, which is relatively prime to (q + 1)/2. So g 1 is ramified at the points in F −1 (∞) with inertia group Z/mZ. Thus, there are q + 1 points in f −1 1 (∞) and one point in g −1 1 (∞), so there are q + 1 points inZ above ∞, ramified with order (q + 1)/2.
3.2. Genus ofZ. We will use the Riemann-Hurwitz formula to determine the genus ofZ. For a nonconstant separable morphism of projective curves ϕ : Y −→ X with X of genus g X , the Riemann-Hurwitz formula 2.2 states that
If deg ϕ is relatively prime to the characteristic of the base field (which it is here), then deg R = Q (|I Q |−1), where the sum is over all the ramification points Q ∈ Y .
Theorem 3.1. The genus ofZ is (q − 1) 2 /4.
Proof. We apply Riemann-Hurwitz to the map g 1 :Z −→ W , recalling that W is P 1 : 2gZ − 2 = deg(g 1 )(2g P 1 − 2) + deg R. As we have shown before, g 1 is ramified at q+1 points and the inertia group for each one is Z/mZ. Hence |I Q |−1 = m−1, and deg R = (q +1)(m−1) = (q +1)(q −1)/2. Furthermore, the genus of the projective line, P 1 , is zero. We have
The computation of the genus can also be made using the map f 1 :Z −→ Y . It is considerably more complicated since p divides the orders of the inertia groups, but it verifies this result.
Points onZ.
Theorem 3.2. The curveZ is maximal over F q 2 .
Proof. First, we look at the F q -rational points onZ. All of the F q -rational points in W map to ∞ by f and only the point at ∞ itself maps from Y to ∞. In the fibre product W × f,g Y , there are q + 1 points over ∞, so there are q + 1 F q -rational points onZ.
Next, we look at the number of F q 2 -rational points that are not F q -rational points. The F q 2 \ F q -rational points ofZ map to zero by F . The curve Z is singular at 0, but when we normalize toZ, we get m distinct points. Each of these points is F q 2 -rational since m divides q 2 − 1 and so the mth roots of unity are in F q 2 . Thus there are m(q 2 − q) F q 2 -rational points that are not F q -rational points. Note that m(q 2 − q) = (q + 1)(q − 1)q/2 = (q 3 − q 2 )/2.
Let N be the total number of points over F q 2 . We see that N is (q 3 − q 2 )/2 + q + 1. We compare this to the Hasse-Weil bound: N − (q 2 + 1) = q 3 − q 2 2 + q + 1 − (q 2 + 1) ≤ 2g q 2 .
In fact we have N − (q 2 + 1) = q(q − 1) 2 /2 = 2gq. SoZ meets the Hasse-Weil bound, i.e., it is maximal over F q 2 .
Related Work
Fuhrmann, Garcia, and Torres [FGT97] proved there is a unique maximal curve of genus (q−1) 2 /4 defined over F q 2 . We refer the reader to [FGT97, Theorem 3.1] for the proof.
Theorem 4.1 (Fuhrmann, Garcia, Torres). Let X be a maximal curve over F q 2 of genus g = (q − 1) 2 /4. Then the curve X is F q 2 -isomorphic to the one given by y q + y = x (q+1)/2 .
So the curveZ is F q 2 -isomorphic to the curve with equation y q + y = x (q+1)/2 . We can find another equation forZ using the cover g 1 :Z → W . The curve W is P 1 and g 1 is branched at f −1 (∞ P 1 ) (which are the F q -rational points of P 1 ) with inertia group Z/mZ. SoZ has equation z m = Π i∈Fq (y − i) which simplifies to z (q+1)/2 = y q − y. These two equations are isomorphic over F q 2 but not over F q . Ihara [Iha81] and Tsfasman, Vlȃduţ, and Zink [TVZ82] used modular curves to construct a sequence of codes over F q that have a high information rate and a high relative distance. These codes are efficient and have good error-correcting capabilities. It turns out that the curveZ is related to these codes. The cover f 1 : Z → Y has Galois group PSL 2 (F q ) and is branched at only one point g −1 (∞ P 1 ) = ∞ Y . When q = p, there is only one cover like this so thatZ has genus (p − 1) 2 /4 and it comes from the reduction of the modular curve X(p), [BW04, Proposition 5.3].
