Spectral clustering and Singular Value Decomposition (SVD) are both widely used technique for analyzing graph data. In this note, I will present their connections using simple linear algebra, aiming to provide some in-depth understanding for future research.
Notations In this paper, a graph is G = (V, E) where V is a set of N nodes and E ⊆ V × V is a set of edges. I only consider undirected graphs, so the adjacency matrix A ∈ R N ×N is symmetric. The graph is also assumed to be connected. The Laplacian matrix is defined as L = D − A, where D is a diagonal degree matrix D i,i = j =i A i,j . One normalized Laplacian matrix is defined as Spectral Clustering In this paper, I consider the spectral clustering proposed in [2] , which aims to minimize the Normalized Cut. The spectral clustering algorithm is as follows [3] : first compute X sc ∈ R N ×k , the k eigenvectors of L rw corresponding to the k smallest eigenvalues Λ sc , i.e. the last k columns of X and Λ; then, perform k-means on X sc to get the clustering results.
Singular Value Decomposition (SVD) From Eckart-Young theorem [4] , the top-k SVD corresponds to the optimal rank-k decomposition of a matrix in terms of the Frobenuis norm. Formally,
where
Connection between SVD and EVD From linear algebra, the following theorem can connect SVD and EVD:
If a matrix has all real distinct eigenvalues and real eigenvectors, then
The theorem shows that the top-k EVD are basically the same as the top-k SVD (actually, except a few differences in the signs, i.e. putting the minus sign of eigenvalues into the singular vectors since singular values are all non-negative). However, note that the top-k EVD are sorted according to the absolute value, i.e. the largest "magnitude" instead of numerically largest.
Connection between spectral clustering and SVD Using the definition of L rw = I−D −1 A, it is easy to obtain the following fact: spectral clustering features X sc correspond to the eigenvectors of the largest eigenvalues of A rw = D −1 A. Then, it may be attempting to draw the conclusion that, X sc Λ sc X T sc is the best rank-k decomposition of A rw 1 . However, such claim is incorrect or incomplete since one need to seek the top-k EVD according to the absolute value instead of numerically largest values. In fact, the following theorem holds: However, this condition usually cannot hold true for real graphs. In fact, for real graphs, about half of the eigenvalues are positive while the other half are negative, as shown in [6] . To seek a more general connection, graph signal processing technique is resorted to. As shown in [7] , EVD of the Laplacian matrix represents the "smoothness" of graph signals: the eigenvectors with small eigenvalues resemble smooth signal bases while eigenvectors with large eigenvalues represent signal bases that oscillate. Then, it is easy to obtain the following result using the fact that eigenvalues of L rw are in range [0, 2] : the smallest eigenvalues of L rw correspond to the largest positive eigenvalues of A rw (approximately near 1), while the largest eigenvalues of L rw correspond to the smallest negative eigenvalues of A rw (approximately near -1). Combining these two parts turns out to be the top-k eigenvalues of A rw , i.e. largest in absolute value. Using Theorem 1, they are exactly the SVD of A rw , which leads to the following conclusions:
• Spectral clustering corresponds to the most smooth signal bases of the graph.
• SVD of A rw corresponds to both the most smooth and most non-smooth signal bases of the graph.
Conclusion
In this note, I analyze the connection between spectral clustering and SVD, two popular approaches applied to graph data, and the conclusion is highlighted above. This result may be interesting to the research of Graph Convolutional Networks (GCNs) since spectral method in filtering graph signals is widely adopted [8] .
