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SUMMARY, 
This thesis explores the self-trapping of electrons and 
positrons in dense helium gas through the minimization of a free-
energy functional. 
In Chapter I, we first introduce the electron self-trapping 
problem through a historical review of the literature and point out 
the contributions that this thesis makes in this area. We then treat 
the positron self-trapping problem in the same manner. 
In Chapter II, we consider electron self-trapping in an ideal 
gas. First we use an old variational model which presumes that the 
density profile around the self-trapped particle is a square well, 
and that the particle's wave function is that appropriate to a particle 
trapped in an infinitely deep potential well of the same radius. We 
find that this model only poorly predicts the conditions under which 
the transition between free-particle and self-trapped states occurs. 
We then devise a new variational model, using the exact ground-state 
solution to Schrodinger's equation for the finite square well, and 
find that the quantitative accuracy of the prediction is greatly 
improved. 
In Chapter III, we consider the treatment of helium as a non-
ideal gas. We decide to treat the bulk properties of helium through 
an approximate lattice-gas equation of state. We also obtain an 
expression for the surface energy of the density fluctuation produced 
by the self-trapped particle. In preliminary form, this expression 
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involves the gradient of the density near the self-trapped particle. 
Through the use of an approximate force-balance relation, this expres-
sion is simplified to a form that is amenable to our new variational 
model. 
In Chapter IV, we consider the self-trapping of an electron in 
helium, using the characterizations of helium as a non-ideal gas which 
were found in the previous chapter. The repulsive part of the helium-
helium interaction is included first, then the attractive part, which 
has much less effect, and finally the surface energy, which has almost 
no effect at all. We find that at high densities, the self-trapped 
stated ceases to be energetically favorable, so that in a mobility 
experiment the mobility should increase when the electron returns to 
free-particle behavior as the density is increased. This is a novel 
prediction which remains to be experimentally tested. 
In Chapter V, we apply our new variational model to positron 
self-trapping. Here the surface energy is seen to play an important 
role, despite the claim's of some other workers. The final predictions 
which we make concerning the conditions under which the transition from 
free-particle behavior to self-trapped behavior occurs is compared 
with both experiment and with the available theoretical predictions 
of other workers. Our agreement with experiment is at least as good 
as any previously obtained, while the calculations necessary to obtain 
these predictions are much simpler than the previous calculations 
that have been performed. 
In Chapter VI, our conclusions are summarized and some sug-
gestions are made for further work. 
CHAPTER I 
INTRODUCTION 
In this Introduction, we shall try to prepare the'reader for 
the main text of this thesis by considering in turn the self-trapping 
of an electron in helium, and then the self-trapping of a positron. 
In the first case, we start with the description of a mobility experi- 
ment for positive and negative charge carriers in helium and of the 
problems posed by the anomalous behavior of the negative carriers. 
Early attempts to explain the results of these experiments are reviewed, 
leading up to the "bubble model" of an electron in helium. Some sub-
sequent theoretical and experimental developments are then reviewed, 
with the hope of bringing the reader reasonably well up to date on 
the literature, after which the contributions that this thesis hopes 
to make are briefly noted. 
Turning to the positron, a positron annihilation experiment is 
described. Two theories of the sudden increase in annihilation rate 
which may occur at some temperatures as the density of the helium is 
increased are briefly examined, followed by a preview of the contribu-
tions to be offered here. 
The Electron in Helium  
L. Meyer and F. Reif [1958] performed an experiment to measure 
the mobility of helium ions in the following way. The cavity between 
two large, flat electrodes was filled with liquid helium, so that by 
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applying a potential across these electrodes a reasonably uniform 
electric field could be created in the liquid. Alpha particles, emitted 
from Po
210 
plated on one of the electrodes, strongly ionized the helium 
in its vicinity. Depending on the direction of the electric field in 
the cavity, either positive or negative chanrges could be pulled through 
the helium toward the other electrOde. Between the electrodes described 
so far were two pairs of closely spaced grids, and between each pair 
an AC electric field was induced, creating two gates through which the 
charge carriers had to pass on their way to the second electrode. 
Only when the average transit time of the charge carriers between the 
pairs of grids was a multiple of the period of the applied AC field 
could a maximum current reach the second electrode. 
This arrangement allowed the average transit time of the charge 
carriers to be accurately measured. Given this time, the distance 
between the pairs of grids, the applied electric field, and the fact 
that only singly ionized carriers could be expected, the mobilities 
could be easily calculated. (1) 
The results showed a dramatic drop in the mobilities of both 
positive and negative carriers as the temperature was lowered, well 
beyond what could be expected on the basis of the kinetic theory of 
gases: the charge carriers were simply not behaving like particles of 
(1)
Electron mobility has also been measured in gaseous and liquid 
neon (Loveland, et al., [1972]), liquid nitrogen (reported by Hernandez 
[1973]), gaseous hydrogen (Harrison [1971a], Harrison and Springett 
[1971b]), liquid argon (Halpern, et al., [1966], Schnyders, et al., 
[1966], Janke, et al., [1970]) and liquid krypton (Schnyders, et al., 
[1966]). Gases other than helium will be discussed in Chapter VI. 
L 	  
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atomic mass diffusing through the helium with an average drift velocity 
imposed by the external electric field. These experiments also showed 
the negative carrier to have a mobility of about two-thirds of that of 
a positive carrier under the same conditions. 
K. R. Atkins [1959] attempted to explain these low mobilities 
by supposing that the attractive polarization forces between a charged 
particle and the fluid around it could, if the temperature of the fluid 
was low enough, induce a high density cTuster of fluid atoms around the 
charge carrier. The charge carrier's mass would be effectively increased 
by the mass of all the fluid atoms it would have to drag around with it, 
as well as by the "hydrodynamic" mass arising from fluid drag forces, 
and its mobility would be correspondingly lower. 
While this theory acocunts for a reduced mobility of charge 
carriers under the conditions of the experiments it tries to explain, 
it also implies that there should be little difference between the 
mobilities of positive and negative helium ions, regardless of their 
nature, since the effective mass of both carriers almost entirely 
arises from the high density clusters of fluid atoms surrounding them, 
and the density and size of the cluster essentially depend only on 
the electric charge on the carrier. The same argument also holds if 
the negative carrier is presumed to be a singly ionized atom of an 
impurity in the helium, such as 02, as had been proposed. Following 
these lines of reasoning, C. G. Kuper [1961], among others including 
Atkins himself, was forced to the conclusion that the negative charge 
carrier must be a "free" electron, and not a charge bound to an atom. 
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If this hypothesis is accepted, however, an explanation must be found 
for the electron's extraordinarily low mobility. 
Atkins [1963] put forth a theory emphasizing the role of the 
attractive polarization forces. He imagined that the electron moves 
almost freely in the regions between the widely spaced atoms, but that 
because of polarization forces, the density of the liquid tends to be 
higher in the vicinity of the electron than elsewhere, just as is the 
case for positive ions. The difference between the electron and a 
positive ion rests, for Atkins, solely on the fact that the electron's 
kinetic energy increases rapidly when it is confined to a small 
volume, while the ion's does not. Thus the density increase around the 
electron is spread over a wider volume, and never becomes nearly as 
high as it would close to a positive ion. Atkins is able to show that 
the effective mass of such a complex of helium atoms around an electron 
must be greater that the effective mass of the complex around an ion, 
so that the mobility must be correspondingly lower. 
Somewhat earlier, another theory had been put forward by G. 
Careri, et al. [1959], who had carried out some of the mobility experi- 
ments. Careri proposed that the repulsive core of the interaction 
between electrons and helium caused the helium density in the electron's 
vicinity to decrease, creating a "bubble". Around the bubble, he 
envisioned a barrier of dense helium created by the longer-ranged 
attractive polarization forces. 
The choice between these two alternatives was settled, at least 
for Kuper [1961, 1963], by the conviction that the electron-helium 
interaction had a repulsive core that dominated the relatively weak 
5 
long-range polarization forces: a conviction later given experimental 
support (Sommer [1964]). Such a core gives the electron in Atkins' 
picture a high zero-point kinetic energy, making the bubble model more 
plausible, and winning it general acceptance. Kuper went on to esti-
mate the size of the bubble by requiring that the pressure exerted 
outward by the electron on the liquid be equal to the pressure exerted 
by the atoms on the electron. This approach is equivalent, as Kuper 
points out, to minimizing the total energy of the system, which is the 
method used by most later researchers. He estimates the bubble radius 
in liquid helium to be about 12 A, and the effective mass to be about 
100 helium masses, which is about the same as the effective mass of 
a positive ion under the same conditions. From one point of view; 
subsequent workers have only refined this model of the self-trapped 
state. 
From a different perspective, I. M. Lifshitz [1965], in a paper 
with emphasis largely on the solid state, treated the problem of the 
energy spectrum of a quantum mechanical particle interacting repul-
sively with impurity atoms in a crystal. He supposed that the particle 
could create avoid in its vicinity from which impurity atoms are 
excluded: an analogy to the situation for the electron in helium 
just described
(1)
. He went on to calculate the energy spectrum of the 
(1)
To a fair number of workers in the area of self-trapping 
in gases, this description of self-trapping is known as the Lifshitz' 
model, in spite of Careri and Kuper's precedence. 
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system by a simple argument. For a particle trapped entirely inside 
a spherical square potential well, the wavelength, and thus the excess 





. On the other hand, the relative probability, v, that 
a spherical void will occur in an ideal gas is simply related to the 
volume, V, of the void by elementary statistical mechanics: v-eS/k_ e -pV  , 
where S is the entropy cost of creating the void and p is the impurity 
density. Thus the probability of finding a particle with an excess 
kinetic energy, KE, goes like exp(-KE -3/2 ), in contrast to the case 
of a free particle, for which it goes like KE 1/2 . This result quickly 
points out that the "thermodynamics" of such a "self-trapped" state is 
drastically different from that of a .free or nearly free particle. 
Less than a year after Lifshitz' paper, an experiment of con-
siderable impact was reported by Levine and Snaders [1966]. In this 
experiment, designed to measure electron mobilities in low temperature 
helium gas, a cavity between two electrodes was again filled with 
helium. Here, however, the negative electrode was a photocathode, 
stimulated into emitting electrons by a xenon flash tube. Once again, 
time of flight between the two electrodes gave the average drift 
velocity of the electrons. The striking feature of the results of 
these experiments was a drastic drop in electron mobility when the 
pressure was increased to a certain point while the temperature was held 
constant. For example, at a temperature of 4.19 K, between the pres-
sures of six-tenths and seven-tenths of the saturated vapor pressure, 
the mobility dropped by two orders of magnitude. At low densities 
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the mobilities were in agreement with the kinetic theory of gases, 
while at the highest densities observed (near the normal boiling 
point), the mobilities were lower than the kinetic theory result 
by four orders of magnitude. 
On the theoretical side, Levine and Sanders made the most 
careful treatment of the electron self-trapped state so far.
(1) 
Although they still assumed that a complete void in the helium is 
created around the electron, they improved the electron wave function 
by allowing it to overlap the walls of the square potential well in 
which it finds itself. They also represent helium-helium interactions 
through the second virial coefficient. At a specified temperature and 
density, the only variable in their model is the well radius. Mini- 
mizing the free energy of the system with respect to variations in this 
quantity then gave them the best choice of well radius for the model 
chosen. To calculate the mobility of an electron under specified 
conditions, they used aweighted average of the mobilities of a free 
electron and of a self-trapped electron under those conditions. The 
weight factor is the relative probability of the occurrence of each 
type of state. The mobilities are calculated from a interpolation 
formula which reduces to the kinetic theory mobility at low densities 
and, at high densities, to the hydrodynamic mobility of a hard sphere 
whose radius was taken as the classical turning radius of a helium atom 
(1) From this point on, all bubble models of self-trapping of 
electrons discussed here use a Fermi pseudopotential for the inter-
action between the electron and the fluid atoms surrounding it. 
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approaching the self-trapped electron. This turning radius was about 
16A at 4.3 Kand saturated vapor pressure. Their results for electron 
mobility agree well with their experiment in the hydrodynamic and kinetic 
theory limits, but poorly in between. In particular, the drop in 
calculated mobility to hydrodynamic values occurs virtually instantane-
ously as the density is increased. This mobility "edge" also is pre-
dicted to occur at too high a density, reflecting the approximate nature 
of their model. 
This failure at intermediate densities is characteristic of the 
bubble model. At such densities, the electron bubble is not very stable 
and the free particle is not very stable either. As the density is 
increased, the electron, at first free, falls with increasing frequency 
into pockets where the density of helium is locally reduced, from which 
it subsequently escapes or from which it is ejected by the occurrence 
of a density fluctuation increasing the density of the helium near it. 
The higher the density, the longer the elcti.on remains in the pocket, 
until finally it finds itself too stably situated there to be evicted. 
In the transition region fluctuations, ignored in the theory of stable 
equilibria used so far, play the central role. 
A theory based on this idea was presented by Eggarter [1972] 
and in more preliminary form by Eggarter and Cohen [1970], within the 
context of percolation theory. Two adjustable parameters arise, and 
when their values are adjusted optimally, this theory gives the best 
overall agreement with Levine and Sanders experimental mobilities that 
has been obtained to this day, at least to our knowledge. Unfortunately 
9 
for one primarily interested in the nature of the stable self-trapped 
state, where fluctuations are again unimportant, this theory is too 
complex to permit a clear physical picture of the system. 
Another "stochastic" approach that could well be mentioned here 
is that of Friedberg and Luttinger [1975] and Luttinger [1976]. This 
approach is more akin to Lifshitz' than any others reported here, in 
that its central interest is the energy spectrum of electrons in a 
disordered system. The "scattering centers", which are helium atoms 
in our application, are taken to form a stochastic potential for the 
electron. That is, every possible arranoement of fixed scattering 
centers provides a potential in which the elctron can move, and thus 
determines a "partition function" for the electron. Averaging this 
partition function for the electron over all possible arrnagements of 
scattering centers gives'an effective partition function for the 
electron, from which the density of electronic energy levels, that is, 
the energy spectrum in Lifshitz' language, may be determined. In the 
limit of very low energies, they find that the leading term is-pre-
cisely the one advanced by Lifshitz on the simple physical grounds 
mentioned earlier, and find first correction terms as well. Again, 
however, to one interested in the general nature of the self-trapped 
state, this theory does not provide enough clear answers. Let us leave, 
with some appreciation, these stochastic approaches and return to the 
main line of development leading to this thesis. 
The next substantial theoretical contribution in the vein of 
Levine and Sanders' work was made by Hernandez [1973], who, interest-
ingly, has made contributions to both Eggarter's work (Eggarter 
9 
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[1972]) and to Luttinger's (Hernandez [1977]). In his 1973 paper, 
he replaced the square well density profile by one which changed 
gradually, which did not require the density at its center to vanish, 
and for which exact solutions to Schrodinger's equation were known. (1) 
 He extremized the energy of the system with respect to variations in the 
"depth" and "radius" of the density well in his model, correcting for 
the effects of atom-atom interactions through the second virial 'coef-
ficient. Since his theory essentially ignores the fluctuations which 
are so important in the transition region between free states and 
self-trapped states, as Levine and Sanders' did, it suffers the same 
"instantaneous" drop in mobility when the self-trapped state becomes 
physically realizable. However, the densities at which this drop* 
occurs fit the mobility data much more closely than in Levine and 
Sanders' theory, as might be expected. Hernandez also applied this 
theory to electron self-trapping in neon, hydrogen, and nitrogen, 
and reported reasonably good agreement with available °experimental data. 
Later (Hernandez [1975]), he extended this theory by repre-
senting the electronic state by a sum of harmonic oscillator eigen-
states, truncating the series when it apparently introduced no error 
to do so. The corresponding density profile of the fluid was easy 
to calculate, since the fluid was presumed to be an ideal gas. The 
energy of the system was then minimized by varying the coefficients 
of the harmonic oscillator states in the series for the electron wave 
(1)
In fact, it is problem four of Section 23 of the well-known 
text of Landau and Lifshitz on non-relativistic quantum theory. See 
bibliography. 
function. No one has produced a better estimate of the conditions for 
the onset of the self-trapped state than the one this theory gives. 
Hernandez also explored in this paper the behavior of the system energy 
as a function of both the "depth" of the well and of its "radius", and 
noted the existence of an energy barrier which the electron must over-
come in order to make the transition from a free state to a self- 
trapped state. While it is not perfectly clear on the basis of this 
paper that using harmonic oscillator basis states in the way he did 
will truly locate the minimum of the system's energy, it is made very 
plausible. Unfortunately, all Hernandez' calculations, except for a 
perturbation method that fails badly at very low temperatures and at 
high densities, require complex numerical work which would be nice to 
avoid, if possible. 
Finally, we turn to the work previously conducted here on this 
problem (Cleveland, Gersch, and Moore [1977], Moore, Cleveland, and 
Gersch [1978a]). Minimizing the free energy of an electron with 
arbitrary wave function; interacting with an ideal gas with arbitrary 
density profile, we found that the coupled equations for the density 
profile and wave function usually employed by other researchers could 
be replaced by the problem of solving a non-linear Schrodinger equation. 
We found it practical to directly solve this equation numerically, 
after noting that a scaling transformation permitted all of the vari-
ables characterizing experimental conditions, such as density and 
temperature, to be replaced by a single scaled energy. (1) This 




transformation meant that it was not necessary to solve the equation at 
every individual value of density and temperature of interest. Each 
solution found for a value of the scaled energy corresponded to many 
interconnected values of the density and temperature, when the scaling 
procedure was reversed. 
The scaling procedure is the most attractive method of this 
approach. As we shall see in the next chapter, the scaling alone 
permits us to determine the functional form of the conditions that the 
density and temperature must satisfy at the onset of the self-trapped 
state. 
Aside from exploring the analytic properites of these solutions, 
and considering, self-consistently, the importance of fluctuations to 
our results, we also presented a simple variational model in which the 
electron is entirely trapped inside a square well (that is, the wave 
function does not overlap the edges of the well) but for which the 
density inside the square well was not required to be zero. This 
simple model contains all the qualitative features of the exact 
solution and is physically transparent, but gives poor quantitative 
results. It will be discussed at some length in the next chapter. 
It is worth mentioning here that some other experiments have 
been proposed to investigate the self-trapped state. Northby and 
Sanders [1967] have experimentally investigated the photoejection of 
electrons from bubble states in liquid helium, and have obtained good 
agreement with their experiments by presuming that the density profile 
of the helium is a square well devoid of helium atoms, and that the 
wave function is the exact solution of Schrodinger's equation for that 
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well, just as Levine and Sanders [1966] did. Fowler and Dexter [1968] 
suggested that infrared radiation might induce transitions between the 
ground electronic state and an excited state, and that the radiation 
produced by the subsequent decay of the electron back to a lower energy 
state could provide detailed information about the self-trapped 
electron's energy levels. They provide the results of their own cal- 
culations, carried out on several large computers, using Levine and 
Sanders' model. One of us (R. Moore [1978b]) has also considered the 
effect of infrared radiation on a self-trapped electron and has cal-
culated oscillator strengths for the transitions and linewidths. He 
has also investigated, through the second virial coefficient, the effect 
of helium-helium interactions on the exact numerical solutions mentioned 
earlier, and found them unimportant. 
The contributions this thesis will make to the theory of 
electron self-trapping in helium are the following. We shall present 
a simple variational model, which works about as well quantitatively 
as the best of the other models that have been proposed, but which 
does not require difficult numerical calculations. In addition, 
helium-helium interactions will be taken into account through an 
approximate equation of state, rather than by just the second virial 
coeffieient, and the effects of surface tension will be considered. 
The most interesting result is the novel prediction of a second 
mobility edge at sufficiently high densities. 
The Positron in Helium  
Let us again begin with an experiment. Canter, et al., [1975a] 
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measured the annihilation rate of slow positrons in low temperature 
helium gas. They placed a h011ow aluminum needle containing Na
22 
along the axis of a cylindrical cell that was to be filled with helium. 
When a positron is emitted from Na
22
, a 1.28 MeV gamma ray is emitted' 
simultaneously. Observation of this gamma ray provided the benchmark 
from which the positron lifetimes were measured. Subsequent annihila-
tion of the positron yields two or three gamma rays, each of 0.51 MeV 
or less. Observation of this second emission of gamma rays determined 
the lifetime of the positron. 
Unfortunately, the annihilation event can arise from a variety 
of processes, and random coincidences will inevitably be picked up as 
real events. Background coincidences were apparently constant,'sb 
their contribution could be simply subtracted out. Contributions 
from positrons annihilating in the source, or in the walls of the cell, 
and contributions arising from the annihilation of para-positronium 
typically occurred within five nanoseconds of the emission event, so 
that by ignoring this time interval, their contribution could be left 
out. Ortho-positronium is very long-lived compared to the other species 
of positrons in the helium,
(1) 
so that by waiting until it was the only 
component left, the experiments could determine its exponential decay 
rate. Then assuming that this decay rate is adequately constant, they 
could estimate the ortho-positronium contribution over the time interval 
(1)
In fact positronium forms 'a , bubble in helium, just as the 
electron does. The suggestion by Ferrell [1957] that bubble formation 
could explain the long lifetime of ortho-positronium in liquid helium 
was the first appearance of a bubble model for self-trapping. 
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of interest. Subtracting this out, they were left with an annihilation 
rate for the only component presumably left: the slow, thermalized 
positron. Their results are striking. (1) 
At a temperature of 5.0 K, the annihilation rate increased from 
about 10
8 
annihilations/sec to five times that value when the density 




to 2.7 x 1021 
atoms/cm
3





where their measurements stopped, had no further 
effect on the annihilation rate, which had reached a magnitude expected 
only in liquid helium. This is to be contrasted with the belief, well 
upheld at higher tempearatures, that the annihilation rate should 
increase linearly with the density. 	When the density was fixed, say 




, a sudden drop in annihilation rate was observed 
when the temperature was increased past about 6.7 K. Making the 
behavior of the positron even more remarkable, later researchers 
(Hautojarvi, et al., [1977]) found that if the density was increased 
still further at a fixed temperature, the annihilation rate would 
abruptly begin to increase linearly with the density, again following 
the simple theory successful at higher temperatures. 
Everyone seems to have interpreted these experiments in terms 
of helium atoms clustering around the positron, for which the atoms 
feel an attractive interaction. The rapid changes in annihilation 
rate presumably arise from the formation or breaking up of such a 
(1) Positron annihilation rate,experiments have also beer 
carried out for He 3 (Manninen and Hautojarvi, et al., [1978]), neon 
and argon (Canter and Roellig [1975b]). 
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cluster and occur when the cluster makes a transition between being 
energetically favorable and being energetically unfavorable. 
Canter, et al., attempted to explain the experimental results 
through the clustering of atoms around the positron, for example, in 
a way very akin to Atkins' theory of the mobility of positive ions. 
Considering the positron to provide a static electric field, they 
picked a trial wave function and calculated the density of helium atoms 
aroudn the positron by requiring that the attractive force produced on 
a volume element of helium polarized by the positron's electric field 
must be balanced by the repulsive force from the pressure gradient 
acting on that element. Then freezing the helium density and polariza-
tion, they find the amount of work necessary to move a positive charge 
from infinity to an arbitrary point, giving them a potential energy 
function, V(r), for the positron. They found that this potential 
always turned out to be too weak to support a bound state, and concluded 
that cluster formation could not occur unless other processes, such as 
multiple scattering or possibly chemical bonding between the positron 
and a few helium atoms, were involved. 
As Manninen and Hautojarvi [1978] pointed out, this argument is 
flawed. The mistake occurred when the helium polarization was frozen 
in, before calculating the work necessary to move the positron into 
the helium cluster. Instead, the helium polarization almost instantane- 
ously follows the position of the positron and thus always exerts an 
attractive force on it throughout the slow, quasi-static process 
envisioned in the calculation of the potential. If the polarization 
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is fixed, on the other hand, the positron, as it is moved in, will 
find itself approaching atoms which have been polarized in the wrong 
direction and are actually exerting a repulsive force on it. Thus 
the potential energy for the positron in Canter's calculation is not 
nearly as negative as it should be, and it is no surprise that this 
potential is too weak to support a bound state. 
In this same paper, Manninen and Hautojgrvi [1978] presented 
their own theory of the self-trapped positron state, which will be dis-
cussed in more detail in Chapter III and V. In essence, they minimized 
the Gibbs' free energy of a system consisting of a gas, described with 
a Van der Waals' equation of state, and a quantum mechanical positron 
which interacts with the atoms of the gas via a Fermi pseudopotential 
interaction V(r) = g 53 (r). After they neglected surface tension, this 
gave them two coupled equations in the positron wave function and the 
gas density which they solved by a supposedly exact, unspecified, 









occupied most of their attention, 
since the experimental results were clearest there. For each of these 
two gases, they found that their predictions of the highest tempera- 
ture, regardless of density, at which a self-trapped state can appear was 
accurate when compared with experiment, but that their values for the 
minimum and maximum densities at which these states can appear were 
much too low at all temperatures. They offered no explanation. 
Another theory of positrons in He 4 , that of Stott and Zaremba 
[1977], had more success. This,paper will also, be discussed later in 
1 . 8 
more detail in Chapters III and V. Stott and Zaremba also applied the 
equations connecting the density and positron wave function which arise 
from the minimization of the Gibbs' free energy of the system. They, 
however, described the helium with an empirical equation of state, 
derived and included a surface energy term that also involves the 
empirical equation of state, calculated the strength of the positron-
helium interaction by adapting a positron pseudopotential (1) method 
that was developed by Kubica and Stott [1969] to treat positrons in 
metals, and used a Gaussian-like wave function for the positron. They 
self-consistently solved the equations connecting the density and 
positron wave function for various choices of the single fitting 
parameter in their wave function, and sought out the value of this 
fitting parameter that minimized the system energy. Their results 
agree well with the experiments on He
4
, except that for most of the 
densities at which they calculate the maximum temperature at which self-
trapped states appear, their maximum temperature is too high by around 
ten percent. 
These results are a substantial improvement over Hautojarvi's. 
The only complaint to be made is that the computation is so complex, 
the factors which have been carefully accounted for are so many, that 
it is difficult to penetrate the physics lodged in the calculation. 
Are all these improvements over Hautojarvi's work essential? Cannot 
a simpler calculation be done which will yield reasonably good agree- 
ment with experiment and yet still retain enough physical transparency 
(1)
Not to be confused with the Fermi pseudopotential. 
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to illuminate the basic processes at work in positron self-trapping in 
helium? We shall see. 
The contributions this thesis hopes to make to the theory of 
positron self-trapping in helium are the following. We shall present 
a simple variational model, actually the same one we will have used 
for the electron case, for which computations are relatively simple 
compared with the ones previously carried out for this problem, and 
which seems to work about as well as Stott's model. We will charac-
terize the helium by an approximate equation of state as simple as 
Van der Waals', but quantitatively superior to it. We will demonstrate 
that it is the surface energy term which Stott includes which is the 
essential one, and that it cannot be neglected as Manninen and HaUtogrvi 
claim. And finally, we shall show that there is a way to include this 
crucial surface term that not only simplifies subsequent calculations, 
but is physically enlightening as well. 
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CHAPTER II 
THE ELECTRON IN AN IDEAL GAS 
AND THE NEW VARIATIONAL MODEL 
Let us begin by constructing a free energy functional for a 
system consisting of an electron (1) interacting with a classical, 
ideal gas consisting of N particles in a volume V. It is convenient 
to use the free energy change which occurs when the interaction between 
the electron and the ideal gas is turned on. This free energy change 
will have several parts: the change in the kinetic energy of the 
electron, the change in the electron-ideal-gas interaction energy., 
and the change in the free energy of the gas. 
First, let us find the kinetic energy change. When the electron 
becomes localized, its kinetic energy is increased because it is con- 
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 rIVX(r)1 2 
where x(r) is the electron's wave function in the self-trapped state,
(2) 
(1)
We imagine that the electron density is so low that inter-
actions between electrons can be ignored. Thus it is sufficient to 
consider only a single electron. 
(2)
In general, the electron - state is a mixture of the wave func-
tion for the ground state of the system and the wave functions are the 
various excited states of the system. However, these excited states 
turn out to be much less likely than the ground state, as our computer 
studies show, so that it is safe to use a wave function. 
(1 ) 
21 
presumed real for convenience. 
Next we find the electron-aas interaction energy. In a mean 
field approximation, where the effects of fluctuations are neglected, 
the interaction energy is 
V = .1d 3rjr d 3Rx2 (r)u(r-R)p(R) 	 (2) 
where p(R) is the local gas density at the point R, and where u(r-R) 
is the interaction between an electron situated at r and an atom 
situated at R. 
In general, the interaction between an electron and an atom 
has two parts, a short-range repulsive core and a long-range attrac- 
tive tail. The repulsive core arises from the Fermi exclusion principle. 
The electrons in an atom are already situated in their lowest energy 
states, and cannot tolerate a low energy intruder in their midst 
without greatly increasing their own energy. The excess electron is 
effectively excluded from the volume of the atom. The attractive 
tail arises from the polarization forces which the charged electron 
induces when near an atom. Helium is the gas of principle interest 
here, and because of helium's great stability, the polarizability is 
quite low and the repulsive forces are much stronger. The range of 
the forces then turns out to be only a few Angstroms, so that the 
picture we consequently form is one of the electron interacting with 
a predominately repulsive interaction, whose range is short compared 
with the electron's wavelength in the self-trapped state (z 20 A). 
Under these circumstances, we may neglect the range of the inter-
action entirely, and use a Fermi pseudopotential 
u(r-R) = gd(r-R) 	 (3) 
where g is the interaction strength, related to the s-wave scattering 
length, a, by 
g _ 	2a  
m (4) 
If we choose to do so, we may correct this interaction strength to 
account crudely for the effects of multiple scattering to high gas 
densities by using a Wigner-Seitz correction (Eggarter [197]]). The 
interaction energy now becomes 
, V = gjid
3
rp(r) x 2 (r) 
Since the interaction is repulsive, g is positive. 
Finally, we find the free energy change of the ideal gas, which 
is on account of the deviation of its density from a uniform value, 
p = N/V. Since, by assumption, the atoms do not interact with each 
other, the change in local density produces a change only in the 
configurational entropy, so 
A Fgas = - TA Sgas 
	 (6) 
This entropy change is found by dividing the volume V into K cells, 
each of volume T = V/K. The entropy is then 
ASgas 	 J 





where P. is the probability for one atom to be in the jth cell. 
With no electron present, P. = T/V; inserting this expression in 
Equation (7) gives the entropy of the gas in the absence of the 
electron.Witharielectronpresent (P./P)T/V, 
where P = N/V, and P i is interpreted as the density of atoms in the 
jth cell. The desired entropy change is the difference between the 
entropies with and without the electron. 
K 
A Sgas = - k• Zn(p./p) PJ T 
j=1 
(8) 
Going to the continuum limit, T becomes d 3r and p. becomes p(r), 
resulting in the expression 
A Sgas = - kid
3r p(r) kn(p(r)/p) 
	
(9 ) 
Combining Equations (1), (5), (6), and (9), we find the total free 
energy change of the system: 
112 f AF = 2E d3 rivx(r)1 2 + gjrd3rp(r)x2 (0 
+ kT d3r p(r)Zn(p(r)/p) 
	
(10) 
If the electron remains in a free particle state after the interaction 
is turned on,AF = pg, so whenever AF/pg < 1, the self-trapped state 
is energetically preferred. 
In Equation (10) we can see how the transition to the self-
trapped state can occur. The interaction term tries to reduce the 
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density in the vicinity of the electron, but this decreases the 
entropy of the gas. While the temperature is high, the free energy 
cost of this entropy decrease is too great for the formation of the 
self-trapped state to be economical. When the temperature is decreased, 
however, the entropy decrease becomes less and less important. When 
the relative importance of the entropy becomes small enough, the 
system will be able to lower its free energy by forming a self-trapped 
state. 
Minimizing the AF of Equation (10) with respect to variations in 






It is useful to note that the denominator of Equation (11) differs from 
V only by a very small term. Thus we can write 
p(r) = pe- I3gX2(r) 11 	ljr 3 	(3.1g 2
(R)] 
v d Re - X 
where the second term vanishes in the thermodynamic. limit. 
On the other hand, minimizing the AF of Equation (10) with 
irespect to variations in x(r), subject to the constraint) 	= 1, 
yields 
2 2 „ 
- 2-1-11 V xkri + gp(r) 	) = Ex(r) 	 (13) 
(12) 
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Equation (13) and Equation (12) with the second term neglected are 
typical of the coupled equations which other researchers have attempted 
to solve in various ways. Alternatively, however, substitution of 
Equation (12) with its second term neglected into Equation (13) gives 
a non-linear Schrodinger equation, which an be solved instead. 
2 	 2 
- 	 V
2 
 ( ) 	Pge -I3gX (r) X(r) = EX(r) (14) 
A different procedure gives the same non-linear equation but 
produces a useful form for AF in the process. Substituting Equation 
(12) into Equation (10) and remembering that the second term in Equa-




1d3 1 	1 2-jrdr(1 - e 13 gX r ) F -	r vx 2 + 	3 	- 	() 	(15) 
Further extremization of this AF with respect to variations in x(r), 
subject to the normalization constraint, again produces Equation (14). 
Before returning to Equation (10) in order to apply a simple 
variational model to it, let us apply a scaling transformation (1)  to 
some of these equations. This transformation will permit us to deduce 
the functional form of the equation determining the experimental 
conditions at which self-trapped states first begin to appear. We 
replace the distance r with a dimensionless length 
(1) This transformation was first suggested by Eric J. Kuster in 
a conversation. 
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s = lrAbmpg/t 2 	 (16) 
and x with a dimensionless wavefunction (1) 
(i) 477 X 
	
(1 7) 
The wave function gs) is not normalized to unity. Instead the 
normalization of x(r) requires 
jr.d 3sgs) = Kp3/2/T 	 (18) 
where 
K = k -1 95/2 (2mit2 ) 3/2 
	
(19) 
Application of this transformation to AF, written in the form of 
Equation (14), produces 
F .fd 
Pg 
[IVgs)1 2 + 1 - e -(1)2 (s) ]/P3 s (1) 2 (s) (20) 
while its application to the Schrodinger equation yields 
,7 2 (1) 	e-4,2 (1) . 	 (21) 
where e = E/pg. 
In principle, Equation (21) may be solved for various values of 
c, and this is not especially difficult to do numerically if spheri-
cally symmetric solutions are assumed to be the only physically 
relevant ones. Given a solution of this equation for some value of c, 
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we may perform the normalization integral of Equation (18), to find 
the value of K p3/2/T to which this solution beongs. Note that 
particular values of p and T are not associated with each value of c, 
but only the value of K p3/2/T. Thus all combinations of p and T 
which given the same value of K p3/2/T, correspond to the same solu-
tion of Equation (21), and through Equation (20), to the same value of 
AF/pg• 
* 
Thus if a self-trapped state can occur at a density p and a 
* 
temperature T , then a self-trapped state - can occur at every density, 





(22) T 	T 
 
which determines the form of the equation determining the experi- 
mental conditions at which the self-trapped states first begin to occur. 
As reported in the Introduction, we have obtained the actual 
solution of Equation (21) by numerical techniques (Moore, et al,. 
[1978a]). Such methods, however, are not on the path this thesis will 
follow. Let us turn to the simple variational model reported in (Moore, 
et al., [1978a]), as an introduction to the new variational model to be 
subsequently presented. 
Let us suppose that the density profile near the electron is 
like a square well: 




Po 	r > Ro 
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g 	r > R
o 
If the temperature is low enough, this well will be so deep that the 
electron will be almost entirely trapped inside it and have a wave 
function of the form 





This model uses this wave function at all temperatures, on the 
grounds of its simplicity. 




2 	 V-v 
AF = =1--) + pig + —p. kn(p./p) + —
o 
 p0 kn(po/p) (26) e 8 
where v
0 
= 471-R3/3 is the volume of the well. 
Now p i and p0 are connected through the condition 
p. v0 + po 
 (V-v
o  ) = pV = N 
	
(27) 
If we use this expression to find p 0 in terms of p i and substitute it 
into Equation (26), keeping only terms that will not vanish in the 
thermodynamic limit; we find 
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AF _ t2 
A g .2mpg (28) 









AF . 12 + y + GTs 3 [y kn y + 1 - y] 








If we are to have an extremum of the free energy, we must have 
;(AF/pg)  
ay 	- 1 + TGs
3 











Substituting Equation (34) back into Equation (31) and making the 
convenient substitutions 






AF _ D 	
3 	 3 
pg  x [1 
e 1/x  ] 
	
(36) 
Graphs of this AF/pg versus x
-1 
 are shown in Figure 1 for several 
values of D. The point on each curve at x
-1 = 0 corresponds to the 
non-localized state, for which p(r) has the uniform value p everywhere. 
We see from this figure that if D is small enough -- less than about 
0.4 -- a local minimum can occur in AF/pg for x
-1 
# 0. If the value 
of AF/pg at this local minimum is less than one, we say that the self-
trapped state is absolutely stable or simply "stable", since its free 
energy is less than the free energy of the free particle state. If 
the value of A F/pg is greater than one at the local minimum, we say 
that the self-trapped state is metastable, which is the case for the 
D = 0.4 curve in Figure 1. 
A more accurate assessment of the values which extremize A F/pg 
can be obtained by setting the derivative of Equation (36) with respect 
to x equal to zero. This results in 
37. 451 1 - (1 + -1113 ) exp (- 13-)]. D 	 (37) 
Xo 	 Xo 
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Figure 1.. Scaled Free Energy Versus the Reciprocal of the Scaled 





is the extremum value of x. A graph of the left hand side 
of Equation (37) as a function of x
o 
is given in Figure 2. Clearly 
no solutions exist for D > .430, which restricts the values of T
2/3
/p 
for which self-trapping can occur. When D < .430, there are two solu-
tions to Equation (37) for each value of D , one of which corresponds 
to a local minimum of AF/pg, and one of which corresponds to a local 
maximum, such as the extrema easily visible in Figure 1 for D = .3 
or .4. For this simple model, the curvature of AF/pg as a function 
of x can be examined just by taking the second derivative of Equation 
(36) with respect to x. In this way, we find that of the two solu-
tions for x o , the smaller always corresponds to a local minimum of 
AF/pg and to either a stable or a metastable state, while the larger 
corresponds to a local maximum of AF/pg and to a state that we simply 
call unstable. This unstable state represents a free energy barrier 
separating free and self-trapped states. 
Whether or not the local minimum in AF/pg is a stable or a 
metastable state is also determined by the numerical value of D. 
If D < .370, AF/pg at the local minimum is less than one, and the self-
trapped state is stable. If D > .370, the self-trapped state is 
metastable. In summary, if D > .430 there is no self-trapped state, 
if .430 > D > .370 there is a metastable self-trapped state, and if 
.370 > D, the self-trapped state is stable. The equation D = .430 
specifies a line in the (p,T)-plane that marks the threshold at which 
self-trapped states first become possible. This line we call the 
metastable limit line. The equation D = .370 marks the threshold 
o







Figure 2. D Versus the Extremum Value of the Scaled Bubble Radius 
(Old Variational Model). 
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between metastable and stable states. We call the corresponding line 
in the (p,T)-plane the stable limit line. 
All these results turn out to be qualitatively accurate when 
compared with the exact numerical solutions of Equations (16) through 
(21). Quantitatively, though, the results are bad. The exact numerical 
solution gives, for the metastable limit line, D = 1.058, instead of 
D = .430, corresponding to a 50 percent error for this variational 
model. For the stable limit line, the numerical solution gives a 
value of .926 for D, instead of .370, corresponding to a 60 percent 
error. 
At least one fault in the model is the assumption that the wave 
function does not overlap the walls of its potential well, but always 
remains the wave function for a well of infinite depth. On the limit 
lines, the potential well turns out not to be deep enough to support 
this assumption. Put another way, the free energy change has been 
poorly minimized with respect to variations in the wave function, given 
the choice for p(r). 
An obvious improvement to attempt, if it does not too greatly 
complicate the problem, is to use the exact ground-state wave function 
for a particle trapped in a spherical square well of finite depth. This 
is the choice taken for the new variational model. 
Let us take the potential well to be unchanged: 
p i 










The corresponding ground-state wave function is of the form 
X(r) = ip(r)/r, where 





Here A and B are constants and ip(r) satisfies the Schrodinger equation 
,2 
-
2m2 	+ V(r)ip = Eip ar 
(40) 
The requirement that Ip(r) and its derivative be continuous at r = Ro 




= - k' 	 (41) 
A further connection between k and k' comes from the Schrodinger 
equation. If Equations (38) and (39) are substituted into Equation 
(40) one finds, for r <' Ro , that 
t2 k2 
2m 	4- Pig = E 
and, for r > Ro , that 
m 
2m 	Pog = E 
(42) 
(43) 
so that we must have 
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t2 k2 	 t2k ,2 
2m Pig - 	2m 	Pog 
(44) 
Equations (41) and (44) may be combined to give 
tan kR
o 
/ 	ti2 k2 
2m(Po-P i ).g - h 2 k2 
(45) 
and since for the ground state 7/2 < kRo < 7, we may write this as 
o 112m ( p 	. ) n 
0 " 1 
or letting z = kRo , as 
fik sin kR - (46)  
(47) 
Thus z measures the extent to which the state is bound. The 
numerator in the square root in Equation (47) is just the kinetic energy 
the particle would have if it were in an infinitely deep well of the 
same radius. The larger this numerator is, the less tightly the 
particle will be bound. The denominator inside the square root is just 
the depth of the potential well. For an infinitely deep well, 
sin(z)/z must be zero, corresponding to z = 7 and to a wave function 
with no overlap at the well's edges. The smallest value z can have 
for a bound ground state is 7/2, corresponding to sin(z)/z = 2/R, and 
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to the kinetic energy for the infinitely deep well being four times the 
depth of the actual well. 
The energy of the electron in its well can be taken from 
Equation (42). Thus the new expression for AF, replacing Equation (28) 
is 
AF _  t2 	z 1 2 i 	kIv [fp. 
	0 	 P- 
4. 
P + 0 	1 
kn + 1 - _1] 	(48) 
P g 2mpg Ro g P 
If again, we express p c) in terms of p i as we did before and make the 





pg ¶ 2 	
+ 
	3 , 
y GTs3 (y kn y + 1 - y) (49)  
where, from Equation (47), z depends on s and y as 
sin(z) 	1  
4.170-y 
We will now extremize A F/pg with respect to variations in s and y, as 
we did before, but we must be careful to remember that z is also a 
function of these variables. If we let b(z) = sin(z)/z, we find 
Dz_ Dz Db _ 	1 b(z)  
Ds - 313 as s b 1 (z) 
aZ _ 	1 	b(z)  





where b'(z) is the derivative of b(z) with respect to z. We then find 
from a(AF/p9)/@s = 0 that 
- 2z(z + b/b')/71
2 s3 
 + 3GTs 2 (y zny + 1 - y) = 0 	(53) 
and from a(AF/pg)/9y = 0 that 
3 
zb' +1 + GTs
3 	
y = 0 (54) 
In spite of the apparent complexity of these equations, the 
stable limit line is easy to find. If in Equation (49), AF/pg is set 




, the equation may be written as 
z2 	2 	, 	 2 2,  + GTs
5 
 ky kny 	1 	= 7 s kl -Y) - 2 1 
b (z) 
whereas Equation (53) may be written as 
-2z (z + 1/3 + 72GTs 5 (y kny + 1-y) = 0 	 (56) 
Eliminating the common term between these two equations yields 
-1 + 5 sin 2 (z)/3 + 2 sin 3 (z)/3(z cos z - sin z) = 0 	(57) 
which has the solution z = 2.121558. Thus, along the stable limit 
line, z is constant. Dividing the last term of Equation (53) by the 
last term of Equation (54) gives 
2 	 - 2z(z + IN/3ff2 , 
s ky kn y + 1 - y)/kny 	  
b3 





and then eliminating s through Equation (50) and using the known value 
of z on the stable limit line gives 
y Zn y + 1 - y = 40000 (1-y) Qn y (59) 
 
 
   
which has the solution y = .2923121. Along the stable limit line, 
y is constant, too. And from Equation (50) so is S: its value is 
.9420634. 
Solving Equation (54) for GT and substituting in the values now 
known for s, y, and z, we find the equation of the stable limit line. 
GT = .6658550 	or 	D = (GT) 2/3 = .76252 	(60) 
This value of D is to be compared with the exact numerical result of 
D = .926. The percentage error in D is 17.6 percent as opposed to the 
60 percent error from the old model. This new level of error compares 
well with the results obtained by other workers using variational models, 
such as that of Hernandez [1973], although the calculations here require 
much less effort. 
The stable limit line is taken to mark the onset of the self-
trapped state in this thesis, so it is gratifying that this line is 
so easy to find. To finish the comparison between the two models 
discussed in this chapter, however, we should also provide a general 
method of solution, provide a graph like Figure 2 for the new model, 
and compare the metastable limit line of the new model with that of 
the old. 
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Let us again divide Equation (53) by Equation (54) and use 
Equation (50), as we did in obtainin'g Equation (59), but this time 




y Qn y 1 y .'24Z 13T 
p .T 
(1-y) kny b 3 1 + z 71  
And if one is added to both sides, we have 
(62) 
2 J1K z(z + 
, 1 	1 	i 	b' 3  — - , 
kny 1-y 
b3 
1 + z — b' 
For any z, we compute the right hand side, and then seek a'solution of 
the resulting equation that lies between zero and one, since p i will 
necessarily be less than p. The left hand side of Equation (62) drops 
smoothly from one to one-half as y increases from zero to one (despite 
appearances) and these solutions are not hard to find. As y goes to one, 
s goes to infinity, and the state becomes non-localized. The value of 
z corresponding to this non-localized state is 1.928350, there are no 
solutions to Equation (62) for any values of z less than this. When 
z = 2.021426 metastable self-trapped states first become possible. This 
metastable limit line corresponds to D = .871. The exact value of D 
from our numerical solution is 1.058, as mentioned earlier, giving the 
new variational model an error of 17.7 percent in D, as opposed to a 
59 percent error from the old variational model. 
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A graph of D versus x, instead of versus s, is shown as the 
solid curve in Figure 3. The dashed curve in Figure 3 is a repro-
duction of Figure 2 for the old model, and is included to aid com- 
parison between the models. The crosses on each curve mark the stable 
limit lines. 
It is hoped that we have shown that it is possible to allow the 
wave function to overlap the edges of the well, without unduly 
increasing the difficulty of the calculations. Admittedly, these 
calculations are more difficult than those in the old model. Even 
so, they remain much simpler than those in any other methods known to 
us which give comparable accuracy. 
We shall soon see that the computations remain manageable even 
if atom-atom interactions are included. First, however, we need to 
decide how we shall incorporate the effects of those interactions into 
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Figure 3. D Versus the Extremum Value of the Scaled Bubble Radius 
for the New and the Old Variational Models. 
The crosses mark the stable limit line. 
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CHAPTER III 
THE CHARACTERIZATION OF HELIUM AS A NON-IDEAL GAS 
In this chapter, we shall decide how to describe, first, the 
bulk properties of helium, and then the surface properties. 
The question of how to treat the bulk properties of helium 
comes down to choosing an equation of state for the gas. One choice 
is to use an empirical equation of state, which is of unquestionable 
quantitative accuracy. The choice of this thesis, however, is to 
use an approximate equation of state, such as Van der Waals'. We feel 
that this approach provides clearer physical insight into the processes 
which affect the experimental results that we want to understand. 
Parameters in the approximate equation of state may be varied to 
gauge the importance of different aspects of the helium-helium inter-
actions to the phenomena under study, in a way which is not practical 
with an empirical equation of state. 
Two features, at a minimum, can be expected in any approximate 
equation of state which can successfully characterize ,helium at high 
densities and low temperatures: the attractive forces between helium 
atmos should be represented in the equation at least well enough to 
permit a phase transition from the gaseous to the liquid state, and 
the repulsive short-range forces between the atoms should be reflected 
by the presence in the equation of a maximum density, or a "jamming 
density", beyond which it is practically impossible to compress the 
fluid. 
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One well-known equation of state which meets these criteria is 
the Van der Waals equation. (1)  
P + 2 (v - b) = kT 	 (1) 
Here P is the pressure of the system and v is the volume per particle. 
In this equation, b is the smallest volume per particle which the system 
can attain, and is the reciprocal of the jamming density, p , while a, 
whose presence reduces the pressure of the gas, represents the attrac-
tive forces between the particles or atoms. 
If we wish to apply this equation of state within our methods, 
we need to find the free energy to which it corresponds. If we remember 
that P= -( F/ V) where V is the volume of the whole system, then we 
NO' 
may find F by integration (of course, here the constant of integration 
will be an arbitrary function of N and T). We obtain 
F = —3 NkT + kTV[p 	p -p 2,n(1 -pb)] - Vp
2
a 2 (2) 
where p is the density of the gas and we have used the fact that the 
free energy of our system must go over to the free energy of an ideal 
gas as V while N and T remain fixed. 
We must still determine the constants a and b. The two most 
widespread methods are to choose these parameters so that the Van der 
Waals equation predicts the experimental critical temperature, T c , (2) 
( 1 )Manninen and Hautojarvi [1978] use the Van der Waals equation 
of state when treating positron self-trapping in helium. 
( 2 )For helium, Tc = 5.21k 
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and either the experimental critical pressure, P c , (1) or the 
experimental critical density, p c .
(2) 
We may find the connection 
between a and b and the critical data analytically: this provides 
another exercise in the minimization of free energies. 
Suppose that we replace the uniform gas of density p in 
Equation (2) by a gas which has a density p1 in subvolume V 1 and p2 
in subvolume V 2 (we assume that V 1 
« V2 = V - V 1, 
without loss of any 
relevant generality). The change in free energy which occurs when we 
make this replacement is 
= kTV, [pi tn pl - p1 tn(1 - 	I/  b)] - 	pi2 a 
2, + kTV2 [p2 9n p2 - p2 tn(1 - p2b)] - v 
v 
2p2. 
- kTV[p to p -p tn(1 - pb)] - V p 2a 
	
(3) 
If we let y l = pi /p, y2 = p2/p, and y = 1/p b, we find 
AF = kTV i p 
Y -Y 
( 	1 )] 
2 
- Vl (pi 	- 
2 
p )a tn yl - yl 	to * 
Y -1 
Y* -Ya v f 2 - 	 , 2‘ p2 - 2 ) p j a 
( A 
( 4 ) 
+ kTV2 p y2 to y2 - y2 	n 
[ 	 y -1 
But since V 1 « V2 = V - V 1 and p1 V 1 + p2V2 = pV, we have 
(1) For helium, Pc = 2.26 atm. 
(2) For helium, pc = 10.43 x 10 21 atoms/cm3 
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y2 = 1 + (1 - y i )V.I /V 
	
(5) 
and noting that V 1 /V « 1, we may write 
AF = kTV i p 	yl 	RAI 3, 1 
{ 
- Y1 Y -Y 1 
( 





- V1 p 2 (y1 -1) a 
	
(6) 
If the two differing densities are to coexist in equilibrium, then the 
partial derivatives of AF with respect to yl and V 1 must vanish. The 
condition UF)/aV i = 0 gives 
kT [y 1 to 	- 
-1 ) 	Y*(Y*41)] 	2 Y( (7) RA 	* * 	- p(y 1 -1)a 
y -1 	Y -1 
while the condition 3(AF)/3y 1 	= 0 gives 
2pa(y 1 -1) y i (y -1) * * 
+ (8)  kT 	221 
Y -Y 1 Y -Y1 Y -1 
We may use Equation (8) to find the connection between a and b and the 
critical data.. Near the critical point, p 1 	p2 	p, we we may write 
(9)  Yl =1 4. AY 
where Ay is small. Substituting Equation 0) into Equation (8) and 




kT 	= AY  (10) 
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S O 
T - 2aP (1 - P b)
2 
Now the critical temperature is the highest temperature, regardless of 
average density, p, at which two phases can coexist, so that we must 
have aT/Dp = 0 at the critical point. This condition gives 
- pcb)(1 - 31.p.c b) 7 0 	 (12) 
The solution pc = 1/b is no good here, since if the density of one of 
the phases is near the jamming density, p = 1/b, the density of the 
phase that can coexist with it is very small and these conditions do 
not correspond to the critical point. Therefore, at the critical 
point, we must have 
1 
pc 3b 






If we wish to fit the Van der Waals equation to the critical density 




a = 9kTc/8pc 	 (16) 
If we wish to fit the Van der Waals equation to the critical pressure 
and temperature, Equations (1) and (14) give 
b = kTc/8Pc 	 (17) 
and 
2 
a = 3 kT /P 4- 	c 	c (18) 
Actually, Equations (7) and (8), once a and b are determined, give 
the values of the two densities which can coexist at any temperature 
below the critical temperature, without employing Maxwell's construction. 
If T is eliminated between these equations, we obtain an equation that 
only involves y l and y . Once the average density, p, is specified, 
y = I/ lob is known, and the roots of this equation may be sought. One 
of these roots is y l = 1, corresponding to the fact that one of the 
phases has been taken to occupy almost all of the volume V of the 
system, so that the average system density, p, is essentially the 
density of this phase. The other root, which is not difficult to find, 
corresponds (p1 = py) to the density of the phase which can coexist 
with a phase of density p at some temperature. Placing-this solution 
back into Equation (11) determines the temperature at which these 
densities can coexist. 
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We have done this for Van der Waals' equation of state fit to 
both critical density and fit to critical pressure. The resulting 
"coexistence curves" are shown in Figure 4, along with the experi-
mental coexistence curve. Note that both fits fail at low tempera- 
tures by predicting that the condensed phase has a density quite a bit 
higher that the experimental value. In other words, the Van der Waals 
equation predicts a jamming density that is too high: too high for 
the fit to critical pressure (p = 25.4 x 1021 atoms/cm3 ), and much 
too high for the fit to critical density (p = 30.7 x 1021 atoms/cm3 ). 
This is nothing new, for the failure of a Van der Waals equation of 
state for helium is well-known, and Manninen and Hautojarvi [1978] 
apologize for using it in their theory of positron self-trapping in 
helium. (1) There is another equation of state with only two param-
eters, however, which is as easy to work with as Van der Waals', 
but which fits the experimental coexistence curve much better. It 
is the topic of the next subsection. 
The Lattice Gas  
In the lattice model, a system is subdivided into many small 
cells, of volume T, so that there are K = V/T cells in all. This is 
just what was done in the previous chapter to find the entropy of a 
non-uniform ideal gas, but there the cell size was arbitrary, while 
here the cell size is physically important. A cell in the lattice 
model cannot be more than singly occupied, that is, there is either 
(1)
They use the critical pressure, critical temperature fit. 
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Figure 4. Van Der Waals Coexistence Curves. 
The circles are experimental points from 
(National Bureau of Standards [1962]). 
The triangles are experimental points from 
(Keesom [1942]). 
The small arrow on the horizontal axis marks 
the experimental critical density. 
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one atom in a cell, or none in it. In the case of helium gas, this 
means that the cells must be so small that the repulsive forces between 
helium atoms prevent two from occupying the same cell. On the other 
hand, the cells cannot be too small: because fractional occupancy is 
not considered, each cell must be at least large enough to hold an 
entire helium atom. 
The lattice model also makes an assumption about the attractive 
interactions between the atoms: if two atoms are in adjacent cells, 
then because of the attractive interaction between them, they share 
a potential energy of -uo , but if the atoms are not in adjacent cells, 
there is no interaction between them at all. The lattice model 
reduces the interactions between the atoms to extremely basic terms. 
Taking this model, we shall find the entropy of a non-uniform 
system, just as we did in the last chapter for the ideal gas. We 
shall also find an expression for the interaction energy of this non-
uniform system. Together these give the lattice gas free energy, 
just as the entropy of a non-uniform ideal gas gave its free energy. 
We start with a definition of the entropy that is equivalent 
to Equation (7) of the previous chapter, but more convenient here: 
S = k kn 0 	 (19) 
where c is the number of equally probable states of the system. A 
state of the system is taken to be a distinguishable arrangement of N 
indistinguishable particles among the K cells. The number of such 
arrangements is the number of ways N distinguishable particles can be 
put into K cells, divided by N factorial. 
_ 	 
(K-N)!N! 
Of course, all these arrangements are not equally likely: an arrange-
ment in which many atoms have nearest neighbors is energetically 
preferred and more probable than an arrangement in which few atoms have 
nearest neighbors. However, in this lattice model, such atom-atom 
correlations are ignored in what is known as the Bragg-Williams 
approximation (Bragg and Williams [1934]). 
Substituting Equation (20) into Equation (19) and using 
Stirling's approximation, we find 
S = - kK to KKN 
+ kNtn KN 
 Since K = V/T and N = pV, and we may take the jamming density 
p = 1/T, this may be written as 
* 	* 
S= kp V in RP 2,n P ( ,;11 
for the uniform lattice gas. 




r Ip(r) to 
) p* 211 [ 	 
(23)  
If we subtract Equation (22) from Equation (23) we obtain the change 






value: in other words, we find what we have previously called AS. 
It may be written in the form 
AS = - k fd r [p(r) Qn ( P(r) ] + (p *-p) Znr*-
-
P(r) lj (24) 
P P 
Notice the symmetry of this equation under the transformations 
p(r)-+p - p(r) and p.-}p - p; this reflects the equivalence, in the 
lattice model, of placing N particles in K cells and placing K - N 
vacancies in K cells. Later we shall see this equivalence in a 
coexistence curve that is perfectly symmetric about the critical 
point. 
The interaction energy is also easy to find. This energy is 
just the number of nearest-neighbor pairs multiplied by -u o . Con-
sider any one of the N atoms of the gas. Surrounding it are y 
nearest neighbor sites. The probability that one of these sites is 
occupied is just N/K, since short range order is ignored. Thus the 
probable number of nearest neighbors for our atom is just yN/K, 
and since there are N atoms just like the one at which we have been 
looking, the total number of nearest-neighbor pairs is just yN
2
/2K, 
where the factor of one-half corrects for double counting. The 




/2K, or since 
* 
N 	pV and K ..p V 
U 	-
1  Vyuo p2/p* 
	
(25) 
If the density of the helium is not uniform, we write instead 
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1 Yuo f 3 drp2 (r) 
 
U= - (26) 
  
If we subtract Equation (25) from Equation (26), we obtain the change 
in interaction energy arising from the non-uniformity of the gas, 
1 u o 	3 r 21 	21 U = - 	 r LP kr) - P 2 * 
(27) 
Equations (24) and (25) give the free energy change of the gas, 




r [p(r) Ln 	+ (p* - p(r)) tn ( P -P(r) ) 
P - P 
fd 3r Ep2 (r) _ p2 ] 	 (28) 
Before finding the connections between the parameters of this model 
and the critical data, as we did for the Van der Waals equation, let 
us find the equation of state corresponding to this lattice gas 
free energy. For a uniform system, Equations (22) and (23) give us 
* 
F = - kT pV [kn (P 
P 	P 




(29) 2  
   
and using P = - DF/DV we find 
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(P + 1. yu pp* ) 
2 	0
2/ 	1  - kT 
• 
Now if we assume that the density, p, is small compared to p , we 
may expand the logarithm. Doing this and letting the specific volume 




v 	1  P + 	 * = kT 
v 2 2p 
(31) 
This equation has precisely the form of Van der Waals' equation, with 
a replaced by yuo/2p and with b replaced by 1/2p . The lattice gas 
reduces to a Van der Waals gas for low densities. 
Of course, when treating the Van der Waals equation, we had 
* 
defined a jamming density p = 1/b, so for low densities the Van der 
Waals jamming density appears to be twice the lattice gas jamming 
density. We will not see this ratio elsewhere: when the lattice gas 
is fit to critical temperature and pressure, we shall find the lattice 
gas jamming density to be 65 percent, not 50 percent, of the corre-
sponding Van der Waals value, and when we fit the lattice gas to 
critical temperature and density, we shall find that the jamming density 
we must use is 67 percent of the corresponding Van der Waals value. 
In general, requiring the lattice gas and the Van der Waals gas to 
agree under different conditions requires different relationships 
between their jamming densities. 
p kn [4--) 
- ID 
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Now we will find the connections between the lattice gas 
parameters and the critical data. Again dividing the total volume V 
into two subvolumes, V 1 where the density is p 1 , and V2 where the 
density is p2 , so that V 1 « V2 , and introducing the variables y l and 
y just as we did before, we find that the expression for the free 
energy change becomes 
* 
* 




1 2y (Y1-1)2 
(32) 
With the requirement, a(AF)/aV, = 0, Equation (32) yields 
* 




-y 1 ) so 	* 	
YPu*o 
	 (Y1 - 1)
2 
= 0 (33) 
y -1 2y 
and with the requirement, a(AF)/ay i = 0, it gives 
Yu,(y1-1) 	
[1(Y*-1) 
* 	 RAI 	* 
Y kT y -y
1 
Again, we let yl be close to one and substitute y l = 1 + Ay into 
Equation (34). We obtain 
y uo 
* AY = AY * 
y kT 	y -1 
(34)  
(35)  
(36)  T - 	- 2 P 
P* 
And since at the critical point DT/p = 0, we have 
- 2pc 	0 
so that the critical density and the jamming density must be related 
by 
(37)  









Substituting Equation (38) back into Equation (36) gives 
If we wish to fit the lattice gas parameters to the critical density 
and temperature, Equations (38) and (39) give 
* 






If we wish to fit the parameters to the critical pressure and 




P 	22,n(2) - 1 






yuo = 4kTc 
	 (43) 
If we wish, we may use Equation (33) and (34) to find the 
coexistence curve for the lattice gas by treating these equations 
just as we did Equations (7) and (8) for the Van der Waals gas. That 
is we may eliminate the temperature between Equations (33) and (34), 
* 
and solve the resulting equation for y given y , and then use this 
value of y l in either Equation (33) or (34) to determine the corres-
ponding temperature. However, for the lattice gas, this solution is 
easy to find. Because of the invariance of the lattice gas free 
energy under the transformations p 	p - p, p(r)} p - p(r), if p 1 
 is a solution to the minimization problem, then so is p2 = p - pi . 
Since y l = pl /p = 1 is always a solution to the equation we must 
solve for y, this means that yl = y - 1 is also a solution. Using 
this expression for y l in Equation (34) gives the equation 
2T (1 - 2p/p ) 







so that, given the jamming density, p , the temperature at which p 
can be the density of one of two coexisting phases can be simply 
calculated. The results for both the fit to critical density and 
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temperature and the fit to critical pressure and temperature are 
shown in Figure 5. 
Comparison of Figure ,,5 and Figure 4 shows that' the lattice gas, 
fit to critical pressure, is perhaps the worst of all quantita-
tively, although it has better qualitative behaVior than the Van der 
Waals curves. The lattice gas, fit to critical density is quite 
good, although the jamming density for it seems to be somewhat too low. 
If we want this lattice gas curve to correspond more closely to the 
high density side of the experimental coexistence curve, we shall 
need to increase to jamming density somewhat. For positron self - 
trapping in helium, we shall obtain a good fit using p
* 
 = 23 x 1021 
atoms/cm3 . Nonetheless, we shall use the critical density fit 
throughout the rest of this thesis, except when making a final com-
parison with experiment, or a prediction on the outcome of an experi-
ment, when we shall use P* = 23 x 1021 atoms/cm3 . 
For future reference, let us write down the lattice gas free 
energy, with yuo replaced by 4kT c : 






 (r) - p 2 ] 
or, adapting this equation to the bubble model, 
(*1 2vokTc 
11 2 AF = kTvoP y 2 1 y 	(Y
* 	
: 
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Figure 5. Lattice Gas Coexistence Curves. 
The circles are experimental points from 
(National Bureau of Standards [1962]). 
The trianges are experimental points from (Keesom [1942]). 
The small arrow on the horizontal axis marks the experi-
mental critical density. 
where y = p i /p, and p i is the density inside the well, where 
* 	* 
y = p /p, and where vo is the volume of the well, presumed to be small 
compared to V. Equation (46) should be compared with Equation (32). 
Equations (45) and (46) are the expressions for the free energy of the 
helium that we shall use with our variational model. The choice of 
the lattice gas model over the Van der Waals model is well justified 
by the coexistence curves, and will be justified by hindsight when we 
apply both models to positron self-trapping in helium. New we must 
turn to the question of the surface energy of the bubble, and decide 
how we shall treat it. 
The Surface Energy  
The surface energy may be defined as the free energy of the 
surface per unit volume, and has an internal energy part and an 
entropy part. The internal energy part arises from the attractive 
interactions between the atoms of the system. Consider, for example, 
a liquid in equilibrium.with a vapor above it. The atoms at the 
surface of the liquid do not have as many nearest neighbors as their 
counterparts in the bulk of the liquid, so that their energy is 
lowered less by the attractive forces between the atoms. Therefore, 
if one uses a bulk free energy for the surface layer as well as for 
the bulk of the liquid, one underestimates the energy of the system. 
The internal energy of the surface is the energy that must be added 
to the bulk free energy to correct for this. This energy is virtually 
independent of the temperature; the temperature dependence of the 
surface energy resides in its entropy part. 
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We shall calculate the surface energy of a system using 
linear response theory; the other workers with whose work we are 
acquainted use an equivalent quantum mechanical perturbation cal-
culation (Hohenberg and Kohn [1964], Ebner and Saam [1975]). The 
central physical assumption in both methods is that the system's 
response to a perturbation is proportional to the strength of the 
perturbation. This is an assumption which can well be questioned 
for a theory which will be applied to the electron bubble or the 
positron droplet. For a self-trapped state, the density can deviate 
greatly from its average value and it is easy to imagine that for 
such large amplitude responses, a linear theory may be inadequate. 
We shall use the linear response theory anyway, because it is much 
easier to apply than a non-linear theory, because we have not worked 
out the non-linear theory to the extent that it can be applied to 
the problems of interest, and because, by hindsight, it will turn 
out to work quite well, so that the objections to it may not be 
too strongly grounded. 
In Appendix A, we show using linear response theory that the 
free energy of a non-uniform system is 
3 	-iq-(ri-r) 
F = F0 + 112 d3rid 3r 1 (f—L---j a e 	 Ap(r)Ap(r') (47) 
21- ( ) 3 X q 
where F
o 
is the free energy of the uniform system and where 
Ap(r) = Ap(r) -p. Here Xq is the linear response function for the 
helium gas. 
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This equation must be approximated before we can usefully apply 
it. We shall use a density gradient expansion of Ap(r') about the point 
r to help to rewrite Equation (47). This procedure is questionable, just 
as the use of linear response theory is. The gradient expansion 
requires the density p(r) to be slowly varying compared to the inter-
atomic spacing. We shall use this expansion anyway, for reasons 
similar to those we put forward for the use of a linear theory: it is 
easier to use than a higher order theory and, after the fact, we shall 
see that it seems to work well. In Appendix 8,'Wecarry out the expan- 
sion and find for the change in thefree -energy owing to the departure 
of the density from a uniform value 
r + if 3 	( AF 	fd3r Af(p( )) 	d r Vp 	2 r 2 (48) 
where Af(p(r)) is the local density of the free energy change (Equation 




-coefficient of a small-q expansion of x q . To approximate 6 we 
perform a high-temperature expansion (to be subsequently justified) 
of an equation relating xq to the generalized pair correlation function 
of Van Hove [1954] and use well-known sum rules to evaluate the 
resulting expression. This calculation is also carried out in 
Appendix B. The result is 
2 
_ 	1  
g 6pkT 
)







Here P is the local pressure of the gas,MHe is the mass of a helium 
atom, and g(r) is the ordinary pair correlation function. Equations 
(48) and (49) are those employed by Stott [1977] (1) to treat the 
problem of positron self-trapping in helium. Of course, before 
Equation (49) can be put to use, the integral appearing in it must be 
evaluated in some way. Following Stott [1977], we estimate the value 
of this integral by using the low-density expression for g(r), 
g(r) = e-cgr)/kT 
	
(50) 
where q(r) is the interaction between helium atoms, here taken to be 
represented with sufficient accuracy by a Lennard -Jones 6 -12 potential, 
(PM = 
a 	b 
r12 6 (51) 
where (deBoer and Michels [1939]) 




b = 1.59 x 10
-12 
erg-A6 	(52 ) 
Stott [1977] has performed several explicit Percus-Yevick calculations 
(Percus and Yevick [1958]) for temperatures above the critical point 
at densities of interest and found that the integral in question is 
insensitive to this low-density approximation. We have evaluated this 
integral using Equation (50) with the Lennard-Jones interaction of 
    
(1)Actually, in (Stott [1977]), the term correspond to the last. . 
term in Equation (49) lacks the overall factor of three we have. We 
attribute this to a typographical error. 
ii 
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Equations (51) and (52) and found through curve fitting that it may 
be adequately approximated for 15 K < T < 120 K (suitable for the 





2 jrd3rr2 (g(r) - 1) - 9 	• 1 226 (T/0 K) 
(53)  
and for 5 K< T < 15 K (suitable for the positron problem) by 
fd3rr2 (g(r) - 1 1 _ 1.094 x 10 5 A5  07°04/3 (54) 
so that Equation (49) may be written 
2 






9.2462 x 104 A
5 	1.81801 x 1025 A5 
 (T/00 1.226 (p/cm-3 )(T/00 
for the electron problem, and where 
H(T) - 
 















in the last term of Equations (56) or (57) should properly be p(r), 
but this mistake introduces only a small error in g. The second term 
of Equations (56) or (57), which is a quantum correction term for the 
helium, turns out, for the densities and temperatures of interest, to 
be about 20 percent of the other term at the worst; more usually the 
quantum correction term is much smaller still. The larger term comes 
from the first order of the high temperature expansion performed in 
Appendix B, while the smaller term comes from the next higher order; 
we may hope that the third order term is proportionately smaller as 
well. If it is, the neglect of such higher order terms will introduce 
an error of around five percent or less at the temperatures at which 
we shall confidently apply our equations (T > 5 K). 
As an exercise, we have applied Equations (48), (55) and (57) 
to a system consisting of two phases of helium separated by a free 
plane surface. The density is assumed to be constant throughout the 
bulk of both phases and to have a constant gradient in the interface 
between these phases, that is the density gradient is zero everywhere 
except in the interface, where it has a uniform value. This model 
should overestimate the surface energy, since it overestimates the 
density gradient at both the low-density and the high-density ends 
of the interface. We characterized the helium with the lattice gas 
model fit to the critical density. 
We called the cross-sectional area of the system A, the depth 
of the vapor phase X1 (so that its volume is AX 1 ) the depth of the 
liquid phase X2 and the thickness of the interface 6. Making the 
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physically non-restrictive assumption that 6 « X 1 « X2 , which should 
be compared to the similar assumption preceding Equation (3) of this 
chapter, and minimizing the free energy with respect to variations in 
the densities, we found that the conditions for equilibrium on these 
densities are unaffected by the presence of the surface energy term, 
at least if the volume of the surface region is very small compared to 
the volumes of both phases. Thus choosing a temperature of 4.6 K, we 
read off of Figure 5 the values of the two densities that can coexist 
at that temperature for the lattice gas fit to critical density: 
p1 = 4.5 x 1021 atoms/cm3 and p
2 
= 16.35 x 1021 atoms/cm3 . Minimizing 
the free energy with respect to variations in 6 then gave 6 to be 
13.36 A, a reasonable number.
(1) 
Reinserting this value for 6 into 
the surface energy term then gave a surface energy proportional to A, 
the area of the surface. The proportionality constant is just the 
surface tension a: we found a = 0.216. dynes/cm. As expected, this 
value is indeed too high, compared with the experimental result (Allen 
and Misener [1938]) of .07 dynes/cm. Part of the fault is that the 
lattice gas generally overestimates 3P/3p. For other jamming densities 
in the lattice gas, it can be shown to a good approximation a 	p
*3/2 
For the fit to critical pressure, this corresponds to a = .15 dynes/cm. 
Equations (48) and (49) are useable expressions for incorporating 
surface effects into a self-trapping problem, as Stott [1977] proved 
by example. They do not, however, from the most useful expressions 
(1) It may be compared with the results of Padmore and Cole [1974] 
for He
4 
at T = 0 K: the "width" of their smooth density profile is about 	' 
eight or nine Angstroms. 
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for the problems we want to study. We may combine Equations (48) and 
(55) to write 
.AF = 1d 3r Af(p(r)) + !Tigirjrd3rIVP1 2 
	
(58) 
and find a useful form for VP by using a force-balance relation 
involving it. We shall first obtain this force-balance relation 
incorrectly, and later see what corrections to it we must make. 
Consider a thin spherical shell of helium atoms near the 
electron (or positron). This shell is in equilibrium with all the 
forces acting on it, so those forces must cancel. The electron 
repels a single particle in this shell with the force -gV x
2
(r), so 
the force per unit volume acting on the shell is 
Fel = 
7 9p(r)V 2 (r) 
	
(59) 
Opposing this force is the ,pressure gradient in the helium, which is 
the negative of the force per unit volume acting on the element on 
account of the changing density around it. Sinee, the total forte on 
this element must be zero, we write 
VP = -gp(r)Vx(r) 	 (60) 
which is the equation we will use for VP in Equation (58). 
The error in this argument is the neglect of surface forces, 
which also act on the element. We shall return to the role and size 
of the surface forces later, when we perform a correct calculation of 
the force-balance relation. In general, we shall find that the neg- 
lect of these forces in the force-balance equation does not constitute 
a significant error for the densities and temperatures in which we are 
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interested. 
In practice we shall use Equation (60) with the right hand side 
evaluated using the square well density profile and overlapping wave 
function of our variational model. For the electron in helium, this 
will underestimate the surface energy, since in Equation (60) it causes 
the density to be too low in a region where Vx
2 
is high, but causes the 
density to be too low in a region where the contribution to Equation 
(58) turns out to be small in any case. 	Similarly, the square-well 
functions will cause the surface energy to be overestimated for the 
positron in helium. In Appendix C, we approximately evaluate the 
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Note that the surface tension in this expression (its the surface 
energy term divided by 47R
2





 and is thus not 
. 	o 
independent of Ro but depends strongly on it. 
For the variational model, the first term of Equation (58) is . 
just Equation (46), which, if written in terms of the variables s and 
y of the previous chapter, is 
,* 	2Tc (y-1)
2 ) 
pgGs 3 (T [y kny + (y -y) 	(J*-1 (62) 
y -1 
( "This dependence is actually only superficial: it would be 
strictly true if y were fixed. Since y and Ro are coupled through 
the minimization of F, the true dependence of Fsurf on Ro is obscured. 
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) as it did in Chapter II. The 
electron kinetic energy and potential energy are the same as they 





where the upper sign is for the electron and the lower sign is for the 
positron, which attracts helium atoms. Combining Equations (61), (62), 




2 	 * 	2T (y-1) 2  
71. s 	+ y + Gs
3 	 v  
	
(T {y Zny + (y -y),0 (.1* 
, 
] - 	* 	) 
Y -1 







H(T) - 1 ' 335 x 10
-53 







(P/cm-3 )(T/ ° K) 2  
, 
(65) 
for the electron problem, and where 
H(T) - 










for the positron problem, 
Equation (64) is still a complex function of s and y, on both 
(63) 
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of which z implicitly depends. The problem of finding its minimum 
at any density and temperature is just the problem of finding the 
minimum of a (complicated) real function of two real variables. This 
calculation is, however, considerably simpler than the one of 
Manninen and Hautojarvi [1978] who, for every density and temperature 
of interest, interatively solve two coupled non-linear differential 
equations (and this for the self-trapping problem with surface energy 
omitted). Our calculation is also much simpler than Stott's [1977] 
who must solve, for each density and temperature, two non-linear coupled 
equations with numerous values of the variational parameter in his wave 
function and then find the value of this paramter which minimizes the 
energy of his system. 
Now let us return to the question of the force-balance equation, 
and derive a correct version of it which includes the contribution of 
surface forces. First we write down the free energy change for the 
combined system of electron (or positron) and helium, not Equation 
(64) but the more general form 
V,T 
Now we perform the variation of this AF with respect to p(r), subject 
to the constraint id
3




r'ivx1 2 -+, jr.d3r (r)P(r) +ler Af(p(r)) 
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a p r 	12kT
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ap 1 
	
ap 	V 2 I. A = 0 (68) 
V,T 	V,T 
where A is an undetermined Lagrange multiplier whose value need not 
concern us here. Thus if one more particle is added to the volume 
element at the point r, the first term in Equation (68) is the 
corresponding change in the free energy due to the presence of the 
electron, the second term is the change due to the increased bulk free 
energy of the gas in the element XAf (p(r))0p(r) is the chemical 
potential at r), and the last term is the change in the surface energy. 
Since Af(p(r))/p(r) is the free energy change per particle in the 
element, we have 
a ( r., f(p)) 	_ f(p) 	51 
ap " P P P (69) 
where P is the local pressure in the element. If we take the gradient 
of Equation (68) then we shall find an expression for VP, but since 
Equation (68) is zero everywhere, its gradient must vanish. Taking 
the gradient of Equation (68) and using Equation (69) gives 
2 	 2 Dpi 2 / 	H(T)P 	_L[11 
V,T" 
+ 2 qv,T v p 	(70) VP = - pg vx kr) 12kT " 1 ' 1 	P aP 
where v(9P/3p) = Vp 90P/30/3p can be used to help in this expression's 
evaluation. 
If no electron or positron is present, then for a surface whose 
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thickness , is small compared with the radius, R, of the bubble it 
encloses, there is a simple formula relating the pressure' difference 
across the surface, AP, and the surface tension a, namely 
AP = 20/R 	 (71) 
No such simple relation is available within the surface: the 
simplicity of Equation (71) is a global property of the surface and 
not a local, microscopic one. Equation (70) contains this simplicity 
in the absence of the electron of positron only when integrated over 
the surface. If we take the surface term from Equation (67) 
2 
A F 	H(T) 	d3r 	 !V P!
2 
surf 	12kT j 3p 
V,T 
(72)  
and integrate it over all space for such a bubble as described in 
the previous paragraph, the result may be written 
2 
AF 	= 47R 2 H(T) dr 1p ) 	Ivp1 2 
surf 	12kT 	ap 
V,T 
since the integrand only contributes over a small range of the radius. 
Defining the surface tension, 6, of the surface to be the surface 
energy divided by the surface area, we find 
2 
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If we now integrate Equation (70) without the wave function term 
over a volume containing the bubble, we shall obtain, after con-
siderable manipulation and cancellation 
AP = 2a/R 	 (75) 
where a is defined as in Equation (74). This equation is just the 
same as Equation (71), as it should be. Carrying out this delicate 
integration and seeing repeated cancellations between components of 
the integral may be persuasive of the fact that the simple relation 
between pressure difference and surface tension on a global level 
does not imply similar simplicity within the surface itself. The 
interior of a surface is a complex, subtle thing. 
Fortunately, the only time we shall have to evaluate the last 
term of Equation (70) is when we want to check the asusmption that we 
can neglect it, and not when we are actually finding the density 
profile itself. After minimizing Equation (64), we shall take the 
resulting wave function'and find the smoothly changing density profile 
that corresponds to it (we shall see how to do this later). Given 
this profile we can calculate the values of the terms in Equation (70) 
at any point around the self-trapped particle and compare the sizes 
of those terms. If the term we have neglected is generally much 
smaller than the one we have included, then our method of procedure 
is justified. 
The simplification of neglecting the last term of Equation (70) 
cannot always be done. In the electron self-trapping problem, for 
74 
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example, if the temperature is sufficiently low, then almost all of 
the helium atoms are excluded from the neighborhood of the electron. 
This situation forces the first term of Equation (70) to be very small, 
so that the dominate term is the last one.
(1) 
Under these conditions, 
the electron behaves like a hard sphere immersed in the liquid helium, 
and the surface tension is found to be just that appropriate to such a 
hard sphere; in particular, the surface tension is found to be almost 
independent of the bubble radius (Padmore and Cole [1974]). At the 
higher temperatures in which we are interested, the density profile 
is driven by the forces produced by the electron (or positron) and the 
surface tension varies strongly with the radius, as we have seen 
(Equation (61)). In the next two chapters we shall see some explicit 
examples of this phenomenon. 
This has been a long chapter, especially with its appendices, 
but this is unsurprising since a large part of the work for this thesis 
went into it. The essence of the problem with which we were faced was 
to find useable, approximate formulas capturing the effects of the 
helium-helium interactions, but formulas which retained sufficient 
accuracy to provide reasonable agreement with experimental values for 
the stable limit lines for electron and positron self-trapping in 
dense helium gas. Now we are ready to apply the results of this 
chapter to these self-trapping problems. 
(1) In this-case, of-course, it 	est not to use the force- 
balance relation at all. 
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CHAPTER IV 
THE ELECTRON IN HELIUM GAS 
Previous attempts to include helium-helium interactions when 
studying electron self-trapping in a gas have generally stopped at 
the second-virial coefficient for the gas. This approximation is not 
unreasonable since at moderately low temperatures and densities the 
effects of these interactions are small. We shall include helium-
helium interactions through a lattice-gas equation of state for 
helium and find that at high helium densities the departure from the 
ideal gas result is no longer small, as it is in the second-virial-
coefficient approximation. We shall also see what effect surface 
energy has on the stable limit line in this problem. 
First we shall leave out the surface energy and the attractive 
helium-helium interactions as well. In this way, when we include 
these interactions we can immediately see their degree of importance 
for the limit line. We write down for our variational model Equation 
(64) of the previous chapter, leaving out the surface energy, and the 
term which arises from attractive helium-helium interactions. 
AF. 	z 	
2 
+ y + GTs
3 
[y kn y + (y -y )kn (Y*-1 
P9 ors y -1 
(1) 
This equation may be compared with the corresponding equation for an 
electron in an ideal gas, EquatiOn (49) of Chapter II. In Equation 
(1), z is related to y and s as it was in Chapter II, 
sin (z) _ 	1 
7-47.5-Y7 




It is convenient to let 
a(y) = y tn y + (y -y) knY.A.-Y ) ( 	 
y - 1 
so that Equation (1) becomes 
/ y + GTs 3  a(Y) 
We want to find the stable limit line for a system described 
by such a free energy change. We can proceed exactly as we did in 







and remembering that z is implicitly a function of s and y: 




















+ 	+ 3 GTs
2
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where (5 . (y) is the derivative of a(y) with respect to y. As before, 
we set the AF/pg of Equation (5) equal to one and multiply the 
resulting equation by Tr 2 s 2 , yielding 




and rewrite Equation (8) as 
- 2z (z + b, /3 + 7r 2GTs 5a(y) = 0 	 (11) 
Eliminating the common term between these two equations gives 
- 1 + 5 sin 2 (z)/3 + 2 sin 3 (z)/3(z cos z - sin z) = 0 (12) 
This equation is exactly the same as Equation (57) of Chapter II and 
has the same solution, z = 2.121558. Dividing the last term of Equa-
tion (8) by the last term of Equation (9) gives 
2 	 -2z(z + 	/3n b'  
s a(Y)/0 1 (Y) - 	 -3 b 1 +z — b' 
2 
(13) 





of z on the stable limit line gives 




y tny f (3' -Y) to (Y *-Y  
Y - 1  
- 	 .40000 
(1-y) toy' 41 ] 
Y -Y 
Thus, unlike the situation of Chapter II, where for the ideal gas 
y is constant everywhere on the stable limit line, here y changes 
* 
when y changes. Thus we must solve Equation (15) for every value 
* 	* 
of y = p /p of interest. This requirement does not mean that we have 
to solve Equation (15) over again whenever we change the jamming 
* 	* 	 * 
density, p . For any p and p we calculate y and use the solutions 
of Equation (15) that we have already found. 
The roots of Equation (15) are not difficult to obtain numeri-
cally unless y is extremely close to zero or one. In the latter case, 
the logarithms in 'Equation (15) may be expanded to obtain, in that limit, 
an equation that is easier to use. In practice, this expansion is 
unnecessary. 
Once the value of y has been found for a given y, we may use 
Equation (2) and the known value of z to determine s, completing the 
determination of the extremum state on the stable limit line at the 
chosen density, p. We still do not know the temperature at which this 
O 
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state occurs. If we solve Equation (9) for T 
T 





and we use the values of s, y, and z that we have found, we can 
determine this temperature. If we repeat this process for a number 
of different values of P, we may plot the stable limit line, and we have 
done so in the dashed curve in Figure 6 for the critical density fit to 
the lattice gas parameters.
(1) 
The striking feature of this curve in comparison with the 
ideal gas curve in the same figure is the difference between them 
that develops as the helium density becomes very high. With repulsive 
forces between helium atoms included, it becomes much more difficult 
to form the self-trapped state when the density of the helium is close 
to its jamming density. In terms of a mobility experiment, this sug-
gests that, if the density is taken to a high enough value while the 
temperature is held fixed, the self-trapped state will cease to be 
energetically favorable, so that the electrons in the gas will return 
to free particle behavior and will consequently have the higher mobil-
ities expected of free particles. When the density reaches this 
(1) We use for g a constant value calculated for an s-wave 
scattering length of .62 A, corrected for high densities using a 
Wegner Seitz approximation. In the Wigner-Seitz calculation we,, 
somewhat arbitrarily chose to use a "typical" density of 7 x 10 c ' 
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Figure 6. Variational Model Limit Lines for the Electron in Helium 
without Surface Energy. 
Curve a is the limit line which results from neglecting 
attractive helium-helium interactions. 
Curve b is the limit line with these attractive helium-
helium interactions included. Further inclusion of the 
surface energy does not affect this curve, at least to 
graphical accuracy. 
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threshold value, the mobility should stop decreasing, if it has not 
already done so, and begin to increase rapidly toward the free particle 
value. We call this transition point the second mobility edge. To 
our knowledge, no one has seen this effect, or for that matter, even 
looked for it. Later in this chapter, we shall estimate experimental 
conditions for which this second mobility edge should occur, as well 
as estimate the change in mobility that can be expected when this jump 
occurs. First, we shall include the effects of the attractive helium-
helium interactions and of the surface energy. 
If we include the attractive helium-helium interactions, but 
still omit the surface energy term, Equation (64) of Chapter III 
becomes 
AF1 z 12 
pg . 	+ y + Gs
3
[Ta(y) - u(y)] 	 (17) ors 
where we have used the same u(y) defined in Equation (4) and also 
introduced the notation 
u(Y) = 2T 4 (Y-1 ) 2 
Now the condition D(AF/pg)/3s = 0 gives 
b 
-2z z + 
' 
 /1r 2 s 2 	3Gs
2
[Ta(y) - u(y)] = 0 





z 	+ 1 + Gs3 [Th 1 (.0 - u r (Y)] = 0 
To find the stable limit line, we set the AF/pg of Equation (17) 
equal to one and multiply the resulting equation by Tr 2 s 2 to obtain 
z2 + IT2Gs5 [T6(Y) - u(Y)] 	b21() 
	 (21) 
Equation (19) may be written as 
-2z (z + d /3 + 37r2Gs 5 [Ta(y) - u(Y)] = 0 	 (22) 
and eliminating the common term between Equations (21) and (22) Again 
gives Equation (12) so that we again have z = 2.121558. Still proceed-
ing as before, we divide the last term of Equation (19) by that of 
Equation (20) and eliminate s using Equation (2). This time, however, 
we write the result as 
T _ u(Y) 	72h(z)b
2
(1-Y)u l (Y)  
a(y) + 71-2 h(z)b2 (1-y)0 1 (Y) 
where 
2z(z +/312 b'  h(z) -  
b 3 
1 + z — 
b' 






known value of z, we may write this as 




Thus, given some value of y calculated form specified values 
of p and p , we may calculate the temperature, T, at which y = p i /p 
corresponds to an extremum of the system. Taking this pair of values, 
y and T, and substituting them into Equation (20) gives a value for G, 
or from Equation (3) which defines G, a calculated value of P, called 
Pcal' To find a solution to the minimization problem, we must vary y 
in Equation (23) until the calculated value of p equals the value of p 
originally input to calculate y. In other words, we must find a zero of 
Pcal (Y) - P = 0 
	
(26) 
Note that although the calculation of the function whose zero we must 
find has grown more complex, we still have to find only a single zero 
of a real function of a single variable. This zero can be found 
numerically without much trouble.
(1) 
Given the value of y and the 
already known value of z, we may calculate s from Equation (2), and 
knowing these three variables, as well as T, obtained from Equation 
(25), we have solved the minimization problem.
(2) 
A graph of the 
(1) It is useful to evaluate the second derivatives of 
AF/pg at the extremum, to be sure that a minimum has been found. 
(2)
In Appendix D, a method for the case AF/pg # 1 is given. 
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resulting stable limit line for the fit to critical density is shown 
in the solid curve in Figure 6. As the reader can see, the introduction 
of the attractive helium-helium interactions has had no great impact. 
This result is not surprising: at ihe temperatures with this figure 
is predominately concerned, the repulsive forces between helium atoms 
are much more important than the attractive forces -- at high tempera-
tures, the relatively weak attractive potential is too small compared 
to an atom's thermal energy to influence the atom very much. 
If the attractive forces are relatively ineffective at the 
temperatures of interest in the electron problem, then we may expect 
the surface energy to be relatively unimportant too. In particular, 
we might expect the result for the limit line we shall obtain on 
including surface forces to fall between the two stable limit lines that 
we have calculated so far in this chapter. 
With the surface term finally included, Equation (64) of 
Chapter III may be written 
AFz )2 	3 	 7/2 y2s 5 
pg 	17 	+ y + Gs [Ta(y) - u(y)] + kT)(pg) (27) 
where opty) and u(y) are defined as before, and H(T) is given by Equation 
(65) of Chapter III. 
If a method of minimization similar to the ones we have used 
so far is employed, it results in two equations for which we must find 
simultaneous zeroes. While such a procedure is numerically feasible, 
86 
we have chosen a more direct method. (1) Given p, T, and g, we seek 
the minimum of Equation (27) by search, using a modification of 
Newton's method for finding the zeroes of a real function of one 
variable. First, we regard s and y as two cartesian coordinates and 
make an initial guess as to the values of s and y at the extremum, 
find z from these values,
(2) 
and calculate the gradient of the AF/pg 
of Equation (27) at that point. The gradient roughly points away from 
the direction in which the minimum lies, so we shall correct our guess 
by moving in the direction opposite to the gradient. Taking the second 
derivatives of AF/pg, that is, finding a 2 (AF/ Pg)/as 2 , a 2 (AF/pg)/ay
2 
and a2 (AF/pg)/asay, we can calculate the rate at which the magnitude 
of the gradient is changing as we move in the direction opposite the 
gradient. To be specific, the change per unit "length" in the mag-
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(1) For the electron in helium gas, the surface term may be treated 
successfully with perturbation theory. A suitable perturbation theory is 
developed in Appendix E. 
(2)
This requires finding a zero of Equation (2). If either s or y 
is replaced as an independent variable by z, Equation (2) can be simply 
solved for the third variable. We have chosen to use s and y as inde-
pendent variables anyway, because we mentally picture the state of the 
system in terms of bubble radius and depth. 
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Now Newton's method for finding the zeroes of a real function of a 
single variable gives this prescription: to find a new guess, move a 
distance from the old guess equal to the value of the function at the 
old guess divided by the slope of the function there. Of course, if 
the function is a straight line, this method at once yields the correct 
root. If the function is not linear, Newton's method converges more 
slowly, and, in fact, may not converge at all. The analogous method 
we shall use is to move in the direction opposite the gradient of 
3F/pg a distance equal to the magnitude of the gradient divided by 
Equation (26), the rate of change of the magnitude of the gradient. 
Then, if the gradient is still not satisfactorily small at the new guess, 
we repeat the process again. Since we have no guarantee that Newton's 
method converges to a root even for the problem of finding the zero of a 
function of one variable, we have no such guarantee in our more general 
problme. In fact, we find that if the average helium density is very 
high or very low, the initial guess must be made with some care. If 
the helium density is intermediate in value, however, the method con-
verges over a wide range of initial guesses, and if one works his way 
out from the intermediate densities to the extreme ones, the difficulty 
of finding adequate initial guesses in these more sensitive regions 
is not significant. Of course, this method is geometrically equivalent 
to finding two simultaneous zeroes to two equations, such as would 
arise if we tried to proceed as we did in our previous minimizations. 
Carrying out this minimization for a given p and T (and g), we 
find the values of s and y and z corresponding to the extremum. We 
   
     
   
Jj 
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may then calculate AF/pg from Equation (27). If it is less than one, 
we increase T; if it is greater than one, we decrease T. After the 
next minimization, we recompute AF/pg, adjust T again if necessary, and 
so forth. Ten or twelve minimizations of AF/pg are usually adequate 
to determine T for the given p the within graphical accuracy. While 
the entire procedure could have been programmed onto a computer, leaving 
us nothing to do but plot points, we found it instructive to do the 
calculation for each value of p separately, making the initial: guesses 
of s and y ourselves and adjusting T ourselves, and watching the way 
varying the input affected the results. Proceeding in this way, it 
took between one and one-and-one-half hours to obtain each of the 
limit lines that we found for the elctron system or the positron system 
with surface energy. For the electron in helium, the limit line with 
surface energy obtained in this way was too close to the limit line 
without surface energy but with attractive forces to plot both in 
Figure 6. The maximum difference between these two limit lines occurred 
at about P = 11 x 1021 atoms/cm3 and was about one-half degree Kelvin. 
Of course, the limit line with surface energy corresponded to a slightly 
lower temperature for each density than the limit line without surface 
energy. Owing to the approximate nature of our calculations, there 
is little reason to distinguish between these two limit lines: when 
calculating the stable limit line in the electron problem, we may as 
well stick to the simpler calculation without surface energy. Graphs 
of R
o 
and pi for the solutions along the stable limit line both with 
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Figure 7. Variational Model Parameters on the Stable Limit Line 
for the Electron in Helium. 
Dashed curves correspond to the limit line with 
surface energy neglected. Solid curves correspond 
to the limit line with surface energy included. 
To graphical accuracy, the two curves for Ro 
 coincide. 
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with surface energy is actually slightly smaller than without surface 
energy. Considering the form of the surface term in Equation (27), 
it is unsurprising that the value of y decreases when the surface term 
is introduced, but the decrease in Ro may initially seem strange since 
the surface term would evidently like Ro to increase. In fact, the 
simple interpretation that the surface term of Equation (27) tends to 
increase R
o 
holds unambiguously only if y is held fixed. Actually, y 
and R
o 
are coupled through the minimization problem. We may see that 
the surface term does tend to increase R
o 
by picking an average density, 
say p = 9 x 1021 atoms/cm3 , fixing the value of y at the value it has 
when surface energy is included (y = .16594 in our example) and mini-
mizing the free energy of the systemhwithout surface energy term, with 
the value of y held fixed. 	When we do this we find a bubble radius 
of about 7.0 A, so that the value of 8.53 A found when surface effects 
are included does represent an increase in the radius at a fixed 
density. 
We have investigated the validity of the approximate force-
balance equation that we have used, Equation (60) of Chapter III, 
by comparing the size of the two terms of the full force-balance 
relation, Equation (70) of the same chapter: 
1 	() 
VP 	 H(T)p- p(r)gVx2 (r) + 	12c (r)  T 	IvPI 










In order to calculate these terms at various points around a self-
trapped particle, we need expressions for p(r), and its first, second, 
and third derivatives with respect to r. We shall calculate what 
these quantities would be if the last term of Equation (29) can be 
neglected. Using these values, we shall calculate the numerical values 
of the two terms of Equation (27) and compare their sizes. If the 
second term is generally less than an order of magnitude less than the 
first, we shall conclude that the neglect of the second term in the 
force-balance relation is self-consistent. 
Equation (67) of Chapter III can be written 
Z
2 	
1,-, 12 	d3r  2, 	 3 AF 2ir arm' +gxk )Pkr) + drAfkp(r) 
	
H(T) 	d 3 r I v p 12 (30) 
12kT 
and using the approximate force-balance relation 
VP = - gp(r)x2 (r) 
	
(31) 
we perform the minimization of the free energy of Equation (30, with 
respect to variations in p(r), subject to the constraint d 3rp(r) = N; 
we obtain 
gx
2 (r) + kT 2,11 P(r)(P*-p) 	
4kT 
*c p(r)  
P -p(r) 
H(T)g 2 	, 	2 
4- 	Po-) V x(r) + X = 0 6kT 
(32) 
The Lagrange undetermined multiplier can be determined through the 
requirement that the density far from the electron return to its 
average value. (1) Equation (32) can then be written in the form 
* 
P exp (-4Tc (p(r)-1)/T 
P { 	
* 4. H(T)9 2  
P(r) = P p 	.;, 
2 
6(kT) 
2 P(r)o x(r) 
2 
g MAT) + 
The wave function x(r) is explicitly given by 
	sin N
Ro 
r < Ro 3/2 
x(r) = 
X3/2  exp z cot z -r— o r > Ro 
(25)  
where 
a2 = ff(2 - sin(2z)/z - 2 sin 2  z tanz/z) 
	
(35) 
where we use the values of R
o 
and z determined by the minimization 
procedure with approximate surface term. Thus x(r) and all its 
derivatives can be calculated at any point of interest. Choosing 
some radius, r, at which we wish to check the force-balance relation, 
(1) Determining X in this way, instead of using the condition 
d
3






we calculate the corresponding value of x(r) and place it in Equation 
(33). Placing the square-well value of the density at r into the 
right-hand side of Equation (33), we calculate a first iterate for 
p(r). Placing this value into the right-hand side, we calculate the 
second iterate. We continue the interations until the values of the 
iterates stops changing appreciably. This iterative procedure con-
verges surprisingly rapidly, and the covergence is almost independent of 
the initial guess used for p(r). Taking the first, second and third 
derivatives of Equation (33) gives a set of equations - each of which 
can be evaluated once the lower order equations have been. In this 
way, all the derivatives in Equation (29) can be found at any point, 
and the two terms of this equation can be compared. 
For the electron in helium at points along the stable limit line, 
we examined the values of these two terms for radii between one 
Angstrom and two or three times the bubble radius, R
0. 
We did this 






















was our criterion for neglecting surface forces in 
the force balance equation exceeded. There, where the radius of the 
square well was 5.2 A, the surface tension contribution to the force-
balance relation for radii less than 4.5 A was greater that ten percent 
of the term we have kept; at a radius of 2.5 A the surface term is 26 
percent of the term we have kept. Thus in this extremely high region of 
density, the approximation to the force-balance relation that we have 
used is questionable. However, we find it hard to believe that an 
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increases in the gradient of the pressure by 25 percent, or even 500 
percent, will modify the limit line of Figure 6 very much for such 
densities. With the approximate force-balance equation, the change 
in temperature at this point that occurs when the surface term is 
first included is eight-thousandths of a degree. 
We desired to apply these equations at a point well below the 
stable limit line, to see the surface tension term of the force- 
balance relation assume the dominant role, as it is expected to do at 
very low temperatures. Unfortunately, our method of calculating the 
minimum of the free energy breaks down at very low temperatures. The 
essential reason for this breakdown follows. At very low temperatures, 
the density in the well is very nearly zero. In an attempt to find 
this small value, the minimization by search may (and usually does) 
overshoot the true value of the density. If the density in the well 
is not too small, no harm is done: later iterations will increase the 
density toward the correct value. If the density is very small, how-
ever, the new guess for the density in the well may be negative, a 
physically preposterous situation and a calculational disaster. If the 
density in the well is very low, the initial guesses for R o and y must 
be made with extreme care. If such care is taken, our calculational 
procedure still works, but the difficulties outlined here make it much 
more difficult to use, and we have not pursued the minimum of the free 
energy into this difficult region. 




, for example, our procedure 
becomes very difficult at temperatures below 20 K, when the density in 
95 




. As the temperature is lowered 
to this value, the surface-tension contribution to the force-balance 
equation becomes relatively more and more important until, at 20 K, 
this contribution is greater at all radii than the term we have kept, 
although not by as much as an order of magnitude. It is necessary to 
go to still lower temperatures before the surface tension becomes truly 
dominant in the electron self-trapping problem. This behavior invites 
further research. 
Finally, let us crudely estimate experimental conditions at 
which the second mobility edge can occur. Let us refer to the solid 
curve of Figure 6, and imagine that we are conducting an experiment 
at a fixed temperature of 85 K. We suppose that when we have increased 




at this temperature, the 
electrons are making the transition to free states, so that the mobility 
is rising to a free-particle value. Using this temperature and density, 
an empirical equation of state (National Bureau of Standards [1962]) 
gives a pressure of 353' atmospheres. At a temperature of 74 K, the 





corresponds to a pressure of 331 atmospheres. Whie these pressures are 
high, they are attainable. 
To calculate the mobility jump that occurs at the second 
mobility edge is more difficult, because no reliable formulas are 
available for the mobility of the self-trapped state near the limit 
line. On the free particle side of the limit line, we may estimate 
the mobility using the kinetic theory formula (Levine and Sanders 
[1966]) 
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Here u is the mobility, a is the total cross section for electrons 
scattering off of helium (which we correct for high densities using a 
Wigner-Seitz approxiMation), m is the electroWs mass and e is its 
charge in esu. At a density of 20 x 10 21 atoms/cm3 and a temperature of 
74 K, this gives A free-particle mobility of about 2500 cm/Volt-sec. 
Inside the region where self-trapping dominates, the mobilities observed 
so far are well less than 10 cm
2
/volt-sec. While these numbers should 
not be taken too seriously in our application, the large difference 
between them indicates than a mobility increase should occur at very 
high densities that is large enough to be seen experimentally. 
With this conclusion we leave the electron in helium. It is 
hoped that we have shown that the problem of finding the extremum 
states is tractable when treated in the simplified way that we have 
employed. Unfortunately, the problem of electron self-trapping is not a 
sensitive test of the lattice gas model or of the surface term, 
largely because of a lack of relevant experimental data. In the next 
chapter, we shall consider the problem of positron self-trapping, where 
experimental data are available to enable us to judge the adequacy of 
our techniques more directly. 
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CHAPTER V 
THE POSITRON IN HELIUM GAS 
The differences between electron and positron self-trapping 
are minor formally but major in physical effect. To adapt any of 
the equations of the last chapter to the positron problem, we have 
merely to note that the interaction strength g. is negative for the 
positron-helium interaction, whereas it is positive for the electron-
helium interaction. Actually, in our notation, we wish to use g to 
denote the magnitude of the interaction strength, so this difference 
amounts to replacing g by -g everywhere it occurs in the equations 
we have developed for electron self-trapping. 
The physical consequences of this replacement are wide-
ranging. In particular, in the electron case, when the density 
outside the bubble is low, the density inside the bubble is low as 
well, permitting the use of an ideal-gas approximation or a second-
virial-coefficient approximation for helium at these low densities. 
For the positron, where the interaction between the positron and 
the helium is attractive, there are no self-trapped states for which 
the density inside the "droplet" around the positron does not contain 
helium at essentially liquid densities. Thus, in the positron problem, 
we must characterize the helium much more carefully than in the 
electron problem: there is no region of densities for which a simple 
second-virial-coefficient approximation can be adequate for positron 
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self-trapping in helium. It was in this context that the theory of 
Chapter III was developed; its application to the electron problem was 
incidental to our research into the positron problem. 
We shall also find that the effects of surface energy, which are 
almost negligible for electron self-trapping, are quite significant 
for positron self-trapping. For the high densities surrounding a 
positron, ( aP/aP)V,T is quite large, resulting in a significantly larger 
surface energy (see Equation (67) of Chapter III) than in the electron 
problem. 
As the reader' may have surmtsed, we - intend to,use a Fermi 
pseudopotential for the positron-helium interaction, so a few words 
are in order about the nature of this. interaction. Just like the 
electron-helium interaction, the positron-helium interaction has two 
parts: a repulsive core and an attractive tail. The attractive tail 
has the same physical origin in both cases -- it arises from forces 
induced by the polarization of helium atoms by a charged particle in 
their vicinity. There is no notable difference between the attractive 
polarization tails for the two particles: in particular, both are 
long-ranged. For the electron, the repulsive core arising from the 
Fermi exclusion principle dominates the interaction, and we have used 
this face in partial justification for the use of a Fermi pseudo- 
potential in that problem. The repulsive core for the positron is dif-
ferent. It arises from the Coulomb repulsion felt by the positron 
when it gets close to an atom's nucleus. Since the positron must 
penetrate the screening electrons around the nucleus before it can 
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feel this repulsion, this repulsion has extremely short range and is much 
weaker than the repulsive core for an electron in helium. In the 
positron-helium interaction, it is the polarization tail that dominates. 
Even though the positron wavelength in the self-trapped state 
is larger (z 20 A) than the corresponding wavelength in the electron 
problem, replacing an essentially long-range potential by an extremely 
short-range one, such as a Fermi pseudopotential, seems hard to justify. 
We are helped somewhat by the weakness of the positron-helium inter- 
action, but basically we simply make the assumption that such a replace-
ment will lead to no serious errors in our approximate calculations, 
hoping that subsequent comparison with experiment will support, rather 
than deny, the validity of this assumption.
(1) 
The principal experimental information about positron self-
trapping in helium comes from positron annihilation rate experiments, 
such as the one described in the Introduction. In Figure 8, 
annihilation rate is plotted versus average density for two tempera-
tures, 5.7 K and 7.2 K. These curves were obtained by Manninen and 
Hauto,Wvi [1978]. The departure of the annihilation rate from the 
naively expected linearity is striking. By performing many experi-
ments at various temperatures, it is possible, by noting at each 
temperature the range of densities for which abnormal annihilation 
rates occur, to map out the region of the (p,T)-plane in which 
(1) It is worth doing the calculation in this way in any case. 
Regardless of the outcome, we shall have learned something important 
about the effects of the range of the positron-helium interaction 
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Figure 8. Experimental Positron Annihilation Rates. 
These annihilation rates were measured by Manninen 
and HautojNrvi [1978]. The solid dots are experi-
mental points for T = 5.7 K, while the hollow dots 
are experimental points for T - 7.2 K. The curves 
are those provided by the experimenters, and have no 
theoretical significance. 
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self-trapped states occur. The perimeter of this region is the stable 
limit line. The crosses in Figure 9 denote points on this limit line 
as determined by Manninen and Hautogrvi [1967] from their experiments. 
One notable feature of these experimental points is that they peak very 
nearly at the critical density of helium. This suggests that the 
positron merely acts as a nucleation kernel for the condensation of 
helium. We shall see that this simple picture is inadequate. The 
central goal of this chapter is the reproduction of Manninen and 
Hautogrvi's limit line, using our simple variational model. 
Manninen and Hautojarvi [1978] have their own theory of self-
trapped positrons. They essentially minimize a functional which is 
the Gibbs free energy change which occurs when the helium is permitted 





AC2[P(r)] = 27-n 	d
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(r)P(r) + F[P(r)] 
-pird3rp(r). - (-pg + F[p] - PSd 3rP) (1) 
where F[p(r)] is the Helmholtz free energy functional for the gas 
when its density is given by p(r) and is taken to be a Van der Waals 
free energy
(2) 
such as we discussed in Chapter III. In Equation (1), 
(1)
Here g is given by Equation (4) of Chapter II, where the 	..1R 
s-wave scattering length, a, is taken as .27 A, so that g = 2.07 x 10 
erg-cm3 . We shall also use this value of g, which is not corrected 
for high densities. 
(2)
Using the critical pressure, critical temperature fit. 
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p is the density far from the positron and p is the chemical potential 
there. This equation may be written 
2 A2 2h 
m 
 park-lx(r)12 - g$d 3r x
2
(r)(P(r) F[ p( r)] - F[p] 
where 
r(p(r)-p) 	 (2) 
F[p(r)] - F[P] = kT$d 3r p(r) Zn Pr/ 




(r)-P 	 2 
1-pb (p(r)-p) 2  fa- 	 (3) 
It is worth noting that if Equation (3) is applied to a system with 
density pl in subvolume V 1 , and p2 in subvolume V 2 , it reduces to 
Equation (6) of Chapter III, where we were discussing the Van der 
Waals free energy change. (1) The Helmholtz free energy used by 
Manninen and Hautojarvi is the same as the Van der Waals free energy 
that we have previously discussed. Minimizing Equation (2) with 
respect to variations in the wave function, subject to the usual 
normalization constraint, gives 
(1)
In obtaining Equation (6) of Chapter III, we assumed that the 
volume V
1 
was much smaller than V 2. The reason why no similar assumption 
has been made here, has to do with the difference between the canonical 
ensemble which we use, and the grand canonical ensemble that Manninen 
and Hautojarvi use. The assumption that they make instead is that it 
is possible to go far enough away from the positron to find the density 
unaffected by the positron's existence. 
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h2 2 	2 
- 	 v-x - gX (r)[P( ) - p] = Ex(r) 	 (4) 
while minimization of Equation (2), using Equation (3), with respect to 
	
p(r), subject to the condition that p(r)-.)-p as r 	0., gives 
- 9X
2
(r) + kT 1.kn (P (r)) + in 	1 7 11) 	+ 	1 	
1 
1p b 1-p(r)b 1pb 
+ 2a(p(r)-p) = 0 
	
(5) 
Manninen and HautojNrvi report that they have self-consistently solved 
Equations (4) and (5) by a numerical iteration withcut parameterizing 
the wave function or the density profile although they give no pre-
scription. It may be noted that Equation (5) can be solved for x
2
(r), 
the square root of which can be taken to be x(r), since the ground-
state wave function can be expected to be of uniform sign. This 
expression for x(r) can then be substituted into Equation (4), resulting 
in a differential equation for p(r) of rather formidable complexity. 
In principle, one may solve this differential equation by numerical 
integration, as we have solved a non-linear Schrodinger equation 
(Moore, Cleveland, and Gersch [1978]). This, however, is presumably 
not the method chosen by Manninen and Hautojarvi, if one may judge by 
their choice of words. 
The results which these researchers obtain for the stable limit 
line are shown as the solid curve in Figure 9. (1) As Manninen and 
Hautojarvi [1978] themselves note, the value they obtain for the maximum 
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Figure 9. Limit Lines for the Van der Waals Equation of State with 
Critical Pressure Fit. 
Curve a is that calculated by Manninen and'Hautojarvi 
[1978] through the exact numerical minimization of a 
free energy fUnctional. 
Curve b is the result from our new variational model, 
using the same description of helium as Manninen and 
Hautojarvi. Surface energy is omitted in both 
calculations. 
Curve b' is an artificial continuation of the limit line, 
b (see text). 
Curve c is the Van der Waals coexistence curve for the 
critical pressure fit. 
The crosses are experimental points obtained by Manninen 
and Hautoj.Nrvi [1978]. 
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experimental result. However, as they also point out, the stable limit 
line is shifted too far toward low densities, a defect that they seem 
to regard as unimportant. We shall see later than the omission of 
surface energy, which these researchers leave out as being too small 
to significantly affect their results, is at fault here. If surface 
energy is included, the good value they have for the maximum temperature 
at which self-trapping occurs will be lost. 
Nonetheless, their having performed an exact minimization of the 
free energy with a Van der Waals description of helium permits us to 
judge the adequacy of our variational model for position self-trapping 
without surface energy. In this model, the Helmholtz free energy change 
which occurs when the interaction is turned on is 
OF (1) - 
y + Gs
3 
[Ta(y) - u(y)] 
pg 	Trs 
	 (6) 
where s, y, and z are defined as in previous chapters and where we use 
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These equations should be compared with Equation (17) of Chapter IV, 
and with Equation (6) of Chapter III. The procedure that we use to 
find the stable limit line is identical to the procedure we used to 
find the stable limit line for the electron problem with attractive 
helium-helium interactions but without surface energy, except that we 
must set AF/pg equal to -1 to locate the stable limit line, instead 
of setting it to +1, and that now sin(z)/z = 1 47, as can be easily 
seen by replacing g by -g in Equation (47) of Chapter II. We shall 
not repeat the procedure here, but will note that the value of z on the 
stable limit line turns out, once more, to be 2.121558. The resulting 
limit line is shown as the dashed curve in Figure 9. The error in 
temperature which has occurred because we have only approximately mini-
mized the free energy is only about ten percent: apparently our 
variational method can take the place of an exact minimization without 
much loss in accuracy. 
In an attempt to locate the source of the difficulty in these 
curves, we investigated the effect of changing the description of 
the bulk properties of helium, that is, we altered the equation of state 
of the gas. For fits to critical density and temperature, we calculated 
the stable limit line with our, variational model, for the lattice gas, 
and for the Van der Waals gas. These are shown in Figure 10: the solid 
curve corresponds to the lattice gas and the dashed curve to the Van 
der Waals gas. Comparing the variational model results for the Van 
der Waals gas, fit to critical pressure, , in Figure 9 with the results 
for the same equation of state, fit to critical density, in Figure 10, 
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Figure 10. Limit Lines for Van der Waals and Lattice-Gas Equations 
of State with Critical Density Fit. 
Curve a is the lattice gas limit line. 
Curve a' is an artificial continuation of the limit 
line, a. 
Curve b is the Van der Waals limit line. 
Curve b' is an artificial continuation of the limit line, b. 
Curve c is the lattice gas coexistence curve for the critical 
density fit. 
Curve d is the 'Van der Waals coexistence curve for the 
critical density fit. 
The crosses are experimental points obtained by . Manninen 
and HautojNrvi [1978]. 
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we find that the critical density curve peaks at both a higher tempera-
ture and higher density and, on the average, agrees better with the 
experimental points. For this critical density fit, the qualitative 
behavior of the curve begins to fail at high densities, where the tail 
of the curve starts to curve upward. This upward curvature is a 
necessary feature of the Van der Waals model of the self-trapped 
state. It is not hard to show that the slope of the limit line (1) 
 for this equation of state goes to zero at the jamming density. Com-
paring the limit lines for the critical density fits for the lattice 
gas and the Van der Waals gas (Figure 10) we find that the lattice gas 
curve peaks at a slightly higher temperature and density than the 
Van der Waals curve. More importantly, the high density behavior 
of the lattice gas curve is better. Although the limit line is too 
low for high densities, it parallels the experimental points and goes to 
zero with finite slope. We see that adjusting the jamming density to 
a higher value may permit fairly good agreement with the experimental 
points in this range of densities, whereas adjusting the jamming density 
for the Van der Waals theory will not similarly be helpful. This 
observation led us to abandon the Van der Waals gas in favor of the 
lattice gas. 
(1) 
Extended through the coexistence curve by pretending that the 
helium remains a uniform gas whose density is .the average density, p. 
Actually, of course, , the density outsfde the droplet will not be this 
average value, but instead will be one of the two densities that can 
coexist at the temperature of the system. 
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It is also worth noting the similarities between the curves of 
Figure 9 and Figure 10. All of these curves are deficient in the same 
way in spite of considerable variations in the equations of state that 
they represent. They all peak at densities which are much too low. 
This similarity suggests that the deficiencies in these curves do not 
arise from the equations of state which are used, but from some other 
factor, such as the use of a Fermi pseudopotential for the positron-
helium interaction or the neglect of surface energy or the neglect 
of the dependence of the interaction strength, g, on the density. 
Let us turn to a more successful theory, that of Stott and 
Zaremba [1977]. They minimize a Gibbs free energy and treat the 
positron-helium interaction with a pseudopotential, just as Manninen 
and HautojNrvi [1978] do. In addition, they include a surface energy 
term. The free energy that they use is 
1,2 r 
= - 	jer x* (r) v2x(r) + 	d3rEo (p(r)) I Ip(r) 2 	d3rf(p(r)) 
- p(p)fdr p(r) + 	j[dr 9(p(r))pp(r)I 2 	 (9) 
where 
2 





In Equation (9), E 0 (p(r)) is the potential energy at point r for the 
positron, p(p) is the chemical potential in the absence' of a positron, 
and f(p(r)) is the Helmholtz free energy density of the gas. The 
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term of Equation (9) involving g is the surface energy term. It is 
identical with the surface energy term obtained in Appendices A and B 
except for a missing factor of three in the last term of Equation (10), 
which we attribute to a typographical error. Stott and Zaremba use 
an empirical equation of state for f(p(r)) and for the determination of 
(3P/Dp) v,T and they evaluate the integral in Equation (10) by the method 
given in Chapter III, obtaining a function of the temperature. Mini-
mizing 	with respect to variations in p(r), they obtain 
IX(r)1 2dEodP(r) = [i(p(r))-p(p)] 	g(p(r))v 2p(r) 
gi(p(r)) Ivp(r)1 2 




p( f (p(r)Ve( )) 
pp (r) 
(12)  
Minimizing 0 with respect to variations in x(r), subject to the usual 
normalization constraint, they find 
2 
h 	,2 , 
- 
2m v xtr) + Eop(r)x(r) = ex(r) 
Before proceeding further, the positron potential energy E 0 (p( )) 
must be evaluated. To find the strength of the.pseudopotential that 
they will use, these researchers start with a realistic positron-helium 
(13)  
interaction, with the polarization part taken from Reeh [1960] and the 
repulsive core taken from Kestner, et al., [1965], and then scale the 
potential so that the consequent s-wave scattering length was equal to 
-.277 A, which they regard as the best theoretical estimate (Houston 
and Drachman [1971]). Applying to this potential an adaption of the 
positron pseudopotential method which Stott had developed with Kubica 
for positrons in metals (Kubica and Stott [1969]) and which is a modifi-
cation of a Wigner-Seitz calculation, they estimate the pseudopotential 
interaction to be 
) 	2 E0 (p(r)) = - 132.4 meV 	22
)(r) 3] - E
2 	
(14) 





where E2 varies from 14.08 meV to 3.22 meV as the temperature increases 
from 5 K to 10 K. In terms of the interaction strength g, this 
corresponds to 





varies from 2.256 x 10
-58 





the temperature increases from 5 K to 10 K. This interaction strength 
may be compared with the value g = 2.070 x 10 -35 erg-cm3 , which 
Manninen and Hautojgrvi [1978] use, and which we use also. 
At this point, after obtaining Equations (11), (12), and (13) 
and with all of the functions in them other than p(r) and x(r) 
carefully determined, it would seem that the next step is to solve 
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these equations exactly, which would befit the use of an empirical 
equation of state and the inclusion of the small density dependence 
of the positron-helium interaction strength. However, these researchers 
decline to do this, as do we. Just the same, it is worth pointing out 
that the solution of these equations can be attempted by the same 
method that we suggested for Manninen and Hautojarvi's [1978] equations: 
solve Equation (11) for x
2
(r) and use the square root of this expression 
in Equation (13) to obtain a differential equation for p(r), a solution 
for which can be sought numerically. 
Instead of solving these equations, Stott and Zaremba choose a 




I 	Y.' x(r) 	
Oar3 
exp 	: [) (16) 
which only involves one adjustable parameter, a. Given this wave 
function, they can numerically determine the corresponding density at 
any point r, through Equations (10) and (11) and their empirical equation 
of state, if they omit the surface energy term. If they now numerically 
calculate the first derivative of p(r) with respect to r, they have 
evaluated all of the expressions involved in Equation (9). Numerically 
integrating this equation, they find the value of Q that corresponds 
to the particular choice of a made. Varying a, they seek the minimum 
value of c that they can obtain with their variational model. They 
must repeat this procedure for many densities and temperatures as they 




shown as the dashed curve in Figure 11. 
Although the value that they find for the maximum temperature 
is too high, the density at which this peak occurs is not far from 
the experimental value, unlike the results previously reported in 
this chapter. They attribute their high values for temperatures to 
uncertainty in the positron-helium interaction strength, saying that 
a ten percent reduction in its magnitude would lead to the correct 
value for the maximum temperature. Since their calculation seems to 
have incorporated the features necessary to correct the deficiencies of 
the models previously discussed in this chapter, it is important to us , 
 to know just which of the refinements that Stott and Zaremba have made 
are responsible for the improvement, and which are inessential. 
In an effort to determine whether the inclusion of surface energy 




, 2 	 u* u 	2T (y- 




%, 	%7/2 2, 5 + H(T)v)g) y is (17) 
  
where H(T) is given by Equation (66) of Chapter III. Equation (17) 
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Figure 11. The Limit Line of Stott and Zaremba [1977] and that 
of the Lattice Gas Fit to Critical Density, Surface 
Energy Included. 
Curve a is the limit line of Stott and Zaremba. 
Curve b is the lattice gas limit line. 
Curve b' is an artificial continuation of the limit 
line, b. 
Curve c is the lattice gas coexistence curve for the 
critical density fit. 
The crosses are experimental points obtained by Manninen 
and Hautojarvi [1978]. 
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We shall perform the minimization by search, just as we did in Chapter 
IV for the electron problem with surface energy.
(1) 
This method will 
not be described again here. The resulting stable limit line for 
the lattice gas, fit to critical density and temperature, is shown as 
the solid curve in Figure 11. In Figure (12), we show, as functions 
of the average density, the droplet radius, Ro , and droplet density, 
p i , along the stable limit line for our variational model both with and 
without surface energy. 
The solid curve of Figure 11 represents a significant improvement 
over the solid curve of Figure 10. These two curves differ only in 
whether or not surface energy has been included. The poor qualitative 
behavior of the limit line of Figure 10 for low densities has been 





even the quantitative agreement is quite good. There is no such improve-
ment for high average densities, on the other hand, and none could be 
expected: since the surface energy is always positive in this problem, 
it can only lower the limit line and cannot improve it in a region 
where it is already too low. Indeed, so long as the jamming density 




), very little can be done 
to improve the high density side of this limit line, since the limit 
line must drop to zero Kelvin at the jamming density, while the experi-
mental points seem to be tending to a higher limiting value of the 
density. Figure 13 shows the effect on the stable limit line of 
(1)
We attempted to treat the surface energy perturbatively, but 
failed. The perturbation theory we used is developed in Appendix E. 
16 - 20 
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Figure 12. Variational Model Parameters on the Stable Limit Line 
for the Positron in Helium. 
Dashed curves correspond to the limit line with surface 
energy neglected. Solid curves correspond to the limit 
line with surface energy included. 
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. As is easily seen, 
the peak of these curves shifts toward higher densities and tempera-
tures as the jamming density is increased, while the agreement between 
theory and experiment is significantly improved in the high density 
region. Less noticeable is the drop in temperature at a specified 
temperature which simultaneously occurs in the low density region. 
Actually, the points in this region are not so much shifted down, 
as to the right, as the jamming density is increased; at a fixed 
density, this shift to the right looks like a decrease in temperature 
at low densities. 





to be about as good a limit line as our simple variational model can 
produce. As it stands, this line is about as good as Stott and 
Zaremba's, although they are not guilty of curve fitting, as we are. 
We could alter the positron-helium interaction strength in an attempt 
to improve the fit still further, but increasing this strength by ten 
percent only shifts the curve up by .4 K at its peak. This change is 
small because the surface energy term of Equation (17) also increases 
when the positron-helium interaction strength in increased, and this 
effect partially counteracts the large increase in temperature on the 
stable limit line that would occur otherwise. The larger effect which 
Stott and Zaremba [1977] attribute to changes in this interaction 
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Figure 13. Limit Lines with Surface Term for the Lattice Gas Fit 
to Various Jamming Densities. 
Curve a corresponds to the critical density fit: 
p* = 20.85 x 1021 atoms/cm3 . 
Curve b corresponds to p = 22 x 1021 atoms/cm3 . 
Curve c corresponds to p = 23 x 1021 atoms/cm3 . 
Curve d is the limit line of Stott and Zaremba [1977]. 
The crosses are experimental points obtained by 
Manninen and Hautojarvi [1978]. 
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the metastable limit line, which would help to account , for their 
curve's being too high. The metastable limit line in our variatonal 
model does turn out to be more sensitive to chahges in the interaction 
strength, but only by about 40 percent, so that even this increased 
sensitivity seems insufficient to account for Stott and Zaremba's 
result. Unfortunately, to explore this question properly, we would need 
to repeat their calculation, and we are unwilling to do this. 
We have checked the validity of the approximate force-balance 
relation in just the same way that we did for the electron problem in 
the last chapter. We examined the relative sizes of the two terms of 
the full force-balance relation. Equation (70) of Chapter III, at vari-
ous distances from the center of the-droplet for self-trapped states 
on the stable limit line. We examined the states for average densities 

















. The critierion that the term we have neglected 
by at least ten times smaller than the term we have kept was well met, 
except for a small region in the droplet for an average density of 
4 x 10
21 
atoms/cm3  . There, where the size of the variational-model 
droplet is 18.5 A, the criterion was not met for radii less than five 
Angstroms, and at one Angstrom the neglected term is nearly 40 percent 
of the term we have kept. Thus the limit line at this point is 
probably slightly too high, and for still lower average densities is 
probably considerably too high. If we do not place much confidence 
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in our results below 5 K in any case, (1) then in the range of 
average densities where we do have confidence in our predictions, 
the inclusion of surface forces in the force-balance relation would 
only affect the limit line for p between about 2 x 10 21 atoms/cm3 





Finally, we have calculated theoretical annihilation rate curves 
to be compared with the experimental curves of Figure 8. We use the 
formula of Manninen and Hautojgrvi [1978], 
X = TIT2 c Zeff  Id
3r p(r) x2 (r) o  (19) 
where X is the annihilation rate, r o is the classical electron radius, 
c is the speed of light, and Zeff is the effective number of electrons 
per atom seen by the positron. Manninen and Hautojgrvi state that Z eff 
 depends in helium only very weakly on the density (Hautojgrvi, et al., 
[1976], Fox, et al., [1977]) and assign it the value of 3.5, which we 
adopt here. Using the square-well density profile and wave function 
from our variational model, the integral of Equation (35) may be 
evaluated, so that Equation (35) becomes 
	
3 	p4 (1-sin(2z)/2z) + p(-sin
2
ztan(z)/z) 




(1) Because of the high temperature expansion that we used in 
deriving our expression for the surface energy, and because we use a 




Using values for p i and z obtained from the minimization by search 
method that we employed for our model with surface energy and with 
p
* 




, we evaluated Equation (36) for the annihila- 
tion rate as a function of density for temperatures of 5.7 K and 7.2 K. 
To find the effective annihilation rate, we took it to be a weighted 
average of the annihilation rate just found and the free particle 
annihilation rate; the weight factors were the relative probabilities 
that each type of state occurs, as calculated from their known free 
energies. In the case of the 5.7 K annihilation rate, the self-trapped 
state was overwhelmingly probable once the stable limit line was 
crossed. In the case of the 7.2 K annihilation rate, the self-trapped 
state in our model never gets very far below the limit line and the 
free-particle annihilation rate makes a contribution almost every-
where. The resulting curves are shown in Figure 14. The qualitative 
behavior of both curves is good; in particular, the relative constancy 
of the annihilation rate once the self-trapped states come into play is 
evident, and the estimations of the onset of the self-trapped state 
are fairly good. The increase to self-trapped values for the 5.7 K 
curve is too rapid, and is reminiscent of similar results obtained 
in electron mobility calculations. In the Introduction, we attributed 
to the neglect of fluctuations near the limit line the failure of the 
bubble model to account for the gradual drop in mobility to self-
trapped values that is experimentally observed. We may attempt to 
account for the overly rapid increase in annihilation rate for 5.7 K 
in the same way. This neglect of fluctuations may also account for 
5 
	





e [1021 atoms[cm3] 
Figure 14. Calculated Annihilation Rate 
The dots are experimental points obtained by Manninen 
and HautojNrvi [1978]. The solid dots are experi-
mental points for T = 5.7 K, while the hollow dots 
are experimental points for T = 7.2 K. 
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the poor quantitative agreement for the 7.2 K annihilation rate curve, 
since in our variational model, the 7.2 K curve is everywhere close to 
the limit line. Of course, some error has been introduced in our use 
of variational model expression for p(r); we could have calculated the 
p(r) that corresponds to our given wave function, as we had to do when 
checking the force-balance relation, and used this function for p(r) 
instead, numerically integrating Equation (35). Such a calculation is 
contrary to the spirit of this thesis, however. We prefer to use the 
variational model functions unless it is necessary to do otherwise. 
With this calculation, we leave the self-trapped positron. In 
the next chapter, we shall review what we have found in the thesis and 
make some recommendations for further work. 
124 
CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
Conclusions  
In this section we shall review what we have done. At first, 
we shall make a few comments which are not specific to either the 
electron self-trapping probleM or the positron self-trapping problem. 
Subsequently, we shall have some specific remarks to make about each 
of these problems. 
We have invented a simple variational model which can be 
applied to both electron and positron self-trapping in helium gas. 
This model seems to compare well with exact minimizations of the free 
energy in those versions of these self-trapping problems where exact 
minimizations have been performed. A major virtue of this variational 
model is its ability to accommodate a fluid which is described by a 
full equation of state without becoming difficult to use. This permits 
us, for the electron problem, to go beyond the second-virial-coeffici-
ent approximation with which previous researchers have stopped. In the 
positron problem, a full description of the bulk interactions of helium 
is essential, so that this feature of the variational model is essen-
tial if it is to be app lied to positron self-trapping. So long as the 
free energy change per unit volume of the gas can be written as a 
function of the local gas density, our methods can be applied. In 
particular, an empirical equation of state may be employed, if the 
researcher so desires. We have chosen instead to use an approximate 
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equation of state, the so-called lattice gas equation of state, and have 
found that this equation of state is quite adequate for reproducing the 
qualitative features of the stable limit line in positron self-trapping 
in helium and, with a little adjustment in the parameters of this equa-
tion of state, the quantitative features as well. We presume that it 
consequently works well for electron self-trapping as well, although 
the experimental information required to check this assumption is cur-
rently lacking. The superiority for helium of the lattice gas equation 
of state over the Van der Waalsequation seems to have been generally 
overlooked and deserves to be pointed out. 
We have developed an approxiMate expression for the surface 
energy of a bubble or droplet involving the gradient of the pressure 
inside the surface. Stott and Zaremba [1977] have previously developed 
an essentially identical form. We have simplified the application of 
this surface energy term by using an approximate force-balance relation, 
whose validity we have subsequently checked self-consistently. The 
use of such an approximate force-balance relation is apparently novel, 
but cannot be applied at very low temperatures, since at such tempera-
tures, this approximate force-balance relation loses its validity. 
In the specific case of electron self-trapping, the surface 
energy seems to play no significant role in the determination of the 
stable limit line, although it does noticeably affect the character of 
the state which occurs on that line. Much more important in this 
problme are the bulk helium-helium interactions, particularly the 
repulsive interactions between helium atoms. Inclusion of these 
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interactions through the lattice gas equation of state results in 
dramatically different behavior for the limit line at high average 
densities than occurs when an ideal-gas or second-virial coefficient 
approximation to the equation of state of the helium is used. Thus 
we are enabled to make the novel prediction of a second mobility 
edge, other than the one which has previously been observed, and have 
estimated experimental conditions at which this second mobility edge 
can be found, along with the mobility change that should occur there. 
In the positron self-trapping problem, on the other hand, the 
surface energy is important, even though it generally is less than 
ten percent of the remainder of the free energy of the system. This 
importance is not generally recognized by researchers in this field 
and deserves to be pointed out. Respectable agreement with the 
experimental limit line for positron self-trapping cannot be obtained 
unless this term is included; with such an inclusion, our variational 
model gives agreement with experiment as good as any other theory 
put forward to date, with considerably less computational effort that 
these other theories require. 
Recommendations  
The remarks in this section will not generally be specific to 
either of the two problems we have considered. When restricting our-
selves to a particular one of these problems, we shall give the reader 
appropriate warning. 
An improvement on the theory of this thesis can be immediately 
made with little effort. The approximate equation of state which we 
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have used may be replaced with an empirical one. This may be of some 
utility in the positron self-trapping problem. By eliminating 
inaccuracy in the equation of state, other deficiencies in our theory 
are brought into sharper focus. In particular, the role of the 
positron-helium interaction strength can be investigated, and the 
sensitivity of the stable limit line to changes in this interaction 
strength can be explored: after introducing an empirical equation of 
state, we may see whether or not the dependence of this interaction 
strength on density is of importance. In the electron problem, the 
use of an empirical equation of state has a more practical application. 
Our estimate of experimental conditions at which the second mobility 
occurs is necessarily crude, because we cannot tell, a_priori, just what 
choice of the parameters in the lattice gas equation of state is 
appropriate for this problem; we have arbitrarily used the critical 
density, critical pressure fit. With an empirical equation of state, 
this uncertainity can be eliminated, and an accurate estimation of 
these conditions can be made. 
One class of applications of this theory will probably already 
have occurred to the reader. This theory may be applied to electron or 
positron self-trapping in host materials other than helium gas, and 
it may be applied to the self-trapping of quantum mechanical particles 
other than electrons and positrons. In the latter area, the self-
trapping of positronium in liquid helium comes to mind. The inter-
action between positronium and helium arises principally from the Fermi 
exclusion forces between the electron in the positronium and the 
electrons in the helium atoms, just as was the case for a simple 
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electron in helium; there is thus great similarity between these two 
problems. Of course, the equation of state that we have used will 
have to be replaced by one adequate for the description of a quantum 
mechanical fluid, but this replacement presents no difficulty for 
our methods. More significant is the expected failure of our approxi-
mate force-balance relation, which will probably be useless. Our 
surface energy term in general, involving the gradient of the pressure, 
is questionable below the critical temperature and should be replaced 
by another expression appropriate to the low temperatures of liquid 
helium. The nature of the surface energy is an area of study in its 
own right, and will be mentioned later as an area of study suggested 
by the work of this thesis. 
If self-trapping 'of electrons and positrons in host materials 
other than helium gas is of interest, an application or our variational 
model may be attempted. All of the concerns that have arisen in this 
thesis will be important for these other host materials, so that many 
interesting questions present themselves. For the host material of 
interest, is the Fermi pseudopotential an adequate approximation for 
the interaction between the - host atoms and the introduing particle? 
Since the polarizability of almost all atoms is greater than that of 
helium, the answer to this question may not be Yes. Can the lattice-
gas equation of state, or the Van der Waals equation be used, or must 
another description of the bulk interactions of the host atoms be 
employed? Is the variational model itself adequate? With host atoms 
of high polarizability, the electron bubble will in principle be 
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surrounded by a region of excess density, since host atoms will be 
drawn in toward the electron by long-range polarization forces. Such 
an excess density "lip" around the electron bubble is not represented 
in our variational model. Can another tractable variational model be 
found which includes such a lip? Does the inclusion of such a lip 
noticeably affect the limit line for a very polarizable host material? 
Even if we assume that the approximate form that we have for the surface 
energy, involving the gradient of the pressure, is adequate, we have 
still to worry about the use of the approximate force-balance relation 
for each new host material. If it is not adequate, can the complicated 
full force-balance relation be simplified to give a useful approxima-
tion that is adequate? Can a way be found which includes the surface 
energy in the form involving the gradient of the pressure without 
invoking the force-balance relation at all, but which still only 
requires relatively simple calculations? These seem to us to be 
interesting questions. 
As noted in the Introduction, electron mobilities have been 
measured in neon, nitrogen, hydrogen, argon, and krypton. We may 
attempt to apply our theory to any of these and discover whether or 
not it predicts a second mobility edge for electrons in any of these 
gases. If it does, we may estimate experimental conditions at which 
this mobility edge occurs, or if we prefer, attempt to experimentally 
observe such a mobility edge in any of these gases. 
Positron annihilation rate experiments have been carried out 
in He
3 , neon, and argon, as noted in the Introduction. Application 
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of our theory to He3 is especially attractive, since the experimental 
coexistence curve for He 3 is even more symmetrical than that of 
ordinary helium„, indicating that the lattice gas may work extremely 
well for He 3 . Many of the questions that we have to answer when 
applying our theory to a new host material have, for He
3
, already been 
answered in our treatment of ordinary helium, so that our theory should 
be straightforwardly applicable to this new situation. Manninen and 
Hautojgrvi [1978] have applied their theory to positron self-trapping 
in He
3
, and their resulting limit line suffers the same general 
deficiency as the one they obtained for ordinary helium. The inclusion 
of surface energy by our methods should provide significant improvement. 
For positrons in neon, Canter and Roellig [1978] observe no evidence of 
self-trapping. Would our model predict this? In argon, these same 
experimentalists found that self-trapped states form below 170 Kat a 
density about one-sixth the critical density of argon. If the peak in 
the limit line falls near the critical density (we see no compelling 
reason why it should) the maximum temperature at which self-trapped 
states may be found may be as high as the 400 K that Manninen and 
Hautojgrvi [1978] predict. What would our sort of calculation give? 
Can positrons self-trap in argon at room temperature? Since the surface 
tension of argon in equilibrium with its vapor is about 100 times as 
large as the surface tension of helium in equilibrium with its vapor, 
we might expect that the surface energy, which Manninen and Haurtojgrvi 
neglect, will play an even more important role for argon than it does 
for helium. We must carry out the calculation to know for sure. 
We have two experimental recommendations to make. One of them, 
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of course, is the location of the second mobility edge for electrons 
in helium, if this mobility edge in fact exists. The other experiment 
is for positrons in helium gas. By examining the correlation between 
gamma rays emitted when the positron annihilates, direct information 
may be obtained about the momentum distribution of the positron at 
the time of its annihilation. This information is available because of 
the conservation of momentum: the total momentum of the gammas produced 
in the annihilation event must equal the sum of the momenta of the 
electron and the positron which annihilated. Such an experiment has 
already been carried out for positronium bubbles in liquid helium 
(Hautojarvi, et al., [19766])and the consequent momentum distribution 
of the positronium in its self-trapped state calculated. Such an 
experiment is far superior to an annihilaton rate experiment for 
ascertaining the success of a variational model. The annihilation rate 
experiment primarily gives information about the conditions under which 
the self-trapped state forms. These conditions depend basically on 
the free energy of the self-trapped state. As is well known, the energy 
of a state, found by a variational calculation, is relatively insensi-
tive to changes in the state function; it is precisely for this reason 
that crude variational calculations are useful for finding ground 
state energies. The gamma-gamma coincidence experiment that we suggest, 
on the other hand, provides direct information about the state itself, 
and thus provides a much more sensitive check on our extremum state 
than the annihilation rate experiments that have already been carried 
out. 
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Finally, we would like to note several areas of our theory 
which require further basic work, all of which relate to the surface 
energy. In deriving our basic surface energy term, involving the 
gradient of the pressure, we have used a linear theory to describe the 
response of the gas to an external perturbation. In principle, this 
use of alineartheory is wrong. For example, if the density in the 
bubble surrounding a self-trapped electron is already essentially 
zero, no increase in the perturbing force can reduce it further, while 
a reduction in this force can permit the density in the bubble to 
increase. For the positron, a similar situation exists near the 
jamming density of the gas, where it is much easier to reduce the 
density than to increase it. A linear theory cannot cope with such 
behavior. What is needed is a non-linear theory which can treat 
such situations, while remaining tractable in some useful approxima-
tion. Such a strictly set problem may have no solution; but its 
investigation could prove to be a rewarding project. In any case, it 
seems that the determination of the conditions under which our linear 
theory is valid will have to wait on some treatment of the non-linear 
aspects that we have neglected. 
A more straightforward improement of our treatment of surface 
energy has to do with the density gradient expansion, of which we have 
kept only the lowest order terms. To improve this approximation we 
need to include higher order terms. It appears that doing this will 
introduce higher order terms in the q
2
-expansion of x-1 , for which 
terms useful expressions must be found, and will also introduce 
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higher order derivatives of the density. If these corrections can be 
incorporated in a way that leaves the minimization of the free energy 
tractable, then it would be possible to directly gauge the importance 
of these higher order terms to self-trapping problems, and to deter-
mine the conditions under which our low order approximation is adequate. 
As for ourselves, the brief study of the full force-balance 
relation which has been necessary in this thesis invites the most 
interesting line of inquiry. While accomplishing the goals which we 
set for ourselves, we have not had to truly come to grips with the 
nature of the surface of a bubble or a droplet, or with the play of 
forces inside such a surface. This play is both subtle and complex: 
the force per unit volume which the surface effects induce depends on 
derivatives of the density as high as the third order. We do not 
understand at all the elementary physical processes which give rise to 
such dependencies. At the radius of the droplet, where the wave function 
in our variational model has discontinuities in its derivatives of 
higher than first order, the surface tension force (1) in our model not 
only changes dramatically, it changes sign. Outside this radius the 
surface force is toward the center of the droplet, inside this radius 
the force is away from the center. If the density profile in our 
variational model were smoothly varying, so that all the derivatives 
of the wave function would be continuous (the physical situation), would 
a sign change not occur? or must the presence of the intruding 
(1) By this force, we mean the force that is exerted on a volume 
element of the fluid within the surface, and that arises from the non-
uniformity of the fluid within the surface. 
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particle necessarily force the density profile into a form that 
causes the surface to change sign as the distance from the particle 
is increased? Does the surface force on a volume element in a free 
surface change sign from one point to another? Why, in terms of basic 
physics, does the surface force change sign at all? We expect much 
time in the future exploring these and relating questions, and enthusi-




A LITTLE LINEAR RESPONSE THEORY 
In linear response theory, the density fluctuations produced 
by a perturbing force are simply related to that force. If the per- 
turbing Hamiltonian is 
HP = jrd 	p(it)V(it) 	 (1) 
and the p(?) are thought of as generalized coordinates describing the 
fluid, then 
F P(;') - 	HP 	 - V(') 	 (2) 
6p(P) 
is the generalized force, corresponding to the coordinate p( 2), 
produced by the perturbation. The connection between Agil) = p(il) - p 
and FP(1) is given in linear response theory by 
AP(r) = .1d3r 1 	 (3) 
This equation assumes a simpler form if its Fourier transform 
is taken. One finds 
	
AP = X4- 	F 9- 














x(r-iti) - J(2703 	 (7) 
If we presume that x(; -;') only depends on the distance between 
and r*, Equation (4) may be written as 
AP+ = x Ff 
9 	9 9 
	 (8) 
The linear response theory will be presumed to be valid for all com- 
P 	 4. 
ponents of AP÷ and F÷ except the q = 0 component. This restriction 
is necessary because of the normalization conditionprAP(r) = 0: 
jrd 	 ( c12370 	i .; 	= A 4- 	 o 	(9) pr ___a_ Ap Pq 3rAp(r) - ÷ _  
Although any -4 # 0 component can be arbitrarily varied without dis-
turbing the normalization condition and linear response may , be 
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presumed to hold for that component, the " 4q' = 0 component cannot be 
varied. When the time comes to find the work done by the external 
force, F
o
(r), we shall recall that its q = 0 component does no work. 
Equation (8) has a simple physical interpretation. If F P (;) 
is a sinusoidal function of wavenumber q, then Equation (8) says that 
the resulting Ap(;) is also a sinusoidal function with the same 
spatial dependence and the amplitude of 1p(r) equals the amplitude of 
Fl° (-*) times x
q 
 . We want to find the work done by each of the sinu- 
soidal components of F 3 (;) as the interaction is turned on; the sum 
of these will be the total work done by FP (r) and will, by the conser-
vation of energy, be the change in the energy of the system due to the 
distortion which 01° (r) produces. 
If we want to find the work done when the generalized coor- 
dinate P' increases from zero to its final value as the interaction is 
turned on, we need to find the generalized force 	that corresponds 
to P+ : 
	
F12- 	S4 	op = - 	- Sd3r p(;)11(t") q p+  (10) 




The work done for the coordinate P4- (4. # 0) is just 
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Equation (11) gives 
AP-4. 




and the use of Equation (8) yields 
Ap4 	, 
W - 	
1 	Jr , X_ 	
sql 
Q (270 	0 
or 
1  1  AP; AP4 W+= 2 	3 
(27) 
for the work done by the generalized force F
q
$  (q # 0). 
The Fourier components are independent, so the work done by 
the corresponding generalized forces add to give the total work done: 
3 App Ap 










Here the ' on the integral means that the CT = 0 component "term" is 
omitted. This prime may be safely dropped, since the integrand for 
q = 0 is finite even if Ap+ # 0 and since the point 	= 0 is of 
q=0 
measure zero. Dropping the prime and taking the inverse Fourier 




3 	-1q-(r 1 -r) 
W = :12- fd3r fd3r' 	r_q e  
(27r) 3 	xq 	
APMAprr) (17) 
This expression gives the change in the free energy of the system which 
occurs when the distortion Ap(r) is quasistatically induced in it. If 
the free energy of the system before the distortion was induced was 
F
o
(q), then the free energy of the system after the distortion is 
d3o 	 4- F = F
o 	2 
I fd3rid3r 1 	 Ap(r)Ap(r') (18) 
(2w) Xq 	i/ 




DENSITY GRADIENT EXPANSION OF THE SURFACE ENERGY 
We need to reduce Equation (18) of Appendix A to a useful form. 
In order to do this, we perform a density gradient expansion of Aar') 
about the point r. We write 
2 
Ap(r I ) = Ap(r) + V(A p (0 	 1J ) + 	R.R. ar. 
;
ar  Ap(r) (1) . 
i,j 	
1 	J 
where R = r' - r. Inserting Equation (1) into Equation (18) of 
Appendix A, and letting 
. 




J (2•0' 	 Xq 
(2) 
we find 
F = F0 + f ir d
3 - 
r Xq1=o [4(r)32 
1  
+ 1 j' d3rid3R x -1 (R) Ap (t) [V (Ap (r):1q] 2 
2 
4 
Z Sd3r isd 3R x -1 ( _ ) 
li Ap(r)R.R. 	° A (r) 1 j 8r 8r• Ap(r)  1 j 
The second term vanishes from symmetry. In any application to which 
(3 ) 
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we intend to apply this equation, Ap(r) will always either have 
spherical symmetry or vary in one dimension only, so Equation (3) 
equals 
- F = Fo + 




c) [A p (r), 2 
2 
-4- 
1 2: d3R x-1 (D)D2f d3., Ap(r) a 2 Ap(r)  
i 	 ar. 
(4) 
In the spherical problem, we may convert the last term of Equation (4) 
to 
fd3 R 	(R)R2 f d3r Ap(r) -2-2- Ap(r) 
ar 
or 
4.1d R x-1 (R)R2 j1d3 rIVp(R)1 2 
where we have used 17( Vp(r)) = V(r) and the spherical symmetry of p(r). 
Now from Equation (2) we may write 
ird3R X-1(R)R2 	_ jrd3R r1:61._ I/ -1 a2 
	










Integration by parts gives 
2 -1 
ird3Rx-1(R)R2 - aq 
q=o 
(9) 
   
Using the definition g = (a 2  xq 1  /aq)/2, the q 2-coefficient of a small-q 
expansion of x
-1
, we may combine Equations (4), (6), and (9) to write 




(21=0 [ AP (r)]
2 	1 
+ d3 r g Ivp(r)1 2 	(10) 
If we define a free energy density f(p) = F/V then we may use the 












-2- 1 $d3r g Ivp(r)1
2 (12) 
Now the first two terms of Equation (12) are just the first two non-




F =jrd r3f(p(r)) = Jd 3r [ f (p) 
I 
Ap(r ) 











Since we shall consider large density variations in the self-trapped 
state, we need to replace the low order terms in this expansion present 
in Equation (12) by the entire series. We write 
F =5d
3rf(p(r)) + 	g Ivp(r)1 2 
	
( 1 4) 
Equation (14) is identical to an expression used by Stott [1977] for 
positron self-trapping in helium. We intend to work with the free 
energy change that occurs when the system departs from a uniform 
density, so let us subtract from Equation (14) the value it has for 
a uniform density. 
AF = ,id3r[f(p(r))-f(p)] + 2- .f d3rgIvp(r)1 2 1 
	




AF = 1, d
3
r Af(p(r)) + 
2 
3 r g 1Vp(r)1
2 
(16) 
Before we can use Equation (16) we must reduce it to a useable form by 
obtaining an approximate expression for g, which in general will 
depend on the density, temperature, and equation of state of the gas. 
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We loosely fOliow the procedUre:of Stottf[1977]. 
Let us begin (1) by writing down a more general version of 
Equation (3) of Appendix A. 
	
AP(11" ,t) = ,fd3r 1 urd 3t 1 x (r-rF,t-t')F P (rt,t) 	 (17) 
If the applied force in this expression is not time-dependent, but 
instead is constant, Equation (17) reduces to 
Ap(fl = .1d 3r 1 x(r-r',w = 0)F P (r') 	 (18) 
where x(r-r'0) = jrdT e iWT X(r-r' ), so we see that the x q of Appendix 
A is x(q, w=0) in the more general context of this appendix. 
Since, physically, the system cannot response until a perturbing 
force has been applied, the x(r-r',t-t') of Equation (1) must be zero 
whenever t < t'. The reader may recognize this x as the retarded 
Green's function for the system. As is well known (Fetter and Walecka 
[1971]), the retarded Green's function may be written as 
X (r-r', t-t') = 	e (t-t') <[pA(r,t),(C(ri,t) 	 (19) 
where e(t-t') is the Heavyside step function, the P's are second 
(1)
The reader may usefully refer to (Martin [1968]) in this 
section, but must be careful: we have followed Van Hove [1954] in 
defining quantities that we shall use (except for normalizing the 
dynamic structure factor in a more standard way). Martin uses 
different definitions. 
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quantization density operators which evolve according to the 
unperturbed Hamiltonian of the system, and where<A> means trace 
{exp(-H/kT)A} where H is the unperturbed Hamiltonian. 
Because the Fourier transform 
X (r-r',w) = rdTe iwT 
X( r-ri  2T ) 
	
(20) 
is analytic in the upper half of the complex plane, it follows that 
x ( r- r 1 , w ) = zi m Jr _IL x ( r-r ', w ) 
71. 
 
w ' -w- ie e40 
(21) 
where x"(r-rl,w) is the imaginary part of x(r,r 1 ,w). x"(r-r') is the 
Fourier transform of 
x"(r-r 1 ,t-t') =;,1—r-<[p(r,t),;(r',V)]> 	 (22) 
Now we are prepared to relate x"(r-r 1 ,t-t') to G(r,r',t,t'), 
the generalized pair correlation function of Van Hove [1954], which 
is defined by 
G(r,r 1 ,t,t 1 ) = l<P(r,t)P(r 1 ,t 1 )) 	 (23) 
for a system with translational invariance. Comparing Equations (21) 
and (22) we write 
  
  
X "(r-r 1 ,t-t') = -Q- [G(r,r 1 ,t,t 1 ) - G(r',r,t',t)] 211 (24) 
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so that Equation (20) becomes 
x(r,r 1 03) = OM 
e.440 
w' G(r 9 	9 r' w') - G ,r,-w 1 ) (25) 
  
Since G(r,r',w) satisfies the Fluctuation-dissipation theorem (Pines 
and Nozieres [1966]) 




X(r-r',w=0) = tim a $ w' (1-e




The next step is to make a high temperature expansion of the exponential 
in Equation (26). This may seem odd, since the theory we are developing 
will be applied to helium at temperatures as low as 5 K, but arguments 
are made in Chapter III to support this approximation. Expanding the 
exponential and keeping only terms of up to the second order in 1/kT, 
we find 
2 




= kT' G(r,r',t=0) 	
0h 	dw l , 
w





x(r-r' ,w= o 
Since G(r,r',t=0) equals <p(r)p(r . )>/p, it is related to'the pair 
correlation function, g(f). Given that there is an atom at stime point, 
g(?) is the probability of finding another atom a displacement f from 
that atom. Van Hove [1954] shows easily that 
G(f,f',t=0) - 63 (r-r') + pg(f-P) 	 (30) 
So letting R = 	and taking the spatial Fourier transform of 
Equation (28), (1) we may write 
x(q,w1= 0) = gi d 3 Re-i4.-F1-(6(R) + p[g( )-1] + p) 
p h 	jr. dw' w.s(a ) 
2(kT) 2 27  
(31) 
Now we use the sum rule (Marshall and Lovesey [1971]) 
dw' 




Conventionally, the spatial Fourier transform of G(t,t') is 






is the mass of a helium atom. This term will turn out to 
be a small quantum correction. It arises from the partial localiza-
tion of helium atoms due to a density variation that is periodic with 
wavenumber 4. In the first term,  in Equation (30), we expand the 
exponential. Since our "desire is to find the q
2
-coefficient of x-1 q 
we need keep no terms of higher order. We obtain 






The S 3 (q) term is unphysical; it can apply only in a truly infinite 
system and thus cannot physically contribute. All the terms but the 
last two form the --q" = 0 component of x(qp=0) = x
q 
xq=0 can be 
written in another form that is better for our purposes. It is easy 
to show using a force balance argument (Pines and Nozieres [1966]) that 
Do 
Xq=o =P [aP) 
V,T 





_ 02  fd RR (g(R)-1) - 4M kT - ( 








X " q X q 
h2  + 
4M kT] 
1 	2 -1, 	2 1 
so g = X q / 9 c1 I 
q=o 










Equation (14) of Appendix A and Equation (36) of this Appendix are those 
employed by Stott [1977] (1) to treat the problem of positron self-
trapping in helium. 
(1) Actually, in (Stott [1977]), the term corresponding to the 
last term in Equation (37) lacks the overall factor of three we have. 






EVALUATION OF SURFACE ENERGY 
FOR THE VARIATIONAL MODEL 
Using Equations (56) and (58) of Chapter III, we write 
AF 
or for the variational 
= H(T)g2 AF 
= H(T)g 2  j',32/ I 	2/ N
t a rp 	r) Vx )1 2 









2 Ivx2 (HI 2 + 47p 2 Jr surf 	12kT 




1 Ro r < Ro aR3/2 	r Ro 
sin z 
aR3/2 	
r > R0 
o Ro 
e
z cotz(I: - Ro 
	1. 
(3) 




In this calculation we will take z to have the value it would 
have on the stable limit line without the surface term, namely 
z = 2.121558. (1) Of course, once the surface term is included, the 
value of z on the stable limit line will shift, but, in general, it 
will not shift so much that our estimate of the surface energy is 
much in error. 
Using these expressions, after some manipulation Equation (2) 
may be written as 
2z3 [ 
AF 	= 	 p surf 3kTa4Ro 
 
a a 1 n- 	COS n 














These integrals may be evaluated numerically. 	For z = 2.121558, the 
first integral equals 0.173179 while the second equals 8.78664 x 10 -4 . 
This second value is so small that the term in which it appears may be 





= 4 . 0682 x 10
14 H(T) 	2 "i 
(TrK) g R 
(6) 
(1) This value always occurs for the stable limit line without 
surface energy, regardless of whether electron or positron self-trapping 
is being considered. 
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MINIMIZATION, OFF OF THE STABLE LIMIT LINE, 
OF FREE ENERGY WITH ATTRACTIVE 
HELIUM-HELIUM FORCES INCLUDED 





+ y + Gs 3  Ta(y) - ulY)] (1)  
This is our approximate expression for the free energy of a self: 
trapped electron in helium with the repulsive and attractive forces 
between helium atoms included, but with the surface energy omitted. 
The quantities a(y) and u(y) are given by Equations (4) and (18) of 
Chapter IV. The quantities s, y, and z are related by Equation (2) 
of Chapter IV, 
sin(z) _ 	1 
17W777 
and as before, we shall use the definition 
(2)  
b(z) - sin z 
	
(3) 
The condition a (AF /p g) /a s = 0 gives 
-2z(z + b(z)/b'(z))/Ir 2 s 3 + 3Gs 2 [1-6(Y) - y(y)] = 0 	 (4) 
and the condition a(AF/pg)/ay = 0 gives 
z b3 (z)/b 1 (z) + 1 + Gs
3 
[Ta 1 (y) - u'(y)] = 0 
For the electron problem, the stable limit line occurs whenAF/pg = 1. 
Let us subtract one from both sides of Equation (1) and multiply 




. We obtain 
72s 
2fLE 
 - 1 ) =z 2 - 72 2 (1-y) + 7 2Gs 5 [Tu(y) - u(y)] 
Pg 
(3)  




1 — =Z2 
	1 - 7
2
' Gs 	T(y) - u(y)] 	 (.7) -) 
 
or using Equation (4) to eliminate the term involving G, we may write 
this as 
s 2 = z
2  	1
-7 + 
2z(z + b/b 1 ).} , 
it
2 (AF 
3 	t 	pg 	I 













Thus, if we specify the value of AF/po for which we want to 
find solutions (AF/pg # 1) Equations (7) and (9) give s and y as 
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functions of z. In other words, at a specified value of AF/pg, all 
the variables in the problem are functions of the single variable, z. 
Now solving Equations (4) and (5) for G and equating these two values 
for G, we find an equation that can be solved for T. The resulting 
expression for T is 
3 
u(Y) + u l (y)( z(z + id/ Tr2 s 2 f1 + z 
T - 3 a(y) + a , (y) 	z z 	b i 4r2 s 2 	z 
This is the same result that we obtained in Chapter IV for the case 
AF/pg = 1. Through Equations (8) and (9), Equation (10) gives us T as 
a function of z. Taking the solutions of Equation (5) for G and using 






), we may write an equation 
for a calculated value of p, which we call Pcal: 
. 5 2 11( 474kb3i) 	u , (y)  - To'(y))] 
Pcal 	2m 	3g5/2 	1 	z b3 
,2/3 
The value of cal depends only on z, because of Equations (7), (9), 
- 
and (10). Thus our prescription for finding the extremum of Equation 
(1) for an arbitrary free energy (AF/pg # 1) is almost the same as 
the one given in Chapter IV for the case AF/pg = 1. In this version, 
we first specify the value of the free energy that we wish to find at 
the extremum (Actually, we do this in the other version as well: there 
(10) 
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the choise is always AF/pg = 1). Then, given the jamming density, p 
for the lattice gas, we choose the average density, p, for which we want 
* 
to find an extremum. We may then calculate the parameter y which 
appears in (y) and u(y) and proceed with the minimization. Equation 
(11) gives a calculated value of p calledPcal which is a function of z 
only. We seek by varying z
(1) 
to find a zero of 
cal (z) 
- p= 0 
	
(1 2) 
The resulting value of z must correspond to the extremum state. Given 
this value of z, we may calculate values of s and y through Equations 
(7) and (9) and the value of T through Equation (10), and have thus 
completed the minimization problem. 
If it is desired to perform this calculation for positron 
self-trapping instead of electron self-trapping, only a small modifi-
cation is necessary. In the positron problem, the +y term of Equation 
(1) is replaced by -y, the free energy on the stable limit line is -1 
instead of +1, and Equation (2) is replaced by 
sin z _ 	1  
z 	sfy:T 
	 (13) 
(1) It is useful to evaluate the second derivatives of 
tF/pg at the extremum, so that one can be sure that a minimum has 
been found. 
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The only alteration we must make in procedure when we solve the 
positron problem is to subtract -1 from AF/pg when we reach the point 
just before Equation (6), instead of subtracting +1. Otherwise the 
procedure is identical. 
APPENDIX E 
A PERTURBATION THEORY 
In this appendix, we develop a perturbation theory which can be 
used to include the effects of surface energy (as a perturbation) into 
the problem of minimizing the free energy of a self-trapped electron 
in helium. This perturbation theory fails for the corresponding 
positron problem unless carried out to very high orders. We write 
for the total free energy 
A F
T
(s,y) = AF(s,y) + aV(s,y) 
	
(1) 
Here AF(s,y) is the free energy change in the absence of the pertur-
bation and V(s,y) is the perturbation. The quantity a represents the 
strength of the perturbation and we shall use a as an expansion 
parameter. At the extremum of Equation (1), the values of s and y 
depend on a, so we denote these values by s a and ya. The free energy 
















and at the extremum, we must have 
as AF
T 
 (s a,yet) = 0 	and 	!;7AFT (s ot ,ya) = 0 
     
(3) 
   
      
      
      
      




	T 	, 	a 	I,s,Y %I AF ,y ) = — k) 
	






AFT(saa 	ay ) = AF
T 
 (s,Y) 
s , a y a 
(4) 
We wish to expand these extremum conditions in powers of a. 
We write 
sa 	+ as 1 + a
2 s 2 + 
Ya = Yo 	aY1 	a
2 







a ) = AF
T (so  ,yo  ) + AF1(so,yo)(sa-so) + 





2 (soao ) Yet -Yo 
2 
where 
T, 	 T,s,Y NI ) - 	k) AF ks 'Y 	- 1 0 as 
a 
so,Yo 
• • • 
F2(s o ,Y0 )(Yet -Y0 ) 




s , oy o 
et cetera. Using Equations (2) and (5), Equation (6) can be written 
T, 




[AF1(so'yo)s2 + AF2 (s o 	2 o )Y 2 	- o o AF11 (s 'Y )s l 








o)slY1 + - AF22 (s o ,Yo )Yl
2 
 + Vi (s o ,yo )s i 









] 1 + a 2 [
AFT ] 2 
+ 
Henceforth, we shall often use a superscript (0) to indicate that a 
function is to be evaluated at (s o  ,yo  ); for example, 
AF (0) = DAF(s 
o 
 ,yo  )/as. Now we perform this expansion in Equations 1  
(5) as well and require that the coefficients of different powers of 
a vanish separately, since a is a small but otherwise arbitrary 
parameter. The resulting equations are 
Zeroth Order: 
AF (0)  = 0 
AF(0)  = 0 






(o) 	(o) 	(o) AF (0)  s 1 + AF12 y1 + V1 	= 0 
2 
( AF(0) s 1  + AF22 y1 + V2
o)  = 0 
Second Order: 
(o) 	(o) 	(o) 2 	,() 	. .-()„2 AF11 s + AF y + AF s + Ar s,y, t 12 2 	2 111 1 112 122Y1 
„ (0) , 	, (o) _ 
+ "1 1 3 1 ' "12 Y1 - 
) 	1 	(o) 	(o) 	(o) 2 	(o AF 2
) s 2  + AF22 y2 2  + -AF112 1 s2 + AF122s1y1 + AF222y1 + V12
)  s 1 1  
+ V22
)  y1 = 0 
	
(12) 
The zeroth order equations just say 
—  as AF(s y)1 0 
a tF(s,y) = 0 	 (13) 
s ,y o o 
so that so 	o and y- are just;the•eXtremum values of s and y in the - 
absence of the perturbation, as they should be., The free energy at 
the extremum is just 
(14) 
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Using Equation (10) in Equation (8) gives the first order correction 
to the energy, 
[AFT ], = V(so ,y0 ) 	 (15) 
The first order equations can be solved for the first order corrections 




• + AF- 	V 12 2 (16)  




)v ( °) + AF (0) V (0) 
	
11 	' 	12  
Y1 	Ac (o) A (o)_ (Ac (o) ) 2 
'11 	'22 	'12 ' 
Using Equations (10), (16), and (17) in Equation (8) gives the second 
order correction to the energy 
T 	1 	(o) 2 	Ac (o) 	, 1 A F (o)y2  „(0) 	v(o) 	(18) EAF ] 2 = AF 11 s l "' 12 s lY1 	2- "' 22 Jl ' "1 s l 2 Y1 
It is worth noting that [AFT ] 2 can be shown to always be negative if 
the point (so ,y0 ) corresponds to a minimum as we assume. If Equations 
(10) and (11) are used in the expression for [AFT ] 3 (which we have not 
written down), we find 
rAcTi = lAr(0), 3 	(o),2„ 	(o), „2 	1 Ac (o) 3 




Finally, we note that Equations (12), the second order conditions on 
the extremum, may be solved for s 2 and y2 in terms of quantities that 
we now know. We have not carried this perturbation theory beyond this 
point. 
These results can be applied toward finding the stable limit 
line in the presence of surface energy in the following way. We pick 
an average density, and find the point on the stable limit line with-
out surface energy, along with the corresponding s o and yo . We then 
find, through the desired order of perturbation theory, the change in 
the free energy which the perturbing surface energy causes. The first 
order change in the free energy is V(s o ,y0 ), for example, and is always 
positive. Thus with the perturbation included, the point (s o ,y0 ) no 
longer corresponds to the stable limit line, and we must seek another 
point which does. 
To first order, for example, the new free energy is too large, 




 ) for which AF/pg in the absence 
of the perturbation is less than +1 (-1 for the positron). Such a 
state corresponds to a lower temperature than the old state. To find 
such a state, we must solve the minimization problem without surface 
energy for AF/pg # 1 (AF/pg # -1 for the positron). A procedure for 
doing this is given in Appendix D. Given this state (s o ,y0 ), we again 
apply the perturbation theory to find the new free energy in the 
presence of the surface energy. If the new AF/pg is not equal to +1 (-1 
for the positron) we must repeat the process until we find a state 
(so ,y0 ) with its corresponding temperature T, for which the. perturbed 
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free energy is equal to this stable limit line value. In this way 
we can find the stable limit line when surface forces are included. 
In the electron problem, the perturbation theory converges 
rapidly. For the positron problem, if the average density is very 
high, the perturbation theory still converges rapidly, but if the 




for the critical density fit for the lattice gas) then, through the 
third order in the free energy, the perturbation theory does not 




, as we go 
from the first order correction to the free energy to the third order, 
the corrections oscillate in sign and increase by orders of magnitude. 
Under such conditions, the use of perturbation theory is a waste of 
time. 
Fortunately for the positron case, we have another method 
which we can use, namely the minimization by search described in 
Chapter IV. When this method is used, we find that the oscillating 
terms of the perturbation expansion of the energy nearly cancel each 




, for example, 
and for the temperature at the stable limit line with surface energy, 
the total change in the free energy when the surface effects are 
introduced is only about three percent of the energy without surface 
term. Thus the perturbation fails for the positron problem because 
the state without surface effects is quite different from the state 
with surface effects included, and not because the energy of those 
states is much'different. Since the validity of the use of linear 
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response theory, which is of low order, has little to do with how much 
the state changes when surface effects are included, this validity is 
not brought into question for the positron problem by the failure of 
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