Abstract-Given a very large dataset of moderate-to-high dimensionality, how to mine useful patterns from it? In such cases, dimensionality reduction is essential to overcome the "curse of dimensionality". Although there exist algorithms to reduce the dimensionality of Big Data, unfortunately, they all fail to identify/eliminate non-linear correlations between attributes. This paper tackles the problem by exploring concepts of the Fractal Theory and massive parallel processing to present Curl-Remover, a novel dimensionality reduction technique for very large datasets. Our contributions are: CurlRemover eliminates linear and non-linear attribute correlations as well as irrelevant ones; it is unsupervised and suits for analytical tasks in general -not only classification; it presents linear scale-up; it does not require the user to guess the number of attributes to be removed, and; it preserves the attributes' semantics. We performed experiments on synthetic and real data spanning up to 1.1 billion points and CurlRemover outperformed a PCA-based algorithm, being up to 8% more accurate.
Introduction
In the past few years, organizations and companies in diverse areas of science have been storing huge amounts of data without a clear idea of its potential value [1] . To find useful information within such data is in most cases essential to monetizing it. This panorama has motivated the development of techniques and tools aiming to support decision making by means of data mining, information retrieval and many other ways of analysis. However, most of the analytical algorithms well-suited to process Big-Data tend to be inefficient and/or ineffective when the data handled have moderate-to-high dimensionality, say five or more dimensions [2] . This is a well-known problem, commonly referred to as the "curse of dimensionality" [3] . It is important to note here that the term Big Data, in this paper, relates to a huge number of instances -in the order of billions of elements.
Given a very large dataset of moderate-to-high dimensionality, how to mine useful patterns from its points? How to make a profit from it?
In such cases, dimensionality reduction is essential both to reduce the drawbacks of the "curse of dimensionality" and also to shrink the amount of data to be analyzed. Notwithstanding, to the best of our knowledge, the state-of-the-art algorithms aimed at reducing the dimensionality of Big Data present one central drawback: they are usually unable to identify and eliminate non-linear correlations among the attributes. However, correlations of this type are very likely to exist in data coming from many real applications [4] . Obviously, this fact compromises the accuracy of the dimensionality reduction task as a whole.
In this paper, we tackle the aforementioned problem focused on datasets of medium dimensionality, i.e., data in the range of around 5 to 50 axes. Specifically, we explore concepts of the Fractal Theory as well as massive parallel processing with MapReduce [5] to present a novel dimensionality reduction technique for very large datasets -the new algorithm Curl-Remover. Our contributions are: Accuracy -as opposed the works in the state-of-the-art, Curl-Remover eliminates both linear and non-linear attribute correlations, besides irrelevant attributes; Scalability -it presents linear scale-up; Unsupervised -it does not require the user to guess the number of attributes to be removed neither requires a training set, which are both rarely available for many real datasets; Semantics -it is a feature selection algorithm, thus it maintains the semantics of the attributes. Generality -it suits for analytical tasks in general, and not only for classification;
We performed experiments on synthetic and on real data from Physics, Astrophysics and Web data, with up to 1.1 billion data points. Our algorithm was 8% more accurate than a PCA-based algorithm from the state-of-the-art.
The rest of this paper follows a traditional organization: fundamental concepts (Section 2), related work (Section 3), proposed method (Section 4), evaluation (Section 5), and conclusions (Section 6).
Fundamental Concepts
This section overviews the background concepts used in our work. First, we describe concepts of the Fractal Theory that apply to datasets. Then, we describe the MapReduce model for massive parallel processing.
Fractal Theory Applied to Datasets
A fractal is an object that presents the property of being self-similar, meaning that it has approximately the same characteristics when analyzed in different resolutions [6] . Self-similarity can be classified as exact or statistical. The former refers to intrinsic patterns that repeat exactly in different resolutions, whilst the latter denotes invariant scale independent statistical properties [4] . Figure 1 presents examples of synthetic fractals with exact self-similarity, such as the Peano-Gosper, Koch and Vicsek curves, and the Sierpinski triangle. It also illustrates real fractals with statistical self-similarity, as the shape of mountains, clouds, river networks, coasts of countries, the Romanesco broccoli and some species of ferns. In the scope of databases, Faloutsos and others [7] have shown that real datasets exhibit fractal behavior, i.e., the spatial object formed from the data points exhibit exact or statistical self-similarity. Hence, the data can be investigated by using concepts and tools of the Fractal Theory. In fact, fractals have been serving as a basis to tackle several problems in databases and in data mining, such as selectivity estimation [8] , clustering [9] , time series forecasting [10] , correlation detection and analysis of data streams [11] .
From the Fractal Theory comes the Correlation Fractal Dimension D 2 . It provides an approximation to the minimum number of dimensions (i.e., intrinsic dimensionality) required to lossless represent the points of one given dataset, regardless of the number of attributes present in the data (i.e., embedded dimensionality) [12] . For example, Figures 2a and 2b respectively illustrate 3-dimensional points distributed over a line and over a plane. Although they are all embedded in a 3-dimensional space, just one dimensionformed by a linear combination of x, y and z -is necessary to perfectly represent the line, while two dimensions are enough for the plane. To this extent, we say that the intrinsic dimensionality of the line is equal to 1 and it is 2 for the plane, whilst the embedded dimensionality is 3 for both. The value of D 2 measures the non-uniform behavior of a given dataset mitigating the effects of any polynomial and even non-polynomial correlation that may exist between its attributes [7] , [12] . There exist two primary methods to compute D 2 : the exact and the approximate box-counting approach [6] . The former presents quadratic complexity on the number of data points, while the latter can be computed with linear complexity on the data size [12] .
Following Equation 1, the box-counting approach lays hyper grids with different side sizes over the attribute space, then it counts the points that fall within each cell of each grid to compute D 2 . In the equation, [r 1 , r 2 ] is a range of distances that is representative of the data, r is the hyper grid side size and C r,i is the number of data points that fall within the i-th cell that has side size r. Note that it can only be used for data that present self-similarity, i.e., datasets for which plotting log (r) versus log i C 2 r,i results in a curve that nicely approximates a line segment for the distances in
As a simple example for a better understanding, take a dataset containing two weather forecast variables, the temperature in Celsius and wind direction. These two dimensions do not seem correlated, hence the D 2 of this dataset is most likely to be a value close to 2. If we add to the dataset the temperature in Fahrenheit, as it is correlated to one of the previous attributes, the D 2 will not change significantly. This way, if we had, at first, the dataset with three attributes, we could remove one of the two temperatures without losing much information of the dataset.
MapReduce
MapReduce [5] is a parallel programming model aimed at processing large volumes of data in a simple manner and at feasible runtime and cost. It abstracts the complexity of parallelism, such as data storage, distribution and replication, fault tolerance, load balance and the like. Following, we describe a typical MapReduce job. The dataset stored in a distributed file system is divided into non-overlapping subsets. Each subset is then sent to a map process. Each mapper processes the data and emits pairs containing a key and a value. These pairs are sorted and grouped by their key to be sent to reduce processes, in such a way that pairs sharing the same key are always processed together. The reducers handle the keys and values received and store results back in the distributed file system.
Related Work
Due to its importance as a preprocessing step for data mining, machine learning, computer vision and many other research areas, dimensionality reduction has been in constant development in the past few decades [13] . Principal Component Analysis (PCA) [14] and Singular Value Decomposition (SVD) [15] are among the most popular techniques for such task [13] , being valuable tools in diverse areas such as image processing and information retrieval [13] .
Dimensionality reduction is categorized into two main classes [1] : feature selection and feature extraction. While the former selects the most relevant attributes among the original ones, thus preserving the semantics of the data, the latter creates a new set of attributes to better represent the data using combinations of the original attributes, however, losing the meaning of each attribute.
In the context of Big Data, some related works exist. In [16] , SVD was implemented using Message Passing Interface (MPI) and the library ARPACK [17] . Unfortunately, the algorithm has a cubic complexity on the dimensionality of the output data, and it is limited to identify/remove linear correlations only. Also, since it is a feature extractor, it does not preserve the meaning of the original attributes.
The algorithm Scalable PCA (sPCA) [18] follows the Probabilistic PCA (PPCA) approach [19] implemented in a distributed environment with MapReduce. sPCA includes optimization strategies mainly focused on minimizing the volume of the intermediate data that it creates. However, both sPCA and PPCA exhibit the same inherent drawbacks from PCA, being limited to find/remove linear correlations and they do not preserve the meaning of the original attributes.
Kernel PCA (KPCA) [20] is an extension of PCA allowing it to identify non-linear correlations between the attributes. In [21] , a version of KPCA was proposed to analyze multidimensional data in a distributed fashion. It proposes different approaches that aim at reducing the communication between the nodes of the cluster, such as running PCA on the each worker node then sending their results to the master node and a dynamic sampling of the points to be used on the kmeans++ [22] step of the algorithm.
Finally, note that all of the aforementioned techniques require the user to guess the number of attributes to be removed, despite the fact that this number is commonly unknown for most real datasets.
There is an extensive body of work on using the Theory of Rough-sets [23] for dimensionality reduction in Big Data, commonly focused on datasets with missing and/or uncertain attribute values [1] . Recent examples are [24] , [25] and [26] . In spite of the many qualities of these works, to the best of our knowledge, they all depend on interactive user supervision, thus having limited usability for many real applications. We consider these works to be out of the scope of our work, since we focus on non-supervised dimensionality reduction.
The algorithm Fractal Dimension Reduction (FDR) [12] , [27] is a basis for our work. FDR also uses the Correlation Fractal Dimension (D 2 ) to pick the most relevant attributes from multidimensional data, being able to detect linear and non-linear correlations. Note, however, that FDR is limited to process relatively small datasets due to two main limitations: (a) it proposes a serial processing strategy, and; (b) it requires a volume of main memory that is commonly tens of times larger than the size of the input data -FDR has a linear memory complexity on the data size, but the constant values in the equation are large.
In spite of the many qualities of the related works, to the best of our knowledge, there is no feature selection algorithm well-suited to identify and remove non-linear attribute correlations in the context of Big Data. This paper tackles this relevant limitation focused on datasets of medium dimensionality, i.e., data in the range of around 5 to 50 axes, aimed at helping analytical algorithms to obtain improved results by preprocessing the data with dimensionality reduction in a more effective way.
Proposed Method
This section presents the new algorithm Curl-Remover for feature selection in a distributed environment. Figure 3 illustrates our proposed workflow. The algorithm has two main phases: Sample and Shrink. At first, we analyze a tiny data sample to obtain a rough estimate of the attributes' relevances. The final result is then computed from the full dataset using the initial estimation to: (i) minimize processing, disk accesses and network traffic among machines of the cluster, and; (ii) balance the workload on these machines. The following subsections detail our proposal.
Sample
The phase of sampling is straightforward. The mappers read the input dataset and randomly select a tiny subset of points to be sent to a single reducer. Then, the reducer processes the sample to return a rough estimate of the attributes' relevances by using one serial processing, feature selection algorithm as a plugged-in subroutine. Any of the numerous serial processing algorithms available in the literature for this task can be used here, preferably one algorithm that is able to identify non-linear correlations. Note, however, that the results obtained from the sample are used exclusively to speed-up the next phase of our workflow, in which we process the full dataset -they have no influence on the final set of features selected by our method.
Shrink
The second phase of Curl-Remover analyzes the entire set of objects. It takes advantage of concepts from the Theory of Fractals to look for one irrelevant attribute at a time, in ascending order of relevance, until the E − D 2 least relevant attributes are identified. E and D 2 respectively refer to the dataset's embedded dimensionality, i.e., the number of attributes, and its Correlation Fractal Dimension, i.e., the approximate intrinsic dimensionality. An efficient quad-treebased implementation for the box-counting approach allows us to compute D 2 with linear scalability on the data size.
Mappers -building the trees: As it can be seen in Figure 3 , the second phase of our algorithm begins with a map/reduce stage, which is detailed in Algorithms 1 and 2. Each mapper inserts/represents its chunk of data points into a multidimensional quad-tree data structure that only stores counts of points and cell IDs. To illustrate the tree, let us consider the toy dataset in Figure 4 . It shows 5 bidimensional data points, and the corresponding tree up to three levels of resolution. The feature space is recursively divided into cells of distinct sizes by dividing in half the active domain of each dimension. Each cell is represented by an ID, the count of points C that falls within the cell, and a pointer P to the next level.
The tree is built in main memory, and each of its nodes can be implemented as a linked list of cells, or a memorybased, key-value index structure like a red-black tree using cell IDs as the keys. Although the number of regions to divide the space "explodes" at O(2 EH ) for E attributes and H tree levels, we only store/subdivide cells with at least one point. So, each level has in fact at most one cell per point. Empirical evidence show that nearly H = 15 levels are enough to accurately calculate D 2 .
Despite the linear memory usage w.r.t. the data size, the limited amount of memory available for each mapper may not be enough for the entire tree. We tackle this problem by monitoring the memory usage while inserting the points in the tree, and whenever a mapper is close to run out of memory, it sends the tree computed so far to the reducers, then it cleans up and builds a whole new tree from the next points to be inserted. A crucial preprocessing step must be emphasized here: before building any tree, i.e., right after receiving its chunk of data points, each mapper sorts the points in main memory using multiple criteria. That is 1 st criterion: values of the 1 st attribute; 2 nd criterion: values of the 2 nd attribute, and so on. Then, it builds the tree by processing the points in order. This simple procedure leads us to create tree branches that mostly represent distinct subregions of the feature space, thus avoiding to reprocess space regions in the event of running out of memory. Let us consider again our running example from Figure 4 . By processing the points in order we create the tree partition highlighted with a blue dotted line first, then the one surrounded by the red continuous line, so these two branches could be created separately with very little overhead -only the tree root would have to be represented twice. It happens when considering any of the two options of dual criteria: x-axis first, y-axis latter; or the opposite.
In fact, each mapper creates and reports to reducers E + 1 independent tree structures, one at a time. The fist tree stores point counts in the full, E-dimensional feature space, while the other E trees count the same points projected in subspaces of dimensionality E−1, each subspace containing all but one of the attributes. In this way, we provide enough information to identify the least relevant attribute at the end of the map/reduce stage by comparing the impact on D 2 caused by the elimination of each attribute individually.
Mappers -speeding up: We struggle to minimize the amount of data transferred among machines of the cluster, as well as the consequent processing to shuffle the data and the many disk accesses used on temporary data files. Ideally, we should tackle this problem by creating only a top few levels of the E − 1 trees in the mappers, say the N = 2 or 3 levels of lower resolution. Then, the results would be combined in the reducers to build the remaining H − N levels for each tree. In this way, the first N levels would help us distribute balanced workloads to reducers, while the vast majority of tree cells -higher level cells tend to be much more numerous than those from lower levels -would be built and used locally in each reducer.
But, how to combine the results? And, how to balance the workload among the reducers? Remember that we have many mappers extracting partial point counts from each data chunk, including counts for the full E-dimensional space and those for E distinct subspaces. Each tree cell created in each mapper may have counterparts in all other mappers. Additionally, as we mentioned before, our algorithm identifies one irrelevant feature at a time, so in one next iteration, we must deal with point counts for the best E − 1-dimensional subspace and for its E − 1 subspaces of dimensionality E − 2.
To tackle this problem, we take advantage of the preliminary result obtained from the data sample processed at the very beginning of the process -see Subsection 4.1. Specifically, we propose to have mappers emitting (key, value) pairs of two distinct types: one type to represent tree cells, from the N levels of lower resolution, of course, and another type for data points. The pairs representing cells have the form (x ID, C), in which x ID uniquely identifies the cell among all cells of all trees created in the mapper and C is the corresponding count of points. Note that cells from distinct mappers may share the same x ID. On the other hand, the pairs referring to data points have the form (x ID p , point) . The value of x ID p for a data point is the ID of the cell in which the point falls into, considering level N of a tree that represents a given Mdimensional subspace. The actual data point is in point. Here, we identify each point considering a subspace of very low dimensionality, say M = 2 or 3 dimensions, formed by the M most relevant attributes obtained from the rough estimate performed before in the phase of sampling -see Subsection 4.1.
The idea is to use this particular M -dimensional subspace as a fixed information shared by all mappers in order to send nearby points to the same reducer independently of any matter of parallelization, like data partitioning, synchronization, and others. This strategy makes it possible to create the remaining H −N levels of each tree in the reducers, thus minimizing processing, disk accesses and network traffic among machines of the cluster, as we discussed before. Note that it also allows us to balance the workload on these machines since we can use an appropriate maximum number of possible values for x ID p by tuning parameter M to make 2 M * N be only a few times greater than the number of reducers available for parallel processing. The main disadvantage of this strategy is that the mappers may have to create the whole trees if the M most relevant attributes spotted in the sample turns out to be considered irrelevant in the full data. We consider this situation as an extreme and unlike case since the usual values of M (2 or 3) are much smaller than D 2 for most real datasets. In fact, it did not happen in any of the experiments that we performed.
Reducers: The reduce stage receives the pairs sent by the mappers and handles each pair according to its type. As it is shown in Algorithm 2, each reducer performs simple computations to obtain and emit, one (key, value) pair for each level of each tree with the logarithm of the corresponding side size of cells, and the logarithm of the squared counts of points of that level of the tree.
Merge: At this point, a serial processing step that we name merge is executed. This stage takes as input the tiny amount of data returned by the reducers, i.e., solely 2H(E + 1) float values, and computes D 2 for the full E-dimensional dataset, and also for each of its possible subspaces of dimensionality E − 1. The attribute outside the subspace of highest D 2 (i.e., the one that contributes the least to the Correlation Fractal Dimension of the full E-dimensional dataset) is then assumed to be the least relevant attribute, and a new map/reduce stage is initiated. In this way we identify one irrelevant attribute at a time, in ascending order of relevance, until the E − D2 least relevant attributes are identified.
The merge process plays one other important role in our algorithm, as it estimates the time necessary to read the dataset again and compares it with the estimated time necessary to use a possibly better strategy. If the predicate shown in Equation 2 is true, the next reduce stage will store the last level of the E −1 dimensional tree in the distributed file system, and our algorithm will read this data later on instead of the original data points. In this case, Algorithm 3 would replace Algorithm 1 for the mappers, and no further modification would be necessary. In the equation, t store is the estimated time to store the last level of the tree in the distributed file system; t transf er is the estimated time to transfer the last level of the tree; t read is the estimated time to read the last level of the tree; T read is the average time spent to read the input dataset; and, R = E − D 2 − # of irrelevant attributes identified so far. 
Evaluation
This section reports the experiments performed to evaluate Curl-Remover on a variety of real and synthetic datasets. We aimed to answer one central question:
1) Compared with one PCA-based related work, how accurate is our new algorithm? Curl-Remover 1 was implemented in Hadoop 2.6.0. Our experiments used a Microsoft Azure cluster with 21 machines: one master with 2 cores, 3.5 GB of RAM and 60 GB of disk and; 20 workers, each one with 8 cores, 14 GB of RAM and 600 GB of disk. We configured the machines with GNU/Linux CentOS 6.5. The HDFS block size was set to 256 MB. The algorithm used for comparison with our proposal is the sPCA. Each mapper/reducer had 3.1 GB of RAM, allowing two cores per process and the spawn of 4 processes at the same time per machine.
We studied the synthetic and real datasets as follows: (i) Sierpinski is a group of synthetic datasets with the same characteristics, except for their sizes that vary from 1 million to 1.1 billion data points. There are 5 dimensions: two attributes representing the Sierpinski Triangle, a and b; one attribute linearly correlated to 1 . Links to source codes of CurlRemover + competitor and datasets are available in https://www.dropbox.com/sh/ky395s7134u5sox/ AACTwTESy2fvugKkFj7Y2oana?dl=0 Table 1 . For each dataset, we present the embedded, intrinsic and D 2 dimensionality, its number of data points and the relative reduction in the volume of data compared to the full datasets.
For the synthetic datasets, it is worth to note that the dimensions chosen as relevant were the expected ones. For the Sierpinski dataset, they were a and b, those that generate the Sierpinski triangle and the algorithm removed the three correlated dimensions; and for the Hybrid Sierpinski, CurlRemover chose a and b that generate the Sierpinski triangle, as well as d and e, that are uniformly distributed.
Despite the fact that Curl-Remover reduced, in average, the datasets to nearly half of their original sizes, the results presented in Figure 5 indicate that very little information was lost. The first and third columns of the figure confirms that the datasets are indeed fractals since the curves in the log-log plots derived from Equation 1 -see Section 2.1 -nicely approximate line segments for representative ranges of distances. In the second and fourth columns of Figure 5 , we plot the values of D 2 after removing one attribute at a time from each dataset, from the least relevant ones to the most relevant ones, according to the order of relevance provided by Curl-Remover. Note that these plots were built from the right to the left.
Comparison -we compared the accuracy of CurlRemover with that obtained by the algorithm sPCA. To do so, we reduced the dimensionality of the datasets Hepmass and Hepmass D. using one algorithm at a time and classified the resulting data. sPCA requires the user to guess the best dimensionality for the reduced data. For each dataset, its D 2 principal components were used in this experiment. The classifiers were Decision Tree, Gradient Boosted, Random Forest and Logistic Regression, from the library MLlib 2 . For Decision Tree, Gradient Boosted and Random Forest, the maximum depth of the trees was set to 5 and; for Decision Tree and Random Forest the maximum number of bins was 32. Table 2 reports the error generated by each classifier. As we can see, the classification using CurlRemover as a preprocessor was in average 8% more accurate than that using sPCA, besides being 7.5% faster.
We used the Student's t-test to present statistical evidence that our algorithm outperforms sPCA. When applied to the Hepmass dataset, the difference between the classification results is not significant. However, the difference between the algorithms results for the Hepmass D. is indeed statistically significant, which shows that the increase in the complexity of a dataset, affects less our algorithm. Table 3 presents the percentage of D 2 preserved after the dimensionality reduction by the algorithms. As it can be seen Curl-Remover was able to retain in average 90% of the original dataset's D 2 , which is directly related to the amount of information within the data, while sPCA kept 72.6% only.
Conclusions
This paper explores concepts of the Fractal Theory as well as massively parallel processing with MapReduce to present Curl-Remover: the first feature selection algorithm well-suited to find and remove non-linear attribute correlations from Big Data. Our main contributions are: Accuracy -as opposed the works in the state-of-the-art, Curl-Remover eliminates both linear and non-linear attribute correlations, besides irrelevant attributes; Scalability -it presents linear scale-up; Unsupervised -it does not require the user to guess the number of attributes to be removed neither requires a training set, which are both rarely available for many real datasets; Semantics -it is a feature selection algorithm, thus it maintains the semantics of the attributes. Generality -it suits for analytical tasks in general, and not only for classification;
We performed experiments on synthetic data as well as on real data from Chemistry, Physics, Astrophysics and Web-data flow applications spanning up to 1.1 billion data points. Our proposed algorithm achieved up to 8% better accuracy compared with one PCA-based algorithms from the state-of-the-art.
This work has also demonstrated the applicability of MapReduce over a major machine learning problem in the context of very large datasets. Our contributions shall enable . First and third columns: log-log plots used to compute D 2 . Note that our datasets are indeed fractals. Second and fourth columns: D 2 after removing one attribute at a time, from the least relevant to the most relevant ones. Plots were built from right to left. Arrows point to the least relevant attributes that were not discarded in each dataset. In average, our Curl-Remover shrank the volume of data in 51% and only 10% of information was lost. 
