Although a fronto-parietal network has consistently been implicated in the control of visual spatial attention, the network that guides spatial attention in the auditory domain is not yet clearly understood. To investigate this issue, we measured brain activity using functional magnetic resonance imaging while participants performed a cued auditory spatial attention task. We found that cued orienting of auditory spatial attention activated a medial-superior distributed fronto-parietal network. In addition, we found cue-triggered increases of activity in the auditory sensory cortex prior to the occurrence of an auditory target, suggesting that auditory attentional control operates in part by biasing processing in sensory cortex in favor of expected target stimuli. Finally, an exploratory cross-study comparison further indicated several common frontal and parietal regions as being involved in the control of both visual and auditory spatial attention. Thus, the present findings not only reveal the network of brain areas underlying endogenous spatial orienting in the auditory modality, but also suggest that the control of spatial attention in different sensory modalities is enabled in part by some common, supramodal neural mechanisms. 
Introduction
Spatial attention enables individuals to enhance the processing of stimuli that occur at behaviorally relevant locations in the environment (Hillyard and Anllo-Vento, 1998; Kanwisher and Wojciulik, 2000) . Although numerous studies have indicated that the control of spatial attention is enabled by a network of frontal and parietal brain areas Hopfinger et al., 2000; Mesulam, 1999; Woldorff et al., 2004) , almost all of these studies have been conducted entirely within the visual modality. Thus, it has not yet been firmly established whether similar brain areas enable spatial attention in other sensory modalities, such as in audition. Previous work suggests that spatial attention may be supported by a combination of supramodal and modalityspecific brain mechanisms. With regards to supramodal mechanisms, previous studies have shown that attending to a specific location in space in one sensory modality can influence the processing of stimuli in a different sensory modality at or near that location (Macaluso et al., 2000; Talsma and Kok, 2002) . Furthermore, patients with parietal-lobe damage often exhibit neglect in both the visual and the auditory modalities (Bellmann et al., 2001; Bisiach et al., 1984; Pavani et al., 2003) . On the other hand, the existence of modality-specific mechanisms is suggested by behavioral studies indicating greater interference between two tasks when those tasks are presented in the same versus different sensory modalities (Arnell and Larson, 2002; Duncan et al., 1997; Soto-Faraco and Spence, 2002) . Despite these suggestive findings, however, lesion and behavioral studies lack the anatomical precision necessary to reveal the precise neural mechanism underlying the control of auditory spatial attention.
A few recent neuroimaging studies have investigated the brain regions that control auditory spatial attention, and the results suggest that these regions are anatomically similar to those that control visual spatial attention (Mayer et al., 2006; Shomstein and Yantis, 2006; Tzourio et al., 1997) . However, these prior studies had several significant limitations. In one study (Tzourio et al., 1997) , the use of a block-design did not allow brain regions involved in orienting auditory spatial attention to be distinguished from regions that detect and process auditory targets. In a second study (Mayer et al., 2006) , the use of monaurally presented tones as cues did not permit a dissociation between endogenous and exogenous aspects of attentional orienting and, furthermore, may have confounded these attentional effects with lateralized activations resulting from the monaural presentation. Finally, a third recent study reported that the posterior parietal cortex contributes to shifting versus maintaining both spatial and non-spatial auditory attention (Shomstein and Yantis, 2006) ; however, that study may not have revealed the entire network that underlies top-down orienting of auditory spatial attention since only switch-specific processes were isolated. Thus, the neural mechanisms that enable top-down orienting of auditory spatial attention -and the degree to which these mechanisms are similar to those used to orient spatial attention in other sensory modalities -remain unclear.
To identify the brain regions that enable top-down orienting of auditory spatial attention, we asked participants to perform a cued auditory spatial attention task while we recorded their brain activity using event-related fMRI. In this task, participants were cued to attend to either the left or the right auditory space in order to detect a faint target sound that appeared in some of the trials. There were mainly two types of cues: Attend-cues (human voice saying "Left" or "Right"), which instructed subjects to orient their attention to the left or right auditory space for a possible target, and "Interpret-cues" (human voice saying "Past"), a control trial type which instructed subjects to not orient their attention to either side. There were also trials in which no cues were presented, which served as No-stim trials. These No-stim trial types were included to facilitate the extraction of the event-related fMRI responses and the removal of overlapping responses from adjacent trials in the sequence (see Section 4.5.1). Lastly, subjects were instructed to delay their behavioral responses until after a "respond signal," rather than making their responses immediately after detecting the target.
The inclusion of the Interpret-cues, which needed to be fully processed and identified but instructed subjects to not orient attention, provided a control condition that allowed us to isolate and identify the brain areas selectively involved in cue-triggered, voluntary orienting of auditory spatial attention while controlling for the basic sensory and semantic processing of the cue stimuli. Moreover, since the paradigm was directly analogous to the one we used previously to investigate visual spatial attention (Woldorff et al., 2004) , we were able to perform an exploratory cross-study comparison to identify supramodal brain areas that enable the control of spatial attention in both the auditory and the visual modalities.
Results

Behavior
Because subjects were instructed to delay their responses until after a "respond signal", the reaction time could not serve as a meaningful measure of task performance. However, percent hit rate was analyzed, using a one sample paired t-test across participants. The average accuracy for left and right targets, respectively, was 82% and 72%. These values did not differ significantly from one another [t(12) = 1.93, p = .08].
fMRI
2.2.1. Cue-related activity Fig. 1 presents the brain activation maps for the main contrasts, including those related to cue interpretation (Interpret-cue-only trials minus No-stim trials), attentional orienting (Attend-cue-only trials minus Interpret-cue-only trials), and target-related processing (Attend-cue-plus-target trials minus Attend-cue-only trials). As illustrated in Figs. 1a and 1b, both Interpret-cue-only trials and Attend-cue-only trials activated frontal and parietal areas as well as the right and left auditory cortices; however, Attend-cues also appeared to activate additional areas that were not activated by the Interpret-cues. Both Attend-cues and Interpret-cues were expected to elicit cue interpretation processes, but Attend-cue-only trials also required the deployment of auditory spatial attention. We therefore directly contrasted these two trial types to identify which brain regions were selectively involved in orienting spatial attention within the auditory modality. As revealed in Fig. 1c , spatial attentional orienting in the auditory modality (i.e., Attend-cue-only versus Interpret-cue-only trials) bilaterally activated superior, medial, middle and inferior frontal gyri, anterior cingulate cortex (ACC), middle cingulate cortex (MCC), precuneus/superior parietal lobe (SPL), bilateral anterior insula and bilateral putamen/caudate nuclei. The location of the middle frontal gyrus activations (Fig. 1c , Z = 44 mm) was close to the locations of human FEF reported in previous studies (Koyama et al., 2004; Paus, 1996) . Table 1 lists the Talairach coordinates (center of mass) for the regions defined by the contrast of Attend-cue-only trials versus Interpret-cue-only trials. The time courses for the Attend-cue-only and Interpret-cue-only trials in these regions are plotted in Fig. 2 . Generally, the distribution of the cuerelated fronto-parietal activation for auditory spatial attentional orienting was somewhat more superior and medial than that observed in our analogous study in the visual modality (Woldorff et al., 2004) , as indicated by the comparison in Table 2 .
The auditory cortices also showed robust bilateral activations in both the Attend-cue-only and Interpret-cue-only trials, presumably due, at least in part, to the auditory presentation of the cue stimuli (Figs. 2a and b) . Directly contrasting Attend-cue-only with Interpret-cue-only trials in a voxel-wise analysis revealed significant differential activity in a small region of the left superior temporal cortex (Fig. 1c , Z = 15 mm), an effect which may reflect anticipatory attentional biasing in the auditory cortex, analogous to cue-related biasing activity that has been reported in the visual modality (Hopfinger et al., 2000; Kastner et al., 1999; Woldorff et al., 2004) . The time courses from left superior temporal cortex illustrate greater peak activity for Attend-cue-only than for Interpret-cue-only trials (Fig. 2b) . Of importance, since stimulus intensity was equalized for all cue types, this difference is likely to have arisen from differences in attention associated with these two cue types, rather than from physical differences between these two cue types.
Interestingly, even though the experiment was conducted entirely within the auditory modality, Attend-cue-only and Attend-cue-plus-target trials (but not Interpret-cue-only trials) activated several areas bilaterally that are normally involved in visual processing, including the cuneus and lingual gyri in both hemispheres (Figs. 1b-d; Table 1 ). Furthermore, in these regions Attend-cue-only trials evoked greater peak amplitude and a larger post-peak undershoot than did Interpret-cue-only trials ( Fig. 2b ; see Discussions).
Target-related activity
The contrast between Attend-cue-plus-target and Attend-cueonly trials isolated brain areas mainly involved in targetrelated processing, including the planning and execution of motor responses. As illustrated in Fig. 1d , the left precentral gyrus (primary motor cortex) and postcentral gyrus (primary somatosensory cortex) were strongly activated, as expected, in that participants were pressing the target-detection response button with the right hand (see Experimental procedures). In addition, the right inferior parietal lobe showed greater activation for Attend-cue-plus-target trials compared to Attend-cue-only trials, which may indicate a role for this region in localizing the target sound (Alain et al., 2001; Bushara et al., 1999; Zatorre et al., 2002) . 
Attentional-biasing effects in the auditory cortex
Current neurological models posit that attention facilitates target detection by increasing baseline activity in targetspecific regions of the relevant sensory cortex . Our voxel-wise findings described above, which indicated that Attend-cue-only trials activated the auditory cortex more than Interpret-cue-only trials, provide additional support for this view. To further explore this hypothesis, we investigated whether any contralateral effects of cue-triggered spatial orienting processes were present in target-specific auditory cortical regions. Although the contralaterality of activity in the auditory modality is generally substantially weaker than in the visual modality (Woldorff et al., 1999) , we reasoned that any relative contralaterality of cue-triggered pretarget effects in auditory sensory cortex would provide additional evidence that attention facilitates target detection by increasing baseline activity in target-specific regions of the sensory cortex.
To investigate our hypothesis, we performed ROI analyses in regions of the left and the right auditory cortex that were defined by being selectively activated by our auditory target stimuli. In particular, to define these ROIs we performed a oneway repeated measure ANOVA (with time as a factor) on the average response to auditory target stimuli (see Experimental procedures). Using regions showing target-related activation in the left and right auditory cortices as ROIs (see Experimental procedures), we assessed whether there was a significant interaction between Type of Attend-cue-only Trial (left-cueonly vs. right-cue-only) and Hemisphere (left vs. right). Consistent with a contralateral shift of spatial attention, a significant interaction was observed in this analysis [F (1,12) = 7.12, p < 0.025] whose nature is illustrated in Fig. 3 . Specifically, while in both regions the peak amplitude for Right-cue-only trials was greater than that for Left-cue-only trials, this effect was significantly larger in the left than in the right auditory cortex. This interaction effect is highly consistent with models in which cue-triggered spatial orienting processes enhance activity in spatially specific sensory cortices prior to target presentation ( that such enhancements facilitate subsequent target processing (Giesbrecht et al., 2006) .
Exploratory cross-study comparison
Finally, we performed an exploratory conjunction analysis in order to probe which brain areas were involved in spatial orienting regardless of the sensory modality in which attention was deployed (i.e., supramodal control areas). This analysis determined which voxels were activated by the Attend-cue-only versus Interpret-cue-only contrast in both the present auditory attention experiment and in the closely analogous visual attention experiment of Woldorff et al. (2004) . As shown in Fig. 4a (see also Table 3 ), several brain areas (indicated in yellow) were activated by orienting spatial attention in both modalities. These areas included the ACC, the FEF, the SPL and the anterior insula. Fig. 4b plots the time courses for Attend-cue-only and Interpret-cue-only trials in these supramodal regions. As illustrated, all four of these supramodal regions showed larger hemodynamic responses for Attend-cues than for Interpret-cues in both the auditory and the visual attention studies.
Discussions
In the present study, we have identified the brain regions underlying endogenous orienting of spatial attention in the auditory modality. These regions include the superior, medial, and inferior frontal gyri in the prefrontal cortex, the FEF, the ACC, the middle cingulate cortex (MCC), the SPL, bilateral anterior insula and bilateral putamen/caudate nuclei. Data from previous visual attention studies have suggested that: (1) the prefrontal cortex keeps track of task goals and biases the processing of posterior systems in favor of goal-relevant stimuli and responses (Miller, 2000; Miller and Cohen, 2001) , (2) the ACC plays a critical role in the control of attention (Hopfinger et al., 2000; Thiel et al., 2004; Woldorff et al., 2004) , (3) the human FEF is involved in the planning of both covert and overt attentional orienting (Corbetta et al., 1998; Hopfinger et al., 2000; Kastner et al., 1999; Kim et al., 1999; LaBar et al., 1999; Nobre et al., 2000; Peelen et al., 2004; Rizzolatti et al., 1987; Woldorff et al., 2004) and (4) the SPL enhances activity within sensory cortices that process task-relevant stimuli (Behrmann et al., 2004; Corbetta et al., 1993 Corbetta et al., , 1995 Yantis and Serences, 2003) . Furthermore, the SPL activation in the present study is anatomically very close to the SPL activation in another study (Shomstein and Yantis, 2006) on auditory attentional switching. The present findings therefore appear to generalize the roles these brain regions play in controlling spatial attention to the auditory modality. The present findings contribute to the existing literature on auditory spatial attention in several important ways. First, using binaurally presented instruction cues allowed us to investigate "the endogenous" control of auditory spatial attention, in the absence of lateralized "exogenous" components that are present when using monaurally presented tones as cue stimuli (Mayer et al., 2006) . For example, Mayer et al. (2006) used lateralized monaural tones as cue stimuli and found fronto-parietal network activations that were more inferior to those in the present study. Some of these relatively inferior activations may have reflected the recruitment of exogenous attentional mechanisms . Second, including cue-only trials in our event-related design allowed us to clearly distinguish brain activity triggered by the instructional cues from activity associated with auditory target processing, which was not possible in some previous studies that used block designs (Tzourio et al., 1997) . Third, by including Interpret-cue trials in the design to control for general cue-processing activity (e.g., analysis of the sensory content of the cues and the decoding of their instructional meaning), we were able to identify the entire network that supports the orienting of auditory spatial attention, rather than just those regions that are involved in shifting vs. maintaining auditory spatial attention (Shomstein and Yantis, 2006) . The present findings therefore add to our understanding of the functional neuroanatomy of auditory spatial attention in several important ways. In addition to activating the fronto-parietal network, cuetriggered orienting of auditory spatial attention led to increased activity in the auditory cortex, even on trials in which no targets were presented. First, Attend-cue-only trials produced greater activity than Interpret-cue-only trials in the auditory cortices. Second, the cue-triggered activation enhancements in the left and right auditory cortex were differentially sensitive to the direction (left or right) in which spatial attention was deployed. These pretarget enhancements of baseline activity may be similar to those observed in the visual cortices during studies of visual attention (Hopfinger et al., 2000; Kastner et al., 1999; Luck et al., 1997; Woldorff et al., 2004) . In the visual modality, increases in baseline activity are thought to reflect attentional processes that prepare the system to process an upcoming visual stimulus at the attended visual field location . Furthermore, such effects are usually observed contralateral to the attended visual field due to the contralateral organization of the visual system. Note that the pattern of cue-triggered effects in the auditory cortices in the present study, in which Right cues showed greater activity than the Left cues in both the left and right STG, is somewhat different from that observed in the visual cortices in prior visual attention studies (Hopfinger et al., 2000; Kastner et al., 1999; Luck et al., 1997; Woldorff et al., 2004) . One possible explanation for this asymmetrical pattern may be the marginal difference in target detection rates between left targets (82%) and right targets (72%), reflecting an imbalance of subjects' preparation when attending to the left vs. right ears. However, the significant interaction that we observed between direction of attention and hemisphere, which occurred because the difference between Right cues and the Left cues was larger in the left STG than in the right STG (Fig. 3) , indicated the presence of at least some relative contralaterality of the effects of the attentional orienting. The present findings in the auditory cortex therefore fit well with models in which cuetriggered attentional processes facilitate the detection of upcoming targets by increasing baseline activity in targetspecific sensory cortices (Giesbrecht et al., 2006; Hopfinger et al., 2000; Kastner et al., 1999; Luck et al., 1997; Woldorff et al., 2004) .
Interestingly, cue-triggered orienting of auditory spatial attention also led to increased activity bilaterally in the cuneus and in lingual gyrus, which are generally viewed as being visual processing areas (Fig. 2b) . This result was surprising not only because the present study involved auditory attention but also because subjects were instructed to keep their eyes closed and still throughout the entire experiment, which should have minimized activations in visual areas. One possible explanation is that auditory Attend-cues elicit orienting-related baseline increases in activity in both the auditory and visual cortices. However, the visual activations failed to show contralateral patterns of activity corresponding to the attended locations (in contrast to the effects seen in prior visual spatial attention studies and in the auditory cortices in the present study), reducing the likelihood that they indexed spatially specific orienting processes. A second possibility is suggested by neuroanatomical and neurophysiological studies, which have revealed that the striate cortex receives neuronal projections from auditory cortices, which may facilitate multimodal integration (Clavagnier et al., 2004; Falchier et al., 2002; Rockland and Ojima, 2003; Schroeder and Foxe, 2005) . We speculate that these anatomically early connections might allow attentional modulations of sensory activity in one modality to "spread" to sensory cortices in a second modality under certain conditions (Busse et al., 2005) . Additional studies are clearly needed to determine the precise nature of the cross-modal attentional effects that we have observed here.
Finally, our exploratory cross-study comparison suggests that at least four brain regions, including the anterior insula, the ACC, the FEF and the SPL, may be involved in orienting both auditory and visual spatial attention. The existence of supramodal regions for orienting attention fits nicely with the existing literature on spatial attentional orienting. First, patients with insula lesions, especially in the right insula, sometimes suffer from neglect syndromes in both the visual modality (Manes et al., 1999) and the auditory modality (Bellmann et al., 2001; Manes et al., 1999) . Second, previous studies have implicated the ACC in both visual (Hopfinger et al., 1997). Third, neurons in the FEF exhibit presaccadic firing under both visually guided and aurally guided conditions (Russo and Bruce, 1994) . Fourth, subregions within the superior parietal cortex have been implicated in orienting attentional (Macaluso et al., 2003a,b) and in switching the focus of attention (Shomstein and Yantis, 2004) across several different sensory modalities. Of course, in the absence of a withinsubjects experimental design, we cannot draw firm conclusions about the existence of either supramodal or modalityspecific brain regions underlying the control of spatial attention. Future studies will therefore be necessary to further explore these possibilities. We note, however, that findings indicating that certain computations underlying the control of spatial attention are modality-specific would fit with proposals of domain specificity in the human brain that have been posited for a variety of higher-level cognitive functions, including working memory (Levy and Goldman-Rakic, 2000) and high-level visual processing (McCarthy et al., 1997) .
In conclusion, the present study has identified the network of brain regions that underlies endogenous spatial orienting of attention in the auditory modality. This network appears to be similar to the network that underlies endogenous orienting of visual spatial attention in two important ways. First, it appears to rely upon some of the same control regions in frontal and parietal cortices. Second, it appears to produce pre-target biasing activity in sensory regions that are contralateral to the direction in which spatial attention is oriented. Future studies employing within-subjects designs will be crucial for identifying more precisely which neural mechanisms underlying spatial attention are supramodal and which are modality-specific.
4.
Experimental procedures
Participants
Twenty-two participants participated in the experiment (6 females and 16 males, 18 right-handed and 4 left-handed, ages 20-41 years, mean age: 24 years). Data from four participants were discarded due to excessive head movement (>3 mm in any of the X, Y, or Z dimensions). Data were also discarded These responses are shown in areas that were supramodal (yellow) including the superior parietal lobe, the frontal eye fields, the anterior cingulate cortex, and the anterior insula. Note that the responses from the visual and auditory studies are plotted on different scales, due to differences in the magnetic field strength used in the two studies (i.e., 1.5 T versus 4 T, respectively).
from another five participants due to low target detection rate in any condition (lower than 50%). Thus, thirteen subjects (5 females and 8 males; mean age of 23 years; 3 left-handed) were included in the final analyses. All participants were recruited through local advertisements at Duke University and were paid $20 per hour for their participation. Informed consent was obtained from each participant according to the standards of the Duke University Institutional Review Board.
Data acquisition
Stimulus presentation was controlled by a personal computer running the Presentation software package (Neurobehavioral Systems, Inc., Albany, CA, USA). All experimental stimuli were presented completely within the auditory modality through a pair of MR-compatible headphones. Behavioral responses were recorded with an MR-compatible response box. The functional imaging data were acquired on a 4 T scanner (GE LX NVi system) in the Brain Imaging and Analysis Center at Duke University. Functional images were acquired using a T2* weighted inverse spiral pulse sequence (TR = 1.25 s, TE = 3 ms, flip angle = 60°). Twenty-eight interleaved axial slices (aligned parallel to the AC-PC line) were acquired with a 24 cm FOV, 64 × 64 matrix size (in-plane resolution of 3.75 mm × 3.75 mm), and a slice thickness of 3.8 mm. For each participant, data from fourteen runs were collected. Each run contained 164 volumes (after discarding the first four scan volumes in which no trials were presented). Twenty-eight high-resolution structural images were acquired with the same positioning as the corresponding functional images. The structural images were acquired using a 3D oblique spoiled gradient (SPGR) pulse sequence with the following parameters: 24 cm FOV, 256 × 256 matrix size (0.975 mm × 0.975 mm in-plane resolution), and 3.8 mm slice thickness.
Task
The auditory spatial-attention cueing task (Fig. 5 ) was constructed to be as closely analogous as possible to the visual spatial-attention cueing task used previously by Woldorff et al. (2004) . Each trial began with an auditory instructional cue, which was a binaurally presented human voice saying the word "Left," "Right," or "Past." The "Left" and "Right" cues (Attend-cues) instructed the subjects to attend very closely to the corresponding side of auditory space (i.e., to the ear on that side) and to press a button with their right index finger if they heard a faint target tone in the cued spatial location in the following time interval. The "Past" cues (Interpret-cues) instructed the subjects not to orient attention on that trial, as there would be no target following the cue. The Attend-cues were followed by either (1) an early target (900 ms after cue onset), (2) a late target (1800 ms after cue onset), or (3) no target. The inclusion of both short and long cue-target stimulus onset asynchronies (SOAs) reduced the predictability of target onset, thereby encouraging participants to orient their auditory spatial attention quickly to the cued location and to maintain their attention at that location throughout the potential cue-target interval. Trials in which the cue was followed by a target will be referred to as "cueplus-target trials" and trials in which no target followed the cue will be termed "cue-only trials". In cue-plus-target trials, the target was always a monaural, relatively hard-to-detect, tone pip (1500 Hz, 100 ms duration) presented at the designated side of auditory space (i.e., to the left or right ear) at one of two amplitude levels that were randomly chosen. The amplitude levels for the targets were determined for each participant using a pre-experimental procedure discussed below. On cue-plus-target trials, one-third of the cue-target SOAs were 900 ms intervals (early targets) and two-thirds were 1800 ms (late targets). Finally, toward the end of each trial (at 2500 ms post-cue-onset), a binaural "buzz" sound (i.e., a saw tooth wave) was presented signaling the end of the trial (EoT), at which time participants were to make their button-press response if they had heard a target. The delay of the behavioral response until the end of the trial was aimed at minimizing the degree to which response preparation processes became activated in response to the cue stimuli. To maintain consistency of sensory stimulation, all trial types had the EoT signal, always at 2500 ms post-cue-onset. The length of each trial was 3750 ms.
Half of the Attend-cue trials had a target following and half did not. A comparison of the brain activity evoked by the three cue-only trial types (i.e., those with no target following) allowed us to identify the neural mechanisms enabling cued orienting of auditory spatial attention. More specifically, since the Attend-cues required participants to interpret the meaning of the cue and orient their spatial attention, while Interpret-cues required participants only to interpret the meaning of the cue, we reasoned that a contrast between the fMRI responses evoked by these two trial types should reveal those brain regions specifically involved in the orienting of auditory spatial attention.
Of importance, other important parameters of the task were also specifically configured to ensure that our findings would be specific to auditory spatial attention. First, to minimize potential confounding effects from orienting attention in the visual modality, participants were instructed to keep their eyes closed and motionless throughout the experiment. Second, they were informed before the experiment that all targets would be valid (i.e., that targets, when they occurred, would always be presented on the cued side of auditory space). These procedures helped to ensure that any greater brain activity associated with Attend-cue-only trials versus Interpret-cue-only trials would largely reflect attentional orienting to the cued spatial location.
Two additional manipulations were employed to maintain high task difficulty levels throughout the experiment, thereby ensuring a full deployment of attentional resources during the orienting of auditory spatial attention. First, as mentioned above, the target stimuli were randomly presented at one of the two amplitude levels chosen before each run. Employing some variation of the intensity of the target stimuli on a trialby-trial basis increased task difficulty by preventing the participants from preparing for a specific auditory stimulus. Second, the volume of the target stimuli presented on each side of auditory space was dynamically titrated (from run to run) for each individual participant, throughout the experimental session, such that the detection rate for auditory targets would stay well below ceiling (i.e., between 60% and 80%) for both the left and right sides of space. This procedure helped to ensure the need to invoke highly focused attention in order to perform the task. The target amplitude level for the first run was determined based on participants' behavioral performance on a threshold-detection task before the start of the experiment. Behavioral performance was monitored online, and the detection rates for each run were used to adjust target amplitude in the next run. Note that, since the main goal was to have a task that required attention that was focused and sustained and that was similar for the attend-left and attend-right conditions, the amplitude levels for the left and right targets could differ somewhat if, for example, a participant had better auditory discrimination in one ear than in the other.
Design
Our design included four main trial types (Table 4) : Attendcue-plus-target trials (18%), Attend-cue-only trials (18%),
Interpret-cue-only trials (18%), and an additional trial type called "No-stim" trials (46%). In No-stim trials, which were the same length as all the other trial types, no stimuli were presented. These trial types were included to facilitate the extraction of the event-related fMRI responses and the removal of overlapping responses from adjacent trials in the sequence (see below). The presentation order of the various trial types, including the No-stim trials, was randomized with first-order counterbalancing such that each trial type was preceded by all other trial types with equal probability.
Data analysis
The fMRI analysis software program SPM '99 (Friston et al., 1995) was used to perform the following image preprocessing steps: (1) correcting the timing difference across slices due to asynchronous slice acquisition, (2) correcting motion artifacts by realigning to the first functional image, (3) normalizing the functional images to the MNI (Montreal Neurological Institute) standard space, and (4) spatially smoothing the functional images using an 8 mm (full-width-half-maximum) Gaussian kernel in the X, Y, and Z dimensions. MNI coordinates were transformed into Talairach coordinates (Talairach and Tournoux, 1988 ) using a piecewise-linear transformation (http:// www.mrc-cbu.cam.ac.uk/Imaging/Common/mnispace.html).
Voxel-wise analyses
Using selective averaging techniques, we extracted the average response to each trial type at every voxel, time-locked to trial onset. We included four pre-trial time points and thirteen post-trial time points, which yielded event-related time courses from −5 to +16.25 s, since our TR was 1.25 s. The average responses for each trial type were subsequently converted into percent signal change relative to the average amplitude of the three time points preceding trial onset. Next, we subtracted the average response to the No-stim trial type from the average responses to each of the other trial types.
Because of the first-order counterbalanced trial order, the overlap from adjacent trials that was present in the average response to each trial type was, on average, about the same for the No-stim trial type as for the other trial types. Thus, subtracting the average No-stim response from the average responses to each of the other trial types revealed the average, overlap-removed, hemodynamic response for each trial type (Buckner, 1998; Burock et al., 1998; Woldorff et al., 2004) . These uncontaminated response estimates were used in all subsequent analyses. Two types of voxel-wise analysis contrast were performed. First, a one-way repeated-measures analysis of variance 
Trial types
Trial structure
(ANOVA) was performed to test whether the time course of the average event-related hemodynamic response (13 post-trial time points, 0 to 16.25 s) for each trial type was significantly different from a flat line (Shulman et al., 2001; Shulman et al., 2002) . Second, we performed two-way repeated measures ANOVAs to test for interaction effects between trial type (e.g., Attend-cue-only trials vs. Interpret-cue-only trials) and time point (13 post-trial time points). In our analyses of targetrelated activity, we included only the Attend-cue-plus-target trials with long cue-target SOAs because (1) their temporal structure was more similar to that of the cue-only trials and (2) there were considerably more trials with long than with short cue-target SOAs. In general, the joint criteria of an uncorrected voxel-wise threshold of p < 0.001 [F (12,144) > 3.0], and a cluster threshold of 15 or more contiguous activated voxels were used for controlling the false positive rate. These thresholds, based on 1000 Monte Carlo simulations using the AlphaSim algorithm (http://afni.nimh.nih.gov/pub/dist/doc/manual/AlphaSim.pdf), were used for generating corrected functional activation F-maps (corrected p < 0.05), thereby reducing the likelihood of false positives from noise (Xiong et al., 1995) . The output F-images were superimposed on the SPM standard anatomical image using MRIcro software (http://www.sph.sc. edu/comd/rorden/mricro.html).
ROI analyses in auditory cortex
Two ROIs, one in the left and one in the right superior temporal gyrus (STG), were defined using a one-way repeated measure ANOVA (with time as a factor) that assessed average target-related activity. Average target activity was defined as the difference in activity between Attend-cue-plus-target trials and Attend-cue-only trials. Each ROI was confined according to the Talairach Atlas (Talairach and Tournoux, 1988) to regions around the superior temporal gyrus that showed target-related activation in either the left or the right hemisphere auditory cortex. To test for pretarget biasing activity in the auditory cortex, we calculated for each of these ROIs (left STG: 361 voxels, right STG: 251 voxels) the peak amplitude of the response (two time points, 3.75-5 s after stimulus onset) to Left-cue-only and Right-cue-only trials across subjects. We then evaluated whether there was pretarget preparatory enhancement of activity in these areas by assessing whether there was a significant interaction between Type of Attend-cue-only trial (Left-cue-only vs. Right-cue-only) and Hemisphere (the Left STG vs. the Right STG) in these ROIs. Note that these ROI analyses of cue-related activity were unbiased since the ROIs were defined using an orthogonally derived analysis of target-related activity.
Exploratory cross-study comparison
A conjunction analysis using data from both the present auditory cueing study and our analogous study in the visual modality (Woldorff et al., 2004) was employed to explore which brain areas were involved in orienting spatial attention in both the auditory and the visual modalities. Specifically, we compared the voxels that were activated more for Attendcue-only trials than for Interpret-cue-only trials in the present auditory experiment with those in our previous visual experiment (Woldorff et al., 2004) . Although the functional images in both studies were normalized to MNI space with SPM '99, there were slight differences between the voxel sizes used in these studies (42 × 51 × 23 in the visual study (Woldorff et al., 2004) versus 42 × 51 × 37 in the present auditory study). Therefore, before performing the conjunction analysis, we transformed the activation map from the visual study (42 × 51 × 23) into the image space of the auditory study (42 × 51 × 37) using an SPM linear interpolation function. Once the two maps were in the same space, we delineated activated voxels that belonged to the visual study only, the auditory study only, and to both studies. We reasoned that voxels activated in both studies would likely reflect supramodal control areas. Furthermore, we required that supramodal control areas identified by the conjunction analysis contain at least 5 voxels.
Also relevant for interpreting the results of our conjunction analysis, 20 healthy subjects (7 females and males, mean age of 27 years) participated in our previous visual attention study (Woldorff et al., 2004) . None of these subjects participated in the present auditory attention study. The images were acquired using a GE 1.5-T Signa LX MRI system at the Brain Imaging and Analysis Center at Duke University with the following parameters: 18 T2*-weighted, echo-planar image slices, each 5 mm thick, TR = 1.5 s, TE = 40 ms, flip angle = 90°, in-plane resolution of 64 × 64 (3.75 mm × 3.75 mm), and FOV = 24 cm (for more details, see Woldorff et al., 2004) .
