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INTRODUCTION 
On-line NDE practices typically emerge through a sequence 
of steps starting with the selection of a particular technique, 
proceeding with definition of configurations and procedures, and 
culminating in qualification through an experimental demonstration 
of performance. Because of the absence of a well-developed analy-
tical foundation, this process has been, by necessity, highly 
empirical in nature. The theoretical advances in the understanding 
of field-flaw interactions which have occurred over the last decade 
provide the tools necessary to adopt a more analytical approach 
to the engineering of a new NDE system. This paper explores the 
present status of these tools and discusses different ways in 
which they have been, or might be, used to quantify and improve 
inspection reliability. 
The most immediate use of field flaw models is in the verifica-
tion of the performance of a previously defined NDE system. If 
the probability of detection (POD) could be predicted with sufficient 
accuracy, it would be possible to reduce the costs of expensive 
experimental reliability demonstration programs and to interpolate 
to the performance expected for flaw and sample geometries not 
included in the available sample set. Two examples in which this 
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approach has, or might be, used are discussed in this paper. 
A second application of the theory lies in the selection and design 
of the NDE system to be employed in a new inspection problem. Here 
performance trade-off studies could be made before committing 
resources to the construction and evaluation of hardware. The 
third, and ultimate use of engineering models for flaw detectability 
is during the design of the structure itself. At the present 
time, fracture mechanics is used as a tool in designing damage 
tolerant structures. However, little or no systematic attention 
can be given to the detectability of the specified flaws at the 
design stage. It is suggested that engineering models of flaw 
detectability, such as will be discussed in this paper, should 
be developed to the point that they can be routinely used by the 
designer. This would place NDE and Fracture Mechanics on an equal 
footing, as they must be if the benefits of damage tolerant struc-
tures are to be fully realized and the design of "uninspectable" 
structures is to be avoided. Models of manufacturing processes 
can also be introduced to find an overall optimum between performance, 
cost of manufacture and inspectability. Extension to modeling 
the maintenance process is also conceivable; the retirement-for-
cause program discussed below is an initial step.' 
The above discussion focusses on the problem of reliably 
detecting flaws. However, it should be emphasized that the same 
comments apply equally well to the problems of characterizing 
and sizing candidate flaw indications, as is necessary to avoid 
the economic and readiness penalities associated with false rejects. 
To conclude this introduction, it is useful to discuss several 
attributes of NDE performance and their relationship to modeling. 
By capability, we refer to the detectability of flaws as determined 
by physical principles. Various factors such as human factors 
(variability), differences in nominally identical instruments 
(reproducibility), changes in performance of a given instrument 
with time (repeatability) will all tend to lower performance below 
that expected on the basis of capability. The composite of all 
of these effects is known as the reliability. In its most straight-
forward application, modeling determines the capability of a technique. 
One of the major application challenges is to develop realistic 
procedures whereby this can be correctly degraded to predict the 
field observed reliability. 
REVIEW OF DETECTION MODELS 
Figure 1 schematically illustrates the elements of a detection 
model for the case of ultrasonics. At the heart of the model 
must lie theories of the ultrasound-flaw interaction, such as 
have been developed over the last decade. To this, theories for 
the other physical processes which determine the strengths of 
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Fig. 1. Elements of a detection model. 
flaw signals and noise should be added. Thus models for illumination 
of the flaw and detection of its scattered signals must include 
transducer characteristics, relative positions of the probe, part, 
and flaw, transmission through interfaces, attenuation, and wave 
propagation effects such as refraction, diffraction, and focussing. 
The scattering itself is a function of the flaw parameters such 
as size, shape, orientation, surface roughness, branching, and 
closure. Noise can be determined by a number of physical processes 
such as scattering from microstructural inhomogeneities in the 
material, reflection from interfaces or part surfaces, or electronic 
noise in the receiver. 
In principle, the formulation of such models is straightforward. 
In practice, the challenge lies in making enough approximations 
that the computations become tractable while retaining sufficient 
accuracy that the engineering applications are not compromised. 
In the last few years, several successful formulations for specific 
problem areas have been reported. The models of Serabianl , Haines, 
Langston and Green2- 4 , and Chapman and Coffey5-7 have been formulated 
for application in the problem of the inspection of weldments. 
Serabian was motivated by problems encountered in the transportation 
industry whereas the others have been interested in nuclear power 
plant pressure vessel weldments. They each consider contact probes 
and generally assume flat surface contours. 8 Because of the possi-
bilities of relatively large flaws whose size could be comparable 
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to or exceed the beam widths, the beam patterns of the probes 
are explicitly built into the models. Serabian and Haines et 
al. have used scalar Kirchhoff scattering theory, whereas Chapman 
and Coffey have combined an elastodynamic Kirchhoff theory for 
use near specular directions with the geometrical theory of diffrac-
tion for nonspecular cases. The latter approach achieves more 
accurate predictions of such phenomena as the strength of tip 
diffracted signals at the expense of greater computational time 
requirements. The different philosophies in model use which have 
suggested these alternative points of view will be discussed in 
the next section. 
The model of Thompson and Gray9-l4 differs from the above 
in that it is designed for aerospace problems, such as encountered 
in retirement-for-cause (RFC) , in which the flaws are expected 
to be quite small and inspection is performed in immersion config-
urations through curved, liquid-solid interfaces. The model thus 
assumes that the flaw lies on the beam axis but takes into account 
the effects of propagation through the interface on the beam axial 
pressure. By employing a "quasi-plane wave" assumption, the scatter-
ing properties of the flaw are treated independently of the beam 
calculation, and the results of any scattering theory can be used. 
Experimental verification of each of these models has been 
obtained. Space limitations preclude their discussion here. 
However, included are checks against the angular and frequency 
dependence of measured signals, comparison of theoretically and 
experimentally Band C-scans6 ,7,15, and absolute comparison of 
unrectified r.f. waveforms and their Fourier transforms 12- l4 . 
In all cases, when the comparisons are made within the limits 
of applicability of the approximations in the theory, comparison 
of theory and experiment is excellent. 
STRATEGIES FOR THE APPLICATION OF DETECTION MODELS 
Given the successes to date in predicting experimentally 
observed responses and the continued increases in available digital 
computation capability, it is clear that engineering calculation 
of NDE responses will be possible in an ever increasing set of 
practical geometries. However, a question remains regarding 
the most efficient way to use this new tool. To illustrate the 
possibilities, the way in which the previously cited models have 
been employed will be briefly summarized. 
Haines16 has used his models in the analysis of manual inspec-
tion data, particularly that data developed during a recent series 
of round-robin tests (PISC 1) evaluating the reliability of the 
inspection of welded plates following the NDE procedures specified 
in Section XI of the ASME Boiler and Pressure Vessel Code. The 
approach can be broken down into three steps. 
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1. Use Model to Establish Capability. As noted in the Intro-
duction, models in their simplest form predict the capability 
of a technique as determined by physical factors but uninfluenced 
by human error, irreproducibility, irrepeatability, etc. Haines 
uses his models in this sense and assumes that the reported signal 
strengths will follow a statistical distribution with the model 
defined capability as a mean. 
2. Formulation of a Model to Predict Probability of Defect 
Detection. The distribution of signal amplitudes observed in 
the field is then analyzed further to obtain an empirical function 
for probability of defect detection which includes the intrateam 
and interteam variabilities. When the defect detection probability 
(DDP) was defined as the number of teams detecting a defect divided 
by the number of teams inspecting the block, Haines found that 
the DDP was a function of four parameters; ratio of mean defect 
signal to threshold, number of independent scan lines intersecting 
defect, a constant describing intrateam variability in observed 
defect signals, and a constant describing interteam variability 
in observed defect signals. 
3. Extrapolation to Cases not Covered by Experiment. Given 
the DDP function, the reliability of crack detection in new situa-
tions, for which field experience is not available, can be predicted. 
The accuracy of this prediction clearly depends upon the generality 
of the DDP function and how sensitive it might be to the conditions 
under which the data was derived. 
Coffey and Chapman have adopted a somewhat different pOint-of-
view. Rather than dealing with the questions of generality of 
statistical variabilities deduced from field data and with other 
difficulties associated with specifying ~ priori distributions 
of expected flaw sizes, as required for a full statistical treat-
ment. they have advocated a deterministic analysis of the detect-
ability of a "worst case" flaw7• l7 . As the results of that approach 
have been presented in a previous paper18 , no detailed discussion 
will be given here. Note. however. that their use of the geometrical 
theory of diffraction, which more accurately predicts the strengths 
of the tip diffracted signals, is strongly driven by the desire 
for accuracy when the flaw is not near the specular orientation. 
Fertig and Richardson19 , on the other hand, developed a fully 
statistical algorithm for the probability of detection based on 
the model for the absolute signal strength developed by Thompson 
and Gray.9-14 For a specified flaw size, shape, and orientation, 
the model predicts the probability with which the flaw plus noise 
signal (noise is predicted by a second set of related models20 •21 ) 
exceeds a specified threshold. Probability of Detection (POD) 
versus flaw size curves are then derived by calculating the percen-
tage of an expected orientational distribution of flaws whose 
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signals exceed a specified threshold. Figure 2 shows how the 
orientation variability can influence the POD curves by comparing 
results for an angle beam inspection of cracks whose orientation 
is distributed within ±5° and ±lOo. The degradation in steepness 
of POD curves produced by the larger misorientations is clearly 
evident. Similar results for the eddy current case have been 
derived by Bahr22- 23 based upon the energy-flaw interaction models 
of Auld24 and Kincaid25 • 
Table I summarizes the relative advantages and disadvantages 
of the three applications of detection models discussed. The 
"worst case" analysis is deterministic, and only requires the 
specification of the "reasonable worst case flaw". It has the 
advantage of focussing computational activities on one or a few 
selected cases but the correctness of the conclusions depends 
on the proper selection of that "worst case". Probabilistic analysis 
is intrinsic to some structural analysis methodologies. The problem 
then becomes one of properly introducing measurement variability 
into the calculation. The empirical approach of fitting to field 
experience is relatively simple, but correct extrapolation to 
new problems depends on the generality of that experience. On 
the other hand, first principles calculations require a more detailed 
specification of the noise and error processes which produce vari-
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Fig. 2. Prediction of POD curves for randomly oriented cracks 
in the mean normal to a surface and having a standard 
angular deviation of 90 0 • Curves are shown for 90 = 
50 (solid lines) and 90 = 100 (dashed lines) for thresholds 
selected to produce POD values of 0.1, 0.5, and 0.9 
for 800 ~m radius flaws. 
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been completed, the results can be viewed with considerable confi-
dence. In either of the probabilistic approaches, a specification 
of the ~ priori flaw distribution is essential to the prediction 
of system operating characteristics (false accepts versus false 
rejects as a function of threshold) and the use of benefit-risk 
analyses to set system thresholds 26 . 
Table 1. Strategies for Applying Detection Models 
Approach 
"Worst case" analysis 
Probabilistic approach 
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SCENARIO FOR APPLICATION OF DETECTION MODELS TO RETIREMENT FOR 
CAUSE 
The application of detection models to the development of 
a safety argument for the construction of a pressurized water 
nuclear reactor in the United Kingdom has been discussed elsewhere 
in these proceedings by Coffey.lS This illustrates the importance 
of models in extrapolating to situations which are not covered 
in demonstration programs but which may represent a "worst case" 
based on the physical principles governing the measurement. In 
this section, a possible scenario for applying a probabilistic 
approach in the evaluation of the reliability of the NDE system 
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being constructed as a part of the U.S. Air Force Retirement-for-
Cause (RFC) program27- 28 will be discussed. The remarks will 
focus on ultrasonics, but similar comments could be made for the 
case of eddy current inspection. 
A correct evaluation of the economic benefits of a life exten-
sion program such as RFC depends upon a quantification of the 
probabilities of Type I and II errors. The usual approach is 
to develop these probabilities through an experimental demonstration 
program. Unfortunately, the expense of making internal flaw samples 
may preclude the fabrication of as many flaws and part geometries 
as would be desired for a complete evaluation of all random and 
systematic sources of measurement error. 
Let us suppose, as a hypothesis, that financial resources 
allow 30 internal flaw specimen to be fabricated in a particular 
engine material using diffusion bonding techniques to simulate 
penny shaped cracks perpendicular to part surfaces. Statistical 
requirements for sample numbers require that more than one flaw 
be present in a given flaw range. Let us assume that 10 of the 
30 flaws have diameters of 0.016 in (0.40mm), 10 have diameters 
of 0.031 in. (0.79mm), and 10 have diameters of 0.100 in. (2.54mm). 
Standard practice for evaluating the reliability of an automated 
inspection system would call for each of these samples to be inspec-
ted by the system, under a variety of loading and operator conditions. 
Curves of probability of detection versus flaw size could then 
be developed from the results. 
Ideally, one would like to extend the sample set to include 
such factors as flaw orientation, flaw shape, closure effects, 
etc. Since economics restrict this approach, an alternative is 
to rely on modeling. Appropriate models 9- 14 have recently been 
developed in a format suitable for this problem through the solution 
of selected RFC window problems. 29 A scenario for their further 
verification and application follows. 
1. Model Verification. The detection models should first 
be further verified by direct comparison of their absolute predic-
tions of the temporal and spectral characteristics of the scattered 
signals to those experimentally observed on the RFC samples, under 
conditions of precise manual positioning of the flaw on the beam 
axis at carefully controlled angles of illumination and detection. 
2. Comparison to Performance of Automated System as Observed 
on Reliability Samples. When measurements are made using an auto-
mated system, a number of factors will cause variations in the 
signal strengths returned from a given flaw. Included would be 
errors in part alignment in the apparatus, random deviations of 
scan paths and angles from those intended (mechanical error in 
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the system), and systematic errors associated with the fact that 
the beam is stepped in finite scan increments and its center may 
not pass through the flaw center for any of them. From the mechan-
ical specifications of the system, it should be possible to estimate 
the magnitude of each of these effects and thereby predict the 
experimentally observed scatter in a versus a curves, as illustrated 
in Fig. 3a. (Note that a is defined as the actual flaw size and 
a as the size infeyred from the measurement result, e.g., peak 
signal amplitude in the most primitive case.) 
3. Prediction of the Influence of Other Physical Variables. 
Successful completion of the above comparisons would establish 
sufficient confidence in the model that it could be used to evaluate 
the effects of such physical factors as crack orientation, crack 
shape (e.g., ellipticity), closure, etc. In each case, one would 
have to specify, from~ priori knowledge, a distribution of para-
meters. (For example, in Fig. 2 it was assumed that cracks had 
orientations which were randomly distributed with either 50 or 
100 standard deviations). The model would first be used to predict 
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Fig. 3. Use of detection models to predict a versus a curves 
for an RFC NDE system. 
a) Prediction of variability, reproducibility, and re-
peatability effects for automatic system 
b) Prediction of increased scatter due to physical factors 
such as orientation 
c) More realistic POD prediction based on incorporation 
of physical factors in analysis. 
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in a versus a curves. As shown in Fig. 3b, this would lead to 
a decrease in sharpness of the POD curve for the system. At present, 
orientation and ellipticity effects can be handled theoretically. 
Closure effects are not as well understood, and estimates of their 
significance would have to be made on the basis of carefully selected 
experiments. 
4. PREDICTION OF OPERATING CHARACTERISTICS.- The above program 
would allow an assessment of the various contributions to scatter 
in a versus a, some of which could not be addressed by an economically 
feasible experimental evaluation program, to be systematically 
evaluated. The final step would be to predict system operating 
characteristics. This would require an independent specification 
of the distribution of expected flaw sizes. 
The previous example demonstrates a potential use of detection 
models in evaluating the performance of a previously designed 
NDE system. The second application of detection models cited 
in the introduction is in the design of improved NDE systems. 
Many conventional examples, such as selection of transducer para-
meters and illumination angles come to mind. A more advanced 
class of examples involve using the models to guide the selection 
of parameters, other than peak amplitude, which will provide a 
better discrimination between flaw signals and noise. Candidates 
include the spatial frequency, phase, etc. patterns of the scattered 
signals. 30 One example which is discussed elsewhere in these proceed-
ings is the use of detection filters. 3l ,32 The role of the model 
in that work is to define those frequencies at which signal-to-noise 
will be greatest in a particular measurement geometry so that 
optimal use can be made of that information. The model also defines 
how the characteristics of that filter should be changed as a 
transducer is scanned over geometrically different regions of 
a part. 
DISCUSSION 
A number of areas of present research will expand the capabil-
ities of the present models. Included are efforts to simplify 
the models for crack edge diffraction, modeling the effects of 
crack roughness and closure, and modeling of scattering from cracks 
of complex shapes. 
As noted in the introduction, the three major applications 
of reliability modelling are in the evaluation of existing NDE 
systems, the design of new NDE systems, and in the design of damage 
tolerant structure. The first is a reality today, the second 
has had recent laboratory demonstration, and the third has the 
potential to improve our practice of structural design in the 
future. 
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