This note investigates coefficient estimates and subordination properties for certain classes of normalized functions (which are essentially defined by means of a Hadamard product of two analytic functions). We exhibit several interesting consequences of our main results, and in the process, we are also led to the corrected forms of the results given by Owa and Nishiwaki (2002) .
Introduction and preliminaries
Let Ꮽ denote the class of functions f (z) normalized by f (0) = f (0) − 1 = 0, and analytic in the open unit disk ᐁ = {z : z ∈ C, |z| < 1}; then f (z) can be expressed as f (z) = z + ∞ n=2 a n z n .
(1.1)
Let us denote by ᏹ(α) and ᏺ(α) two subclasses of the class Ꮽ, which are defined (for α > 1) as follows:
(1.
2)
The classes ᏹ(α) and ᏺ(α) were studied recently by Owa and Nishiwaki [3] and also by Owa and Srivastava [4] . In fact, for 1 < α 4/3, these classes were investigated earlier by Uralegaddi et al. [7] . It follows from (1.2) that
If f ,g ∈ Ꮽ, where f (z) is given by (1.1), and g(z) is defined by
b n z n , (1.4) then their Hadamard product (or convolution) f * g is defined (as usual) by ( f * g)(z) = z + ∞ n=2 a n b n z n = (g * f )(z).
(1.5)
For two functions f and g analytic in ᐁ, we say that the function f is subordinate to g in ᐁ (denoted by f ≺ g) if there exists a Schwarz function w(z), analytic in ᐁ with w(0) = 0, and
We introduce here a class α (φ,ψ) which is defined as follows: suppose the functions φ(z) and ψ(z) are given by
where λ n µ n 0 (for all n ∈ N\{1}). We say that f ∈ Ꮽ is in α (φ,ψ) provided that ( f * ψ)(z) = 0 and
Several new and known subclasses can be obtained from the class α (φ,ψ) by suitably choosing the functions φ(z) and ψ(z). We mention below some of these subclasses of α (φ,ψ) consisting of functions f (z) ∈ Ꮽ. The Ruscheweyh derivative operator (see [5] ):
(1.8)
Indeed, we have 
(1.10)
A similar type of a subclass Λ α (λ) involving the Ruscheweyh operator D λ (defined by (1.9) above) was also considered by Ali et al. [1] ; whereas, the subclasses ᏹ(α) and ᏺ(α) are the known classes (see [3] ) defined by (1.2), respectively.
In our present investigation, we require the following definition and also a related result due to Wilf [8] .
of complex numbers is said to be a subordination factor sequence if whenever f (z) given by (1.1) is univalent and convex in ᐁ, then
is a subordinating factor sequence if and only if
The main purpose of this note is first to investigate the coefficient estimates and related properties of certain classes of normalized functions, defined as a Hadamard product (or convolution) of two analytic functions, in the open unit disk. Additionally, by defining another analogous class of analytic functions, we develop a subordination theorem for this class and consider various interesting consequences (including the corrected forms of the results obtained in [3] ) from our main results.
Coefficient inequalities and related properties
We first derive a sufficient condition for the function f (z) to belong to the aforementioned class α (φ,ψ). The result is contained in the following.
Proof. Let condition (2.1) be satisfied for the function f (z) ∈ Ꮽ. It is sufficient to show that
We note that
The extreme-right-side expression of the above inequality would remain bounded by 1 if
which leads to the desired inequality (2.1). This completes the proof.
Taking k = 1 in (2.1), we observe that the sequence
remains nonnegative whenever the sequences µ n and λ n /µ n are nondecreasing, and α satisfies the inequality 1 < α (1/2)(1 + λ 2 /µ 2 ). Using this in Theorem 2.1, we obtain the following.
provided that λ n > µ n > 0, µ n and λ n /µ n are nondecreasing sequences, and α is such that
By appealing to (1.9), (1.10), when the functions φ(z) and ψ(z) in (1.7) are selected appropriately, then Theorem 2.1 yields the following results.
for some k (0 k 1) and some
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for some k (0 k 1) and some α (α > 1), then f (z) ∈ ᏹ(α). We next mention here another known class, E(φ,ψ;β) (see [2] ), consisting of the function f (z) ∈ Ꮽ defined analogously to the class α (φ,ψ), which satisfies the condition
We prove the following result.
Proof. If α satisfies the inequality (1 < α (1/2)(1 + λ 2 /µ 2 )), then (2.6) of Corollary 2.2 implies
Now using the following result [2, Theorem 1, page 72] which determines the sufficiency condition for the function f (z) ∈ Ꮽ to be in the class E(φ,ψ;β):
we need to find the smallest positive β such that
This gives
Let us put
λ n µ n is nondecreasing .
(2.15)
We will show that F(n) is a nondecreasing function of n. Elementary calculations give
which is observed to be positive, under the constraints stated with (2.15), where ω n (α), given by (2.5), is a nonvanishing sequence. Hence, we conclude from (2.14) that
Setting β = 1/2 in (2.10) and choosing φ(z) and ψ(z) appropriately (as mentioned in (1.9)), we obtain the class K λ involving the Ruschweyh derivative D λ (see [5] ) which is defined by
(2.18) Also, the class E(φ,ψ;β) includes among others the familiar subclasses of Ꮽ which consist of starlike functions * (β) of order β (0 β < 1), and convex functions (β) of order β (0 β < 1). If we select the functions φ(z) and ψ(z) according to (1.9), (1.10) in Theorem 2.7, then we obtain the following results.
Corollary 2.10. If f (z) ∈ Ꮽ satisfies the coefficient inequality (2.9) for k = 1 and some α
where Λ * α (λ), ᏹ * (α), and ᏺ * (α) are, respectively, the subclasses of Λ α (λ), ᏹ(α), and ᏺ(α) consisting of functions f (z) ∈ Ꮽ satisfying inequalities (2.7), (2.8), and (2.9), respectively. Again, it is obvious that
, and let the sequences λ n , µ n , and λ n /µ n be nondecreasing; then
for every function g ∈ . In particular,
The constant factor
in the subordination result (3.3) cannot be replaced by any larger one.
Proof. Let f (z) defined by (1.1) belong to the class G α (φ,ψ), and let g(z) defined by (1.4) be any function in the class . It follows then that
a n b n z n .
(3.6)
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As a multidisciplinary field, financial engineering is becoming increasingly important in today's economic and financial world, especially in areas such as portfolio management, asset valuation and prediction, fraud detection, and credit risk management. For example, in a credit risk context, the recently approved Basel II guidelines advise financial institutions to build comprehensible credit risk models in order to optimize their capital allocation policy. Computational methods are being intensively studied and applied to improve the quality of the financial decisions that need to be made. Until now, computational methods and models are central to the analysis of economic and financial decisions. However, more and more researchers have found that the financial environment is not ruled by mathematical distributions or statistical models. In such situations, some attempts have also been made to develop financial engineering models using intelligent computing approaches. For example, an artificial neural network (ANN) is a nonparametric estimation technique which does not make any distributional assumptions regarding the underlying asset. Instead, ANN approach develops a model using sets of unknown parameters and lets the optimization routine seek the best fitting parameters to obtain the desired results. The main aim of this special issue is not to merely illustrate the superior performance of a new intelligent computational method, but also to demonstrate how it can be used effectively in a financial engineering environment to improve and facilitate financial decision making. In this sense, the submissions should especially address how the results of estimated computational models (e.g., ANN, support vector machines, evolutionary algorithm, and fuzzy models) can be used to develop intelligent, easy-to-use, and/or comprehensible computational systems (e.g., decision support systems, agent-based system, and web-based systems)
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