We assessed interrater reliability (IRR) of chart abstractors within a randomized trial of cardiovascular care in primary care. We report our fi ndings, and outline issues and provide recommendations related to determining sample size, frequency of verifi cation, and minimum thresholds for 2 measures of IRR: the κ statistic and percent agreement.
INTRODUCTION

D
espite advances in clinical information systems, patient chart audits are often the only way to collect required data for research. 1 Establishing rigorous methods for assessing the reliability (consistency) and validity (accuracy) of data is important. 2, 3 Although there is evidencebased guidance on performing chart abstractions, 2, [4] [5] [6] [7] [8] [9] there is minimal and inconsistent advice for methods to ensure interrater reliability (IRR), such as selection of the sample size, frequency of reliability checks, and minimum thresholds for the κ statistic and percent agreement. 4, [9] [10] [11] There are currently no standard recommendations for the proportion of abstracted data that should be randomly checked for reliability, 12 and sample size calculations can yield dramatically different numbers. 5, 13, 14 Two methods commonly used in the literature, the goodness-of-fi t approach 13 and the 95% confi dence interval precision method, 5, 15 rely on estimates that are diffi cult to determine without knowledge from a previous study. Additionally, few studies in the literature that use chart abstraction exam-
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ine the reliability of the data critically 15, 16 or justify the frequency and timing of reliability checks.
Finally, there have not been many IRR studies in primary care research, 5, 6, 17 to assist in determining the lowest threshold of data quality before repeated collection is required. A common interpretation of κ states that a value between 0.61 and 0.80 constitutes substantial agreement between raters, while in emergency medicine research, the benchmark is 95% agreement. 18 Ultimately, the published standards from primary care are few and have widely ranging values depending on the variables being measured.
We undertook this study to bridge some of the existing gap in reported methods for assessing IRR by describing a 4-part procedure for monitoring the quality of data collection 19 and how IRR was measured in a research study focused on quality improvement for cardiovascular care in Ontario, Canada.
METHODS
Study Design, Intervention, and Setting
The Improved Delivery of Cardiovascular Care (IDOCC) project is a practice-based study focused on implementing delivery system changes and evidencebased care in primary care (http://www.idocc.ca). The study is a cluster-randomized controlled trial that uses the stepped wedge design 20 to roll out the intervention over equally spaced time intervals. All primary care practices in the health region were eligible and invited to participate in a 24-month intervention. The main method of data collection is retrospective medical chart abstraction for a random selection of patients at high risk for cardiovascular disease. In phase I of the study, we recruited 27 practices (approximately 25% of those invited) and audited a mean of 62 charts per practice (SD = 10.77, range = 44-66). The Ottawa Hospital Research ethics board approved the study procedures.
Data Quality Monitoring Procedure
We developed a 4-part data quality monitoring procedure consisting of (1) use of a standardized protocol and standardized forms by chart abstractors; (2) extensive training in data abstraction; (3) con tinuous monitoring of κ values and percent agreement between abstractors; and (4) continuous quality improvement, including retraining, editing of standard protocols, and providing of feedback. Each part is described in detail below.
Development of Standardized Manual and Data Entry Protocol
We developed a detailed chart abstraction manual for cardiovascular process of care and clinical indicators (available online at http://www.annfammed.org/ cgi/content/full/9/1/57/DC1) based on previous protocols. 21 To promote data validity and reliability, we included glossaries of synonyms and short forms for medical terminology, comment areas for abstractor notes, and tips for items less commonly documented or more diffi cult to fi nd. For example, a common place to fi nd smoking status is at the front of the paper chart or in the cumulative patient profi le in the electronic health record.
We ensured standardized data entry methods through use of a secure software system provided by ClinicalAnalytics (CA) 4.0, a product of TrialStat Corporation (Ottawa, Ontario), which was tailored to the study. CA 4.0 is a data capture system, designed primarily for health researchers, that allows chart abstractors to enter data on a laptop while in the family practice. Information entered into TrialStat is tracked and changes are recorded in an audit trail. The program has logic models embedded in the entry fi elds, so illogical responses are not accepted and warnings prompt chart abstractors of fi elds left incomplete. The start-up cost was $8,000, with a maintenance cost of $7,500 per year. The cost of closing the secured site will be $2,500.
Abstractor Training
An experienced chart auditor trained 4 new auditors over 2 weeks with a standardized training program. In addition to a detailed review of the manual and chart audit exercises, typical scenarios of diffi cult data abstraction were presented.
We conducted a pilot phase in 5 practices where each auditor reviewed 5 medical charts under supervision of the trainer. Review of 5 charts was considered reasonable given existing time and resource constraints for participating practices. This process served as a pilot test for the data abstraction and electronic data collection forms, and addressed diffi culties with data elements.
IRR Analysis and Continuous Quality Monitoring
We had 3 data quality checkpoints at which a different auditor reaudited a 5% sample of the charts and reliability was measured ( Figure 1) . A 5% reaudit matched the budgetary limits for phase I and was supported by the literature 4, 22, 23 but with no justifi cation. The IRR checkpoints were unknown to chart abstractors and selected at random intervals. Timing was chosen to minimize practice disturbances and to fi t within fi nancial constraints and abstractor availability. The fi rst time point was completed 1 week after abstraction began to ensure new chart abstractors had an early quality check. Additional quality checks would occur if major errors were detected or if staffi ng changes
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occurred during the 5-year project. The other 2 time points were dispersed within the data collection to ensure that new abstraction errors or patterns with different types of practices or charts were not introduced.
At the fi rst IRR checkpoint, 9 charts were reabstracted in the fi rst 4 practices that completed data collection, for a total of 14% (36 of 263) of charts completed. Each abstractor had performed chart abstraction at only 1 practice at this point, so practices were not randomly selected; however, charts within each practice were randomly selected.
We chose the number of charts between the other 2 reliability checkpoints to ensure consistent use of chart abstractor resources. The second IRR checkpoint thus occurred when one-half of the anticipated 40 practices had collected their data. We did not include the fi rst 4 practices, which took part in the fi rst IRR check, in this process since a sample of each auditor's charts had already been evaluated; hence, the second checkpoint sampled 16 practices instead of 20. We stratifi ed the 16 practices by chart abstractor and randomly selected 2 practices per abstractor. Six practices (2 per abstractor as 1 abstractor no longer worked for the project) and 8 charts per practice were reaudited, for a total of 48 charts at the second time point.
The third IRR checkpoint occurred when all practices in the phase had completed data collection and used the methods described earlier. Because of lower practice recruitment, the fi nal number of practices in phase I was 27; thus, the third IRR check occurred 1 month after the second. Two practices per chart abstractor were randomly selected from the 7 new practices, and 8 randomly selected charts per practice were reabstracted, for a total of 48 charts at the third time point. Chart abstractors performing the reabstraction were blinded to the responses of the fi rst abstractor.
We used the Cohen κ statistic and percent agreement to assess the IRR; for both measures, higher values indicate greater IRR. We calculated the κ values for unbalanced 2 × 2 tables, using the method suggested by Gwet 24 and Crewson.
25
Continuous Quality Improvement
We decided a priori that should IRR values be low, we would increase the number of IRR checkpoints. An overall κ (across all items) of 0.75 or less was the threshold set for abstractors to redo some or all of the data collection. We fl agged individual items with a κ less than 0.70, a percent agreement less than 95%, or both, and incorporated them into post-IRR abstraction feedback and retraining sessions. The aim of these sessions was to highlight items for improvement and reasons for discrepancies, and to develop actions for correction. We retrained abstractors before they abstracted any more charts, giving feedback and solutions to common mistakes. In addition, the senior chart auditor was available during regular hours for telephone calls from abstractors. Questions that she could not address were forwarded to the principal investigators, who are also physicians.
RESULTS
The chart abstraction manual underwent several revisions. For example, we removed data collection fi elds for physical activity as this information was inconsistently recorded in the charts, and thus lacked validity and trustworthiness. 
Data collection
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From the post-IRR abstraction feedback sessions, we developed 2 appendixes to the original chart abstraction manual. One appendix was a French acronym list for practices that had medical records mainly in French, and the other was the summary document with additional tips on where to fi nd and how to record information.
The overall κ across all 38 items (diagnoses and quality of care indicators) measured was 0.91 (95% confi dence interval, 0.90-0.92), and the overall percent agreement was 94.3%. Values for 23 items are shown in Table 1 . For the sake of brevity, repetitive items (such as second and third blood pressure readings taken) and items for processes of care with low prevalence (such as referral for an electrocardiogram) are not shown in the table.
Of all 38 items measured, 10 had a κ value less than 0.75, and 3 of these were a value of 0.00 (range excluding zero values, 0.33-1.00). The 3 items with κ equal to zero also had high percent agreement (99%, 95%, and 99%) and unbalanced 2 × 2 tables where virtually all abstractors had indicated that the process of care did not occur. In such situations, the κ statistic will often overestimate or underestimate the agreement between 2 abstractors. 14, 26, 27 We therefore interpreted these items with caution and relied more on percent agreement as a guide to how these items were abstracted. Sixteen of the 38 items checked had less than 95% agreement (range, 87%-100%). Reaudit of medical record charts was not required at any point in phase I of the study.
DISCUSSION
We designed a 4-part data quality monitoring method culminating in IRR analysis. We found that our data were of an acceptable level as defi ned by our a priori set standards. A 5% chart abstraction rate and IRR analysis showed a κ of 0.91 and percent agreement of 94.3%, signifying excellent agreement between abstractors. No charts needed to be reabstracted, supporting the effectiveness of our training and data collection approach.
When we developed our strategy in 2007, there was limited information on which to base our sample size. We opted for a sample size that was based on the literature and that fi t within the study budget, with the intention of using the fi ndings to inform future IRR analysis in other phases of the study. 5, 27 Although the Cohen κ is a commonly used statistic to measure IRR, there are known issues with its interpretation as other factors can infl uence the magnitude of the coeffi cient. The κ statistic can be infl uenced by the prevalence of the outcome of interest and potential bias between raters regarding the frequency of occurrence of the outcome; the κ in these situations may be higher or lower than the true chance-corrected measure of agreement. 14, 26, 28, 29 We therefore chose to use percent agreement as an aid to interpreting κ, and to develop an overall sense of reliability. The data a Percent agreement expected (pe) is a measure of the agreement that is expected to occur by chance between the raters. b Measurement period was the 12 months before fi rst date of abstraction.
c β-blocker, angiotensin-converting enzyme inhibitor, angiotensin receptor blocker.
d β-blocker, angiotensin-converting enzyme inhibitor, angiotensin receptor blocker, diuretic, calcium channel blocker.
on percent agreement for these items suggest that the actual reliability of the data was good and that our results where κ was very low (zero values) were an artifact of the manner in which κ was calculated. For these particular items (having a waist circumference measured in the last year, and in the year prior, and having weight control medications prescribed) the prevalence was low (they were not likely to occur in the practices); thus, the abstractors consistently chose 1 option. As a result, the 2 × 2 table used to calculate κ was unbalanced, and the expected agreement between abstractors was high, which produced κ values of 0.00. The main objective of checking IRR is to obtain a sense of reliability and, thus, an indication of the quality of the data. A subjective element of IRR studies is the cut point at which a research team decides the data are not of high enough quality and, thus, medical chart audits must be repeated. Again, because descriptions in the primary care literature on the processes for ensuring data quality from primary care chart audits were limited, the research team had to arbitrarily select acceptable quality thresholds in this study, namely, a κ value of 0.75, a 95% agreement, or both. These cut points are consistent with the emergency medicine literature; however, hospital or ambulatory records would differ from those in primary care, particularly when it comes to standardized records and the type of data collected. As a result, these thresholds may not apply in primary care where records vary among clinics.
Eder et al 6 reported on procedures used to promote IRR in data abstraction for the quality of breast and cervical cancer screening services in California, and found high values of agreement, ranging from 89% to 100%, and a κ ranging from 0.59 to 1.0. Similarly, To et al 17 found an overall percent agreement of 93% and an overall κ of 0.81 when they examined IRR between the study chart abstractor and an experienced nonstudy chart abstractor, using 8 fi ctitious medical charts.
Quality of data obtained during a retrospective medical chart audit is limited to the availability and condition of the data housed within a patient's record. 4, 16 Various sources of bias may affect the initial chart data, including the communication of ailments to a medical professional, followed by the entry of that information into a medical record. The quality of data is therefore infl uenced by whether the required information is available in a form that may be abstracted 4 and is accurate. Recent primary care reforms including incentive payments for prevention activities (eg, smoking cessation fees) and use of a team approach (emphasizing the need to communicate information to others) will also infl uence the data. Additionally, with a greater emphasis on electronic health systems that are tied to remuneration and performance (both within offi ces and within health regions), one could expect greater consistency for those targeted processes of care. Stange et al 30 suggest that given these external limitations on data quality, investigators should consider other methods that may be optimal for measuring a particular aspect of health care delivery. They demonstrated that methods to triangulate data sources were feasible within primary care practices and important when a reference standard for data collection does not exist. In our study, we have wide variation of record keeping, ranging from offi ces using electronic medical records (22%), fl ow sheets, and patient summaries, to those using basic paper-based records. Despite these variations, we have shown that in primary care, we can expect to see close to 95% agreement between raters.
In response to a lack of guidance in the literature, Engel et al 16 developed the Medical Record Review (MRR) Conduction Model, which describes and frames the process of chart abstraction. According to this model, data quality is affected by individual entities, including the investigator, abstraction manual, abstractor, data source, abstraction tool, and data quality analysis, in a cyclical process. Each entity infl uences and provides feedback to the other, which underscores the need to report IRR to guide future research. This interplay was highlighted in the development of our protocol for assessing reliability of chart audits in measuring quality improvement for cardiovascular care in primary care practices in Ontario, Canada.
Recommendations for the Future
We recommend that researchers report their justifi cations for IRR methods so that others can gauge their appropriateness and use the information for future research. Gow et al 31 evaluated clinical research studies published in 5 high-impact cardiology journals in 2005 and found that only 27% of the studies reported interobserver variability of measured variables. The authors suggest that this general lack of reporting is partially due to research methodology quality control being of low priority for researchers and journal editors. Others propose that restricted space in journals may explain why such description is omitted. 4 We suggest that if κ is the statistic being used to measure IRR, the percent agreement be used to aid in interpretation. Alternatively, bias and prevalence indices, as outlined by Byrt et al, 26 could be calculated to help determine the amount to which the estimates are affected. 14, 28 These indices provide estimates of the effect of the prevalence paradox (whereby a higher proportion of yes or no responses can produce lower κ values) and the bias paradox (whereby the difference between the rater's proportion of yes responses produces unbalanced marginal totals in the 2 × 2 table
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and higher κ values) and can create a more accurate interpretation of κ. In this study, a 5% sampling of charts for quality control using IRR analysis yielded κ and agreement levels that met or exceeded our quality thresholds. We recommend that high quality be defi ned as a κ of 0.75, a 95% agreement, or both. Additionally, auditing charts at 3 time points during the chart audit phase allows for early quality control as well as ongoing quality monitoring.
This study has highlighted some areas that could benefi t from further refi nement in terms of IRR studies involving data collection in primary care practices for research. We have shown that a high level of IRR is possible in the primary care setting in Ontario, Canada. The high-quality data collected within the fi rst phase of our study is attributable to the attention placed on developing the chart audit manual, the rigorous and standardized training protocols, and a continuous quality improvement process. Our results can be used as a guide and benchmark for other medical chart review studies in primary care.
To read or post commentaries in response to this article, see it online at http://www.annfammed.org/cgi/content/full/9/1/57.
