Integraali keskväärtusteoreemid: keskväärtust määravate punktide asümptootiline käitumine by Maadik, Inger-Helen
Tartu U¨likool
Matemaatika-informaatikateaduskond
Matemaatika instituut
Inger-Helen Maadik
Integraali keskva¨a¨rtusteoreemid:
keskva¨a¨rtust ma¨a¨ravate punktide
asu¨mptootiline ka¨itumine
Bakalaureuseto¨o¨
Juhendaja: prof. Toivo Leiger
Autor:
Juhendaja:
Instituudi juhataja:
Tartu 2013 ‘
Sisukord
Sissejuhatus 2
1. Keskva¨a¨rtust ma¨a¨rava punkti ka¨itumine lihtsate keskva¨a¨rtus-
teoreemide puhul 6
1.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2. Keskva¨a¨rtust ma¨a¨rava punkti ka¨itumine kaalutud keskva¨a¨rtus-
teoreemide puhul 17
2.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3. Keskva¨a¨rtust ma¨a¨rava punkti ka¨itumine avaramatel tingimustel
kaalutud keskva¨a¨rtusteoreemi puhul 26
3.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
Summary 38
Kirjandus 40
1
Sissejuhatus
Integraalidega seotud keskva¨a¨rtusteoreemidest on ko˜ige tuntum ja lihtsam ja¨rgmine
teoreem.
Teoreem 0.1 (integraalarvutuse lihtne keskva¨a¨rtusteoreem). Kui f : [a, b]→ R
on pidev funktsioon, siis leidub c ∈ (a, b) nii, et∫ b
a
f(t) dt = f(c)(b− a).
Integraalarvutuse lihtne keskva¨a¨rtusteoreem 0.1 on vahetu ja¨reldus ja¨rgmisest diferent-
siaalarvutuse Lagrange’i keskva¨a¨rtusteoreemist.
Teoreem 0.2 (Lagrange’i keskva¨a¨rtusteoreem). Olgu F : [a, b]→ R pidev funkt-
sioon, mis vahemikus (a, b) on diferentseeruv. Siis leidub selline c ∈ (a, b), et
F ′(c) =
F (b)− F (a)
b− a .
To˜epoolest, kui f : [a, b]→ R on pidev funktsioon, siis seosega
F (x) :=
∫ x
a
f(t) dt
ma¨a¨ratud funktsioon F : [a, b] → R on diferentseeruv ja F ′(x) = f(x) iga x ∈ [a, b]
korral. Kuna funktsioon F rahuldab Lagrange’i teoreemi 0.2 eeldusi, siis leidub selline
c ∈ (a, b), et
f(c) = F ′(c) =
F (b)− F (a)
b− a =
1
b− a
∫ b
a
f(t) dt,
mis on teoreemi 0.1 va¨ide.
Teoreem 0.1 on erijuht ja¨rgmisest u¨ldisemast va¨itest.
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Teoreem 0.3 (integraalarvutuse (esimene) kaalutud keskva¨a¨rtusteoreem).
Kui funktsioon f : [a, b] → R on pidev ja g : [a, b] → [0,∞) on Riemanni mo˜ttes
integreeruv funktsioon, siis leidub c ∈ [a, b] nii, et∫ b
a
f(t)g(t) dt = f(c)
∫ b
a
g(t) dt.
Termini kaalutud keskva¨a¨rtusteoreem po˜hjenduseks vo˜rdleme keskva¨a¨rtust f(c) kaalu-
tud keskmistega. Olgu p1, . . . , pn ≥ 0 sellised, et
n∑
k=1
pk > 0. Arvude x1, . . . , xn kaalutud
keskmisteks (kaalude p1, . . . , pn suhtes) nimetatakse arvu
1
n∑
k=1
pk
n∑
k=1
pkxk.
Teoreemis 0.3 on kaaludeks funktsiooni g va¨a¨rtused g(x) (x ∈ [a, b]) ja arv
f(c) =
1∫ b
a
g(t) dt
∫ b
a
f(t)g(t) dt
on funktsiooni f kaalutud keskmine.
Teoreem 0.4 (integraalarvutuse (teine) kaalutud keskva¨a¨rtusteoreem). Kui
f : [a, b] → R on monotoonne funktsioon ja g : [a, b] → R on Riemanni mo˜ttes integ-
reeruv lo˜igus [a, b], siis leidub c ∈ [a, b] nii, et∫ b
a
f(t)g(t) dt = f(a)
∫ c
a
g(t) dt+ f(b)
∫ b
c
g(t) dt.
Punkti c igas eespool esitatud keskva¨a¨rtusteoreemis nimetame edaspidi keskva¨a¨rtust
ma¨a¨ravaks punktiks. See punkt ei ole u¨ldjuhul u¨hegi teoreemi korral u¨heselt ma¨a¨ratud.
Ka¨esoleva bakalaureuseto¨o¨ eesma¨rgiks on kirjeldada nende punktide ka¨itumist protses-
sis b→ a. Selleks so˜nastame keskva¨a¨rtusteoreemid suvalises lo˜igus [a, x], kus x ∈ (a, b],
ja kirjutame eespool toodud seosed vastavalt kujul
f
(
c(x)
)
=
1
x− a
∫ x
a
f(t) dt,
f
(
c(x)
)
=
1∫ x
a
g(t) dt
∫ x
a
f(t)g(t) dt
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ja ∫ x
a
f(t)g(t) dt = f(a)
∫ c(x)
a
g(t) dt+ f(x)
∫ x
c(x)
g(t) dt
ning pu¨u¨ame leida piirva¨a¨rtust
lim
x→a
c(x)− a
x− a .
Seejuures piirva¨a¨rtuse lim
x→a
all me mo˜tleme parempoolset piirva¨a¨rtust lim
x→a+
. Analoogi-
liselt ta¨hendab ja¨rgnevas valemis f ′(a) parempoolset tuletist lo˜igu otspunktis a:
f ′(a+) := lim
x→a+
f(x)− f(a)
x− a .
Edaspidiste ta¨histuste kohta ma¨rgime veel, et me kirjutame
ω(x) = o(x− a) (x→ a),
kui
1
x− aω(x) = o(1), s.t. limx→a
ω(x)
x− a = 0.
Ka¨esolev bakalaureuseto¨o¨ koosneb kolmest peatu¨kist. Esimeses peatu¨kis vaatleme liht-
said keskva¨a¨rtusteoreeme. La¨htume B. Jacobsoni [1] poolt to˜estatud teoreemist, mille
kohaselt keskva¨a¨rtust ma¨a¨rav punkt la¨heneb protsessis x → a asu¨mptootiliselt lo˜igu
[a, x] keskpunktile, kui eksisteerib nullist erinev tuletis f ′(a). Esimeses alapunktis esi-
tame selle teoreemi to˜estuse ning to˜estame tema u¨ldisema versiooni, kasutades Taylori
valemit. Seejuures on meil aluseks Zhang Baolini to¨o¨ [6]. Teine alapunkt on pu¨hendatud
J. G. Nikonorovi [3] poolt to˜statatud probleemile. Nimelt osutub, et lihtsa keskva¨a¨rtus-
teoreemi puhul leidub keskva¨a¨rtust ma¨a¨ravate punktide hulgas suurim ning Nikonorovi
teoreem va¨idab, et see punkt c(x) rahuldab tingimust
lim sup
x→a
c(x)− a
x− a ≥
1
e
.
Teine peatu¨kk keskendub kaalutud keskva¨a¨rtusteoreemidele. La¨htume M. Polezzi [4]
poolt to˜estatud teoreemist, mis u¨tleb, et esimese kaalutud keskva¨a¨rtusteoreemiga 0.3
ma¨a¨ratud punkt c(x) rahuldab tingimust
lim
x→a
c(x)− a
x− a =
1
k
√
k + 1
,
kui funktsioon f : [a, b] → R on punktis a k korda diferentseeruv, kusjuures f ′(a) =
. . . = f (k−1)(a) = 0 ja f (k)(a) 6= 0, ning g(a) 6= 0. Esimeses alapunktis, mille aluseks
4
oli T. Trifi to¨o¨ [7], to˜estame selle teoreemi u¨ldisema juhu ning lisaks uurime, kuidas
ka¨itub punkt c(x) teise kaalutud keskva¨a¨rtusteoreemi 0.4 puhul. Teises alapunktis uuri-
me integraalarvutuse Cauchy tu¨u¨pi keskva¨a¨rtusteoreemiga ma¨a¨ratud punkti c(x) ning
na¨itame, et diferentseeruvate funktsioonide f ja g korral
lim
x→a
∫ c(x)
a
g(t) dt∫ x
a
g(t) dt
=
1
2
.
See tulemus po˜hineb P. R. Merceri artiklil [2].
Kolmandas peatu¨kis uurime samuti kaalutud keskva¨a¨rtusteoreemidega ma¨a¨ratud punk-
ti c(x) ka¨itumist, aga pisut avaramatel eeldustel. Aluseks on W. J. Schwindi, Jun Ji
ja D. E. Koditscheki artikkel [5]. Esimeses alapunktis to˜estame selles artiklis esitatud
teoreemi ning teises alapunktis selgitame teoreemi konteksti konkreetse fu¨u¨sikalise si-
suga na¨ite abil, mis samuti pa¨rineb artiklist [5].
Ka¨esolev bakalaureuseto¨o¨ on referatiivne.
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1. Keskva¨a¨rtust ma¨a¨rava punkti
ka¨itumine lihtsate
keskva¨a¨rtusteoreemide puhul
1.1
Olgu f : [a, b] → R pidev funktsioon. Nagu me eespool kokku leppisime, nimetame
edaspidi arvu c(x) ∈ [a, x] teoreemi 0.1 valemist
f
(
c(x)
)
=
1
x− a
∫ x
a
f(t) dt (x ∈ [a, b]) (1.1)
integraali
∫ x
a
f(t) dt keskva¨a¨rtust ma¨a¨ravaks punktiks. U¨ldjuhul neid punkte leida ei
o˜nnestu, ku¨ll aga mo˜nel lihtsamal erijuhul.
Na¨ide 1.1. Kui funktsioon f : R → R on defineeritud seosega f(x) := x, siis valem
(1.1) saab kuju
c(x) =
1
x− a
∫ x
a
t dt =
x2 − a2
2(x− a) =
x+ a
2
.
Antud funktsiooni f puhul on keskva¨a¨rtust ma¨a¨ravaks punktiks lo˜igu [a, x] keskpunkt.
Osutub, et suure osa punktis a diferentseeruvate funktsioonide f korral la¨heneb integ-
raali
∫ x
a
f(t) dt keskva¨a¨rtust ma¨a¨rav punkt protsessis x→ a asu¨mptootiliselt lo˜igu [a, x]
keskpunktile a+x
2
. Nimelt kehtib ja¨rgmine B. Jacobsoni [1] poolt to˜estatud teoreem.
Teoreem 1.1. Olgu funktsioon f pidev lo˜igus [a, b]. Kui f on diferentseeruv punktis a,
f ′(a) 6= 0 ning c(x) ∈ [a, x] on integraali ∫ x
a
f(t) dt keskva¨a¨rtust ma¨a¨rav punkt, siis
lim
x→a
c(x)− a
x− a =
1
2
. (1.2)
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To˜estus. L’Hospitali reegli abil saame, et
lim
x→a
∫ x
a
f(t) dt− xf(a) + af(a)
(x− a)2 = limx→a
f(x)− f(a)
2(x− a) =
f ′(a)
2
.
Teisalt, kuna lim
x→a
c(x) = a, siis teoreemi 0.1 po˜hjal
lim
x→a
∫ x
a
f(t) dt− xf(a) + af(a)
(x− a)2 = limx→a
f
(
c(x)
)
(x− a)− f(a)(x− a)
(x− a)2
= lim
x→a
f
(
c(x)
)− f(a)
x− a = limx→a
f
(
c(x)
)− f(a)
c(x)− a ·
c(x)− a
x− a
= f ′(a) lim
x→a
c(x)− a
x− a .
Niisiis kehtib vo˜rdus
f ′(a) lim
x→a
c(x)− a
x− a =
f ′(a)
2
ning, kuna f ′(a) 6= 0, siis
lim
x→a
c(x)− a
x− a =
1
2
.
Ma¨rgime, et seose (1.2) kohaselt
c(x)− a
x− a =
1
2
+ o(1) ehk
c(x) =
1
2
(x− a) + a+ o(x− a) = a+ x
2
+ o(x− a)
protsessis x → a, mis ta¨hendabki, et integraali ∫ x
a
f(t) dt keskva¨a¨rtust ma¨a¨rav punkt
c(x) la¨heneb protsessis x→ a asu¨mptootiliselt lo˜igu [a, x] keskpunktile.
1997. aastal laiendas Zhang Baolin artiklis [6] Jacobsoni poolt to˜estatud teoreemi Tay-
lori valemi abil sellistele funktsioonidele, mis on punktis a kaks korda diferentseeruvad.
Ta to˜estas ja¨rgmise teoreemi.
Teoreem 1.2. Kui f on pidev funktsioon lo˜igus [a, b] ja kaks korda diferentseeruv
punktis a nii, et f ′(a) = 0, f ′′(a) 6= 0, ning c(x) on integraali ∫ x
a
f(t) dt keskva¨a¨rtust
ma¨a¨rav punkt, siis
lim
x→a
c(x)− a
x− a =
1√
3
.
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Zhang esitas oma to¨o¨s to˜estuseta u¨ldisema va¨ite, mille me ja¨rgnevalt to˜estame. Alus-
tame ja¨rgmise teoreemist 0.3 ja¨relduva lihtsa lemmaga.
Lemma 1.1. Kui p on mittenegatiivne ta¨isarv ja ω : [a, b]→ R on selline pidev funkt-
sioon, et lim
t→a
ω(t) = 0, siis∫ x
a
ω(t)(t− a)p dt = o((x− a)p+1) (x→ a).
To˜estus. Teoreemi 0.3 kohaselt leidub iga x ∈ (a, b) korral selline c(x) ∈ [a, x], et∫ x
a
ω(t)(t− a)p dt = ω(c(x)) ∫ x
a
(t− a)p dt = ω
(
c(x)
)
p+ 1
(x− a)p+1.
Kuna lim
x→a
ω
(
c(x)
)
= 0, siis
lim
x→a
∫ x
a
ω(t)(t− a)p dt
(x− a)p+1 =
1
p+ 1
lim
x→a
ω
(
c(x)
)
= 0.
Teoreem 1.3. Olgu f : [a, b]→ R pidev funktsioon, mis punktis a on k korda diferent-
seeruv. Kui f ′(a) = . . . = f (k−1)(a) = 0 ja f (k)(a) 6= 0 ning c(x) on integraali ∫ x
a
f(t) dt
keskva¨a¨rtust ma¨a¨rav punkt, siis
lim
x→a
c(x)− a
x− a =
1
k
√
k + 1
.
To˜estus. La¨htume funktsiooni f Taylori valemist punktis a ja¨a¨kliikmega Peano kujul:
f(t) = f(a) + f ′(a)(t− a) + 1
2!
f ′′(a)(t− a)2 + . . .+ 1
k!
f (k)(a)(t− a)k +Rk+1(a, t),
kus
lim
x→a
Rk+1(a, t)
(t− a)k = 0.
Seega vo˜ime ja¨a¨kliikme Rk+1(a, t) esitada kujul ε(t)(t − a)k, kus lim
t→a
ε(t) = 0. Kuna
f ′(a) = . . . = f (k−1)(a) = 0, siis
f(t) = f(a) + f (k)(a)
(t− a)k
k!
+ ε(t)(t− a)k (t ∈ [a, b]). (1.3)
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Integreerides funktsiooni f u¨le lo˜igu [a, x], on tulemuseks seos∫ x
a
f(t) dt = f(a)(x− a) + f (k)(a)(x− a)
k+1
(k + 1)!
+
∫ x
a
ε(t)(t− a)k dt. (1.4)
Vo˜ttes seoses (1.3) t = c(x), kus c(x) on integraali
∫ x
a
f(t) dt keskva¨a¨rtust ma¨a¨rav
punkt, saame valemi
f
(
c(x)
)
= f(a) + f (k)(a)
(c(x)− a)k
k!
+ ε
(
c(x)
)
(c(x)− a)k,
seejuures lim
x→a
ε
(
c(x)
)
= lim
x→a
ε(x) = 0. Teoreemi 0.1 po˜hjal∫ x
a
f(t) dt = f
(
c(x)
)
(x− a) = f(a)(x− a) + f (k)(a)(c(x)− a)
k
k!
(x− a)
+ ε
(
c(x)
)
(c(x)− a)k(x− a).
(1.5)
Seostest (1.4) ja (1.5) tuleneb, et
f(a)(x− a) + f (k)(a)(x− a)
k+1
(k + 1)!
+
∫ x
a
ε(t)(t− a)k dt
= f(a)(x− a) + f (k)(a)(c(x)− a)
k
k!
(x− a) + ε(c(x))(c(x)− a)k(x− a)
ehk
f (k)(a)(x− a)k+1 + (k + 1)!
∫ x
a
ε(t)(t− a)k dt
= (k + 1)f (k)(a)(c(x)− a)k(x− a) + (k + 1)! ε(c(x))(c(x)− a)k(x− a).
Niisiis,
f (k)(a) + (k + 1)!
∫ x
a
ε(t)(t− a)k dt
(x− a)k+1
− (k + 1)f (k)(a) (c(x)− a)
k
(x− a)k − (k + 1)!
ε
(
c(x)
)
(c(x)− a)k
(x− a)k = 0
ehk
f (k)(a)
(
1− (k + 1)(c(x)− a)
k
(x− a)k
)
+ (k + 1)!
(∫ x
a
ε(t)(t− a)k dt
(x− a)k+1 −
ε
(
c(x)
)
(c(x)− a)k
(x− a)k
)
= 0.
(1.6)
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Lemma 1.1 po˜hjal
lim
x→a
∫ x
a
ε(t)(t− a)k dt
(x− a)k+1 = 0
ning kuna
∣∣∣∣(c(x)− a)k(x− a)k
∣∣∣∣ < 1 ja limx→a ε(c(x)) = 0, siis ka
lim
x→a
ε
(
c(x)
)
(c(x)− a)k
(x− a)k = 0.
Ta¨nu eeldusele f (k)(a) 6= 0 tuleneb seosest (1.6), et
lim
x→a
(
1− (k + 1)(c(x)− a)
k
(x− a)k
)
= 0
ehk
lim
x→a
(c(x)− a)k
(x− a)k =
1
k + 1
,
mis on samava¨a¨rne vo˜rdusega
lim
x→a
c(x)− a
x− a =
1
k
√
k + 1
.
Teoreem on to˜estatud.
1.2
Olgu f : [a, b]→ R ja x ∈ (a, b]. Teoreemi 0.1 kohaselt ei ole hulk
D :=
{
z ∈ [a, x] | f(z) = 1
x− a
∫ x
a
f(τ)dτ
}
tu¨hi. Kuna hulk D on u¨lalt to˜kestatud, siis leidub w := supD. Na¨itame, et w = maxD.
Vastavalt u¨lemise raja definitsioonile leidub hulgas D selline jada (zn), et lim
n→∞
zn = w.
Kuna funktsioon f on pidev punktis w, siis lim
n→∞
f(zn) = f(w), seega
f(w) = lim
n→∞
f(zn) = lim
n→∞
1
x− a
∫ x
a
f(τ)dτ =
1
x− a
∫ x
a
f(τ)dτ.
Ja¨relikult w ∈ D ja w on hulga D suurim element.
Ta¨histame selle peatu¨ki lo˜puni su¨mboliga c(x) seda suurimat keskva¨a¨rtust ma¨a¨ravat
punkti, s.t
f(t) 6= 1
x− a
∫ x
a
f(τ)dτ (t ∈ (c(x), x]). (1.7)
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Teoreem 1.4. Kui f : [a, b]→ R on pidev funktsioon, siis
lim sup
x→a
c(x)− a
x− a ≥
1
e
,
s.t
lim
l→a
sup
x∈(a,l)
c(x)− a
x− a ≥
1
e
.
To˜estus. Ko˜igepealt veendume, et u¨ldisust kitsendamata vo˜ime eeldada, et [a, b] =
[0, 1]. Oletame, et va¨ide on to˜estatud lo˜igus [0, 1] pidevate funktsioonide puhul, ning
na¨itame, et siis kehtib ta ka suvalises lo˜igus [a, b] pidevate funktsioonide korral. Selle
jaoks ta¨histame
τ :=
x− a
b− a , s.t x = (b− a)τ + a,
ja
υ(τ) := f(x) = f
(
(b− a)τ + a) (τ ∈ [0, 1]).
Kuna υ = f ◦w, kus w(τ) := (b− a)τ + a, ning f ja w on pidevad funktsioonid, siis υ
on pidev lo˜igus [0, 1]. Eelduse kohaselt leidub selline c˜(τ) ∈ (0, τ), et
υ
(
c˜(τ)
)
=
1
τ
∫ τ
0
υ(ξ)dξ
ja
lim sup
τ→0
c˜(τ)
τ
≥ 1
e
.
Olgu
c(x) := (b− a)c˜(τ) + a.
Siis, ta¨histades t := (b− a)ξ + a, saame, et
f
(
c(x)
)
= f
(
(b− a)c˜(τ) + a) = υ(c˜(τ)) = 1
τ
∫ τ
0
υ(ξ)dξ =
1
τ
∫ τ
0
f
(
(b− a)ξ + a)dξ
=
b− a
x− a
∫ x
a
f(t)d
(
t− a
b− a
)
=
1
x− a
∫ x
a
f(t)d(t− a) = 1
x− a
∫ x
a
f(t)d(t)
ja
1
e
≤ lim sup
τ→0
c˜(τ)
τ
= lim sup
x→a
(c(x)− a)(b− a)
(b− a)(x− a) = lim supx→a
c(x)− a
x− a .
Seega piisab, kui vaadelda juhtu, kus f : [0, 1]→ R.
Teiseks vo˜ime u¨ldisust kitsendamata eeldada, et f(0) = 0. U¨ldjuhul, kui f(0) = C,
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moodustame uue funktsiooni fˆ : [0, 1] → R seosega fˆ(x) := f(x) − C ning pane-
me ta¨hele, et talle vastav funktsioon cˆ : [0, 1] → R langeb kokku funktsiooni f poolt
ma¨a¨ratud funktsiooniga c : [0, 1]→ R:
fˆ
(
cˆ(x)
)
=
1
x
∫ x
0
(f(τ)− C)dτ = f(c(x))− C = fˆ(c(x)).
Niisiis eeldame ja¨rgnevas, et f : [0, 1]→ R on pidev funktsioon omadusega f(0) = 0.
Defineerime funktsiooni g : [0, 1]→ R nii, et
g(x) =
0, kui x = 0,1
x
∫ x
0
f(τ)dτ, kui x ∈ (0, 1] .
On selge, et igas punktis x ∈ (0, 1) on g diferentseeruv ning
g′(x) =
(
1
x
)′ ∫ x
0
f(τ)dτ +
(∫ x
0
f(τ)dτ
)′
1
x
= − 1
x2
∫ x
0
f(τ)dτ +
f(x)
x
=
1
x2
(
xf(x)−
∫ x
0
f(τ)dτ
)
ja siit saame, et
f(x) = g(x) + xg′(x)
ehk
g′(x) =
f(x)− g(x)
x
.
Viimase vo˜rduse kohaselt on funktsioon g′ vahemikus (0, 1) pidev.
Ta¨histame
E := {x ∈ (0, 1) | g′(x) = 0}
ja paneme ta¨hele, et
f(x) =
1
x
∫ x
0
f(τ)dτ
iga x ∈ E korral. Teiseks ma¨rgime, et va¨ide kehtib, kui inf E = 0. Siis leidub hulgas E
selline jada (xn), et lim
n→∞
xn = 0, ja kuna f(xn) =
1
xn
∫ xn
0
f(τ)dτ ehk c(xn) = xn, siis
lim sup
x→0
c(x)
x
≥ lim sup
n→∞
c(xn)
xn
= 1 >
1
e
.
Ja¨rgnev osa to˜estusest ka¨sitleb juhtu, kui inf E > 0.
Olgu inf E > 0. Siis leidub selline ε ∈ (0, 1), et g′(x) 6= 0 iga x ∈ (0, ε) korral.
Funktsioon g′ on pidev, ja¨relikult sa¨ilitab ta ma¨rki. Seega vo˜ime u¨ldisust kitsendamata
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eeldada, et g′(x) > 0 vahemikus (0, ε).
Oletame vastuva¨iteliselt, et mingi k > e korral
lim sup
x→0
c(x)
x
<
1
k
. (1.8)
Meie eesma¨rgiks on jo˜uda vastuoluni, teeme seda ja¨rgnevate sammude kaupa.
A. To˜estame ja¨rgmise va¨ite:
(*) leidub selline δ ∈ (0, ε], et iga x ∈ (0, δ) korral
g(kx)− g(x)
xg′(x)
< 1.
Oletame vastuva¨iteliselt, et sellist arvu δ ∈ (0, ε] ei leidu. Siis saame moodustada
jada (xn) nii, et xn ∈ (0, ε), lim
n→∞
xn = 0 ja
g(kxn)− g(xn)
xng′(xn)
≥ 1. (1.9)
Kuna xn ja g
′(xn) on positiivsed, siis kehtib vo˜rratus g(xn) < g(xn) + xng′(xn), seo-
se (1.9) kohaselt g(xn) + xng
′(xn) ≤ g(kxn). Kuna g on pidev funktsioon, siis te-
ma va¨a¨rtuste hulk {g(x) | x ∈ (0, 1)} on intervall. Ja¨relikult leidub iga n ∈ N korral
yn ∈ [xn, kxn] nii, et g(yn) = g(xn) + xng′(xn). Nu¨u¨d aga saame, et
f
(
c(yn)
)
= g(yn) = g(xn) + xng
′(xn) = f(xn).
Siit ja¨reldub vo˜rratus c(yn) ≥ xn: kui oletada, et c(yn) < xn ≤ yn, siis tingimuse (1.7)
kohaselt f(xn) 6= 1
yn
∫ yn
0
f(τ)dτ = g(yn) = f
(
c(yn)
)
. Vo˜rratusest c(yn) ≥ xn tuleneb,
et
lim sup
n→∞
c(yn)
yn
≥ xn
kxn
=
1
k
,
mis on vastuolus seosega (1.8). Sellega on va¨ide (*) to˜estatud.
B. Moodustame funktsiooni ϕ : (−1, 0) → R seosega ϕ(α) := (1 + α) 1α ning paneme
ta¨hele, et
lim
α→0
(1 + α)
1
α = e
ja
lim
α→−1
(1 + α)
1
α = lim
α→−1
1
(1 + α)
1
−α
=∞.
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Kuna ϕ on pidev funktsioon, siis tema va¨a¨rtuste piirkonnaks on vahemik (e,∞), niisiis
leidub vo˜rduse (1.8) kohaselt selline α0 ∈ (−1, 0), et
(1 + α0)
1
α0 = k.
Defineerime funktsiooni h : [0, g(δ)]→ R nii, et h(g(x)) = xα0 , teisiso˜nu
h(y) :=
(
g−1(y)
)α0 (y ∈ [0, g(δ)]).
Funktsioonidel g : [0, δ]→ R ja x 7→ xα0 on pidev tuletis, seeto˜ttu on ka funktsioonil h
pidev tuletis vahemikus (0, g(δ)), seejuures
h′
(
g(x)
)
g′(x) = α0xα0−1 < 0 (x ∈ (0, δ))
ehk
h′(y) < 0
(
y ∈ (0, g(δ))).
Peame silmas, et iga x ∈ (0, δ) korral g′(x) > 0. Ja¨relikult on funktsioon h vahemi-
kus
(
0, g(δ)
)
rangelt kahanev.
Kuna
(kx)α0 − xα0 = xα0(kα0 − 1) = α0xα0 = xα0xα0−1
ja
h
(
g(kx)
)
= (kx)α0 ,
siis seose (1.9) po˜hjal iga x ∈ (0, δ
k
)
korral
h
(
g(kx)
)− h(g(x)) = (kx)α0 − xα0 = xg′(x)h′(g(x)).
Siit tuleneb vo˜rdus
h′
(
g(x)
)
=
g(kx)− g(x)
xg′(x)
· h
(
g(kx)
)− h(g(x))
g(kx)− g(x) . (1.10)
Lagrange’i keskva¨a¨rtusteoreemi 0.2 kohaselt leidub suvalise x ∈ (0, δ
k
)
puhul selline
ψ(x) ∈ (g(x), g(kx)), et
h
(
g(kx)
)− h(g(x)) = h′(ψ(x))(g(kx)− g(x)).
Pidades silmas, et funktsiooni h tuletis on negatiivne ja
g(kx)− g(x)
xg′(x)
< 1, siis saame
seosest (1.10), et iga x ∈ (0, δ
k
)
korral
h′
(
g(x)
)
=
g(kx)− g(x)
xg′(x)
· h′(ψ(x)) > h′(ψ(x)). (1.11)
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C. Olgu
M := min
{
h′(y) | y ∈
[
g
(
δ
k
)
, g(δ)
]}
.
Na¨itame, et M = min
y∈(0,g(δ)]
h′(y).
Oletame vastuva¨iteliselt, et leidub selline y0 ∈
(
0, g
(
δ
k
) )
, mille korral h′(y0) < M .
Ta¨histame γ := M − h′(y0) > 0 ja na¨itame, et sellisel juhul iga y ∈ (y0, g(δ)] korral
h′(y) > M − γ. Moodustame jada (yn) ∈
(
y0, g(
δ
k
)
]
nii, et
lim
n→∞
yn = g
(
δ
k
)
ja oletame, et h′(yn) ≤M − γ. Kuna h′ on pidev, siis
lim
n→∞
h′(yn) = h′
(
g
(
δ
k
))
≥M.
Pidades silmas, et h′ on kahanev funktsioon, siis
M > h′(yn) ≥ h′(yn+1) ≥ h′
(
g
(
δ
k
))
≥M,
aga M ≯M ja ja¨relikult oleme jo˜udnud vastuoluni. Seega kui γ = M −h′(y0) > 0, kus
y0 ∈
(
0, g
(
δ
k
) )
, siis iga y ∈ (y0, g( δk )] korral h′(y) > M − γ.
Na¨itame, et iga y ∈ (0, g(δ)) korral h′(y) ≥ M . Olgu x0 ∈ (0, 1) selline, et g(x0) = y0.
On ilmne, et x0 <
δ
k
. Seose (1.11) po˜hjal leidub ψ(x0) ∈
(
g(x0), g(kx0)
) ⊂ (y0, g(δ)),
mis rahuldab tingimust h′(y0) = h′
(
g(x0)
)
> h′
(
ψ(x0)
)
. See ta¨hendab omakorda, et
h′
(
ψ(x0)
)
< M − γ, aga iga y ∈ (y0, g( δk )] korral h′(y) > M − γ. Ja¨relikult jo˜udsime
vastuoluni ja iga y ∈ (0, g(δ)) korral h′(y) ≥M .
D. Kasutades vo˜rdusi h′
(
g(x)
)
g′(x) = αxα−1 ja M = min
y∈(0,g(δ)]
h′(y), jo˜uame seoseni
αxα−1 = h′
(
g(x)
)
g′(x) ≥Mg′(x) (x ∈ (0, δ] ).
Integreerides seose αxα−1 ≥ Mg′(x) mo˜lemaid pooli u¨le lo˜igu [p, q] ⊂ (0, δ] ja pidades
silmas integraali monotoonsust, na¨eme, et
α
∫ q
p
xα−1dx = α(qα − pα) ≥Mg(q)−Mg(p)
ehk
qα −Mg(q) ≥ pα −Mg(p). (1.12)
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Nu¨u¨d fikseerime q ja paneme ta¨hele, et kuna lim
p→0
g(p) = 0 ja α < 0, siis seosest (1.12)
saame, et
qα −Mg(q) = lim
p→0
(
qα −Mg(q)) ≥ lim
p→0
(
pα −Mg(p)) = lim
p→0
pα =∞,
aga qα −Mg(q) ∈ R. Seega oleme jo˜udnud vastuoluni ja teoreem on to˜estatud.
Teoreemi 1.4 to˜estas J. G. Nikonorov [3] 1993. aastal.
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2. Keskva¨a¨rtust ma¨a¨rava punkti
ka¨itumine kaalutud
keskva¨a¨rtusteoreemide puhul
Keskva¨a¨rtust ma¨a¨rava punkti asu¨mptootilist ka¨itumist integraalarvutuse esimese kaa-
lutud keskva¨a¨rtusteoreemi 0.3 korral uuris esimesena M. Polezzi [4], kes to˜estas ja¨rgmise
teoreemi.
Teoreem 2.1. Olgu f ja g lo˜igus [a, b] pidevad funktsioonid. Eeldame, et f on punktis a
k korda diferentseeruv ning f ′(a) = . . . = f (k−1)(a) = 0 ja f (k)(a) 6= 0. Olgu g selline
funktsioon, et g(a) 6= 0 ning ta ei muuda ma¨rki lo˜igus [a, b]. Siis seosega∫ x
a
f(t)g(t) dt = f
(
c(x)
) ∫ x
a
g(t) dt (x ∈ [a, b]) (2.13)
ma¨a¨ratud punkt c(x) rahuldab tingimust
lim
x→a
c(x)− a
x− a =
1
k
√
k + 1
.
2.3
Teoreem 2.1 on erijuht ja¨rgmisest u¨ldisemast teoreemist, mille to˜estas T. Trifi [7].
Teoreem 2.2. Rahuldagu funktsioonid f, g : [a, b]→ R mingite n ∈ N ja k ∈ N ∪ {0}
puhul ja¨rgmisi tingimusi:
(i) f on lo˜igus [a, b] pidev ja punktis a n korda diferentseeruv funktsioon ning f ′(a) =
. . . = f (n−1)(a) = 0 ja f (n)(a) 6= 0;
(ii) g on lo˜igus [a, b] mittenegatiivne integreeruv funktsioon, kusjuures punktis a on ta
k korda diferentseeruv ning g′(a) = . . . = g(k−1)(a) = 0 ja g(k)(a) 6= 0.
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Siis
lim
x→a
c(x)− a
x− a =
n
√
k + 1
n+ k + 1
.
To˜estus. U¨ldisust kitsendamata vo˜ime eeldada, et f(a) = 0. To˜epoolest, vastupidi-
sel juhul asendame funktsiooni f funktsiooniga fˆ : [a, b] → R, mis on defineeritud
vo˜rdusega fˆ(t) := f(t) − f(a), ning paneme ta¨hele, et kui funktsioon fˆ rahuldab tin-
gimust (2.13), s.t ∫ x
a
fˆ(t)g(t) dt = fˆ
(
c(x)
) ∫ x
a
g(t) dt,
siis on tingimus (2.13) ta¨idetud ka funktsiooni f jaoks:∫ x
a
f(t)g(t) dt =
∫ x
a
(
fˆ(t) + f(a)
)
g(t) dt
=
(
fˆ
(
c(x)
)
+ f(a)
) ∫ x
a
g(t) dt = f
(
c(x)
) ∫ x
a
g(t) dt.
Nu¨u¨d eeldame, et funktsioonid f ja g rahuldavad tingimusi (i) ja (ii) ning f(a) = 0.
Taylori valemit kasutades vo˜ime kirjutada, et
f(t) =
f (n)(a)
n!
(t− a)n + ω(t)(t− a)n,
g(t) =
g(k)(a)
k!
(t− a)k + ε(t)(t− a)k, (2.14)
kus ω ja ε on lo˜igus [a, b] pidevad funktsioonid ning lim
t→a
ω(t) = lim
t→a
ε(t) = 0. Seega
f(t)g(t) =
f (n)(a)g(k)(a)
n!k!
(t− a)n+k + γ(t)(t− a)n+k, (2.15)
kus
γ(t) =
f (n)(a)
n!
ε(t) +
g(k)(a)
k!
ω(t) + ε(t)ω(t).
Siis γ on pidev lo˜igus [a, b] ning lim
t→a
γ(t) = 0. Seose (2.15) mo˜lemat poolt integreerides
saame vo˜rduse∫ x
a
f(t)g(t) dt =
f (n)(a)g(k)(a)
n!k!(n+ k + 1)
(x− a)n+k+1 +
∫ x
a
γ(t)(t− a)n+k dt,
kusjuures lemma 1.1 kohaselt
∫ x
a
γ(t)(t− a)n+k dt = o((x− a)n+k+1) protsessis x→ a.
Seega∫ x
a
f(t)g(t) dt =
f (n)(a)g(k)(a)
n!k!(n+ k + 1)
(x− a)n+k+1 + o((x− a)n+k+1) (x→ a). (2.16)
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Analoogiliselt jo˜uame valemist (2.14) la¨htudes seoseni∫ x
a
g(t) dt =
g(k)(a)
(k + 1)!
(x− a)k+1 + o((x− a)k+1) (x→ a).
Kuna
f
(
c(x)
)
=
f (n)(a)
n!
(c(x)− a)n + ω(c(x))(c(x)− a)n
ja 0 ≤ c(x)− a ≤ x− a, siis
f
(
c(x)
) ∫ x
a
g(t) dt =
f (n)(a)g(k)(a)
n!(k + 1)!
(x− a)k+1(c(x)− a)n + o((x− a)n+k+1) (x→ a).
Ta¨nu seostele (2.13) ja (2.16) saame protsessis x→ a seose
f (n)(a)g(k)(a)
n!(k + 1)!
(x− a)k+1(c(x)− a)n = f
(n)(a)g(k)(a)
n!k!(n+ k + 1)
(x− a)n+k+1 + o((x− a)n+k+1),
mille mo˜lemaid pooli teguriga
n!(k + 1)!
fn(a)gk(a)(x− a)n+k+1 korrutades on tulemuseks seos(
c(x)− a
x− a
)n
=
k + 1
n+ k + 1
+ o(1) (x→ a)
ehk
lim
x→a
c(x)− a
x− a =
n
√
k + 1
n+ k + 1
.
Sellega on teoreem to˜estatud.
Teise kaalutud keskva¨a¨rtusteoreemi 0.4 puhul uurime integraali∫ x
a
f(t)g(t) dt = f(a)
∫ c(x)
a
g(t) dt+ f(x)
∫ x
c(x)
g(t) dt
(
x ∈ [a, b]). (2.17)
keskva¨a¨rtust ma¨a¨ravat punkti c(x). Seda kirjeldab ja¨rgmine Trifi poolt to˜estatud teo-
reem.
Teoreem 2.3. Rahuldagu funktsioonid f, g : [a, b]→ R mingite n ∈ N ja k ∈ N ∪ {0}
puhul ja¨rgmisi tingimusi:
(i) f on monotoonne ja punktis a n korda diferentseeruv funktsioon ning f ′(a) = . . . =
f (n−1)(a) = 0 ja f (n)(a) 6= 0;
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(ii) g on lo˜igus [a, b] mittenegatiivne integreeruv funktsioon, kusjuures punktis a on ta
k korda diferentseeruv ning g′(a) = . . . = g(k−1)(a) = 0 ja g(k)(a) 6= 0.
Siis
lim
x→a
c(x)− a
x− a =
k+1
√
n
n+ k + 1
.
To˜estus. Ko˜igepealt paneme ta¨hele, et vo˜rduse (2.17) saame esitada kujul∫ x
a
(
f(t)− f(a))g(t) dt = (f(x)− f(a)) ∫ x
c(x)
g(t) dt,
seejuures vo˜ime u¨ldisust kitsendamata eeldada, et f(a) = 0, vastupidisel juhul asenda-
me (nagu eelmise teoreemi to˜estuses) funktsiooni f funktsiooniga fˆ : [a, b] → R, mis
on defineeritud vo˜rdusega fˆ(t) := f(t)− f(a). Niisiis la¨htume seosest∫ x
a
f(t)g(t) dt = f(x)
∫ x
c(x)
g(t) dt. (2.18)
Nagu eelnevas to˜estuses saame protsessis x → a funktsioonide f ja g Taylori ridade
abil valemi∫ x
a
f(t)g(t) dt =
f (n)(a)g(k)(a)
n!k!(n+ k + 1)
(x− a)n+k+1 + o((x− a)n+k+1). (2.19)
Paneme ta¨hele, et
f(x) =
f (n)(a)
n!
(x− a)n + ω(x)(x− a)n
ja∫ x
c(x)
g(t) dt =
∫ x
a
g(t) dt−
∫ c(x)
a
g(t) dt
=
g(k)(a)
(k + 1)!
(x− a)k+1 + o((x− a)k+1)− g(k)(a)
(k + 1)!
(c(x)− a)k+1
+ o
(
(c(x)− a)k+1)
=
g(k)(a)
(k + 1)!
[
(x− a)k+1 − (c(x)− a)k+1]+ o((x− a)k+1)
protsessis x→ a, misto˜ttu
f(x)
∫ x
c(x)
g(t) dt =
f (n)(a)g(k)(a)
n!(k + 1)!
(x−a)n[(x−a)k+1− (c(x)−a)k+1]+ o((x−a)n+k+1).
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Seostest (2.18) ja (2.19) saame seose
f (n)(a)g(k)(a)
n!(k + 1)!
(x− a)n[(x− a)k+1 − (c(x)− a)k+1]
=
f (n)(a)g(k)(a)
n!k!(n+ k + 1)
(x− a)n+k+1 + o((x− a)n+k+1) (x→ a).
Kuna f (n)(a) 6= 0 ja g(k)(a) 6= 0, vo˜ime vo˜rduse mo˜lemaid pooli korrutada teguriga
n!(k + 1)!
f (n)(a)g(k)(a)(x− a)n+k+1 , nii jo˜uame seoseni
1−
(
c(x)− a
x− a
)k+1
=
k + 1
n+ k + 1
+ o(1)
ehk (
c(x)− a
x− a
)k+1
=
n
n+ k + 1
+ o(1) (x→ a),
niisiis
lim
x→a
c(x)− a
x− a =
k+1
√
n
n+ k + 1
.
Teoreemi va¨ide on to˜estatud.
2.4
Selles alapunktis vo˜tame vaatluse alla sellise integraalarvutuse keskva¨a¨rtusteoreemi,
mis tuleneb vahetult diferentsiaalarvutuse Cauchy keskva¨a¨rtusteoreemist.
Teoreem 2.4 (Cauchy keskva¨a¨rtusteoreem). Olgu F : [a, b]→ R ja G : [a, b]→ R
pidevad funktsioonid, mis on vahemikus (a, b) diferentseeruvad, ning olgu G′(x) 6= 0
iga x ∈ (a, b) korral. Siis leidub selline c ∈ (a, b), et
F (b)− F (a)
G(b)−G(a) =
F ′(c)
G′(c)
.
Esitame teoreemi 2.4 integraalse versiooni.
Teoreem 2.5 (integraalarvutuse Cauchy tu¨u¨pi keskva¨a¨rtusteoreem). Olgu f
ja g lo˜igus [a, b] pidevad funktsioonid ja olgu g(x) 6= 0 iga x ∈ [a, b] korral. Siis leidub
selline c(x) ∈ (a, b), et
g
(
c(x)
) ∫ x
a
f(t) dt = f
(
c(x)
) ∫ x
a
g(t) dt.
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To˜estus. Ta¨histame
F (x) :=
∫ x
a
f(t) dt ja G(x) :=
∫ x
a
g(t) dt
(
x ∈ [a, b]).
Kuna f ja g on pidevad lo˜igus [a, b], siis funktsioonid F ja G on diferentseeruvad lo˜igus
[a, b] ning nad rahuldavad Cauchy keskva¨a¨rtusteoreemi 2.4 tingimusi. Seega leidub
c(x) ∈ (a, b) nii, et
F (x)− F (a)
G(x)−G(a) =
F ′
(
c(x)
)
G′
(
c(x)
)
ehk (
F (x)− F (a))G′(c(x)) = F ′(c(x))(G(x)−G(a)). (2.20)
Kuna F ′(x) = f(x) ja G′(x) = g(x) ning
F (x)− F (a) = ∫ x
a
f(t) dt ja G(x)−G(a) = ∫ x
a
g(t) dt,
siis saamegi seosest (2.20) vo˜rduse
g
(
c(x)
) ∫ x
a
f(t) dt = f
(
c(x)
) ∫ x
a
g(t) dt.
Ja¨rgmisena esitame ja to˜estame teoreemi, mis uurib keskva¨a¨rtust ma¨a¨rava punkti
ka¨itumist Cauchy tu¨u¨pi keskva¨a¨rtusteoreemide korral. Peatu¨ki aluseks on P. R. Merceri
artikkel [2].
Teoreem 2.6. Olgu f ja g sellised lo˜igus [a, b] diferentseeruvad funktsioonid, et g(a) 6=
0 ja
[
f ′(a)g(a)− f(a)g′(a)] 6= 0. Kui c(x) ∈ (a, x) rahuldab seost
g
(
c(x)
) ∫ x
a
f(t) dt = f
(
c(x)
) ∫ x
a
g(t) dt,
siis
lim
x→a
∫ c(x)
a
g(t) dt∫ x
a
g(t) dt
=
1
2
.
To˜estus. Eelduse kohaselt g(a) 6= 0 ja ta¨nu g pidevusele on vo˜imalik leida selline δ > 0,
et g(x) 6= 0 iga x ∈ [a, a + δ) korral. Seega vo˜ime u¨ldisust kitsendamata eeldada, et
g(x) 6= 0 iga x ∈ [a, b] korral. Funktsiooni tuletise definitsiooni po˜hjal
f ′(a) = lim
t→a
f(t)− f(a)
t− a ja g
′(a) = lim
t→a
g(t)− g(a)
t− a ,
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seega
f(t) = f(a) + f ′(a)(t− a) + ε(t)(t− a)
ja
g(t) = g(a) + g′(a)(t− a) + ω(t)(t− a),
kus
ε(t) =
f(t)− f(a)
t− a − f
′(a) ja ω(t) =
g(t)− g(a)
t− a − g
′(a) (t ∈ (a, b]).
Paneme ta¨hele, et lim
t→a
ε(t) = lim
t→a
ω(t) = 0 ning ε ja ω on pidevad funktsioonid poollo˜igus
(a, b]. Kui defineerida
ε(t) :=

f(t)− f(a)
t− a − f
′(a), kui t 6= a,
0, kui t = a,
ja
ω(t) :=

g(t)− g(a)
t− a − g
′(a), kui t 6= a,
0, kui t = a,
siis on funktsioonid ε ja ω pidevad lo˜igus [a, b]. Integreerides funktsiooni f(t) rajades
punktist a punktini x, saame, et∫ x
a
f(t) dt = f(a)(x− a) + f
′(a)
2
(x− a)2 +
∫ x
a
ε(t)(t− a) dt. (2.21)
Kuna
g
(
c(x)
)
= g(a) + g′(a)(c(x)− a) + ω(c(x))(c(x)− a),
siis seosest (2.21) tuleneb, et
g
(
c(x)
) ∫ x
a
f(t) dt = g(a)f(a)(x− a) + g(a)f
′(a)
2
(x− a)2
+ g′(a)f(a)(c(x)− a)(x− a) + ϕ(x),
kus
ϕ(x) = g′(a)
f ′(a)
2
(x− a)2(c(x)− a) + g(a)
∫ x
a
ε(t)(t− a) dt
+ g′(a)(c(x)− a)
∫ x
a
ε(t)(t− a) dt+ f(a)(x− a)ω(c(x))(c(x)− a)
+
f ′(a)
2
(x− a)2ω(c(x))(c(x)− a) + ω(c(x))(c(x)− a)∫ x
a
ε(t)(t− a) dt.
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Me teame, et ε ja ω on lo˜igus [a, b] pidevad funktsioonid. Lisaks ma¨rgime, et kui x→ a,
siis ka c(x)→ a, ja et
∣∣∣∣c(x)− ax− a
∣∣∣∣ 6 1. Selle to˜ttu
lim
x→a
ϕ(x)
(x− a)2 = limx→a g
′(a)
f ′(a)
2
(c(x)− a) + lim
x→a
g(a)
∫ x
a
ε(t)(t− a) dt
(x− a)2
+ lim
x→a
g′(a)(c(x)− a) ∫ x
a
ε(t)(t− a) dt
(x− a)2 + limx→a
f(a)ω
(
c(x)
)
(c(x)− a)
x− a
+ lim
x→a
f ′(a)
2
ω
(
c(x)
)
(c(x)− a) + lim
x→a
ω
(
c(x)
)
(c(x)− a) ∫ x
a
ε(t)(t− a) dt
(x− a)2
= 0.
Ja¨relikult vo˜ime kirjutada, et
g
(
c(x)
) ∫ x
a
f(t) dt = g(a)f(a)(x− a) + g(a)f
′(a)
2
(x− a)2
+ g′(a)f(a)(c(x)− a)(x− a) + o(x− a)2.
Integreerides funktsiooni g u¨le lo˜igu [a, x] ja korrutades saadud vo˜rduse arvuga f
(
c(x)
)
,
saame analoogilise arutelu po˜hjal seose
f
(
c(x)
) ∫ x
a
g(t) dt = f(a)g(a)(x− a) + f(a)g
′(a)
2
(x− a)2
+ f ′(a)g(a)(c(x)− a)(x− a) + o(x− a)2.
Kui teostame lahutamistehte
g
(
c(x)
) ∫ x
a
f(t) dt− f(c(x)) ∫ x
a
g(t) dt
ning kasutame teoreemi 2.5, jo˜uame seoseni
0 =
(x− a)2
2
[
f ′(a)g(a)−f(a)g′(a)]+(c(x)−a)(x−a)[g′(a)f(a)−f ′(a)g(a)]+o(x−a)2.
Korrutame vo˜rduse mo˜lemat poolt teguriga
1
(x− a)2 . Kuna eelduse po˜hjal
[
f ′(a)g(a)−
f(a)g′(a)
] 6= 0, siis on tulemuseks
1
2
=
c(x)− a
x− a + o(1) (x→ a).
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Nu¨u¨d ∫ c(x)
a
g(t) dt∫ x
a
g(t) dt
=
g(a)(c(x)− a) + g
′(a)
2
(c(x)− a)2 + o(c(x)− a)2
g(a)(x− a) + g
′(a)
2
(x− a)2 + o(x− a)2
.
Jagame murru lugejat ja nimetajat teguriga g(a)(x− a) ning samal ajal peame silmas,
et
∣∣∣∣c(x)− ax− a
∣∣∣∣ 6 1 ja kui x→ a, siis c(x)→ a. Nii saame, et
∫ c(x)
a
g(t) dt∫ x
a
g(t) dt
=
c(x)− a
x− a +
g′(a)(c(x)− a)2 + o(c(x)− a)2
2g(a)(x− a)
1 +
g′(a)(x− a) + o(x− a)2
2g(a)
=
c(x)− a
x− a + o(1)
1 + o(1)
=
1
2
+ o(1)
protsessis x→ a. Ja¨relikult oleme to˜estanud teoreemi va¨ite.
Ma¨rgime, et kui teoreemis 2.6 f(a) 6= 0, siis
lim
x→a
∫ c(x)
a
f(t) dt∫ x
a
f(t) dt
=
1
2
.
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3. Keskva¨a¨rtust ma¨a¨rava punkti
ka¨itumine avaramatel tingimustel
kaalutud keskva¨a¨rtusteoreemi puhul
3.1
Selles peatu¨kis esitame teoreemi, mis kirjeldab keskva¨a¨rtust ma¨a¨rava punkti ka¨itumist
kaalutud keskva¨a¨rtusteoreemide puhul, aga laiematel eeldustel, kui eespool to˜estatud
teoreemis 2.2. Ja¨rgnevas W. J. Schwindi, Jun Ji ja D. E. Koditscheki [5] poolt to˜estatud
teoreemis funktsioonile f : [a, b]→ R esitatud tingimusi rahuldavad ka funktsioonid
f(x) =
√
x− a ja f(x) = 1√
x− a .
Schwindile, Junile ja Koditschekile kuulub ka teises alapunktis toodud fu¨u¨sikalise si-
suga na¨ide, mis kirjeldab to˜estatava teoreemi u¨hte vo˜imalikku rakendust konkreetses
fu¨u¨sikalises situatsioonis.
Teoreem 3.1. Olgu funktsioon f pidev poollo˜igus (a, b] ja funktsioon g integreeruv
vahemikus (a, b). Olgu g(t) ≥ 0 iga t ∈ (a, b) korral. Kui eksisteerivad nullist erinevad
piirva¨a¨rtused
C1 := lim
t→a
f(t)−K
(t− a)r (3.22)
ja
C2 := lim
t→a
g(t)
(t− a)s (3.23)
mingite konstantide K, r ja s puhul, kus r 6= 0, s > −1 ja r + s > −1, siis kehtivad
ja¨rgmised va¨ited.
(a) Iga x ∈ (a, b] korral leidub selline c(x) ∈ (a, x], et∫ x
a
f(t)g(t) dt = f
(
c(x)
) ∫ x
a
g(t) dt. (3.24)
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(b) Kehtib vo˜rdus
lim
x→a
c(x)− a
x− a =
r
√
s+ 1
r + s+ 1
. (3.25)
To˜estus. Ta¨histame
ε1(t) :=
f(t)−K
(t− a)r − C1 ja ε2(t) :=
g(t)
(t− a)s − C2,
siis
f(t) = K + C1(t− a)r + ε1(t)(t− a)r (3.26)
ja
g(t) = C2(t− a)s + ε2(t)(t− a)s. (3.27)
Seega
f(t)g(t) = (K + C1(t− a)r + ε1(t)(t− a)r)(C2(t− a)s + ε2(t)(t− a)s)
= KC2(t− a)s +Kε2(t)(t− a)s + C1C2(t− a)r+s
+ C1ε2(t)(t− a)r+s + C2ε1(t)(t− a)r+s + ε1(t)ε2(t)(t− a)r+s.
(3.28)
Eelduste (3.22) ja (3.23) kohaselt
lim
t→a
ε1(t) = lim
t→a
ε2(t) = 0. (3.29)
(a) Vaatleme ko˜igepealt juhtu, kui r > 0. Seosest (3.26) on lihtne na¨ha, et lim
t→a
f(t) = K.
Defineerime funktsiooni F : [a, b]→ R seosega
F (t) :=
{
f(t), kui t ∈ (a, b] ,
K, kui t = a,
ja funktsiooni G : [a, b]→ R seosega
G(t) :=

g(t), kui t ∈ (a, b),
L1, kui t = a,
L2, kui t = b,
kus L1 ja L2 on positiivsed arvud. Kuna funktsioon F on pidev lo˜igus [a, b] ja funkt-
sioon G on mittenegatiivne ja integreeruv lo˜igus [a, b], siis teoreemi 0.3 po˜hjal leidub
selline c(x) ∈ (a, x), et ∫ x
a
F (t)G(t) dt = F
(
c(x)
) ∫ x
a
G(t) dt.
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Seega∫ x
a
f(t)g(t) dt =
∫ x
a
F (t)G(t) dt = F
(
c(x)
) ∫ x
a
G(t) dt = f
(
c(x)
) ∫ x
a
g(t) dt.
Nu¨u¨d vaatleme juhtu, kui r < 0. Siis on
∫ x
a
f(t)g(t) dt pa¨ratu integraal ja meil on vaja
veenduda, et see integraal koondub. Selle jaoks na¨itame, et ta koondub absoluutselt,
s.t integraal ∫ x
a
|f(t)g(t)| dt
koondub. La¨htudes tingimusest (3.29) leiame sellise δ > 0, et kui a < t < a + δ, siis
|ε1(t)| ≤ 1 ja |ε2(t)| ≤ 1. Kuna integraal
∫ x
δ
|f(t)g(t)| dt eksisteerib, siis seose∫ x
a
|f(t)g(t)| dt =
∫ δ
a
|f(t)g(t)| dt+
∫ x
δ
|f(t)g(t)| dt
kohaselt piisab veenduda, et pa¨ratu integraal
∫ δ
a
|f(t)g(t)| dt koondub. Seose (3.28)
kohaselt∫ δ
a
|f(t)g(t)| dt = KC2
∫ δ
a
(t− a)s dt+K
∫ δ
a
|ε2(t)| (t− a)s dt+ C1C2
∫ δ
a
(t− a)r+s dt
+ C1
∫ δ
a
|ε2(t)| (t− a)r+s dt+ C2
∫ δ
a
|ε1(t)| (t− a)r+s dt
+
∫ δ
a
|ε1(t)| |ε2(t)| (t− a)r+s dt
≤ KC2
∫ δ
a
(t− a)s dt+K
∫ δ
a
(t− a)s dt+ C1C2
∫ δ
a
(t− a)r+s dt
+ C1
∫ δ
a
(t− a)r+s dt+ C2
∫ δ
a
(t− a)r+s dt+
∫ δ
a
(t− a)r+s dt
= (KC2 +K)
∫ δ
a
(t− a)s dt+ (C1C2 + C1 + C2 + 1)
∫ δ
a
(t− a)r+s dt.
Vastavalt eeldustele s > −1 ja r + s > −1 pa¨ratud integraalid ∫ δ
a
(t − a)s dt ja∫ δ
a
(t− a)r+s dt koonduvad. Vo˜rdluslause po˜hjal on siis ka pa¨ratu integraal ∫ δ
a
|f(t)g(t)| dt
koonduv.
Teoreemi va¨ite (a) to˜estuseks vaatleme eraldi juhte C1 > 0 ja C1 < 0. Paneme ta¨hele,
et kuna g(x) ≥ 0, siis integraali monotoonsuse to˜ttu kehtib vo˜rratus 0 ≤ ∫ x
a
g(t) dt.
Edaspidi eeldame, et 0 <
∫ x
a
g(t) dt, sest kui
∫ x
a
g(t) dt = 0, siis g(t) = 0 iga t ∈ [a, x)
korral ja sellisel juhul va¨ide (a) kehtib.
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Esiteks olgu C1 > 0. Siis lim
t→a
f(t) = ∞ ja seega leidub δ ∈ (a, b) niimoodi, et iga
t ∈ (a, a+ δ) korral
f(t) >
∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
. (3.30)
Ja¨relikult, kui leidub c(x), mis rahuldab vo˜rdust (3.24), siis see ei kuulu vahemikku
(a, a+ δ). Iga h ∈ (a, a+ δ) korral on f pidev funktsioon lo˜igus [h, x], millest ja¨reldub,
et funktsioonil f leidub miinimum selles lo˜igus. Poollo˜igus (a, h] kehtib seos (3.30) ning
seega
min
t∈(a,x]
f(t) = min
t∈[h,x]
f(t).
Na¨itame, et ∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
≥ min
t∈(a,x]
f(t).
Oletame vastuva¨iteliselt, et ∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
< min
t∈(a,x]
f(t)
ning ta¨histame
δ := min
t∈(a,x]
f(t)−
∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
> 0
ja
U :=
(∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
− δ
2
,
∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
+
δ
2
)
.
Siis f(t) /∈ U u¨hegi t ∈ (a, x] korral, kuna∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
+
δ
2
< δ +
∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
= min
t∈(a,x]
f(t).
Moodustame sellise jada (zn), kus zn ∈ U ja lim
n→∞
zn = a. Lo˜igus [zn, x] on f pidev ja g
integreeruv funktsioon, seega saame teoreemi 0.3 po˜hjal leida sellise cn(x) ∈ (zn, x), et∫ x
zn
f(t)g(t) dt = f
(
cn(x)
) ∫ x
zn
g(t) dt.
Paneme ta¨hele, et
lim
n→∞
f
(
cn(x)
)
= lim
n→∞
∫ x
zn
f(t)g(t) dt∫ x
zn
g(t) dt
=
lim
n→∞
∫ x
zn
f(t)g(t) dt
lim
n→∞
∫ x
zn
g(t) dt
=
∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
.
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Seega leidub indeks n0 ∈ N nii, et kui n ≥ n0, siis∣∣∣∣f(cn(x))−
∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
∣∣∣∣ < δ2 ,
mis ta¨hendab, et f
(
cn(x)
) ∈ U , aga see on vastuolus meie oletusega, et f(t) /∈ U u¨hegi
t ∈ (a, x] korral. Ja¨relikult
max
t∈[h,x]
f(t) ≥ f(h) >
∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
≥ min
t∈(a,x]
f(t) = min
t∈[h,x]
f(t).
Funktsioon f on pidev ja g integreeruv ka lo˜igus [h, x], seega rakendades teoreemi 0.3,
saame leida sellise c(x) ∈ [h, x] ⊂ (a, x], et kehtib seos∫ x
h
f(t)g(t) dt = f
(
c(x)
) ∫ x
h
g(t) dt.
Teiseks toimime analoogiliselt olukorras, kus C1 < 0. Sellisel juhul lim
t→a
f(t) = −∞ ja
seega leidub δ ∈ (a, b) niimoodi, et iga t ∈ (a, a+ δ) korral
f(t) <
∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
. (3.31)
Ja¨relikult, kui leidub c(x), mis rahuldab vo˜rdust (3.24), siis see ei kuulu vahemikku
(a, a+ δ). Iga h ∈ (a, a+ δ) korral on f pidev funktsioon lo˜igus [h, x], millest ja¨reldub,
et funktsioonil f leidub maksimum selles lo˜igus. Poollo˜igus (a, h] kehtib seos (3.31)
ning seega
max
t∈(a,x]
f(t) = max
t∈[h,x]
f(t).
Na¨itame, et ∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
≤ max
t∈(a,x]
f(t).
Oletame vastuva¨iteliselt, et ∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
> max
t∈(a,x]
f(t)
ning ta¨histame
δ :=
∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
− max
t∈(a,x]
f(t) > 0
ja
U :=
(∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
− δ
2
,
∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
+
δ
2
)
.
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Siis f(t) /∈ U u¨hegi t ∈ (a, x] korral, kuna
max
t∈(a,x]
f(t) =
∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
− δ <
∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
− δ
2
.
Moodustame sellise jada (zn), kus zn ∈ U ja lim
n→∞
zn = a. Lo˜igus [zn, x] on f pidev ja
g integreeruv funktsioon, seega leidub teoreemi 0.3 po˜hjal cn(x) ∈ (zn, x) nii, et∫ x
zn
f(t)g(t) dt = f
(
cn(x)
) ∫ x
zn
g(t) dt.
Paneme ta¨hele, et
lim
n→∞
f
(
cn(x)
)
= lim
n→∞
∫ x
zn
f(t)g(t) dt∫ x
zn
g(t) dt
=
lim
n→∞
∫ x
zn
f(t)g(t) dt
lim
n→∞
∫ x
zn
g(t) dt
=
∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
.
Seega leidub indeks n0 ∈ N nii, et kui n ≥ n0, siis∣∣∣∣f(cn(x))−
∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
∣∣∣∣ < δ2 ,
mis ta¨hendab, et f
(
cn(x)
) ∈ U , mis on vastuolus meie oletusega, et f(t) /∈ U u¨hegi
t ∈ (a, x] korral. Ja¨relikult
min
t∈[h,x]
f(t) ≤ f(h) <
∫ x
a
f(t)g(t) dt∫ x
a
g(t) dt
≤ max
t∈(a,x]
f(t) = max
t∈[h,x]
f(t).
Funktsioon f on pidev ja g integreeruv ka lo˜igus [h, x], seega rakendades teoreemi 0.3,
saame leida sellise c(x) ∈ [h, x] ⊂ (a, x], et kehtib seos∫ x
h
f(t)g(t) dt = f
(
c(x)
) ∫ x
h
g(t) dt.
Sellega on va¨ide (a) to˜estatud.
(b) Ta¨nu seostele (3.26) ja (3.27) saame vo˜rduse (3.24) vasaku poole esitada kujul∫ x
a
f(t)g(t) dt =
C2K(x− a)s+1
s+ 1
+
C1C2(x− a)r+s+1
r + s+ 1
+ C2
∫ x
a
ε1(t)(t− a)r+s dt+K
∫ x
a
ε2(t)(t− a)s dt
+ C1
∫ x
a
ε2(t)(t− a)r+s dt+
∫ x
a
ε1(t)ε2(t)(t− a)r+s dt.
(3.32)
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Teiselt poolt, samamoodi ta¨nu seostele (3.26) ja (3.27), on meil vo˜imalik vo˜rduse (3.24)
parem pool esitada kujul
f
(
c(x)
) ∫ x
a
g(t) dt =
C2K(x− a)s+1
s+ 1
+
C1C2(c(x)− a)r(x− a)s+1
s+ 1
+
C2ε1
(
c(x)
)
(c(x)− a)r(x− a)s+1
s+ 1
+K
∫ x
a
ε2(t)(t− a)s dt
+ C1(c(x)− a)r
∫ x
a
ε2(t)(t− a)s dt+ ε1
(
c(x)
)
(c(x)− a)r
∫ x
a
ε2(t)(t− a)s dt.
(3.33)
Kuna kehtib va¨ide (a), siis saame seoste (3.32) ja (3.33) po˜hjal kirjutada, et
C1C2(x− a)r+s+1
r + s+ 1
+ C2
∫ x
a
ε1(t)(t− a)r+s dt+ C1
∫ x
a
ε2(t)(t− a)r+s dt
+
∫ x
a
ε1(t)ε2(t)(t− a)r+s dt
=
C2ε1
(
c(x)
)
(c(x)− a)r(x− a)s+1
s+ 1
+
C1C2(c(x)− a)r(x− a)s+1
s+ 1
+ C1(c(x)− a)r
∫ x
a
ε2(t)(t− a)s dt
+ ε1
(
c(x)
)
(c(x)− a)r
∫ x
a
ε2(t)(t− a)s dt.
Kui korrutame saadud vo˜rduse mo˜lemaid pooli la¨bi teguriga
s+ 1
C1C2(x− a)r+s+1 , siis
saame vo˜rduse
s+ 1
r + s+ 1
+
(s+ 1)
∫ x
a
ε1(t)(t− a)r+s dt
C1(x− a)r+s+1 +
(s+ 1)
∫ x
a
ε2(t)(t− a)r+s dt
C2(x− a)r+s+1
+
(s+ 1)
∫ x
a
ε1(t)ε2(t)(t− a)r+s dt
C1C2(x− a)r+s+1
=
ε1
(
c(x)
)
(c(x)− a)r
C1(x− a)r +
(c(x)− a)r
(x− a)r +
(s+ 1)(c(x)− a)r ∫ x
a
ε2(t)(t− a)s dt
C2(x− a)r+s+1
+
(s+ 1)ε1
(
c(x)
)
(c(x)− a)r ∫ x
a
ε2(t)(t− a)s dt
C1C2(x− a)r+s+1 .
Viimasest seosest tuleneb, et
U(x)
(c(x)− a)r
(x− a)r = V (x), (3.34)
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kus
U(x) = 1 +
ε1
(
c(x)
)
C1
+
(s+ 1)
∫ x
a
ε2(t)(t− a)s dt
C2(x− a)s+1 +
(s+ 1)ε1
(
c(x)
) ∫ x
a
ε2(t)(t− a)s dt
C1C2(x− a)s+1
ja
V (x) =
s+ 1
r + s+ 1
+
(s+ 1)
∫ x
a
ε1(t)(t− a)r+s dt
C1(x− a)r+s+1
+
(s+ 1)
∫ x
a
ε2(t)(t− a)r+s dt
C2(x− a)r+s+1 +
(s+ 1)
∫ x
a
ε1(t)ε2(t)(t− a)r+s dt
C1C2(x− a)r+s+1 .
Kuna |c(x)−a| ≤ |x−a| ja lemma 1.1 po˜hjal lim
x→a
∫ x
a
d(t)(t− a)m dt
(x− a)m+1 = 0, siis me saame,
et
lim
x→a
U(x) = 1 +
1
C1
lim
x→a
ε1
(
c(x)
)
+
s+ 1
C2
lim
x→a
∫ x
a
ε2(t)(t− a)s dt
(x− a)s+1
+
s+ 1
C1C2
lim
x→a
ε1
(
c(x)
) ∫ x
a
ε2(t)(t− a)s dt
(x− a)s+1 = 1
ja
lim
x→a
V (x) =
s+ 1
r + s+ 1
+
s+ 1
C1
lim
x→a
∫ x
a
ε1(t)(t− a)r+s dt
(x− a)r+s+1
+
s+ 1
C2
lim
x→a
∫ x
a
ε2(t)(t− a)r+s dt
(x− a)r+s+1 +
s+ 1
C1C2
lim
x→a
∫ x
a
ε1(t)ε2(t)(t− a)r+s dt
(x− a)r+s+1
=
s+ 1
r + s+ 1
> 0.
Seega seose (3.34) kohaselt
lim
x→a
U(x)
(c(x)− a)r
(x− a)r = limx→a V (x)
ehk
lim
x→a
c(x)− a
x− a =
r
√
s+ 1
r + s+ 1
.
Sellega on va¨ide (b) to˜estatud.
Kui teoreemis 3.1 vo˜tta g(t) = 1 iga t ∈ (a, b) korral ja s = 0, siis saame leida sellise
r > −1, r 6= 0, et
lim
x→a
c(x)− a
x− a =
r
√
1
r + 1
.
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Ma¨rgime, et vo˜rdus on sarnane teoreemis 1.3 esitatud vo˜rdusega, aga antud seoses
r ∈ (−1,∞)\0, samal ajal kui teoreemis k ∈ N.
Paneme ta¨hele, et teoreem 2.2 on erijuht teoreemist 3.1. Olgu meil ta¨idetud teoreemi 2.2
tingimused. Siis, kasutades n− 1 korda l’Hospitali reeglit, saame, et
lim
t→a
f(t)− f(a)
(t− a)n = limt→a
f (n−1)(t)
n!(t− a) = limt→a
f (n−1)(t)− f (n−1)(a)
n!(t− a) =
f (n)(a)
n!
6= 0.
Ja¨relikult on ta¨idetud teoreemi 3.1 eeldused, kui g(t) = 1 iga t ∈ (a, b) korral ja s = 0.
3.2
Selles alapunktis kirjeldame eelneva teoreemi sisu konkreetse fu¨u¨sikalise na¨ite abil.
Ko˜igepealt ma¨rgime, et ta¨nu seosele (3.25) vo˜ime kirjutada, et
c(x)− a
x− a ≈
r
√
s+ 1
r + s+ 1
ehk
c(x) ≈ a+ (x− a) r
√
s+ 1
r + s+ 1
=: cˆ(x).
Kasutame ja¨rgnevas na¨ites ta¨pse valemi (3.24) asemel ligikaudset seost∫ x
a
f(t)g(t) dt ≈ f(cˆ(x)) ∫ x
a
g(t) dt. (3.35)
Na¨ide 3.2. Vaatame tsentraaljo˜ududega seotud probleemi, kus mingi keha massiga m
pannakse vedru abil liikuma vertikaalses suunas. Keha asetatakse vedrule ning su-
rutakse alla, seeja¨rel lastakse vedru vabaks. Arv U(y) kirjeldab vedru potentsiaalset
energiat, kui keha on maast kaugusel y. Kui eeldada, et energiakadusid ei ole, siis on
su¨steemi koguenergia E ja¨a¨v. See ta¨hendab, et kehale mo˜juvad ainult konservatiivsed
jo˜ud: raskusjo˜ud ja vedru elastsusjo˜ud. Saame kirjutada ja¨rgmise valemi:
E =
m
(
y′(T )
)2
2
+mgy(T ) + U
(
y(T )
)
. (3.36)
Murd m(y
′(T ))2
2
kirjeldab kineetilist energiat ja mgy(T ) on gravitatsioonist tingitud po-
tentsiaalne energia, s.t energia, mida on vaja massi to˜stmiseks ko˜rgusele y. Kui dife-
rentseerida seost (3.36) aja T ja¨rgi, pidades silmas, et E on konstant, jo˜uame seoseni
0 =
2my′(T )y′′(T )
2
+mgy′(T ) + U ′
(
y(T )
)
y′(T ),
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mille po˜hjal saame va¨lja kirjutada keha liikumist kirjeldava valemi:
y′′(T ) = −g − U
′(y(T ))
m
.
Siin y′′(T ) on kogu kiirendus, g on vabalt langeva keha konstantne kiirendus ja murd
U ′(y(T ))
m
kirjeldab kiirendust, mille po˜hjustab vedru deformatsioonienergia. Ta¨histame
su¨mboliga yb kohta, kus y
′(T ) = 0. Siis seose (3.36) kohaselt
E = mgyb + U(yb). (3.37)
Avaldame valemist (3.36) y′(T ):
y′(T ) =
√
2E
m
− 2gy(T )− 2U
(
y(T )
)
m
.
Kasutades muutujate eraldamist, saame seosest
d
dT
y(T ) =
√
2E
m
− 2gy(T )− 2U
(
y(T )
)
m
vo˜rduse
dT =
d
(
y(T )
)√
2E
m
− 2gy(T )− 2U(y(T ))
m
.
Integreerides mo˜lemaid pooli u¨le vastavate lo˜ikude ning kasutades seost (3.37) saame,
et
T (y) =
∫ T
0
dT =
∫ y
yi
d
(
y(T )
)√
2E
m
− 2gy(T )− 2U(y(T ))
m
=
∫ y
yi
d
(
y(T )
)
√
2g
√
E
mg
− y(T )− U(y(T ))
mg
=
1√
2g
∫ y
yi
d
(
y(T )
)√
E
mg
− y(T )− U(y(T ))
mg
=
1√
2g
∫ y
yi
d
(
y(T )
)√
mgyb+U(yb)
mg
− y(T )− U(y(T ))
mg
=
1√
2g
∫ y
yi
d
(
y(T )
)√
(yb − y(T )) + 1mg
(
U(yb)− U(y(T ))
) .
Teostame muutujavahetuse y(T ) = ψ ja saame valemi
T (y) =
1√
2g
∫ y
yi
d(ψ)√
(yb − ψ) + 1mg
(
U(yb)− U(ψ)
) . (3.38)
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Siin T (y) on aeg, mille jooksul keha massiga m on jo˜udnud ko˜rgusele y, ja integraal
kirjeldab vahemaad, mille keha on la¨binud ajaga T (y) alguspunktist yi lo˜pp-punkti y.
Nu¨u¨d kasutades valemit (3.35) vo˜ime leida T (y) ligikaudse va¨a¨rtuse.
U¨ritame leida aega, mis kulub massil liikumiseks asendist yb, kus vedru on vo˜imalikult
suure pinge all, mingisse teise asendisse y. Selle jaoks vo˜tame seoses (3.38) yi = yb.
Lisaks proovime seda probleemi lahendada vo˜imalikult va¨ikeste teadmistega vedru po-
tentsiaali funktsiooni U kohta. Sellisel juhul on vo˜imatu lahendada u¨lesannet seosega
(3.38), aga ta¨nu valemile (3.35) saame leida ligikaudse va¨a¨rtuse.
Selleks, et rakendada teoreemi 3.1, esitame vo˜rduse (3.38) integreeritava funktsiooni
kahe funktsiooni f ja g korrutisena. U¨lesande ligikaudne va¨a¨rtus so˜ltub funktsioonide
f ja g valikust.
Vaatame esmalt juhtu kui
g1(y) = 1
ja
f1(y) =
1√
(yb − y) + 1mg
(
U(yb)− U(y)
) .
Sellisel juhul s1 = 0 ning vo˜ttes K = 0 ja eeldades, et piirva¨a¨rtus
U ′(yb) := lim
y→yb
U(y)− U(yb)
y − yb
eksisteerib ja U ′(yb) 6= −mg, saame, et r1 = −12 . Paneme ta¨hele, et kui U ′(yb) = −mg,
siis y′′b (T ) = 0, s.t kogu kiirendus asendis yb on null. Antud juhul on yb algpunkt ehk
asend, kust keha liikuma hakkab, ja seal punktis on kiirendus null. Nu¨u¨d kasutame
valemit (3.35) vo˜rduse (3.38) ligikaudse lahendi leidmiseks. Me saame, et
T1(y) =
y − yb√
2g
√(
yb − cˆ1(y)
)
+ 1
mg
(
U(yb)− U(cˆ1(y))
) ,
kus cˆ1(y) = yb +
1
4
(y − yb).
Teiseks vaatame juhtu, kus
g2(y) =
1√
y − yb
ja
f2(y) =
1√
−1 + 1
mg
(
U(yb)− U(y)
y − yb
) .
Siin s2 = −12 . Kui analoogiliselt eelmise juhuga eeldame, et piirva¨a¨rtus U ′(yb) eksistee-
rib ja U ′(yb) 6= −mg, siis saame vo˜tta K = lim
y→yb
f2(y). Va¨a¨rtuse r2 ma¨a¨ramiseks pole
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meil piisavalt palju informatsiooni funktsiooni U(y) kohta. Kui rakendada l’Hospitali
reeglit funktsioonile U ′(yb) ja oletada, et piirva¨a¨rtus
U ′′(yb) = lim
y→yb
U ′(y)(y − yb)−
(
U(y)− U(yb)
)
(y − yb)2 6= 0 (3.39)
eksisteerib, siis r2 = 1. Kui aga U
′′(yb) = 0, siis rakendame uuesti l’Hospitali reeglit ja
me saame, et kui piirva¨a¨rtus
U ′′′(yb) = lim
y→yb
U ′′(y)(y − yb)2 −
(
U ′(y)(y − yb)− (U(y)− U(yb))
)
(y − yb)3 6= 0
eksisteerib, siis r2 = 2. Eeldame, et kehtib seos (3.39). Kasutades valemit (3.35), saame
teise ligikaudse vastuse vo˜rdusele (3.38), milleks on
T2(y) =
1
√
2g
√
−1 + 1
mg
(
U(yb)− U(cˆ2(y))
cˆ2(y)− yb
) ∫ y
yb
dψ√
ψ − yb
=
2
√
y − yb
√
2g
√
−1 + 1
mg
(
U(yb)− U(cˆ2(y))
cˆ2(y)− yb
) ,
kus cˆ2(y) = yb +
1
3
(y − yb).
Mo˜lemal juhul on omad miinused ja plussid. Teine la¨henemine annab ta¨psema vastuse,
aga see skeem no˜uab rohkem teadmisi vedru potentsiaali kohta, et leida va¨a¨rtust r.
Esimene la¨henemine ei ole nii ta¨pne kui teine, aga esimesel juhul saab arvu r ma¨a¨rata
minimaalsete teadmistega vedru potentsiaalist U , sest g1(y) = 1. Seega lahenduska¨igu
valik so˜ltub andmetest ja tulemuse soovitud ta¨psusest.
Teoreemi 3.1 u¨heks vo˜imalikuks rakenduseks on ligikaudse aja leidmine, mis kulub
kehal massiga m liikumiseks vertikaalses suunas mingist algpunktist yi lo˜pp-punkti y.
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The Mean Value Theorems for
Integrals: the Asymtotic Behaviour
of Intermediate Points
Summary
The purpose of this thesis is to study the asymptotic behaviour of intermediate points
in mean value theorems for integrals. The most simple mean value theorem states that
if f : [a, b]→ R is a continuous function then there exists a number c ∈ (a, b) such that∫ b
a
f(t) dt = f(c)(b− a).
In the case of the simpler mean value theorems for integrals the intermediate point c(x)
asymptotically approaches the midpoint of the interval [a, x] and in addition
lim sup
x→a
c(x)− a
x− a ≥
1
e
.
The simplest weighted mean value theorem for integrals states that if f : [a, b]→ R is
a continuous function and g : [a, b]→ [0,∞) is an integrable function then there exsists
a number c ∈ [a, b] such that∫ b
a
f(t)g(t) dt = f(c)
∫ b
a
g(t) dt.
In the case of the weighted mean value theorems for integrals the intermediate point
asymptotically approaches the value a + (x − a) k
√
1
k+1
, where k ∈ N is the number of
times the function f differentiable at the point a. Also when f and g are differentiable
then the intermediate point satisfies the equation
lim
x→a
∫ c(x)
a
g(t) dt∫ x
a
g(t) dt
=
1
2
.
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If the conditions set on the functions in the weighted mean value theorems for integrals
are expanded to functions that aren’t differentiable at the point a then the approximate
value
c(x) ≈ a+ (x− a) r
√
s+ 1
r + s+ 1
,
where r ∈ (−∞, 0)∪ (0,∞), s ∈ (−1,∞) and r+ s > −1, can be used to provide close
approximiations to certain physics’ problems.
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