ABSTRACT. Applying the theory of distribution functions of sequences we find the relative densities of the first digits also for sequences x n not satisfying Benford's law. Especially for sequence x n = n r , n = 1, 2, . . . and x n = p r n , n = 1, 2, . . . , where p n is the increasing sequence of all primes and r > 0 is an arbitrary real. We also add rate of convergence to such densities.
Introduction
In this paper we give a complete solution of the first digit problem in base b ≥ 2 for the sequence n r , n = 1, 2, . . . , and for the sequence p r n , n = 1, 2, . . . , where p n is the nth prime and r > 0 is an arbitrary real. They do not satisfy Benford's law. For example for n r we use the following main steps:
• Denote F N (x) = 1 N #{n ≤ N ; log b (n r ) mod 1 ∈ [0, x)}.
• Then In Theorem 5 we give a rate of such limit. The same limit holds also for the sequence p r n , n = 1, 2, . . . , but the rate of convergence described in Theorem 6 is more complicated.
In the following we present some clarifications. 
Benford's law
Since log b M b (x) = log b x mod 1 the inequality (1) is equivalent to
Underline once again 
From (2) and from definition (3) it follows immediately: 
Historical comments
The first digit problem: An infinite sequence x n ≥ 1 of real numbers satisfies Benford's law, if the frequency (the asymptotic density) of occurrences of a given first digit a, when x n is expressed in the decimal form is given by log 10 1 + 1 a for every a = 1, 2, . . . , 9 (0 as a possible first digit is not admitted). Since x n has the first digit a if and only if log 10 x n mod 1 ∈ [log 10 a, log 10 (a + 1)) , Benford's law for x n follows from the u.d. of log 10 x n mod 1. F. Benford (1938) compared the empirical frequency of occurrences of a with log 10 (a + 1)/a in twenty different domains such as the areas of 335 rivers; the size of 3259 U.S. populations; the street address of first 342 persons listed in American Men of Sciences, etc. which led him to the conclusion that "the logarithmic law applies particularly to those outlaw numbers that are without known relationships . . . " For the asymptotic density of the second-place digit b he found 9 a=1 log 10 1 + 1 10a+b . F. Benford rediscovered Newcomb's observation from (1881). Many authors think that if the sequence x n does not satisfy B.L., then the relative density of indices n for which the b-expansion of x n start with leading digits
does not follow any distribution in the sense of natural density, see S. Eliahou, B. Massé and D. Schneider [5] . These authors as an alternate result shown that the sequence log 10 n r mod 1, n = 
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Thus, for r → ∞, these sequences tends to uniform distribution and thus n r and p r n tends to B.L.
General scheme of solution of the First digit problem
Ò Ø ÓÒ 2º Let y n , n = 1, 2, . . . , be a sequence of real numbers and define the step distribution function of y n mod 1
for every 
This is the general scheme of solution of the First digit problem for the sequence x n , n = 1, 2, . . . , for which log b x n mod 1 need not be u.d. sequence. This approach is also presented in [2] .
Distribution functions of sequences involving logarithm
D.f.'s of log b x n mod 1 which we need in (6) can be computed by following theorems:
Ì ÓÖ Ñ 3 ( [9] )º Let the real-valued function f (x) be strictly increasing for x ≥ 1 and let f −1 (x) be its inverse function and
Then for the sequence f (n) mod 1, n = 1, 2, . . . , we have
Similar theorem is valid also for f (p n ), where p n are primes.
Natural numbers
Applying Theorem 3 to the sequence f (n) = log b n r , n = 1, 2, . . . we have
Some examples of w :
and thus for (8) we have 
Primes
Applying Theorem 4 for the sequence
where p n is the nth prime and r > 0, we have
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Some examples of w and N i :
and so
where the last equality is obtained by using the result
Therefore there exists i 0 such that for
Hence, lim i→∞ {log p
Similarly the other two cases are proved.
Summary
From the above it follows that the sequences log b n r mod 1, n = 1, 2, . . . , and log b p 
the leading block of s digits of n r is equal to D} it can be approximated by
with the error term
P r o o f o f C o r r o l a r y 1. We have 1 N #{1 ≤ n ≤ N ; the leading block of s digits of n r is equal to D}
Applying Theorem 5 with w 0 = w, we have
Ü ÑÔÐ 1º Let r > 0 and i be a positive integer. By Corollary 1 for
; the leading block of s digits of n r is equal to D} it can be approximated by
with the error term 2ri + 6 b i . 30
Now we prove Theorem 5. P r o o f. Firstly we repeat a proof of (7). For a positive integer N define
Clearly f −1 (K + w) = N and for every x ∈ [0, 1] and F N (x) in (4) we have
where
The assumption (ii) implies 1/(f −1 (k + 1) − f −1 (k)) → 0 which together with Cauchy-Stolz (other name is Stolz-Cesàro, see [10, p. 4-7] ) lemma implies that
Furthermore we can express the first term of F N (x) in (10) as
and the second term as
Using the assumption (ii) and (iii) the Cauchy-Stolz lemma implies
Now, for increasing subsequence N i of indices N , denote
Thus (11), (12), (13) imply (7)
In the following we prove a quantitative form of (7). Put
• w = {f (N )},
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Every second term in (I)=(14), (II)=(15), (III)=(16), (IV)=(17) is bounded precisely
. This function satisfies Theorem 3 and
Then for the first terms in (I)=(14), (II)=(15), (III)=(16), (IV)=(17) we have:
(I)
YUKIO OHKUBO-OTO STRAUCH
In the end of proof we use 
First digit problem for
Let k 1 be an integer such that max log 59 log b r, 5rb 
Then for every x ∈ [0, 1] we have
|F N (x) − g w 0 (x)| ≤ b 1 r (2 log b + 11r) (log b)(b 1 r − 1)k 1 − (5r + log b)b 1 r − r 2 + K k 1 1 b K−k 1 r log b + 3 2k 1 log b + 2 K + 3(b 1 r ) 2 log b + 11 2 r K log b + r 4 + 3(b 1 r ) 2 |w − w 0 | r log b + r log b p N + 1 N .
ÓÖÓÐÐ ÖÝ 2º Let r > 0, i be a positive integer, and let
given by Theorem 6. 
where C is a positive constant, θ = 0.525 (see [1] ). We apply Theorem 6 with 
We can express the first term of F N (x) in (20) as
The Cauchy-Stolz lemma implies
(22) The Prime number theorem in the form
We need
The limit (23) is proved in [7] by using the following steps:
and (22) has the form
Here for given N ,
Similarly as for the sequence f (n) mod 1 we have (18), (14), (15), (16), (17) for the sequence f (p n ) mod 1 and by applying π(x) we have the following
Every second term in (I)-(V)=(25), (26), (27) and (28) is bounded, precisely
Thus for the first terms (again writing as (I)-(V)) we have
Now in the following we use Prime number theorem in the form
Using (see [8, Theorem 1] )
In our case
For an upper bound of (I)=(30) we use the inequality proved in Appendix
Applying (35) to (38) we have
For (II)=(31) we have
For (IV)=(33) we have
For (V)=(34) we have
In all (I)=(39), (II)=(40), (III)=(42) and (IV)=(43) we have common factors and we have 
4. Appendix 4.1. Proof of (37).
Denote Ψ k 1 = sup k≥k 1 Φ k and
For k ≥ k 1 and 0 ≤ x ≤ 1 we have
Thus we have 
From it
and (47) imply (39). 
Proof of the inequality
