Abstract
Introduction
Feature selection is an important issue in data mining. In the big data era, the scale of databases grows rapidly with an increasing number of features due to availability of more detailed information. The existence of irrelative features is inevitable. Feature selection can eliminate those features so that it reduces the dimensionality, improves the predictive accuracy and enhances comprehensibility of the induced concepts [1] . Besides, features may have approximate relationships with each other. Using a subset of features to represent other features and deduce the classification results is an imprecise process. The rough set theory is a powerful tool to process such kind of imprecision [2] [3] [4] . Thus, it is incorporated into feature selection algorithms. However, the computation with equivalence classes in these algorithms is inconvenient and hard to understand. The soft set theory can facilitate the computation and improve the efficiency.
Recent literatures of rough set based feature selection algorithms mainly focus on three aspects: feature evaluation, search strategies and practical application. Feature evaluation provides the significance of the candidate features which is represented by dependency degree in the rough set theory. For different nature of data, calculation methods of the dependency degree are different. Several types of data have been studied, such as fuzzy data [5] , data with noise [6] , dynamic incomplete data [7] , hybrid data [8] , etc. As for search strategies, there are commonly used methods like sequential forward selection and sequential backward elimination [6] , as well as many heuristic methods which are hybrid genetic algorithm [9] , granular neural network [5] , water drops algorithm [10] , etc. Some literatures explore feature selection based on rough set for practical application in domains like computer security [11] and assessment of power systems [12] . But researches focusing on the improvement in efficiency when calculating the dependency degree of features are few. This kind of improvement is also crucial in improving performance of rough set based feature selection.
The soft set theory was proposed by D. MOLODTSOV in 1999 [13] . It offers a rigid mathematical theory to deal with uncertainties. Unlike the probability theory and the fuzzy set theory suffering from the inadequacy of the parameterization tools, the soft set theory is free of those problems. This makes the theory easily applicable in practice [13] and very convenient to combine with other theories. In recent years, studies about the soft set theory are growing rapidly in many fields such as modern algebra [14] , forecasting [15] , decision making [16] , data analysis [17] , etc. It has been proved that every rough set is a soft set, which shows the necessity to combine two theories together [18] . As for the dependency degree in the rough set theory, Qin et al. [19] had found an efficient way to calculate it by constructing a soft set model (NSS) for an information system. Later, Mamat et al. [20] gave a new clustering method of attributes based on the same soft set model. Both of them suggest that the method based on the soft set theory is efficient and easy to apply. However, there are two remaining issues they don't tackle. One is how to get equivalence classes of the indiscernibility relation of features based on the soft set theory and the other is how to apply the soft set model to feature selection which is different from feature cluster.
Our main contributions are summarized as follows: (a) We propose a paired relation soft set model (PRSS) based on the information system. We use it to construct the lower approximate set, present the approximate set in the form of soft set and furthermore calculate the dependency degree between features.
(b) We propose a method to acquire equivalence classes of indiscernibility relations based on the PRSS.
(c) We present a feature selection algorithm based on the PRSS and apply it to seventeen UCI benchmark data sets. The result shows improvement in efficiency compared to the method based on NSS.
The rest of our paper contains four sections. Section 2 presents the fundamental theory. Section 3 proposes the paired relation soft set model, a method to acquire equivalence classes of indiscernibility relations and the relative feature selection algorithm. Section 4 compares experimental results with the NSS method. The final section concludes our work.
Essential Rudiments

Rough Set Theory
Definition 1 (Information system [4] ): Suppose there is a pair =( , ) of non-empty, finite sets and , where is the universe set of objects, and is a set consisting of attributes, i.e. functions , where is the set of values of attribute , called the domain of . The pair =( , ) is called an information system. Sometimes, we distinguish in an information system =( , ) a partition of A into two classes , of attributes, called condition and decision (action) attributes, respectively. The tuple called a decision system [4] . Definition 2 (Indiscernibility relation [3] ): In an information system , if and , then (intersection of all equivalence relations belonging to ), denoted by , will be called an indiscernibility relation over . The equivalence class of involving element is denoted by . The denotes the family of all equivalence classes of . Meantime we denote the family of all equivalence relations defined in as . Definition 3 (The lower and upper approximations [3] ): With each subset and an equivalence relation , we associate two subsets:
(1)
Called the -lower and -upper approximations of respectively. Definition 4 (Degree of partial dependency [3] ): Let =( , ) be an information system and ,
. We say that depends in a degree ( ) from , if and only if (2) Where denotes the cardinality of the set and the -positive region of is .
(3) Dependency degree shows the importance of for .
Soft Set Theory
Let be the initial universe set and be a set of parameters. Definition 5 (Soft set [13] ): A pair of is called a soft set (over ) if and only if is a mapping of into the set of all subset of the set .
In other words, the soft set is a parameterized family of subsets of the set . Every set , , from this family may be considered as the set of -elements of the soft set , or as the set of -approximate elements of the soft set [13] . Definition 6 (Soft subset [21] ): For two soft sets and over a common universe set , the is a soft subset of if and , and are identical approximations. It is denoted as . Apparently, for a set of -approximate elements of , we can define a corresponding soft set which has only one parameter . . Let and be soft sets over , then operation * for soft sets [13] is , (4) Where , , , and is the Cartesian product of the sets and .
Example 1: There are five houses which are ready to be evaluated by three criterions . Suppose , and . Then we get the soft set .
(5) If we want to know which houses are both expensive and beautiful, we get , , and execute the intersection operation as follows (6) That is .
A Soft Set Model on Equivalence Class
Computation in the rough set theory always involves intersection, union of the sets of equivalence classes and the dependency degree between attributes. It is inconvenient to execute these operations directly on the information system. Thus, Qin et al. [19] constructed a soft set model over equivalence classes to facilitate the computation.
Given an information system =( , ), denotes the set of all equivalence classes in the partitions , where . Let = be the initial universe set of objects and = be the set of parameters. denotes the power set of . Meantime, define mapping . The pair is a soft set model over equivalence classes (NSS) [19] . Table 1 shows the tabular representation of , where and is either 1 or 0, , .
Table 1. The Tabular Representation of the Soft Set over Equivalence Classes
Then they defined two soft set and where , : and (7) The lower and upper approximations of parameter with respect to attribute are defined as ,
where . The lower and upper approximations of attribute with respect to attribute are defined as (9) where . In the following, we just present an example for soft set . is similar. Example 2: we consider the information system of house evaluation as shown in Table  2 .
Then, Then they The lower and upper approximations of parameter with respect to attribute are defined h The lower and upper approximations of attribute with respect to attribute are he In the following, we just present an example for soft set . is similar. Example 2: we consider the information system of house evaluation as shown in Table  2 .
partitions of each attribution are , and . The soft set is shown in Table 3.  For , , and , , = and = .
Thus, = .
International 
Proposed Paired Relation Soft Set Technique
Paired Relation Soft Set
Given an information system =( , ) and two relations , , . When examining the upper and lower approximation sets of with respect to , it is unnecessary to include all the equivalence classes of them into . As shown in Table 3 , computation in cells with color is redundant. Thus, we change the initial universe set and parameter of NSS.
Definition 7 (Paired relation soft set): Let and . Define the mapping . A pair of is called paired relation soft set for its universe set and parameters stemming from two relations and , respectively. Table 4 . Then we can construct the soft sets and , where mappings and are in the formula 7. The tabular representation of soft set and for appearance and price in Example 2 is shown in Table 5 . 
Computation of Dependency Degree Based on PRSS
According to formula 2, the computation of the dependency degree requires the lower approximate set and the positive region. We firstly give a soft set with two parameter sets. Then, based on that soft set and , we present the soft set representation of the lower approximate set and the computation of dependency degree.
A soft set with two parameter sets is shown as follows. Given an information system =( , ) and two relations , , . 
where .
The lower approximation of relation with respect to is represented by soft set . 
Apparently, soft set is the -positive region of (see formula 2 and 3). To get the dependency degree, we also need the cardinality of .
. (15) However, if we only want to get the dependency degree, it is unnecessary to calculate first. In the following, we provide a direct way to get the dependency degree. Based on soft set (see 
Given a decision system , , the positive region of on is represented by (20) The dependency degree of decision on is represented by .
Example 4: we present the low approximate set and the degree of dependency for (appearance) and (price) in Example 3 based on in Table 5 . 
Then the dependency degree of relation with respect to is .
Computation of Equivalence Classes of Indiscernibility Relations
We first introduce a new mapping as a supplement to mappings in formula 7. Then, represent equivalence classes of the indiscernibility relation formed by two relations using a soft set based on .
Given a PRSS where the universal set , parameter set and , , , we propose Definition 8. Table 6 . Then, . 
Feature Selection Algorithm Based on PRSS
Given a decision system , the feature selection algorithm based on PRSS is shown in Table 7 .
The algorithm selects features according to the dependency degree of decision provided by Algorithm 2 and uses the sequential forward selection [6] as the search strategy provided by Algorithm 1. The output is a feature ranking . Given the set with features selected, the th feature is determined by .
Based on the ranking, we can get a feature ranking soft set , where and the is defined as .
(25) Next, we use KNN classifier to cross-validate the classification accuracy of the data with these feature subsets. Those with the highest classification accuracy are the final feature subsets. 
Feature Selection Algorithm Based on NSS
Feature selection algorithm based on NSS still uses Algorithm 1 as the search strategy. But the Algorithm 3 in Table 8 which provides the dependency degree of decision is different from Algorithm 2.
Let and be the set of all equivalence classes in the partitions and . Example 6: Suppose and . , . Then is shown in Table 9 . The construct of follows the same logic of Table 3 . 
Experimental Results
We compare the execute time of Algorithm 1 and 2 based on PRSS with that of Algorithm 1 and 3 basd on NSS using seventeen datasets abtained from the benchmark UCI Machine Learning Repository [22] . Those datasets are discribed in Table 10 . The field named "Number of Classes" in this table shows the aggregation of the number of equvalence classes formed by each feature.
We run the algorithms in MATLAB R2015a on a pc with a processor Intel(R) Core(TM) i5-2410M, a 8.0GB memory and Widows 7 operating system. Figure 1 shows datasets on which ranges of the executive time are (0 , 0.1 ) and (0.1, 1) in seconds. Figure 2 shows datasets on which ranges of the executive time are (1, 20) and (20, 120) in seconds. Table 11 summrizes the comparison of feature selection algorithm based on PRSS and NSS. It shows that PRSS improves efficiency to a certain degree on each dataset and achieves 18.17% improvement on an average. 
. The Scalability of PRSS and NSS to the Number of Equvalence Classes
We also analyze the scalability of both algorithms on three aspects, the number of features, the number of instances and the number of equvalence classes. Figure 3 shows the execute time of both algorithms with regard to the number of features in each dataset. Figure 4 shows the execute time of both algorithms with regard to the number of instances in each dataset. We also provide the change of the execute time with regard to the aggregation of the number of equvalence classes formed by each feature in Figure 5 . In general, three figures show the execute time increase linearly as the number of features, instances and equvalence classes increase, respectively. Though the execute time varies at several points, it is at an acceptabe level. Thus, those three figures demonstrate a good scalibility of both feature selection algorithms.
Conclusion
Merging the soft set theory into some core conceptions of the rough set theory facilitates the computation based on equvalence classes. We proposed a paired relation soft set model to construct the lower approximate set, presented the lower approximate set in the form of soft sets, and furthermore calculated the dependency degree of features. We also provided a new mapping to calculate equivalence classes of indiscernibility relations. Based on PRSS, the feature selection algorithm was given. Compared to the feature selection algorithm based on NSS, the PRSS algorithm shows 18.17% improvement on an average. Experimental results also show a good scalibility of both feature selection algorithms. Theoretically, the paper shows a way to combine the soft set theory and the rough set theory together to improve the feature selection algorithm. Practically, the novel method based on PRSS can accelerate data processing procedure and is helpful in dealing with big data.
In this paper, we only combined the soft set theory with the classic rough set model which is based on equivalence classes. To deal with data with fuzzy attributes, a fuzzy rough set model based on fuzzy similarity relations is more suitable. How to apply PRSS into a fuzzy rough set model and facilitate the computation will be a topic of furture reasearches.
