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Abstract 
Chemical burn injury is one of the major accidents in the world. The aim of this research is to develop an automated 
method of determining the severity of chemical skin burns. The severity of the chemical skin burn can be classified into three 
grades, namely Superficial, Partial thickness and Full thickness. Towards achieving this aim, a database of chemical skin burn 
images has been created by collecting images from various Hospitals. The initial pre-processing involves the contrast 
enhancement in L*a*b colour space. The pattern classifier technique namely K-Nearest Neighbour Classifier (KNN), has been 
applied on chemical skin burn images to classify them as Superficial, Partial and Full thickness burns. The help of dermatologists 
and plastic surgeons has been taken to label the images with chemical skin burn grades and the labelled images are used to train
the classifiers. From the many features that were extracted from the images, two significant features such as the mean and then
DCT were selected that best embody the differing characteristics of the three grades of chemical skin burns. The algorithms are
optimized on features of pre-labelled images, by fine-tuning the classifier parameters.. The efficiency of the analysis and 
classification of the KNN method is about 67.5% for grade1, 82.5% for grade 2 and 75% for grade 3. The design and 
development of such a classifier is clinically very significant particularly, when it is used in emergency remote areas. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Organizing Committee of ICECCS 2015. 
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1. Objective And Scope
  Medical Imaging is a boon conferred by science and technology in humanity. While on the one hand 
medical diagnostics has advanced in leaps and bounds, on the other hand advancement in image processing, pattern 
recognition and machine intelligence techniques has intensified medical imaging. With these advancements it is now 
possible to make diagnostics in a non-invasive manner. An easy and correct diagnosis facilitates appropriate 
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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treatment earlier and thereby enhances chances of full recovery, while reducing the pain and suffering of patients. 
Modern techniques are also cost effective. More often than not, specialized medical services are not readily available 
in rural, semi-rural and suburban areas. Skin is the outermost, largest organ of our body that protects the inner 
organs of our body. skin consists of two layers epidermis and dermis. Epidermis is the outer thinner layer of the Skin 
and Dermis is the outer thicker layer of the skin, due to unavoidable accidents, injury is caused to the skin. An injury 
could be caused to skin by heat, chemicals, electricity, light or radiation. To minimize the loss to the skin, first aid 
must be provided at home or at a hospital. After first aid, proper treatment can be decided upon. Many times 
diagnosis is not carried out correctly, due to the lack of good doctors or due to the accidents happening in remote 
areas. At such times “Diagnosis of skin burn images” becomes very handy to identify the Grade of the skin burn 
which helps the doctors to take proper decision for the right treatment. This facilitates fast recovery, by minimizing 
the damage to the skin. For a successful evolution of a burn injury, it is essential to initiate the correct first treatment 
[1]. To choose an adequate one, it is necessary to know the depth of the burn. Correct visual assessment of burn 
depth highly relies on specialized dermatological expertise. As the cost of maintaining a burn unit is very high, it 
would be desirable to have an automatic system to give a first assessment in all the local medical centres, where 
there is a lack of specialists [2, 3].The World Health Organization expects that, there must be at least one bed in a 
Burn Unit for every 5,00,000 inhabitants. So, normally one Burn Unit covers a large geographic extension [4]. If a 
burn patient appears in a medical centre without Burn Unit, a telephone communication is established between the 
local medical centre and the closest hospital with Burn Unit, where the non-expert doctor describes subjectively the 
colour, texture and status considered important for burn characterization. The result in many cases is the application 
of an incorrect first treatment very important on the other hand for a correct evolution of the wound, or unnecessary 
displacements of the patient involving high sanitary cost and psychological trauma for the patient and family. 
2. Classification of Chemical Skin Burn:
Chemical burns can be caused by either a strong base or a strong acid. Most common agent include sulphuric acid as 
found in toilet cleaners, Sodium hydrochlorides as found in bleach, and halogenated hydro carbons as found in paint 
remove, among others [6].  
  Hydrochloric acid can cause damage down to the bone. Formic acid may cause break down of a significant 
number of red blood cells [7]. The chemical burn can be classified into three types. 
2.1. Superficial Burn (First Degree burn) 
  Superficial burn is the minor burn with injury to the epidermal layer of the skin. These burns normally heal 
within 5 to 7 days. A common type of superficial burn is the sunburn. In this case skin is usually red, very painful 
and dry in appearance. Figure 1 is an example of a superficial skin burn figure (a). 
Fig1. a)superficial dermal burn. b) Partial thickness burn. c) Full thickness burn 
2.2. Partial Thickness Burn (Second Degree Burn) 
  In the case of a partial thickness burn, the damage extends up to the dermis layer. These burns usually leave 
scars. The Wound would be pink or red in colour, painful and wet in appearance. Figure (b) is an example of partial 
thickness. 
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2.3. Full Thickness Burn (Third Degree Burn) 
  Full thickness burn destroys the epidermis, the dermis and the subcutaneous layers of the skin. Full 
thickness burns require skin grafts. Full Thickness burn appears black or white in colour. Figure (c) is an example of 
a full thickness burn. 
3. Background Paper for this Work. 
  On-going experimental research on skin burn images is very less. Thus, contribution to this field of research 
is highly restricted. Contributions have been done particularly by the researchers from Spain, belonging to 
Biomedical Engineering Group of Seville University.   
3.1  Begona Acha et.al. [5]: (26) 
  “Image classification based on Colour and texture analysis.” have proposed a method to separate burned skin 
from a normal skin in colour burn images and to classify them according to the depth of the burn. The segmentation 
procedure consists of colour representation, followed by the stack mathematical approach, based on a gray scale 
segmentation algorithm. In the classification part authors cluster Colour information, with the vector quantization 
algorithm. The colour centroids of small squares, taken from the segmented part of the burnt images in the 
chrominance ଵܸ ଶܸplane, form two possible groups. 
3.2 Begona Acha et.al. [4]:  
  “Classification of burn wounds using support vector machines” Here the authors classify burns into different 
Grades of depth based on feature extracted from the colour and texture characteristic of the burn images. A Fuzzy-
ARTMAP neural network and non-linear SVM with different types of kernels have been used. Fivefold cross 
validation scheme is used to divide the data base into training and validating sets. Feature selection is done using 
forward and backward selection methods.  
3.3 Serrano et.al. [2]: 
  “Evaluation of a Telemedicine Platform in a burn Unit.” The research scholars belonging to the Biomedical 
Engineering Group of Seville University have made a study to find the effectiveness of telemedicine for plastic 
surgery applications. They have considered burn images for tele-diagnosis by capturing the burn image in a digital 
camera and compressing it for transmission through a communication media. 
4. Overview of the Methodology
 When a person meets with a burn accident the skin layers get affected. Doctors determine the degree of burns 
by examining which layer and organs are affected and gives treatment. The work proposed here focuses on 
automating this process. A digital camera is used to capture the burn image of the patient and the software developed 
would analyze the image. Using the outcome of this research, severity of the injury can be estimated as the degree of 
burn. Figure.4 shows the over view of the methodology employed in the research. 
Figure.2. Over view of the methodology 
   
 Skin Burn Images were collected from the burn ward of Sri Devaraja Urs Medical College and open source 
database of images. The ethical clearance was taken from both the patient and hospitals. The images are digital and 
colour. In order to assess the research methodology, a series of images of wound with different types of injuries were 
Image acquisition Pre processing 
KNN 
ClassificationFeature extraction 
51 Malini suvarna and Venkategowda N. /  Procedia Computer Science  70 ( 2015 )  48 – 54 
acquired. The general and clinical details of the subjects such as gender, age, ethnicity, treatment history, cause and 
type of burn and expert’s opinion were collected for each image. . A data base of 120 images was built which 
contained 40 images each of superficial (Grade1), partial thickness (Grade2) and full thickness (Grade3) images The 
images were pre-processed using histogram equalization to enhance the contrast. The images acquired at varying 
light condition showed significant colour contrast improvements. The contrast stretched images were resized to size 
90×90 pixels irrespective of the original image size. This made the classification methodology independent of the 
size of the skin burn image, the resizing utilized bilinear interpolation, which is one of the efficient ways of 
interpolation, minimizing the error. As colour was the most important characteristic of the skin burn to distinguish 
among various Grades, we converted the colour images from RGB space to L*a*b space.  
 The A and B components of the L*a*b colour space, which represent chrominance of the image were used to 
extract features and the features used as input data to the classifier. In practice, physicians also look at the colour of 
the burn to ascertain the damage to the tissue, organ or biological structure due to burn. The developed research 
methodology mimics a skin burn specialist. The classifiers group the images to one of the three categories based on 
the predominant colour and its variance. Features emphasizing the colour information in the images were extracted 
for use in the classification process. The 90×90 chrominance images were further sub-sampled to size 9×9 to extract 
fine colour information in the image. This decimation gives rise to a large volume of data for use in the classification 
process. A 90×90 image would result in 100 sub images, each inheriting colour features of the parent image. When 
this high volume of skin burn image features are approximated as individual features, the classifier can be thought of 
working on a very large dimensional data set. 
During the course of research many features such as Mean, Discrete co-sign transform (DCT), Skew ness, 
Kurtosis and gray level co-occurrence matrix (GLCM) texture were extracted and run through the designed 
classifiers. The two features Mean and DCT gave the best classifier performance in terms of match between 
clinician labelled image and classifier output. Therefore, these two features were used in further investigation. The 
mean of the sub-image characterizes the overall colourfulness of the skin burn, while the DCT emphasizes finer 
colour textures. The table one shows the mean and DCT values of 40 images in each grade. In this research work K 
value is assigned to three. 
Table 1: Mean and DCT Value of 40images in each grade 
Figure 2. Shows the feature space of the skin burn images, indicating the distribution of Mean and DCT 
values of 120 skin burn images belonging to 3 different categories. Features of 40 images belonging to each category 
are plotted with DCT values on x-axis and Mean values on y-axis. 
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Figure 3: Plot of skin burn image feature space 
5. Classification Using K-Nearest Neighbour Method: 
The k Nearest Neighbour method is also a supervised learning based classification algorithm. In pattern 
recognition, KNN is a type of instance based learning. It classifies objects based on closest training examples in the 
feature space. The classification function is only approximated locally and all computation is deferred until 
classification. The KNN algorithm is amongst the simplest of all machine learning algorithms. The object is 
classified by a majority votes of its neighbours with the object being assigned to the class most common among its k 
nearest neighbour (k is positive integer).  If k = 1, then the object is simply assigned to the class of its nearest 
neighbour. In the present research, the objects used are nothing but skin burn images. During classification a group 
of ‘k’ image features from the training image features are selected, which are the nearest match to the test image 
feature. A label is assigned to the test image based on the nearest ‘k’ image matching. The possibility of 
classification error where the image lies on the border of two classes is overcome as the labelling is based on 
average of ‘k’ images and not on training image. 
5.1. Results And Discussions 
In the KNN method, classification is based on nearest neighbours of the test features. Depending on the 
value of the k specified, algorithm checks for the k nearest neighbours among pre-labelled training features, 
surrounding a test feature. The class of the largest number of same-class neighbours determines the class of test 
value. Efficiency of each grade as show in table 2. 
Table 2: Results of KNN Classifier 
Types of Images No. of 
Images
Correctly Classified 
Images
Misclassified  Images
Efficiency  inMax.%
Grade1 Grade2 Grade3
Grade 1 40 27 _ 4 9 67.5% 
Grade 2 40 33 5  _ 2 82.5% 
Grade 3 40 30 7 3 _ 75%
5.2. Performance Measurement Of KNN Classifier 
 Most often used performance measures for multi-class, classification, based on the binary 
classification.
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Table 3: shows the description of precision and recall 
Parameter Formula Description 
Precision
σ ௧೛೔
௧೛೔ା௙೛೔
௟
௜ୀଵ
݈
Class agreement of the data labels with the positive labels given by the classifier 
Recall  (sensitivity) 
σ ௧೛೔
௧೛೔ା௙೙೔
௟
௜ୀଵ
݈
Effectiveness of a classifier to labels as those given by a classifier 
l = number of classes. μ and M represent micro and macro averaging. 
1. PrecisionM        = 
మళ
మళశభమା
యయ
యయశళା
యబ
యబశభభ
ଷ
            =   0.750 
    2.  RecallM          =     
మళ
మళశభయା
యయ
యయశళା
యబ
యబశభబ
ଷ
              =   0.750 
    3. Precisionμ          =     
ଶ଻ାଷଷାଷ଴
ሺଶ଻ାଵଶሻାሺଷଷା଻ሻାሺଷ଴ାଵଵሻ
     =     0.756 
    4. Recallμ           =     
ଶ଻ାଷଷାଷ଴
ሺଶ଻ାଵଷሻାሺଷଷା଻ሻାሺଷ଴ାଵ଴ሻ
      =        0.750 
5.3. ROC Curve for KNN Method. 
 Receiver operating characteristic (ROC) curves are used in medicine to determine a cutoff value for a clini
cal test.The ROC curve is a graph of sensitivity (yǦaxis) vs. 1 – specificity (xǦaxis)[8]. table 3 shows sensitivity and 
specificity of each grades. . ROC plot for KNN in the table 3 shows the sensitivity and specificity values of KNN 
method. 
Table 4: Sensitivity and Specificity values 
Grades  Specificity Specificity 1-Specificity 
Grade 1 0.8500 0.9375 0.0625 
Grade 2 0.8277 0.9625 0.0375 
Grade 3 0.95925 0.9250 0.0750 
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Conclusion of KNN 
KNN works with clustering technique and suitable for continuous data. Hence it is suitable and efficient for 
image data which is continuous. It requires computation of distance of an input data with all the training data and 
thus very compute intensive. Hence the data set is processed number of times and the computation is more. It will 
not work with overlapping clusters. 
Scope for Future Work
The different type of classifier such as SVM, ANN, FUZZY Neurologic can be used to increase the 
efficiency. The classifiers could be run on more image data acquired from more patients. Focused study of skin burn 
classification can be performed on specific gender, age group and ethnicity. To make the system useful for clinician, 
a real time system has to be built. An embedded system with off-the-shelf, widely available components such as 
digital camera, wi-fi transceiver and microcontroller working on the internet backbone can be developed for remote 
diagnosis. The fundamental blocks of this information flow and network are described in literature which can be 
utilized for implementation of real time system. The different types of classifier can used to improve the efficiency. 
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