Abstract-The paper examines the version of a equal-energy orthogonal phase-coded signals with additional differential phase modulation of codewords. Adding differential phase modulation of codewords to the phase-coded signal made it possible to reduce the probability of bit error while maintaining the possibility of incoherent detection. A single differential quadrature phase modulation of codewords provides the lowest probability of bit error among the signals under consideration, but in the absence of a frequency offset. At small frequency offsets, the single differential binary phase modulation of codewords has the smallest bit error probability. However, two-fold differential binary phase modulation with a slight loss relative to a single differential modulation in the AWGN channel has the lowest sensitivity to the frequency offset. Additional differential phase modulation it possible to reduces the number of orthogonal signals while preserving the probability of a bit error, or reduces the probability of a bit error while maintaining the occupied bandwidth.
INTRODUCTION
One way to reduce the probability of error in transmitting data over a radio channel is to increase the ensemble of orthogonal, biorthogonal or simplex signals. As the ensemble of orthogonal signals increases, the probability curve for the bit error P b from E b /N o tends to the Shannon limit [1] , [2] . On the other hand, increasing the ensemble leads to an increase in the signal bandwidth. At the same time, the rate of increase in occupied bandwidth increases faster than the information rate. However, there are a number of applications where a high data rate is not required and the amount of information is small. Such radio systems include the security systems of autonomous objects, the taking of meter readings, radio beacons, meteorological stations, etc. In low-rate radio systems, there is usually a surplus bandwidth. In this case, the use of signals with low spectral efficiency is justified, because this allows to further increase the reliability of the data and increase the communication range. By spectral efficiency is meant the ratio of the information bit rate R to the width of the signal bandwidth W.
The theory of phase-coded signals based on orthogonal, biorthogonal and simplex codes originates from the 60s of the 20th century [3] , [4] , [5] , [6] . Probabilities of bit errors for both the white noise channel and fading channels have been investigated [7] . However, the search did not reveal a combination of M-ary orthogonal phase coded modulation and double double differential phase modulation of codeword.
There are several ways of forming an ensemble of orthogonal signals. One way is Orthogonal Multiple Frequency Shift Keying. The minimum frequency interval between subcarriers at which orthogonality of signals is provided is Δf = 1/(2T S ) for coherent detection and Δf = 1/T S for noncoherent detection, where T S is the symbol duration [1] . Another way is to use orthogonal phase-coded signals, where each symbol is represented by its codeword. This method was used in the CDMA IS-95 system in the uplink [2] . The signal in this case is expanded by direct sequence (DSSS), and the sequences are taken as the orthogonal codes, such as Walsh codes.
This article presents a method for modulation with spreading based on orthogonal phase-coded signals with additional Differential and Double Differential Phase Modulation. This modulation has a greater spectral efficiency than orthogonal signals. Double Differential PSK is characterized by resistance to phase and frequency offset, which is typical for channels with Doppler shift.
The ensemble of orthogonal phase-coded signals in discrete form can be described by the equation:
where f carrier frequency, T sampling period, hmn element of Hadamard matrix H M , M length of codeword [1] . The energies of all symbols are equal and are determined through the energy of the bits Es = kE b . This signal is a BPSK signal, where the symbol is represented not by a single phase state, but by a phase-coded sequence. The signal (1) can be received both as a coherent and incoherent method. However, if coherent reception is possible, the number of bits per symbol can be increased with the same length of the codeword. This example is biorthogonal signals with two and four phase states. To do In comparison with orthogonal signals, the ensemble of biorthogonal signals has better spectral efficiency with the same probability of bit error.
Receive of orthogonal signals can be carried out, both coherent and incoherent, but receive of biorthogonal signals requires only coherent demodulation since the initial phase of the signal is important. The rotation of the phase by π will result in the sign changing in equations (4) and (5). For noncoherent receive, it is necessary to modify the signal in such a way that the initial phase does not affect the result of the demodulation.
II. PHASE-CODED SIGNALS WITH DIFFERENTIAL AND DOUBLE DIFFERENTIAL PHASE MODULATION
As is known, the differential PSK allows to eliminate the influence of the initial phase of the signal, since information is determined not by the absolute phase, but by the phase difference between the current and previous phase state. By analogy with the differential PSK, the considered phase-coded signals can also be transformed to increase the ensemble. In this case, the possibility of incoherent reception will be preserved.
Let L = MP be the total number of symbols, where M is the codeword size and P is the number of phase states. Each symbols transmits log 2 (L) bit. The formation of a phase-coded signal with additional differential phase modulation can be described by the equation:
where υ mn is determined according to the equation for the orthogonal signals (3).
The phase of the symbol for binary differential phase modulation (P = 2) at the r-th iteration is described by the equation:
where d r is the binary phase symbol at the r-th iteration. In other words, r is the codeword number on the time axis.
The definition of a symbol for additional differential phase modulation of codewords is described by the equation:
where l is a modulating symbol from the ensemble L. The choice of the codeword from the ensemble M is made according to the equation:
In this article we are talking about differential modulation of codewords, rather than channel bits. Thus, the duration of the phase symbol of the additional phase modulation corresponds to the length of the codewords.
The phase of the symbol for the quadruple differential phase modulation (P = 4) is described by the equation:
The modulating symbol d Gray is obtained through the equation (8) and the subsequent conversion to Gray code:
Differential phase modulation operates at any initial phase, however, when a frequency offset occurs, the bit error probability increases sharply. In cases where it is problematic to eliminate the frequency error, it is proposed to use a double differential phase modulation that is not sensitive to a frequency error.
The phase encoding symbols for the double differential phase modulation of the codeword are calculated according to the equation [8] : 
The initial phase of the codeword of the phase-coded signal with double differential binary phase modulation is calculated according to the equations (7) and for the quadruple modulation (10), taking into account (12). The ensemble of phase-coded signals contains codewords with equal energies and a constant envelope. This makes it possible to use energetically effective non-linear power amplifiers. However, in order to achieve better spectral efficiency, the phase-coded signal can also be passed through the "raised-cosine root" filter.
III. NONCOHERENT DEMODULATION
Noncoherent demodulation of the phase-coded signal with additional differential and double differential modulation is carried out in two stages. The first stage is to noncoherently detect the codeword using the fast Walsh-Hadamard transform (FWHT). The second stage is to evaluate the initial phase of the codeword and the subsequent differential decoding.
Usually, the processing is carried out in an equivalent baseband form, so we rewrite equation (6) and eliminate the carrier:
Noncoherent detection of codewords is performed according to the equations (14) and (15):
where FWHT( ) is the fast discrete Walsh-Hadamard transform with Hadamard codeword ordering. The number of the most plausible received code word from the ensemble M is determined by the equation (15):
The decoding of a phase symbol for a single differential phase modulation of codewords is performed using equations (16), (17) 
+ =
For the double differential phase modulation of codewords, demodulation is performed in a similar manner, but z r is calculated from equation (20). After that, the detection of the phase and common received symbol is carried out by the equations (17), (18) 
Appearance of the noncoherent demodulator of the phasecoded signal with additional differential and double differential phase modulation of codewords is presented in Fig. 2 . 
IV. SIMULATION RESULTS

A. Simulation in the AWGN channel
By mathematical modeling,graphs of the bit error probability on E b /N o were obtained for noncoherent receive in the AWGN channel Fig. 3 . It can be seen from the graphs that the addition of single and double differential phase modulation affects the probability of error differently. For the case of a binary (two phase states of P = 2) of a single differential phase modulation DBPM and a double differential phase modulation DDBPM, the difference between the curves is insignificant and decreases with increasing ensemble (code word length) M. For M = 4, the difference between single and double binary differential modulation is about 0.5 dB at P b = 10 -6 , and for M = 128 the difference is so small that it is comparable to the measurement error in simulation.
For signals with the same codeword length, the increase in spectral efficiency with the addition of binary phase modulation is determined according to the equation:
It follows from expression (21) that for M = 4 the spectral efficiency of DBPM and DDBPM increases by 1.5 times, and by 1.14 times for M = 128 in comparison with orthogonal signals without additional phase modulation.
For the case of quaternary differential modulation (P = 4), the results differ drastically. A single differential quadruple phase modulation of DQPM codewords makes it possible to obtain the lowest bit error probability from the modulation methods considered in this article. DQPM provides a gain of about 2 dB for M = 4 and about 1 dB for M = 128 compared to orthogonal signals. This is higher than the gain from increasing the ensemble of codewords by a factor of 2. Also, DQPM and DDQPM have better spectral efficiency:
which is 2 times larger for M = 4 and 1.28 times higher for M = 128 than for orthogonal signals without additional phase modulation.
The double differential quaternary phase modulation DDQPM, on the contrary, has the greatest probability of error.
B. Frequency Offset Simulation
The modulation methods considered in this article are suitable for incoherent detection, but in addition to the phase error, there may also be a frequency error caused by instability of the reference oscillators or the Doppler effect. To research the effect of the frequency shift on the bit error probability, the curves of the dependence P b on the normalized frequency offset at a certain fixed signal-to-noise ratio were constructed. The simulation results are shown in Fig. 4 .
From the graphs of Fig. 4 that for all the dimensions of the ensemble the curves behave in a similar way. In the ABGN channel without frequency shift, a single quadruple differential phase modulation DQPM ("Diff. P = 4" in the Fig. 4 codewords provided the greatest gain, but in the presence of a frequency offset, the bit error probability curve increases sharply. At a frequency offset higher than 0.03 -0.04 fT S DQPM provides an error probability higher than P b of orthogonal signals. From this it follows that the use of DQPM codewords for incoherent reception is only meaningful with good carrier frequency synchronization. Double differential quadruple phase modulation DDQPM of codewords ("Double Diff. P = 4") is almost for any frequency offset worse than orthogonal signals.
A single differential binary phase modulation DBPM ("Diff. P = 2") of codewords provides the smallest P b at a frequency offset from 0.01 to ~0.12 fT S . However, after this, the curve begins to increase sharply, and already at 0.15-0.16 fT S the probability of a bit error becomes larger than that of the orthogonal signals. The double differential binary phase modulation DDBPM of codewords ("Double Diff. P = 2"), with a slight loss in comparison with DBPM, has the lowest sensitivity to the frequency offset. The bit error probability P b for DDBPM becomes commensurate with the orthogonal signals at a frequency offset of 0.25--0.3 fT S , but at such a frequency shift P b >10 -2 , which for practical use is not applicable.
V. CONCLUSION
The addition of differential phase modulation to the codewords of orthogonal phase-coded signals made it possible to reduce the probability of the bit error P b while maintaining the possibility of noncoherent demodulation. A single differential quadruple phase modulation of codewords provides the smallest of the considered probabilities of a bit error, but in the absence of a frequency offset. Double differential quadruple phase modulation of codewords provides the worst P b of the signals under consideration. At small frequency offset, the single differential binary phase modulation of codewords has the smallest bit error probability. However, double differential binary phase modulation with a slight loss in comparison with a single differential modulation in the AWGN channel has the lowest sensitivity to the frequency offset.
ACKNOWLEDGMENT
This work was supported by the Russian Science Foundation under Grant № 17-79-10047.
