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Abstrakt 
V mém projektu se zabýváme interpretací jazyka matematických funkcí. Vytvořili jsme 
všechny potřebné části interpretu, které se účastní zpracování a následné realizace zdrojového kódu. 
Stěžejním bodem práce je implementace výpočetních operací s maticemi pomocí instrukcí SSE. 
K tomuto účelu bylo využito rozhraní od firmy Intel. Ta ve speciálním hlavičkovém souboru 
definovala funkce odpovídající jednotlivým instrukcím. Funkce však kromě samotného výpočtu 




In this thesis, we are dealing with construction of Interpreter of Language of Mathematical 
function. We constructed all parts of interpreter, which involved processing and execution of source 
code.  The main part of my thesis is implementation of computer operations with matrices using SSE 
instructions. For this purpose, we used interface by Intel. There in a special header file are defined the 
functions corresponding to each instruction. However, functions not only to calculate, but perform 
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V dnešní době musí počítače pracovat se stále zvyšujícím se množstvím dat.  Na procesory jsou 
kladeny stále větší nároky. V druhé polovině devadesátých let nastal boom grafických aplikací. Tyto 
programy se vyznačují speciální vlastností, která je založena na tom, že každý snímek obrazovky 
tvoří dvojrozměrné pole bitů tzv. matice. 
Pro všechny položky obrazu se ve většině případů provádí stejné operace. Většinou se provádí série 
triviálních výpočtů s celou maticí. Naskytla se tedy otázka, zda nelze tyto operace s obrazy urychlit.  
Odpovědí je technologie firmy Intel, tedy instrukce typu SIMD, kdy jedna instrukce pracuje 
s větším počtem položek obrazu (záleží na maximální velikosti položek, se kterými program pracuje). 
Zrychlení výpočtu je tedy v přímé úměře s počtem položek, které vykoná procesor v rámci jedné 
instrukce.  
V mé bakalářské práci se pokouším tyto instrukce SSE zapracovat do jednoduchého interpretu. 
Můj interpret pracuje s jazykem matematických funkcí, který jsem vymyslel. V něm je kladen důraz 
na operace v podobě jednoduchých funkcí s rozměrnými maticemi.  
Nejprve jsem vymyslel syntaxi, na jejímž základě jsem vytvořil lexikální a syntaktický 
analyzátor a příslušné konečné, respektive zásobníkové, automaty pro zpracování textu. 
Pro syntaktický analyzátor bylo nezbytné dotvořit derivační pravidla, podle nichž jsem konstruoval 
abstraktní syntaktický strom.  
Do nově vytvořeného interpretu bylo nutné smysluplně zapracovat instrukce procesoru typu 
SIMD – XMM nebo SSE. K tomu mi posloužilo rozhraní od firmy Intel, které obsahuje speciální 
funkce simulující samotné instrukce SSE. 
         Ve druhé kapitole, hned za úvodem, zmiňuji základy problematiky překladačů a instrukcí 
SIMD. Je zde definováno, jak můj interpret funguje, jaké jsou jeho jednotlivé části, které z těchto 
částí jsem implementoval, a které ne. Postupně vysvětluji jednotlivé klíčové pojmy pro práci 
s formálními jazyky, na základě kterých jsem vytvořil jednotlivé automaty. Poslední stěžejní 
podkapitolou jsou samotné instrukce SEE. Zde uvádím základní vlastnosti těchto instrukcí a také 
příklady, jak s nimi pracovat.  
Ve třetí kapitole se věnuji popisu mnou vymyšleného jazyka a jeho syntaxi. Dále jsou zde 
uvedené návrhy jednotlivých automatů a tabulek, na základě kterých funguje můj program. Rozvádím 
rovněž přístupy, jak implementovat instrukce SIMD do překladače. 
Další kapitola se zabývá znovu a naposled všemi částmi interpretu. Je zde uvedeno, jakými 
postupy byly samotné části implementovány a jak bylo řešeno propojení s instrukcemi procesoru 
SSE. 
          Následují  informace o provedení samotných výpočtů pomocí rozhraní firmy Intel pro jazyk C. 
Uvádím zde podrobnosti o funkcích implementovaných pro operace s maticemi. 
V předposlední kapitole testuji, zda vytvořený interpret opravdu díky instrukcím SSE urychlí 
výpočet operací pro větší matici. Porovnávám zde rychlosti klasického přístupu s instrukcemi SSE. 




3 Úvod do problematiky 
Samotný překladač či interpret se skládá z několika samostatných nedílných součástí. Cílem 
překladače (kompilátoru) je převést zdrojový program zapsaný ve zdrojovém jazyce na cílový 
program v cílovém jazyce, přičemž zdrojový a cílový program jsou navzájem funkčně ekvivalentní. 
Na rozdíl od překladače, interpret program nepřevede do cílového programu, ale začne ho rovnou 
vykonávat. Po provedení zdrojového textu se následně interpret ukončí. Pokud je ve zdrojovém kódu 
interpretovaného programu obsažena práce s uloženými daty, tak se tyto operace projeví 
na uložených datech i po skončení interpretu.  
Zde je vidět ten hlavní rozdíl, zatímco kompilátor zdrojový kód pouze přeloží, ale samotný kód 
nevykonává, interpret nevytváří cílový program, ale začne načítat a vykonávat vygenerovaný vnitřní 
kód (v podobě trojadresných instrukcí – viz generátor vnitřního kódu). 
 
Jednotlivé části překladače i interpretu se ze začátku shodují. Oba programy se rozcházejí 
až na samotný závěr. 
 
 Lexikální analyzátor 
První částí, která se účastní překladu, je lexikální analyzátor (scanner). Pomocí něj je vstupní 
zdrojový kód rozdělen na logicky oddělené lexikální jednotky (lexémy). Mezi lexémy můžeme 
zařadit identifikátory, čísla, operátory, klíčová slova aj. Jednotlivé lexémy jsou potom reprezentovány 
pomocí tokenů (vnitřní reprezentace lexému v rámci interpretu). Některé tokeny pak ještě mohou mít 
svůj atribut, jako například název, hodnotu atd. 
 
 Syntaktický analyzátor 
Řetězec tokenů pak lexikální analyzátor posílá syntaktickému analyzátoru (parser). Ten 
kontroluje řetězec, zda je správně syntakticky zapsán a zda řetěz lexémů patří do daného zdrojového 
jazyka. Potom se snaží z lexémů složit podle předem daných gramatických pravidel derivační strom. 
Pokud se vše zdaří, je poslán výsledný strom sémantickému analyzátoru. 
 
 Sémantický analyzátor 
Sémantický analyzátor zkontroluje sémantické aspekty programu, tedy zda zapsané datové 
typy jsou správně použity, popřípadě provádí implicitní konverze datových typů, a kontroluje, zda 
jsou použité proměnné správně deklarovány. 
 
 Syntaxí řízený překlad 
Sémantický analyzátor bývá většinou řízen syntaktickým analyzátorem, kdy je volán pro 
zpracování jednotlivých výrazů. Tomu se říká syntaxí řízený překlad. Výsledkem syntaktického 
a sémantického analyzátoru je pak abstraktní syntaktický strom. 
 
Pokud se během těchto tří částí vyskytne jakákoliv chyba, je zpracovávání zdrojového 
programu přerušeno, popřípadě je chyba označena. Pokud je zdrojový program v pořádku, překlad 
úspěšný. U interpretu je to složitější, neboť se může při vykonávání zdrojového programu vyskytnout 
chyba způsobená programátorem zdrojového kódu, jako je zápis do nealokované paměti, zápis mimo 




 Generátor vnitřního kódu 
Abstraktní syntaktický strom je odeslán generátoru vnitřního kódu. Ten vytváří z těchto stromů 
vnitřní kód programu, jenž bývá většinou složen z trojadresných instrukcí. Tento kód je ekvivalentní 
zdrojovému programu. Použití vnitřního kódu má své důvody. Jsou jimi například jednoduchost 
a snadná optimalizace. Přímý překlad ze zdrojového programu na cílový by byl příliš složitý 
a nepřehledný. 
Generátor vnitřního kódu se vyskytuje až u složitějších překladačů (interpretů). V těch 




Optimalizátor je další část, která není nezbytně důležitá pro chod překladače (interpretu). Jeho 
úkolem je zjednodušit a hlavně zefektivnit vnitřní program. Tyto úpravy by se pak měli projevit 
na samotném chodu výstupního programu. V jednodušších překladačích (interpretech) není vůbec 
obsažen a zpracovává se dále neoptimalizovaný kód. 
Mezi nejčastější nedostatky, jež optimalizátor řeší, patří: 
 šíření konstanty – např. kód a := 1; b := 2; c := a + b;  
 je nahrazen c:=3; 
 šíření kopírováním – např. kód b := a; c := b; d := c;  
 je nahrazen d := a; 
 eliminace mrtvého kódu – odstraní se například těla cyklů, o kterých je jasné, že se 
neprovedou – např. tělo cyklu while (false) { … } 
  
Až doposud jsou všechny části jak interpretu, tak kompilátoru stejné. Zásadní rozdíl nastává 
po optimalizaci kódu. Zatímco překladač začne generovat kód v cílovém jazyce (pomocí generátoru 




 Generátor vnitřního kódu 
Tato část, jak už název napovídá, generuje z optimalizovaného vnitřního kódu cílový kód 
programu. V praxi bývá často cílovým jazykem většinou asembler, nebo strojový kód. Strojový kód 




Na rozdíl od generátoru vnitřního kódu, interpret začne přímo provádět vnitřní kód uložený 
v seznamu instrukcí. Jsou postupně načítány jednotlivé trojadresné instrukce a následně je provedena 
požadovaná operace. Po provedení instrukce je načtena další, dokud není seznam instrukcí 
vyprázdněn. Pokud zdrojový program obsahoval nějakou funkční chybu, může tato chyba znamenat 






Obrázek 3.1: Příklad fungování složitějšího překladače 
 
Na obrázku 3.1 je vidět model složitějšího kompilátoru a propojení několika jeho částí. Scanner 
přečte celý zdrojový kód a přetvoří jej na řetězec tokenů, syntaktický analyzátor z tokenů podle 
derivačních pravidel vytvoří derivační strom. Precedenční analyzátor zkontroluje datové typy, a zda 
proměnné jsou řádně deklarovány. Jím vygenerovaný syntaktický abstraktní strom jde do generátoru 
vnitřního kódu, kde je vygenerován vnitřní kód (trojadresné instrukce) a předá řízení optimalizátoru. 
Ten zredukuje nepotřebné instrukce. Nakonec generátor cílového kódu přeloží optimalizovaný kód. 
   
 
 
Obrázek 3.2: Příklad jednoduššího interpretu 
 
Na obrázku 3.2 jsou vidět jednotlivé části jednoduchého interpretu (podobného tomu, který 

















































programem, jenž postupně volá syntaktický analyzátor a poté interpret. Syntaktický analyzátor zavolá 
scanner, aby postupně načetl jednotlivé tokeny ze vstupního souboru. Parser se postupně na načtené 
tokeny snaží aplikovat derivační pravidla. Precedenční analyzátor je volán parsrem, aby zpracoval 
jednotlivé načtené výrazy. Oba syntaktické analyzátory pak generují 3AD instrukce. Po skončení 
jejich práce je zavolán interpret a postupně jednotlivé 3AD čte a provádí je. 
 
3.1 Lexikální analyzátor 
Hlavní úkolem lexikálního analyzátoru je rozpoznávat jednotlivé lexémy reprezentované 
tokeny. Zpracovaný řetězec tokenů je pak předán ke zpracování syntaktickému analyzátoru. Pro další 
práci definuji několik základních pojmů, se kterými se při práci s lexikálním analyzátorem setkáme. 
 
Definice 1: Abeceda 
Abeceda je konečná, neprázdná množina elementů, které nazýváme symboly. 
 
 
Definice 2: Řetězec 
Nechť ∑ je abeceda: 
1. ε je řetězec nad abecedou ∑ 
2. pokud x je řetězec nad abecedou ∑ a náleží ∑, potom xa je řetězec nad abecedou ∑ 
 
 
Definice 3: Konkatenace řetězců 
Nechť x a y jsou dva řetězce nad abecedou ∑, Konkatenace řetězců x a y je řetězec xy. 
 
 
Definice 4: Jazyk 




Definice 5: Konkatenace jazyků 
Nechť L1 a L2 jsou dva jazyky nad ∑. Konkatenace jazyků L1 a L2, L1L2, je definována jako: 
L1L2 = {xy: x ∈ L1 a y ∈ L2} 
 
 
Definice 6: Iterace jazyka 












Definice 6: Regulární výraz 
Nechť ∑ je abeceda. Regulární výrazy nad abecedou ∑ a jazyky, které značí, jsou definovány 
následovně: 
 ø je regulární výraz značící prázdnou množinu (prázdný jazyk) 
 ε je regulární výraz značící jazyk {ε} 
 a, kde a náleží abecedě ∑, je regulární výraz značící jazyk {a}  
 nechť r a s jsou regulární výrazy značící jazyk Lr a Ls, pak 
o (r.s) je regulární výraz pro jazyk L = LrLs 
o (r + s) je regulární výraz pro jazyk L = Lr U Ls 
o r* je regulární výraz pro jazyk L = Lr* 
 
Definice 7: Regulární jazyk 
Nechť L je jazyk. L je regulární jazyk (RJ), pokud existuje regulární výraz r, který tento jazyk 
značí. 
 
Definice 8: Konečný automat 
Konečný automat (KA) je pětice:  
M = (Q, ∑, R, s, F), kde 
 Q je konečná množina stavů 
 ∑ je vstupní abeceda 
 R je konečná množina pravidel tvaru: pa → q, kde p a q ∈ Q a a ∈ ∑ U {ε} 
 s ∈ Q je počáteční stav 






Obrázek 3.3: Základní grafické znázorněné konečného automatu 
 
Na obrázku 3.3 je zobrazena základní grafická reprezentace konečného automatu. Je zde 
zobrazen jeden stav KA (a), počáteční stav KA (b), koncový stav KA (c) a přechod ze stavu do stavu 
na základě uplatnění pravidla a v konečném automatu (d). 
 
Definice 9: Konfigurace konečného automatu 
Nechť M = (Q, ∑, R, s, F) je konečný automat (KA). Pak konfigurace KA M je řetězec x ∈ Q∑*. 
 
Definice 10: Přechod konečného automatu 
Nechť pax a qx jsou dvě konfigurace KA M = (Q, ∑, R, s, F), kde p a q ∈ Q, a ∈ ∑ U {ε} 
a x ∈ ∑*. Nechť r = pa → q ∈ R je pravidlo. Potom M může provést přechod z pax do qx za použití 
pravidla r (zapsáno pax|-qx). 
 
Definice 11: Sekvence přechodů 





q s f q1 q2 
a) b) c) d) 
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Nechť x0, x1,…,xn je sekvence přechodů konfigurací pro n ≥ 1 a xi-1 |- xi pro všechna i = 1…n. 




Definice 12: Přijímaný jazyk 
Jazyk L je přijímaný konečným automatem M = (Q, ∑, R, s, F), L(M) je definován: 
L(M) = {w:w 𝜖 ∑*, sw |-* f, f 𝜖 F} 
 
Definice 13: Deterministický konečný automat 
Obecný konečný automat slouží pro simulaci všech možných přechodů z aktuální konfigurace. 
Problém je, že tento automat může obsahovat i tzv. ε-přechod, tedy změna stavu bez nutnosti použít 
pravidlo. Dalším problémem obecného konečného automatu je možnost, při níž lze z jednoho stavu 
přejít do více stavů za použití stejného pravidla (tomuto jevu se říká nedeterminismus). Odstraněním 
těchto jevů získáme deterministický konečný automat. 
Definice: Nechť M = (Q, ∑, R, s, F) je konečný automat bez ε-přechodů. M je deterministický 
konečný automat (DKA), pokud pro každé pa → q 𝜖 R platí, že množina R - {pa → q} neobsahuje 


















Obrázek 3.4: Příklad odstranění nedeterminismu 
 
Na obrázku 3.4 je vidět možný způsob odstranění nedeterminismu. Pokud KA obsahuje 
ε přechod (a), pak stav, do kterého se lze dostat pomocí ε-přechodu, odstraníme a pravidlo budeme 
aplikovat ze stavu, z nějž vycházel ε-přechod (b). Pokud se lze dostat při aplikaci jednoho pravidla 
do oce stavů (c), můžeme nedeterminismus odstranit sloučením těchto stavů (d). 
 
Při odstraňování nedeterminismů se mohou vyskytnout nedostupné stavy – tedy stavy, do nichž 
se nelze dostat z počátečního stavu za použití jednotlivých pravidel, nebo naopak, z nichž se nelze 
dostat do stavu konečného. Tyto nedostupné stavy můžeme z konečného automatu odstranit. 
























Úplný deterministický konečný automat 
V určité chvíli se může stát, že v aktuální konfiguraci je řetězec, pro který v aktuálním stavu 
není dostupné žádné pravidlo. V takovém případě hrozí zaseknutí automatu. Řešení tohoto problému 
je přidání dalšího stavu (můžeme přidat více těchto stavů), jenž bude simulovat tzv. past.  
 
Obrázek 3.5: Příklad pasti v úplném DKA  
 
Na obrázku 3.5 vidíme příklad tzv. pasti. V případě, že není dostupné pravidlo pro aktuální 
konfiguraci, automat přejde do nově vytvořené pasti, aniž by se zasekl. Pokud po načtení vstupního 
řetězce se automat nachází v neukončujícím stavu označeném jako past, je zahlášena lexikální chyba.  
 
Definice 14: Lexikální jednotka 
Sekvence písmen, číslic a dalších znaků používaná pro označení určitého pojmu. Užívá se 
obecně pro označení jakéhokoliv základního prvku jakéhokoliv jazyka. 
3.2 Popis práce scanneru 
Samotný lexikální analyzátor může fungovat dvěma způsoby. První možností je zpracovat celý 
vstupní řetězec znaků a převést ho na výstupní řetězec lexikálních symbolů (tokenů) a následně jej 
poslat syntaktickému analyzátoru. Využili jsme druhé možnost, tedy naprogramovat lexikální 
analyzátor jako podprogram syntaktického analyzátoru. V takovém případě je scanner volán pouze 
načte vždy jeden token, který pak vrátí ke zpracování. Syntaktický analyzátor tak nemusí složitě 
zpracovávat celý řetězec tokenů, ale načítá je dle potřeby. 
Další podstatnou úlohou scanneru je převádění vstupních řetězců na jejich vnitřní zakódování 
(zpravidla číselné), neboť práce s řetězcem znaků je mnohem složitější. 
 
Jak bylo popsáno výše, lexikální analyzátor je založen na deterministickém konečném 
automatu. Tento konečný automat má několik konečných stavů, přičemž právě jeden konečný stav 
koresponduje s právě jedním typem lexikálního symbolu (viz obrázek 3.6). Pokud pro vstupní znak 
neodpovídá žádnému přechodu do následujícího stavu je ohlášena chyba. 
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Na obrázku 3.6 vidíme konečný automat, který načítá identifikátory (a), číselné konstanty (b), 
operátor + (c), operátor přiřazení (d) a nakonec jednoduchou závorku (e). 
3.2.1 Práce s atributy tokenů 
Další nedílnou funkcí lexikálního analyzátoru je i přiřazování atributů k tokenům. Ne všechny 
lexikální symboly však atribut mají. Většinou se atribut přiřazuje jen konstantám a proměnným. 
Hodnota atributu může být různá. Převážně se používá ukazatel do tabulky symbolů (úložiště, kde 
jsou umístěny proměnné a konstanty a spolu s nimi i další informace o těchto položkách), nebo atribut 
obsahuje přímo hodnotu dané konstanty, proměnné. 
3.2.2 Rozpoznávání klíčových slov 
Další důležitou funkcí scanneru je rozpoznávání klíčových slov od identifikátoru. Pokud 
lexikální analyzátor načte řetězec znaků, porovná jej s předem definovanou tabulkou klíčových slov. 
Najde-li se řetězec shodný s načteným řetězcem, je vráceno příslušné klíčové slovo. V opačném 
případě je načtené pole znaků považováno za název proměnné. 
3.3 Syntaktický analyzátor 
Syntaktický analyzátor na vstupu očekává řetězec, který má následně zpracovat. Existují dva 
základní přístupy k syntaktické analýze – shora dolů, nebo zdola nahoru. Pro další práci definuji 
několik základních pojmů. 
 
Definice 1: Bezkontextová gramatika 
Bezkontextové gramatika (BKG) je čtveřice: 
G = (N, T, P, S), kde: 
 N je konečná množina nonterminálů 
 T je konečná množina terminálů, přičemž 𝑁 ∩ 𝑇 = ∅ 
 P je konečná množina pravidel tvaru A → x, kde A ∈ N a 𝑥 ∈ (𝑁 ∪ 𝑇)* 
 S ∈ N je počáteční nonterminál  
 
 
Definice 2: Derivační krok 
Nechť G = (N, T, P, S) je BKG. nechť u a v ∈ (𝑁 ∪ 𝑇)* a p = A → x ∈ P, potom uAv přímo 
derivuje uxv za použití p v G, zapsáno uAv ⇒ uxv. 
 
Definice 3: Sekvence derivačních kroků 
Nechť u ∈ (𝑁 ∪ 𝑇)*. G = (N, T, P, S) provede nula derivačních kroků z u do u, to zapisujeme: 
u ⇒0 u 
Nechť u0, u1,…, un ∈ (𝑁 ∪ 𝑇)*, n ≥ 1a ui-1 ⇒ ui  ∈ P. Pro všechna i = 1,…, n, což znamená: 
u0 ⇒ u1 … ⇒ un. 






Definice 4: Generovaný jazyk 
Nechť G = (N, T, P, S) je BKG, jazyk generovaný BKG, L(G), je definován: 
L(G) = {w: w ∈ T*, S ⇒* w} 
 
Definice 5: Bezkontextový jazyk 
Jazyk L je bezkontextový (BKJ), pokud existuje gramatika, která tento jazyk generuje. 
 
 
Definice 6: Pravidlový strom 
Pomocí pravidlového stromu graficky znázorňujeme jednotlivá gramatická pravidla. 
 
Obrázek 3.7: Příklad pravidlového stromu 
 
Na obrázku 3.7 můžeme vidět pravidlový strom vygenerovaný pomocí uvedených pravidel. 
 
 
Definice 7: Nejlevější derivace 
Nechť G = (N, T, P, S) je BKG, nechť u ∈ T*, v ∈ (𝑁 ∪𝑇)*, p = A→x ∈ P je pravidlo. Pak uAx 




Definice 8: Nejpravější derivace 
Nejpravější derivace má obdobnou definici jako nejlevější derivace. Liší se terminály u a v – 




Definice 9: Gramatická nejednoznačnost 
Nechť G = (N, T, P, S) je BKG, Pokud existuje řetězec x ∈ L(G) s více jak jedním derivačním 










i i + * i 
Následující strom byl vytvořen pomocí 
pravidel: 
1. E → E + T 
2. E → T * F 
3. F → i 
4. T → F 
5. F → i 
6. E → T 
7. T → F 
8. F → i 
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Definice 10: Vnitřně nejednoznačný bezkontextový jazyk 
Bezkontextový jazyk L je vnitřně nejednoznačný, pokud L není generován žádnou 
jednoznačnou BKG. 
 
Definice 11: Zásobníkový automat (ZA) 
Zásobníkový automat (ZA) je sedmice: 
M = (Q, ∑, Γ, R, s, S, F), kde: 
 Q je konečná množina stavů 
 ∑ je vstupní abeceda 
 Γ je zásobníková abeceda 
 R je konečná množina pravidel tvaru Apa → wq, kde A ∈ Γ, p a q ∈ Q, a ∈ ∑ U {ε}, w ∈ Γ*. 
 s ∈ Q je počáteční stav 
 S ∈ Γ je počáteční symbol na zásobníku 
 F ⊆ Q a je to množina konečných stavů 
 
Definice 12: Konfigurace 
Nechť M = (Q, ∑, Γ, R, s, S, F) je ZA. Konfigurace ZA M je řetězec x ∈ Γ*Q∑*. 
 
 
Definice 13: Přechod ZA 
Nechť xApay a xwqy jsou dvě konfigurace ZA M = (Q, ∑, Γ, R, s, S, F), kde x a w ∈ Γ*, A ∈ Γ, 
p a q ∈ Q, a ∈ ∑ U {ε}, a y ∈ ∑*. Nechť Apa → wq ∈ R je pravidlo. Potom M může provést přechod 
z xApay do xwqy za použití r, zapsáno yApay |- xwqy. 
 
 
Definice 14: Sekvence přechodů 
Viz definice 11 v kapitole 3.1. 
 
 
Definice 15: Přijímaný jazyk  
V zásobníkovém automatu najdeme jeden rozdíl. Jazyk může být přijímán zásobníkovým 
automatem ve více případech. 
1. Jazyk je přijímán ZA M přechodem do koncového stavu, značen jako L(M)f, je definován: 
L(M)f = {w: w ∈ ∑*, Ssw |-* zf, z ∈ Γ*, f ∈ F} 
2. Jazyk je přijímán ZA M vyprázdněním zásobníku, je značen L(M)ε, je definován: 
L(M)ε = {w: w ∈ ∑*, Ssw |-* zf, z = ε, f ∈ Q} 
3. Jazyk je přijímán ZA M přechodem do koncového stavu a vyprázdněním zásobníku, je 
značen L(M)fε a je definován: 
L(M)fε = {w: w ∈ ∑*, Ssw |-* zf, z = ε, f ∈ F} 
Existují tedy 3 typy přijímaných jazyků. Všechny tyto typy jazyků jsou si navzájem 




Definice 16: Deterministický zásobníkový automat 
Nechť M = (Q, ∑, Γ, R, s, S, F) je zásobníkový automat. M je deterministický zásobníkový 
automat, pokud pro každé Apa → wq 𝜖 R platí, že množina R - {Apa → wq} neobsahuje žádné 
pravidlo s levou stranou Apa nebo Ap. 
 
 
Definice 17: Rozšířený zásobníkový automat (RZA) 
Rozšířený zásobníkový automat (RZA) je sedmice M = (Q, ∑, Γ, R, s, S, F), kde vše je stejné 
jako u ZA až na R, což je konečná množina pravidel tvaru vpa → wp, kde v a w ∈ Γ*, p a q ∈ Q, 
a a ∈ ∑ U {ε}. 
 
3.3.1 Použití ZA a RZA 
Oba automaty jsou modely pro syntaktickou analýzu. Zásobníkový automat se používá 
pro syntaktickou analýzu shora dolů a naopak rozšířený zásobníkový automat se využívá při analýze 
zdola nahoru. 
 
Modely pro popis bezkontextových jazyků jsou bezkontextová gramatika a zásobníkové 
automaty. 
 
3.4 Syntaktická analýza (SA) shora dolů 
Je založena na zásobníkovém automatu. ZA obecně obsahuje porovnávací pravidla, u nichž se 
porovnávají vstupní znaky a znaky na zásobníku. Následují expanzivní pravidla, která aplikují 
jednotlivá gramatická pravidla. 
Při uplatňování jednotlivých derivačních pravidel můžeme narazit na problém, že nebudeme 
vědět, které pravidlo máme právě uplatnit. Je proto vhodné sestavit si tabulku pro danou gramatiku. 
 
 
Definice 1: Množina First 
Množina First(x) je množina všech terminálů, kterými může začínat větná forma derivovatelná 
z x (symbol x může zastupovat jak nonterminál, tak terminál). 
 
 
Definice 2: LL gramatika 
Bezkontextová gramatika je LL gramatika, pokud pro každý vstupní terminál a nonterminál 
existuje maximálně jedno derivační pravidlo. 
 
Pomocí množiny First(x) lze pro jednoduchý programovací jazyk vytvořit LL-tabulka, tedy 
tabulka, na základě které budeme rozhodovat, které derivační pravidlo použít. 
 
Převedení některých bezkontextových gramatik na LL gramatiky je možné pomocí faktorizace 
(vytýkání) a odstraněním levé rekurze (viz obrázek 3.8). 
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Obrázek 3.8: Příklad vytýkání (a) a faktorizace (b) 
 
LL gramatika s ε-pravidly 
Díky odstraněné levé rekurze jsem vytvořil ε-pravidla. Tyto pravidla často práci s gramatikami 
prospějí. 
 
Definice 4: Množina Empty 
Pokud x derivuje ε, je tento element obsažen v množině Empty(x), jinak je tato množina 
prázdná. 
 
Definice 5: Množina Follow 
V množině Follow(A) se vyskytují všechny terminály, které mohou být vpravo 
od nonterminálu A ve větné formě. 
 
Definice 6: Množina Predict 
V množině Predict(A → x) se nacházejí terminály, které se mohou vyskytovat v nejlevější 
derivaci při použití pravidla A → x v jakékoliv větné formě. 
 
Na základě těchto množin můžeme sestrojit LL tabulku, na základě které budeme řídit nás 
syntaktický analyzátor. 
3.5 Precedenční syntaktický analyzátor 
Precedenční syntaktický analyzátor má základní dvě funkce. Posouvá načtené tokeny 
na zásobník (shiftovací pravidlo) a na základě aplikace derivačního pravidla redukuje načtené tokeny 
na nonterminály. O tom jestli budou načtené tokeny redukovány podle derivačního pravidla nebo jen 
přesunuty na zásobník rozhodují pravidla v precedenční tabulce. 
3.5.1 Vytvoření precedenční tabulky 
Precedenční tabulku vytváříme na základě asociativity a precedence operátorů. Na prvním 
řádku v tabulce jsou jednotlivé možné tokeny na vstupu, v prvním sloupci jsou pak jednotlivé možné 
terminály na vrcholu zásobníku. Na základě vztahů mezi těmito tokeny jsem vytvořil pravidla pro 
analyzátor. Pokud je v precedenční tabulce pravidlo < je token na vstupu vložen na zásobník a před 
něj zarážka, v případě pravidla = je token vložen na zásobník, ale bez zarážky. Nakonec pravidlo 
<stat> → write id 
<stat> → write int 
 
<stat> → write <item> 
<item> → int 
<item> → id 
 a) 
E → E + T 
E → T 
T → T * F 
T → F 
F → (E) 
F → i 
E → TE‘ , E‘ → +TE‘, E‘ → ε 
 
T → FT‘ , T‘ → *FT‘, T‘ → ε 
 
F → (E) 
F → i 
b) 
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> znamená odebrání všech tokenů na zásobníku, dokud nebude nalezena zarážka a z načtených 
tokenů se pak pokusit aplikovat derivační pravidlo. Nyní si ukážeme, jak se taková tabulka vytváří.  
1. Precedence operátorů: pokud má některý s operátorů vyšší prioritu, je analogicky jako 
v podmínce uplatněno pravidlo – operátor s vyšší prioritou > operátor s nižší prioritou. 
2. Dále se rozhoduje podle asociativity, pokud je operátor levě asociativní, vložíme do tabulky 
> pravidlo, pokud právě asociativní, pak < pravidlo 
Tabulka bude tedy vypadat: 
 vstupní tokeny 
  + * 
terminál na 
zásobníku 
+ > < 
* > > 
 
3. dále pro všechny operátory, co mohou být před proměnnou, platí pravá asociativita 
(např. + < id), naopak pro operátory, kteří mohou být za identifikátorem, platí levá 
asociativita (id > ) ). 
4. nyní se, podobně jako výše u proměnných, zaměříme na závorky. Operátory, kteří mohou 
být před závorkou, platí pravá asociativita (+ < ( ) a naopak ( ( < id ). Další pravidla 
pro opačné závorky jsou např.: id > ), ) > + a nakonec pravidlo pro obě závorky:  
( = ). 
5. Pravidla pro ukončující znak (např. dolar) jsou například následující: $ < id a id > $. 
Pokud je v tabulce bílý znak, znamená to syntaktickou chybu – tokeny přišly v nesprávném pořadí. 
3.6 Trojadresné instrukce (3AD) 
Trojadresné instrukce se využívají k vnitřní reprezentaci zdrojového kódu. Jejich použití také 
zjednodušuje následnou optimalizaci a případné generování cílového kódu. Generovat trojadresné 
instrukce bývá často implementováno dvěma způsoby. 3AD buď generuje k tomu určená část 
interpretu, generátor vnitřního kódu, na základě abstraktního syntaktického stromu. Zadruhé můžeme 
generovat instrukce přímo při syntaktické analýze, jak je tomu i v mé bakalářské práci. Trojadresnou 
instrukci tvoří ustálená čtveřice – název instrukce (a také operace, jež bude provedena), a tři adresy 
(odtud název těchto instrukcí) – adresa prvního operandu v tabulce symbolů, adresa druhého 
operandu a nakonec adresa do tabulky symbolů na místo, do kterého bude uložen výsledek (viz 
obrázek 3.9).  
3.7 Interpret 
Poslední velkou částí našeho interpretu je interpret samotný. Jeho úlohou je vykonávat samotný 
zdrojový kód. Postupně načítá jednotlivé trojadresné instrukce ze seznamu instrukcí a provádí jejich 
činnost. Malou zvláštností je, že většina operandů trojadresných instrukcí není v době zahájení 
vykonávání kódu definovaná (všechny jsou implicitně definovány na hodnotu nula). Do operandů 
budou příslušné konstanty načteny až v průběhu realizace vstupního kódu. Tento stav je zapříčiněn 
tím, že některé konstanty či proměnné mohou změnit svou hodnotu na základě vstupu uživatele, proto 
tyto čísla nejde předem spočítat.  
Samotné trojadresné instrukce mohou být implementovány jako funkce ve speciálním souboru. 
V takovém případě interpret pro každou instrukci zavolá příslušnou funkci. Další možností je tyto 
instrukce vykonávat přímo v těle interpretu. V našem programu kombinujeme obě možnosti. 
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Obrázek 3.9: Ukázka principu fungování trojadresných instrukcí 
 
4 Instrukce SSE 
4.1 Základní architektury 
Koncem 90. let 20. století se začalo uvažovat o zvýšení výkonu procesorů pomocí paralelizace 
výpočtu. Existuje několik základních architektur. 
 SISD (single instruction single data): klasická základní architektura, kdy jedna instrukce 
pracuje s jedněmi daty. Jako příklad těchto instrukcí lze uvést instrukce ADD, MOV atd.… 
 SIMD (single instruction multiple data): architektura, kdy jedna instrukce pracuje s větším 
množstvím dat. Sem patří instrukce typu MMX a SSE, se kterými pracujeme v našem 
interpretu, při provádění operací s maticemi. 
 MIMD (multiple instruction multiple data): příklad multiprocesorové architektury, kdy každý 
procesor je řízen jiným programem a pracuje s jinými daty. 
 MISD (multiple instruction single data): architektura, kde vícero procesorů řízených různými 
programy pracuje s jedněmi daty. Tato architektura se v praxi nepoužívá. 
4.1.1 Instrukce typu SIMD 
Typickým příkladem těchto instrukcí jsou instrukce typu MMX a SSE. Tato technologie se 
využívá především při operacích s multimediálním obsahem. Typickým rysem těchto operací je 
paralelní práce s různými daty stejného typu. Dalším příkladem je přičítání stejné hodnoty k datům 
(opět využito v multimédiích). Klasickým příkladem těchto operací je práce s rastrovaným obrazem, 
kdy se obraz skládá z jednotlivých pixelů, kdy jeden pixel je popsán 8 bity (RGB). Chceme-li změnit 
jas obrazu, je nutné ke každému pixelu (ke každé hodnotě RGB) přičíst popřípadě odečíst určitou 
hodnotu. 
{ ADD, addr1, addr2, addr3 } 








Obrázek 4.1: Příklad použití instrukce SIMD (sčítání 2 registrů, každý je rozdělen na 4 čísla) 
 
4.1.1.1 Procesor Intel Pentium II – instrukce MMX (1997) 
Poprvé byly implementovány instrukce typu MMX. Využívá se zde osmi 64bitových registrů. 
Ty je možno rozdělit na slabiky, slova, popř. dvouslova. Hodnoty v registru musí být celá čísla. 
Registry MMX nejsou nové, využívá se registrů koprocesoru FPU. Instrukční sada MMX je šitá 
na míru multimediálním operacím. Technologie MMX byla základem technologií SSE a je dnes 
součástí všech procesorů v personálních počítačích. 
4.1.1.2 Procesor Intel Pentium III – instrukce SSE (Streaming SIMD Extension),(1999) 
Poprvé implementována instrukční sada SSE. Obsahovala 8 nových 128bitových registrů 
XMM. Nebylo tedy potřeba nadále využívat registry koprocesoru. Do registru MMX je nyní možné 
uložit i reálná čísla s plovoucí řádovou čárkou. Rozšířen byl i počet instrukcí. 
4.1.1.3 Procesor Intel Pentium 4 – instrukce typu SSE2 (2000) 
Projevuje se zde trend rozšiřování datových typů. Přidána podpora reálných čísel s plovoucí 
řádovou čárkou s dvojnásobnou přesností, dále podpora datového typu integer. Opět byly přidány 
nové instrukce – krom jiných instrukce pro konverzi datových typů a 128bitové verze instrukcí 
MMX. 
 
Dnes existují i novější typy instrukcí SSE (SSE3 (2004), SSE4(2008)). Tyto instrukce jsou 
nyní podporovány i v procesorech firmy AMD.  
4.2 Programování pomocí instrukcí SIMD 
Sada instrukcí (ISA – Instruction Set Architecture) typu SSE je velmi podobná sadě instrukcí 
x86. Na žádné operaci se nepodílí více jak 2 operandy v podobě registrů. Typicky se používá jeden 
registr pro vstupní a výstupní data, což znamená, že se minimálně jeden operand po operaci zničí a je 
nahrazen výsledkem instrukce. Je proto nutné výsledky, které budou potřeba později, ukládat 
(v C překladači jsou dostupné prostředky, jež vytváří iluzi nedestruktivnosti těchto operací). Druhým 
operandem je nejčastěji další registr, nebo odkaz do paměti. 
Instrukce typu SSE2 podporují 3 základní datové typy. Reálná čísla v plovoucí řádové čárce 
s jednoduchou přesností (typ float), reálná čísla v plovoucí řádové čárce se dvojitou přesností (typ 
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double) a typ integer pro celá čísla. Všechny tyto typy sdílí stejný soubor registrů XMM. Je proto 
možné provést operaci jednoho typu přímo nad výsledkem operace jiného typu (například výsledek 
operace typu float použít v operaci pro typ integer). V tomto případě však nedojde k přetypování 
výsledku. K tomuto účelu slouží speciální instrukce. 
V mnohých situacích existují redundantní instrukce, které vykonávají stejnou věc, pro různé 
datové typy. Typickým příkladem těchto instrukcí jsou instrukce STORE a LOAD, instrukce obměny 
a instrukce typu boolean. Je proto žádoucí používat instrukce určené přímo pro daný datový typ. 
Chceme-li používat instrukce SIMD a překládat program pomocí GCC (G++) překladače 
musíme použít parametr „-mmmx“, „-msse“, popřípadě „-msse2-4“. 
4.2.1 Rozhraní pro instrukce typu SSE pro jazyk C 
V zásadě existují 2 způsoby programování pomocí instrukcí SSE. Můžeme použít přímo 
vložený asembler a napsat blok programu přímo pomocí konkrétních instrukcí. Nebo můžeme využít 
speciálního rozhraní. V něm jsou definovány 128bitové registry jako speciální datové typy, zároveň 
obsahuje speciální funkce, které provádí operace s těmito typy podobně jako instrukce procesoru. 
Jediným rozdílem oproti instrukcím je fakt, že většina funkcí nekoresponduje s instrukcemi v poměru 
1:1, ale představuje několik těchto instrukcí najednou.  
 
Tyto rozhraní je popsáno v následujících hlavičkových souborech: 
 mmintrin.h pro funkce pracující s registry MMX 
 xmmintrin.h pro práci s registry XMM (technologie SSE) 
 emmintrin.h pro rozšíření SSE2 
 pmmintrin.h pro rozšíření SSE3 
 
Každý hlavičkový soubor využívá funkcí popsaných v předešlých hlavičkových souborech. 
4.2.2 Datové typy 
 Společnost Intel definovala tři základní typy pro programování v jazyce C: 
 __m128 – pro čísla v plovoucí řádkové čárce s jednoduchou přesností 
 __m128d – pro čísla v plovoucí řádkové čárce s dvojitou přesností 
 __m128i – pro celá čísla 
 
Dále budeme uvádět příklady pouze na datovém typu __m128, pro datové typy __m128d 
a __m128i budou příklady, pokud nebude řečen opak) fungovat analogicky. 
 
Také existuje datový typ __m64 pro práci s registrem XMM. Funkce pro tento datový typ však 
nejsou pro x64 architekturu podporovány. Problém byl vyřešen až nahrazením funkcí pro XMM 
pokročilejšími funkcemi pro SEE2. 
Tyto datové typy podporují všechny nejpoužívanější překladače jazyka C (C++) – tedy GNU 
překladač, překladač společnosti Intel a další x86 překladače, které překládají kód pod operačním 
systémem Windows. 
K těmto základním datovým typům existují ještě další rozšíření (většinou od společnosti Intel 
a Microsoft), především pro zpřesnění práce s datovým typem integer. 
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Velká část funkcí pro práci s instrukcemi typu SSE předpokládají práci s korektně přiřazenou 
pamětí. Pokud dojde k práci s nepřiřazenou pamětí a tato nastalá výjimka není řádně ošetřena, může 
nastat až pád programu. Datové typy __m128 jsou považovány za přiřazenou paměť. 
4.2.3 Funkce pro práci s instrukcemi SSE popsané 
v hlavičkových souborech 
Společnost Intel definovala základní funkce pro práci s instrukcemi. Každý název funkce se 
skládá s předpony „_mm_“, těla, kde je určeno, jakou operaci samotná funkce vykonává a nakonec 
přípony, ve které se určuje, s jakými daty bude funkce pracovat. Parametry funkcí jsou dvě proměnné 
typu __m128. U početních operací vrací funkce výsledek rovněž typu __m128.  
4.2.4 Příklad funkce pro provedení instrukce ADDPS: 
__m128 = _mm_add_ps( __m128, __m128 ); 
Poznámka: už na první pohled je jasně vidět, že nebude provedena jen jedna instrukce. Instrukce 
ADDPS totiž neuloží výsledek operace sčítání do nového registru, ale rovnou 
4.2.4.1 Význam jednotlivých přípon: 
-piX Vektor MMX, obsahující X-bitové čísla typu integer 
-puX Vektor MMX, obsahující X-bitové čísla typu unsigned integer 
-epiX Vektor XMM, obsahující X-bitové čísla typu integer  
-epuX Vektor XMM, obsahující X-bitové čísla typu unsigned integer 
-ps 
Vektor XMM, obsahující 4 reálná čísla s plovoucí řádovou čárkou s jednoduchou 
přesností 
-ss 
Vektor XMM, obsahující 1 reálné číslo s plovoucí řádovou čárkou s jednoduchou 
přesností 
-pd Vektor XMM, obsahující 2 reálná čísla s plovoucí řádovou čárkou s dvojitou přesností 
-sd Vektor XMM, obsahující 1 reálné číslo s plovoucí řádovou čárkou s dvojitou přesností 
-si64 Vektor MMX, obsahující jedno 64bitové číslo typu integer 
-si128 Jeden 128bitový vektor XMM 
 
Všechny funkce vrací hodnotu datového typu pro práci s instrukcemi SSE. Jedinou výjimkou je 
funkce _mm_empty, která vrací datový typ void.   
4.2.5 Načtení hodnoty do 128bitového registru 
Pro načtení hodnot do registru se používá funkce _mm_load_.  Pomocí této funkce je 
do proměnné __m128 uloženo 128 bitů z paměti. Podle přípony program určuje, s jakými hodnotami 
pracuje, konkrétně pro načtení do proměnné __m128 použijeme příponu _ps. Existují i speciální 
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obměny funkce _mm_load_. Funkce _mm_loadr_ načte čísla do registru v opačném pořadí. Tato 
funkce je ukázkovým příkladem nepoměru mezi instrukcemi SSE a funkcemi pro práci s těmito 
instrukcemi definovanými v knihovnách výše. Samotná instrukce pro reverzní načtení paměti 
do registru neexistuje a tato situace se musí speciálně programově ošetřit. Funkce _mm_loadu_ 
umožňuje načíst do registru MMX i nepřiřazenou paměť. Posledním zástupcem je funkce 
_mm_load1_, která načte jen jedno 4byteové číslo do první části registru.  
Druhým způsobem je instrukce _mm_set_, která funguje jako jednoduché přiřazení, tedy načte 
do 128bitového vektoru stejná čísla podle přípony. I pro tuto funkci existují obdobné modifikace, 
jako ve výše popsaném případě. Speciálním případem je funkce _mm_setzero_, která, jak už 
název napovídá, načte do 128bitového vektoru samé nuly. 
4.2.6 Uložení výsledku zpět do paměti 
Námi požadované výsledky jsou po provedení funkce opět uloženy v 128bitovém vektoru. 
Pro uložení těchto dat zpět do paměti je nutné použít funkci _mm_store_. Stejně jako pro funkce 
load a set, se zde vyskytují stejné modifikace, tedy zapsání jednoho čísla, zapsání v opačném 
pořadí atd.   
4.2.7 Příklad pro počítání pomocí SSE instrukcí 
 
__m128 X,Y,tmp;  
for (int I= 0; I < array_size; I += 4) { 
 X = _mm_load_ps (array_pointer1 + I); 
Y = _mm_load_ps (array_pointer2 + I); 
tmp = _mm_add_ps(X,Y); 
_mm_store_ps (array_pointer3 + I, tmp); 
} 
Obrázek 4.2: Příklad výpočtu pomocí SSE 
 
Na obrázku 4.2 vidíte průběh sčítání dvou matic (obecně polí typu float). Napřed jsou pomocí 
instrukce LOAD načteny do datového typu reprezentující registr XMM. Následně je provedena 
sčítací operace (pro čtyři položky naráz) a pomocí STORE jsou opět čísla uložena do paměti. 
To se opakuje pro celou délku matice. 
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5 Návrh interpretu 
5.1 Lexikální analýza 
Na základě poznatků získaných v první části musíme vytvořit deterministický konečný 
automat, který bude načítat jednotlivé tokeny, které bude předávat syntaktickému analyzátoru. 
5.1.1 Popis jazyka matematických funkcí 
Identifikátor neprázdná posloupnost číslic a písmen (malých i velkých) začínající písmenem  
Celočíselná 
konstanta 
Celočíselná konstanta je tvořená neprázdnou posloupností číslic, vyjadřuje hodnotu 
celého nezáporného čísla v desítkové soustavě. (rozsah datový typ int v C) 
Desetinná 
konstanta 
Je tvořena celou a desetinnou částí nebo celou částí a exponentem nebo celou částí, 
desetinnou částí a exponentem. Celá i desetinná část je tvořena neprázdnou 
posloupností číslic. Exponent má před sebou nepovinné + nebo – a začíná znakem 
e resp. E. Celou a desetinnou část odděluje tečka. Jednotlivé části nesmí mít mezi 
sebou bílé znaky. (rozsah datový typ float v C) 
Řetězová 
konstanta 
Řetězová konstanta je ohraničená dvěma uvozovkami z obou stran, tvoří ji znaky 
s ASCII hodnotou větší jak 31. Řetězec může obsahovat escape sekvence: ‘\n‘,‘\t‘,‘\\‘ 
a ‘\“‘. Jejich význam odpovídá jazyku C/C++.  Délka řetězce není omezená. 
Matice 
Je ohraničena složenými závorkami. Tělo je tvořeno celočíselnými respektive 
desetinnými konstantami v závislosti na datovém typu matice. Jednotlivé sloupce jsou 
ohraničené čárkami. Řádky odděluje středník. Před složenou závorku na konci matice 
se středník nepíše. (rozsah matic není omezen) 
Komentáře 
Jazyk podporuje blokové komentáře ohraničené znaky ‘/*‘ a ‘*/‘. Mezi těmito znaky 
může být jakákoliv posloupnost znaků a čísel aniž by ji interpret zpracovával. 
Mohou být i využity řádkové komentáře – začínající znaky ‘//‘. Celý řádek za těmito 
znaky bude ignorován.  
Použité 
operátory 




Tabulka 5.1: Popis jazyka matematických funkcí 
 
 
int matrix for if add addNum divNum 
double matrixI begin else mult subNum return 
string do end while sub multNum pow 
Tabulka 5.2: tabulka klíčových slov jazyka matematických funkcí 
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5.1.1.1 Pravidla pro jazyk matematických funkcí 
 1 <program>    -> <declrList> <statList> <END_OF_FILE> 
 2 <declrList>  -> "DOUBLE" "ID" ";" <declrList> 
 3 <declrList>  -> "STRING" "ID" ";" <declrList> 
 4 <declrList>  -> "INT" "ID" ";" <declrList> 
 5 <declrList>  -> "MATRIX" "ID" ";" <declrList> 
 6 <declrList>  -> "MATRIX_INT" "ID" ";" <declrList> 
 7 <declrList>  -> "BEGIN" ":" 
 8 <statList>   -> "END" ";" 
 9 <statList>   -> <stat> <statList> 
10 <stat>       -> "RETURN" <expr> ";" 
11 <stat>       -> "WHILE" <expr> "BEGIN" <statList> 
12 <stat>       -> "DO" "BEGIN" <statList> "WHILE" <expr> ";" 
13 <stat>       -> "FOR" <expr>";"<expr>";"<expr>"BEGIN"<statList> 
14 <stat>       -> "IF" <expr> "BEGIN" <statList> <else_start> 
15 <stat>       -> "READ" ":" "ID" <read_stat> 
16 <stat>       -> "WRITE" ":" <expr> <write_stat> 
17 <stat>       -> <expr> ";" 
18 <else_stat>  -> "ELSE" "BEGIN" <statList> 
19 <else_stat>  -> <stat> 
20 <read_stat>  -> ":" "ID" <read_stat> 
21 <read_stat>  -> ";" 
22 <write_stat> -> ":" <expr> <write_stat> 
23 <write_stat> -> ";" 
 
Na základě těchto pravidel si vytvoříme LL tabulku (viz tabulka 5.3), podle které se bude řídit 
syntaktický analyzátor. V pravidlech se objevuje funkce expr. Ta představuje precedenční 
syntaktický analyzátor, který vyhodnocuje jednotlivé výrazy. 
 
5.1.1.2 Syntaxe jazyka matematických funkcí 
Nad tímto textem se nachází pravidla pro vytvořený jazyk matematických funkcí, z něhož je 
i zřejmá syntaxe našeho jazyka. Na první pohled je podobná jazyku pascal. Tento programovací 
jazyk především připomínají klíčová slova pro práci s bloky „begin“ a „end“. Odlišná, oproti 
pascalu, je však práce s cykly. Na rozdíl od pascalovského repeat-until je syntaxe stená jako 
u jazyka C, tedy do-while. Práce s ostatními cykly je rovněž obdobná jako v programovacím 
jazyce C. 
Další podobností s pascalem jsou klíčová slova read a write. Pomocí těchto funkcí jsou 
hodnoty načítány ze standardního vstupu respektive vypisovány na standardní výstup. 
Klíčová slova pro datové typy jsou stejná jako pro jazyk C, resp. C++ (kromě speciálních 
datových typů pro práci s maticemi). 
Zdrojový kód je rozdělen na dvě části. První část je deklarační, v níž jsou deklarovány 
jednotlivé proměnné, se kterými se nadále pracuje v hlavním těle programu. Proměnná, jež není 
deklarována v deklarační části programu, již nesmí být použita v hlavním těle programu. Jedinou 
výjimkou je cyklus for, v němž může být použita i nedeklarovaná proměnná. V případě, že je 
použita nová proměnná, zařadí ji analyzátor do tabulky symbolů s datovým typem integer. 
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5.1.2 Deterministický konečný automat, podle kterého byl 




Obrázek 5.1: První část konečného automatu – načtení proměnné, klíčového slova, číselné konstanty, 









































































Obrázek 5.2: Druhá část našeho konečného automatu. Načtení několika dalších speciálních znaků 
(==, =, !=), řetězce a načítání matice. 
 
 
5.1.3 Načítání matice pomocí konečného automatu 
Ve spodní části druhého schématu konečného automatu je vidět množství stavů určených pro 
načítání naší matice. To začíná stavem 18 po obdržení znaku ‚{ ‘. Automat pracuje obdobně jako 
v případě načítání obyčejných konstant typu integer nebo double. v případě, že je načtena pouze 
jedna číselná konstanta a následně je obdržen znak ‚}‘, je toto číslo vráceno nikoli jako matice, ale 
jako konstanta daného datového typu. Tato funkce je pro zjednodušení, zabraňuje, aby se pracovalo 
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ve stavu 25 respektive 26, a to na základě datového typu načítaných konstant. Všimněte si, že pokud 
je načteno jakékoliv číslo double, i když byl zbytek čísel typu integer, bude se nadále pracovat 
s maticí typu double. 
 
5.1.4 Načtení matice 
Mohl jsem použít dva způsoby načítání matice. První způsob využívá precedenční 
syntaktického analyzátoru, druhý, jejž jsem nakonec použil, načítá matici pomocí konečného 
automatu. Obě možnosti mají své výhody a zároveň jisté slabiny. Pomocí precedenčního analyzátoru 
se načítají jednotlivé položky matice napřed jako samostatné konstanty a do matice jsou přeřazeny 
až na základě aplikace určitého pravidla. Toto řešení umožňuje mnohem širší práci s elementy matice 
v tom smyslu, že jednotlivé položky je možné spočítat  - např. za použití tohoto vzorce: a[3][4] = 
a[3][1] + a[1][4] (to vše na základě aplikace jiného pravidla), nebo přiřadit na určité místo 
jinou proměnnou. Nevýhoda tohoto řešení, při použití precedenčního analyzátoru, je zjevná. Bylo by 
nutné napřed všechny položky uložit v tabulce symbolů a až na základě pravidla by je bylo možné 
zkopírovat do paměti určené pro matice, tak aby operace s maticemi byli jednodušší. Paměťová 
náročnost takového řešení zvláště při načítání rozměrných matic by byla obrovská. 
Druhé řešení sice nedovoluje načítat jednotlivé položky matice jako v prvním případě (lze tedy 
načíst vždy jen konstantu), na druhou stranu konečný automat vrátí na zpracování rovnou matici, 
kdy pole čísel matice je již načtené, a nemusí se tedy žádné položky kopírovat ani ukládat 
do speciální paměti. Při použití prvního řešení hrozí, že při načtení rozměrných matic ztratí interpret 
při výpočtu příliš mnoho času zpracováním samotné matice.  
 
5.2 Syntaktická analýza 
Syntaktický analyzátor zpracovává jednotlivé tokeny, které načetl lexikální analyzátor. 
Syntaktický analyzátor je zavolán z hlavního programu, postupně načítá s pomocí scanneru tokeny, 
na něž se bude snažit aplikovat derivační pravidla. Vytvořil jsem tedy pravidla pro zdrojový kód 
a na základě nich pak navrhl LL-tabulku. 
 
5.2.1 Rekurzivní sestup 
V rekurzivním sestupu je pro každý token zavolána příslušná funkce na základě LL tabulky. 
Každá tahle funkce volá novou funkci, dokud nezahlásí chybu nebo, že je vše v pořádku. Tento 
výsledek se vrátí volající funkci, která na základě pravidla v LL tabulce volá buď novou funkci, nebo 
svůj výstup znovu vrátí. To vše se opakuje, dokud není první funkci vrácen pozitivní, nebo negativní 




Obrázek 5.3: Ukázka rekurzivního sestupu 
 
Na obrázku 5.3 je vidět rekurzivní sestup pro kód v rámečku. Hlavní podprogram (černě) volá 
jednotlivé funkce, které hlídají, zda je vše v pořádku a svůj výsledek vrací zpět volajícímu. Modře je 
vidět deklarační část programu, zeleně je hlavní tělo (je v něm i volání precedenčního analyzátoru pro 




5.2.2 Generování trojadresných instrukcí 
Trojadresné instrukce v interpretu budou generovány přímo v syntaktickém analyzátoru 
respektive precedenčním analyzátoru.  
Generování trojadresných instrukcí je implementováno jako slepé generování. Jsou tedy 
vygenerovány trojadresné instrukce i pro bloky, které na základě podmínek nemusí být vykonány. 
Další možností by bylo využít kontextové generování. 
  
A 




call declrList, call statList, call EOF 
declrList 
if double getNextToken 
call A 
B 
if “;“ getNextToken 
return OK 
statList 




call expr, call C 
 
C 








if EOF return OK 
 
statList 
if END; return OK 
 
Pro náš kód (podle našeho pravidla): 
double a; 
begin: 


























































































































<program> 8 1 1 1 1 1                 1 
<declrList>  4 2 3 5 6 7                 
<statList> 9       8 9 9 9 9 9 9 9  9  9     
<stat> 17        17 11 12 13 14 15 16  17  17     
<else_stat>                19  18      
<read_stat>                     20 21  
<write_stat>                     22 23  
Tabulka 5.3: zde vidíte derivační pravidla, na základě kterých se řídí syntaktický analyzátor. 
 
 
5.3 Precedenční analyzátor 
Precedenční analyzátor zpracovává v mém projektu jednotlivé výrazy. Je volán syntaktickým 
analyzátorem, kde pokaždé zpracuje samotný výraz a výsledek vrátí syntaktickému analyzátoru. 
Během této práce zároveň generuje jednotlivé 3AD instrukce. Precedenční analyzátor se rozhoduje 
na základě precedenční tabulky (viz tabulka 5.4), kterou jsem pro tento automat vytvořil.  
 
5.4 Interpret 
V interpretu se budou načítat a následně vykonávat jednotlivé trojadresné instrukce. Triviální 
operace budou implementovány přímo v samotném těle interpretu. Součástí našeho jazyka však je 
i implementace složitějších funkcí, převážně operací s maticemi za využití SSE instrukcí. Pro tyto 
účely jsem vytvořil speciální zdrojový soubor s příslušnými funkcemi, kde tyto instrukce jsou 




  Vstupní tokeny 






















+ > > < < > > > > > > > < < > < > > 
- > > < < > > > > > > > < < > < > > 
* > > > > > > > > > > > < < > < > > 
/ > > > > > > > > > > > < < > < > > 
> < < < < > > > > > > > < < > < > > 
>= < < < < > > > > > > > < < > < > > 
< < < < < > > > > > > > < < > < > > 
<= < < < < > > > > > > > < < > < > > 
== < < < < < < < < > > > < < > < > > 
!= < < < < < < < < > > > < < > < > > 
= < < < < < < < < < < < < < > < > > 
id > > > > > > > > > > >   >  > > 
( < < < < < < < < < < < < < = < =  
) > > > > > > > > > > >   >  > > 
f             =     
, < < < < < < < < < < < < < = < =  
$ < < < < < < < < < < < < <  <   
 






6 Vlastní implementace interpretu 
6.1 Hlavní program 
Hlavní řídící program má v podstatě jen dvě zásadní úlohy. Tou první je inicializace tabulky 
symbolů pro proměnné a konstanty, zásobníku pro precedenční syntaktický analyzátor a seznamu 
trojadresných instrukcí. S tím je spojené i odblokování použité paměti na konci činnosti interpretu, 
bez ohledu na to, zda nastala chyba či nikoliv. Druhou úlohou je postupné zavolání dvou 
podprogramů, které následně řídí chod všech částí interpretu. Prvním podprogramem je syntaktický 
analyzátor, jenž se stará o načtení a vyhodnocení zdrojového kódu a následné generování 
trojadresných instrukcí. Druhým podprogramem je samotný interpret, který negenerovaný vnitřní kód 
vykonává. Po zavolání obou funkcí čeká na výsledek analýzy respektive interpretu. Je li vrácena 
jakákoliv chyba, program se bez ohledu na aktuální stav ukončí s příslušným chybovým kódem. 
Pokud vše proběhne v pořádku, vrátí program nulu. Vše je implementováno v rámci hlavní funkce 
main(). 
6.2 Scanner 
Lexikální analyzátor v mém interpretu je řešen jako podprogram volaný syntaktickou analýzou. 
Je implementován jako deterministický konečný automat.  
V těle funkce GetNextToken(), jež vrací nalezený token v podobě číselné konstanty (10-
85) a v případě nalezení proměnné nebo konstanty vrací atribut v podobě její hodnoty jako parametr, 
nalezneme nekonečný cyklus a velký přepínač, kde jednotlivé části přepínače symbolizují jednotlivé 
stavy konečného automatu. Při zavolání funkce GetNextToken() je určen výchozí stav, ve kterém 
se podle vstupního řetězce určují stavy následující. Při každém běhu cyklu je načten jeden znak 
ze vstupního řetězce (pomocí funkce getc()) a ten je zpracován v aktuálním stavu (uložen 
v proměnné state), je li nalezena shoda s jakýmkoli přechodem do stavu následujícího, je tento stav 
označen (pomocí proměnné state) a chod programu se vrací na začátek nekonečného cyklu. 
Dojde-li program do konečného stavu je vrácena syntaktickému analyzátoru číselná konstanta 
reprezentující nalezený token a v případě, že se jedná o proměnnou nebo konstantu, je vrácena i její 
hodnota v podobě řetězce znaků v proměnné atribute. Tento řetězec je pak v případě potřeby 
převeden na číslo v syntaktickém analyzátoru.  
Lexikální analyzátor rovněž nepracuje s tabulkou symbolů a nevkládá do ní žádné hodnoty. 
Tato práce je rovněž v rukou syntaktického analyzátoru. 
6.2.1 Rozpoznávání klíčových slov 
Pakliže je konečným automatem načten řetězec znaků, je porovnán s tabulkou klíčových slov, 
v níž jsou uložena všechna používaná klíčová slova. Porovnávání je implementováno jako přepínač, 
kdy jsou porovnávány dva řetězce pomocí námi definované funkce strCmpConstString() (viz 
níže), která porovnává řetězové konstanty námi definovaného datového typu string. Pokud je 
nalezena shoda, je vrácena číselná hodnota klíčového slova, v opačném případě číselná hodnota 
reprezentující konstanty spolu s jejím atributem (nalezeným řetězcem). 
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6.2.2 Rozpoznání bílých znaků, řetězců, čísel 
Pro rozpoznání těchto znaků slouží speciální funkce isspace() pro bílí znak, isdigit() 
pro číslo a isalpha() pro znak. Tyto funkce jsou definované v hlavičkovém souboru „ctype.h“. 
6.2.3 Odstranění komentářů 
K odstranění komentářů slouží speciální stav, kde po načtení dvou lomítek (//) se ignoruje 
celý řádek a po načtení znaků lomítko-hvězdička (/*) se ignoruje celá posloupnost znaků 
až po znaky hvězdička-lomítko (*/). 
Nekonečný cyklus ve funkci GetNextToken() probíhá tak dlouho, dokud není nalezen 
konkrétní token, nebo není ohlášená lexikální chyba. 
6.3 Syntaktický analyzátor 
Pro práci syntaktického analyzátoru jsem použil některé pomocné funkce, které podrobněji 
popíši. 
6.3.1 Pomocné funkce pro syntaktický analyzátor 
Syntaktický analyzátor vy užívá při své práci pomocný soubor str.c, který jsem převzal 
z projektu do předmětu IFJ. Můžeme zde najít několik pomocných funkcí pro práci s řetězci znaků. 
V samotném souboru je definován nový datový typ string, jenž výrazně zlehčuje práci se znaky. 
Mezi nejdůležitější funkce patří alokování nových řetězců, zvětšování délky řetězců a přidávání 
znaků do těchto řetězců. Dalšími funkcemi jsou například načtení řetězců ze vstupu, kopírování 
řetězců a v neposlední řadě uvolnění řetězce z paměti. 
Každé proměnné respektive konstantě je také přiřazen unikátní klíč typu string. Na základě 
tohoto klíče pak program vyhledává přítomnost proměnných respektive konstant v tabulce symbolů. 
Generování unikátních klíčů je implementováno ve funkce GenerateNewVarieble(). 
 
Dalšími pomocnými souboremy jsou  matrix.c a matrixint.c v nichž jsou definovány 
podobně jako ve str.c datové typy pro práci s maticemi typu double a integer. Oba soubory 
obsahují rovněž funkce pro práci s těmito datovými typy – alokování paměti, uvolnění paměti, přidání 
čísel do matice, kopírování matic. Najdeme zde i funkci pro převod řetězce na matici 
stringToMatrix(). Tato funkce je velmi důležitá, neboť lexikální analyzátor vrací hodnoty 
atributu jako řetězec, a tak je nutné tyto řetězce převést na datový typ matrix. Funkce pak také 
ukládá údaje o počtu řádku a sloupců k samotným položkám matice. Dalším důležitým úkolem 
funkce stringToMatrix() je také hlídání, zda je matice v zdrojovém souboru správně zadaná 
a neobsahuje syntaktické chyby (např. lišící se počty sloupců v jednotlivých řádcích). 
6.3.2 Tabulka symbolů 
Dalším důležitým prvkem, se kterým syntaktický analyzátor pracuje, je tabulka symbolů. 
Pokaždé když je vrácena funkcí GetNextToken() proměnná, vyhledá syntaktický analyzátor tuto 
proměnnou v tabulce symbolů. Prochází-li syntaktický analyzátor deklarační částí zdrojového kódu, 
je při nenalezení proměnné v tabulce symbolů tato proměnná do tabulky zařazena s unikátním klíčem 
(svým jménem). Pokud syntaktický analyzátor zpracovává už hlavní tělo programu a proměnná není 
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v tabulce symbolů, ukončí se analyzátor s chybou. Do tabulky symbolů jsou také zařazeny konstanty, 
kterým je přidělen unikátní klíč pomocí funkce GenerateNewVariable(). Do naší tabulky jsou 
rovněž ukládány různé mezi-výpočty jednotlivých výrazů, se kterými se pracuje během překladu. 
Naše tabulka symbolů je implementována jako binární vyhledávací strom, popsaný v souboru 
bvs.c. Součástí každého uzlu stromu jsou, kromě jména proměnné a ukazatelů na další uzly, 
i informace o datovém typu proměnné a její hodnota definovaná pomocí unie, kdy je na základě 
datového typu vybrána vždy správná položka. 
6.3.3 Seznam trojadresných instrukcí 
Poslední důležitou částí, se kterou pracuje syntaktický analyzátor je seznam trojadresných 
instrukcí. Do tohoto seznamu jsou generovány jednotlivé instrukce, které bude interpret následně 
vykonávat. Generování těchto instrukcí je pro syntaktický analyzátor spíše okrajové, protože většinu 
výrazů zpracovává precedenční syntaktický analyzátor, jenž taky generuje potřebné instrukce. 
Seznam instrukcí je implementován v souboru ilist.c, jednotlivé instrukce jsou pak 
popsány v hlavičkovém souboru ilist.h. 
Seznam instrukcí je naprogramován jako klasický seznam a pro práci s ním jsou definovány 
některé pomocné funkce, starající se o vracení ukazatelů na jednotlivé položky, či přesuny na adresy 
jiných položek (tyto funkce jsou používané především při práci s jednotlivými cykly). 
6.3.4 Implementace parseru (syntaktického analyzátoru) 
Syntaktický analyzátor pracuje systémem shora dolů. Je založen na rekurzivním sestupu, jak je 
popsáno výše. Jako první je volána funkce program(), která načte první token pomocí funkce 
GetNextToken() a předá řízení programu funkci declrList(). Tato funkce zpracovává 
deklarační část zdrojového kódu. Dokud není načteno klíčové slovo „begin:“ volá tato funkce 
samu sebe a zpracovává další deklarované proměnné. 
Pokud vše proběhlo v pořádku je běh parseru předán funkci statList(), jež opět podle 
obdržených tokenů volá rekurzivně funkce podle derivačních pravidel v LL tabulce. Pokud i během 
vykonávání těchto funkcí není objevena žádná chyba ve zdrojovém kódu, vrací se řízení analyzátoru 
zpět funkci program(), která zkontroluje, jestli byl opravdu přečten celý zdrojový kód. Pokud by 
nebyl, vrátí syntaktický analyzátor chybu.  
Pokud aktuálně načtený token je proměnná nebo konstanta, vrátí scanner syntaktickému 
analyzátoru i atribut, ve kterém je hodnota proměnné resp. konstanty. Tento atribut je datového typu 
string, a pokud je proměnná číselná, popřípadě matice je nutno tento řetězec převést na příslušný 
datový typ. K tomu jsou využívány funkce v souborech matrix.c a str.c. 
 
Hlavní úlohou syntaktického analyzátoru je především ošetření práce cyklů a podmíněných 
výrazů. K tomuto účelu jsou definovány speciální trojadresné instrukce skoku a návěští. Rozlišujeme 
dva typy skoků – podmíněné a nepodmíněné. U podmíněného skoku se rozhoduje, zda skočit 
na příslušné návěští, na základě vyhodnocení podmínky precedenčním syntaktickým analyzátorem. 
Ten vrátí ukazatel na proměnnou, ve které je výsledek vyhodnocení podmínky. Tato pomocná 
proměnná musí být datového typu integer. Může nabývat dvou hodnot – hodnoty jedna, kdy je 
podmínka vyhodnocena jako splněná, a hodnoty nula, kdy je podmínka shledána jako nesprávná. 
Naopak skok je proveden, pokud je předána interpretu hodnota jedna. Proto musí být například 




Obrázek 6.1: příklad generování instrukcí skoku u podmíněného výrazu 
 
Instrukce IF_JMP se řídí hodnotami, které očekává v místech pro adresy operandů. Na prvním 
místě je ukazatel do tabulky symbolů, kde je uložena informace o tom, zda se bude skákat, či nikoliv. 
Pokud se má skok uskutečnit, nalezne adresu cílového návěští v místě pro třetí operand. Jak je 
z obrázku vidět, došlo by k přeskočení části instrukcí, které by se nevykonali. Pokud by vyhodnocení 
podmínky bylo opačné, proběhne blok instrukce pod podmíněným skokem až k instrukci JMP. Tato 
instrukce provede skok vždy, a proto očekává na místě pro třetí operand pouze ukazatel cílového 
návěští. Návěští je potom implementováno jako instrukce I_LAB. Samo o sobě však nemá žádnou 
funkci. 
6.4 Precedenční analyzátor 
Jak již bylo několikrát naznačeno, o kontrolu syntaxe výrazů a jednotlivých funkcí se stará 
precedenční syntaktický analyzátor. Zajišťuje se i o generování většiny instrukcí a taky o kontrolu 
typů a přítomnosti použitých identifikátorů v tabulce symbolů Tento analyzátor je založen 
na syntaktické analýze zdola nahoru. 
6.4.1 Vlastní implementace precedenčního analyzátoru 
Precedenční analyzátor je implementován jako podprogram syntaktického analyzátoru (funkce 
sem_an()). Tato funkce je volána pokaždé, když syntaktický analyzátor potřebuje vyhodnotit 
nějaký výraz. Na rozdíl od syntaktického analyzátoru, precedenční analyzátor pracuje skutečně se 
zásobníkem. 
Napřed je nutné podle aktuálních terminálů na zásobníku a na vstupu rozhodnout, podle jakého 
pravidla se budeme řídit. Aktuální token získáme pomocí funkce GetNextToken() – pomocí 
tohoto terminálu zjistíme, v jakém sloupci tabulky budeme pravidlo hledat. Mírně složitější je to 
v případě zásobníku, terminál, jenž určuje pravidlo, v některých případech nemusí být přímo 
na vrcholu zásobníku, neboť se může stát, že na vrcholu jsou již nahrané zpracované nonterminály. 
{ IF_JMP, …, …, … } 
{ I_LAB, …, …, … } 
{ JMP, …, …, … } 






Je tedy nutné definovat dva ukazatele na vrchol zásobníku. Ten první bude, stejně jako v případě 
klasické konstrukce zásobníku, odkazovat na jeho vrchol. Druhý ukazatel pak odkazuje na nejvýše 
postavený terminál na zásobníku a podle tohoto terminálu se pak určuje řádek precedenční tabulky. 
Naše tabulka je definována jako konstantní pole čísel typu integer, kdy pravidlo < je definováno 
jako číslo jedna, > jako číslo dva a = jako trojka. Nula pak znamená bílé místo a tedy syntaktickou 
chybu. 
 Na základě pravidla zjištěného v precedenční tabulce se rozhodne, jaká část přepínače se 
vykoná. V případě pravidla < jsou až po první terminál od vrcholu vyjmuty všechny prvky 
ze zásobníku, před tento terminál je přidána tzv. zarážka (viz níže) a všechny nonterminály spolu 
s novým tokenem jsou vráceny zpět na zásobník.  
Pokud se aplikuje pravidlo =, pouze se načte nový token na zásobník. 
V poslední řadě je tu pravidlo >, tedy pokus o aplikaci derivačního pravidla. Precedenční 
analyzátor napřed odebere ze zásobníku všechny terminály a nonterminály až po zarážku. Zarážka je 
speciální token, který nám pomáhá v určování počtu položek účastnících se derivačního pravidla. 
Nyní se program rozhodne na základě prvního terminálu resp. nonterminálu o jaké derivační pravidlo 
půjde. V případě závorky jde pouze o odstranění závorek a nonterminál mezi závorkami je opět 
vložen na zásobník. v případě nonterminálu se jedná o početní pravidlo, a program, krom 
vygenerování příslušné trojadresné instrukce, musí zkontrolovat i datové typy operandů, popřípadě 
provést implicitní přetypování. Nakonec pokud je jako první terminál klíčového slova některé funkce, 
precedenční analyzátor zkontroluje typy parametrů a vygeneruje příslušnou instrukci. 
Práce podprogramu sem_an() končí ve chvíli, kdy na vstupu i zásobníku zbyli už jen 
koncové znaky (dolar). V případě generování trojadresných instrukcí vrací precedenční analyzátor 
syntaktickému analyzátoru i odkaz na výsledek této instrukce (v parametru funkce), kdyby byl 
potřeba pro další zpracovávání zdrojového kódu (například při podmíněném výrazu). Samotná funkce 
sem_an() vrací syntaktickému analyzátoru číselnou konstantu 0-3 podle toho, zda zpracování 
proběhlo bez chyby, či nikoliv. 
 
Po skončení všech operací spojených s analýzou kódu předá syntaktický analyzátor řízení 
interpretu zpět hlavnímu podprogramu – funkci main(). 
6.5 Interpret 
Interpret je volán jako podprogram inter() z hlavního řídícího programu. V podstatě je 
implementován jako while-cyklus s velkým přepínačem. Na začátku každého cyklu zkontroluje, zda 
již nedosáhl konce seznamu instrukcí, pokud ne přečte příslušnou instrukci, v přepínači najde, jakým 
způsobem ji máme vykonat, a provede ji. V případě instrukcí pro operace s maticemi, jsou potřebné 
funkce volány přímo v souboru matrix.c. Na konci každého cyklu posuneme ukazatel na další 
položku v seznamu instrukcí. Této praxe si můžeme dovolit i v případě instrukcí skoků a návěští, 
v případě skoku se ukazatel posune na instrukci návěští a na konci cyklu je načtena instrukce 
za návěštím. Nemůže se tedy nastat vykonávání instrukce návěští. V případě, že během vykonávání 
programu nastane nenadálá chyb, například pokud interpret nemá dostatek paměti pro alokování 




6.6 Implementace instrukcí SSE 
Naším cílem bylo implementovat operace s maticemi pomocí instrukcí SSE. Pro práci s maticí 
jsem definoval datový typ matrix. Ten je implementován jako datová struktura, v níž jsou kromě 
samotných položek matice uchovány i údaje o velikosti alokované paměti, počtu položek, počtu řádků 
a počtu sloupců.  
Samotná matice, jak je uvedeno výše, je načtena pomocí konečného automatu. Lexikální 
automat vrátí token s maticí, v jehož atributu je načtená matice v podobě řetězce znaků. Ten je 
potřeba převést do samotného datového typu matrix. Pro tento účel slouží funkce 
stringToMatrix(). V této funkci je kontrolována syntaxe samotné matice, tedy zda jsou počty 
sloupců pro každý řádek stejné. Proběhne li převod matice ze znakové podoby na číselnou v pořádku, 
pracuje se s maticí během dalšího překladu zdrojového kódu na vnitřní 3AD instrukce jako 
s obyčejnou proměnnou, konstantou. 
 
Pro výpočty operací s maticemi jsem implementoval funkce v souborech matrix.c 
a matrixint.c. V těchto souborech využívám hlavičkového souboru emmintrin.h. Zde 
můžeme najít definice jednotlivých funkcí reprezentující samotné instrukce SSE2. Výhodou užití 
zmiňovaného hlavičkového souboru je nedestruktivnost definovaných funkcí. Samotné instrukce SSE 
se chovají destruktivně, to znamená, že při každém provedení instrukce se přemaže jeden operand. 
Funkce v hlavičkovém souboru většinou vykonávají více instrukcí zároveň. Krom samotného výpočtu 
(například sčítání ve funkci _mm_add_) obsahují ještě instrukce simulující ono nedestruktivního 
chování, tedy zaručí, že operandy účastnící výpočtu nebudou zničeny. Dále ukládají výsledek 
do samostatného registru. 
Takže například zatímco my naprogramujeme funkce LOAD, ADD, STORE, které vloží 
operandy do registru, provedou výpočet a uloží výsledek zpět do paměti, funkce provedou ještě 
instrukce spojené s režií tohoto výpočtu, tedy nezničí operandy a uloží výsledek do samostatného 
registru. 
 
Tyto funkce z hlavičkového souboru emmintrin.h jsem využil pro implementaci všech 
početních operací s maticemi. 
  
V souborech matrix.c a matrixint.c najdeme právě funkce pro výpočty, kdy 
operandem jsou dvě matice nebo matice a konstanta, popřípadě samotná matice.  
Základy výpočtu pomocí instrukcí SSE objasním na příkladu součtu matic (stejně pracuje 
i funkce pro odečet matic). Funkce očekává jako parametry tři matice. První dvě jsou operandy 
a do třetí se uloží výsledek. Ze všeho nejdřív je potřeba zkontrolovat zda rozměry matice odpovídají 
dané operaci (pro sčítání matice musí být stejně velké). Pokud rozměry nejsou správné pro danou 
operaci, interpret se ukončí s chybou. Je li vše v pořádku, může interpret provést samotný součet. 
Jádro výpočtu tvoří for-cyklus. Řídící proměnná zde však není inkrementována po jedné, 
ale po čtyřech hodnotách. V těle for-cyklu dojde k načtení hodnot z obou matic do vektoru 
definovaného datovým typem __m128. K této operaci slouží funkce __mm_load_ (načte 4 čísla 
do registru XMM) pro příslušný datový typ. Nyní je možné již provést samotné sečtení čtyř hodnot 
ve vektorech __m128 s využitím funkce _mm_add_. Výsledek je pomocí _mm_store_ uložen 
do cílové matice. Samotný for-cyklus tedy nepočítá s jednou, ale rovnou se čtyřmi hodnotami 
zároveň. Celé sčítání končí, když řídící proměnná překročí počet položek v matici. Během výpočtu je 
matice postupně zvětšována.  
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Obdobný postup má i funkce pro násobení matice konstantou (obdobně u všech operací, kde 
operandy jsou matice a konstanta). Zde rovněž for-cyklus zpracovává čtyři hodnoty zároveň. 
Do prvního vektoru jsou opět načítány vstupní čísla matice, ve druhém vektoru jsou nastaveny 
všechny čtyři položky na hodnotu konstanty (pomocí funkce _mm_set_). Postup výpočtu je nyní 
shodný se součtem dvou matic. Instrukce násobení je obsažena ve funkci _mm_mul_.Výsledky jsou 
opět ukládány do cílové matice pomocí _mm_store_. 
 
Další a asi nejsložitější operací je násobení dvou matic. Při tomto výpočtu je nutné násobit 
mezi sebou řádky jedné matice se sloupci matice druhé. Vynásobením jednoho řádku s jedním 
sloupcem a následným sečtením sčítanců získáme jednu položku matice cílové. Pro názornost číslo 
a[2][2] v cílové matici vznikne vynásobením druhého řádku první matice s druhým sloupcem 
matice druhé. Sčítance pak ještě musíme sečíst.  
Pro samotný výpočet pomocí SSE napřed musíme načíst čtyři hodnoty ze sloupce druhé matice 
do pomocného pole, toto pole se následně vloží do vektoru. První matice je načítána stejně jako 
v předešlých funkcích. Po vynásobení se výsledek uloží opět do pomocného pole a pak se čísla 
v tomto poli vzájemně sečtou. To vše se opakuje v rámci for-cyklu, dokud není přečten celý sloupec. 
Pro další položku výsledné matice se postupuje stejně. Výsledek je pak vložen na příslušné místo 
do cílové matice. Tato funkce je náročná především pro svou režii. 
 
Zajímavé funkce slouží i k přetypování matic. Chování funkce je opět obdobné jako součet 
matic. Pomocí _mm_store_ jsou načteny čtyři hodnoty do XMM registru. Pomocí instrukce pro 
přetypování dojde k samotné změně datového typu čísel. Cílový vektor je opět uložen do cílové 
matice. 
 
Dalšími implementovanými funkcemi pracujícími se SSE jsou kopírování dvou matic 
a mocnění matic. 
 
Operace jsou implementovány jak pro datový typ int, tak pro datový typ float. Datový typ 
int však není plně kompatibilní se SSE2 instrukcemi, jež jsem použil. Tato skutečnost mírně 
komplikuje výpočet, kdy je nutné např. pro násobení dvou vektorů tyto vektory napřed přetypovat 
na datový typ float a zpět. 
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7 Testování a možná optimalizace 
7.1 Testování interpretu 
Jak jsem se zmínil v úvodu, instrukce MMX respektive SSE byli zavedeny především 
pro urychlení výpočtu v grafických operacích, kde počítače pracují s velkými maticemi. Vzhledem 
k tomu, že instrukce SSE operují s větším počtem dat najednou (např. se 4 čísly pro datový typ 
float), předpokládáme, že budou operace prováděné pomocí těchto instrukcí rychlejší. V mém 
bakalářském projektu jsem pro operace s maticemi tyto instrukce implementoval a nyní se pokusíme 
ověřit, zda jsou výpočty opravdu rychlejší. 
Pro test jsem připravil větší matici 650x40 a s ní jsem provedl stejnou operaci několikrát (40x) 
za sebou. K těmto větším rozměrům matice a několikerému opakování stejné operace jsem byl 
donucen faktem, že instrukce SSE se stávají efektivní až při práci s větším množstvím dat a pro malé 
matice jsou rozdíly v rychlostech minimální. 
Test jsem provedl pro 4 operace implementované v interpretu. Pro každou operaci jsem 
program třikrát spustil a výsledky jsem následně zaznamenal a zanesl do grafu. Pro všechny operace 
jsem provedl tři pokusy z důvodu možného zatížení systému a procesoru, kdy se v závislosti 
na aktuální zaneprázdněnost, operace prováděli různě dlouho (jednotlivé časy se však pro všechny tři 
moc neliší). 
Pro můj test jsem vybral následující operace: sčítání dvou matic, odčítání dvou matic, násobení 
matice konstantou a nakonec mocninu matice. Napřed jsem otestoval, jak rychle se provedou operace 
implementované pomocí klasického for-cyklu bez použití SSE. Pokus jsem pak opakoval pro stejné 
funkce s SSE instrukcemi. Obyčejné funkce bez SSE instrukcí byli začleněny přímo do interpretu, 











1. 1,128 1,692 
2. 1,107 1,707 
3. 1,095 1,679 
Obrázek 7.1: tabulka a graf pro součet matic 
 
 




1. 1,083 1,749 
2. 1,098 1,740 
3. 1,096 1,813 
























1. 0,929 1,550 
2. 0,957 1,568 
3. 0,968 1,533 
Obrázek 7.3: tabulka a graf pro násobení matice konstantou 
 
 




1. 3,142 3,218 
2. 3,049 3,004 
3. 2,956 2,981 
Obrázek 7.4: Tabulka a graf pro čtvrtou mocninu matice 
7.1.1.1 Komentář k testům 
Z tabulek a přiložených grafů (obrázek 7.1 až 7.4) je vidět, že operace s maticemi pomocí 
instrukcí SSE jsou přibližně o půl vteřiny rychlejší, než výpočty implementované pomocí obyčejného 
for-cyklu. Jediný rozdíl najdeme při mocnění matice. Výpočet obou funkcí trval v tomto případě 
přibližně stejnou dobu. To může být způsobeno špatnou optimalizací kódu, kdy rychlost výpočtu 
pomocí SSE zaniká ve vykonávání vedlejších pomocných operací. 
7.2 Navrhované optimalizace 
V této bakalářské práci jsem se soustředil na urychlení operací s maticemi v rámci interpretu 
jazyka matematických funkcí. Urychlení jsem se snažil dosáhnout zapracováním instrukcí procesoru 
SSE do početních funkcí. Z tabulek a grafů výše je patrné, že pro větší množství dat je urychlení běhu 
programu poměrně značné. 
I přesto však mohou být některé tyto operace urychleny. Hlavní rezervy můžeme spatřit 
především v práci s pamětí ve výpočetních funkcích např. pro násobení matic, respektive, jak již test 
napověděl, v mocnění matic. I přes použití instrukcí SSE jsou zde velké přesuny dat z paměti 
do paměti, které samotný výpočet mohou brzdit. 
Další vhodnou optimalizací do budoucna je zrychlení samotné práce interpretu. Například 
generování trojadresných instrukcí je implementováno jako slepé a generují se tak instrukce i pro 
bloky programu, u kterých je předem jasné, že se nikdy vykonávat nebudou. Další možností je 
urychlit některé automaty, především precedenční analyzátor, kde rovněž není práce s pamětí příliš 
efektivní. 
Poslední, ale zato nejlepší a nejpřínosnější optimalizace je doimplementování optimalizátoru 
vnitřního kódu. V současné době jsou vygenerovány instrukce přesně podle zdrojového kódu. 
V mnohých případech se dá řada operací zredukovat, popřípadě úplně vypustit. Bohužel 
implementace optimalizátoru vnitřního kódu je jedna z nejnáročnější a nejzdlouhavějších věcí 


















Během mého bakalářského projektu jsem se musel vypořádat s řadou problémů. Tím hlavním 
byla otázka, jakou bude mít samotný program strukturu. Rozhodl jsem se pro interpret, který zdrojový 
kód nepřekládá, ale rovnou ho vykonává.  
Sestrojil jsem konečný automat pro lexikální analyzátor, který načítá tokeny ze zdrojového 
souboru. Pomocí tohoto lexikálního analyzátoru je rovněž zpracováno načítání matic do speciálního 
datového typu. Toto řešení jsem zvolil především pro ušetření pamětí. Za použití druhého možného 
řešení (zpracování pomocí precedenčního analyzátoru), by mohla být režie spojená se zpracováním 
matic velmi zdlouhavá. Dále bylo nutné navrhnout vhodná derivační pravidla a na jejich základě 
sestrojit LL tabulku pro syntaktický analyzátor a precedenční tabulku pro precedenční syntaktický 
analyzátor. Oba analyzátory generují podle příslušných pravidel trojadresné instrukce. Nakonec jsem 
dodal interpret, jenž vykonává vnitřní kód. Kombinují se v něm dva přístupy ve vykonávání kódu. 
Některé triviální instrukce jsou vykonávány přímo samotným interpretem, pro některé složitější 
instrukce jsou volány speciální funkce v pomocném souboru. 
Stěžejním bodem práce je zapracování instrukcí procesoru SSE do výpočetních operací mého 
interpretu. Problém jsem řešil pomocí speciálně definovaného rozhraní pro jazyk C (C++) od firmy 
Intel, kde jsou definovány základní funkce, které zhruba odpovídají instrukcím procesoru. Tyto 
instrukce byly zapracovány do funkcí pro výpočetní operace matic. 
Ve druhé kapitole hned za úvodem jsem zpracoval základní pojmy a formální definice potřebné 
pro konstrukci interpretu. 
Po této sekci následuje seznámení s instrukcemi typu SSE. Nastiňuji zde v hlavních bodech 
historii instrukcí SSE a princip práce s nimi. Rovněž zde představuji rozhraní pro implementaci 
instrukcí v rámci jazyka C.  
Čtvrtá kapitola popisuje samotný mnou vymyšlený jazyk matematických funkcí. Uvádím zde, 
jak vypadají jednotlivé lexikální jednotky mého jazyka. Je zde uvedena tabulka klíčových slov, model 
konečného automatu mého interpretu a tabulky určující chod obou syntaktických analyzátorů. 
V páté kapitole popisuji implementaci jednotlivých částí. Je zde uvedeno, jakým způsobem 
jsou řešeny jednotlivé automaty. 
Následující kapitola se zabývá samotným zapracováním instrukcí SSE do interpretu 
a příkladem postupu výpočtu pro vybrané funkce obsahující rozhraní pro instrukce SSE. 
V předposlední kapitole jsem testoval, jaké zrychlení představují instrukce SIMD oproti 
klasické implementaci. Pro testovanou matici byla většina testovaných operací rychlejší oproti 
klasickému řešení výpočtu. Přesto mi jeden test napověděl, že existují možná další urychlení výpočtu 
a že práce s pamětí není ve všech operacích úplně ideální. 
Tato kapitola se rovněž zabývá možnými vylepšeními. Tím nejlepším z nich se jeví 
doimplementování optimalizátoru kódu. V současné době je implementováno pouze slepé generování 
trojadresných instrukcí, což není zdaleka ideální. Dalším možným vylepšením je již zmiňované 
zdokonalení práce s maticemi, či rozšíření možností načítání matice. 
Samotný mnou implementovaný interpret, je velice jednoduchý. Pro praktické použití je však 
potřeba řada dalších úprav. Tou nejdůležitější je optimalizace kódu. V současné době jsou 
generovány trojadresné instrukce, o kterých je jasné, že se vykonávat nebudou. Zároveň je možné 
jejich množství dále redukovat pomocí optimalizátoru. Další oblastí, ve které vidím určité rezervy, je 
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Příloha 1. CD/DVD s bakalářskou prací v elektronické podobě, zdrojovým textem bakalářské práce, 
programovou dokumentací a zdrojovými kódy interpretu. 
 
 
