Abstract. Let A ∈ R m×n be a matrix of rank r with singular value decomposition (SVD) A = r k=1 σ k (u k ⊗ v k ), where {σ k , k = 1, . . . , r} are singular values of A (arranged in a non-increasing order) and u k ∈ R m , v k ∈ R n , k = 1, . . . , r are the corresponding left and right orthonormal singular vectors. LetÃ = A + X be a noisy observation of A, where X ∈ R m×n is a random matrix with i.i.d. Gaussian entries, Xij ∼ N (0, τ 2 ), and consider its SVDÃ =
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Abstract. Let A ∈ R m×n be a matrix of rank r with singular value decomposition (SVD) A = r k=1 σ k (u k ⊗ v k ), where {σ k , k = 1, . . . , r} are singular values of A (arranged in a non-increasing order) and u k ∈ R m , v k ∈ R n , k = 1, . . . , r are the corresponding left and right orthonormal singular vectors. LetÃ = A + X be a noisy observation of A, where X ∈ R m×n is a random matrix with i.i.d. Gaussian entries, Xij ∼ N (0, τ 2 ), and consider its SVDÃ = m∧n k=1σ k (ũ k ⊗ṽ k ) with singular valuesσ1 ≥ . . . ≥σm∧n and singular vectorsũ k ,ṽ k , k = 1, . . . , m ∧ n.
The goal of this paper is to develop sharp concentration bounds for linear forms ũ k , x , x ∈ R m and ṽ k , y , y ∈ R n of the perturbed (empirical) singular vectors in the case when the singular values of A are distinct and, more generally, concentration bounds for bilinear forms of projection operators associated with SVD. In particular, the results imply upper bounds of the order O log(m+n) m∨n (holding with a high probability) on
and max
where b k are properly chosen constants characterizing the bias of empirical singular vectorsũ k ,ṽ k and {e
Introduction and main results
Analysis of perturbations of singular vectors of matrices under a random noise is of importance in a variety of areas including, for instance, digital signal processing, numerical linear algebra and spectral based methods of community detection in large networks (see [5] , [12] , [2] , [8] , [10] , [7] , [4] , [3] and references therein). Recently, random perturbations of singular vectors have been studied in Vu [14] , Wang [16] , O'Rourke et al. [9] , Benaych-Georges and Nadakuditi [1] . However, up to our best knowledge, this paper proposes first sharp results concerning concentration of the components of singular vectors of randomly perturbed matrices. At the same time, there has been interest in the recent literature in so called "delocalization" properties of eigenvectors of random matrices, see Vershynin [11] , Vu and Wang [15] and references therein. In this case, the "information matrix" A is equal to zero,Ã = X and, under certain regularity conditions, it is proved that the magnitudes of the components for the eigenvectors of X (in the case of symmetric square matrix) are of the order O log(n) √ n with a high probability. This is somewhat similar to the results on "componentwise concentration" of singular vectors ofÃ = A + X proved in this paper, but the analysis in the case when A = 0 is quite different (it relies on perturbation theory and on the condition that the gaps between the singular values are sufficiently large).
Later in this section, we provide a formal description of the problem studied in the current paper. Before this, we introduce the notations that will be used throughout the paper. For nonnegative K 1 , K 2 , the notation K 1 K 2 (equivalently, K 2 K 1 ) means that there exists an absolute constant C > 0 such that K 1 ≤ CK 2 ; K 1 ≍ K 2 is equivalent to K 1 K 2 and K 2 K 1 simultaneously. In the case when the constant C might depend on γ, we provide these symbols with subscript γ : say, K 1 γ K 2 . There will be many constants involved in the arguments that may evolve from line to line.
In what follows, ·, · denotes the inner product of finite-dimensional Euclidean spaces. For N ≥ 1, e N j , j = 1, . . . , N denotes the canonical basis of the space R N . If P is the orthogonal projector onto a subspace L ⊂ R N , then P ⊥ denotes the projector onto the orthogonal complement L ⊥ . With a minor abuse of notation, · denotes both the l 2 -norm of vectors in finitedimensional spaces and the operator norm of matrices (i.e., their largest singular value). The Hilbert-Schmidt norm of matrices is denoted by · 2 . Finally, · ∞ is adopted for the l ∞ -norm of vectors.
In what follows, A ′ ∈ R n×m denotes the transpose of a matrix A ∈ R m×n . The following mapping Λ : R m×n → R (m+n)×(m+n) will be frequently used:
Note that the image Λ(A) is a symmetric (m + n) × (m + n) matrix. Vectors u ∈ R m , v ∈ R n , etc. will be viewed as column vectors (or m × 1, n × 1, etc matrices). For u ∈ R m , v ∈ R n , denote by u ⊗ v the matrix uv ′ ∈ R m×n . In other words, u ⊗ v can be viewed as a linear transformation from R n into R m defined as follows: (u ⊗ v)x = u v, x , x ∈ R n . Let A ∈ R m×n be an m × n matrix and let
be its singular value decomposition (SVD) with singular values σ 1 ≥ . . . ≥ σ m∧n ≥ 0, orthonormal left singular vectors u 1 , . . . , u m∧n ∈ R m and orthonormal right singular vectors v 1 , . . . , v m∧n ∈ R n . If A is of rank rank(A) = r ≤ m ∧ n, then σ i = 0, i > r and the SVD can be written as A = r i=1 σ i (u i ⊗ v i ). Note that in the case when there are repeated singular values σ i , the singular vectors are not unique. In this case, let µ 1 > . . . µ d > 0 with d ≤ r be distinct singular values of A arranged in decreasing order and denote ∆ k := {i :
It is straightforward to check that the following relationships hold:
This implies, in particular, that the operators P uu k , P vv k are orthogonal projectors (in the spaces R m , R n , respectively). It is also easy to check that
The SVD of matrix A can be rewritten as A = d k=1 µ k P uv k and it can be shown that the operators P uv k , k = 1, . . . , d are uniquely defined. Let
For k = 1, . . . , d, denote
and also µ −k := −µ k .
Using relationships (1.1), (1.2) , it is easy to show that
are also symmetric, they are orthogonal projectors onto mutually orthogonal subspaces of R m+n . Note that, by a simple algebra, B = 1≤|k|≤d µ k P k , implying that µ k are distinct eigenvalues of B and P k are the corresponding eigenprojectors. Note also that if 2 d k=1 ν k < m+n, then zero is also an eigenvalue of B (that will be denoted by µ 0 ) of multiplic-
will play a crucial role in what follows since it allows to reduce the analysis of SVD for matrix A to the spectral representation B = 1≤|k|≤d µ k P k . In particular, the operators P 
It will be assumed in what follows that A is perturbed by a random matrix X ∈ R m×n with i.i.d. entries X ij ∼ N (0, τ 2 ) for some τ > 0. Given the SVD of the perturbed matrix To this end, we will use the estimatorsP
and our main goal will be to study the fluctuations of the bilinear forms of these random operators around the bilinear forms of operators
In the case when the singular values of A are distinct, this would allow us to study the fluctuations of linear forms of singular vectorsũ i ,ṽ i around the corresponding linear forms of u i , v i which would provide a way to control the fluctuations of components of "empirical" singular vectors in a given basis around their true counterparts. Clearly, the problem can be and will be reduced to the analysis of spectral representation of a symmetric random matrix
that can be viewed as a random perturbation of the symmetric matrix B.
The spectral representation of this matrix can be written in the form
If the operator norm Γ of the "noise" matrix Γ is small enough comparing with the "spectral gap" of the k-th eigenvalue µ k of B (for some k = 1, . . . , d), then it is easy to see thatP k := i∈∆ k (θ i ⊗θ i ) is the orthogonal projector on the direct sum of eigenspaces ofB corresponding to the "cluster" {σ i :
. Thus, it is enough to study the fluctuations of bilinear forms of random orthogonal projectorsP k around the corresponding bilinear form of the spectral projectors P k to derive similar properties of operators
k . We will be interested in bounding the bilinear forms of operatorsP k −P k for k = 1, . . . , d. To this end, we will provide separate bounds on the random errorP k − EP k and on the bias EP k − P k . For k = 1, . . . , d,ḡ k denotes the distance from the eigenvalue µ k to the rest of the spectrum of A (the eigengap of µ k ). More specifically, for 2
The main assumption in the results that follow is that E X <ḡ k 2 (more precisely, E X ≤ (1 − γ)ḡ k 2 for a positive γ). In view of the concentration inequality of Lemma 2.1 in the next section, this essentially means that the operator norm of the random perturbation matrix Γ = X is strictly smaller than one half of the spectral gapḡ k of singular value µ k . Since, again by Lemma 2.1, E X ≍ τ √ m ∨ n, this assumption also means that g k τ √ m ∨ n (so, the spectral gapḡ k is sufficiently large). Our goal is to prove that, under this assumption, the values of bilinear form P k x, y of random spectral projectorP k have tight concentration around their means (with the magnitude of deviations of the order 1 m∨n ). We will also show that the bias EP k − P k of the spectral projectorP k is "aligned" with the spectral projector P k (up to an error of the order 1 m∨n in the operator norm). More precisely, the following results hold.
There exists a constant D γ > 0 such that, for all x, y ∈ R m+n and for all t ≥ 1, the following inequality holds with probability at least 1 − e −t :
Assuming that t m ∨ n and taking into account that τ √ m ∨ n ≍ E X ≤ḡ k , we easily get from the bound of Theorem 1.1 that
so, the fluctuations of P k x, y around its expectation are indeed of the order
The next result shows that the bias EP k − P k ofP k can be represented as a sum of a "low rank part" P k (EP k − P k )P k and a small remainder. 
Moreover, suppose that for some γ ∈ (0, 1),
Then, there exists a constant C γ > 0 such that
( 1.6) Since, under the assumption (1.6) implies that the following representation holds
with the remainder T k satisfying the bound
We will now consider a special case when µ k has multiplicity 1 (ν k = 1). In this case,
Note that on the event Γ = X <ḡ k 2 that is assumed to hold with a high probability, the multiplicity ofσ i k is also 1 (see the discussion in the next section after Lemma 2.2). Note also that the unit eigenvectors θ i k ,θ i k are defined only up to their signs. Due to this, we will assume without loss of generality that
Therefore,
and b k turns out to be the main parameter characterizing the bias ofP k .
On the other hand, by bound (1.5) of Theorem 1.2,
In the next theorem, it will be assumed that the bias is not too large in the sense that b k is bounded away by a constant γ > 0 from −1.
m+n and for all t ≥ 1 with probability at least 1 − e −t ,
Assuming that t m ∨ n, the bound of Theorem 1.3 implies that
Therefore, the fluctuations of
Recall that 
For the proof, it is enough to take t = 2 log(m + n), x = e m+n i
, i = 1, . . . , (m + n) and to use the bound of Theorem 1.3 along with the union bound. Then recalling that
Theorem 1.3 shows that the "naive estimator" θ i k , x of linear form θ i k , x could be improved by reducing its bias that, in principle, could be done by its simple rescaling
Of course, the difficulty with this approach is related to the fact that the bias parameter b k is unknown. We will outline below a simple approach based on repeated observations of matrix A. More specifically, letÃ
be two independent copies ofÃ and denoteB
be the eigenvectors ofB 1 andB 2 corresponding to their eigenvalues 
Proofs of the main results
The proofs follow the approach of Koltchinskii and Lounici [6] who did a similar analysis in the problem of estimation of spectral projectors of sample covariance. We start with discussing several preliminary facts used in what follows. Lemma 2.1 and Lemma 2.2 below provide moment bounds and a concentration inequality for Γ = X . The bound on E X of Lemma 2.1 is available in many references (see, e.g., Vershynin [13] ). The concentration bound for X is a straightforward consequence of the Gaussian concentration inequality. The moment bounds of Lemma 2.2 can be easily proved by integrating out the tails of the exponential bound that follows from the concentration inequality of Lemma 2.1.
Lemma 2.1. There exist absolute constants c 0 , c 1 , c 2 > 0 such that
and for all t > 0,
Lemma 2.2. For all p ≥ 1, it holds that
According to a well-known result that goes back to Weyl, for symmetric 
Assuming that Γ <ḡ k 2 , we get that {σ j : j ∈ ∆ k } ⊂ (µ k −ḡ k /2, µ k +ḡ k /2) and the rest of the eigenvalues ofB are outside of this interval. Moreover, if Γ <ḡ k 4 , then the cluster of eigenvalues {σ j : j ∈ ∆ k } is localized inside a shorter interval (µ k −ḡ k /4, µ k +ḡ k /4) of radiusḡ k /4 and its distance from the rest of the spectrum ofB is > 3 4ḡ k . These simple considerations allow us to view the projection operatorP k = j∈∆ k (θ j ⊗θ j ) as a projector on the direct sum of eigenspaces ofB corresponding to its eigenvalues located in a "small" neighborhood of the eigenvalue µ k of B, which makesP k a natural estimator of P k .
Define operators C k as follows:
In the case when 2 d k=1 ν k < m + n and, hence, µ 0 = 0 is also an eigenvalue of B, it will be assumed that the above sum includes s = 0 with P 0 being the corresponding spectral projector.
The next simple lemma can be found, for instance, in Koltchinskii and Lounici [6] . Its proof is based on a standard perturbation analysis utilizing Riesz formula for spectral projectors. Lemma 2.3. The following bound holds:
Proof of Theorem 1.1. Since EL k (Γ) = 0, it is easy to check that
We will first provide a bound on the bilinear form of the remainder R k (Γ)x, y . Note that
is a function of the random matrix X ∈ R m×n since Γ = Λ(X) (see (1.3) ). When we need to emphasize this dependence, we will write Γ X instead of Γ. With some abuse of notation, we will view X as a point in R m×n rather than a random variable.
Let 0 < γ < 1 and define a function h x,y,δ (·) : R m×n → R as follows:
where φ is a Lipschitz function with constant 1 γ on R + and 0 ≤ φ(s) ≤ 1. More precisely, assume that φ(s) = 1, s ≤ 1, φ(s) = 0, s ≥ (1 + γ) and φ is linear in between. We will prove that the function X → h x,y,δ (X) satisfy the Lipschitz condition. Note that
To control the norm S k (Γ X1 ) − S k (Γ X2 ) , we need to apply Lemma 4 from [6] . It is stated below without the proof. 
We now derive the Lipschitz condition for the function X → h x,y,δ (X).
Lemma 2.5. Under the assumption that
Proof. Suppose first that max( Γ X1 , Γ X2 ) ≤ (1 + γ)δ. Using Lemma 2.4 and Lipschitz properties of function φ, we get
In the case when min( Γ X1 , Γ X2 ) ≥ (1 + γ)δ, we have h x,y,δ (X 1 ) = h x,y,δ (X 2 ) = 0, and (2.2) trivially holds. Finally, in the case when
The case Γ X2 ≤ (1 + γ)δ ≤ Γ X1 is similar.
Our next step is to apply the following concentration bound that easily follows from the Gaussian isoperimetric inequality. Lemma 2.6. Let f : R m×n → R be a function satisfying the following Lipschitz condition with some constant L > 0 :
Then there exists some constant D 1 > 0 such that for all t ≥ 1,
The next lemma is the main ingredient in the proof of Theorem 1.1. It provides a Bernstein type bound on the bilinear form R k (Γ)x, y of the remainder R k in the representation (2.1).
Lemma 2.7. Suppose that, for some
Then, there exists a constant D γ > 0 such that for all x, y ∈ R m+n and all t ≥ log(4), the following inequality holds with probability at least
Proof. Define δ n,m (t) := E Γ + c 2 τ √ t. By the second bound of Lemma 2.1, with a proper choice of constant c 2 > 0, P{ Γ ≥ δ n,m (t)} ≤ e −t . We first consider the case when c 2 τ
for some γ ′ ∈ (0, 1) depending only on γ. Therefore, it enables us to use Lemma 2.5 with δ := δ n,m (t). Recall that h x,y,δ (X) = S k (Γ)x, y φ Γ δ and let M := Med S k (Γ)x, y . Observe that, for t ≥ log(4),
. Therefore, by applying lemmas 2.5,2.6, we conclude that with probability at least 1 − e −t ,
Since, by the first bound of Lemma 2.1, δ n,m (t) τ ( √ m ∨ n + √ t), we get that with the same probability
Moreover, on the event { Γ ≤ δ n,m (t)} that holds with probability at least 1 − e −t , h x,y,δ (X) = S k (Γ)x, y . Therefore, the following inequality holds with probability at least 1 − 2e −t :
We still need to prove a similar inequality in the case c 2 τ
implying that δ n,m (t) γ τ √ t. It follows from Lemma 2.3 that
This implies that with probability at least 1 − e −t ,
Since t ≥ log(4) and e −t ≤ 1/4, we can bound the median M of S k (Γ)x, y as follows:
which immediately implies that bound (2.3) holds under assumption c 2 τ √ t ≥ γ 2ḡ k 2 as well. By integrating out the tails of exponential bound (2.3), we obtain that
which allows us to replace the median by the mean in concentration inequality (2.3). To complete the proof, it remains to rewrite the probability bound 1 − 2e −t as 1 − e −t by adjusting the value of the constant D γ .
Lemma 2.8. For all x, y ∈ R m+n and t > 0,
, where x 1 , y 1 ∈ R m , x 2 , y 2 ∈ R n , then it is easy to check that Γx, y = Xx 2 , y 1 + Xy 2 , x 1 . Clearly, the random variable Γx, y is normal with mean zero and variance
Since X is an m × n matrix with i.i.d. N (0, τ 2 ) entries, we easily get that
and, similarly, E Xy 2 , x 1 2 = τ 2 x 1 2 y 2 2 .
As a consequence, the random variable L k (Γ)x, y is also normal with mean zero and its variance is bounded from above as follows:
Since P k ≤ 1 and
The bound of the lemma easily follows from standard tail bounds for normal random variables.
The upper bound on | (P k − EP k )x, y | claimed in Theorem 1.1 follows by combining Lemma 2.7 and Lemma 2.8.
. It follows from the bound on S k (Γ) of Lemma 2.3 that
and the bound of Lemma 2.2 implies that
which proves (1.5). Let δ n,m := E Γ + c 2 τ log(m + n). It follows from Lemma 2.1 that, with a proper choice of constant c 2 > 0,
In the case when c 2 τ log(m + n) > γ 2ḡ k 2 , the proof of bound (1.6) is trivial. Indeed, in this case
In the rest of the proof, it will be assumed that c 2 τ log(m + n) ≤ γ 2ḡ k 2 which, together with the condition
The following decomposition of the bias EP k − P k is obvious:
We start with bounding the part of the expectation in the right hand side of (2.5) that corresponds to the event { Γ ≤ δ n,m } on which we also have Γ <ḡ k 2 . Under this assumption, the eigenvalues µ k of B and σ j (B), j ∈ ∆ k ofB are inside the circle γ k in C with center µ k and radiusḡ k 2 . The rest of the eigenvalues of B,B are outside of γ k . According to the Riesz formula for spectral projectors,P
where R T (η) = (T − ηI) −1 , η ∈ C \ σ(T ) denotes the resolvent of operator T (σ(T ) being its spectrum). It is also assumed that the contour γ k has a counterclockwise orientation. Note that the resolvents will be viewed as operators from C m+n into itself. The following power series expansion is standard:
where the series in the last line converges because
holds for all η ∈ γ k . One can easily verify that
The following spectral representation of the resolvent will be used
where the sum in the right hand side includes s = 0 in the case when µ 0 = 0 is an eigenvalue of B (equivalently, in the case when 2
Then, for r ≥ 2,
The above representation easily follows from the following simple observation:
As a result,
where {θ l , l ∈ ∆ k } are orthonormal eigenvectors corresponding to the eigenvalue µ k . Therefore, for any y ∈ R m+n ,
Also, for any x ∈ R m+n , we have to bound
In what follows, we need some additional notations. Let X and we get
Observe that the random variable (R B (η)Γ) with t j = k and with non-random complex coefficients. On the other hand,
These two facts imply that (R B (η)Γ) . . , n, t = k} are independent. Since they are mean zero normal random variables andX c j , j = 1, . . . , n are independent, it is enough to check that, for all j = 1, . . . , n, t = k, P kX c j and P tX c j are uncorrelated. To this end, observe that 
Then, conditionally on {P tX c j : t = k, j = 1, . . . , n}, the random vector (κ (1) (x), κ (2) (x)) has the same distribution as mean zero Gaussian random vector in R 2 with covariance,
(to check the last claim, it is enough to compute conditional covariance of (κ (1) (x), κ (2) (x)) given {P tX c j : t = k, j = 1, . . . , n} using the fact that (R B (η)Γ)
Furthermore,
Under the assumption δ n,m <ḡ k 2 , the following inclusion holds:
(2.10)
A similar bound holds also for
For the proof, it is enough to observe that Therefore, substituting the above bounds in (2.6) and taking into account that |µ k − η| =ḡ k 2 , η ∈ γ k and that the length of the contour of integration γ k is equal to 2πḡ k 2 , we get 
Furthermore, the same bound, obviously, holds for
and, by similar arguments, it can be demonstrated that it also holds for
(the only different term in this case is (R B (η)Γ) rR B (η), but, since {µ t , t = k} are outside of the circle γ k , it simply leads to γ k (R B (η)Γ) rR B (η)dη = 0). It remains to observe that
and to substitute the above bounds to identity (2.5) to get that
which implies the claim of the theorem.
Proof of Theorem 1.3. By a simple computation (see Lemma 8 and the derivation of (6.6) in [6] ), the following identity holds 12) where ρ k (x) := (P k − (1 + b k )P k )θ i k , x , x ∈ R m+n . In what follows, assume that x = 1. By the bounds of theorems 1.1 and 1.2, with probability at least 1 − e −t :
The assumption E X ≤ (1 − γ)ḡ to complete the proof of bound (1.9).
Assume that x ≤ 1. Recall that under the assumptions of the corollary, τ √ m ∨ n γḡk and, if
