The following generalisation of the Erdős unit distance problem was recently suggested by Palsson, Senger and Sheffer. Given k positive real numbers δ 1 , . . . , δ k , a
Introduction
Determining the maximum possible number of pairs u d (n) at distance 1 apart in a set of n points in R d for d = 2, 3 is one of the central questions in combinatorial geometry. The planar version, determining u 2 (n) is also known as the Erdős unit distances problem. The question dates back to 1946, and despite much effort, the best known upper and lower bounds are still very far apart. For some constants C, c > 0, we have n 1+c/ log log n ≤ u 2 (n) ≤ Cn 4/3 , where the lower bound is due to Erdős [2] and the upper bound is due to Spencer, Szemerédi and Trotter [6] .
As in the planar case, the best known upper and lower bounds in the 3-dimensional case are far apart (although the gap is not as vexing). For some c, C > 0, we have cn 4/3 log log n ≤ u 3 (n) ≤ Cn 295/137+ε , (1) where the lower bound is due to Erdős [3] , and the upper bound is due to Zahl [7] . The latter is a recent improvement upon the upper bound O(n 3/2 ) Kaplan, Matoušek, Safernová, and Sharir [4] , and Zalh [8] . In contrast, for d ≥ 4 we have u d (n) = Θ(n 2 ).
Palsson, Senger and Sheffer [5] suggested the following generalisation of the unit distance problem. Let δ = (δ 1 , . . . , δ k ) be a sequence of k positive reals. A (k + 1)-tuple (p 1 , . . . , p k+1 ) in R d is called a (k, δ)-chain if p i − p i+1 = δ i for all i = 1, . . . , k. For every fixed k determine C d k (n), the maximum number of (k, δ)-chains that can be spanned by a set of n points in R d , where the maximum is taken over all δ. In the planar case, the following upper bounds were found in [5] in terms of the maximum number of unit distances.
Proposition 1 (Palsson, Senger, and Sheffer [5] ).
If u 2 (n) = O(n 1+ε ) for any ε > 0, which is conjectured to hold, the proposition above is almost sharp, with the almost matching lower bounds given in Theorem 1. However, as we have already mentioned, we are very far from determining the exact value of u 2 (n), and in general it proved to be a very hard problem. Thus, it is interesting to obtain "unconditional" bounds, which quality depends on the value of u 2 (n) as little as possible. In [5] , the authors prove the following "unconditional" upper bounds in the planar case.
Theorem 1 (Palsson, Senger, and Sheffer [5] ). We have C 2 2 (n) = Θ(n 2 ), and for every k ≥ 3 Ω n ⌊(k+1)/3⌋+1 = C 2 k (n) = O n 2k/5+1+γ(k) ,
where γ k ≤ 1 12 , and γ k → 4 75 as k → ∞. In our main result, in two-third of the cases we almost determine the value of C k (n), no matter what the value of u 2 (n) is. Further, we show that in the remaining cases determining C k (n) essentially reduces to determining the maximum number of unit distances.
Theorem 2. For any integer k ≥ 1 we have
and for any ε > 0 we have
Here and in what follows, f (n) =Õ(g(n)) means that there exist positive constants c 1 , C 1 such that f (n)/g(n) ≤ C 1 log c 1 n for any n. We write f (n) =Ω(g(n)) if g(n) =Õ(f (n)), and f (n) =Θ(g(n)) if f (n) =Õ(g(n)) and g(n) =Õ(f (n)).
Let us turn our attention to the 3-dimensional case. The following was proved in [5] .
Theorem 3 (Palsson, Senger, and Sheffer [5] ). For any integer k ≥ 2, we have
We improve their upper bound and essentially settle the problem for even k.
Theorem 4. For any integer k ≥ 2 we have
In particular, for even k we have
We also improve the lower bound from Theorem 3 for odd k. Let us 3 (n) be the maximum number of pairs at unit distance apart between a set of n points in R 3 and a set of n points on a sphere in R 3 . Proposition 2. Let k ≥ 3 odd. Then we have
In general, we cannot tell which of the two is better, since the best known upper and lower bounds on us 3 (n) are also far apart. However, for large k the second term is larger than the first due to (1) .
Finally, we note that for d ≥ 4 we have C d k (n) = Θ(n k+1 ). Indeed, we clearly have C d k (n) = O(n k+1 ). To see that C d k (n) = Ω(n k+1 ), take two orthogonal circles of radius 1/ √ 2 centred at the origin and choose n/2 points on each of them.
Preliminaries
We denote by u d (m, n) the maximum number of incidences between a set of m points and n spheres 1 of fixed radius in R d . In other words, u d (m, n) is the maximum number of red-blue pairs at a given distance in a set of m red and n blue points in R d . By the result of Spencer, Szemerédi and Trotter [6] , we have
We say that a point p is n α -rich with respect to a set P ⊆ R d and distance δ, if the sphere of radius δ around p contains at least n α points of P . If P ⊆ R 2 and |P | = n x , then (2) implies that the number of points that are n α -rich with respect to P and a given distance
The following bound is due to Zahl [7] and independently Kaplan, Matoušek, Savernová, and Sharir [4] u 3 (m, n) = O m 
This implies that for P ⊆ R 3 with |P | = n x the number of points that are n α -rich with respect to P and a given distance δ is
3 Bounds in R 2
For δ = (δ 1 , . . . , δ k ) and P 1 . . . , P k+1 ⊆ R 2 we denote by C δ k (P 1 , . . . , P k ) the family of (k + 1)tuples (p 1 , . . . , p k+1 ) with p i ∈ P i for all i ∈ [k + 1], p i − p i+1 = δ i for all i ∈ [k] and with p i = p j for i = j. Let C δ k (P 1 , . . . , P k+1 ) = |C δ k (P 1 , . . . , P k+1 )| and C k (n 1 , . . . , n k+1 ) = max C δ k (P 1 , . . . , P k+1 ),
where the maximum is taken over all choices of δ and the sets P 1 , . . . , P k+1 subject to |P i | ≤ n i for all i ∈ [k + 1].
It is easy to see that C 2 k (n) ≤ C k (n, . . . , n) ≤ C 2 k ((k + 1)n). Since k is constant and we are only interested in the order of magnitude of C 2 k (n) for fixed k, we are going to bound C k (n, . . . , n) instead of C 2 k (n). In Section 3.1, we are going to prove the lower bounds from Theorem 2. In Section 3.2, we are going to prove an upper bound on C k (n, . . . , n), which is almost tight for k ≡ 0, 2 (mod 3). The case k ≡ 1 (mod 3) is significantly more complicated. We will treat the case k = 4 separately in Section 3.3, and then the general k in Section 3.4.
Lower bounds
For completeness, we present constructions for all congruence classes modulo 3. For k ≡ 0, 2 they were described in [5] .
First, note that C 0 (n) = n and C 1 (n, n) = u 2 (n). For k = 2, let P 2 = {x} for some point x, and let P 1 , P 2 be sets of n points on the unit circle around x. It is not hard to see that C 2 (P 1 , P 2 , P 3 ) ≥ n 2 , implying the lower bound C 2 (n, n) = Ω(n 2 ). To obtain lower bounds in Theorem 2, it is thus sufficient to show that C k+3 (n, . . . , n) ≥ nC k (n, . . . , n).
To see this take a construction with k+1 parts P 1 , . . . , P k+1 of size n that contains C k (n, . . . , n) k-chains. Next, fix an arbitrary point x on the plane and choose distances δ k+1 , δ k+2 to be sufficiently large so that x can be connected to each of the points in P k+1 by a 2-chain with distances δ k+1 and δ k+2 . Set P k+3 = {x} and let P k+2 be the set of intermediate points of the 2-chains described above. Finally, let δ k+3 = 1, and P k+4 a set of n points on the unit circle around x. It is not hard to see that the number of (k + 3)-chains in P 1 × · · · × P k+4 is at least nC k (n).
Note that it is not hard to modify this construction to show that for any given δ we have
However, for k ≡ 1 (mod) 3, our construction to show that C δ k (n, . . . , n) = Ω(n (k−1)/2 u 2 (n)) only works if δ 1 is much smaller than δ 2 and δ 3 .
Upper bound for k ≡ 0, 2 (mod 3)
We fix δ = (δ 1 , . . . , δ k ) throughout the remainder of Section 3 and leave δ out of the notation. All logs are base 2. Theorem 5 implies the upper bounds in Theorem2 for k ≡ 0, 2 (mod) 3 with substituting x = y = 1. It is easier however to prove this more general statement then the upper bounds in Theorem 2 directly. Having varied sizes of the first and the last groups of points allows for a seamless use of induction.
Proof of Theorem 5. The proof is by induction on k. Let us first verify the statement for k ≤ 2. (Note that, for k = 0, we should have x = y.) We have
C 2 (n x , n, n y ) ≤ n x n y = O n 4+x+y 3
.,
where (7) follows from (2) and (8) follows from the fact that each pair (p 1 , p 2 ) can be extended to a 2-chain (p 1 , p 2 , p 3 ) in at most 2 different ways.
Next, let k ≥ 3. Take P 1 , . . . , P k+1 ⊆ R 2 with |P 1 | = n x , |P k+1 | = n y , and |P 2 | = · · · = |P k | = n. Denote by P α 2 ⊆ P 2 the set of those points in P 2 that are at least n α -rich but at most 2n α -rich with respect to P 1 and δ 1 . Similarly, we denote by P β k ⊆ P k the set of those points in P k that are at least n β -rich but at most 2n β -rich with respect to P k+1 and δ k .
It is not hard to see that
where the union is taken over all α, β ∈ { i log n : i = 0, . . . , ⌈log n⌉}. Since the cardinality of the latter set is at most log n + 2, it is sufficient to prove that for every α and β we have
To prove this, we consider three cases.
By induction we have
These two displayed formulas and the fact that f (k − 3) = f (k) − 1 imply (9).
Case 2: β ≥ y 2 . By symmetry, this case can be treated in the same way as Case 1.
If k ≡ 1 (mod 3) then the argument above does not work. However, we then have f (k) = f (k − 1) + 1, and we can use the bound
obtained in an analogous way. This gives
Upper bound for k = 4
In this section we prove the upper bound in Theorem 2 for k = 4. Let P 1 , . . . , P 5 be five sets of n points. We will show that C 4 (P 1 , . . . , P 5 ) =Õ(u 2 (n)n). Instead of (3) we need the following more general bound on the number of rich points.
Observation 1 (Richness bound). Let n y be the maximum possible number of points that are n α -rich with respect to a set of n x points and some distance δ. Then we have
or, equivalently
The proof (10) follows immediately from the definition of n α richness and u 2 (n x , n y ).
Let Λ := i log n : i = 0, . . . , ⌈log n⌉ 4 . For any α = (α 2 , α 3 , α 4 , α 5 ) ∈ Λ set Q α 1 = P 1 and for i = 2, . . . , 5 define recursively Q α i to be the set of those points in P i that are at least n α i -rich but at most 2n α i -rich with respect to Q i−1 and δ i .
It is not difficult to see that
We have |Λ| =Õ(1) and thus, in order to prove the theorem, it is sufficient to show that for every α ∈ Λ we have C 4 (Q α 1 , . . . , Q α 5 ) = O (n · u 2 (n, n)) . From now on, fix α = (α 2 , . . . , α 5 ), and denote
Then we have
Indeed, each chain (p 1 , . . . , p 5 ) with p i ∈ Q i can be obtained in the following five steps.
• Step 1: Pick p 5 ∈ Q 5 .
• Step i (2 ≤ i ≤ 5): Pick a point p 6−i ∈ Q 6−i at distance δ 6−i from p 7−i .
In the first step we have n x i choices, and for i ≥ 2 in the i-th step we have at most 2n α i choices. Further, by Observation 1, for each i ≥ 2 we have
Combining (12) and (13), we obtain
By (2) we have
Note that the maximum is attained on the second (third) term iff
To bound C 5 (Q 1 , . . . , Q 5 ) we consider several cases depending on on which of these three terms the maximum above is attained for different i.
Substituting each of these two displayed formulas into (14) and taking their product, we obtain
which concludes the proof in this case.
Case 2:
There is an 2 ≤ i ≤ 5 such that
We distinguish three cases based on for which i this holds.
Case 2.1: (15) holds for i = 2 or 5. In particular, this implies u 2 (n x 1 , n x 2 ) = O(n) or u 2 (n x 4 , n x 5 ) = O(n). The following lemma finishes the proof in this case. Lemma 1. Let R 1 , . . . , R 5 ⊆ R 2 such that |R i | ≤ n for every i ∈ [5] . If either u 2 (R 1 , R 2 ) = O(n) or u 2 (R 4 , R 5 ) = O(n) holds, then C 4 (R 1 , . . . , R 5 ) = O (n · u 2 (n, n)).
Proof. We have
Indeed, every 4-tuple (r 1 , r 2 , r 4 , r 5 ) with r i ∈ R i can be extended in at most two different ways to a 4-chain (r 1 , . . . , r 5 ) ∈ R 1 × · · · × R 5 . At the same time, the number of 4-tuples with r 1 − r 2 = δ 1 , r 4 − r 5 = δ 4 is at most u 2 (R 1 , R 2 )u 2 (R 4 , R 5 ).
Case 2.2: (15) holds for i = 4. Note that if x 4 ≤ x 3 2 ≤ 1 2 , then u 2 (n x 5 , n x 4 ) = O(n) and we can apply Lemma 1 to conclude the proof in this case. Thus we may assume that x 3 ≤ x 4 2 and hence u 2 (n x 4 , n x 3 ) = O(n x 4 ). This means that n α 4 = O(1). Thus to finish the proof of this case, it is sufficient to prove the following claim.
and every point of R 4 is O(1) rich with respect to R 3 and δ 3 . Then C 4 (R 1 , . . . , R 5 ) = O (n · u 2 (n, n)).
Proof. Every 4-chain (r 1 , . . . , r 5 ) can be obtained in the following steps.
• Pick a pair (r 4 , r 5 ) ∈ R 4 × R 5 with r 4 − r 5 = δ 4 .
• Choose r 3 ∈ R 3 at distance δ 3 from r 4 .
• Pick a point r 1 ∈ R 1 .
• Extend (r 1 , r 3 , r 4 , r 5 ) to a 4-chain.
In the first step, we have at most u 2 (n, n) choices, in the third at most n choices, and in the other two steps at most O(1). Case 2.3 (15) holds for i = 3 only. Arguing as in Case 2.2, we may assume that Then we have
Upper bound for k ≡ 1 (mod 3)
We will prove the upper bound in Theorem 2 for k ≡ 1 by induction k. The k = 1 case follows from the definition of u 2 (n, n), thus we may assume that k ≥ 4. For the rest of the section fix ε ′ > 0, and sets P 1 , . . . , P k+1 ⊆ R 2 of size n, further let ε = ε ′ 4k . We are going to show that C k (P 1 , . . . , P k+1 ) = O(n (k−1)/3+ε ′ u(n)).
The first step of the proof is to find a certain covering of P 1 × · · · × P k+1 , which resembles the one used for the k = 4 case, although is more elaborate. (The goal of this covering is to make the corresponding graph between each of the two consecutive parts 'regular on both directions' in a certain sense.)
Let
We cover the product P = P 1 × · · · × P k+1 by fine-grained classes P γ 1 × . . . × P γ k+1 encoded by the sequence γ = (γ 1 , γ 2 , . . .) of length at most (k + 1)ε −1 + 1 with γ j ∈ Λ for each j = 1, 2, . . . . One property that we shall have is
To find the covering, first we define a function D that receives a parity digit j ∈ {0, 1}, a product set R := R 1 × . . . × R k+1 and an α ∈ Λ, and outputs a product set D(j,
Definition of D
• If j = 1 then let R 1 (α) := R 1 and for i = 2, . . . , k + 1 define R i (α) iteratively to be the set of points in R i that are at least n α i , but at most n α i +ε -rich with respect to R i−1 (α) and δ i−1 .
• If j = 0 then apply the same procedure, but in reverse order. That is, let R k+1 (α) = R k+1 and for i = k, k − 1, . . . , 1 define R i (α) iteratively to be the set of points in R i that are at least n α i but at most n α i +ε -rich with respect to R i+1 (α) and δ i .
For a sequence γ = (γ 1 , γ 2 , . . .) with γ j ∈ Λ, we define P γ recursively as follows. Let P ∅ := P, and for each j ≥ 1 let
We say that a sequence γ is stable at j if
Otherwise γ is unstable at j. Definition 1. Let Υ be the set of those sequences γ that are stable at their last coordinate, but are not stable for any previous coordinate, and for which that P γ is non-empty.
The set Υ has several useful properties, some of which are summarised in the following lemma.
Lemma 2. 1. Any γ ∈ Υ has length at most (k + 1)ε −1 + 1.
Proof.
1. If γ is unstable at j then
Since |P| = n k+1 and |P γ | ≥ 1, we conclude that γ is unstable at at most (k + 1)ε −1 indices j.
2. It follows from part 1 by counting all possible sequences of length at most (k + 1)ε −1 of elements from the set Λ. (Note that |Λ| = O ε (1).)
3. For a nonnegative integer j let Λ ≤j be the set of all sequences of length at most j of elements from Λ. Let
By part 1 of the lemma, Υ j = Υ for j > (k + 1)ε −1 . We prove by induction on j that P = γ∈Υ j P γ .
Υ 0 consists of an empty sequence, thus the statement is clear for j = 0. Next, assume that the statement holds for j. We have
By (16) we have that P γ = γ ′ P γ ′ holds for any γ ∈ Ψ j , where the union is taken over the sequences from Λ j+1 that coincide with γ on the first j entries. This, together with γ ′ ∈ (Υ ∩ Λ j+1 ) ∪ Ψ j+1 when P γ ′ is nonempty finishes the proof.
Parts 2 and 3 of Lemma 2 imply that, in order to complete the proof of it is sufficient to show that for any γ ∈ Υ we have
From now on fix γ ∈ Υ. For each i = 1, . . . , k + 1 let R i := P γ i and Q i := P γ ′ i , where γ ′ is obtained from γ by removing the last element of the sequence.
Without loss of generality, assume that the length ℓ of γ is even. For each i = 1, . . . , k +1, choose x i , y i such that
Let α i := γ ℓ−1 i and β i := γ ℓ i . By the definition of P γ we have that each point in Q i is at least n α i -rich but at most n α i +ε -rich with respect to Q i−1 and δ i−1 , and each point in R i is at least n β i -rich but at most n β i +ε -rich with respect to R i+1 and δ i . Note that, by Observation 1, we have
The last inequality follows from two facts: first u 2 (n y i , n y i+1 ) ≤ u 2 (n x i , n x i+1 ) and, second, since γ is stable at its last coordinate, we have n y i = |R i | ≥ |Q i | · n −ε = n x i −ε . 2 Note that, in the same fashion as in the beginning of Section 3.3, we can show that
Combining the first of these displayed inequalities with (18), we have
Recall that
To bound C k (R 1 , . . . , R k+1 ), we consider several cases based on which of these three terms can be used to bound the different u 2 (n x i−1 , n x i )-s.
Case A: Either u 2 (n x 1 , n x 2 ) = O(n) or u 2 (n x k , n x k+1 ) = O(n) holds. As in the proof of Lemma 1, we have
3 +ε · u 2 (n, n) . Together with the assumption of Case A, and the fact that u 2 (n y 1 , n y 2 ) ≤ u 2 (n x 1 , n x 2 ) and u 2 (n y k , n y k+1 ) ≤ u 2 (n x k , n x k+1 ), this implies (17) and finishes the proof.
Case B: For some i = 1, . . . , (k − 1)/3, one of the following holds:
We will show how to conclude in the first case. The other cases are very similar and we omit the details of the proof of those. If u 2 (n x 3i+1 , n x 3i+2 ) = O(n x 3i+2 ) then n α 3i+2 = O(1) by (18). Any chain (r 1 , . . . , r k+1 ) ∈ C k (Q 1 , . . . , R Q+1 ) can be obtained as follows.
Since the conditions of Case B are not satisfied, we have
Indeed, for each i ∈ {2, . . . , k}, there are 9 possible pairs of maxima in (19) with i, i + 1. The four sets above encompass 6 possibilities. In total, there are 4 possible pairs of maxima with only the two last terms from (19) used. For i ≡ 1, 2 (mod 3), any of those 4 are excluded due to the first condition in Case B (in fact then i ∈ S ′ ∪ S ′ − ). If i ≡ 0 (mod 3), then the second and the third condition in Case B rule out all possibilities but the one defining S ′ ++ . From there, it is also easy to see that,
We partition {2, . . . , k} using these sets as follows:
Note that the analogue of (20) holds for the new sets. That is, we have
Since the assumptions of Case A and B do not hold, we have 2, k ∈ S. Indeed, 2, k = 0 (mod 3) and thus 2, k / ∈ S + , S ++ . Further, if say k ∈ S − = S ′ − then by the definition of S ′ − we either have u 2 (n x k+1 , n x k ) = O(n), or u 2 (n x k , n x k−1 ) = O(n x k−1 ). The first case would cannot hold since the assumption of Case A does not hold. Further the second case cannot hold either, since it would imply x k ≤ x i−1 2 ≤ 1 2 , meaning u 2 (n x k+1 , n x k ) = O(n). Using 2, k ∈ S and expanding (21), we obtain
and
23) Taking the product of (22) and (23) we obtain
The last equality follows from |S + | + 2|S ++ | ≤ |S − |, which is equivalent to 2 3 
Bounds in R 3
Similarly as in the planar case, for δ = (δ 1 , . . . , δ k ) and P 1 . . . , P k+1 ⊆ R 3 we denote by C 3,δ k (P 1 , . . . , P k ) the family of (k + 1)-tuples (p 1 , . . . , p k+1 ) with p i ∈ P i for all i ∈ [k + 1] and
It is easy to see that C 3 k (n) ≤ C 3 k (n, . . . , n) ≤ C 3 k ((k + 1)n). Since k is constant and we are only interested in the order of magnitude of C 3 k (n) for fixed k, we are going to work with C k (n, . . . , n) instead of C 3 k (n).
Lower bounds
For completeness we recall the constructions from [5] for even k ≤ 2. For every even 2 ≤ i ≤ k, let P i = {p i } be a single point such that the unit spheres centred at p i and p i+2 intersect in a circle. Further, let P 1 and P k+1 be a set of n points contained in the unit sphere centred at p 2 and p k respectively. Finally, for every odd 3 ≤ i ≤ k − 1, let P i be a set of n points contained in the intersection of the unit spheres centred at p i−1 and p i+1 . Then it is not hard to see that P 1 × · · · × P k+1 contains n k 2 +1 chains. Next, we prove the lower bounds for odd k ≥ 3 given in Proposition 2.
Proof of Proposition 2. First we show that C 3 k (n) = Ω u 3 (n) k n k−1 . Take a set P ′ ⊂ R 3 of size n that contains u 3 (n) points at unit distance apart. It is a standard exercise in graph theory to show that there is P ⊂ P ′ such that n 2 ≤ |P | ≤ n and for every p ∈ P there are at least U (n) 4n points p ′ ∈ P at distance 1 from p. Then P contains Ω u 3 (n) k n k−1 chains with δ = (1, . . . , 1).
To prove C 3 k (n) = Ω us 3 (n)n k−2 , we modify and extend the construction used for k − 1 as follows. Let P 1 , . . . , P k−1 as in the construction for chains of length k − 1 (from the even case). Further let P k be a set of n points on the unit sphere around p k−1 , and P k+1 be a set of n points such that u 3 (P k , P k+1 ) = us 3 (n). It is not hard to see that P 1 × · · · × P k+1 contains Ω us 3 (n)n k−2 k-chains.
Upper bound
We again fix δ = (δ 1 , . . . , δ k ) throughout the section and omit it from the notation. The following result with x = 1 implies the upper bounds in Theorem 4. Theorem 6. For any fixed integer k ≥ 1 and x ∈ [0, 1], we have C 3 k (n x , n, . . . , n) =Õ n k+1+x 2
.
Proof. The proof is by induction on k. For k = 0 the bound is trivial, and for k = 1 it follows from (4) . Assume that k ≥ 2. Let P 1 , . . . , P k+1 ⊆ R 3 be sets of points satisfying |P 1 | = n x , |P 2 | = · · · = |P k+1 | = n. Denote by P α 2 ⊆ P 2 the set of those points in P 2 that are at least n α -rich but at most 2n α -rich with respect to P 1 and δ 1 .
It is not hard to see that C 3 k (P 1 , . . . , P k+1 ) ⊆ α∈Λ C 3 k (P 1 , P α 2 , P 3 , . . . , P k+1 ),
where Λ := { i log n : i = 0, 1, . . . , ⌊log n⌋}. Since |Λ| =Õ(1), it is sufficient to prove that, for every α ∈ Λ, we have C 3 k (P 1 , P α 2 , P 3 , . . . , P k+1 ) =Õ n k+1+x 2
Assume that |P α 2 | = n y . The number of (k − 1)-chains in P α 2 × · · · × P k+1 is at most C 3 k−1 (n y , n, . . . , n), and each of them may be prolonged in 2n α ways. By induction, we get C 3 k (P 1 , P α 2 , P 3 , . . . , P k+1 ) =Õ n α · n k+y 2
, and we are done as long as 2α + k + y ≤ k + 1 + x.
To show this, we need to consider several cases depending on the value of α. Note that α ≤ x.
• If α ≥ 2x 3 then by (5) we have y ≤ x − α, and the LHS of (24) is at most α + k + x ≤ 1 + k + x.
• If x 2 ≤ α ≤ 2x 3 then by (5) we have y ≤ 3x − 4α. The LHS of (24) is at most k + 3x − 2α ≤ k + 2x ≤ k + 1 + x.
• If α ≤ x 2 then we use a trivial bound y ≤ 1. The LHS of (24) is at most 2α + k + 1 ≤ x + k + 1.
