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With increasingly complex environments, the cost of auralization can quickly become a 
significant bottleneck for interactive applications, such as video games or simulators. 
While limitations of the human auditory perception have been successfully leveraged for lossy 
audio compression, real-time auralization pipelines still implement brute-force processing, 
independent of the content to process and perceptive capabilites of a human listener.  
Several recent studies have shown that listeners are unlikely to perceive a complex auditory 
environment in its entirety. In this paper, we review a number of recent approaches which can 
be used to organize and simplify virtual auditory scenes, leveraging both the nature of the 
contents and limitations of human perception. Such approaches are independent of the spatial 
reproduction techniques and lead to scalable processing performance with minimal degradation 
in the perceived spatial and tonal quality. 
They can be applied to a variety of applications and allow for rendering highly complex 




Handling 3D audio simulation is a key factor for creating convincing interactive virtual 
environments. The introduction of auditory cues associated to the different components of a 
virtual scene together with auditory feedback associated to the user interaction enhances the 
sense of immersion and presence [9,17]. Our spatial auditory perception will be solicited for 
localizing objects in direction and distance, discriminating between concurrent audio signals and 
analyzing spatial characteristics of the environment (indoor vs. outdoor contexts, size and 
materials of the room,…). Typical situations encountered in interactive applications such as 
video games and simulators require processing of hundreds or thousands of sources, which is 
several times over the capabilities of common audio dedicated hardware. The main 
computational bottlenecks are a per sound source cost, which relates to the different effects 
desired (various filtering processes, Doppler and source directivity simulation, etc.), and the cost 
of spatialization, which is related to the audio restitution format used (directional filtering, final 
mix of the different sources, reverberation, etc.). Although a scientifically authentic [19,26] result 
can be achieved through physical modeling of these steps, the processing of complex sound 
scenes, composed of numerous direct or indirect (reflections) sound sources, can take 
advantage of perceptually based optimizations in order to reduce both the necessary computer 
resources and the amount of audio data to be stored and processed. Several auditory 
perceptual properties may be exploited in order to simplify the rendering pipeline with limited 
impact on the overall perceived audio quality. The general approach is to structure the sound 
scene by (1) sorting the relative importance of its components, (2) distributing properly the 
computer resources on the different signal processing operations and (3) handling the spatial 
complexity of the scene (Figure 1). These techniques, derived from psycho-acoustics, 
perceptual audio-coding and auditory scene analysis introduce several concepts similar to those 
found in computer graphics: selective, progressive and scalable rendering (e.g., visibility/view-
frustum culling and geometrical/shading level-of-detail).  
 
PRINCIPLES OF PERCEPTUALLY-BASED AURALIZATION 
 
Masking and illusory continuity 
Selective audio processing approaches build upon prior work from the field of perceptual audio 
coding that exploits auditory masking. When a large number of sources are present in the 
environment, it is very unlikely that all will be audible due to masking occurring in the human 
 
auditory system [22]. This masking mechanism has been successfully exploited in perceptual 
audio coding (PAC), such as the well known MPEG I Layer 3 (mp3) standard [25] and several 
efficient computational models have been developed in this field. In the context of interactive 
applications, this approach is thus also linked to the illusion of continuity phenomena [13], 
although current works do not generally include explicit models for this effect. This phenomenon 
is implicitly used together with masking to discard entire frames of original audio content without 
perceived artefacts or “holes” in the resulting mixtures. 
 
 
Figure 1.-Overview of a perceptually-based auralization pipeline for VR applications. 
 
Importance and saliency of sound sources 
Evaluate all possible solutions to the optimization problem required for optimal rendering of a 
sound scene would be computationally untractable. An alternative is to use greedy approaches 
which first require estimating the relative importance of each sources in order to get a good 
starting point. A key aspect is also to be able to dynamically adapt to the content. Several 
metrics can be used for this purpose such as energy, loudness or the recently introduced 
saliency. Recent studies have compared some of these metrics showing that they might 
achieve different results depending on the nature of the signal (speech, music, ambient sound 
“textures”). Loudness has been found to be generally leading to better results while energy is a 
good compromise between complexity and quality. 
 
Limitations of spatial hearing in complex soundscapes 
Human spatial hearing limitations, as measured through perceivable distance and angular 
thresholds [1] can be exploited for faster rendering independently of the subsequent signal 
processing operations. This is useful for applications where the reproduction format is not set in 
advance, Recent studies have also shown that our auditory localization is strongly affected in 
multi-source environments. Localisation performances decrease with increasing number of 
competing sources [3] showing various effects such as pushing effect (the source localization is 
repelled from the masker) or pulling effects (the source localization is attracted by the masker) 
which depend on the time and frequency overlapping between the concurrent sources [2]. As a 
result, spatial simplification can probably be performed even more aggressively as the 
complexity of the scene, in particular the number of sound sources, grows. 
 
TECHNIQUES FOR DYNAMIC MASKING OF SOUND SOURCES 
 
Interactive applications bring several additional constraints since the masking does not concern 
a premixed audio stream but has to be evaluated between several concurrent sound signals in 
course of their processing. Since scenes are generally highly dynamic, masking thresholds 
have to be continuously predicted and updated according to the instantaneous characteristics of 
the source signals and their position in space relative to the listener. 
Dynamic masking of sound sources was introduced by Tsingos et al. [30] in order to limit the 
spatial rendering only to audible sources. The method takes advantage of pre-computed signal 
characterisation (power spectrum distribution and tonality index [25]) associated with each 
individual audio sample throughout its duration. At runtime, this information is accessed 
dynamically in order to predict the source’s instantaneous loudness [23] anticipating for 
subsequent frequency-dependent attenuation linked to the source directivity, source-listener 
distance and possible occlusion or scattering effects. At each frame, sources can thus be sorted 
according to their loudness contribution at the listener’s ears and summed up until they mask 








Figure 2.- (a) Loudness values (using Zwicker’s loudness model) through time for the 17 tracks of a 
musical mix. Each track was selectively filtered and processed into 4 frequency sub-bands resulting in 68 
signals to prioritize. (b) Priority map showing the first 12.5% most important frames highlighted in red. (c) 
First 25% most important frames and (d) first 50% most important frames. 
 
SELECTIVE AND PROGRESSIVE SIGNAL PROCESSING 
 
When large numbers of sound sources are still present in the scene after the auditory culling 
(masking) or for systems with limited processing power, per-source processing (e.g., studio-like 
effects [31]; Doppler effect; distance, occlusion, reverberation filtering; sub-mixing, etc.) can still 
represent a strong bottleneck of the audio rendering pipeline.  
In recent years, several contributions were introduced that aim to bridge the gap between 
perceptual audio coding and audio processing in order to make audio signal processing 
pipelines more efficient. Fouad et al. [6] propose a level-of-detail progressive audio rendering 
approach in the time-domain; by processing every nth sample, artefacts are introduced at low 
budget levels. Wand and Straßer [31] introduce an importance sampling strategy using random 
selection, but ignore the signal properties, thus potentially limiting the applicability of this 
method. A family of approaches proposed to directly process perceptually coded audio signals 
[15,5,28] yields faster implementations than a full decode-process recode cycle. In the context 
of long FIR filtering for reverberation processing, the recent work by Lee et al. [18] shows that 
significant improvement can be obtained by estimating whether the result of the convolution is 
below hearing threshold, hence reducing the processing cost. 
 
Figure 3.-Left: Average MUSHRA scores and 95% confidence intervals for our progressive processing 
tests. Right: Average MUSHRA scores and 95% confidence intervals as a function of budget. Note how 
perceived quality does not vary linearly with the processing budget and also varies depending on the type 
(i.e., sparseness) of the sounds. 
 
Recent studies have proposed extensions of these approaches by concurrently prioritizing 
subparts of the original signals to process to guarantee a minimal degradation in the final result 
[13,7,21,29] (see Figure 2). 
 
Key to such approaches is the choice of a signal representation that allows its progressive 
encoding and reconstruction. Tsingos et al. [29] introduce a progressive signal processing 
technique where the coefficients of the short-time Fourier transform (STFT) of each signal are 
pre-computed and stored in decreasing modulus. In real-time during the simulation, the 
algorithm prioritizes the signals and allocates a number of coefficients to process for each 
source so that a predefined budget of operations is respected.  Different perceptual metrics can 
be used to determine the cut-off point in the list of STFT coefficients, leading to different trade 
off between computer efficiency and perceptual quality (see Figure 3). Moeck et al. [21], 
complements a loudness-based metrics with the tonality index [25]. Loud tonal or speech 
signals, for which the STFT representation is sparser, will require fewer coefficients than a 
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weaker noisier signal for transparent reconstruction. They compare the merits of this metrics 
with other models such as the audio saliency map proposed by Kayser et al [12]. The two 
metrics lead to very similar results. However, for intermediate budgets and for cases where both 
tonal and noisier signals are used, loudness-based prioritization improves perceived quality 
relative to the saliency-based alternative (Figure 3). 
  
HIERARCHICAL CODING OF SPATIAL CUES IN SCENE-SPACE 
 
One of the primary goals of spatial audio rendering is to reconstruct to the ears of the listeners 
the perceptual cues which are responsible for localizing sound in direction. The approaches 
described above can be used to simplify the signal processing operations required by specific 
3D audio rendering algorithms. However, it is sometimes desirable to compress the spatial 
information of the scene in a way independent of the chosen reproduction technique to enable 
flexible reproduction. In this case, the coding/simplification of the spatial information must be 
performed in scene-space. This solution which is referred to as scalable spatial audio rendering 
can be divided into three categories: 
• Fixed basis functions/clustering: the first set of techniques encodes the spatial cues 
using a number of fixed basis functions or clusters. For instance, Ambisonics [20,4] uses a 
spherical harmonics decomposition of the incoming sound pressure at the listening point. For 
binaural listening, there are approaches that decompose the HRTF onto a basis of eigen-filters 
corresponding to principal directions [16,11], and approaches that operate in object space 
explicitly grouping neighboring sound sources belonging to the same cone of directions [10], or 
using a hierarchical structure [31]. 
• Dynamic per-object clustering: The clustering proposed by Sibbald is an object-based 
method [27]. Sound sources related to an object or an area are grouped according to their 
distance to the listener. In the near field, secondary sound sources are created and dynamically 
uncorrelated in order to improve the spatial sensation. In the far field, sources are clustered 
together, accelerating the spatial rendering. The drawback of the method is that the clustering is 
evaluated on a per-object basis and does not consider all the elements of the scene. 
• Dynamic global clustering: Tsingos et al. [30] introduced a dynamic source clustering 
method based on both the geometry of the scene and the signals emitted by each source 
(Figure 4). This is especially useful for scenes where sounds are frequently changing in time 
varying their shape, energy as well as in location. The algorithm flexibly allocates the required 
number of clusters; thus clusters are not wasted where they are not needed. The dynamic 
clustering is derived from the Hochbaum-Shmoys heuristic. The cost-function used for clustering 
combines instantaneous loudness, distance and angle. An equivalent signal for the cluster is 
then computed as a mixture of the signals of the clustered sound sources. A representative 
loudness-weighted centroid is used to spatialize the cluster according to the reproduction setup. 
This technique has been shown to lead to efficient rendering while maintaining very good 
rendering quality and minimal impact on localization-task performance, even with a small 




Auralization for interactive virtual environments 
Figure 1 illustrates the combined use of all previous techniques in the context of a 3D audio 
rendering engine for complex virtual environments, such as the ones found in video games or 
simulators. The set of signals for all sound sources are partially decoded so as to retrieve the 
descriptors and are first tested for masking. Audible sources are clustered and all per-source 
operations (or premixing) are performed using a progressive approach. Full or scalable 
decoding of the source signal can be delayed up to this stage, avoiding the cost of 
streaming/decompressing inaudible signals from the storage media. Finally the obtained signal 
from each cluster is spatialized using the location of its representative and mixed into the sound 
output. Note that the framework accommodates both primary sources and secondary sources 









Figure 4.-Top row: note how the four clusters (in blue) adapt to the listener’s location (shown in red). 
Bottom row: a clustering example with image-sources in a simple building environment (seen in top view). 
The audible image-sources, shown in green in the right-hand side image, correspond to the set of 
reflection paths (shown in white) in the left-hand side image 
 
Bandwidth management   
The proposed dynamic masking strategy can also be used for bandwidth management, for 
instance to optimize voice streaming in voice-over-IP applications. In this case, the masking 
estimation is integrated into a forwarding bridge. Each participant sends coded frames of audio 
data together with additional descriptors (energy and tonality in a small set of frequency sub-
bands) to the forwarding bridge. A dynamic masking procedure is performed for each participant 
and only the streams audible to each participant are sent downwards. This allows for optimizing 
bandwidth while maintaining flexible decoding on the client side. Details can be found in [24] 
and demos at the following URL:  http://www-sop.inria.fr/reves/OPERA/ 
 
DISCUSSION AND CONCLUSIONS 
 
Although the perceptually-motivated approaches use simple models rather than full binaural 
hearing models, they were found to work very well in practice, as supported by a number of 
perceptual studies in [7,21,30] and are already used in some commercial game applications 
[21]. Their simplicity is key in providing a good trade-off between the time required for decision-
making in order to optimize resources vs. the cost of the actual processing. Even with the 
increased computational power of recent multi-core processors, we believe scalable 
approaches are still likely to be required in order to tune computing resources or manage 
bandwidth. They make authoring easier by allowing sound designers to use as many sources 
as required by the application without thinking about rendering limitations. This is of particular 
interest for sources linked to physical simulations, such as contact sounds. A strong benefit of 
these approaches is also to be content-adaptive. An issue is the extra space required for storing 
additional sound descriptors which might become an issue on systems with limited memory. 
However, this information can be made quite compact (about 1 Kbyte per sec. of data) and 
required storage space should not be a strong limitation for a wide range of platforms. 
Several extensions could be made to the approaches. First, most approaches for masking or 
saliency do not account for the 3D location of the sources or use very crude approximations. 
Spatial unmasking effects inducing variations of masking thresholds due to the relative location 
of masker and maskee are likely to play a major role in the context of 3D audio perception. 
Extending current masking approaches to account for this phenomena would be of major 
interest. Extending the clustering techniques to account for the effect of reverberation would 
also be of primary interest. Finally, while the main target applications of 3D audio rendering are 
simulation and gaming, no spatial audio rendering work to date evaluates the influence of 
combined visual and audio restitution on the required quality of the simulation. However, a vast 
amount of literature in neurosciences suggests that cross-modal effects, such as ventriloquism, 
might significantly affect 3D audio perception [8]. A preliminary study has been conducted in 
[21] but additional work is required in this domain. 
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