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SIMPLE EXTENSION OF HALA´SZ’S RESULT
PAULO C. MANRIQUE MIRO´N
Abstract. Inspired by the idea of Bernoulli decomposition, we give a simple
proof for a generalization of Hala´sz anti–concentration result about random
sum of vectores in Rd. From our results, we can give one upper bound for
the probability of a random circulant matrix Cn with independent positive (or
negative) random variables is singular, in fact, we prove P (Cn is singular) ≤
C1,F n (φ(n))
−3, where the constant C1,F > 0 depends on the distribution of
the entries and φ(·) is the Euler totient function. Also, if SCn is a random sym-
metric circulant matrix with independent positive (or negative) integer random
variable entries, we show P (SCn is singular) ≤ C2,F n (φ(n))
−3/2, where the
constant C2,F > 0 depends on the distribution of the entries. It is possible
to assume that the entries of a random circulant matrix are not identically
distributed.
1. Introduction
The main goal of this work is to understand the singularity of circulant random
matrices. Circulant matrices are one example of structure matrices, i.e., their en-
tries are following a structure inside of the matrix. Circulant matrices have a lot
of properties, they play a crucial role in the study of large–dimensional Toeplitz
matrices and information theory [2]. It is remarkable that it is known explicit
expression for the eigenvalues of circulant matrices, but it is not straightforward
to estimate of probability that a random circulant matrix is invertible, as will be
seen, there exists a strong stochastic dependence among its eigenvalues. In order
to estimate upper bound of the probability of a circulant matrix is singular, we
use Bernoulli decomposition, which roughly speaking consisting in to extract the
“Bernoulli component” of a random variable.
It is a classic problem in probability to understand how the probability of a
sum of independent random variables takes a particular value. This problem was
studied by Kolmogorov [11], Rogozin [16], Kesten [10], Erdo¨s [6], Doeblin, Le´vy
[4, 5], Essen [8], etc., and more recently by Tao and Vu [18, 19], Rudelson and
Vershynin [15, 20]. If the sum has at least one continuous random variable then the
probability that takes a particular value is zero, hence the hard situation appears
when it is considered that the random variables in the sum have non-degenearted
discrete distributions. In this scene, it have been studied very well the sum
Sn = a1ξ1 + · · ·+ anξn ∈ I,
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where a1, . . . , an ∈ R and ξ1, . . . ξn are iid Rademacher random variables, P (ξ1 = −1) =
1/2 = P (ξ1 = 1), and I is an closed interval. This kind the problems are known as
small ball probability.
The Rademacher case can be looked from a combinatoric point of view, since if
we have a1, . . . , an ∈ R, we want to know how many sums ±a1 ± · · · ± an belongs
to the interval I. This is the exactly context that Erdo¨s looked the problem. He
obtained that
(
n
⌊n/2⌋
)
of 2n sum of the form ±a1 ± · · · ± an belongs to any interval
of length 1. Erdo¨s and Moser [7] showed that if ak are different, it is possible to
improve the above result.
Fact 1. Let ak be distinct real numbers, then
sup
x∈R
P (Sn = x) = O
(
n−3/2 logn
)
They conjectured that logn is not necessary. Sa´rko¨szy and Szemere´di [17] proved
this conjectured.
Fact 2. Let ak be distinct real numbers, then
sup
x∈R
P (Sn = x) = O
(
n−3/2
)
Hala´sz [9] proved the following very general theorem.
Fact 3. Let ak, k = 1, . . . , n, be n vectors of the d-dimensional Euclidean space
R
d with ||al − ak||2 ≥ 1 for every l 6= k. Let ξk, k = 1, . . . , n, be independent and
identically Rademacher random variables, then
sup
x∈Rd
P (Sn = x) = Od
(
n−3d/2
)
.
We inspired by Bernoulli decomposition, it is given a short proof for a simple
generalization of Fact 3 that we will use to estimate the probability of singularity of
a random circulant matrix. Also, we want to give a upper bound to the probability
of random symmetric circulant matrix is singular, which eigenvalues has more strong
dependence than random non–symmetric circulant matrix.
In the case that circulant random matrix is symmetric, we want to know if the
adjacency matrix of circulant random graph (Erdo¨s-Re´nyi model) is invertible when
the parameter is fixed. We have the open problem when the parameter goes to zero.
The circulant matrices are diagonalized and it is known an explicit formula to
calculate their eigenvalues, but these do not imply that to estimate the probability
of singularity is direct.
An n× n circulant matrix circ(c0, . . . , cn−1) has the form
circ(c0, . . . , cn−1) :=


c0 c1 · · · cn−2 cn−1
cn−1 c0 · · · cn−3 cn−2
...
...
. . .
...
...
c1 c2
. . .
... c0

 ,
Let Gn(z) := c0+ c1z+ · · ·+ cn−1z
n−1, then the eigenvalues of circ(c0, . . . , cn−1)
are Gn(1), Gn(ωn), . . . , Gn(ω
n−1
n ), where
(1) ωn = exp
(
i
2pi
n
)
.
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If ξ1, . . . ξn are random variable, we have Cn = circ(ξ0, . . . , ξn−1) is a random
circulant matrix, hence the probability that Cn is singular can be expressed as
(2) P
(
Gn(ω
k
n) = 0 for some k = 0, . . . , n− 1
)
,
but we note that
{
Gn(ω
k
n) : k = 0, . . . , n− 1
}
, is a set of random variables with
a strong stochastic dependence. Meckes [13] analyzed a random circulant matrix
with Rademacher entries, he showed that with high probability it is invertible.
Bernoulli decomposition can be used to give a short and simple proof of a gene-
ralization of remarkable result of Tao and Vu [14] about the arithmetic structure of
the coefficients a1, . . . , an in the sum Sn. If A = {a1, . . . , an}, Tao and Vu showed
Fact 4. Let l be a fixed integer and Rl be the number of solutions of the equation
ai1 + · · ·+ail = aj1 + · · ·+ajl . Let Sn,A = a1ξ1+ · · ·+anξn, where ξk, k = 1, . . . , n,
be independent and identically Rademacher random variables. Then
sup
x∈R
P (Sn,A = x) = O
(
n−2l−
1
2Rl
)
.
The previous result is easy generalized to any Rademacher or Bernoulli random
variable with parameter p ∈ (0, 1). The Fact 4 establishes that is forbidden ad-
ditive structure on A, the probability that Sn,A is small. Moreover, it is possible
established “inverse theorem” of this fact, if we assume that supx∈R P (Sn,A = x) is
bigger then A possess a strong additive structure [14].
A Bernoulli decomposition of a real-valued random variableX is a representation
of the form
(3) X
D
= Y (t) + δ(t)η,
where Y (·) and δ(·) ≥ 0 are functions on (0, 1), t is uniform random variable on
(0, 1), and η is a Bernoulli random variable taking values in {0, 1} with probabilities
{1− p, p}, respectively, independently of t. The Relation (3) should be understood
as equality in distribution.
Given a real random varaible X with distribution F , we define G : (0, 1) →
(−∞,∞) the function defined by
(4) G(t) := inf{u ∈ R : F (u) ≥ t}.
We observed that G is the “inverse” distribution function of F , which takes
values in the essential range of X . Aizenman et al. [1] showed
Fact 5. Let X be a non-degenerate real-valued random variable with probability
distribution F . Then for each p ∈ (0, 1), X admits a decomposition of the form
X
D
= Yp(t) + δ
+
p (t)η,
in the sense of equality of the corresponding probability distributions, where:
• η and t are independent random variables, with η a binary variable taking
the values {0, 1} with probabilities {1− p, p}, correspondingly, and t having
the uniform distribution in (0, 1),
• Yp : (0, 1)→ (−∞,∞) is the monotone non-decreasing function
Yp(t) := G((1 − p)t),
• δ+p : (0, 1)→ [0,∞) is the function
δ+p (t) := G(1 − p+ pt)−G((1 − p)t),
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• for at least one value of p ∈ (0, 1) we have
β+(p, F ) := inf
t∈(0,1)
δ+p (t) > 0.
Bernoulli decomposition guides us to say that if ξ0, . . . , ξn−1 are independent
non-degenerate random variables, then with high probability the circulant random
matrices circ(ξ0, . . . , ξn−1) are invertible. We want to emphasize that ξ0, . . . , ξn−1
have general distribution, that means, it is not requiere that the distribution has
moments. In this work, we give some simple conditions in order to support this
claim.
2. Results
Theorem 1. Let ak, k = 1, . . . , n, be n vectors of the d-dimensional Euclidean
space Rd with ||al − ak||2 ≥ 1 for every l 6= k. Let ξk, k = 1, . . . , n, be independent
and identically Rademacher (or Bernoulli) random variables with parameter p ∈
(0, 1). Let Sn =
∑n
k=1 akξk, then
sup
x∈Rd
P (Sn = x) = Od,p
(
n−3d/2
)
.
Note in Theorem 1 that the hypothesis ||al − ak||2 ≥ 1 for every l 6= k can be
changed to only suppose that a1, . . . , an are different. Also, it is possible to assume
that ξk, k = 1, . . . , n are independent Rademacher random variables with different
parameter under some additional hypothesis that we will see later. Moreover, this
result can be extended to scalars ξk with other distribution in two possible ways.
Theorem 2. Let ak, k = 1, . . . , n, be n vectors of the d-dimensional Euclidean
space Rd such that
(5)
n⋂
k=1
{x : x = λak for all λ ≥ 0} = {0 ∈ R
d}.
Let ξk, k = 1, . . . , n, be independent random variables with the same distribution
function F . Let Sn =
∑n
k=1 akξk, then
sup
x∈Rd
P (Sn = x) = Od,F
(
n−3d/2
)
,
where the constant in big O notation depends on dimension d and distribution F .
In theorem 2, the assumption that ξk are identically distributed is not necessary
if it can be assure that there exists τ ∈ (0, 1) such that maxx∈{0,1} P (ηk = x) ≤ τ
for all k, where ηk is the Bernoulli random variable in Bernoulli decomposition of
ξk.
Theorem 3. Let ak, k = 1, . . . , n, be n different vectors of the d-dimensional
Euclidean space Rd. Let ξk, k = 1, . . . , n, be independent with the same distribution
function F with P (ξ1 ∈ Z) = 1. Let Sn =
∑n
k=1 akξk, then
sup
x∈Rd
P (Sn = x) = Od,F
(
n−3d/2
)
,
where the constant in big O notation depends on distribution function F .
Also, it is possible to extend Tao and Vu’s result for integer random variables
(it is not necessary the existence of moments).
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Theorem 4. Let A = {a1, . . . , an} be a multiset in R. Let l be a fixed integer and
Rl be the number of solutions of the equation ai1 + · · ·+ ail = aj1 + · · · + ajl . Let
Sn,A = a1ξ1 + · · · + anξn, where ξk, k = 1, . . . , n, be independent with the same
distribution function F with P (ξ1 ∈ Z) = 1. Then
sup
x∈R
P (Sn,A = x) = Ol,F
(
n−(2l+1/2)Rl
)
,
where the constant in big O notation depends on l and distribution function F .
The previous results can be apply to find a bound to the probability of circulant
random matrix is singular.
Theorem 5. Let ξk, k = 0, . . . , n − 1, be independent random variables with the
same distribution function F . Let C = circ(ξ0, . . . , ξn−1) be a circular random
matrix and write Tn =
∑n
k=1 ξk. Then
P (Tn = 0) ≤ P (C is singular) ≤ P (Tn = 0) +OF
(
n (φ(n))
−3
)
,
where the constant in big O notation depends on the distribution of ξ1 and φ(·) is
the Eulers totient function.
In Theorem 5, the probability P (Tn = 0) in the case that n is even and ξk are
Rademacher random variables (P (ξk = 1) = 1/2 = P (ξk = −1)), there exist two
positive constant C1 and C2 sucht that
C1n
−1/2 ≤ P (Tn = 0) ≤ C2n
−1/2.
In general, there exists a universal constant C > 0 such that P (Tn = 0) ≤ Cn
−1/2
for any kind of distribution of ξ1. But, in case that ξ1 is either a positive or negative
random variable, we have
P (C is singular) = OF
(
n (φ(n))
−3
)
.
In the case that ξ1 has lattice distribution, we can use local limit theorems to
understand the behavior of P (Tn = 0).
Also, it is possible to estimate the probability of symmetric circulant random
matrix is singular, when its entries are integer random variables.
Theorem 6. Let SCn = circ(ξ0, . . . , ξn−1) be a symmetric circulant random matrix
where ξ0, . . . , ξ⌊n/2⌋ are independent random variables with common distribution
function F with P (ξ1 ∈ Z) = 1. Then
P
(
λ0n = 0
)
≤ P (SCn is singular) ≤ P
(
λ0n = 0
)
+OF
(
n (φ(n))
−3/2
)
,
where φ(·) is the Eulers totient function and if n is odd λ0n = ξ0 + 2
∑⌊n/2⌋
k=1 ξk or
if n is even λ0n = ξ0 + 2
∑n/2−1
k=1 ξk + ξn/2. The constant in big O notation depends
on the distribution of ξ1.
Using similar arguments as in the proofs of our results, we can estimate the pro-
bability of invertibility of other similar models of circulant matrices. For example,
6 Hala´sz inequality
the eigenvalues {λk : 0 ≤ k ≤ n− 1} of reverse circulant matrix RCn are
λ0 =
n−1∑
j=0
ξj
λn
2
=
n−1∑
j=0
(−1)jξj if n is even
λk = −λn−k =
∣∣∣∣∣∣
n−1∑
j=0
ξj exp
(
i2pi
n
kj
)∣∣∣∣∣∣ 1 ≤ k ≤ ⌊
n− 1
2
⌋.
Theorem 2 and Theorem 4 can help us to estimate the probability that RCn is
singular.
A g-circulant matrix Cgn is an n× n matrix with the following form
Cgn :=


c0 c1 · · · cn−1
cn−g cn−g+1 · · · cn−g−1
cn−2g cn−2g+1 · · · cn−2g−1
...
...
. . .
...
cg cg+1 · · · cg−1

 ,
where g is positive integer and each of the subscripts is understood to be reduced
modulo n. The first row of Cgn is (c0, c1, . . . , cn−1) and its (j+1)-th row is obtained
by giving j-th row a right circular shift by g positions. Note that g = 1 or g = n+1
yields the classical circulant matrix.
A g-circulant matrix Cgn with first row (c0, c1, . . . , cn−1) can be factorized as
Cgn = Q
g
nCn, where Q
g
n is a g-circulant matrix with the first row e
∗ = (1, 0, . . . , 0)
and Cn is a circulant matrix whose first row is (c0, c1, . . . , cn−1). The matrix Q
g
n is
an unitary matrix if and only if n and g are co—prime integers [21]. Hence, if n and
g are co–prime integers, we have det (Qgn) = ±1, so Theorem 5 can be extended to
g-circulant random matrix.
3. Proofs
3.1. Theorem 1. Now we present the proof of Theorem 1. First, we consider that
p ∈ (0, 1/2]. If η is a Bernoulli random variable with parameter p with P(ξ = 0) =
1− p = 1− P(ξ = 1), then we always can find q ∈ (0, 1) such that
η
D
= XY,
where X and Y independent random variable where X is Bernoulli random variable
with parameter q with P(X = 0) = 1−q = 1−P(X = 1) and Y is Bernoulli random
variable with parameter 1/2 with P(Y = 0) = 1/2 = P(Y = 1).
In order to prove Theorem 1, we use total probability and Hala´sz’s result. Let
ηk, k = 1, . . . , n, be independent random variables with ηk
D
= η. If αk = akXk, then
n∑
k=1
akηk =
n∑
k=1
akXkYk =
n∑
k=1
αkYk.
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Let N be the number of coefficients αk different from 0, then{
n∑
k=1
αkYk = x
}
=
{
n∑
k=1
αkYk = x;N ≥
n
2
}
∪
{
n∑
k=1
αkYk = x;N ≤
n
2
}
⊂
{
n∑
k=1
αkYk = x;N ≥
n
2
}
∪
{
# {k : αk = 0} ≥
n
2
}
The probability of the event # {k : αk = 0} ≥ n/2 is at most q
−1(1 − q)n/2,
which goes exponentially fast to zero when n goes to infinity. By Hala´sz’s result, if
z = 2x−
∑n
k=1 ak, we have
P
(
n∑
k=1
αkYk = x;N ≥
n
2
)
= E
(
P
(
n∑
k=1
αk(2Yk − 1) = z;N ≥
n
2
∣∣∣∣∣Xk, k = 1, . . . , n
))
= Od
((n
2
)−3d/2)
= Od
(
n−3d/2
)
Hence, if ξk are iid Rademacher random variables with parameter p ∈ (0, 1/2],
we have
sup
x∈Rd
P
(
n∑
k=1
akξk = x
)
= sup
x∈Rd
P
(
n∑
k=1
ak(2ηk − 1) = x
)
= Od,p
(
n−3d/2
)
.
In case that p ∈ [1/2, 1), we note that if η′ is a Bernoulli random variables with
parameter p, then η = 1 − η′ is a Bernoulli random variable with P(η = 0) = q =
1−P(η = 1) where q = 1−p ∈ (0, 1/2]. If η′k, k = 1, . . . , n, are independent random
variables with η′k
D
= η′ and ηk = 1− η
′
k, then
sup
x∈Rd
P
(
n∑
k=1
akη
′
k = x
)
= sup
x∈Rd
P
(
n∑
k=1
akηk = x
)
= Od,p
(
n−3d/2
)
.
Finally, if ξk, k = 1, . . . , n, are independent and identically Rademacher random
variables with parameter p ∈ (0, 1), hence
sup
x∈Rd
P
(
n∑
k=0
akξk = x
)
= sup
x∈Rd
P
(
n∑
k=0
ak(2ηk − 1) = x
)
= sup
x∈Rd
P
(
n∑
k=0
akηk = x
)
.

If ξk, k = 1, . . . , n are independent Bernoulli random variables with different
parameter pk ∈ (0, 1/2], we note that ξk can always be written in the following
way ξk
D
= XkYk, where Xk is a Bernoulli random variable of parameter qk ∈ (0, 1)
and Yk is a Bernoulli random variable of parameter 1/2. If we can assure that
1− qk ≤ 1− q for some q ∈ (0, 1), then in Theorem 1 the hypothesis of identically
distributed is not necessary, we can assume only independence.
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3.2. Theorem 2. To prove Theorem 2, we select p∗ ∈ (0, 1) such that the Bernoulli
decomposition of ξk
D
= Y (tk) + δ(tk)ηk satisfies δ(tk) > 0 for all k and ηk are
independent and identically Bernoulli random variables with parameter p∗. If z =
x−
∑n
k=1 akY (tk), we have
P
(
n∑
k=1
akξk = x
)
= P
(∑
k=1
akδk(tk)ηk = z
)
.
By conditioning on t1, . . . , tn, using the Relation (5) and Theorem 1, we obtain
that
sup
x∈Rd
P
∗
(∑
k=1
akδk(tk)ηk = x
)
= Od,p∗
(
n−3d/2
)
,
where P∗ is measure probability obtained when is conditioned on t1, . . . , tn. Then
P
(
n∑
k=1
akξk = x
)
= Od,p∗
(
n−3d/2
)
.

In the accompanying note in the proof of Theorems 1 was mentioned that it is
possible to assume that the random variable are independent but non–identically
distributed. Let ξ1, . . . , ξk be independent random variables and we assume that
they satisfy the following property,
H: there exists ρ ∈ (0, 1/2) such that P
(
ξk < x
−
k
)
> ρ and P
(
ξk > x
+
k
)
> ρ
for some real numbers x−k < x
+
k for all k.
In [3], it is proved that there exists p∗k ∈ (ρ, 1−ρ) such that ξk admits a Bernoulli
decomposition with inft∈(0,1) δk(t) > 0 for all k, and ηk is a Bernoulli (0, 1) random
variable with parameter P (ηk = 1) = p
∗
k. If p
∗
k ∈ (ρ, 1/2), we have that ηk
D
= XkYk
where Xk Bernoulli (0, 1) random variable with parameter q
∗
k ∈ (2ρ, 1) and Yk is
Bernoulli (0, 1) random variable with parameter 1/2. As 1 − q∗k ∈ (0, 1 − 2ρ) for
all k, we can replace the assumption of identically distributed in Theorem 2 by
the hypothesis that all ξk are independent and satisfy the condition H. In the case
p∗k ∈ (1/2, 1 − ρ), we need to consider η
′
k = 1 − ηk, where P (η
′
k = 0) = p
∗
k and
P (η′k = 1) = 1− p
∗
k, in order to obtain the desirable result.
3.3. Theorem 3. We use another kind of Bernoulli decomposition for the proof of
this theorem. If P (ξ ∈ Z) = 1, in [12] is shown that ξ
D
= Y + εL, where
• P (L = 0) = P (L = 1) = 12 ,
• P (ε = 1) = q = 1−P (ε = 0), where q =
∑∞
j=−∞min {P (ξ = j) ,P (ξ = j + 1)},
• L is independent of (Y, ε).
By the above comment and the arguments in Theorem 1, we have
sup
x∈Rd
P
(
n∑
k=1
akξk = x
)
= sup
x∈Rd
P
(
n∑
k=1
(akYk + akεkLk) = x
)
= Od,F
((n
2
)− 3d
2
)
+ q−1 (1− q)n/2
= Od,F
(
n−
3d
2
)
.

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Figure 1. Roots of unity with n = 14.
If ξ1 has lattice distribution, i.e., if D = {a+ kh : k ∈ Z} with a ∈ R and h > 0,
then P (ξ1 ∈ D) = 1, we have that Theorem 3 is also true, in this case we need
that P (L = 0) = P (L = h) = 12 . Also, we have that Theorem 3 (as Theorem 4 and
Theorem 6) is true when ξ1 takes value in a finite set of rational numbers, in this case
we need to consider the least common multiple of denominator of rational numbers.
Moreover, we can assume ξk are independence and P (εk = 0) = 1− qk ≤ 1 − q for
all k, q ∈ (0, 1), where εk if the Bernoulli random variable in ξk
D
= Yk + εkLk, i.e.,
the random variables can have different distributions.
3.4. Theorem 4. The proof of Theorem 4 is similar to proof of Theorem 3. Also,
this theorem is valid when ξ1 has lattice distribution. Moreover, we can replace the
hypothesis iid by independence and P (εk = 0) = 1− qk ≤ 1− q for all k, q ∈ (0, 1),
where εk if the Bernoulli random variable in ξk
D
= Yk + εkLk.
3.5. Theorem 5. We note that W kn =
{
exp
(
i 2pikjn
)
: j = 0, . . . , n− 1
}
for k =
0, . . . , n− 1 satisfies ∣∣W kn ∣∣ ≥ φ(n)
for all k and where φ(·) is the Euler totient function. Also, we observe (see Figure
1) that
n−1⋂
j=1
{
x = λ exp
(
i
2pij
n
)
: for all λ ≥ 0
}
= {0}.
Now,
P
(
Gn(ω
k
n) = 0 for some k = 1, . . . , n− 1
)
≤
n−1∑
k=1
P
(
Gn(ω
k
n) = 0
)
.
By Theorem 2, we have
P
(
Gn(ω
k
n) = 0
)
= OF
(
(φ(n))−3
)
.

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3.6. Theorem 6. . It is well known that the eigenvalues {λk : 0 ≤ k ≤ n− 1} of a
symmetric circulant matrix are given by:
(1) n odd: λk = λn−k, 1 ≤ k ≤ ⌊n/2⌋, where
λ0 = ξ0 + 2
⌊n/2⌋∑
j=1
ξj ,
λk = ξ0 + 2
⌊n/2⌋∑
j=1
ξj cos
(
2pi
n
jk
)
.
(2) n even: λk = λn−k, 1 ≤ k ≤ n/2, where
λ0 = ξ0 + 2
n
2
−1∑
j=1
ξj ,
λk = ξ0 + 2
n
2
−1∑
j=1
ξj cos
(
2pi
n
jk
)
+ (−1)kxn/2.
By the above expressions, we only need to focus in
P

⌊n/2⌋−1∑
j=1
ξj cos
(
2pi
n
jk
)
= 0

 .
For all 1 ≤ k ≤ n/2, we note∣∣∣∣
{
cos
(
2pi
n
jk
)
: 1 ≤ j ≤ ⌊n/2⌋ − 1
}∣∣∣∣ ≥ 12
∣∣∣∣
{
Re
(
exp
(
i
2pikj
n
))
: j = 0, . . . , n− 1
}∣∣∣∣− 2
≥
1
4
φ(n)− 3.
By Bernoulli decomposition from the proof of Theorem 3, we have
P

⌊n/2⌋−1∑
j=1
ξj cos
(
2pi
n
jk
)
= 0

 = OF ((φ(n))−3/2) .

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