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INTRODUCTION

HEN high voltages are applied across insulators with
Wdefects, the insulators may either totally breakdown,
Ž
. or partial discharges PDs may occur. Partial discharges are localized discharges confined to the insulation system. They are caused due to the presence of weak spots, such as voids in the insulation where degradation takes place. It is well known that PD measurements are widely emw x ployed in testing power apparatus after manufacture 1 . However, there is a recent trend to extend them to on-site measurements, where the major problem encountered is the strong coupling of external noise, particularly discrete Ž . spectral interference DSI . For a sensitive PD measure- 13 April 2005. ment, these disturbing signals have to be rejected. In the case of development and routine tests, the PD measurements are carried out in the manufacturer's shielded laboratories, with filtered mains, to reach the demanded measurement sensitivity. However, the problems faced in PD measurements performed in unshielded laboratories as well as on-site conditions, is the strong coupling of external noise, particularly from broadcasting stations. This noise can be suppressed by several analog and digital techniques.
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Ž
. The giant strides made in digital signal processing DSP techniques provide a vast scope for significant reduction of these types of interference. Several of these techniques w x have been discussed in the literature 2-10 . In this paper, different denoising techniques are applied to simulated PD 1070-9878r r r r r05r r r r r$20.00 ᮊ 2005 IEEE data as well as real PD data obtained from the Department of High Voltage Engineering, Indian Institute of Science, Bangalore, India. The PD data is obtained from corona discharges. The simulated PD data is acquired from a standard PD model, an ac stochastic model prow x posed in 11 . The PD pulse shape employed is also obw x tained from the literature 8, 12 . We have considered sevw x eral DSP techniques 13-23 , such as short-time Fourier Ž . Ž . transform STFT and Wigner-Ville distribution WVDbased denoising methods to recover the PD pulses.
The paper is organized as follows: Section 2 describes the PD model and the PD pulse shape used in this paper. Section 3 discusses the noise model used for the simulated PD data and Section 4 describes the set-up used to obtain real PD data. Section 5 explains the various denoising techniques employed in this paper. Section 6 discusses the results obtained and Section 7 concludes the paper.
PD MODEL AND PULSE SHAPE
Ž .
Partial discharge PD models can be divided into two Ž . Ž . types: a deterministic and b stochastic. In the case of deterministic models, a discharge is assumed to occur as soon as the local electric field exceeds the PD inception field, as opposed to a stochastic model where a time lag is caused while waiting for an initial electron to trigger a discharge. In this paper, we use a stochastic model to predict the time of occurrence of partial discharges. This model has been shown to produce results that are very w x close to experimental data 11 .
ac STOCHASTIC MODEL w x
In this model 11 , a PD process is treated as a stochastic process consisting of short duration discharges and charge carrier driftrrecombination intervals between these discharges. Two assumptions are made:
The physical parameters of the PD system are time-independent, except for space or surface charges around the PD defect, which may drift and recombine in the electric field.
. 2 It is sufficient to consider the resulting electric field, E , being produced by the charge distribution at the PD i defect. Thus, the time-dependent part of the physical state of the PD system is completely described by the internal field E . 
Ž . 
PD PULSE SHAPE
Having modelled the location of partial discharge occurrences, we need to simulate the shapes of PD pulses as w x well. It has been shown in the literature 8, 12 that real PD pulses can be represented by a double-exponential function of the form
The time constant is chosen to be 5 s. 
NOISE MODEL
On-site PD measurements are seriously affected by interference signals arising from different sources. Thermal or resistor noise is added by the measuring circuit, whereas the high-frequency sinusoidal signals from radio broadcasts andror carrier wave communications are electromagnetically coupled and their amplitude is usually higher than that of the PD signal itself.
A typical on-site PD measurement system is modelled w x in 7 . According to this model, the PD pulses are affected by white Gaussian noise and high-frequency sinusoidal noise. The sinusoidal noise component, also referred to as Ž . discrete spectral interference DSI , is made up of 10-11 high-frequency sinusoids at different power levels.
ACQUISITION OF REAL PD DATA
The real data for corona discharge was acquired with the setup shown in Figure 2 . The test object, in this particular instance happens to be a point-plane gap to produce corona pulses. This is a very simple type of PD with periodic and regular pulses, also termed as 'trichel pulses'. The PD current pulse is generated and starts flowing through C and Z , and is sensed by the measuring b m impedance Z . Some part of the current flows through m the transformer also. Here, a PD-free transformer is used so that the PD pulses due to the test object alone can be Ž gathered. Since the voltages used are low in the range of . 3 to 10 kV such a PD-free condition is easily met. The input to the HV transformer is controlled using a variac. In reality, the bad contacts of the variac, harmonics and extraneous pulsed interferences generated elsewhere in a Ž power system e.g., from thyristor drive circuits, arcing . contacts, SMPS, etc. are conductively coupled into the measuring circuit. So, sometimes a series high frequency Ž . HF filter is used at the input, and also a parallel rejection filter is used in series between the HV transformer output and the test object. However, since our goal was to study interferences, such a filter was not used in this case. The measuring impedance Z is a passive parallel RLC m combination, which has a bandpass characteristic. This, Ž together with an active bandpass filter the heart of the . PD detector -cum amplifier, performs the task of 'quasi-Ž integration' and assists in separating the PD pulses of very . low amplitude buried in the capacitive displacement currents of relatively large magnitudes. The f1 and f2 values Ž . of the bandpass filter which are switchable were set to 10 and 300 kHz, respectively. The peak of the quasi-integrated pulse is proportional to the charge of the PD Ž . pulses due to the calibration procedure , and hence is used as a measure of insulation degradation. These repetitive quasi-integrated PD pulses occur in both half cycles of the applied sine wave. The digitizer samples these and acquires them, which in turn are transferred into a per-Ž . sonal computer PC via the general purpose instrumenta-Ž . tion bus GPIB . We have used the HP VEE graphical programming environment to control the transfer of data.
DENOISING TECHNIQUES
Various techniques have been mentioned in the literature to extract the PD pulses from noisy data. In addition to this, we have also implemented time-frequency analysis methods, such as STFT and WVD-based methods. The different DSP techniques investigated in this paper are listed in Table 2 .
A brief description of these denoising techniques is given below:
Ž . 'Harmonics'. The sequence f n can be calculated from Ž . Ž . F k using the inverse discrete Fourier transform IDFT :
Ž . The fast Fourier transform FFT is a DFT algorithm that reduces the number of computations for N points from 2 Ž . w x 2 N to 2 N log N . In FFT-based signal denoising 9 , 2 the FFT of the signal is taken, and the FFT coefficients above a certain threshold are dropped. Then, the signal is Ž . reconstructed using an inverse FFT IFFT . This method is mainly used to remove the sinusoidal noise, which has pronounced peaks in the frequency domain. We have used two kinds of FFT-based techniques, one with a constant Least Mean Squares LMS 5b
Leaky LMS 5c
Sign-error LMS 5d
Sign-data LMS 5e
Sign-sign LMS 5f
Normalised LMS 5g
Kurtosis-driven LMS 5h
Kurtosis-driven LMS 5i
Adaptive Recursive LMS 5j
Cascade adaptive filtering 6a
Frequency 
LOW PASS FILTERING
The PD pulses are concentrated in the low frequency region, whereas the sinusoidal components are usually in the high frequency region. Hence, for low levels of white noise, a low pass filter can extract the PD pulses effiw x ciently. The different kinds of digital low pass filters 13 considered in this paper are shown in Table 3 . The cut-off Ž frequency specified is the normalised value a value of 1 . corresponds to half the sampling rate . Increasing the filter order improves the performance of the filter.
WIGNER-VILLE DISTRIBUTION ( ) WVD -BASED DENOISING
The WVD of a signal is a time-frequency representaw x tion of the signal 14 . It is given by . range about a centre frequency f i.e., f ᎐ ⌬ f, f q ⌬ f . If this value exceeds a pre-set threshold, it indicates the presence of a signal at time t. The basis of this method is the fact that the WVD is a quadratic time-frequency representation, as evidenced by the following equation:
H x ᎐ϱ Ž . In this method Method 3a , the signal is divided into blocks of length 100, ⌬ f is taken to be 20 Hz and the threshold chosen is 0.3.
Ž . An alternative WVD-based method Method 3b inw x volves masking of the time-frequency response 16 . As before, the signal is divided into blocks of length 100 and Ž . Ž . W n, is calculated. This is then multiplied by H n, , 
SHORT-TIME FOURIER TRANSFORM ( ) STFT -BASED DENOISING
The STFT of a signal is another time-frequency reprew x sentation of the signal 14 . The expression for the STFT is given by: i.e., mean 0 and variance 1 is made, its STFT is calculated and that STFT magnitude is replaced by the available STFT magnitude. Then, the signal is estimated using Ž . the previous method 13 and this is taken as the next estimate of the signal, x . The above process is then iq 1 repeated for a total of 10 iterations.
( ) 5.5 LEAST MEAN SQUARES LMS APPROACH
The LMS method is an adaptive, iterative gradient w x w x search method, discussed in 18 and 19 . Its update equation is given by:
where W is filter coefficient vector, e an error vector, i.e., the difference between the desired filter output and the actual filter output and X an input vector.
The desired signal is taken to be either the input signal itself, or the input delayed by one sample. The first LMS-Ž . Ž . based denoising method Method 5a implements 14 . Here, the length of the filter is chosen to be 10 and s 7 = 10 y7 . Several variants of the LMS algorithm are also implemented in this paper.
.
[ ] Ž . 1 The leaky LMS algorithm 19 :
Here Method 5b , the update equation is W nq1 s␥иW n q иe n и X n . 1 5
␥ is a constant leakage factor lying between 0 and 1. Leakage allows the impact on the filter coefficient vector of any single input sample to decay with time. The filter length is chosen to be 10, ␥ s 0.9 and s 7 = 10 y7 . 
The filter length is chosen to be 10 and s 3 = 10 y20 .
Ž . 4 Sign-sign LMS or Zero-forcing LMS:
Here Method 5e , the update equation is w x w x W nq1 sW n q иsgn e n sgn X n . 18
The filter length is chosen to be 10 and s 3 = 10 y6 .
[ ] Ž . 5 Normalized LMS 18 :
This method Method 5f is used to prevent instability in the LMS algorithm:
Ž .
19
Ž .
Here the filter length is 10, s 7 = 10 y10 and ␥ s 0 w x 18 .
[ ] 6 Kurtosis dri®en LMS 20 :
Two methods are employed here. Both use the 'kurtosis' of the error which is defined Ž 4 Ž .. Ž 2 Ž .. as C s E e n -3E e n . Method 5g uses the following update equation:
Here, the length of the filter is 10 and s 7 = 10 y8 w x 20 . Method 5h uses the following update equation:
We have used a filter length of 10, ␣ s 7 = 10 y10 and s 100. Ž .
2 N B
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Here N s N s 30, k s10 y5 and k s 10 y10 . Adaptive filtering can be done in the frequency domain Ž . FDAF as well, in which case it is computationally efficient compared to the LMS algorithm. The update equation in this case is given by
where W, e, X are the DFTs or discrete cosine transforms Ž . Ž . DCTs or discrete wavelet transforms DWTs of the corresponding quantities in the time-domain and N is the w x filter length. The DCT of an N-point sequence, x n , is w x given by 18 :
The DCT is a real transform unlike the DFT. The DWT is discussed in Section 5.10. It can be shown that the LMS algorithm requires 2 N 2 q N real multiplications, while Ž . Ž . the FDAF using the FFT requires 3 N log Nr2 q 4 N 2 multiplications.
We have implemented three kinds of frequency domain adaptive filters. All of them use N s 8, s 7 = 10 y7 . Method 6a uses the DFT, method 6b uses the DCT and Ž method 6c uses the DWT with a Daubechies wavelet -. db9 .
( ) 5.7 RECURSIVE LEAST SQUARES RLS AND EXPONENTIALLY WEIGHTED ( ) RECURSIVE LEAST SQUARES EWRLS [ ] METHODS 19
The weaknesses of the LMS method are:
. 2 It exhibits generally non-uniform convergence.
To overcome these pitfalls, the recursive least squares Ž . Ž . RLS method Method 7a has been proposed. This method can be described by the following recursion procedure:
Ž We have used a filter length of 10 and ␣ the weighting .
y7 factor s 7 = 10 .
Ž . Another related method Method 7b , which has been proposed, is the exponentially weighted RLS method Ž . EWRLS . Its recursion equations are:
s 38
Ž .
Usually 0 -F 1. -1 implies that more weight is given to the most recent errors. This is useful in the case of non-stationary data. We have used a filter length of 10 and s 0.95.
Even though the RLS and EWRLS methods converge faster than the LMS method, it should be noted that they are computationally more expensive.
[ ] 5.8 MATCHED FILTERING 8
A matched filter arrangement, where the impulse re-Ž . sponse of the filter h t is matched to the signal input Ž . t , is described by
where T corresponds to the sampling period. The output o Ž . signal-to-noise ratio SNR is maximum for a matched filter. Method 8 uses a matched filter.
NOTCH FILTERING
A notch filter can be used to remove the sinusoidal noise present in the signal. The transfer function for a notch w x filter 22 is given by:
where w s ᎐2 rcos , w s r 2 and ␣ is a parameter 1 2 which determines the bandwidth of the notch. In this method, the notch is implemented using an infinite im-Ž . pulse response IIR lattice notch filter, whose transfer function is given by
The constraints to be satisfied for this to be a notch filter w x Ž . are given in 22 . Two adaptation algorithms 1 and 2 prow x posed in 22 have been implemented in this paper. We have used s 0.9023 and ␣ s 0.9025. Methods 9a and 9b use adaptation algorithm 1, whereas methods 9c and 9d use adaptation algorithm 2. Methods 9a and 9c implement the filter directly, whereas the other two, implement lattice filters.
WAVELET DENOISING w x
An excellent introduction to wavelets is given in 23 .
Ž . The wavelet expansion for a function f t is given by
Ž . where both j and k are integer indices and the t are j,k the wavelet expansion functions that usually form an orthonormal basis. The set of coefficients a are called the
Two denoising methods based on wavelets have been implemented in this paper. The first one uses thresholdw x ing of wavelet coefficients 23 and the second one uses w x Mallat's algorithm 7 .
DENOISING BY THRESHOLDING [ ] 23
Donoho has proposed the following scheme for denoising:
. Ž . 1 Compute the discrete wavelet transform DWT of the noisy signal.
Perform thresholding.
Hard thresholding:
Ž . thresholded value ␦ t Ž . Ž . This method Method 10a is based on the property of the wavelet coefficients, forming an unconditional basis. This means that the wavelet coefficients drop off rapidly and this property is useful in removing noise. The MATLAB ᮋ routine 'wden' was used for this method. The threshold selection rule was based on the principle of Stein's unbiased risk. Soft thresholding was performed with no multiplicative threshold rescaling. Wavelet decomposi-Ž tion was performed at level 3 using the biorthogonal 'bior . 4.4' wavelet.
DENOISING USING MALLAT'S [ ] ALGORITHM 7
Ž . Here Method 10b , using Mallat's algorithm, the signal is decomposed into several scales, the detail coefficients are neglected and the signal is reconstructed using only the approximation coefficients. This is done because significant information about the noise components is contained in the detail coefficients and hence by neglecting them, we eliminate the noise. A 3 level decomposition was Ž . performed using Daubechies wavelet 'db10' .
RESULTS
The denoising methods have been evaluated by applying them to both simulated and real PD data. To obtain the simulated PD data, the time of occurrence of partial discharges is simulated using the stochastic PD model given in Section 2 and noise is added according to the model given in Section 3. 20,000 samples of the input signal are taken, with the separation between any two samples being 1 s. Therefore, the sampling rate is 1 MHz. The methods are characterized on the basis of their mean Ž . square errors MSEs and the time taken to perform denoising. For a particular method, if X denotes the noisy PD sequence and Y denotes the denoised output sequence, the normalized MSE between the input and output sequences is defined as
where n is the number of samples for which X is defined Ž . i.e., the PD pulse region , and is the total noise power. n Ž . As can be seen from equation 45 , if the method rejects all the noise components, the MSE is unity. In other words, the closer the MSE of a method is to unity, the better the method is at extracting the PD pulses. We have calculated the MSE of a particular denoising method as the mean of the MSEs at four different noise power levels. The results are shown in Table 4 .
It can be seen from Table 4 that the MSEs of the low-Ž . pass filtering methods Methods 2a-2d and the wavelet Ž . denoising methods Methods 10a, 10b are closest to unity. The low-pass filtering methods are also the fastest ones Ž . on the basis of computation time . These methods, though, will not perform effectively when low-frequency noise components are present. We conclude, therefore, that the wavelet denoising methods are the best in extracting the PD pulses. The performance of the wavelet de- noising method using Mallat's algorithm is illustrated in Figure 3 . Methods 3a, 5b and 5j have the worst MSEs and are hence the worst methods. It is also observed that Methods 3b and 4b do not recover the sign of the PD pulses.
Ž . The notch filtering methods Methods 9a-9d are characterized by adding only sinusoidal noise. The performance of these methods is shown in Table 5 . It is observed that the notch filtering methods using adaptation Ž Figure 3 . PD pulse recovery using wavelet-based denoising Mallat's . algorithm . Ž . algorithm 2 refer Section 5.9 , i.e., methods 9c and 9d perform much better. They also denoise the input signal faster.
The real PD data is considerably noisy, and it is difficult to distinguish between partial discharge pulses and Ž . noise. The notch filters Methods 9c and 9d best extract the PD pulses. This indicates a high sinusoidal noise content in the real PD data. As seen in Figure 4 , the notch filter removes the low frequency, high amplitude interfer-Ž . ence. Additional wavelet denoising Methods 10a, 10b smoothens the signal, and makes it easier to locate the PD pulses. With this combined usage of notch filtering and wavelet denoising, partial discharge pulses are identified correctly. We conclude, therefore, that this combination can be used to extract PD pulses due to corona from a mixture of sinusoidal and white Gaussian noise, effectively.
CONCLUSION
In this paper, we looked at the problem of denoising PD signals caused by corona discharges. Several denoising methods were evaluated by applying them to both simulated and real PD data. The methods were characterized on the basis of their mean square errors and the execution time. It was observed that a combination of notch filtering and wavelet-based denoising performs well on both simulated and real PD data.
