Forest dynamics are highly dimensional phenomena that are not fully understood theoretically. Forest inventory datasets offer unprecedented opportunities to model these dynamics, but they are analytically challenging due to high dimensionality and sampling irregularities across years. We develop a data-intensive methodology for predicting forest stand dynamics using such datasets. Our methodology involves the following steps: 1) computing stand level characteristics from individual tree measurements, 2) reducing the characteristic dimensionality through analyses of their correlations, 3) parameterizing transition matrices for each uncorrelated dimension using Gibbs sampling, and 4) deriving predictions of forest developments at different timescales. Applying our methodology to a forest inventory database from Quebec, Canada, we discovered that four uncorrelated dimensions were required to describe the stand structure: the biomass, biodiversity, shade tolerance index and stand age. We were able to successfully estimate transition matrices for each of these dimensions. The model predicted substantial short-term increases in biomass and longer-term increases in the average age of trees, biodiversity, and shade intolerant species. Using highly dimensional and irregularly sampled forest inventory data, our original data-intensive methodology provides both descriptions of the short-term dynamics as well as predictions of forest development on a longer timescale. This method can be applied in other contexts such as conservation and silviculture, and can be delivered as an efficient tool for sustainable forest management.
Introduction
Forest ecosystems are complex adaptive systems with hierarchical structures resulting • dry weight biomass, estimated from Jenkins et al. (2003) , using the formula: i∈T e B1 i +B2 i log(d i ) 139 where B1 and B2 are species specific density constants , and d is the trunk diameter 140 at breast height in cm. B1 and B2 have been derived from both US and Canadian 141 studies, making it a suitable approximation for Quebec forests (Jenkins et al., 2003) . 142 The resulting aboveground biomass is expressed in 10 3 kg/ha. 143 • basal area, computed as the sums of trunk diameters at breast height d: i∈T π d i 2 2 .
144
The basal area is expressed in m 2 /ha.
145
• intra-plot diversity (evenness), computed as the Gini-Simpson index (Hill, 2003) , with . This provides an index in the 148 0-1 range describing the species heterogeneity at the stand level, with high values 149 indicating a high heterogeneity.
150
• extra-plot diversity (species richness), computed as the number of species present in a 151 plot: Ω(S). In the Quebec dataset, this indicator ranges from 1 to 8 species, and is 152 interpreted as another measure of diversity.
153
• shade tolerance index, a new metric introduced by and 154 Lienard et al. (2014) describing the shade tolerance rank of species r:
i∈T Ω(s)r i Ω(T) .
155
This index ranges from 0 to 1, with high values denoting forest stands composed of 156 typically late successional species and low values denoting forest stands composed of and average age), we found that 10 states were enough to capture their distributions with sufficient detail. in sampling results in states of the forest plots that are not observed, and can be modeled 201 as missing data. Two classes of algorithms can be used to parameterize a transition matrix 202 describing the dynamics of both observed and missing data: expectation-maximization (EM) 203 and Monte Carlo Markov Chain (MCMC), of which Gibbs sampling is a specific implemen-204 tation. Both classes of algorithms are iterative and can be used to find the transition matrix 205 that best fits the observed data. EM algorithms consist of the iteration of two steps: in the 206 expectation step the likelihood of transition matrices is explicitly computed given the distri-207 bution of the missing data inferred from the previous transition matrix estimate, and in the 208 maximization step a new transition matrix maximizing this likelihood is chosen as the new 209 estimate (Dempster et al., 1977) . MCMC algorithms can be seen as the Bayesian counter-210 part of EM algorithms, as at each iteration a new transition matrix is stochastically drawn 211 with the prior information of estimated missing data, and in turn new estimates for the 212 missing data are stochastically drawn from the new transition matrix (Gelfand and Smith, 213 1990 ). EMs are deterministic algorithms, and as such they will always converge to the same 214 transition matrix with the same starting conditions; conversely, MCMCs are stochastic and 215 are not guaranteed to converge toward the same estimate with different random seeds. While 216 both algorithms are arguably usable in our context, the ease of implementation and lower 217 computational cost of MCMC algorithms led us to prefer them over EM (Deltour et al., 218 1999) . We selected Gibbs sampling as a flexible MCMC implementation (Geman and Ge-219 man, 1984) . We provide in the following a brief presentation of Gibbs sampling. Additional 220 implementation details are in Appendix 1.2, and we refer to for the general principles underlying MCMC algorithms and to for an ex-222 tended description of Gibbs sampling to infer transition probabilities in temporal sequences.
223
In addition to the full explanation below, we also provide a pseudocode of the procedure 224 (Box 1).
225
To apply Gibbs sampling for the estimation of the transition matrices, it is required to 226 include plot characteristics in a set of temporal sequences. For each plot p, this is done by 227 inserting each characteristic s (p,i) measured in the i-th year at position i of a row vector S p 228 representing the temporal sequence of this plot. For example, if a plot p was sampled only 229 at years 1 and 3 during a 5-year inventory, allowing for the computation of characteristics 230 s (p,1) and s (p,3) , then its sequence would be the row vector S p = [s (p,1) 
• denotes a missing value. The sequences are mostly composed of unknown values as only 232 a fraction of the forest plots were surveyed each year. In the application to the Quebec 233 dataset, a reduction of the size of these temporal sequences was performed (see Appendix 234 1.2 for a detailed description of this reduction and an illustrative example); however it is not 235 a pre-requisite for the general application of Gibbs sampling. Let further Y be the matrix 236 constructed using all the sequences S, with rows corresponding to successive measures of 237 different plots and columns corresponding to different years. The preliminary step of Gibbs 238 sampling consists of replacing the missing values • in Y at random, resulting in so-called 239 augmented data Z [0] . Then, the two following steps are iterated a fixed number of times H, 240 with h the index of the current iteration: 241 1. in the parameter estimation step, we draw a new transition matrix Φ [h] conditional 242 on the augmented data Z h−1 , using for every row i:
with Dir is the Dirichlet distribution, γ are biasing factors set here uniformly to 1 as 244 we include no prior knowledge on the shape of the transition matrix (Pasanisi et al., 245 2012). w i,j are the sufficient statistics reflecting the transitions in the augmented data 246 Z [h−1] , formally defined as for the earliest data t = 1, P(Z
for the latest data t = T, P(Z
Pseudocode 1: Estimate of the transition matrix of one stand characteristic Data: Y , a matrix whose rows are sequences S of repeated measurements. As Gibbs sampling is initialized by completing the missing values at random, the first iterations will likely result in transition matrices far away from the optimal. The usual 255 workaround is to ignore the first B transition matrices corresponding to so-called "burn-in" 256 period, leaving only H − B matrices. Furthermore, as Gibbs sampling relies on a stochastic 257 exploration of the search space, a good practice to ensure that Gibbs sampling converged 258 to the optimal transition matrix is to run the whole algorithm R times. There are no 259 general guidelines for setting the H, B and R parameters . We The correlation analysis performed on the Quebec forest inventory (Perron et al., 2011, 270 Appendix 1.1) revealed that biomass and basal area were highly correlated (r = 0.96), as We present here in detail the transition matrix for biomass with a 3-year time interval, 287 shown in Fig. 1 (the other characteristics are to be found in Appendices, in Figs. 7 and 8).
288
In this matrix, each value at row i and column j corresponds to the probability of transition 289 from state i into state j after 3 years. By definition, rows sum to 100%. This transition 290 matrix, as with the others in Appendix, is dominated by its diagonal elements, which is 291 expected because few plots show large changes in a given 3-year period. The values below 292 the diagonal correspond to transitions to a lower state (hence, they can be interpreted as 293 the probabilities of disturbance), while values above the diagonal correspond to transitions 294 to a higher state (i.e., growth). The transitions in the first column of the matrix correspond 295 to major disturbances, where the stand transitions to a very low biomass condition. As 296 the probabilities above the diagonal are larger than below the diagonal, the overall 3-year 297 prediction is of an increase in biomass. This matrix also shows that plots with a biomass 298 larger than 40,000 kg/ha have a roughly uniform 10% probability of ending with a biomass of 299 less than 20 000 kg/ha 3 years later, which is interpreted as the probability of high-biomass 300 stand to go through a moderate to high disturbance. 
Predictions of temporal dynamics and long-term equilibrium
and 2030s based on their distribution in 2000s. We also predicted the long-term dynamics 342 of the forest stands, by computing the equilibrium states of the transition matrices. Overall, 343 the predictions showed an increase in biomass and stand age ( Fig. 3 e and h) , along with 344 a slight increase in biodiversity (Fig. 3 f) and a slight decrease of the prevalence of late 345 successional species accompanied by a slight increase of early successional species (Fig. 3 g) .
346
These predictions are obvious for the biomass and average age of trees by looking at their 347 distributions in the existing dataset ( Fig. 3 a and d) , while they are less clearly seen when 348 looking at the average distributions of the biodiversity and shade tolerance index (Fig. 3 These long-term predictions were reached at different timescales depending on the char-acteristics. For biomass, equilibrium was reached by approximately year 2030, but the other characteristics, and in particular the average age of trees in plots, showed much slower dy-353 namics to reach their equilibria ( Fig. 3 e to in forest modeling (Facelli and Pickett, 1990; Caswell, 2001) . This modeling framework 379 has been employed to describe forest transitions at different scales with various focal variables, for example, succession models defined on the species and forest type level (Usher, 381 1969 (Usher, 381 , 1981 Waggoner and Stephens, 1970; Horn, 1974; Logofet and Lesnaya, 2000; Ko-382 rotkov et al., 2001), gap mosaic transition models (Acevedo et al., 1996 (Acevedo et al., , 2001 ) and biomass 383 transition models . Markov chain successional models (Usher, 1969 (Usher, , 384 1981 (Usher, , 1979b Facelli and Pickett, 1990 ) are able to predict changes in species abundance, in Canadian central forests (Taylor and Chen, 2011; Chen and Taylor, 2012) .
The accurate prediction of the second half of the dataset obtained using only the first half the focus of the current study, and we have to be careful in generalizing conclusions about 528 global warming as the gradual non-stationary disturbance regimes might take from 50 to 529 100 years to show significant departures (Loudermilk et al., 2013; Rhemtulla et al., 2009;  530 Thompson et al., 2011) .
531
The multidimensional nature of forest stands creates substantial challenges for modeling.
532
Our study demonstrates that at least four dimensions are uncorrelated in the Quebec dataset, in contrast with a model developed on the principal components. However, this choice of 541 dimensional variables has the decisive advantage of allowing for the meaningful interpretation 542 of the transition matrices and predictions.
543
The constructed transition matrices have predictive power, as demonstrated in Section 544 4.3. However, the universality of the predictions is intrinsically dependent on the repre-545 sentativity of the dataset, and a bias in data collection will be reported in the predictions.
546
For this particular dataset for instance, we observed (and also predicted) increasing biomass, For each scenario, we show the transition matrix rounded to the closest percent (left), the corresponding Markov chain graphs (middle) and the long-term equilibrium when starting from the same uniform distribution (right). In all three scenarios, the probability of going to the next state is 20%, and the probability of going to any earlier state is 10%; however, the resulting long-term distribution of states are very different.
The version of the Quebec dataset used in our study spans from 1970 until 2007 included. Fig. 2 shows the distributions of the measurements across the years in the database, as well as the repartition of the intervals between two successive measurements. The distributions of stand characteristics across all the database records is plotted in Fig.  3 , and their boxplots are shown in Fig. 4 . Different distribution patterns are evident. In particular, the biomass, basal area and stand age distributions reveal the presence of long tails for the high values. Forest inventory protocols constitute so-called ignorable data collection mechanisms (Little and Rubin, 1987) , as the plots are sampled according to a pre-defined policy that depends mainly on organizational constraints on the foresters' activity, and not on the actual composition of the plots . This allows for the use of Gibbs sampling as described in main text, which follows the implementation of . Several steps of data preparation are essential to apply MCMC algorithms to any dataset. We present here two improvements that are specifically relevant for the structure of the Quebec inventory, and which have been used for both the validation and predictions on these data. These are presented and justified briefly for their example values; applying our methodology to different databases could call for alternative reductions, or for no reduction at all if computational resources are not a limiting factor to perform the inference with Gibbs sampling.
Plot measurement times
First, because no plots were resampled faster than every 3 years in the inventory, we lowered the computational cost by keeping only one state every 3 years. In addition, to further lower the length of sequences, we extracted all sub-sequences of length 4 (hence corresponding to 4 * 3 = 12 years) containing at least two measurements. These two manipulations shorten the sequences dramatically, from sequences originally spanning over 47 years and composed mostly of missing data, to sequences of length 4 and containing at least 2 measurements. See the following box for a concrete example encompassing all the steps used to include yearly characteristics into temporal sequences.
6
We provide as an example the data preparation with biomass modified from the Quebec inventory for one plot:
• 1975: biomass = 8.2 10 3 kg/ha
• 1981: biomass = 4.6
• 1988: biomass = 3.9
• 1992: biomass = 13.7
• 2000: biomass = 14.3
The preliminary step is to express these numerical values into discrete states. In our study, we subdivided biomass into 25 states from 0 to 50 10 3 kg/ha, corresponding to the following description of the same plot's biomass:
• 1975: biomass ∈ 8 − 10 10 3 kg/ha The second step of discretization is to further split the sequence into sub-sequences starting with a known observation and containing at least one additional observation, as well as dismissing the absolute value of the year in order to retain only the relative dynamics: The sparse sequences obtained as explained above are used to infer the underlying transition matrix. The precise implementation of Gibbs sampling is summarized in main text and summarized there with a box containing the pseudo-code. Informally, the core idea of our implementation of the Gibbs sampling algorithm is to estimate both the transition matrix and the missing values of these sequences. To do this, we perform two iterative steps, which we refer to as "parameter estimation" and "data augmentation". In the parameter 7 estimation step, we sample transition probabilities according to the current estimate of the missing data. This results in an estimate of the transition matrix. In the data augmentation step, we sample values for filling the missing measurements based on the current estimate of the transition matrix. This results in an estimate of the missing data. As these two steps are interdependent, starting the algorithm is a "chicken and egg" type of problem, which is solved with a random initialization of the missing states and the subsequent dismissal of the first B iterations Casella, 2004, Pasanisi et al., 2012 Figure 6 : Biplots of all six studied characteristics in the spaces defined by the first four principal components (PC1 to PC4). Figure 9 : Predictions at equilibrium from two models, each computed with a different half of the dataset (denoted here "50% a" and "50% b") for the states of each characteristic. For each state, the circle size denotes the number of stands belonging to it in the real dataset. The R 2 error measure is indicated on the top right of each plot. In this validation, the two halves of data used to compute the transition matrix correspond to a random split of the dataset, regardless of the years (see text for details).
