Abstract. The dynamical group associated with the Dirac equation with a radially symmetric potential in four space-time dimensions is represented in terms of integrals with respect to operator valued set functions associated with the free Dirac operator.
Introduction
This paper is a continuation of work commenced by the author in J2], on the representation of the dynamical group U(t) associated with the Dirac equation with a radially symmetric potential as an integral with respect to an operator valued set function M t , for each t > 0. The operator valued set functions hM t i t 0 , constructed from the free Dirac group S and a spectral measure Q r of multiplication by characteristic functions, measure the random events of an underlying one dimensional process in place of a probability measure. The notation of the present work di ers from that of J2] in that the sample space is taken to be a set of paths ! : 0; 1) ! 0; 1) rather than a collection of paths with values in R 3 . It is proved in J2, Theorem 4.4] that the space may be taken to be the collection of all paths ! : 0; 1) ! 0; 1) with speed 1 and at most nitely many changes of direction in any bounded time interval. The feature of the \Zitterbewegung" of the Dirac particle remarked on elsewhere I-T] is also present in four space-time dimensions.
The representation (0.1) is proved in J2, Theorem 6.3] under the assumption that the function q is locally integrable on 0; 1) and locally square integrable on (0; 1), a result which excludes the case of a Coulomb potential q(r) = ? =r. The di culty encountered in proving (0.1) for a Coulomb potential q is that for paths ! which hit the origin during the time interval 0; t], the integral for a full set of paths ! 2 . The notion of negligible sets for the unbounded set function M t and an interpretation of the integral (0.1) are outlined in J2, Section 5].
The representation (0.1) is proved for functions q : (0; 1) ! R which satisfy the bound (0.2) q = q (1) + q (2) ; sup r>0 jq (1) (r)jr ; sup r>0 jq (2) (r)j < 1;
where < p 3=2. In particular, the result applies to Coulomb potentials q(r) = ?a=r; r > 0 with jaj < p 3=2. Here we are working in a coordinate system in which the speed of light c and Planck's constant~are equal to one, so that < 1 corresponds to Z < 137 in atomic units.
Section 1 establishes some terminology for the type of processes this work employs. In Section 2, the radially symmetric Dirac process is formally de ned and some results concerning the process proved in J2] are mentioned again. Section 3 reviews the notion, also developed in J2], of integration with respect to the unbounded set functions associated with the radially symmetric Dirac process. Depending on the reader's willingness to believe the author's assertions that are not herein proved, the present paper can be read independently of J2]. The main arguments are in Section 4. The result that the set of paths which hit the origin is M + t -null is proved in Corollary 4.8 after obtaining, in Proposition 4.4, an explicit representation by a perturbation series expansion, for regularisations M (") t ; " > 0, of M t . The main result is given in Section 5. The representation (0.1) is established in Theorem 5.4 for potentials satisfying condition (0.2) with < p 3=2. For potentials q satisfying (0.2) with < 1, and having constant sign near the origin, the dynamical group U(t) is represented in Theorem 5.6 as the limit of integrals like that on the right hand side of equation (0.1).
(S; Q)-processes
In this section, we outline an abstract framework to deal with the processes we wish to consider in the remainder of the paper. The framework indicates the relationship between what we consider a \process" here, and the more familiar notion of a stochastic process with respect to a probability measure space. Let Suppose that is some non-empty collection of functions ! : R + ! : Let t > 0; n = 1; 2; : : :; 0 < t 1 < < t n < t and suppose that B 1 ; : : :; B n 2 B are subsets of : For each subset E of of the form (1.1) E = f! 2 : !(t 1 ) 2 B 1 ; : : : ; !(t n ) 2 B n g; the operator M t (E) 2 L (Y ) is de ned by the formula (1.2) M t (E) = S(t ? t n )Q(B n )S(t n ? t n?1 ) Q(B 2 )S(t 2 ? t 1 )Q(B 1 )S(t 1 ):
Provided that the set E is non-empty whenever each of the sets B 1 ; : : :; B n is not a Q-null set, it follows that as the times t 1 ; : : :; t n ; the sets B 1 ; : : :; B n and n = 1; 2; : : : vary, but t is xed, the sets E form a semi-algebra S t of subsets of and the expression (1.2) de nes an additive operator valued set function M t , de ned on S t and acting on Y: Furthermore, the additivity of the set function M t ensures that it has a unique extension, also denoted by M t ; to the algebra (S t ) of subsets of generated by S t : Set (A) 
The idea of associating an operator valued set function with an arbitrary semigroup and a spectral measure is due to I. Kluv anek Klu] .
If the range fM t (A) : A 2 (S t )g of the additive set function M t on the algebra (S t ) is bounded in the uniform operator norm of L(Y ) and = R + , then under certain mild conditions, M t is actually the restriction to (S t ) of an operator valued measure de ned on the -algebra (S t ) generated by S t | the techniques of probability theory are directly applicable to this case. If the range of M t is unbounded on (S t ) in the uniform operator norm of L(Y ), then integration with respect to M t may be controlled by a family of operator valued measures; this is the situation for the radially symmetric Dirac process considered in the next section, and discussed in greater detail in Section 3. Then D de nes a selfadjoint operator, and so, a unitary group S D (t) = e iDt ; t 2 R of operators acting on L 2 (R 3 ; C 4 ): For any n = 1; 2; : : :; the space C n is assumed to be equipped with the inner product ha; bi = P n j=1 a j b j for a = (a 1 ; : : :; a n ) and b For each k 2 Z n f0g; let T k be the unitary group of operators de ned on L 2 (R + ; C 2 ) by T k (t) = e i k t for all t 2 R: Let Q be the spectral measure, acting on L 2 (R + ; C 2 ); of multiplication by the characteristic functions of Borel subsets of R + :
Let be the set of all continuous functions ! : R + ! R + such that for each t > 0, the sets f! 0 = 1g and f! 0 = ?1g in (0; t) are the nite union of open intervals, the union of which contains all except nitely many points in (0; t). Less formally, the paths ! 2 are continuous with velocity 1, and only nitely many changes in direction in any bounded time interval.
For each k = 1; 2; : : :; let ? ; hS t i t 0 ; R (k) t t 0 ; hX t i t 0 be the (T k ; Q)-process with state space L 2 (R + ; C 2 ). For each t 0, S t is the algebra generated by the family of all elementary events before time t , R (k) t : S t ! L s (L 2 (R + ; C 2 )) is an additive operator valued set function and X t (!) = !(t); ! 2 is the evaluation map.
The 3. Integration with respect to M t and M (") t ">0
In order to de ne integration with respect to the operator valued set functions M t , we de ne -additive operator valued measures M (") t for all " > 0 by cutting o the singularity in the right hand side of formula (2.1) at r = 0. The details of the following construction are laid out in J2].
Let N = 1= The operator de ned by (2.1) is essentially selfadjoint; its closure in L 2 (R + ; C 2 ) is denoted by the same symbol. Then lim "!0 e i k;" t = e i k t in the strong operator topology of L ? L 2 (R + ; C 2 ) J2, p309].
Let R t be the -algebra generated by elementary events in before time t. t (E)U k;m for all E 2 R t :
Let t > 0. Rather than formally de ne the idea of a function being integrable with respect to M t relative to the family M (") t ">0 of operator valued measures, we shall sketch the main idea and refer to J2, Section 5], where the details are laid out explicitly.
The space L 1 (M + t ) denotes the vector space of all (equivalence classes of) functions which are integrable with respect to each operator valued measure M (") t ; " > 0: A net converges in L 1 (M + t ) exactly when it converges in each space L 1 (M (") t ); " > 0:
For a simple function s based on the semi-algebra S t , the operator valued set function s M t : S t ! L ? L(R 3 ; C 4 ) | the inde nite integral of s with respect to M t | is de ned by linearity, in the obvious way; this is possible, because M t : S t ! L ? L(R 3 ; C 4 ) is additive. Suppose that T t is the locally convex topology de ned on the simple functions such that a net hs i 2I converges to a simple function s if and only if hs i 2I converges to s in L 1 (M + t ), and for each A 2 S t , the net ? s M (") t (A) 2I converges to the integral ? s M (") t (A) of s with respect to M (") t over A, in the weak operator topology, uniformly for 0 < " 1. Then given a bounded Cauchy net hs i 2I for the topology T t , there exists f 2 L 1 (M + t ) such that hs i 2I converges to f in L 1 (M + t ), and for each A 2 S t , the net h
t (A) in the weak operator topology, uniformly for 0 < " 1. Moreover,
t (A) exists in the weak operator topology for each A 2 S t . Then f M t : S t ! L ? L 2 (R 3 ; C 4 ) is an additive operator valued set function de ned on the semialgebra S t and the function f is said to be M + t -M t -integrable. The space of all (equivalence classes of) M + t -M t -integrable functions is denoted by L 1 (M + t ; M t ). It is endowed with the topology associated with T t . With this viewpoint, the null sets of M t are just those subsets of which are M (") t -null sets for each " > 0.
Remark. The idea of integration with respect to unbounded set functions M t outlined above applies to situations more general than the radially symmetric Dirac process. The basic requirement is obviously that M t should belong to the closure in the topology of setwise convergence on the underlying semi-algebra of elementary events, of a set M t = fM (") t : " > 0g of -additive measures. In that situation, the scheme outlined in J1] applies, and we obtain the notion of M t -M t -integrable functions. There may be many \regularisations" M t of M t | the appropriate one is given by the problem at hand. For the radial parts of the Dirac operator, we eliminated the singularity at zero to obtain the family M t above.
By contrast, in non-relativistic quantum mechanics J1] and, presumably, quantum eld theory in Minkowski space, the unbounded set functions M m t ; m 2 R; m 6 = 0 are the boundary values on the real axis of set functions M z t with z in the upper half-plane P + . The family M t = fM ai t : a > 0g of -additive measures serves to de ne M t -M t -integrable functions. Hence, the \regularisation" M t of the set function M t is obtained by analytic continuation M z t ; z 2 P + to the upper half plane, followed by restriction to the positive imaginary axis. The technique of regularisation is familiar from other areas of analysis and is naturally applied to the treatment of integration with respect to the unbounded set function arising in quantum physics.
4. The support of the cut-off measures R (k;") t ; " > 0 We shall require more information about the support of the operator valued measures R (k;") t ; " > 0; k = 1; 2; : : :. To this end, the C 0 -semigroup e i( +U k;" )t can be written as a perturbation series e i( +U k;" )t = P 1 j=0 i j V (") j (t), with V 0 (t) = e i t and for all t 0 and all j = 1; 2; : : : : Here U k;" is the operator of multiplication by the matrix valued function r 7 ! U k;" (r); r 0. On applying this expansion to the de nition of R (k;") t , we obtain R (k;") t (A) = P 1 J=0 i J R (k;") t;J (A), for all A 2 R t , where
j 0 (t 1 ); for all elementary events E of the form (1.1), and all J = 0; 1; 2; : : :. The sum is over integers j 0 ; : : :; j n 0.
It turns out that for each J = 0; 1; 2; : : :, R (k;") t;J is a -additive operator valued measure on R t J2, Lemma 4.2]. The set t denotes the collection of restrictions of paths ! 2 to the interval 0; t]. It is natural to consider a set A 2 R t as being a subset of t , via the restriction map. We shall pass between the two viewpoints without further mention.
The aim in this section is to show that the set ? t of all paths ! 2 which hit the origin at some time in the interval 0; t] is an R (k;") t -null set for each " > 0. To this end, we shall show that ? t is R (k;") t;J -null for each " > 0 and each J = 0; 1; 2; : : :. Let The operator in L ? L 2 (R + ; C 2 ) of multiplication by iN U k;" N is bounded, so T + iN U k;" N is a bounded perturbation of the generator T of a C 0 -semigroup, hence it is the generator of a C 0 -semigroup which has a \Dyson" series expansion K1, Theorem IX.2.1]. The argument we are going to use is essentially combinatorial, so instead of working with the semigroups e i s ; s 0 and e i k;" s ; s 0, in formulae (4.1) and (4.2), we shall use e Ts ; s 0 and e (T+U)s ; s 0, where U is a nonzero constant matrix. The modi cations required to replace U by a matrix valued multiplication operator will become apparent from the following discussion. The situation in which formulae (4.1) and (4.2) apply can then be covered by the application of the similarity transformation a 7 ! NaN acting on L ? L 2 (R + ; C 2 ) .
To this end, set e (T+U)t = P 1 j=0 V j (t), V 0 (t) = e Tt and We shall compute R t;0 and R t;1 explicitly. The general nature of R t;J and hence, of R (k;") t;J , will then be apparent for all J = 0; 1; 2; : : :; a formal proof of Corollary 4.8 by induction would be less than illuminating.
First, for every set E of the form (1.1), ? R t;0 (A) (x) = x;t (A) 1 ( x;t (0)) 0 :
Consequently, R t;0 is supported by the set t;0 = f x;t : x 0g f x;t : x tg. The two point set ? t;0 = f 0;t ; t;t g is the set of all paths ! 2 t;0 which hit the origin in the interval 0; t]. The set ? t;0 clearly has R t;0 -measure zero. For J = 1, there are n + 1 terms in the sum de ning R t;J (E) in (4.4). If we write 11 in terms of the paths x;t , we get 11 (x) = B n ( x;t (t n )) B 1 ( x;t (t 1 )) 1 ( x;t (0)) = x;t (E) 1 ( x;t (0)); and for 22 :
22 (x) = B n ( x;t (t n )) B 1 ( x;t (t 1 )) ( x;t (0)) 1 ( x;t (0)) = x;t (E) ( x;t (0)) 2 ( x;t (0)):
We require a similar expression for the terms 12 and 21 . To do this, we introduce new paths belonging to t which have a change in direction at 0 < < t. Let x;t ( ; ) be the continuous path with x;t ( ; t) = x, 0 x;t ( ; s) = ?1 for all < s < t and 0 x;t ( ; s) = 1 for 0 < s < , so that x;t ( ; ) has a change of direction at . (A) 0 ( x;t (0)) 2 ( x;t (0)) t:
It follows that R t;1 is concentrated on the set t;1 of paths ! 2 t with at most one change of direction in the interval 0; t]. The set ? t;1 of paths ! 2 t;1 which hit the origin in the interval 0; t] is f 0;t ; t;t ; x;t (x ? t; ); x;t ((x + t)=2; ) : 0 x tg:
It follows from Fubini's theorem that for any subset A 2 R t contained in ? t;1 , the integral R R + j ? R t;1 (A) (x)j dx is zero. Therefore, ? t;1 is an R t;1 -null set.
Having computed the cases J = 0; 1 explicitly, we show that there exists an analogous representation in the cases J = 2; 3; : : :, although we shall not derive an exact formula in general. The main features are already apparent for J = 1.
The terms in the sum (4.4) can be written as for some choice of matrices E k , k = 1; : : :; J from the standard basis E of the 2 2 matrices. If j k = 0, then it is equal to the constant operator exp (T(t k+1 ? t k )). Let : f1; : : :; Jg ! f0; 1g and 0 < 1 < < J < t. Let + x;t ( 1 ; : : :; J ; ; ) (respectively, ?
x;t ( 1 ; : : :; J ; ; )) denote the path ! : 0; t] ! R, such that !(t) = x, ! 0 (t) = 1 (respectively, ! 0 (t) = ?1) and for each j = 1; : : :; J, there is a change in direction of ! at j if and only if (j) = 1; elsewhere, ! has velocity 1. It is clear that the left hand side of (4.12) is some translate of the function M , times a scalar function which takes the values zero or one, and depending on the sets B 1 ; : : : ; B n . Here the matrix M is the product E J E 1 of the basis matrices appearing in (4.11).
If the matrix M is the zero matrix, then and the path function ! x can be chosen arbitrarily | both sides of (4.12) are identically zero.
Suppose now that M 6 = 0. For each j = 1; : : :; J, set (j) = 1 if E j is equal to either " 2 or " 3 , and set (j) = 0 otherwise. Nonzero values of the function correspond to changes in direction at the corresponding times j . We shall prove formula (4.12) by induction on J. The case J = 1 was established for all t > 0 in the course of proving Proposition 4.2.
Suppose that for J = K, formula (4.12) is true with the choice above for the path function ! x and the matrix M 6 = 0, for all t > 0, all elementary events of the form (1.1), and all choices of non-negative integers j 0 ; : : :; j n such that j 0 + +j n = K.
Let j 0 ; : : :; j n be non-negative integers such that j 0 + + j n = K + 1. The expression (4.11) for Z n ( j 0 + +j n?1 +1 ; : : :; K+1 ) can be written as exp(T(t ? K+1 ))E K+1 Z n ( j 0 + +j n?1 +1 ; : : : ; K ) with the term Z n here de ned by the expression (4.11) with t k+1 = K+1 : By the induction hypothesis, Z n ( j 0 + +j n?1 +1 ; : : :; K ) = ! x (E)(M )(! x (0)); for the path function ! x and matrix M de ned above with the choice t = K+1 . Then Z n ( j 0 + +j n?1 +1 ; : : :; K+1 ) = exp (T(t 
We are only interested in the case E K+1 M 6 = 0. We examine the possible choices of E K+1 2 E. If E K+1 is either " 1 or " 4 , then E K+1 M = M. In the case that E K+1 = " 1 , then we can only have E K = " 1 and (K) = 0, or E K = " 2 and (K) = 1, otherwise E K+1 M would be the zero matrix. In the either case, Z n ( j 0 + +j n?1 +1 ; : : :; K+1 ) = ! x+(t? K+1 ) (E)(M )(! x+(t? K+1 ) (0)):
By the induction hypothesis, the path ! x 2 K+1 is equal to ? The negative sign appears in the path function! x in the case E K+1 = " 1 In the case E K+1 = " 4 , we obtain Z n ( j 0 + +j n?1 +1 ; : : : ; K+1 ) = for some maps : f1; : : :; Jg ! f0; 1g, path functions x;t ( 1 ; : : :; J ; ; ) and matrices M 2 E. In this notation, the element of L 2 (R + ; C 2 ) on the right-hand side of (4.13) is the function which assigns to each x 2 R + , the element of C 2 obtained by replacing x by x.
Proof. The integrand in (4.10) can be expressed as a nite linear combination of the expressions (4.12) by writing the matrix U as a linear combination of matrices from the standard basis E. The corresponding sum over the expression (4.10) for all non-negative integers j 0 + + j n = J is a nite linear combination of integrals of the expression (4.12) over the set 0 < 1 < < J < t in 0; t] J .
Let x 2 R + , : f1; : : :; Jg ! f0; 1g and A 2 R t . Suppose that at some point 0 < 1 < < J < t, the path x;t ( 1 ; : : :; J ; ; ) takes on negative values in the interval 0; t]. Then x;t ( 1 ;:::; J ; ; ) (A) = 0, because A is a subset of t whose elements assume values only in the set R + . The region of integration in which the integrand is nonzero is therefore contained in the set f x;t ( 1 ; : : :; J ; ; ) 0g.
The expression on the right hand side of (4.13) does not depend on the form of an elementary event A like (1.1), and we have shown that for all elementary events A of the form (1.1), the operator valued set function de ned by (4.4) is equal to a nite linear combination of operator valued set functions de ned by (4.13), so equality holds on the -algebra R t by -additivity.
Let ? t be the set of all paths ! 2 t which take the value zero at least once in the interval 0; t]. Paths belonging to t are continuous, so ? t 2 R t by virtue of the equality ? t = T 1 m=1 S 1 j=1 T 1 n=j S n k=1 f! 2 t : !(tk=n) < 1=mg:
Corollary 4.5. The set ? t is an R t -null set.
Proof. The measure R t is the setwise sum of the measures R t;J ; J = 0; 1; 2 : : : on the -algebra R t , in the strong operator topology of L ? L 2 (R + ; C 2 ) , so it is enough to show that ? t is an R t;J -null set, for each J = 0; 1; : : :. For J = 0; 1, we veri ed this by writing down the set ? t;J explicitly. In general, for almost all x 2 R + , the set f( 1 ; : : :; J ) : 0 < 1 < < J < t; 0 2 x;t ( 1 ; : : : ; J ; ; 0; t])g is contained in the nite union of hyperplanes in 0; t] J , so it has Lebesgue measure zero.
For any subset A 2 R t of ? t , it follows that the integral on the right hand side of expression (4.13) is zero at almost all points x 2 R + , so R t;J (A) = 0, proving that ? t is R t;J -null. Let t;J ; J = 0; 1; : : : be the set of all paths ! 2 t with at most J changes in direction in the interval 0; t]. Then t;J t;J+1 and t = S 1 J=0 t;J : The following corollary is proved in J2, Lemma 4.2] without mentioning the formula (4.13) explicitly.
Corollary 4.6. For each J = 0; 1; : : :, the measure R t;J is supported by t;J .
If the the matrix U is replaced by the bounded matrix valued function iN U k;" N, then N R (k;") t N may be represented as the sum of measures like (4.13), except that the integrand is multiplied by additional functions of 1 ; : : : J and x associated with the translates of the components of iN U k;" N; in the situation considered above, these were constants. It is clear that this change will not a ect the conclusions of Corollary 4.5 with respect to the new measure N R (k;") t N. We state the following without writing down a formal proof:
The Feynman representation
In this section, we use Corollary 4.8 to complete the proof of the Feynman representation (0.1) for a class of potentials q which includes a range of Coulomb potentials.
Let q : R ++ ! R be a locally square integrable function. Let D( (q)) be the set of all functions 2 L 2 (R + ; C 2 ) which are absolutely continuous on all bounded subintervals of R + , such that (N ) 2 (0) = 0 and (q) := ?Q(q) 2 L 2 (R + ; C 2 ). It is proved in J2, Proposition 2.3] that the operator i (q) : D( (q)) ! L 2 (R + ; C 2 ) is the in nitesimal generator of a C 0 -contraction semigroup e i (q)t , t 0. For each t 0, the operator e i (q)t maps 2 L 2 (R + ; C 2 ) to the function given by ; for almost all x > 0. The function q need not be integrable in a neighbourhood of zero, although it is necessarily integrable over all bounded intervals in R ++ . Nevertheless, the formula (5.1) makes sense for almost all x > 0 and de nes a function in L 2 (R + ; C 2 ).
Any bounded perturbation of (q) is the generator of a C 0 -semigroup K1, Theorem IX.2.1], so for all " > 0 and k 2 Z n f0g, (q) + U k;" is the generator of a Lemma 5.1. Let q : R ++ ! R be a locally integrable function and t > 0. Then for M + t -almost all ! 2 , the function s 7 ! q(!(s)) is Lebesgue integrable on 0; t]. Proof. According to Corollary 4.8, the set ? t of all paths ! 2 which hit the origin at some time in the interval 0; t] is M (") t -null. If ! does not hit zero, then there exists nitely many subintervals I of 0; t], for which there exist numbers 0 < b I < a I , such that s 7 ! q(!(s)) is the restriction of one of the functions s 7 ! q(a I ? s); s b I or s 7 ! q(a I + s); s 0 to I. Because q is assumed to be locally integrable on R ++ , each of these functions is integrable over each interval I, and so q ! is integrable over 0; t] itself.
The semigroups e i( k;" : ?q)t ; t 0, k 2 Z; k 6 = 0 and hence, e i (D "   : ?Q r (q))t ; t 0, may be represented as a perturbation series expansion in terms of the semigroup given by expression (5.1). (") t proves that the operators R e ?i R t 0 q n (!(s)) ds dM (") t (!); n = 1; 2; : : : converge in the strong operator topology to the right hand side of (5.2).
Another application of dominated convergence to the expression (5.1) and the perturbation expansion of e (q)+U k;" in terms of the bounded matrix multiplication operator U k;" K1, Theorem IX.2.1] shows that the operators e i( k;" ?q n )t , n = 1; 2; : : : converge in the strong operator topology to e i( k;" : ?q)t , hence the operators e i (D "   : ?Q r (q n ))t ; n = 1; 2; : : : converge in the strong operator topology to e i (D "   : ?Q r (q))t . The equality (5.2) is true for bounded measurable functions q by virtue of J2, Lemma 6.2] and formula (3.2). Therefore, it is true for all locally square integrable functions q : R ++ ! R.
The following result is the analogue of J2, Lemma 2.5] in the present context. Lemma 5.3. Suppose that q : R ++ ! R is a function such that the bound (0.2) holds with < p 3=2. Let q n = q jqj n for each n = 1; 2; : : : and let k be a nonzero integer.
Then for every > 0, the function " 7 ! ( ? i( k;" ? q n )) ?1 ; 0 " 1 is continuous on the strong operator topology of L ? L 2 (R + ; C 2 ) , uniformly for all n = 1; 2; : : :.
Furthermore, as " ! 0 + , the operator e i( k;" ?q n )t converges to e i( k ?q n )t in the strong operator topology of L ? L 2 (R + ; C 2 ) , uniformly for all n = 1; 2; : : :, and all numbers t in compact subsets of R + Proof. Let X be the Banach space of all continuous functions f from 0; 1] to L 2 (R + ; C 2 ) with the uniform norm kfk 1 = sup 0 " 1 kf(")k 2 . For each t 0, the operator S(t) : X ! X is de ned by ? S(t)f (") = e i ;" f(") for f 2 X and 0 " 1. Then, as in J2, Lemma 2.5], S is a contraction C 0 -semigroup of operators acting on X.
It follows by K, Theorem IX. ? L 2 (R + ; C 2 ) , uniformly for t in compact subsets of R + . For each t 0, and function q satisfying (0.2), the operator S q (t) is de ned for each f 2 X, by ? S q (t)f (") = e i( k;" ?q)t f("); for all 0 " 1: Then S q is a contraction C 0 -semigroup acting on X. Now converge in the weak operator topology, uniformly for " > 0. An appeal to Theorem 5.2 shows that for each elementary event E of the form (1.1), the operators (5.5) may be represented in the form (1.2), with S equal to the semigroup e ?i(D " ?Q r (q n )) and with Q equal to the spectral measure Q r . An appeal to Lemma 5.3 and the Banach-Steinhaus theorem shows that the convergence of the operators (5.5) is actually in the strong operator topology, uniformly for " > 0. Here we need to take the direct sum of operators unitarily equivalent to the operators is valid. The selfadjoint operator H is characterised by the equality e ?iHt = lim n!1 e i(D?Q r (q n ))t ;
for all t 2 R, where q n = q jqj n for each n = 1; 2; : : :.
If q (1) 0 near the origin, then the analogous statement is valid for the region =( ) 0.
Proof. With the notation of the proof of Lemma 5.3, for each n = 1; 2; : : :,the in nitesimal generator of S q n is a bounded perturbation of the generator of S, so there exists 0 > 0 such that for all > 0 , the map 7 ! R q n ( ) is the restriction to the real axis of a function analytic in a neighbourhood of zero in C . Now suppose that there exists r 0 > 0 such that q (1) (r) 0 for all 0 < r < r 0 .
Then for r r 0 , we have jq (1) (r)j 1=r 0 . It follows from the Trotter-Kato product formula that, for a = kq (2) k 1 , the bound (5.7) ke i( k;" ? q n )t k L(L 2 (R + ;C 2 )) e (j=( )j=r 0 +a)t ;
holds for all 2 C with =( ) 0, all " > 0, all t 0 and all n = 1; 2; : : :. Clearly, the bound kS q n (t)k L(X) e (j=( )j=r 0 +a)t also holds for =( ) 0, n = 1; 2; : : : and t 0. Let 0 > a. Then for all > 0 and n = 1; 2; : : :, the resolvent operator R q n ( ) = V : x 7 ! q(jxj); x 2 R 3 . An argument analogous to that of Theorem 5.4 for the case of real with j j < p 3=2, shows that for each 2 C with =( ) 0 and j j < 1=2, the operator S q n (t) converges as n ! 1 to the operator S q (t) in L(X), uniformly for t in compact subsets of R + . An appeal to Vitali's convergence theorem H-P, Theorem 3.14.1] ensures that S q n (t); n = 1; 2; : : : converges in the strong operator topology of L(X), uniformly as ranges over compact subsets of the region =( ) < 0. The limiting semigroup is denoted by S q for all complex numbers satisfying =( ) < 0. As in the proof of Theorem 5.4, the function ! 7 ! e ?i for all =( ) < 0 and h 2 L 2 (R + ; C 2 ). By dominated convergence, for each > a and 2 C satisfying =( ) 0 and j j < min(1=2; ( ? a)r 0 ), the resolvent operator R q n ( ) of S q n converges in the strong operator topology of L(X), as n ! 1, to the resolvent R q ( ) = R 1 0 e ? t S q (t) dt of S q .
Set 0 = ( 0 ? a)r 0 . The bound (5.8) holds in the region ? 0 =( ) 0, so another appeal to Vitali's convergence theorem shows that for each > 0 , the operator R q n ( ); n = 1; 2; : : : converges in L(X), uniformly as ranges over compact subsets of the set f 2 C : ? 0 < =(k) < 0g:
Now suppose that 0 is chosen so that 0 = ( 0 ? a)r 0 > 1. Then for > 0 , R q n ( ) converges in the strong operator topology to R q ( ) in the region ? 0 < =( ) < 0. Here, 7 ! R q ( ), de ned for ? 0 < =( ) < 0, is the analytic continuation of 7 ! R q ( ), de ned as above, for =( ) 0 and j j 1=2: Thus, for all 2 C such that ? 0 < =( ) < 0, R q ( ); > 0 is the resolvent family of the C 0 -semigroup S q . By K2, Theorem I] and the assumption that < 1, there exists " > 0 such that for each h 2 L 2 (R + ; C 2 ), there exists an analytic continuation 7 ! R q ( )(1 h) (0) to all 2 C such that j j < 1 + ". Furthermore, by K2, Theorem II (ii)], the analytic continuation has the property that for every h 2 L 2 (R + ; C 2 ), (5.10) lim n!1 R q n ( )(1 h) (0) = R q ( )(1 h) (0) in L 2 (R + ; C 2 ), and there exists a selfadjoint operator H, such that the operator h 7 ! R q ( )(1 h) (0) Combined with formula (5.9), this establishes the equality (5.6).
Remarks. (i) In the case of the inverse square potential for the Schr odinger equation, in the region where the associated Schr odinger operator is not essentially selfadjoint but the Fredholm extension exists, Faris Fa] establishes a representation similar to (5.6) with a double limit procedure.
(ii) For the Coulomb potential q(r) = ?a=r with a > 1, the limit on the right hand side of (5.6) exists in the strong operator topology, but it does not de ne a selfadjoint operator. In the context of the Schr odinger equation, E. Nelson N] interpreted this situation in terms of a possibility of collision with the centre of attraction. For the Dirac equation, V. Popov P] obtains a selfadjoint extension by imposing conditions at the nuclear boundary. Although the Feynman representation (5.3) reveals nothing about the dynamics of the Dirac particle that cannot be deduced by operator-theoretic techniques, the structure developed in the proof of the representation (5.3) may prove to be useful in situations where the quantum dynamics is not readily constructed by traditional means.
