Abstract. This paper proposes a parallel in time (called also time parareal) method to solve Volterra integral equations of the second kind. The parallel in time approach follows the same spirit as the domain decomposition that consists of breaking the domain of computation into subdomains and solving iteratively the sub-problems in a parallel way. To obtain high order of accuracy, a spectral collocation accuracy enhancement in subdomains will be employed. Our main contributions in this work are two folds: (i) a time parareal method is designed for the integral equations, which to our knowledge is the first of its kind. The new method is an iterative process combining a coarse prediction in the whole domain with fine corrections in subdomains by using spectral approximation, leading to an algorithm of very high accuracy; (ii) a rigorous convergence analysis of the overall method is provided. The numerical experiment confirms that the overall computational cost is considerably reduced while the desired spectral rate of convergence can be obtained.
Introduction
We consider the linear Volterra integral equations (VIEs) of the second kind where g and K are sufficiently smooth in I and I × I, respectively; and K(t, t) = 0 for all t ∈ I. Under these assumptions, smooth solution u(t) to (1.1) exists and unique, see, e.g., [3] .
The presence of the integral in (1.1) makes the problem globally time-dependent. This means that the solution at time t k depends on the solutions at all previous time t < t k . Consequently, it may require large storage if the solution time is large or high accuracy of approximations is needed. This may become more serious if partial integro-differential equations are considered. To handle this, we will design our method by breaking the domain into sub-domains (as in the domain decomposition approach) and then solving iteratively the sub-problems in parallel way. More precisely, we divide the time interval [0, T ] into N equi-spaced subintervals and then break the original problem into a series of independent problems on the small sub-intervals. These independent problems are solved by a fine approximation which can be implemented in a parallel way, together with some coarse grid approximations which have to be implemented in a sequential way.
The parallel in time algorithm for a model ordinary differential equation (ODE) was initially introduced by Lions, Maday, and Turinici [14] for solving evolution problems in parallel. It can be interpreted as a predictor-corrector scheme [1, 2] , which involves a prediction step based on a coarse approximation and a correction step computed in parallel based on a fine approximation. Even though the time direction seems intrinsically sequential, the combination of a coarse and a fine solution procedure has proven to allow for more rapid (convergent) solutions if parallel architectures are available. The parallel in time algorithm has received considerable attention over the past years, especially in the community of the domain decomposition methods [6] , fluid and structure problems [7] , the Navier-Stokes equations [8] , quantum control problems [15] , and so on. For the parallel in time method based on the finite difference scheme, the convergence analysis for an ODE problem was given in [9] .
In our algorithm, we also build in a recent spectral method approach to obtain exponential rate of convergence, see [5, 19, 20] . The main advantage of using high order methods for integral equations is their low storage requirement with the desired precision; this advantage makes high order methods attractive. Among the high order methods spectral methods are known very useful due to its exponential rate of convergence, which is also demonstrated for solving VIEs [18, 13] . However, a drawback of the spectral method is also well-known; i.e., the matrix associated with the spectral method is full and the computational cost grows more quickly than that of a low order method. Thus for long integration it is desirable to combine the spectral method with domain decomposition techniques to avoid using a single high-degree polynomials.
It is noted that there have been great interests in studying the parabolic integro-differential equations, in particular the study of discontinuous-Galerkin methods, see, e.g., [10, 17] . These studies are very relevant to the present study and it will be interesting to extend the present study to parabolic integro-differential equations. Another class of relevant problems is about space-time fractional diffusion equation which have been extensively studied [11, 12] . It is noted that the problems mentioned above also contain a weakly singular kernel in the memory term, which can provide extra difficulties in convergence analysis, see, e.g., the recent work on the spectral methods for VIEs with a weakly singular kernel [5, 13] . This paper is the first attempt to approximate solutions of the VIEs by the parallel in time method. In addition, this article will provide a full convergence analysis for the proposed method. We will also demonstrate numerically the efficiency and the convergence of the proposed method on some sample problems. This paper is organized as follows. In section 2, we construct the parallel in time method based on the spectral collocation scheme for the underlying equation, and outline the main results. Some lemmas useful for the convergence analysis are provided in section 3. The convergence analysis for the proposed method in L ∞ under some assumptions is given in section 4. Numerical experiments are carried out in section 5.
In the final section we analyze the parallelism efficiency of the overall algorithm, together with a description of some implementation details.
Outline of the Parallem in Time Method and the Main Results
The time interval I = [0, T ] is first partitioned into N subintervals, determined by the grid points 0 = t 0 < t 1 < t 2 < · · · < t N = T with t n = n∆t, ∆t = T /N . We denote this partition by I = ∪ N n=1 I n with I n = [t n−1 , t n ].
2.1.
Outline of the method. In the obvious way, the problem (1.1) is equivalent to the following system of N integral equations:
The solution of (2.1) can be expressed through the solution operators S n as follows:
Likewise, at the discrete level, we have the solution operators F n for the collocation method to be described later:
with U n a polynomial of degree M . The main idea of the proposed parallel in time method is to take a second family of discrete solution operators, G n , defined in the same way using polynomials of a lower degreeM < M , and to set up the iteration:
with the initial value
, where the correction term in (2.5) is defined by
Here, the key is that the C n can be computed in parallel for 1 ≤ n ≤ N . The term G n in (2.5) must be computed sequentially, but this is relatively cheap ifM is small compared to M . Thus, provided the iteration converges rapidly, we can use multiple processors to obtain a high accuracy solution in a small multiple of the time needed to compute a low accuracy (sequential) solution.
It is pointed out that the way of presenting the parallel in time method places it in the category of the predictor-corrector scheme, where the predictor is
2.2.
Outline of the main results. The main result of this paper will be the following:
and numerical experiments confirm this convergence behavior in practice. Thus U k n is accurate
We emphasize that the analysis covers a fully-discrete scheme in which quadratures are used to approximate the integrals that occur in the coefficients and right-hand side of the resulting linear system that must be solved at the n-th interval to compute U k n .
2.3.
The operators F n and G n . We begin by discussing the operator F n defined in (2.4) . In this work, we will use a spectral collocation method to define this approximation. Define P M (I n ) as the polynomial spaces of degree less than or equal to M , with I n = [t n−1 , t n ]. Denote L M (x) the Legendre polynomial of degree M . Let x i be the points of the Legendre-Gauss (LG) quadrature formula, defined by L M +1 (x i ) = 0, i = 0, · · · , M , arranged by increasing order. The associated weights of the LG quadrature formula are denoted by ω i , 0 ≤ i ≤ M . Then it is well-known the following identity:
The discrete L 2 inner product associated to the LG quadrature is denoted by:
Furthermore, define the LG points {ξ i n } M i=0 on the element I n = [t n−1 , t n ], i.e.,
and the corresponding weights ρ i n = ∆tω i /2. Then it holds
We now use the Legendre-collocation method to determine the operator F n in (2.4). More precisely, we want to find U n (t) ∈ P M (I n ) with 1 ≤ n ≤ N such that for all 0
In the implementation, the integral terms on the left hand sides of (2.9) are evaluated by using the following Gauss quadrature: (2.10)
where
, −1 < x < 1, and
The right-hand sides of (2.9) are computed in a similar way:
(2.12)
where (2.13)
With the help of the above numerical integrations, (2.9) is further approximated by:
The above linear system defines the fine operator F n in (2.4).
The operator G n is defined by the same spectral collocation method but with the degreeM , which is much less than M .
Let {η i n }M i=0 be a set of LG-points on the element [t n−1 , t n ] corresponding to the weight
, −1 < x < 1, andK and s j are respectively defined in (2.11) and (2.13).
Useful Lemmas
We first introduce some notations. Let Λ be an arbitrary bounded interval. For non-negative integer m, H m (Λ) stands for the standard Sobolev space equipped with the norm and seminorm 
Hereafter, in cases where no confusion would arise, the domain symbol Λ may be dropped from the notations. We denote by c generic positive constants independent of the discretization parameters, but may depend on the kernel function K(·, ·) or T .
We further introduce two approximation operators. Firstly, we define the Lagrange interpola-
is the set of LG-points on the interval Λ. This polynomial can be expressed as
where h i Λ is the Lagrange interpolation basis function associated with {z i } M i=0 . Particularly, we use I M n (resp., h i n (x)) to replace I M Λ (resp., h i Λ (x)) when Λ = I n . Then for all v ∈ H m (Λ), m 1, the following optimal error estimates hold (see, e.g., [4, 18] ):
For the discrete L 2 -inner product defined in (2.8), it holds the following error estimate [4] : ∀φ ∈ P M (Λ),
The following result gives the Lebesgue constant for the Lagrange interpolation polynomials associated with the LG-points.
be the Lagrange interpolation basis associated with the M + 1 LG-points on the interval Λ. Then
Using the standard Gronwall inequality, we obtain the following estimate for the Volterra integral equations.
Lemma 3.2. Consider the following Volterra equation:
If v ∈ W m,∞ and K(t, s) is sufficiently smooth, then
Proof. It is known (see, e.g., [3] ) that there exists a smooth resolvent kernel R(t, s) depending only on K(t, s) such that the solution of (3.6) satisfies
Using the transformation τ = s/t leads to
Differentiating the above equation with respect to t m-times gives
which leads to
where the constsnt c depends on the regularity of R, or quivalently the regularity of K. This completes the proof of the lemma.
We also need the following discrete Gronwall lemma (see, e.g., [3] ).
Lemma 3.3. Assume that φ n , p n and k n are three sequences, k n is non-negative, and they satisfy
Moreover, if g 0 ≥ 0 and p n ≥ 0 for all n ≥ 0, then it holds
Stability and Convergence Analysis
This section is devoted to the stability and convergence analysis of the proposed parallel in time scheme.
4.1. Stability. Lemma 4.1. For 1 ≤ n ≤ N , let F n be the fine approximation operator defined by the spectral collocation scheme (2.14), G n defined by (2.15), g M = I M n g, and {ψ i } n−1 i=1 be a polynomial sequence. Then for sufficiently large M andM we have
where it is understood that F 1 (t; ψ 0 ) := F 1 (t) and G 1 (t; ψ 0 ) := G 1 (t).
Proof. Since the only difference between F n and G n is the polynomial degree, we only need to prove (4.1). Let ψ n := F n (t; ψ 1 , · · · , ψ n−1 ). It follows from the spectral collocation scheme (2.14) that
which can be further re-organized as
Multiplying both sides of (4.4) by the Lagrange basis function h i n and summing up from i = 0 to i = M , we obtain
Consequently, we have
It follows from the standard Gronwall inequality for (4.6) that
We now estimate the right hand-side of (4.7) term by term. First, we estimate the terms J j . Using the error estimate (3.3) for the LG-quadrature, we have
Hence, combining (4.8) and (4.9) with Lemma 3.1 gives
for sufficiently small ∆t or large M . Following the same lines leads to (4.10)
We now estimate the second term I j . For j = n, applying (3.2) leads to
For 1 ≤ j ≤ n − 1, in virtue of (3.2), we derive
It remains to estimate R j . By a direct calculation, we have
Finally, combining (4.7)-(4.12) gives
Now a simple rearrangement leads to (4.1).
We are now ready to state and prove one of the main results of this paper.
Theorem 4.1. (Stability) The iteration scheme (2.5)-(2.6) is stable in the sense that the solution U k n satisfies
Proof. For k = 0, it follows from the initial value U 0 n = G n (t; U 0 1 , · · · , U 0 n−1 ) and Lemma 4.1 that
By applying the discrete Gronwall Lemma 3.3, we get
For k ≥ 1, according to the iteration scheme (2.5)-(2.6), we have
Applying Lemma 4.1 to the right hand side of (4.17) yields
In the following, we will derive the following inequality
where c 0 is a constant independent of k. We do this by induction. First, it follows from (4.
Then using the induction assmption (4.19) gives
This implies that (4.19) also holds for k being replaced by k + 1. Finally, by noticing the fact that
e c 0 (l+1)(n−1)∆t l! ≤ e c 0 (n−1)∆t e e c 0 (n−1)∆t ≤ e c 0 T e e c 0 T , 1 ≤ n ≤ N, the desired result (4.14) follows from (4.19).
Remark. It is seen from (4.19) and (4.21) that the generic constant c in (4.14) has a rapid, double-exponential growth in T . Theoretically, this may become very large. On the other hand, our numerical experiemnts (see Section 5) can take T = 100 without any apparent problem. It may be possible to obtain a better generic constant in (4.14), even by assuming something more on the kernel function K(t, s). We believe that other proof techniques are needed to improve this double-exponential growth constant, and this is certainly an interesting theoretical challenge.
4.2.
Convergence. We now provide an estimate for the fine approximation operator F n . Lemma 4.2. Let u n be the solution of (2.1) and U n be the solution of (2.4). If u ∈ H m (I), m ≥ 1, then we have
provided the number of collocation points M is sufficiently large.
Proof. Replace t in (2.1) by ζ i n . Subtracting the resulting equation from (2.14) gives
It can be further re-organized as
where e j := u j − U j ,
Following the same procedure as in the proof of Lemma 4.1 gives
Consequently,
Applying the Gronwall Lemma 3.3 gives
We now estimate the right-hand side of (4.24) term by term. First, it follows from the inequality (3.2) that
Then by using a similar technique as in the proof of Lemma 4.1, we can estimate I j ∞ and J j ∞ as follows. For j = n and sufficiently large M ,
where, as in Lemma 4.1, c 1 , and therefore c, depend on |K(ξ i n , s i n (·))| H m;M . Similarly, we have
For 1 ≤ j ≤ n − 1, we can further have Finally the lemma is proved by observing that n∆t and e c(n−1)∆t can be bounded by a constant depending on T .
By following the same lines as in the proof of Lemma 4.1, we can establish the continuity of the approximation operators F n and G n . 
We now define an auxiliary operatorS n . For a sequence {ψ i } n−1 i=1 , we defineS n (t; ψ 1 , ψ 2 , · · · , ψ n−1 ) as the function ψ n , which is the solution of the following problem:
Lemma 4.4. For 1 ≤ n ≤ N , let δF n =S n − F n , δG n =S n − G n . Then they are continuous in the sense that they satisfy, for any two sequences
where c depends on
Proof. Similar to the proof of Lemma 4.1, we only need to prove the first inequality above. Let
Let e l = ψ l − ϕ l . From the definitions (4.32) and (2.14), we can verify that
By multiplying both sides of equation (4.36) by h i n and summing up from i = 0 to i = M , we obtain
Applying the standard Gronwall inequality to (4.37) gives
It follows from the inequality (3.2) that
Note that
Consequently, it follows from Lemma 3.2 that
Using Lemma 4.3 gives
Moreover, using the same technique as used in the proof og Lemma 4.1 yields
Combining (4.38)-(4.42), we conclude that
The proof is then complete.
Theorem 4.2. (Convergence) For 1 ≤ n ≤ N , let u n be the solution of (2.1) and U k n be the solution of iteration scheme (2.5)-(2.6).
where c depends on T and max s∈I K(·, s) W m,∞ .
Proof. We first prove that (4.43) is true for k = 0. By construction, we have U 0 n = G n (t; U 0 1 , · · · , U 0 n−1 ). Applying Lemma 4.2 to the above coarse solution gives
This proves (4.43) for k = 0. We now prove (4.43) for k ≥ 1. It follows from (2.4) and (2.5) that
where δF n =S n − F n and δG n =S n − G n withS n defined by (4.32). Using Lemmas 4.3 and 4.4 gives
where ε = 2 mM −m . Next we will derive the following inequality
where c is a constant independent of k. We do this by induction. For k = 1, using Gronwall inequality to (4.45) gives
Using (4.44) and (4.29) yields
This means (4.46) holds for k = 1. Now assuming (4.46) holds for a given k, we want to prove that it also holds for k + 1. Again, replacing k in (4.45) by k + 1 and using Gronwall inequality for the resulting inequality yield
Using the induction assumption for index k, i.e., (4.46), gives
Thus we have proved (4.46) for all k ≥ 1. Then as in the proof of Theorem 4.1, the boundedness of e c(k+1)(n−1)∆t /k! implies that
Finally, by combining the above estimate with Lemma 4.2 leads to the desired result (4.43).
Numerical Results
We first give some implementation details of the parallel in time scheme (2.5)-(2.6). The overall algorithm is described below:
n−1 ), are available from the previous step.
• Update: Using (2.5)-(2.6) to update {U k
Obviously, the most expensive part of this algorithm is to solve the fine problem F n (t; U
n−1 ). However, this can be handled by parallel realization. Next we describe the matrix form of the linear system associated with F n (t; U
Using the notations developed in the previous sections, we obtain, for all 0 ≤ i ≤ M :
which can be rewritten under the matrix form:
In our calculations, the linear system (5.3) is solved by the Gauss-Seidel iterative method with the initial guess U k−1 n , obtained at the previous step in Algorithm (A1). The coarse problems G n (t; U k 1 , · · · , U k n−1 ) can be solved in a similar way. Note that solving the coarse problems is strictly sequential with respect to n, but asM is much smaller than M , the cost of this part is relatively inexpensive.
Below we will present some numerical results obtained by the proposed parallel in time scheme.
Example 5.1. Linear Volterra integral equation with a regular kernel:
We take
such that the exact solution u(t) = sin(πt).
The main purpose is to investigate the convergence behavior of numerical solutions with respect to the polynomial degrees M and iteration number k. In Figure 1 , we plot the L ∞ -errors in semilog scale as a function of M , withM fixed to 13 and N fixed to 20. That is, the domain is partitioned into 20 subintervals and the coarse algorithm is solved with 13 collocation points in each sub-interval. To separate different error sources, the solution is iterated with sufficiently large number of k so that the errorM
−m)(k+1) (see (4.43) ) is negligible as compared with the error of the fine resolution. As expected, the errors show an exponential decay, since in this semi-log representation one observes that the error variations are linear versus the degrees of polynomial M .
Next we investigate the convergence behavior with respect to the iteration number k, which is more interesting to us. For a similar reason mentioned above, we now fix a large enough M = 25, and let k vary for different values ofM . In Figure 2 , we plot the error decay with increasing iteration number k for several values ofM . It is observed that the errors decay quickly with increasing k, and forM = 13 only 6 iterations are required to reach the machine accuracy.
In the stability analysis, see Lemma 4.1, we have assumed sufficiently large M andM . In practical calculations it is interesting to see how large these polynomial degrees are really needed to guarantee the stability of the scheme. In Figure 3 , we present the error behavior as a function of the iteration number k for M = 13, N = 20,M = 4, and T = 20. It is observed that the error decays to the machine accuracy within about 10 iterations. This result shows that even with moderate M and smallM , the proposed parallel in time scheme remains convergent.
Finally to test the sharpness of the estimate given in (4.43), we plot the errors with respect to the degree of freedomM for three values k = 2, 3, and 4 with M = 25 in Figure 4 . As for an usual spectral method for analytical solutions, see, e.g. [4] , we expect from (4.43) an second error term behaves like e −cM (k+1) with a fixed constant c. The result presented in Figure 4 seems to be in a good agreement with the theoretical prediction, since in this semi-log representation the error curves for different k are all straight lines with slopes corresponding to the constant c = 1.4. We repeat the investigation of the convergence behavior of numerical solutions as in the first test. The L ∞ -errors of numerical solutions versus M withM = 5, N = 20 are plotted in Figure  5 . It is seen that the convergence remains exponential with respect to M if the scheme is iterated a large enough step, and it appears that the growth in t of the exact solution does not affect the convergence rate even for T = 100. 
Parallelism Efficiency
Although not yet tested in a parallel machine, the parallelism efficiency of the proposed scheme can be investigated through a cost estimate. To simplify the cost estimation, we suppose that the inter-processor communication cost in the implementation of the parallel in time scheme is negligible as compared to the overall cost. The parallelism efficiency is demonstrated by a cost comparison between the parallel in time scheme (2.5)-(2.6) and the classical sequential scheme based on the corresponding fine mesh.
Firstly, the classical sequential scheme based on the fine mesh consists of solving the problems F n (t, U 1 , U 2 , · · · , U n−1 ) consecutively for n = 1, · · · , N . The computational complexity is equal to the sum of all the elementary operations in I n , n = 1, · · · , N . Denote the total computational cost by C F and the cost for n-th subproblem by C n F . Then
Neglecting the cost of evaluating the integral terms on the right hand sides, the spectral discretization F n produces an elementary cost C n F approximately equal to O(M 2 M ), where O(M 2 ) is the number of operations needed for the matrix vector multiplication and O(M ) is the estimated iteration number required to achieve the convergence of the iterative method. As a result, the total computational complexity of the sequential fine solutions is (6.5)
If we implement the scheme (2.5)-(2.6) in a parallel architecture with enough processors, then the total computational time corresponds to the cost to solve a sequential set of N coarse subproblems and a fine subproblem in a single processor. The cost of solving the sequential set of N coarse subproblems is estimated to be N n=1 C n G , where C n G = O(M 2 + MM ) is the cost to solve the n-th coarse subproblem, with MM being the cost of the fine-to-coarse interpolation. Note that here we only count the number of operations needed for the matrix vector multiplication in the coarse mesh, which is equal to O(M 2 ), because the Gauss-Seidel iterative method has been employed to solve the final linear system with the previous solution as the initial guess, and it is found that the convergence was achieved within a few iterations. For a same reason, the cost of solving a single fine subproblem is approximately O(M 2 ). Note also, in the implementation of the parallel in time scheme there is a need to interpolate the solution between the fine mesh and coarse mesh, the cost of which is O(N MM ). Therefore if K is the number of iterations required to achieve the desired convergence of the parallel in time algorithm, then the total computational complexity is
Comparing (6.5) with (6.6), we obtain a speed up (i.e., the percentage with respect the sequential scheme) close to
It can be verified that in general case the speed up is better than O(M/K). In some particular cases, for example if the number of degrees of freedom for the coarse solver is far less than that of the fine solver, i.e.,M ≪ M orM N = M , then the speed up by using the parallel in time algorithm would be close to O( N M K ).
