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Abstract
We construct a functorial ltration on the integral homology of an abelian group B, for which
the associated graded pieces are the values at B of the left derived functors Lij( ; 0) of the
exterior algebra functors j . It is shown that Lij(B; 0) is isomorphic to the group of elements
in Tori(B; j: : :; B) which are anti-invariant under the natural action of the symmetric group j . A
presentation is given for the groups Lj−1j(B; 0), which are of particular interest, since they are
natural generalizations of the group 
B introduced by Eilenberg{Mac Lane [8]. This is illustrated
by a functorial description of the integral homology in degrees  5 of an abelian group B, and
sheds new light on the computations by Hamsher of Hi(B) for all i [12]. c© 1999 Elsevier
Science B.V. All rights reserved.
MSC: 20K40; 18G30
0. Introduction
It is more dicult than might appear at rst sight to compute in a functorial manner
the integral homology groups of an abelian group B. The homology of a specic
nitely generated group can be deduced from that of its cyclic factors by applying
the Kunneth formula, and the homology of a general abelian group is then determined
by passing to the inductive limit from its nitely generated subgroups. This process,
however, yields a result which cannot be expressed purely in terms of B, since it
relies on the choice of a decomposition of this nitely generated abelian group into
its cyclic factors. This method of computation is therefore somewhat unsatisfactory,
and in fact it becomes entirely inadequate when one passes from the homology of an
abelian group to that of a sheaf of abelian groups. That there should exist another, more
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functorial, description of the integral homology groups Hi(B) may already be seen in
low degrees. The group H1(B) is of course isomorphic to the abelian group B itself,
and it is a classical result that the Pontrjagin product pairing H1(B)⊗H1(B)!H2(B)
induces a functorial isomorphism 2B ’ H2(B) between the second exterior power of
B, viewed as a Z-module, and the second integral homology group of B. It is therefore
reasonable to seek a similar description of the higher integral homology groups of B,
in terms of appropriate functors of B.
Such a description was in fact obtained in the seventies in the Ph.D. thesis [12] of
Hamsher, a student of Mac Lane. The homology of B was expressed by him in terms of
certain functors explicitly dened by generators and relations. Unfortunately, the latter
cannot be identied with any known functors on the category of abelian groups, and
the relations by which they are characterized are very intricate. The same program of
functorial computation was carried out shortly thereafter in all generality by another of
Mac Lane’s students, Decker, for the integral homology Hi(B; n) of an Eilenberg{Mac
Lane space K(B; n) [5]. The results obtained (which are consistent with Cartan’s better
known functorial computations of the mod p homology of K(B; n) for n>1 [3]) are
of the same type as those of Hamsher’s, but with an additional level of complexity. In
both situations, the method of proof consists in exhibiting by an a priori construction,
for each positive integer i, a functor Ri(B) on the category of abelian groups B, together
with a natural transformation Ri(B)!Hi(B). Once the appropriate functor Ri(B) has
been determined, it is a fairly simple matter to verify that it behaves with respect to
products and to inductive limits in the same manner as the homology functor Hi(B)
does. One is then reduced to the elementary verication that the natural transformation
in question is an isomorphism for a cyclic group B.
Our approach to these questions is based on the following observation. While the
homology functors Hi(B; n) appear to be hopelessly complicated, they are endowed
with a functorial ltration, whose associated graded components are easier to com-
pute. More specically, we lter the integral chains on a at simplicial resolution
of an Eilenberg{Mac Lane space K(B; n) by powers of the augmentation ideal, and
show that the associated graded components are identied with the (non-additive) left
derived functors LiSymj(B; n) of the jth symmetric power functors Sym
j
Z, applied to the
Z-module B placed in degree n. That the integral homology of a K(B; n) can be
expressed in terms of the groups LiSymj(B; n) was already known to Dold and
Puppe [7]. Their proof of this result relies, however, on a non-functorial construc-
tion, involving the choice of a Moore space M (B; n) associated to the group B. Here
we instead consider a spectral sequence introduced by Quillen in a more general sit-
uation [19], and which abuts at the integral homology of a given space X . When
X is a K(B; n), the initial terms of the spectral sequence are isomorphic to groups
LiSymj(B; n). We show that in that case the spectral degenerates at E2, so that the
term LiSymj(B; n) does indeed describe the jth associated graded component of the
ltered group Hi(B).
Though we believe that our method will be of use in the study of the homology of
an arbitrary Eilenberg{Mac Lane space K(B; n), we have mostly restricted ourselves
L. Breen / Journal of Pure and Applied Algebra 142 (1999) 199{237 201
here to the n=1 case of group homology. The functors LiSymj(B; 1), being dened in
homological terms, are no longer ad hoc functors of B, as in [12], and their properties
may therefore be analyzed more readily. It is convenient, in order to carry out this
analysis, to begin by applying the Bouseld{Quillen decalage formula in order to pass,
with a shift in degree, from the derived functors of the symmetric algebra to those of the
exterior algebra j. The latter functors Lij(B; 0), which we simply denote by LijB,
may then be compared to the derived functors Tori(B; j: : :; B) of the iterated tensor
products ⊗jB. The exterior algebra may of course be viewed either as a quotient or as
a subalgebra of the tensor algebra, so that its derived functors are actually related in two
dierent ways to the Tor functors. We show here that the subalgebra approach yields
a complete description of the group LijB, as that part of the group Tori(B; : : : ; B)
which is anti-invariant under the action of the symmetric group j which permutes
the j factors. It is worth pointing out that this statement, while reasonable, is not
purely formal, since the corresponding potential description of LijB as the group
of coinvariants of Tori(B; : : : ; B) under the twisted action of the symmetric group j,
which would seem to follow from the description of jB as a quotient of ⊗jB, is
incorrect.
While this result gives a complete functorial description of the graded components of
HB, it is of interest to give another description of these objects, closer to that in [12].
Recall that among the derived functors of the j-fold tensor powers of B, the easiest ones
to describe, and those with the pleasantest properties, are the highest non-trivial ones, in
other words the groups Torj−1(B; j: : :; B). They may be described functorially, without
choosing a at resolution of B, in terms of the j-fold tensor powers nB⊗    ⊗ nB
of the n-torsion subgroups nB of B for varying integers n, viewed modulo the so-
called slide relations [11, 14, 16]. The anti-invariant elements of Torj−1(B : : : B) under
the action of j correspond to the invariants elements in nB⊗ : : : nB. This yields a
description of the groups Lj−1jB as a limit 
jB, for varying positive integers n, of
the groups  j(nB) of j-fold divided powers of the Z-module nB, modulo the analogs
in this context of the slide relations. For j=2, we simply recover here the functor

B of Eilenberg{Mac Lane [8, Section 13]. The functors 
jB for j>2, on the other
hand, appear to be new. They describe the highest level non-trivial graded components
associated to the odd degree integral homology groups H2j−1(B). We believe that these
new functors will prove to be of relevance in future studies of the integral homology
of various topological spaces.
In order to achieve a similar understanding of other graded components of the ho-
mology of B, it would be necessary to analyze in similar terms the groups LijB for
0<i<j− 1. These groups are more dicult to describe, since the corresponding Tori
functors from which they derive are themselves more complicated, being limits for
varying n of mixed tensor and torsion powers of B quotiented by the so-called higher
\Jacobi" relations of Mac Lane [16]. In view of Hamsher’s computations, it is to be
expected that the corresponding anti-invariant parts of these groups will in all cases be
described as direct sums of tensor powers of the requisite groups 
jB (with the con-
vention that 
1B=B), quotiented by appropriate relations. We have limited ourselves
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here, as an illustration of our techniques, to a detailed study of H4(B), the rst case
of interest, and to some remarks concerning H5(B).
In a companion piece to the present work [2], we examine the eect on cohomology
of the ltration on chains on K(B; 1) discussed here. In that situation, the associated
graded components for the induced ltration on the A-valued cohomology of B are of
the form Exti(LjB; A) for varying integers i and j, where LjB is the object of the
derived category obtained by applying the functor j to a at simplicial resolution
of K(B; 0). These terms can be interpreted as groups of equivalence classes of higher
alternating multiextensions of B      B by A (a concept generalizing the notions
introduced in [1, 11]). The geometric signicance of this analysis lies in a higher
commutator calculus which controls the extent to which a monoidal n-category may
be endowed with a fully symmetric monoidal structure. In that context, the explicit
computation of Hi(B) carried out here for i  5 yields all the information of relevance
for the study of such n-categories whenever n  3.
1. A ltration on the homology of abelian groups
Our aim is to investigate in some detail the relation between the integral homol-
ogy of Eilenberg{Mac Lane spaces K(B; n) and the theory of derived functors of
non-additive functors. According to Dold and Puppe [7, 4.16], for each pair of posi-
tive integers i and n, the ith integral homology group Hi(B; n) of the Eilenberg{Mac
Lane space K(B; n) may be interpreted as the left derived functor LiZ(B; n) of the
free abelian group functor Z( ) applied to B concentrated in degree n, in other words
as the ith homotopy group of the simplicial abelian group Z(P), for some projec-
tive simplicial resolution P of K(B; n). In fact, it is sucient to assume that P is
some at resolution of K(B; n) (see [13, ch. 1 Section 4.2]). Dold{Puppe observe that
the homology of K(B; n) decomposes as a direct sum, indexed by all nonnegative
integers j
Hi(B; n)=
M
j
LiSymj(B; n) (1.1)
with LiSymj(B; n) the corresponding ith left-derived functor of the (non-additive) jth
symmetric algebra functor SymjZ( ) over Z, applied to B set in degree n. In particular,
for n=1, we have
Hi(B)=
M
j
LiSymj(B; 1):
There is a non-functorial aspect to this decomposition of the homology since it re-
lies on the consideration of the (non-functorial) Moore spaces M (B; n) associated to
the given group B. A slightly weaker statement may be obtained functorially by ltering
the simplicial ring Z(P) by the powers I n(P) of its augmentation ideal I(P)=
ker(Z(P)!Z). Since each component of P is a free abelian group, the simplicial
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ideal I(P) is quasi-regular [19, 6.10; 20, Section 8] and the associated graded com-
ponents I j(P)=I j+1(P) of the ltration may be identied with the simplicial abelian
groups SymjZP (see also [17, 5.1]). Passing to homotopy, this yields a fourth quadrant
spectral sequence whose E1p; q term is Lp+qSym
−p(B; n) and which abuts at Hp+q(B; n).
This spectral sequence may be reindexed by setting ~Erp; q=E
r−1
−q;2q+p , so that it becomes
a spectral sequence with initial term ~E2p; q= Lp+qSym
q(B; n). This construction is func-
torial, so that the following assertion is true.
Proposition 1.1. Let B be an abelian group, and P!K(B; n) a free abelian resolution
of K(B; n). The ltration of ZP by powers of the augmentation ideal determines,
functorially in B; a spectral sequence
E2p; q= Lp+qSym
q(B; n)) Hp+q(B; n): (1.2)
The induced ltration on the abutment is discussed in [18] for n>1. For the case
n=1 which most concerns us here, this spectral sequence is a particular case of
Quillen’s spectral sequence [19, (6.9)], and it follows from his Theorem 6.12 that
the groups i(I j(P)) vanish whenever j>i. The spectral sequence therefore converges,
and only the rst i terms in the ltration on Hi(B), at most, are non-trivial.
A basic tool in the sequel will be the Koszul complex construction. Recall [13, ch.1
Section 4.3] that a short exact sequence
0!A!B!C! 0 (1.3)
of free abelian groups yields, for every integer q, a pair of complexes 1 which respec-
tively resolves qC and SymqC
 qA! q−1A⊗B!    !A⊗ q−1B!qB; (1.4)
qA!q−1A⊗B!    !A⊗ Symq−1B! SymqB; (1.5)
where iA and  iA, respectively, denote the degree i components in the exterior and
divided power algebra of A over Z. These complexes are in fact simply the total degree
q components ( A⊗B)q and (A⊗Sym B)q of the Koszul complexes  A⊗B and
A⊗Sym B attached to the map A!B. This construction determines a pair of canonical
isomorphims
LSym j(B; n) ’ Lj(B; n− 1)[ j]; (1.6)
Lj(B; n) ’ L j(B; n− 1)[ j]: (1.7)
1 Actually, the rst of these complexes is not the one displayed in [13, ch.1 (4.3.1.7)] but an alternate one
which follows from (4.3.1.3).
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By multiplicativity of the Koszul construction, the maps (1.6) t as vertical arrows,
for every pair of integers j and k, in a diagram
in which the horizontal maps are induced by the multiplication maps in the symmetric
and in the exterior algebra, and which commutes up to a sign (−1) jk [13, chapter 1,
Proposition 4.3.2.1]. Similar diagrams commute up to sign for the maps (1.7). The
maps (1.6) induce isomorphisms
LiSymj(B; n) ’ Li−jj(B; n− 1)
on degree i homology groups, between derived functors of the symmetric algebra Symj
and those of the exterior algebra j over Z. The spectral sequence (1.2) may now be
rewritten, for n>0, as a rst quadrant spectral sequence
E2p; q= Lp
q(B; n− 1))Hp+q(B; n): (1.9)
In the sequel, we will focus on the case n=1, in other words on the spectral sequence
E2p; q= Lp
qB)Hp+q(B; 1): (1.10)
When the group B is at, the constant simplicial group qB is an appropriate model
for the derived object LqB, so that
LpqB=0; p>0: (1.11)
In that case, the spectral sequence collapses, and we recover the well-known statement
[4, V Theorem 6.4] that the homology of a torsion-free abelian group B is isomorphic
to the exterior algebra on B. That the isomorphism
qB!Hq(B) (1.12)
determined by the edge-homomorphism in the spectral sequence (1.10) coincides with
the better-known one dened by the q-fold Pontrjagin map follows from the compati-
bility (1.8) of the decalage maps with multiplication.
This yields a new interpretation of the augmentation ideal spectral sequence (1.10).
A at simplicial resolution P
−! B determines a at simplicial resolution
K(P; 1)!K(B; 1)
of the simplicial group K(B; 1), and therefore a rst quadrant spectral sequence
E1p; q=Hq(Pp))Hp+q(B) (1.13)
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with dierentials d1 induced by the face maps in the resolution P of B. It follows that
its E2 term is given by
E2p; q= p(
qF)=LpqB:
The augmentation spectral sequence construction may be applied compatibly to each of
the simplicial abelian groups K(Pp; 1), and also to the full bisimplicial abelian group
K(P; 1). Since the diagonal simplicial group associated to K(P; 1) is a at resolution
of K(B; 1), the spectral sequence obtained in the latter case is simply the augmentation
ideal spectral sequence (1.10) itself. On the other hand, we have just seen that in the
former case, the spectral sequence obtained collapses to the identication (1.12) of
the homology of Pp. The upshot of this discussion is that the hyperhomology spectral
sequence (1.13) coincides from E2 on with the augmentation ideal spectral sequence
(1.10)
2. The degeneracy of the spectral sequence
We now consider the spectral sequence (1.10) when B is a cyclic group of nite
order. Observe that the sequences (1.4) and (1.5) associated to an arbitrary short exact
sequence of abelian groups are no longer exact. However, a at resolution may be
substituted for each term in these sequences. The terms of the resolving complexes
(1.4) and (1.5) are then replaced by their derived version, and these complexes now
read as a family of linked distinguished triangles. In particular, if
0! L1! L0!B! 0 (2.1)
is a two-term at resolution of an abelian group B, the terms in the distinguished
triangles involving the at abelian groups L1 and L0 collapse. The complex
 qL1! q−1L1⊗L0!    !L1 ⊗ q−1L0!qL0 (2.2)
modelled on (1.4) is therefore a representative for LqB. The object L Symq(B; 0),
which we will denote by L SymqB, may be represented in a similar manner by the
complex
qL1!q−1L1 ⊗ L0!    !L1⊗Symq−1L0! SymqL0: (2.3)
We now examine in more detail this Koszul model for LqB when B is a cyclic
group of nite order n. The model is determined by the free resolution
0!Z n−! Z!Z=n! 0 (2.4)
of Z=n. Since the terms LiZ=iZ of (2.2) vanish whenever i>0, this yields a
description of LqZ=n as the mapping cone of the morphism
 qZ! q−1Z⊗Z (2.5)
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concentrated in degrees q and q−1. By [3] Section 8.4, the group  iZ is isomorphic to
the group (Z⊗    ⊗Z)i of i-fold tensors invariant under the action of the symmetric
group, in other words to the innite cyclic group generated by the element i(1)2 iZ,
so that (2.5) is simply the multiplication by n map on Z. The model obtained for
LqZ=n therefore the complex
Z n−! Z (2.6)
concentrated in degrees q and q − 1, and this is quasi-isomorphic to the complex
Z=n[q − 1] dened by Z=n set in degree q − 1. This yields an equivalence between
LqZ=n and the Eilenberg{Mac Lane space K(Z=n; q− 1). The object LSymqZ=n may
be analyzed in a similar manner by appealing to the complex (2.3). Since all terms
in the corresponding complex vanish except the two right-hand ones, LSymqZ=n is
just the mapping cone of the (injective) map Symq−1Z=n! SymqZ=n which sends
the monomial xq−1 to nxq, so that its homotopy is concentrated in degree zero. This
nishes the proof of the following:
Lemma 2.2. Let n  2; q  1. The groups LiqZ=n are trivial for all i 6= q− 1; and
Lq−1qZ=n=Z=n.The groups LiSymqZ=n are trivial for all i>0 and L0SymqZ=n=
SymqZ=n
Lemma 2.2 implies that the spectral sequence (1.10) degenerates for B=Z=n, just
as it did when B was innite cyclic. We recover here the familiar assertion that the
reduced homology of a cyclic group Z=n is trivial in even degrees, and equal to Z=n
in odd degrees.
The following functorial version of [7, 4.16] could perhaps be deduced from Dold{
Puppe’s result, by verifying that their decomposition (1.1) of the homology of K(B; n)
is compatible with the ltration determined by the spectral sequence (1.2). Here a
direct proof, which is more in the spirit of the present work.
Proposition 2.3. Let B be an abelian group. For any strictly positive integer n; the
spectral sequence (1.9) degenerates at the E2 level.
Proof. We rst assume that n=1. The proposition follows from Lemma 2.2 whenever
B is cyclic. We prove it for any nitely generated abelian group B by decomposing
such a group B as a product of cyclic groups. It is in fact sucient to show that if
the spectral sequence (1.10) degenerates for a pair of abelian groups B and C, then it
also does for the group B C.
Recall that the Kunneth short exact sequence for the chain complex Z(B; 1)⊗Z(C; 1),
which computes the homology of BC, is obtained by choosing a pair of at Cartan{
Eilenberg resolutions L
−! B and M −! C, and by considering the spectral se-
quence associated to the bicomplex obtained from the quadricomplex L⊗M by
partial summation of the rst and third degrees, and of the second and fourth ones [10,
Proposition (6.3.2)]. Cartan{Eilenberg resolutions of a complex D such as Z(B; 1) and
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Z(C; 1) with at components may be constructed in an completely functorial manner
by choosing the preferred at resolutions
0!Bi! Zi −! Hi(D);
0! Zi+1!Di+1 −! Bi
for the ith homology and the i-boundaries Bi of D. It follows that the Kunneth formula
for Z(B; 1)⊗Z(C; 1) is compatible with the hyperhomology spectral sequence Ep; q(B)
(1.13) and with the corresponding spectral sequence
E1p; q(C)=Hq(Qp))Hp+q(C)
for the group C.
Let us consider the tensor product
(E2(B)⊗E2(C))m;n)H(B; 1)⊗H(C; 1) (2.7)
of the spectral sequences E2(B) and E2(C) (1.10) attached to the groups B and C,
whose initial term is the bigraded group
E2m;n=
M
p+r =m;q+s= n
E2p; q(B)⊗E2r; s(C):
We may also build out of E(B) and E(C) the spectral sequence
Tor(E2(B); E2(C))m;n)Tor(H(B; 1); H(C; 1))
with initial term
E 2m;n=
M
p+r =m−1; q+s= n
Tor(E2p; q(B); E
2
r; s(C))
and dierentials induced by those of E(B) and E(C). This will be called the torsion
product of the spectral sequences E2p; q(B) and E
2
p; q(C). The following lemma is a
consequence of the functoriality of the Kunneth construction.
Lemma 2.4. There exists a Kunneth short exact sequence of spectral sequences
where E2m;n(B; C))Hm+n(BC; 1) denotes the spectral sequence (1:13) associated to
the group B C.
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The inductive step in proving Proposition 2.3 for n=1 is now complete, since
the degeneracy of the spectral sequence E2m;n(B; C) follows by Lemma 2.4 from the
degeneracy of spectral sequences E2(B) and E2(C).
The proposition may now be proved for a general integer n by induction on n. We
view the space K(B; n) as the classifying space of K(B; n−1), so that it is represented
by the simplicial space
  K(B3; n− 1)!!!K(B
2; n− 1)!!K(B; n− 1):
Since the construction of the spectral sequence (1.10) is functorial in B, we may
apply it compatibly to each component of this simplicial set. This yields a \spectral
sequence of spectral sequences" type situation, in which the E1 terms are the spectral
sequences of type (1.9) associated to the spaces K(Bi; n− 1). This may be represented
by the following diagram of spectral sequences
E2(Bi; n− 1)=)E2(B; n)wwwww
wwwww
H (Bi; n− 1)=)H (B; n) (2.9)
The left and right vertical spectral sequences are the spectral sequences of type (1.13)
respectively associated to the spaces K(Bi; n− 1) and K(B; n), and the left hand terms
are the E1 terms of spectral sequences abuting at the right hand ones. The lower hori-
zontal spectral sequence is the familiar bar-construction spectral sequence which relates
the homology of K(B; n−1) with that of (K(B; n), and the upper one is the correspond-
ing spectral sequence relating the derived functors L(B; n − 2) and L(B; n − 1),
as described for example in [7, Corollary 6.7]. By the induction hypothesis, each of
the left-hand vertical spectral sequences in (2.9) degenerates at E2, so that the same
is true for the right-hand vertical one. This nishes the proof of Proposition 2.3.
3. A review of some properties of torsion products
We follow the notation of [10] in setting, for any q-tuple of abelian groups B1; : : : ; Bq
and any positive integer i,
Tori(B1; : : : ; Bq)=Hi(B1
L⊗    L⊗ Bq)
so that Tori(B1; : : : ; Bq) is the ith homology group of the complex P1⊗   ⊗Pn, where
Pj is any Z-at resolution of Bj. This is the i-fold torsion group Multi−1(B1; : : : ; Bq)
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of Mac Lane and Bockstein 2 [14, 16]. The groups Tori(B1; : : : ; Bq) may be calculated
as the homology of the complex B1⊗P2⊗    ⊗Pn in which all the terms Bj except
the rst have been resolved. If we choose for each j>1 a two-term at resolutions
Pj of Bj, the complex B1⊗P2 ⊗    ⊗Pn is concentrated in degrees <q, so that
Tori(B1; : : : ; Bq) vanishes whenever i  q.
For each pair of positive integers i; j such that i + j= q, there exists in the derived
category a canonical isomorphism
(B1
L⊗    L⊗ Bi)
L⊗ (Bi+1
L⊗    L⊗ Bq) ’ B1
L⊗    L⊗ Bq:
This induces [10, (6.8.3)] an associativity spectral sequence
E2r; s=
M
s1+s2 = s
Torr(Tors1 (B1; : : : ; Bi) Tors2 (Bi+1; : : : ; Bq))) Torr+s(B1; : : : ; Bq)
(3.1)
which degenerates in our context since the E2r; s terms vanish for r>1 to a Kunneth
short exact sequence. Among the q-fold torsion functors Tori(B1; : : : ; Bq), the ones
with the nicest properties are the groups Torq−1(B1; : : : ; Bq). For example, the spectral
sequence (3.1) simply reduces in degree q− 1 to a set of canonical isomorphisms
Tor(Tori−1(B1; : : : ; Bi);Torj−1(Bi+1; : : : ; Bq)) ’ Torq−1(B1; : : : Bq): (3.2)
The functors Torq−1(B1; : : : ; Bq) have a standard presentation, which we now recall.
The short exact sequence (2.4) determines the canonical devissage
nB[1]!B
L⊗ Z=n!B⊗Z=n (3.3)
of the object B
L⊗ Z=n; whose left-hand arrow induces in homology the inverse
 : nB ’ H1(B
L⊗ Z=n)=Tor1(B;Z=n) (3.4)
of the map dened by the Tor long exact sequence associated to the short exact
sequence (2.4). Consider the n-fold product map
H1(B1
L⊗ Z=n)⊗Z=n    ⊗Z=n H1(Bq
L⊗ Z=n)?????y
Hq((B1
L⊗ Z=n) L⊗Z=n   
L⊗Z=n (Bq
L⊗ Z=n))
2 Mac Lane also uses the notation Trip(B1; B2; B3) and Tor(B1; : : : ; Bq) for the groups Tor1(B1; B2; B3) and
Torq−1(B1; : : : ; Bq). We will reserve here the unindexed expression Tor for the ordinary torsion product
Tor1(B1; B2).
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By the canonical isomorphism
(B1
L⊗ZZ=n)
L⊗ Z=n   
L⊗ Z=n(Bq
L⊗ZZ=n)’ (B1
L⊗Z   
L⊗ZBq)
L⊗ZZ=n (3.5)
and the Kunneth formula, this may be rewritten as a map
H1(B1
L⊗Z=n)⊗Z=n    ⊗Z=n H1(Bq
L⊗Z=n)!Tor1(Torq−1(B1; : : : ; Bq);Z=n)
or better, by applying the map (3.4) and its inverse to both source and target, as a
map
B1 ;:::; Bqn : nB1⊗   ⊗ nBq ! nTorq−1(B1; : : : ; Bq) (3.6)
which we will generally simply denote by qn, or even by n. For any pair of integers
s and n such that n= sm, the morphisms n are related by the commutative diagrams
in which
im : sB! nB; (3.8)
pm : nB! sB; (3.9)
respectively denote the inclusion and the \multiplication by m " map (the unique factor
sB in the top tensor power being inserted in an arbitrary position). The commutativity
of these diagrams simply expresses the so-called slide relations
n(x1; : : : ; xq)= s(mx1; : : : ; xj; : : : ; mxq) (3.10)
with xi 2 nB for all i 6= j and xj 2 sB (so that both terms of the equation are dened).
The following proposition is well-known
Proposition 3.5. The induced map
 : limI (nB1⊗   ⊗ nBq)!Torq−1(B1; : : : ; Bq); (3.11)
where I is the inductive system of objects nB1⊗   ⊗ nBq determined by the diagrams
(3.7) for varying n; is an isomorphism.
The k-torsion subgroup kTorq−1(B1; : : : ; Bq) may be described in a similar fashion,
restricting oneself to the full inductive subsystem Ik of I in which the integers s and
n all divide k.
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Remark 3.6. (i) The image n(b1; : : : ; bq) of an element b1⊗   ⊗ bq 2 nB1⊗   ⊗ nBq
is sometimes be referred to as the q-fold torsion product of the n-torsion elements
b1; : : : ; bq . It is at times convenient to denote it by b1 ?    ? bq , even though this
notation is ambiguous, since it does not take into account the integer n. With this
notation, the identity
(b1?  ?bi)?(bi+1?  ?bq)= b1?  ?bq
which expresses the associativity of the torsion product is satised up to the canonical
isomorphism (3.2).
(ii) The action on tensors of the symmetric group passes to the derived category
and so denes, for any permutation 2q, a canonical isomorphism
B1
L⊗    L⊗Bq!B(1)
L⊗    L⊗B(q): (3.12)
For each positive integer q, the following diagram (in which the upper horizontal map
is the usual permutation action on tensors) commutes up to the sign sgn() of the
permutation 2q (see [14] for q=3)
nB1⊗   ⊗ nBq −−−−−! nB(1)⊗   ⊗ nB(q)

B1 ;:::; Bq
n
?????y sgn()
?????y B(1) ;:::; B(q)n
Torq−1(B1; : : : ; Bq) −−−−−! Torq−1(B(1); : : : ; B(q)) (3.13)
By passing to the inductive limit, so does the corresponding diagram for the
map (3.11).
The functors Tori(B1; : : : ; Bq) for 0<i<q−1 do not have as elementary a description
as does Torq−1(B1; : : : ; Bq). We simply review here the description of Tor1(B1; B2; B3),
since this is the rst interesting case. Consider the canonical devissage distinguished
triangle
Tor(B1; B2)[1]!B1
L⊗B2!B1⊗B2 +1−! Tor(B1; B2)[2]:
Tensoring with B3 induces a Kunneth short exact sequence
0!Tor(B1; B2)⊗B3!Tor1(B1; B2; B3)!Tor((B1⊗B2); B3)! 0 (3.14)
whose left-hand map may also be viewed as one of the edge-homomorphisms in the
corresponding spectral sequence (3.1) for (B1
L⊗B2)
L⊗B3. If instead we make use of the
associativity isomorphism B1
L⊗ (B2
L⊗B3)!B1
L⊗B2
L⊗B3 we obtain a second injective
map
B1⊗Tor(B2; B3)!Tor1(B1; B2; B3) (3.15)
which ts into Kunneth short exact sequence analogous to (3.14).
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One can introduce one last injective map with the same group Tor1(B1; B2; B3) as
target. This is the map
Tor(B1; B3)⊗B2!Tor1(B1; B3; B2)!Tor1(B1; B2; B3)
obtained by composing the left-hand map in (3.14) with the isomorphism determined
by permuting the groups B2 and B3. Mac Lane [14] has given a symmetric description
of the group Tor1(B1; B2; B3) in terms of these three injective maps as the quotient of
Tor(B1; B2)⊗B3Tor(B1; B3)⊗B2Tor(B2; B3)⊗B1
by the graded Jacobi relations
n(b1; b2)⊗ b3 n(b1; b3)⊗ b2 n(b2; b3)⊗ b1 = 0 (3.16)
for all n. Similar descriptions exist for the other torsion group functors [16].
4. Lq as an anti-symmetric L⊗q
Consider for each positive integer q the anti-symmetrization map
qB
jqB−! ⊗qB
dened by
x1 ^    ^ xq 7!
X
2q
sgn()x(1) ⊗   ⊗ x(q): (4.1)
Its image consists of q-fold tensors which are anti-symmetric. Taking into account the
Eilenberg{Zilber theorem, which identies the non-additive derived functors of ⊗q with
the ordinary Tor functors, this map derives to a morphism
LjqB : L
qB!B L⊗    L⊗B (4.2)
in the derived category.
Let us denote the symmetric group by q , rather than simply by q , whenever it
acts as in (4.1) on a q-fold tensor product functor (or on one of its derived functors) by
the twisted action involving the signature of the permutation. The following proposition
is our rst characterization of the derived functors LiqB.
Theorem 4.7. For each q>0; and for all integers i; the map
Lij
q
B : Li
qB!Tori(B; : : : ; B) (4.3)
induced by (4.2) is injective; and determines an isomorphism
LiqB!Tori(B; : : : ; B)q (4.4)
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between LiqB and that portion of Tori(B; : : : ; B) which is anti-invariant under the
permutation action of the symmetric group q:
Proof. LqZ reduces to qZ, which is trivial whenever q>1. On the other hand
H0(Z
L⊗    L⊗Z)q ’ (Z⊗    ⊗ Z)q
’Zq
= 0
and this term is also trivial for q>1, so that the assertion is true for B=Z. We
know by lemma (2.2) that LqZ=n=Z=n[q − 1]. In order to prove the theorem for
B=Z=n, we must therefore show that the anti-symmetric part Hi(Z=n
L⊗    L⊗Z=n)q of
Hi(Z=n
L⊗    L⊗Z=n) is trivial unless i= q−1, and that Hq−1(Z=n
L⊗    L⊗Z=n)q =Z=n.
We prove this by induction on the number of factors q of the tensor product, by
considering the Kunneth exact sequence for (Z=n
L⊗    L⊗Z=n) L⊗Z=n:
0! H(Z=n
L⊗    L⊗Z=n)⊗Z=n!H(Z=n
L⊗    L⊗Z=n)
!Tor((H−1(Z=n
L⊗    L⊗Z=n));Z=n)! 0: (4.5)
The restriction of this exact sequence to those elements which are anti-symmetric under
the action of the subgroup q−1 of q determined by the partition
[1; : : : ; q] = [1; : : : ; q− 1][ [q] (4.6)
is a short exact sequence
0!H(Z=n
L⊗    L⊗Z=n)q−1 ⊗Z=n!H(Z=n
L⊗    L⊗Z=n)q−1
! Tor((H−1(Z=n
L⊗    L⊗Z=n))q−1 ;Z=n)! 0 (4.7)
which, by induction on q, may be rewritten as
0! (Z=n⊗Z=n)[q− 2]!H(Z=n
L⊗    L⊗Z=n)q−1
! Tor(Z=n[q− 1];Z=n)! 0: (4.8)
Since q is generated by the subgroup q−1 and the q-cycle (1    q) which permutes
the two parts of partition (4.6), the exact sequence (4.8) restricts to a fully symmetrized
Kunneth exact sequence
0! (Z=n⊗Z=n)2 [q− 2]!Hq(B
L⊗    L⊗B)q
! Tor(Z=n;Z=n)2 [q− 1]! 0: (4.9)
Now
(Z=n⊗Z=n)2 ’Z=n 2 = 0
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whereas, by anti-commutativity of diagram (3.13),
Tor(Z=n;Z=n)

2 ’ (Z=n⊗ Z=n)2 ’Z=n
so that the theorem is proved for B=Z=n.
We now assume that our assertion is true for a pair of abelian groups B1 and B2, and
we prove it for a group B=B1B2 by comparing the cross-eects [8] of the functors
dening the source and target of the map (4.4). The decomposition
q(M N )’
M
r+s= q
rM ⊗sN (4.10)
of the exterior product of a product of abelian group M N derives, by the Eilenberg{
Zilber theorem, to a similar decomposition
Lq(B1B2)’
M
r+s= q
LrB1
L⊗LsB2 (4.11)
of Lq(B1B2). Observe that this yields in particular for B=B1 =B2, by composition
with the map induced by the group law of B, derived exterior product maps
LrB
L⊗LsB! Lr+sB: (4.12)
The decomposition (4.11) implies that the cross-eect of the graded functor LqB is
the graded bifunctor
(B1; B2) 7!
M
r+s=q;r; s>0
(LrB1
L⊗LsB2): (4.13)
Recall ([9, Appendix B.2]) that there exists, for each pair of integers r; s such that
r + s= q, a commutative diagram
rM ⊗sN −−−−−!q(M N )
jrM ⊗ jsN
?????y
?????y jqM  N
M ⊗ r ⊗N ⊗ s−−−−−! (M ⊗N )q (4.14)
in which the upper and lower horizontal map are, respectively, dened by the exterior
multiplication
(p1 ^    ^pr)⊗ (pr+1 ^    ^pr+s) 7! p1 ^    ^pr+s
and by the map
(p1⊗   ⊗pr)⊗ (pr+1⊗   ⊗pr+s) 7!
X

sgn() p(1)⊗   ⊗p(r+s);
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where the summation takes place over the set of all (r; s)-shues . By derivation, and
summation over the pairs of integers r and s, this yields the following commutative
diagram in homology, whose horizontal maps are isomorphisms 3
L
r+s=q
(LrB1
L⊗LsB2)−−−−−! Lq(B1B2)?????????y
?????????y
L
r+s=q
H(B
L
⊗r
1
L⊗B
L
⊗s
2 ) −−−−−! H((B1B2)
L
⊗q) (4.15)
By additivity in each variable of the tensor product functor, the lower right-hand corner
of this diagram may be decomposed via the isomorphism
H((B1B2)
L
⊗q)!
M
r+s=q
M
2 Jrs
H(B(1)
L⊗    L⊗B(q));
where Jrs is the set of maps  : [1; : : : ; q]! [1; 2] which take exactly r times the value 1,
in other words the set of (r; s)-partitions of the ordered set [1; : : : ; q]. Since such a par-
tition  determines an (r; s)-shue , the lower horizontal map in diagram (4.15) may
be expressed as a sum over the set of (r; s)-shues of the partial anti-symmetrization
maps
H(B1
L⊗ : : : L⊗Bq)!
M

H(B(1)
L⊗    L⊗B(q))
x 7! (  ; sgn() x;   ); (4.16)
where
Bi=
(
B1; 1 i r;
B2; r<i q:
Since the (r; s)-shues form a complete set of representatives for the cosets of the
subgroup r s in q, the restriction of (4.16) to those elements which are anti-
symmetric under the action of r s is an isomorphism
H(B
L
⊗r
1
L⊗B
L
⊗s
2 )
r s!
 M
2 Jrs
H(B(1)
L⊗    L⊗B(q))
!q
(4.17)
3 We will use the homotopical algebra notation  for the derived functors of non-additive functors such
as q, but will in general revert to the traditional homological algebra notation H when dealing with the
derived functors of the tensor product. Since the Eilenberg{Zilber theorem ensures that the homotopical and
the homological denitions of the derived functor of the tensor product coincide, the apparent inconsistency
in diagrams such as (4.15) is of no consequence.
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and diagram (4.15) restricts to the following commuting diagram, whose horizontal
arrows are isomorphisms
L
r+s=q
(LrB1
L⊗LsB2) −−−−−! Lq(B1B2)?????y
?????yL
r+s=q
H(B
L
⊗r
1
L⊗B
L
⊗s
2 )
rs−−−−−! (H((B1B2)
L
⊗q))

q
(4.18)
It remains to prove that the left-hand vertical map in this diagram is an isomorphism.
Consider the commutative diagram
0 0??y ??y
LrB1⊗LsB2 −−−−−! H(B
L
⊗r
1 )
r ⊗H(B
L
⊗s
2 )
s??y ??y
(LrB1
L⊗LsB2) −−−−−! H(B
L
⊗r
1
L⊗B
L
⊗s
2 )
r s??y ??y
Tor(Lr(B1); LsB2)−−−−−!Tor(H(B
L
⊗r
1 )
r ; H(B
L
⊗s
2 )
s)??y ??y
0 0
(4.19)
whose middle horizontal arrow is the map in question. Both vertical sequences are
exact, the right-hand one being obtained from the Kunneth formula for the integral
homology of (B
L
⊗r
1
L⊗B
L
⊗s
2 ) by restriction to that part which is anti-symmetric under the
action of the group r s. By the induction hypothesis, the upper and lower horizontal
maps are isomorphisms so that this is also the case for the middle map. This proves
the theorem for B=B1B2. By induction on the number of cyclic factors, and by
passage to the inductive limit, the theorem now follows for an arbitrary abelian group
B.
The following corollary of Theorem 4.7 is an immediate consequence of the injec-
tivity of the map (4.3). Actually, only the case i= q is the signicant, since the functor
qB is of degree q. The vanishing of LiqB therefore follows directly for i>q from
[7] 4.18.
Corollary 4.8. For any abelian group B and any q>0; LiqB=0 whenever i q.
Corollary 4.8 asserts that there are, for i=2q − 1 or i=2q, at most q non-trivial
components in the graded group associated to ltration on Hi(B; 1) determined by
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the spectral sequence (1.10). This is an improvement upon the estimate given after
Proposition 1.1.
5. 
qB and torsion products
Theorem 4.7 makes it clear that among the derived functors of qB, it is Lq−1qB
which is of most interest, since it is the non-vanishing derived functor of highest
degree. For convenience, we set

qB= Lq−1qB (5.1)
for q>0, so that in particular, 
1B=B. By Corollary 4.8 and the Kunneth formula,
the cross-eect formula for the derived functors of q takes on a particularly simple
form in degree q− 1. This may be spelt out as the decomposition

q(BC)’
qB
qC 
M
i+j=q;i; j>0
Tor(
iB; 
jC) (5.2)
for any pair of abelian groups B and C. This implies in particular by (1.11) that the
canonical inclusion of B in BC induces an isomorphism

qB’
q(BC) (5.3)
for q>1 whenever the group C is torsion-free. It also follows from (5.2) that the
derived exterior multiplication (4.12) induces for such a pair of integers i; j>0 a
torsion multiplication natural transformation
Tor(
iB; 
jB)!
qB (5.4)
which is an anti-symmetrized version of the torsion associativity isomorphism (3.2).
By anti-commutativity of diagram (3.13), the map (3.6) for B=B1 =   =Bq restricts
to a map
(⊗qnB)q!Torq−1(B; : : : ; B)q
from the tensors invariant under the ordinary permutation action of the symmetric
group to those elements of the torsion product which are invariant under the twisted
permutation action. Composing with the canonical map from the divided powers to the
symmetric tensors and applying Theorem 4.7, this yields for all integers n a map
qn= 
q
n(B) :  q(nB)!
qB (5.5)
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whose image lies in the n-torsion subgroup n
qB of 
qB, and for which the diagram
commutes. For x2 nB, we set
!nq(x)= 
q
n(q(x)) (5.7)
so that in particular !n1 is simply the inclusion of nB into B. We will at times write
!q(x) for !nq(x).
The map (5.5) can also be dened directly by adapting as follows the denition
(3.6) of the map n from tensor to exterior powers. The canonical isomorphism
qZ=n(B⊗Z=n)’qZB⊗Z Z=n (5.8)
derives to an equivalence
LqZ=n(B
L⊗Z=n)’LqZB
L⊗Z Z=n (5.9)
which now replaces (3.5). We may compose this map on the left with the rst arrow
of the canonical devissage (3.3), so as to get a map
LqZ=n(nB[1])! LqZ=n(B
L⊗Z=n)’LqZB
L⊗Z Z=n: (5.10)
Composing (5.9) in degree q on the right with the inverse of the analogous isomorphism
n
qB! q(LqB
L⊗Z=n)
determined by Corollary 4.8 and the Kunneth formula, we obtain a map
Lqq(nB[1])! q(LqB
L⊗Z Z=n)’ n
qB: (5.11)
By composition with the isomorphism  q(nB)=L0 q(nB)’Lqq(nB[1]) dened by
(1.7), this yields a composite arrow qn(B) : q(nB)! n
qB which we will generally
simply denote by qn. It is the analog for the functor 
qB of the map n (3.6). We will
show below that this map coincides with (5.5).
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The maps (5.9) are compatible with the multiplicative structure of the exterior al-
gebra, so that there exists for every pair of abelian groups B and C, and of positive
integers i and j, a commutative diagram
Consider this diagram for B=C and compose the horizontal arrows on the right with
those induced by the group law of B. This yields a diagram
Li(nB[1])
L⊗Lj(nB[1]) −−−−−! Li+j(nB[1])?????y
?????y
(LiB
L⊗LjB) L⊗Z=n −−−−−! Li+j(B) L⊗Z=n (5.13)
Since the lower horizontal map is induced by the derived exterior multiplication map
(4.12), it is the restriction to the n-torsion subgroup of the torsion multiplication map
(5.4). The compatibility of the maps (1.7) with the multiplicative structures on the
exterior and divided power algebras imply that diagram (5.13) induces in degree i+ j
a commutative diagram
 i(nB)⊗ j(nB) −−−−−!  i+j(nB)????y
n
iB⊗ n
jB????y
???????????y
nTor(
iB;
jB) −−−−−! n
i+jB (5.14)
asserting that the maps in transform tensor products into torsion products. In particular,
for a pair of elements x; y2 nB, one obtains the convenient formula
i+jn (i(x)j(y))=!i(x)?!j(y) (5.15)
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once notation has been abused by identifying, as we henceforth will, the term !i(x)?
!j(y), which strictly speaking lives in the group Tor(
iB;
jB), with its image in

i+jB. Considering r-fold multiplications in the divided power and exterior algebras,
this extends to the formula
qn(i1 (x1) : : : ir (xr))= 
r
n(!i1 (x1); : : : ; !ir (xr)) (5.16)
which describes the image of an arbitrary generator y= i1 (x1)  ir (xr) of  qB (where
q=
P
s is) under the map (5.5). The following identity is an immediate consequence
of (5.15) and of the corresponding identity in the divided power algebra  (nB)
!ni (x + y)− !ni (x)− !ni (y)=
X
j+k=i
2n(!
n
j (x); !
n
k(y)): (5.17)
It expresses in explicit terms the cross-eect decomposition (5.2). In particular, it
reduces for i=2 to
!n2(x + y)− !n2(x)− !n2(y)= x?y: (5.18)
Similarly, the comultiplication map on the divided power algebra  B induced by the
diagonal map B! BB determines a diagram
and by iteration this yields diagrams
 q(nB) −−−−−!  i1 (nB)⊗   ⊗ is(nB)
qn
?????y
?????y

q(B) −−−−−! Tors−1(
i1B; : : : ; 
isB) (5.20)
The comparison of this diagram for i1 =    = is=1 with diagram 5.6 proves that the
map qn dened by (5.11) coincides with (5.5).
Remark 5.9. Suppose that B is a cyclic group of order n. In that case, the commuta-
tivity of diagram (5.19) for i= j=1 implies that the lower horizontal map n
2(Z=n)!
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Tor(Z=n;Z=n), is surjective. This map L1j2B (4.3) is therefore an isomorphism by Theo-
rem 4.7. On the other hand, composition of the torsion comultiplication diagram (5.19)
with the corresponding torsion multiplication diagram (5.14) implies that the lower hori-
zontal composite map
nTor(Z=n;Z=n)! n
2(Z=n)! nTor(Z=n;Z=n)
is the multiplication by 2 map on the cyclic group Z=n. Since the latter is not surjective
when n is even, neither is the left-hand map. The latter however is simply the torsion
multiplication map (5.4) for i= j=1 induced, at rst derived level, by the canonical
functor from ⊗2 to 2. This proves, as previously asserted, that it is not in general
possible to represent the derived functors of q as quotients of the corresponding Torq
functors, but only, as in Theorem 4.7, as their subobjects.
We now examine the compatibility of the maps qn for varying n.
Proposition 5.10. Let s and m be a pair of positive integers. We set n= sm and use
the same notation as in (3.7). For any nite set (j1; : : : ; jk) of positive integers; such
that q=
Pk
i=1 ji; the following diagrams are commutative:
More precisely, the upper arrows in diagram (5.21) are the specied maps, composed
with the iterated multiplication in the divided power algebras  (sB) and  (nB), in
other words the maps
 j1 (nB)⊗   ⊗ jk−1 (nB)⊗ jk (sB)
 j1 (pm)⊗ ⊗ jk−1 (pm)⊗m
jk−1
−−−−−−−−−−−−−−−−−−−!  j1 (sB)⊗    ⊗  jk (sB)−! q(sB);
 j1 (nB)⊗   ⊗ jk−1 (nB)⊗ jk (sB)
1⊗  ⊗ 1⊗ jk (im)−−−−−−−−−−!  j1 (nB)⊗    ⊗  jk (nB)−! q(nB):
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We will in the sequel use  j1 ; ::: ; jk−1;jk B or  (j1; : : : ; jk−1; jk) as shorthand for the upper
term  j1 (nB)⊗   ⊗ jk−1 (nB)⊗ jk (sB) of diagram (5.21), as the context will usually
make it unnecessary to specify the values of the integers s and n.
Remark 5.11. (i) Since the algebra structure in the divided power algebra  B is
commutative, the diagrams analogous to the symmetrized slide relation (5.21), but in
which the unique term  (sB) at the top is inserted in a position other than the last
one, also commute.
(ii) For k =1, (5.21) reduces to the simpler diagram
(iii) We will at times display the full set of diagrams determined by the upper maps
in diagrams (5.21) and (5.22) by the abbreviated diagram
it being understood that, for a xed q, the (j1; : : : ; jk) vary over the sets of integers
whose sum is equal to q, and that the s runs through the set of divisors of a xed
integer n. We will attribute the degree 0 to the lower objects  q(sB) and  q(nB) in this
diagram, and degree 1 to all the upper objects  (j1; : : : ; jk−1; jk) and  q(nB), so that
all the arrows in the diagram are of degree −1.
(iv) While diagrams (5.22) and (5.23) are chiey of interest for q>1, they also
commute, for trivial reasons, when q=1.
Proof. By compatibility of the maps qn with the exterior algebra structure, it is su-
cient to verify the commutativity of diagrams (5.21) and (5.22) for the elements q(x)
with x2 sB (resp. x2 nB), in other words to verify that the equation
mjk−1!sj1 (mx1)?   ?!sjk−1 (mxk−1)?!sjk (xk)=!nj1 (x1)?   ?!njk (xk) (5.25)
for x1; : : : ; xk−1 2 nB and xk 2 sB, and the equation
m!nq(x)=!
s
q(mx); x2 nB; (5.26)
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which correspond, respectively, to the relations C1 and C2 in [12], are satised. In the
case k =1, the rst of these reduces to the simpler
mq−1!sq(x)=!
n
q(x); x2 sB: (5.27)
By Theorem 4.7, it therefore suces to verify the commutativity of the corresponding
diagrams for the torsion products. We will reason here, for simplicity, with Eq. (5.27)
instead of the more general (5.25) (but the same line of reasoning is valid in the
general case). One now has to check that the identities
mq−1qs (x1; : : : ; xq)= 
q
n(x1; : : : ; xq); x1; : : : ; xq 2 sB;
mqn(x1; : : : ; xq)= 
q
s (mx1; : : : ; mxq); x1; : : : ; xq 2 nB;
are satised in Torq−1(B; : : : ; B). The slide relation (3.10) in the rst variable, together
with the multinearity of , yields for x1; : : : ; xq 2 sB the relation
n(x1; : : : ; xq) = s(x1; mx2; : : : ; mxq)
=mq−1s(x1; : : : ; xq)
so that the commutativity of diagram (5.21) is veried. Relation (3.10) also implies
that
s(mx1; : : : ; mxq) = n(mx1; x2; : : : ; xq)
=mn(x1; : : : ; xq)
for x1; : : : ; xq 2 nB, so that diagram (5.22) also commutes.
By Proposition 5.10, the maps qn for variable n induce a map
q : limJ  q(nB) −! 
qB;
where J denotes the inductive system determined, for pairs of varying integers m and
s, by the upper portions of the two families of diagrams (5.21) and (5.22). This yields
the following new description of the torsion part of 
qB (and actually of all of 
qB
when q>1, since we know that the group is torsion in that case).
Theorem 5.12. For every integer q>0; the map q is an isomorphism onto the torsion
part of Lq−1q(B). Furthermore; q induces for every  an isomorphism
q : limJk  q(nB) −! 
qB
between the corresponding limit over the full subsystem J of J in which all integers
s and n divide ; and the -torsion subgroup of 
qB.
Proof. The assertion is obvious for q=1, and it is also true for all q whenever B
is torsion-free, since in that case both source and target of q vanish for q>1. The
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assertion is proved for B=Z=r by considering diagram induced by (5.6) for B=Z=r
and n= r:
As we saw in the proof of Theorem 4.7, the lower horizontal map in this diagram is an
isomorphism. So is the right hand vertical map, so that the three corresponding vertices
in the diagram are cyclic groups of order r. The top horizontal map is also surjective,
since it sends q(1) onto the generator 1⊗   ⊗ 1 of the cyclic group Z=r⊗ q, so that
the surjectivity of the map q is proved. Let us now set r= nm for every divisor n of
r, and denote by ~!nq(m) the image under the canonical map
n :  q(nZ=r)! limJ q(nZ=r)
of the generator q(m) of  q(nZ=r), so that
qn( ~!
n
q(m))=!
n
q(m):
The elements ~!nq(m) form a complete system of generators for the group limJ q(nZ=r),
and the relations
m ~!rq(1)= ~!
n
q(m) (5.29)
which follow (as did the relations (5.26)) from that portion of the inductive system J
which is described by diagram (5.22), imply that the single element ~!rq(1) generates
the group limJ q(nZ=r). But relation (5.29) for n=1 asserts that r ~!rq(1)= ~!
1
q(r)= 0, so
that this cyclic group is of order  r. This proves the theorem for
B=Z=r.
We now prove the theorem for a nite group by induction on q, and for a xed q
by induction on the order of the group. Suppose that the theorem is true, for a given
integer q, for a pair of nite abelian groups B and C. It suces to show that the
assertion is also satised by the group BC. We will prove this by verifying that the
corresponding group 
q(BC) satises the requisite universal property for a colimit.
We therefore begin by giving ourselves, for a xed q and for every integer n dividing
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k, a map
nq :  q(n(BC))!D (5.30)
taking its values in an arbitrary abelian group D. These maps are asumed to be com-
patible, for varying integers n, with the inductive system determined by the upper
parts of all the diagrams (5.21) and (5.22) associated to the group BC, so that the
corresponding diagrams
all commute. We must show that each of the maps nq factors uniquely through a xed
map
q : 
q(BC)!D (5.32)
as
 q(n(BC)) 
q
n−! 
q(BC) q−! D:
Consider the following four diagrams. Ignoring the arbitrary curved, dotted, arrows
nq and 
s
q (5.30), the upper horizontal face in each of these diagrams is one of the
diagrams (5.23){(5.22) associated, for a pair of integers s and n such that n= sm and
n divides k, to the group BC. For each pair of positive integers i and j such that
i + j= q, the bottom face of these diagrams may be thought of as an (i; j)th sum-
mand in the cross-eect of corresponding upper diagram. The last two diagrams are
simply derived from the rst two by replacing the terms n
B⊗ s
jC by s
B⊗ n
jC,
and eecting the appropriate modications of the requisite arrows and vertices. Strictly
speaking, the rst and third of the diagrams should have been replaced by the more
general ones built up in a similar manner from diagram (5.21) rather than (5.23).
We have not done so here, as the result is somewhat dicult to represent in a
pleasing manner, but the reader should keep in mind that it is always the general
diagram which we will have in mind in the sequel, even when we merely display
the simplied version, in which the requisite expressions  j1 ;:::;jk−1;jk B,  l1 ;:::;lt−1;ltC and
 h1 ;:::;hu−1;hu(BC) have been replaced by the corresponding terms  i(sB),  j(sC) and
 q(s(BC)).
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Our aim is to show that the composite map
 i(nB)⊗ j(nC)! q(n(BC))
nq−! D; (5.37)
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with source the right-hand framed expression  i(nB)⊗ j(nC) in these diagrams, factors
for 0<i<q through the canonical projection from  i(nB)⊗ j(nC) to n
iB⊗ n
jC. By
the induction hypothesis, the colimit of the inductive system (5.24) for q= i associated,
for a variable divisor s of n is isomorphic to n
iB, and for the same reason the colimit
of the corresponding system associated to the group C for q= j is isomorphic to n
jC.
Let us now consider the following tensor product of a pair of these inductive systems:
where the integers li satisfy the equation j=
Pt
i=1 li. The grading on the objects of the
inductive system (5.24) determines here a bigrading, and therefore a total grading by
summation of the bidegrees. The four objects of bidegree (0; 0) in the inductive system
(5.38) are  i(sB) ⊗  j(sC),  i(sB)⊗ j(nC),  i(nB)⊗ j(sC) and  i(nB) ⊗  j(nC), and
each is endowed with a canonical projection to the group n
i(B)⊗ n
j(C). It follows
from the commutativity of tensor products with inductive limits that the colimit of the
inductive system (5.38) is the group 
i(nB)⊗ 
j(nC).
Consider the following three maps in diagrams (5.33),(5.34), (5.36). In each instance,
the source is the left-hand framed vertex of the corresponding diagram, and the target
is the arbitrary group D.
 i(sB)⊗ j(sC) m−!  i(sB)⊗ j(sC) −!  q(s(BC))
 sq7 D; (5.39)
 i(sB)⊗ j(nC)
1⊗ j(pm)−−−−−! i(sB)⊗ j(sC)!  q(s(BC))
 sq7 D;
 i(nB)⊗ j(sC)
i(pm)⊗ 1−−−−−! i(sB)⊗ j(sC)!  q(s(BC))
 sq7 D
Together with the map
 i(nB)⊗ j(nC)! q(n(BC))
 nq7 D (5.40)
whose source is the common right-hand framed vertex of these diagrams, they deter-
mine a complete set of arrows from the set of objects of bidegree (0; 0) of the inductive
system (5.38) to the group D.
Lemma 5.13. Each of the four maps (5.39){(5.40) factors uniquely; via its canonical
projection; through a map 	nq : 
i(nB)⊗
j(nC)!D.
Proof. The colimit 
i(nB)⊗ 
j(nC) of the inductive system (5.38) is the quotient of
the direct sum of all objects of bidegree (0; 0) (and therefore of total degree 0) by
the image of those of total degree 1. It therefore suces to check that the four maps
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(5.39){(5.40) are compatible with each other, when composed with the maps in the
inductive system issuing from the objects of total degree 1. We leave to the reader
this verication, which is carried out case by case in a straightforward manner. Let
us observe that it is here that the full strength of set of axioms (5.21) proves to be
necessary, rather than the weaker condition (5.23), as will already be apparent in the
q=2 case. A related observation is that the four rectangles at the back of the bottom
faces of diagrams (5.33){(5.36) do not by themselves determine, as might have been
expected, a presentation of the group 
i(nB)⊗ 
j(nC).
The proof of Theorem 5.12 for nite groups can now be concluded. Just as the map
(5.40) factors through the group n
iB⊗ n
iC, the analog
 i(sB)⊗ j(sC)!  q(s(BC))
 sq−! D
of the map (5.37) for the divisor s of n factors through a map 	sq : 
i(sB)⊗
j(sC)!
D. Since the composite of this map with the map 1⊗ j(pm) (resp. i(pm)⊗ 1) is by
construction the second (resp. the third) of the maps (5.39), the maps 	sq and 	
n
q are
compatible with the slide relations provided by the inductive system
and therefore factor uniquely through a map
	i; j : Tor(
iB; 
jC)! D
The inductive system (5.31) induces, when restricted by the canonical inclusions, cor-
responding inductive systems for the groups  qB and  qC, so that the restrictions to
these subgroups of the maps (5.30) determine, by induction on the order of the group,
a pair of maps Bq : 
qB ! D and Cq : 
qC ! D. By the cross-eect decom-
position (5.2), these two maps Bq ; 
C
q and the various 	i; j determine a unique map
q : 
q(BC) ! D (5.32), which is by construction compatible with the original
maps (5.30). This proves theorem 5.12 for nite groups.
It is now routine to prove Theorem 5.12 for a general abelian group B. Since the
previous constructions all commute with inductive limits, the theorem is also true for
any torsion group. We have observed earlier on that it is also veried for torsion-free
groups. Decomposing an arbitrary commutative group B as a direct sum of its torsion
subgroup Bt and a torsion-free factor Bf, we know by (5.2), and by the vanishing of

q(Bf) (1.11), that the map 
q(Bt) ! 
q(B) induced by the inclusion of Bt in B is
an isomorphism whenever q>1. On the other hand, the terms in the inductive system
J under consideration only take into account elements in the torsion subgroup of B, so
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that the inductive limit term associated to the group B is equal to the corresponding
limit associated to the subgroup Bt . The theorem is therefore true for a general group
B, by reduction to Bt .
Remark 5.14. (i) This presentation of 
qB implies in particular that this functor is
isomorphic, for q=2, with Eilenberg{Mac Lane’s functor 
B [8]. Indeed, the identi-
ties determined by (5.23) and (5.22) for q=2 correspond, respectively, to identities
(13.9) and (13.10) of [8]. Similarly, (5.21) for j1 = j2 = 1 yields by (5.18) and (5.15)
Eilenberg{Mac Lane’s identity (13.11), and their identity (13.12) is an immediate con-
sequence of the corresponding relation in the divided power group  2(nB).
(ii) On the other hand, the functors 
q introduced here are not to be confused, for
q>2, with the functors 
q of [5] which are all constructed out of the functor which
we denote here by 
2.
6. The low degree homology of abelian groups
We now examine in detail the groups Hi(B) for small values of i. We know that
H1(B)’B. In degree i=2, the spectral sequence (1.10) reduces to the familiar iso-
morphism
2B ! H2(B) (6.1)
induced by the Pontrjagin product map H1(B)⊗H1(B) ! H2(B), which maps b1 ^ b2
to the class of the 2-cycle [b1; b2] − [b2; b1] . Our previous discussion yields a good
understanding of the case i=3. There are two non-trivial terms in the ltration on
H3(B), so that the spectral sequence (1.10) reduces to a short exact sequence
0! 3(B)! H3(B)! 
B! 0: (6.2)
The injective map is again induced by the Pontrjagin product map H1(B)⊗ 3 ! H3(B),
and sends an element u^ v^w23(B) to the 3-cycle
[u; v; w]− [u; w; v] + [w; u; v]− [w; v; u] + [v; w; u]− [v; u; w] (6.3)
obtained by applying all possible signed permutations to the triple (u; v; w). In view of
(6.1), 
B is precisely the indecomposable part of H3(B).
For i=4, the functors 
qB= Lq−1qB and qB are no longer sucient in order to
describe by themselves the graded components associated to the ltration of Hi(B). By
Corollary 4.8 there exists a short exact sequence
0! 4B! H4(B)! L13B! 0 (6.4)
whose initial arrow is the fourfold Pontrjagin product map dened as above by anti-
symmetrization of a 4-tuple of elements of B. By Theorem 4.7, the quotient group
may be identied with the anti-symmetric portion of the group Tor1(B; B; B). It is once
L. Breen / Journal of Pure and Applied Algebra 142 (1999) 199{237 231
more of some interest to describe this group as a quotient, rather than a subgroup, of
an identiable group, as achieved for the groups Lq−1qB in Theorem 5.12. In order to
do so, consider the Pontrjagin product map H3(B)⊗H1(B) ! H4(B). It follows from
exact sequences (6.2) and (6.4) that it induces a map

B⊗B! L13B (6.5)
which may also be viewed directly, at the level of the derived functors, as the map
L12B⊗L01B! L13B (6.6)
dened by (4.12) and the Kunneth formula. We now describe this map in terms of the
model (2.2) of L13B associated to a two-term at resolution L1
! L0 of B. For the
readers’ convenience, let us recall that the model in question is the complex
 3(L1)!  2(L1)⊗L0 ! L1⊗2L0 ! 3L0
with dierentials dened, for elements v2L1 and u2L0, by the rules
3(3(v))= 2(v)⊗ (v);
3(2(v1) v2)= v1v2⊗ v1 + 2(v1)⊗ v2;
2(2(v)⊗ u)= v⊗ ((v)^ u);
1(v⊗ (u1 ^ u2))= (v)^ u1 ^ u2:
Let ux denote a lifting to L0 of an element x2B . When x is in the n-torsion subgroup
nB of B, we denote by vx the element in L1 dened by
(vx)= nux (6.7)
so that the class of vx mod n describes the image of x under the Bockstein map (3.4).
Consider the map  : nBB! L1⊗2L0 dened by
(x; y)= vx ⊗ (ux ^ uy): (6.8)
Since
1 (x; y)= (nux)^ ux ^ uy =0:
this induces a map
nBB! L13B
which we again denote by . It is readily veried that this map is independent of the
choice of a representative ux of x, and that it is therefore linear in y and quadratic in
x. It therefore induces, for every positive integer n, a homomorphism
n :  2(nB)⊗B! L13B:
The maps n assemble for varying n compatibly with the relations (5.25) and (5.26)
for q=2, so that they factor through a map (6.5) which for x2 nB and y2B sends a
generator !n2(x)⊗y of 
B⊗B to the class of vx ⊗ (ux ^ uy).
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The image of !2(x)⊗ x is the trivial element vx ⊗ (ux ^ ux), so that the relation
!2(x) x=0 (6.9)
is satised in L13B, for all torsion elements x2B. By (5.17)
n(x; x0)=!n2(x + x
0)− !n2(x)− !n2(x0) (6.10)
for all x; x0 2 nB, so that the image under (6.5) of n(x; x0)⊗y is the class of the
element vx ⊗ (ux0 ^ uy) + vx0 ⊗ (ux ^ uy). Since
vx ⊗ ux ^ ux0 + (vx ⊗ (ux0 ^ ux) + vx0 ⊗ (ux ^ ux)) = vx ⊗ (ux ^ ux0 + ux0 ^ ux) = 0
the relation
!n2(x)y + n(x; y) x=0 (6.11)
is also satised in L13B, for all pairs of torsion elements x; y2 nB. Relation (6.9)
expresses the fact that L13B is to exterior powers as Tor1(B; B; B) is to tensor powers,
so that the fully symmetrized expression !2(x)x must necessarily vanish. Relation
(6.11), on the other hand, may be viewed as what remains of Mac Lane’s \Jacobi"
relation (3.16), once the anti-symmetrization process for passing from Tor1(B; B; B) to
L13B has taken place.
We denote by 
B ^ B (resp. 
B ~^ B) the quotient of 
B⊗B by the relation (6.9)
(resp. by the relations (6.9) and (6.11)) for varying positive integers n and varying
elements x; y2 nB.
Proposition 6.15. The map
 : 
B ~^ B! L13B
induced by the Pontrjagin product pairing is an isomorphism; so that (6.4) becomes
a short exact sequence
0! 4B! H4(B)! 
B ~^ B! 0: (6.12)
Proof. By (6.9), the source of the map  vanishes whenever B is cyclic. The target
of  also clearly vanishes when the group B is innite cyclic, and this is also the
case by lemma 2.2 when B is cyclic of nite order. This proves the proposition for B
cyclic, and it remains to verify that the cross-eects of the left and right-hand functors
coincide. We have seen in (4.13) that the cross-eect of the functor B 7! L13B is the
bifunctor
(B1; B2) 7! 1

L2B1
L⊗B2

 1

B1
L⊗L2B2

: (6.13)
The Kunneth formula decomposes the rst summand as
0! 
B1⊗B2 ! 1

L2B1
L⊗B2

! Tor(2B1; B2)! 0 (6.14)
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and this exact sequence may be viewed as a partially anti-symmetrized version of the
corresponding exact sequence (3.14) for Tor1(B1; B1; B2). Exchanging the role of B1
and B2 determines a similar decomposition for the second summand of (6.13).
The analysis of the cross-eects of the source 
B ~^ B of the map  is more delicate,
since this functor is not one of the familiar functors in B. As stated in (4.11), there
exists a decomposition

(B1B2)’
B1  
B2  Tor(B1; B2); (6.15)
which is consistent with the equation (6.10) for x2B1 and x0 2B2, and the cross-eect
of 
B is therefore, as already observed in [8], the bifunctor (B1; B2) 7! Tor(B1; B2).
The decomposition (6.15) yields a canonical isomorphism

(B1B2)⊗ (B1B2)’ (
B1  
B2  Tor(B1; B2))⊗ (B1B2)
so that the cross-eect of the functor 
B⊗B is the bifunctor
(B1; B2) 7! 
B1⊗B2  
B2⊗B1  Tor(B1; B2)⊗B1  Tor(B1; B2)⊗B2:
(6.16)
For torsion elements x1 2 nB1 and x2 2 nB2, it follows from (6.10) that
!2(x1 + x2)⊗ (x1 + x2)− !2(x1)⊗ x1 − !2(x2)⊗ x2
=!2(x1)⊗ x2 + !2(x2)⊗ x1 + (x1; x2)⊗ (x1 + x2):
The left-hand term is trivial once we introduce in 
B⊗B the additional set of relations
(6.9), so that the cross-eect of 
B^B is the bifunctor obtained from (6.16) by passing
to the quotient by the additional relations
!2(x1)⊗ x2 + !2(x2)⊗ x1 + (x1; x2)⊗ (x1 + x2)= 0: (6.17)
We now pass from 
B^B to 
B ~^ B. Observe that for any pair of torsion elements
x1 2 nB1 and x2 2 nB2, both of the relations
!2(x1)⊗ x2 + (x1; x2)⊗ x1 = 0; (6.18)
!2(x2)⊗ x1 + (x1; x2)⊗ x2 = 0 (6.19)
are satised in 
(B1B2) ~^ (B1B2). Since (6.17) is a consequence of both of these,
the cross-eect of 
B ~^ B splits into two separate components. The rst of these is
the quotient of 
B1⊗B2  Tor(B1; B2)⊗B1 by the relations (6.18). For lack of a
better notation, let us denote this bifunctor of (B1; B2) by 
(B1; B2 ;B1), the convention
being that the order in which the groups appear indicates how the second summand
is to be written, whereas the repetition of the term B1 dictates the form of the rst
term. Similarly, the second summand in the cross-eect of 
B ~^ B is the quotient of

B2⊗B1  Tor(B1; B2)⊗B2 by the relations (6.19), and we denote it, with the same
conventions, by 
(B1; B2 ;B2): 4 We summarize this discussion as follows:
4 The ambiguity in the notation arising from a comparison between the rst bifunctor and the second one
in which the groups B1 and B2 exchanged is not serious, since there exists a natural isomorphism between
Tor(B1; B2) and Tor(B2; B1).
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Lemma 6.16. The cross-eect of the functor 
B ~^ B is the bifunctor
(B1; B2) 7! 
(B1; B2 ;B1) 
(B1; B2 ;B2):
This splitting of the cross-eect of 
B ~^ B is consistent with the splitting (6.13)
of the cross-eect of L3B. In order to prove Proposition 6.15, it therefore suces
to compare to each other the factors 1(L2B1⊗L B2) and 
(B1; B2 ;B1), since the
reasoning for the second set of components is analogous. Just as 1(L2B1⊗L B2)
was decomposed by the short exact sequence (6.14), we may take advantage of the
natural injection of 
B1⊗B2 into 
(B1; B2 ;B1) in order to decompose the bifunctor

(B1; B2 ;B1) as
0! 
B1⊗B2 ! 
(B1; B2 ;B1)! Tor(B1; B2)^B1 ! 0; (6.20)
where Tor(B1; B2)^B1 is the quotient of Tor(B1; B2)⊗B1 by what is left of the rela-
tions (6.18) once 
B1⊗B2 has been factored out. More precisely, Tor(B1; B2)^B1 is
dened to be the quotient of the group Tor(B1; B2)⊗B1 by the relations
(x1; x2)⊗ x1 = 0 (6.21)
for all x1 2 nB1 and x2 2 nB2. Exact sequences (6.14) and (6.20) t into a commutative
diagram
0−−−−−!
B1⊗B2−−−−−! 
(B1; B2;B1) −−−−−! Tor(B1; B2) ^ B1−−−−−!0∥∥∥∥∥∥
?????y
?????y
0−−−−−!
B1⊗B2−−−−−!1(L2B1
L⊗B2)−−−−−! Tor(2B1; B2) −−−−−!0
(6.22)
which determines the vertical arrow . Let us choose a pair of at resolutions L ! B1
and M ! B2, so that a model for L2B1⊗L B2 is the tensor product with M of the
complex (2.2) for q=2, in other words a complex
 2L1⊗M1 ! (L1⊗L0⊗M1) ( 2L1⊗M0)
! (L1⊗L0⊗M0) (2L0⊗M1)! 2L0⊗M0:
With the same notation as above, the map  in diagram (6.22) is dened, for x1; x2 2 nB1
and y2 nB2, by
(!2(x)⊗y)= (vx ⊗ ux ⊗ uy; 0);
((x1; y)⊗ x2)= (−vx1 ⊗ ux2 ⊗ uy; ux1 ^ ux2 ⊗ vy): (6.23)
In order to prove that this is an isomorphism, it suces to verify that this is the case
for the induced map .
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Lemma 6.17. The map
 : Tor(B1; B2)^B1 ! Tor(2B1; B2)
dened by
(x1; y)⊗ x2 7! (x1 ^ x2)⊗ vy
(the target being viewed as an element of the group ker(2B1⊗M1 ! 2B1⊗M0))
is an isomorphism.
Proof. The target of the map  obviously vanishes for B1 cyclic, and so does the source
by (6.21). By additivity of the Tor functor, the cross-eect of the target, viewed as a
functor in the variable B1, with B2 xed, is the bifunctor (B1; B01) 7! Tor(B1⊗B01; B2).
On the other hand, the cross-eect in B1 of the functor Tor(B1; B2)⊗B1 is the bifunctor
(B1; B01) 7! (Tor(B1; B2)⊗B01) (Tor(B01; B2)⊗B1):
Passing from Tor(B1; B2)⊗B1 to Tor(B1; B2)^B1 introduces in Tor(B1; B2)⊗B1 the
additional relation (6.21), and therefore in the associated cross-eect the new relation
((x1; x2)⊗ x01; (x01; x2)⊗ x1)= 0: (6.24)
Consider the short exact sequence (3.14), with the symmetric description of the middle
term Tor1(B1; B2; B3) given at the end of Section 3. Passing to cross-eects, this implies
that the quotient of the group (Tor(B1; B2)⊗B01)  (Tor(B01; B2)⊗B1) by what is left
from the Jacobi relations (3.16) once the rst factor has been killed o, is isomorphic to
Tor(B1⊗B01; B2). Since these truncated Jacobi relations are exactly the relations (6.24),
Lemma 6.17 is proved, and with it Proposition 6.15.
Remark 6.18. Let nB^B be the quotient of nB⊗B by the relations x⊗ x=0, for all
x2 nB. For B2 =Z=n, Lemma 6.17 asserts that the map
 : n B^B! n2B
is an isomorphism, a reasonable enough assertion, but one for which we do not know
a more direct proof.
We end this discussion of the functorial homology of abelian groups with a brief
description of H5(B). By Corollary 4.8, this group has a 3-step ltration
0F5H5F4H5F3H5 =H5
with associated graded pieces griH5 =Fi=Fi+1 = L5−iiB, so that F5H5 =5B, injected
into H5B by the Pontrjagin product pairing. At the other end of the ltration, we
nd the group gr3H5 = L23B=
3B which we have already analyzed, so that all that
remains to be done is to give a description of the intermediate term gr4H5 = L14B.
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By Proposition 6.15, the Pontrjagin product pairing L13B⊗L01B! L14B dened
by (4.12) is a map

2B ~^ B ⊗ B! L14B:
The associativity of cup-product pairings implies that for all x2 nB; y2B, the elements
!2x⊗y⊗y are in the kernel of this map. Factoring out by this set of relations, we
obtain a new group which we denote by 
2B ~^ B^B. It can then be shown, by the
same cross-eect methods as in the proof of proposition 6.15, that the induced map

2B ~^ B^B! L14B
is an isomorphism. This result is consistent with the computations in [12].
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