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Let Z be a metric continuum and n be a positive integer. Let Cn(Z) be the hyperspace of
the nonempty closed subsets of Z with at most n components. In this paper we prove the
following result: Let X be a local dendrite such that every point of X has a neighborhood
which is a dendrite whose set of end points is closed and Z is any continuum such that
Cn(X) is homeomorphic to Cm(Z) for some n,m 3, then X is homeomorphic to Z .
© 2010 Elsevier B.V. All rights reserved.
0. Introduction
A continuum is a nonempty compact, connected, metric space. Given a continuum Z , we denote
2Z = {A ⊂ Z : A is nonempty and closed},
the topology on this space will be induced by the Hausdorff metric H (see [27, Deﬁnition 0.1]). In fact, all concepts not
deﬁned here will be taken as in the book [27]. We also consider the following subspaces of 2Z :
C(Z) = {A ∈ 2Z : A is connected},
C(p, Z) = {A ∈ C(Z): p ∈ A},
and if n is a positive integer, the n-fold hyperspace of Z is
Cn(Z) =
{
A ∈ 2Z : A has at most n components},
all these spaces, called hyperspaces, are continua (see [21,27]).
Let H(Z) be any one of the hyperspaces deﬁned above. We say that a continuum Z has unique hyperspace H(Z) provided
that Z is homeomorphic to continuum Y whenever H(Z) is homeomorphic to H(Y ).
The topic of this paper is inserted in the following general problem.
Problem. Find conditions, on the continuum Z , in order that Z has unique hyperspace H(Z).
Let
G = {X: X is a ﬁnite graph}.
It has been proved the following results (a)–(h).
* Corresponding author.
E-mail addresses: dherrera@fcfm.buap.mx (D. Herrera-Carrasco), fmacias@fcfm.buap.mx (F. Macías-Romero).0166-8641/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.topol.2010.11.004
D. Herrera-Carrasco, F. Macías-Romero / Topology and its Applications 158 (2011) 244–251 245(a) If X ∈ G different from an arc or a simple closed curve, then X has unique hyperspace C(X) (see [9, 9.1], [2, Theorem 1]).
(b) If X ∈ G, then X has unique hyperspace C2(X) (see [17, Theorem 4.1]).
(c) If X ∈ G, then X has unique hyperspace Cn(X) for each n ∈ N − {1,2} (see [18, Theorem 3.8]).
(d) If X ∈ G,n,m ∈ N, Y is a continuum and Cn(X) is homeomorphic to Cm(Y ), then X is homeomorphic to Y (see [18, Corol-
lary 3.9]).
Let
D = {Y : Y is a dendrite whose set of end points is closed}.
(e) If Y ∈ Dwhich is not an arc, then Y has unique hyperspace C(Y ) (see [11, Theorem 10]). Moreover, if Y is a dendrite and Y /∈ D,
then Y does not have unique hyperspace C(Y ) (see [7, Theorem 5.2]).
(f) If Y ∈ D, then Y has unique hyperspace C2(Y ) (see [19, Theorem 3.1]).
(g) If Y ∈ D, then Y has unique hyperspace Cn(Y ) for each n ∈ N − {1,2} (see [14, Theorem 5.7]).
Let
L = {X: X is a local dendrite}
and let
LD = {X ∈ L: each point of X has a neighborhood which is inD}.
(h) If X ∈ LD is different from an arc and a simple closed curve, then X has unique hyperspace C(X) (see [8, Corollary 5.2]).
The main purpose of this paper is to prove the following two results.
(i) Let X ∈ LD and n ∈ N − {2}. Then X has unique hyperspace Cn(X) unless n = 1 and X is an arc and X is a simple closed curve.
(j) Let X ∈ LD, Z be a continuum and n,m ∈ N − {2}. If Cn(X) is homeomorphic to Cm(Z), then X homeomorphic to Z unless
n = 1,m = 1 and X is an arc and X is a simple closed curve.
The result (i) generalize the two facts (c) and (g).
In [14, Question 5.8] the authors asked the following question.
(k) Let X ∈ D, Y be a continuum and n,m ∈ N. If Cn(X) is homeomorphic to Cm(Y ), is X homeomorphic to Y ?
The result (j) answer the Question (k) in the positive and generalize the fact (d).
In [19, Problem 3.2], Alejandro Illanes considered the following problem.
(l) Let UH = {X: X is a locally connected continuum for which the hyperspace Cn(X) is unique for each n  1}. Find a characteriza-
tion of the elements of the class UH.
By the result (i), the class UH includes the elements of LD unless n = 1 and X is an arc and X is a simple closed curve.
In Section 1, we give the notation and deﬁnitions which we use in this paper. In Section 2, we prove a characterization
of the set LD. In order to do this, some theorems about dimension will be proved. In Section 3, we prove relations between
subsets of Cn(X) given in the ﬁrst section. In Section 4, we give two theorems: First, we prove that if X, Y ∈ LD, n ∈ N−{2},
and Cn(X) is homeomorphic to Cn(Y ), then X is homeomorphic to Y ; second, we assume that X ∈ LD, n ∈ N − {2}, and Y
is any local dendrite and we prove that the assertion Cn(X) is homeomorphic to Cn(Y ) implies X is homeomorphic to Y . In
both cases unless n = 1 and X is an arc and X is a simple closed curve. Finally, in Section 5, we prove (i) and (j).
Results related to the subject of this paper can be found in [1–8,11–14,16–20,23,25].
1. The notation and deﬁnitions
The symbol N will denote the set of positive integers. Let Z be any metric space. The cardinality, interior, closure and
boundary of a subset A in Z will be denoted by |A|, IntZ (A), ClZ (A) and BdZ (A), respectively. For a subset A of Z , p ∈ Z ,
and ε > 0, B Z (p, ε) denotes the ε-ball centered at p and N(ε, A) =⋃p∈A B Z (p, ε). We write dim(Z) to denote the dimension
of Z ; and dimp(Z) stands for the dimension of the space Z at the point p (see [29]).
For n ∈ N, an n-cell is any space homeomorphic to Πni=1[0,1]i where each [0,1]i = [0,1]. A 1-cell is called an arc.
A Hilbert cube is a space homeomorphic to I∞ = Π∞i=1[0,1]i where each [0,1]i = [0,1]. An n-od (n ∈ N − {1,2}) is a contin-
uum Y which contains a continuum Z , such that Y − Z =⋃ni=1 Zi , where Zi = ∅ for each i and ClY (Zi) ∩ Z j = ∅ whenever
i = j. A simple n-od (n ∈ N − {1,2}), is the union of n arcs emanating from a single point v and otherwise disjoint from
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i ∈ {1, . . . ,m}}. It is known that the family of sets of the form 〈U1, . . . ,Um〉n , where U1, . . . ,Um are open subsets of Z , is a
basis for the topology of Cn(Z) induced by the Hausdorff metric (see [27, Theorem 0.13]).
Let Z be a continuum, p ∈ Z , and β be a cardinal number. We say that p has order in Z less than or equal to β, written
ord(p, Z)  β , provided that p has a basis B of neighborhoods in Z such that for each U ∈ B, we have |Bd(U )|  β . We
say that p has order in Z equal to β, written ord(p, Z) = β, if ord(p, Z) β and ord(p, Z)  α for each cardinal number α
such that α < β .
Given a continuum Z , we consider the following sets.
E(Z) = {p ∈ Z : ord(p, Z) = 1},
O (Z) = {p ∈ Z : ord(p, Z) = 2},
and
R(Z) = {p ∈ Z : ord(p, Z) 3}.
The elements of E(Z), O (Z), and R(Z) are called end points, ordinary points and ramiﬁcation points of Z , respectively. We
also consider the following subset of Z .
Ea(Z) =
{
p ∈ Z : there exists a convergent sequence {en}n∈N in E(Z) − {p} whose limit is p
}
.
A ﬁnite graph is a continuum that can be written as the union of ﬁnitely many arcs, any two of which can intersect in at
most one or both of their end points. A tree is a ﬁnite graph that contains no simple closed curves.
A dendrite is a locally connected continuum which contains no simple closed curves.
Let Y be a dendrite. Then p ∈ E(Y ) if and only if p is an end point of every arc in Y that contains p (see [22, Theorem 15,
p. 320], [28, 10.44]). If p ∈ Y and ord(p, Y ) is ﬁnite, then it is equal to the number of components of Y − {p} (see [30, (1.1),
(iv), p. 88]). If ord(p, Y ) is inﬁnite, then it is countable and the diameters of components of Y − {p} tend to zero (see [30,
(2.6), p. 92]). In this case we write ord(p, Y ) = ω, and we say that p is a I-essential point of Y . We say that p is a II-essential
point of Y if there exist a nondegenerate arc A in Y and a convergent sequence {pn}n∈N of different points in A, whose
limit is p, and such that pn ∈ R(Y ) for each n ∈ N.
A local dendrite is a continuum such that every of its points has a neighborhood which is a dendrite.
Let X be a local dendrite and p ∈ X . We say that p is a I-essential point of X (respectively, a II-essential point of X ) if there
exists a dendrite Y which is a neighborhood of p in X , such that p is a I-essential point of Y (respectively, a II-essential
point of Y ). We say that p is an essential point of X if p is either a I-essential or a II-essential point of X .
If V is a 2-cell, then ∂V denotes the manifold boundary of V . Suppose that Z is a continuum and let
Ω(Z) = {A ∈ C(Z): there exists a 2-cell V in C(Z) such that A ∈ IntC(Z)(V) ∩ ∂V
}
.
Given a locally connected continuum X and n ∈ N, we deﬁne the following subsets of Cn(X).
Ln(X) =
{
A ∈ Cn(X): A has a 2n-cell neighborhood in Cn(X)
}
,
Pn(X) =
{
A ∈ Cn(X): A ∩ R(X) = ∅ and A ∩ Ea(X) = ∅
}
,
Γn(X) the set of elements A ∈ Cn(X) − Ln(X) such that there exists a local basis β of open neighborhoods of A
such that for each U ∈β, dimU 2n and U∩ Ln(X) is arcwise connected.
For n ∈ N − {1},
Mn(X) =
{
A ∈ Cn(X) − Cn−1(X): A ∩ R(X) = ∅ and A ∩ Ea(X) = ∅
}
.
2. The set LD
We recall that: D is the class of dendrites whose set of end points is closed; L is the class of local dendrites; LD is
the class of local dendrite with the property that each of its points has a neighborhood in D. In this section we prove a
characterization of the set LD (Theorem 2.6), but ﬁrst we give a remark, a lemma, and after we prove some results about
dimension.
Remark 2.1. If X ∈ L and A ∈ C(X), then A ∈ L.
Lemma 2.2. If X ∈ LD and A ∈ C(X), then A ∈ LD.
Proof. In [8, Theorem 3.1] it is proved that a local dendrite X is in LD if and only if X contains no copy of Fω or of W .
The result follows from this fact. 
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Proof. Let n ∈ N and A = A1 ∪ · · · ∪ Ak ∈ Cn(X) where A1, . . . , Ak are the components of A and A1 ∩ Ea(X) = ∅. Since X
is normal and locally connected, there exists a continuum D1 such that A1 ⊂ IntX (D1) and A j ∩ D1 = ∅ for j ∈ {2, . . . ,k}.
Notice that, by Lemma 2.2, D1 ∈ LD. Let e ∈ A1 ∩ Ea(X). Since e ∈ IntX (D1)∩ Ea(X), we have that e ∈ Ea(D1), so that, by [8,
Theorem 3.6], e is an essential point of D1. If T is any tree contained in D1, by [8, Theorem 2.6], e /∈ IntD1 (T ). Therefore, by
[10, Theorem 10], C(e, D1) is homeomorphic to I∞ . Let h : C(D1)× {A2} × · · · × {Ak} → Cn(X) given by h(Q 1, A2, . . . , Ak) =
Q 1 ∪ A2 ∪ · · · ∪ Ak . Then h is one-to-one continuous function. Since C(e, D1) × {A2} × · · · × {Ak} is homeomorphic to I∞ ,
then T = h(C(e, D1)×{A2}×· · ·×{Ak}) is also homeomorphic to I∞ . Moreover, h(A1, . . . , Ak) = A ∈ T . Then dimA(T ) = ∞.
Since T ⊂ Cn(X), we have that dimA(Cn(X)) = ∞.
Conversely, assume that A ∩ Ea(X) = ∅. Since X ∈ LD, it follows from [8, Theorem 3.5(a)], that each component of A
is a ﬁnite graph. Therefore, there is a ﬁnite graph G ∈ C(X) such that A ⊂ IntX (G) and G ∩ Ea(X) = ∅. By [14, Re-
mark 2.1(a)], there is ε > 0 such that N(ε, A) ⊂ IntX (G). Thus, BCn(X)(A, ε) ⊂ Cn(G). Since dimA(Cn(G)) = dimA(Cn(X)),
then dimA(Cn(X)) is ﬁnite. 
Lemma 2.4. Let X ∈ LD, n ∈ N, and A ∈ Cn(X). Then A ∩ Ea(X) = ∅ if and only if for each ε > 0, we have that
dim
(
BCn(X)(A, ε)
)= ∞.
Proof. Suppose that A ∩ Ea(X) = ∅, by the Lemma 2.3, dimA(Cn(X)) = ∞. Then, for each ε > 0, we have that
dim(BCn(X)(A, ε)) = ∞.
Conversely, assume that A ∩ Ea(X) = ∅. By the second part of the proof of Lemma 2.3, there is a ﬁnite graph G ∈ C(X)
and ε > 0 such that BCn(X)(A, ε) ⊂ Cn(G) and hence, dim(BCn(X)(A, ε))  dim(Cn(G)). By [24, Theorem 5.1], we have that
dim(Cn(G)) < ∞. Therefore, dim(BCn(X)(A, ε)) < ∞. 
Lemma 2.5. Let X ∈ LD, n ∈ N, and A ∈ Cn(X) such that A ∩ R(X) = ∅. Then dim(S) 2n + 1 for each neighborhood S of A in
Cn(X).
Proof. Let S be a neighborhood of A in Cn(X). If A ∩ Ea(X) = ∅, by Lemma 2.4, dim(S) = ∞. Suppose that A ∩ Ea(X) = ∅
and let p ∈ R(X) ∩ A. Clearly, there exists B ∈ S with exactly n components such that B = A1 ∪ · · · ∪ An and assume
that p ∈ A1 and that Ai ∩ Ea(X) = ∅ for each i ∈ {1, . . . ,n}. Let D1, . . . , Dn be pairwise disjoint ﬁnite graph of X such
that Ai ⊂ IntX (Di) for each i ∈ {1, . . . ,n}. Let V = 〈D1, . . . , Dn〉n . Then the function h : C(D1) × · · · × C(Dn) → V given
by h(Q 1, . . . , Qn) = Q 1 ∪ · · · ∪ Qn is a homeomorphism. By [9, 5.2], for each i ∈ {1, . . . ,n}, there exists mi-cell Gi (mi  2)
contained in C(Di) such that Ai ∈ Gi . Since p ∈ R(X)∩ A1, by [9, 5.2], G1 is an m1−cell with m1  3. Thus, h(G1×· · ·×Gn) =
G is an m-cell for some m 2n+ 1. Moreover, B ∈ G . Thus, B ∈ S ∩G . Hence, S ∩G contains an m-cell for some m 2n+ 1.
Therefore, dim(S) 2n + 1. 
If a,b ∈ R2, then ab denotes the straight line segment joining a and b. We will need two special dendrites Fω and W
constructed in R2. The ﬁrst one is the dendrite
Fω =
⋃
n∈N
ppn,
where p = (0,0) and pn = ( 1n , 1n2 ) for each n ∈ N. In other words, Fω is the unique dendrite for which R(Fω) consists of a
single point p and ord(p, Fω) = ω. The second one is the dendrite
W = cb1 ∪
(⋃
anbn
)
.
The class LD is described in [8]. We obtain the following characterization.
Theorem 2.6. Let X be a local dendrite and n ∈ N. Then X ∈ LD if and only if Cn(X) has the property that its subset {A ∈
Cn(X): dimA(Cn(X)) < ∞} is dense in Cn(X).
Proof. For n = 1, this result was proved in [8, Theorem 3.9].
Thus, we can assume that n 2. Let X ∈ LD. When X is homeomorphic to [0,1] the result follows by [24, Corollary 5.3].
Suppose that X is not an arc and let Z ∈ Cn(X), Z = Z1 ∪ · · · ∪ Zk , where Z1, . . . , Zk are the components of Z . By [8,
Theorem 3.9], for each Zi , with 1 i  k, there is a sequence {Ais}s∈N in C(X) that converges to Zi and dimAis (C(X)) < ∞
for each s ∈ N. Therefore, by [8, Theorems 3.6 and 3.7], Ais ∩ Ea(X) = ∅ for each s ∈ N. Let As = A1s ∪ · · · ∪ Aks , then {As}s∈N
is a sequence in Cn(X) that converges to Z and As ∩ Ea(X) = ∅. By Lemma 2.3, we have that dimAs (Cn(X)) < ∞ for each
s ∈ N.
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or Fω . Assume ﬁrst that W ⊂ X and let Z = Z1 ∪ · · · ∪ Zn , where Z1, . . . , Zn are nonempty pairwise disjoint subcontinua
of X and Z1 = cb1 (with the notation, of W , used above). By [8, Theorem 3.9], there is not a sequence {T j} j∈N in C(X) that
converges to Z1 and dimT j (C(X)) < ∞ for each j ∈ N. Therefore, there is not a sequence {As}s∈N in Cn(X) that converges
to Z and dimAs (Cn(X)) < ∞ for each s ∈ N. The proof of the case on which Fω ⊂ X is similar. 
3. Subsets of Cn(X)
In the last part of the ﬁrst section, we deﬁned subsets of Cn(X) as Ln(X), Pn(X), Γn(X), and Mn(X) for a local dendrite
X and n ∈ N; in this section we will prove relationships among them. These results will be used to prove the Theorem 4.1.
The following remark is a consequence of the deﬁnition of Ln(X).
Remark 3.1. If X ∈ LD, n ∈ N and A ∈ Ln(X), then dimA(Cn(X)) 2n.
By Corollary 2.3, Lemma 2.5, and Remark 3.1, we obtain the following corollary.
Corollary 3.2. If X ∈ LD, n ∈ N, and A ∈ Ln(X), then A ∩ Ea(X) = ∅ and A ∩ R(X) = ∅.
Lemma 3.3. If X ∈ LD and n ∈ N, then Mn(X) ⊂ Ln(X).
Proof. Let A ∈ Mn(X) and A1, . . . , An be the different components of A. Then for each i ∈ {1, . . . ,n}, Ai is an arc or a single
point and there exist disjoint arcs J i in X such that Ai ⊂ IntX ( J i), J i ∩ R(X) = ∅ and J i ∩ Ea(X) = ∅. Then 〈 J1, . . . , Jn〉n is
a neighborhood of A in Cn(X). Moreover, C( J1) × · · · × C( Jn) is homeomorphic to 〈 J1, . . . , Jn〉n . Since, by [9, p. 267], each
C( J i) is a 2-cell, we have that 〈 J1, . . . , Jn〉n is a 2n-cell. Therefore, A ∈ Ln(X). 
Lemma 3.4. If X ∈ LD and n ∈ N, then dim(Pn(X)) 2n.
Proof. We prove this lemma by induction. Suppose ﬁrst that n = 1. Given A ∈ P1(X), there exists an arc J of X such that
A ⊂ IntX ( J ). Hence, C( J ) is a neighborhood of A in C(X). Since by [9, p. 267], C( J ) is a 2-cell, then dimA(C(X)) = 2.
Therefore, dim(P1(X)) 2.
Now suppose that n  2 and that the lemma is true for n − 1. We notice that the set Pn−1(X) = Pn(X) ∩ Cn−1(X), is
closed in Pn(X) and dim(Pn−1(X)) 2(n − 1). By Remark 3.1 and Lemma 3.3, dim(Mn(X)) 2n, therefore, since Pn(X) =
Pn−1(X) ∪ Mn(X), by [15, Corollary 1, p. 32], dim(Pn(X)) 2n. 
Lemma 3.5. Let X ∈ LD, n ∈ N − {1,2} and A ∈ Cn−1(X) − C(X). Assume that A ∩ R(X) = ∅ and A ∩ Ea(X) = ∅. Then there exists
a neighborhood V of A in Cn(X) such that each closed neighborhood N of A in Cn(X) satisfying N ⊂ V can be separated by a closed
set S ⊂ Cn−1(X) with dim(S) 2(n − 1) and such that T ∩ Ea(X) = ∅ and T ∩ R(X) = ∅, for each T ∈ S .
Proof. Let A1, . . . , Am be the components of A, there are dendrites D1, . . . , Dm in D such that Ai ⊂ Di , for each
i ∈ {1, . . . ,n}. By the hypothesis, Ai ∩ R(Di) = ∅ and Ai ∩ Ea(Di) = ∅, so Ai is an arc in Di , for each i ∈ {1, . . . ,n}. Thus,
Ai is an arc in X , for each i ∈ {1, . . . ,n}.
Since X ∈ LD, choose pairwise disjoint subarcs J1, . . . , Jm of X such that for each i ∈ {1, . . . ,m}, Ai ⊂ IntX ( J i) and
( J1 ∪ · · · ∪ Jm) ∩ R(X) = ∅ (Thus, ( J1 ∪ · · · ∪ Jm) ∩ Ea(X) = ∅). Then we can continue the proof as the proof in [14,
Lemma 3.5]. 
Lemma 3.6. If X ∈ LD and n ∈ N − {1,2}, then Mn(X) = Ln(X).
Proof. Similar at proof in [14, Lemma 3.6], it follows: ﬁrst by Lemma 3.3, next Corollary 3.2 and ﬁnally apply Lemma 3.5. 
Lemma 3.7. If X ∈ LD and n ∈ N − {1,2}, then Γn(X) = P1(X).
Proof. Similar at proof in [14, Lemma 3.7], it follows: ﬁrst by Lemmas 2.4 and 2.5; next Lemma 3.6, next Lemma 3.5 and
using Ea(X) = {p: p is II-essential point} ([8, Theorem 3.6]). 
Moreover, by [8, Theorem 4.5], we obtain the following corollary.
Corollary 3.8. If X ∈ LD and n ∈ N − {1,2}, then Ω(X) ⊂ Γn(X).
The following equality it will be utilized in the proof of Theorem 4.1 and Theorem 5.4.
Remark 3.9. If Z is a continuum and n ∈ N, then ClCn(Z)(Ω(Z)) = ClC(Z)(Ω(Z)).
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Theorem 4.1. Let X , Y ∈ LD and n ∈ N − {2}. If Cn(X) is homeomorphic to Cn(Y ), then X is homeomorphic to Y unless n = 1 and X
is an arc and X is a simple closed curve.
Proof. For n = 1 the result was proved in [8, Theorem 5.1]. Thus, we can assume that n  3. Let h : Cn(X) → Cn(Y ) be
a homeomorphism. Since h(Ln(X)) = Ln(Y ), then h(Γn(X)) = Γn(Y ). By Lemma 3.7, Γn(X) = {A ∈ Cn(X): A is connected,
A ∩ R(X) = ∅ and A ∩ Ea(X) = ∅}. It has been proved in [8, Theorem 4.7 (a), (b)] that Ω(X) = {{p} ∈ C(X): p ∈ X − (R(X)∪
Ea(X))} ∪ {α ∈ C(X): α is a arc of X − R(X) containing a point of E(X)− Ea(X)}. Moreover, ClC(X)(Ω(X)) is homeomorphic
to X [8, Theorem 4.9] (and ClC(Y )(Ω(Y )) is homeomorphic to Y ). Since h(Γn(X)) = Γn(Y ), by Corollary 3.8, we obtain that
h(Ω(X)) = Ω(Y ) and h(ClC(X)(Ω(X))) = ClC(Y )(Ω(Y )). Hence, X is homeomorphic to Y . 
In fact, using the Remark 3.9, in the proof of Theorem 4.1 we obtain the following result.
Lemma 4.2. Let X , Y ∈ LD and n ∈ N − {2}. If Cn(X) is homeomorphic to Cn(Y ), then ClC(X)(Ω(X)) and ClC(Y )(Ω(Y )) are homeo-
morphic unless n = 1 and X is an arc and X is a simple closed curve.
Theorem 4.3. Let X ∈ LD, Y a local dendrite and n ∈ N − {2}. If Cn(X) is homeomorphic to Cn(Y ), then X is homeomorphic to Y
unless n = 1 and X is an arc and X is a simple closed curve.
Proof. For the case n = 1 the result was proved in [8, Theorem 5.1]. If X is homeomorphic to [0,1], by [18], the arc has
unique hyperspace Cn([0,1]), for n > 1. Thus, we can assume that n  3 and X is not an arc. Let h : Cn(X) → Cn(Y ) be a
homeomorphism and Z ∈ Cn(Y ), then there is L ∈ Cn(X) such that h(L) = Z . By Theorem 2.6, there exists a sequence {As}s∈N
in Cn(X) that converges to L and dimAs (Cn(X)) < ∞, for each s ∈ N. This implies that {h(As)}s∈N is a sequence in Cn(Y )
that converges to Z and dimh(As)(Cn(Y )) < ∞, for each s ∈ N. Therefore, Y ∈ LD (Theorem 2.6). Hence, by Theorem 4.1, we
obtain that X is homeomorphic to Y . 
5. Main theorem
Finally, we are able to give the proof of the main theorems (Theorem 5.4 and Theorem 5.6). First we give three lemmas
needed.
Lemma 5.1. ([14, Lemma 5.4]) Let Y be a locally connected continuum, n ∈ N and A ∈ Cn(Y ). Then dimA(Cn(Y )) < ∞ if and only if
dim{p}(Cn(Y )) < ∞, for each p ∈ A.
Lemma 5.2. ([14, Lemma 5.5]) Let Y be a locally connected continuum, p ∈ Y and n ∈ N. If dim{p}(Cn(Y )) < ∞, then {p} ∈
ClC(Y )(Ω(Y )).
Lemma 5.3. Let X ∈ LD, Y be a continuum and n ∈ N. If Cn(X) is homeomorphic to Cn(Y ), then F1(Y ) ⊂ ClC(Y )(Ω(Y )).
Proof. Let h : Cn(X) → Cn(Y ) be a homeomorphism. Let {p} ∈ F1(Y ). Thus, there exists A ∈ Cn(X) such that h(A) = {p}.
By Theorem 2.6, there exists a sequence {As}s∈N in Cn(X) such that lim As = A and dimAs (Cn(X)) < ∞ for each s ∈ N.
Thus, limh(As) = h(A) = {p} and dimh(As)(Cn(Y )) < ∞. Therefore, there exists another sequence {ps}s∈N in Cn(Y ) such
that ps ∈ h(As) and lim{ps} = {p}, for each s ∈ N. By Lemma 5.1, for each s ∈ N, dim{ps}(Cn(Y )) < ∞. By Lemma 5.2,{ps} ∈ ClC(Y )(Ω(Y )), for each s ∈ N. Therefore, {p} ∈ ClC(Y )(Ω(Y )). 
Theorem 5.4. Let X ∈ LD and n ∈ N − {2}. Then X has unique hyperspace Cn(X) unless n = 1 and X is an arc and X is a simple
closed curve.
Proof. For n = 1 the result was proved in [8, Corollary 5.2]. Thus, we can assume that n 3.
Suppose that Y be a continuum and suppose that Cn(X) is homeomorphic to Cn(Y ). Since X is locally connected, by [27,
Theorem 1.92], Y is locally connected. We will prove that Y is a local dendrite. Now we claim that
Y contains at most a ﬁnite number of simple closed curve. (
)
To show (
) we assume ﬁrst that S1 and S2 are two different simple closed curves in Y . By Lemma 5.3, F1(Y ) ⊂
ClC(Y )(Ω(Y )). Thus, F1(S1) ∪ F1(S2) ⊂ ClC(Y )(Ω(Y )), so F1(S1) and F1(S2) are different subsets of ClC(Y )(Ω(Y )). By [8,
Theorem 4.9], ClC(X)(Ω(X)) is homeomorphic to X . By Lemma 4.2, we obtain ClC(Y )(Ω(Y )) is homeomorphic to X . Hence,
there exist A1, A2 ⊂ X such that F1(S1) is homeomorphic to A1 and F1(S2) is homeomorphic to A2. So A1 = A2. We con-
clude that A1 and A2 are two different simple closed curve, hence, X contains two different simple closed curve as well.
250 D. Herrera-Carrasco, F. Macías-Romero / Topology and its Applications 158 (2011) 244–251Since X is a local dendrite, by [22, Theorem 4, p. 303], X contains at most a ﬁnite number of simple closed curves. Hence,
Y contains at most a ﬁnite number of simple closed curves. Thus, shows (
). Since Y is a locally connected continuum with
at most a ﬁnite number of simple closed curves, by [22, Theorem 4, p. 303], Y ∈ L. Therefore, by Theorem 4.3, we have X
is homeomorphic to Y . 
Let X ∈ LD, Y be a continuum. If C2(X) is homeomorphic to C2(Y ), is X homeomorphic to Y ?
Theorem 5.5. If X ∈ LD and n ∈ N, then 2n = min{dimA(Cn(X): A ∈ Cn(X)}.
Proof. We considered the following cases: let A ∈ Cn(X). (i) Suppose A ∩ Ea(X) = ∅. By Lemma 2.3, dimA(Cn(X) = ∞.
(ii) Suppose A ∩ Ea(X) = ∅ and |A ∩ R(X)| < ∞. There is a ﬁnite graph G such that A ⊂ int(G). Then A ∈ int(Cn(G)).
Therefore, dimA Cn(X) = dimA Cn(G). Moreover, R(G) ∩ A = R(X) ∩ A. By [26], we have that dimA(Cn(G)) = 2n +
Σq∈R(G)∩A(ordT (q) − 2). Then dimA(Cn(X)) = dimA(Cn(G))  2n + 1. (iii) Suppose A ∩ R(X) = ∅ and A ∩ Ea(X) = ∅. Then
there is a free arc α such that A ⊂ Int(α). Hence, dimA Cn(α) = dimA Cn(X).
Thus, A ∩ R(X) = A ∩ R(α) = ∅. By [26, Corollary 2.5], we have that dimA Cn(α) = 2n. Hence, dimA Cn(X) = 2n. By the
above cases, 2n = min{dimA(Cn(X): A ∈ Cn(X)}. 
Theorem 5.6. Let X ∈ LD, Y be a continuum and n,m ∈ N − {2}. If Cn(X) is homeomorphic to Cm(Y ), then X homeomorphic to Y
unless n = 1, m = 1 and X is an arc and X is a simple closed curve.
Proof. Suppose that h : Cn(X) → Cm(Y ) is a homeomorphism. Since min{dimA (Cn(X): A ∈ Cn(X)} = min{dimh(A)(Cm(Y ):
h(A) ∈ Cm(Y )}. By Theorem 5.5, 2n = min{dimh(A)(Cm(Y ): h(A) ∈ Cm(Y )}. By [27, 1.92], Y is locally connected. Let B ∈
Cm(Y ) such that dimB Cm(Y ) = 2n < ∞. By [14, Lemma 5.4], dim{p}(Cm(Y )) < ∞, for each p ∈ B . Since dim{p}(C(Y )) 
dim{p}(Cm(Y )) < ∞, we have that dim{p}(C(Y )) < ∞, for each p ∈ B . By [14, Lemma 5.3], B ⊂ int(G), where G is a ﬁnite
graph in Y . Hence, B ∈ int(Cn(G)), so dimB(Cn(G)) = dimB(Cn(Y )). Moreover, R(G) ∩ B = R(Y ) ∩ B . By [26, Theorem 2.4]
2n = dimB(Cm(Y )) = 2m + Σq∈R(Y )∩B(ordY (q) − 2). Implies 2n  2m. Therefore, n  m. By the way, let L ∈ Cm(G) with
L ⊂ (Int(G)) such that L ∩ R(G) = L ∩ R(Y ) = ∅. By [26, Corollary 5], dimL Cm(Y ) = dimL Cm(G) = 2m. Since 2n  2m, we
have that n m Hence, n = m. Thus, Cn(X) is homeomorphic to Cn(Y ). By Theorem 5.4, we have that X homeomorphic
to Y . 
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