Abstract-The leading edge timing pick-off technique is the simplest timing extraction method for PET detectors. Due to the inherent time-walk of the leading edge technique, corrections should be made to improve timing resolution, especially for time-of-flight PET. Time-walk correction can be done by utilizing the relationship between the threshold crossing time and the event energy on an event-by-event basis. In this paper, a timewalk correction method is proposed and evaluated using timing information from two identical detectors both using leading edge discriminators. This differs from other techniques that use an external dedicated reference detector, such as a fast PMT-based detector using constant fraction techniques to pick-off timing information. In our proposed method, one detector was used as reference detector to correct the time-walk of the other detector. Time-walk in the reference detector was minimized by using events within a small energy window (508.5−513.5 keV). To validate this method, a coincidence detector pair was assembled using two SensL MicroFB SiPMs and two 2. show that the proposed leading edge-based time-walk correction method works well. Timing resolution obtained using this method was equivalent to that obtained using a reference detector and was better than that obtained using constant fraction discriminators.
I. INTRODUCTION

D
IFFERENT algorithms and techniques have been proposed to estimate the gamma photon arrival times in PET to achieve an optimized coincidence timing resolution (CTR) [1] - [10] . Among these methods, digital methods and statistical methods have advantages over the two traditional analog methods, the leading edge discriminator (LED) and the constant fraction discriminator (CFD) [11] , but are also more complicated, computational intense, and difficult to be implemented in hardware, such as within applicationspecific integrated circuits (ICs) or field-programmable gate arrays (FPGA). CFD has been considered as a gold standard for obtaining timing information in PET application for many years, but it needs more components to implement, especially the delay line, which is difficult to incorporate in compact IC chips. Nondelay line CFDs also have been proposed, however, this requires more components to replace the delay line [12] . The variable delay that is necessary for different pulse shapes to obtain the best timing resolution makes its use even more difficult [13] , [14] . Although digital CFDs can be implemented inside an FPGA and can use variable delay lengths, this implementation needs a very fast analog-to-digital converter (ADC), which is power hungry and expensive [6] , [15] . An LED with a low-level threshold applied to the leading edge of the signal is the simplest time pick-off method. The time for crossing the threshold suffers time-walk, but can be corrected by using the relationship between the threshold crossing time, and the energy, on an event-by-event basis [11] , [16] . Recent work has shown that the timing resolution obtained using an LED is better than that obtained using a CFD, when a lower threshold (several photons) is used and a narrow energy window (with a width of tens of keV) was applied to select events [17] .
For clinical PET scanners, the energy window is typically 425-650 keV, and it can be as wide as ∼250-750 keV for small-animal PET scanners. For such wide energy windows, time-walk correction is required to improve timing resolution. This is critical for applications requiring good timing resolution to lower the random coincidence event rate and obtain time-of-flight information, and imaging applications that use wide energy windows with a large range of pulse amplitudes to improve sensitivity, such as high-resolution, small-animal PET. The relationship between the event energy and the time to cross a preset threshold can be obtained by using a precision reference detector; data from the coincidence detector pair can be used to correct the detector of interest. In a real scanner, 2469-7311 c 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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a calibration probe can be used as a reference detector [18] . In this case, the electronics either needs to be modified during the time-walk correction process, or requires provision for spare connections for the external probe. Also, the calibration process must be performed with some frequency due to changes in the characteristics of the detector, such as aging effects and change of temperature or bias voltage for SiPM-or APD-based detectors. For detectors with readout electronics already incorporated, such as SensL's Matrix9 and Hamamatsu's multi-pixel photon counter modules [19] , [20] , reading out the timing and energy signals in coincidence with a calibration reference detector cannot be done without modifying the electronics. Hence, the time-walk correction needs to be done using the timing information generated by the detector itself.
In this paper, we proposed and evaluated a time-walk correction method based on two detectors both using LEDs to generate timing information. This method is self-calibrated, as no extra reference detectors are needed to generate the relationship between threshold crossing time and event energy. The timing resolution obtained using our proposed method was also compared with results obtained using CFD and CFDbased correction methods at four different energy thresholds (15 keV, 100 keV, 200 keV, and 300 keV).
II. MATERIALS AND METHODS
A. SiPM and LYSO-Based Detector
Two detectors were assembled using two MicroFB SiPM evaluation boards (MicroFB-SMTPA-30035, SensL Ltd., Cork, Ireland) and two 2.5 mm × 2.5 mm × 20 mm lutetiumyttrium oxyorthosilicate (LYSO) crystals (Crystal Photonics, Inc., Sanford, FL, USA). Each evaluation board contains one MicroFB SiPM pixel [as shown in Fig. 1(top) ], which has an active area of 3.0 × 3.0 mm 2 with 4774 microcells, each 35 × 35 µm 2 in size with a fill factor of 64%. The MicroFB SiPMs are UV/blue enhanced light sensors with peak sensitivity at 420 nm [21] , well matching the emission spectrum of LYSO [22] . Their photon detection efficiency is 31% at a bias voltage of 27.0 V and a temperature of 21 • C.
The two LYSO crystals were wrapped using several layers of Teflon to maximize the light output and coupled to the SiPM using optical grease (Saint Gobain BC-630). With a view to real application in a PET scanner, 20 mm long crystals were used in these experiments, although it is well known that better timing resolution can be obtained using shorter crystals [23] .
B. Coincidence Timing Measurement
Each MicroFB SiPM evaluation board was mounted on a custom front-end board as shown in Fig. 1(top) , and a schematic of the experiment setup is shown in Fig. 1 (bottom). The two LYSO crystals were placed head on to mimic the situation in real scanner. To easily align the two crystals and the radiation source, a 3-D printed holder was fabricated to hold the detectors, crystals, and the radiation source.
The MicroFB SiPM has both a fast and a standard output. In our experiments, the standard output was used to simplify the readout, as the signal from the fast output is 2%-4% of that from the standard output and the fast output requires extra transformers and amplifiers with ultrahigh bandwidth [21] . This can be a drawback in terms of the electronics complexity, cost, and power consumption at the scanner level.
The signal from the standard output was amplified by an AD8045-based (1 GHz bandwidth, Analog Devices, Inc.) transimpedance amplifier with a feedback resistor of 130 Ohms. The amplified signal was split and one arm was fed into a CAEN spectroscopy amplifier (N568B) for energy information, and the other arm was fed into an LED/CFD (ORTEC 584) for timing information. The ORTEC 584 can work in either LED mode or CFD mode. The outputs of the ORTEC 584s were sent to a time-to-amplitude converter (TAC, ORTEC 566). The output of the N568B and TAC were digitized by a power data acquisition board, with 14-bit ADCs [24] .
C. Time Walk Correction Method
It is impossible to correct the time-walk of one detector using another detector as a reference detector, when both detectors utilize LEDs to generate time information and events occur over a wide energy range. Our approach was to use events from one detector within a very narrow energy range (which we referred to as "bin size") around the 511 keV photopeak and treat this detector as a reference detector to correct the time-walk of another detector. Fig. 2(middle) . It is obvious, for events with a given energy, the threshold crossing times varies over a wide range, hence, the relationship between the two cannot be found. Fig. 2(bottom) shows the relationship between energy and threshold crossing time of detector 2 when detector 1 was used as a reference detector and a 5 keV energy window (511 ± 2.5 keV) was used to select events from detector 1. An obvious relationship between energy and threshold crossing time can now be observed.
Instead of a directly fitting the data shown in Fig. 2(bottom) , which is difficult as the data is distributed in 2-D, the events were rebinned according to their energy and an energy bin size. Gaussian fits were applied to the timing spectra of the events belonging to each energy bin; the center of the energy bin and the peak position of the timing spectra were calculated. A piecewise cubic hermite interpolating polynomial fit (pchip, MATLAB 2012) was applied to the center of the energy bin and the peak position of the timing spectra data to find the relationship between event energy and threshold crossing time, as shown in Fig. 2(bottom) blue line. The fitted function was then applied to the acquired data to correct the time-walk on an event by event basis. The use of a linear fit was also studied, but the performance was not as good, hence, the results using the linear fit are not presented.
For the CFD-based time-walk correction, one detector used the CFD technique and the other used the LED technique to generate timing information. The CFD-based detector was used as a reference detector and a 5 keV energy window around the 511 keV photopeak was also applied to select events from the reference detector. A relationship between the energy and threshold crossing time similar to the one shown in Fig. 2 (bottom) was obtained (not shown). To reduce the statistical error, 50M events were collected for each study. Fig. 3 shows the relationship between event energy and threshold crossing time for detector 1. The four lines, obtained at different thresholds, cross at an energy of 511 keV which was set to 0. The threshold crossing time of events with lower (higher) energy was earlier (later) than that of events with an energy of 511 keV, due to the nature of LED technique [11] . The relationships between event energy and threshold crossing time obtained for detector 2 was similar to those of detector 1 and are not shown.
III. RESULTS
A. Effect of Energy Threshold on the Relationship Between Event Energy and Threshold Crossing Time
It is expected that the higher the threshold, the steeper the slope of the relationship, because the time-walk of the LED is increased at higher thresholds. The relationship between energy and threshold, obtained at a threshold of 15 keV was fairly flat over a small energy range around 511 keV. It is likely to be even flatter using a lower energy threshold. To get better timing resolution without time-walk correction, a lower threshold should be used and a narrow energy window should be applied to select data, as has been previously presented in many publications [13] , [17] , [25] - [27] . Fig. 4 shows the timing resolution versus the energy window width obtained using CFD and LED methods for time pick-off with a threshold of 15 keV. The center of the energy windows was at 511 keV. The timing resolution increases with increasing width of the energy window, both for the CFD and LED. The timing resolution obtained using the LED (without time-walk correction) degrades faster than that obtained using CFD technique, especially above 300 keV energy window width due to the contribution of the strong time-walk effects (see Fig. 2 ). The timing resolution obtained using the LED technique was better than that obtained using CFD when the energy window width was narrower than 350 keV, corresponding to an energy window of 336-686 keV, which is consistent with other published data [17] . Fig. 5 shows the obtained CTR using different energy bin sizes. The energy bin size (energy window) was used to select events with energy around the 511 keV photopeak for the reference detector and then rebin the events for the detector being corrected for finding the relationship between the event energy and threshold crossing time.
B. Effect of Energy Windows on Timing Resolution
C. Effect of Energy Bin Size
The CTR increases slightly with increasing bin size, due to: 1) time-walk of the events from the reference detector and 2) decrease in precision of the pchip fit to the relationship TABLE II between event energy and threshold crossing time. The timing resolution obtained using a bin size of 0.5 and 1 keV is also poorer due to the poor counting statistics and increased statistical error, which leads to difficulties in fitting the data. However, the timing resolution only varied between 365 and 370 ps, confirming that the result is quite insensitive to the bin size and large energy bins can be used.
D. Timing Resolution
Timing spectra obtained at an energy threshold of 15 keV and for two different energy windows using the LED technique are shown in Fig. 6(top) . The red and blue lines are the results without time-walk correction, while the black and green lines are the results with time-walk correction, respectively. Clearly, the results with time-walk correction are better and the timewalk correction provides a more significant improvement when the energy window was wider. The timing spectrum without time-walk correction and using 250−750 keV energy window to select data (blue line) has a broad tail, which was caused by Compton events. The broad tail made the timing spectra nonGaussian in shape and disappeared after time-walk correction was applied to the data. Fig. 6 (bottom) shows the timing resolution obtained using different time pick-off methods and different time-walk correction methods. The legends are explained in Table I . The threshold of the LED was 15 keV and two different energy windows (425−650 keV and 250−750 keV) were applied to select events. When a narrow energy window was used, the timing resolution obtained using the LED was better than that obtained using the CFD, even without time-walk correction. The timing resolution obtained using LED technique and with time-walk correction was better than that obtained using the CFD using both energy windows, and the timing resolution obtained using the two different time-walk correction methods, LED-based self-correction method and reference detector-based correction method, were similar. Table II lists the timing resolution versus threshold of the LED. The timing resolution obtained using the LED technique increases with increasing threshold [17] , [26] , while that obtained using the CFD was nearly constant at different thresholds. Timing resolutions obtained using LED_Cor and CFD_Cor are the same. This demonstrates that our proposed LED-based time-walk correction method works as well as using a dedicated reference detector based on the CFD technique to generate timing information.
IV. CONCLUSION
A self-correction time-walk method was proposed and evaluated for PET detectors using the LED technique to generate the timing information. The timing resolution obtained using our proposed method was the same as that obtained using a dedicated reference detector based on CFD technique, but our method has the advantage that it does not need an external reference detector, electronics modification nor a dedicated calibration process.
The CTR obtained was 389.0 ± 12.0 ps (425−650 keV) and 670.2 ± 16.2 ps (250−750 keV) without time-walk correction using a 15 keV threshold. The timing resolution was improved to 367.3 ± 0.5 ps (425−650 keV) and 413.7 ± 0.9 ps (250−750 keV) with time-walk correction. Timing resolutions were 442.8 ± 12.8 ps (425−650 keV) and 476.0 ± 13.0 ps (250−750 keV) using a CFD, and 367.3 ± 0.4 ps (425−650 keV) and 413.4 ± 0.9 ps (250−750 keV) using a reference detector based on a CFD.
The timing resolution degraded with increasing energy threshold for the LED, consistent with other results [17] , [26] . The best timing resolution was obtained at a threshold of 15 keV among the four tested thresholds (15 keV, 100 keV, 200 keV, and 300 keV). We believe even better timing resolution can be obtained using lower threshold, but this was not tested in this paper. A threshold of 15 keV can be implemented in most state-of-the-art PET scanners, such as SiPM-based PET scanners. The timing resolutions obtained using the LED with time-walk correction were better than those obtained using a CFD by using a 15 keV threshold, which is consistent with other results [17] .
The best timing resolution we obtained was 367.3 ± 0.5 ps (425−650 keV energy window and 15 keV energy threshold for LED). Better results have been obtained with similar SiPMs and crystals, however, we did not optimize the bias voltage for timing performance and our measurement were carried out at a temperature of 20 • C. For SiPMs, the timing resolution varies with bias voltage and better timing resolution can be obtained at lower temperature, as the noise of SiPMs is decreased [28] , [29] .
We also have used our proposed method to correct the timing resolution of two PET detector modules based on largearea SiPM arrays and crystal arrays [19] , [30] . Our proposed method worked well and the timing resolution was improved to 4.2 ± 0.1 ns from 11.2 ± 0.2 ns [19] .
With the dramatic improvements in data transfer speed that have occurred in recent years (such as USB 3.1 which has a transfer rate up to 1.25 GB/s), and improvements in date storage speeds using solid state drives, it is feasible to collect single events from the PET scanner [31] , [32] . As the event time-stamps are included in the event data, our proposed LEDbased time-walk correction method can be applied to these data to improve the timing resolution without any additional measurements from the PET scanner.
