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a b s t r a c t
A geometric spanning tree of a point set S is a tree whose vertex set is S and whose edge
set is a set of non-crossing straight line segments with endpoints in S. Given a set of red
points and a set of blue points in the plane, the red/blue spanning tree problem is to find a
geometric spanning tree for red points and a geometric spanning tree for blue points such
that the number of crossing points of the two trees is a minimum. If no three points are
collinear, we show that the minimum number of crossing points is completely determined
by the number of maximal red (or blue) chains on the convex hull of all red points and blue
points.Wedesign an optimal algorithm for constructing a geometric spanning tree of all the
red points and a geometric spanning tree of all the blue points with the minimum number
of crossing points. If collinear points are allowed, we prove that the problem of deciding
whether there exists a geometric spanning path of all the red points and a geometric
spanning path of all the blue points without crossing is NP-complete.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let R be a set of red points and B be a set of blue points in the plane. In this paper, we investigate the problem of finding a
geometric spanning tree for R and a geometric spanning tree for B such that the number of crossing points of the two trees
is minimum. This problem has many applications. For instance, a hydro companymay wish to connect their water pipelines
to a set of sites R, and an energy company may want to connect their gas pipelines to a set of sites B in the same area. They
want to design a network with fewest intersections between water pipelines and gas pipelines. Similar problems come up
in other applications such as telecommunications, road network design, VLSI, and medical imaging.
For a pair of points a and b in the plane, we use ab to denote the straight line segment (edge) with endpoints a and b. A
polygon is defined by a finite set of edges such that every endpoint of edges is shared by exactly two edges and no subset
of edges has the same property. A polygon is simple if there is no pair of nonconsecutive edges sharing a point. A simple
polygon partitions the plane into two regions, the interior (bounded) and the exterior (unbounded) that are separated by
the simple polygon. The union of a simple polygon and its interior is called a polygonal region. For a sequence of ordered
points p1, p2, . . . , pn in the plane, we use p1p2 . . . pn (n ≥ 3) to denote a polygon with vertices p1, p2, . . . , pn, and use
(p1, p2, . . . , pn) (n ≥ 1) to denote a chain with vertices p1, p2, . . . , pn, where p1 and pn are endpoints of the chain. For a pair
of straight line segments, if their intersection is an interior point of at least one of the segments, then this point is called a
crossing point; if their intersection is a segment, then they have an infinite number of crossing points. Let S be a set of points
in the plane. We use |S| to denote the number of points in S. The convex hull of S, denoted by CH(S), is the boundary of the
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smallest convex domain in the plane containing S. A geometric spanning tree of S, denoted by ST(S), is a tree whose vertex
set is S and whose edge set is a set of non-crossing straight line segments with endpoints in S. For a polygonal region A, the
boundary of A is a simple polygon, denoted by bd(A).
Throughout this paper, let R be a set of red points and B be a set of blue points in the plane satisfying R∩ B = ∅. In all the
figures, a hollow circle represents a red point and a solid circle represents a blue point. The red/blue spanning tree problem
is to find ST(R) and ST(B) such that the number of crossing points of two trees is minimum. We use (ST∗(R), ST∗(B)) to
denote an optimal solution for the red/blue spanning tree problem, and use cr(R, B) to denote the number of crossing points
between ST∗(R) and ST∗(B).
Suppose that CH(R∪B) contains at least one red point and at least one blue point. A red (resp. blue) chain (u1, u2, . . . , um)
(m ≥ 1) on CH(R∪ B) ismaximal if any longer chain on CH(R∪ B)which contains (u1, u2, . . . , um)must contain at least one
blue (resp. red) point. If CH(R∪ B) contains both red and blue points, then the number of the maximal red chains is equal to
that of the maximal blue chains.
The main results of this paper can be stated as follows:
Theorem 1. Let R be a set of red points and B be a set of blue points such that R∩B = ∅ and no three points in R∪B are collinear.
If CH(R∪ B) is monochromatic, then cr(R, B) = 0; if CH(R∪ B) consists of k maximal red chains and k maximal blue chains, then
cr(R, B) = k− 1. Moreover, the red/blue spanning tree problem can be solved in O((|R| + |B|) log(|R| + |B|)) time.
Note that O((|R| + |B|) log(|R| + |B|)) running time is optimal because even constructing a geometric spanning tree for
R takesΩ(|R| log |R|) time when collinearity of points is allowed.
The red/blue spanning tree problem can be considered as a special geometric version of the crossing number problem.
Given a graph G and an integer K , the crossing number problem asks whether one can embed G in the plane with at most
K edge crossings. Garey and Johnson [8] showed that the crossing number problem is NP-complete. Recently, Hliněný [9]
proved that the problem remains NP-complete even for cubic graphs. Very recently, Kawarabayashi and Reed [10] showed
that for every fixed k, there is a linear time algorithm that decides whether or not a given graph has crossing number at
most k. In [11], Hiu and Schaefer showed that it is NP-complete to determine whether there exists an ordering π for red
points {a1, . . . , an} and blue points {b1, . . . , bn} in the plane such that both aπ(1) . . . aπ(n) and bπ(1) . . . bπ(n) are geometric
spanning paths. In [1], Borgelt et al. showed that it is NP-hard to find the shortest geometric spanning tree of a set of n red
and blue points in the plane such that every edge connects a red and a blue point. For points in convex position, they gave
a cubic-time algorithm using dynamic programming. For the general case, they presented a factor O(
√
n) approximation
algorithm that runs in O(n log n log log n) time.
This paper is organized as follows. In Section 2, we determine a lower bound for cr(R, B). In Section 3, we develop an
algorithm for computing cr(R, B). In Section 4, we show that our algorithm can be implemented with O((|R|+ |B|) log(|R|+
|B|)) running time. In Section 5,wepresent theNP-completeness result for the red/blue path problem. Finally,we summarize
the results of this paper and mention some future directions in Section 6.
2. Lower bound for cr(R, B)
It is easy to see that if CH(R ∪ B) contains both red and blue points, then the number of maximal red chains is equal to
that of maximal blue chains. If this number is at least two, then we have the following lower bound for cr(R, B).
Theorem 2. Let R be a set of red points and B be a set of blue points such that R ∩ B = ∅. If no three points in R ∪ B are collinear
and CH(R ∪ B) consists of k (k ≥ 2) maximal red chains and k maximal blue chains, then cr(R, B) ≥ k− 1.
Proof. Let (ST∗(R), ST∗(B)) be an optimal solution for the red/blue spanning tree problem. From each maximal red (resp.
blue) chain on CH(R ∪ B), we arbitrarily select one endpoint and let R′ (resp. B′) be the set of all such endpoints. Note that
|R′| = |B′| = k. For each leaf of ST∗(R), if it is not in R′, then delete it. Recursively running this process we obtain a tree,
denoted by T (R′), which is a subtree of ST∗(R). Notice that T (R′) contains all the points of R′ and each leaf of T (R′) is a point
in R′. Similarly, Let T (B′) be a subtree of ST∗(B) such that T (B′) contains all the points of B′ and each leaf of T (B′) is a point in
B′. Since T (B′) is a tree and each leaf is on CH(R ∪ B), we know that CH(R ∪ B) ∪ T (B′) decomposes the plane into a set S of
polygonal regions and the boundary of each bounded polygonal region must contain at least an edge on CH(R∪B). Consider
a bounded polygonal region A ∈ S. Let L = bd(A) ∩ CH(R ∪ B) be a chain. Since T (B′) is a subtree of ST∗(B), we know that
the two endpoints of Lmust be blue.
We first show that L contains at most one point of R′. Suppose that L contains at least two points r1 and r2 of R′. Since
there exists a maximal blue chain between r1 and r2, there must exist a blue point b on Lwhich is in B′ and is between r1 and
r2. Note that there exists a path on T (B′) from b to an endpoint b′ of L, and this path does not contain any red points. Thus,
this path and the subchain of L between b and b′ must form a region which is enclosed in A. This is a contradiction. Thus, L
contains at most one point of R′.
We now show that L contains at least one point of R′. Suppose that L does not contain any point of R′. Since the two
endpoints of L are blue, we know that L is a subchain of a maximal blue chain on CH(R∪ B). Consider the two leaves of T (B′)
which are on L. Since bd(A) contains only blue points and T (B′) is a tree, we know that at least one leaf of T (B′) on L is not
in B′. This contradicts the fact that every leaf of T (B′) belongs to B′. Therefore, L contains exactly one point of R′.
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Fig. 1. A crescent and its triangulation.
Recall that every leaf of T (R′) belongs to R′ and each tree has at least two leaves. Arbitrarily select a red point in R′ as
the root of T (R′), denoted by r0. For a leaf r1(≠ r0) of T (R′), there is a unique bounded region Ar1 ∈ S such that the chain
Lr1 = bd(Ar1) ∩ CH(R ∪ B) contains r1. Since no three points in R ∪ B are collinear, there must exist an edge er1 in the path
from r0 to r1 on T (R′) such that er1 intersects an edge in bd(Ar1) ∩ T (B′) at cr1 and there is no other crossing point between
T (B′) and the path from cr1 to r1 on T (R
′). Let T (R′ \ {r1}) be a subtree of ST∗(R) such that T (R′ \ {r1}) contains all the points
of R′ \ {r1} and each leaf of T (R′ \ {r1}) is a point in R′ \ {r1}. Since Ar1 contains only r1 and there is no crossing point between
T (B′) and the path from cr1 to r1 on T (R
′), we know that er1 is not on T (R
′ \ {r1}). Similarly, for a leaf r2(≠ r0) of T (R′ \ {r1}),
there is a unique bounded region Ar2 ∈ S such that the chain Lr2 = bd(Ar2) ∩ CH(R ∪ B) contains r2. Thus, there exists an
edge er2 in the path from r0 to r2 on T (R
′ \ {r1}) such that er2 intersects an edge in bd(Ar2) ∩ T (B′) at cr2 and there is no
other crossing point between T (B′) and the path from cr2 to r2 on T (R
′ \ {r1}). Repeat the above process k − 1 times until
R′ \ {r1, r2, . . . , rk−1} = {r0}. Thus, we have found k − 1 different crossing points cr1 , cr2 , . . . , crk−1 . Hence the number of
crossing points between T (R′) and T (B′) is at least k−1. Since T (R′) and T (B′) are subtrees of ST∗(R) and ST∗(B) respectively,
we have cr(R, B) ≥ k− 1. 
3. Optimal solutions
First, we prove a key lemma providing an useful tool for constructing spanning trees with minimum crossings.
Let P = p1p2 . . . pmq1q2 . . . qn be a polygon of red/blue points such that (1) both polygons p1p2 . . . pmq1 and q1q2 . . . qnp1
are convex, (2) vertices q2, . . . , qn are inside the polygon p1p2 . . . pmq1, and (3) each pi has the same color that is different
from the color of any qi. Such a polygon is called a crescent, in which (p1, . . . , pm) is called the outer chain and (q1, . . . , qn) is
called the inner chain. Fig. 1 depicts a crescent and its triangulation. Recall that a hollow circle represents a red point and a
solid circle represents a blue point. Let S be a set of points inside P . We now consider how to construct a ST(S∪{p1, . . . , pm})
whose edges are on or inside P . It is easy to see that the triangulation of P , denoted by T (P), can be constructed in linear
time. For each triangle in T (P) containing a subset of points S ′ ⊆ S, since at least one vertex, say p, of the triangle belongs
to {p1, . . . , pm}, we can link pwith every points in S ′. In this way, every point of S is linked to a point in {p1, . . . , pm}. Thus,
all the added edges and the chain (p1, p2, . . . , pm) form a ST(S ∪ {p1, . . . , pm})whose edges are on the outer chain or inside
P . Therefore, we have the following lemma.
Lemma 3. If P = p1p2 . . . pmq1q2 . . . qn is a crescent with outer chain (p1, p2, . . . , pm) and the inner chain (q1, q2, . . . , qn), and
S is a set of points inside P, then there exists a ST(S ∪ {p1, . . . , pm}) whose edges are on the outer chain or inside P.
3.1. One maximal red/blue chain on CH(R ∪ B)
Let CH(R ∪ B) = u0u1 . . . umvn . . . v1v0 with the maximal red chain (u0, u1, . . ., um) (m ≥ 0) and the maximal blue
chain (v0, v1, . . . , vn) (n ≥ 0) (see Fig. 2). If m = n = 0, then CH(R ∪ B) is an edge. Since no three points in R ∪ B are
collinear, we have R = {u0} and B = {v0}. Thus, ST∗(R) is an empty graph (only vertex u0) and ST∗(B) is also an empty graph.
In the remainder of this subsection, we suppose that at least one of the maximal chains has at least two vertices. We will
decompose the interior of CH(R ∪ B) into a sequence of crescent regions.
Let CH(B ∪ {u0}) = v0v1 . . . vnvn+1 . . . vn′u0. Note that the polygon P = u0u1 . . . umvnvn+1 . . . vn′ is a crescent with
outer chain (u0, u1, . . . , um) and inner chain (vn, vn+1, . . . , vn′), and all the points inside this polygon are red points. From
Lemma 3, we can construct a geometric spanning tree for {u0, u1, . . . , um} and all the points inside P . Let R1 be the set of all
the red points inside CH({u0} ∪ B). Let P1 be the polygon between CH({u0} ∪ B) and CH(R1 ∪ {u0, v0}) which is a crescent
with a blue outer chain and a red inner chain. All the points inside P1 are blue. From Lemma 3, we can construct a geometric
spanning tree for all the points on the outer chain and inside P1. Let B1 be the set of all the blue points inside CH(R1∪{u0, v0}).
Let P2 be the polygon between CH(R1 ∪ {u0, v0}) and CH(B1 ∪ {u0, v0})which is a crescent with a red outer chain and a blue
inner chain. We can construct a geometric spanning tree for all the red points on the outer chain and inside P2. Repeat this
process until every red point is linked to a red tree and every blue point is linked to a blue tree. Since every red tree of
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Fig. 2. One maximal red/blue chain on CH(R ∪ B). (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
Fig. 3. Only red points on CH(R ∪ B). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)
crescents contains u0 and every blue tree of crescents contains v0, we know that all the red trees form a ST(R), all the blue
trees form a ST(B), and there is no crossing point between them. Thus, we have the following theorem.
Theorem 4. Let R be a set of red points and B be a set of blue points such that R∩ B = ∅. Let CH(R∪ B) = u0u1 . . . umvn . . . v1v0
with the maximal red chain (u0, u1, . . . , um) (m ≥ 0) and the maximal blue chain (v0, v1, . . . , vn) (n ≥ 0). If no three points in
R ∪ B are collinear, then cr(R, B) = 0.
3.2. Only red or blue points on CH(R ∪ B)
In this subsection, we consider the case that all the vertices on CH(R ∪ B) have the same color, say red. Let CH(R ∪ B) =
u0u1 . . . um and CH({u0} ∪ B) = u0v0v1 . . . vn (see Fig. 3). Similar to the crescent polygon, we can triangulate the polygonal
region P between CH(R∪B) and CH({u0}∪B). Since each triangle in the triangulationmust have a red vertex that is different
from u0, we link this red vertex to every red vertex inside this triangle. All the added edges and the chain (u0, u1, . . . , um)
form a geometric spanning tree of all the points in {u0, u1, . . . , um} and inside P . Since CH({u0}∪B) consists of onemaximal
red chain and one maximal blue chain, it follows from Theorem 4 that we can construct a geometric spanning tree for all
the red points on and inside CH({u0} ∪ B) and a geometric spanning tree for all the blue points on and inside CH({u0} ∪ B).
Thus, we have the following result.
Theorem 5. Let R be a set of red points and B be a set of blue points such that R ∩ B = ∅. If no three points in R ∪ B are collinear
and all the vertices of CH(R ∪ B) have the same color, then cr(R, B) = 0.
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Fig. 4. Two red and two blue vertices on CH(R ∪ B). (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
3.3. Two red and two blue vertices on CH(R ∪ B)
In this subsection, we consider the case that CH(R∪ B) = u0v0u1v′0 with twomaximal red chains, (u0) and (u1), and two
maximal blue chains, (v0) and (v′0) (see Fig. 4). By linking u0 with u1, we can decompose the problem into two subproblems.
Let B1 and B2 be sets of blue points in triangles u0u1v0 and u0u1v′0 respectively. Let P1 be the crescent between triangle u0u1v0
and CH(B1 ∪ {u0, v0}), and vn be the vertex of P1 which is adjacent to u0. Let P2 be the crescent between triangle u0u1v′0 and
CH(B2 ∪ {u0, v′0}), and v′n be the vertex of P2 which is adjacent to u0. Note that all the points inside P1 and P2 are red. For
each red point inside P1 and P2, if it is inside triangle u0vnv′n, then link it with u0, otherwise, link it to u1. Thus, all the added
edges form a geometric spanning tree of {u0, u1} and all the points inside P1 and P2.
Let R′ and R′′ be sets of red points in triangles u0u1v0 and u0u1v′0 respectively. Since CH(B1 ∪ {u0, v0}) consists of one
maximal red chain and one maximal blue chain, it follows from Theorem 4 that we can construct ST∗(R′ ∪ {u0, u1}) and
ST∗(B1∪{v0})without any crossing point. Similarly, we can also construct ST∗(R′′∪{u0, u1}) and ST∗(B2∪{v′0})without any
crossing point. The union of ST∗(R′∪{u0, u1}) and ST∗(R′′∪{u0, u1}) forms ST(R), and the union of ST(B1∪{v0}), ST(B2∪{v′0})
and the edge vnv′n forms ST(B). From the above construction, we know that there is only one crossing point between ST(R)
and ST(B) which is the intersection point of u0u1 and vnv′n. It follows from Theorem 2 that ST(R) and ST(B) is an optimal
solution. Thus, we have the following result.
Lemma 6. Let R be a set of red points and B be a set of blue points such that R∩ B = ∅ and no three points in R∪ B are collinear.
If CH(R ∪ B) = u0v0u1v′0, where u0, u1 ∈ R and u0, v′0 ∈ B, then cr(R, B) = 1.
3.4. More than one maximal red/blue chains on CH(R ∪ B)
In this subsection, we consider the case that CH(R ∪ B) consists of k (k ≥ 2) maximal red chains and k maximal blue
chains. Let CH(R ∪ B) = u11 . . . u1m1 u21 . . . u2m2 . . . uk1 . . . ukmkvknk . . . vk1 . . . v2n2 . . . v21 v1n1 . . . v11 , where k ≥ 2, mi ≥ 1, ni ≥ 1,
1 ≤ i ≤ k and each chain (ui1, . . . , uimi) is a maximal red or blue chain and each chain (vi1, . . . , vini) is also a maximal
red or blue chain. We first add the following edges u11v
1
1 , u
1
m1v
1
n1 , u
2
1v
2
1 , u
2
m2v
2
n2 , . . . , u
k
1v
k
1, u
k
mkv
k
nk (see Fig. 5). These edges
decompose the problem into at most 2k− 1 subproblems with the following convex hulls: u11 . . . u1m1v1n1 . . . v11 , u1m1u21v21v1n1 ,
u21 . . . u
2
m2v
2
n2 . . . v
2
1 , u
2
m2u
3
1v
3
1v
2
n2 , . . . , u
k
1 . . . u
k
mkv
k
nk . . . v
k
1.
For every convex polygon ui1 . . . u
i
miv
i
ni . . . v
i
1, 1 ≤ i ≤ k, from Theorem 4, we can construct a geometric spanning tree for
red points and a geometric spanning tree for blue points on and inside the polygon without any crossing point. For every
quadrilateral uimiu
i+1
1 v
i+1
1 v
i
ni , 1 ≤ i ≤ k − 1, from Lemma 6, we can construct a geometric spanning tree for red points and
a geometric spanning tree for blue points in the quadrilateral with one crossing point. The union of all the red geometric
spanning trees forms ST(R) and the union of all the blue geometric spanning trees form ST(B), and there are k− 1 crossing
points between ST(R) and ST(B). From Theorem 2, we know ST(R) and ST(B) are the optimal solution. Therefore, we have
the main result of this paper.
Theorem 7. Let R be a set of red points and B be a set of blue points such that R∩B = ∅ and no three points in R∪B are collinear.
If CH(R ∪ B) consists of k maximal red chains and k maximal blue chains, then cr(R, B) = k− 1.
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Fig. 5.More than one maximal red/blue chains on CH(R ∪ B). (For interpretation of the references to colour in this figure legend, the reader is referred to
the web version of this article.)
4. Algorithms
We first describe the algorithms as follows.
Algorithm RBT(R, B)
/* Given a red point set R and a blue point set B such that R∩ B = ∅ and no three points in R∪ B are collinear, find ST(R) and
ST(B)with minimum crossings. */
1. Compute CH(R ∪ B).
2. If CH(R ∪ B) is monochromatic then call RBT-mono(R, B).
3. Compute k, the number of red chains in CH(R ∪ B).
4. If k = 1 then call RBT-one(R, B).
5. If k ≥ 2 then
(a) partition both R and B into 2k− 1 sets R = R1 ∪ . . . R2k−1 and B = B1 ∪ . . . B2k−1 as in Section 3.4.
(b) For each i = 1, 3, . . . , 2k− 1 call RBT-one(Ri, Bi).
(c) For each i = 2, 4, . . . , 2k− 2 call RBT-quad(Ri, Bi).
Algorithm RBT-mono(R, B)
/* Find ST(R) and ST(B)without crossing if CH(R ∪ B) is monochromatic. */
1. If CH(R ∪ B) = u0 . . . um is red, then compute a crescent P between CH(R ∪ B) and CH({u0} ∪ B). Let S be the set of red
points inside P .
Call Crescent(P, S, u0, um).
Call RBT-one(R1, B1), where R1 and B1 is the sets of red and blue points on and inside CH({u0} ∪ B) respectively.
2. If CH(R∪ B) is blue, then compute a crescent P between CH(R∪ B) and CH(R∪ {u0}). Let S be the set of blue points inside
P .
Call Crescent(P, S, u0, um).
Call RBT-one(R1, B1), where R1 and B1 is the sets of red and blue points on and inside CH(R ∪ {u0}) respectively.
Algorithm RBT-one(R, B)
/* Find ST(R) and ST(B)without crossing if CH(R ∪ B) consists of one maximal red chain and one maximal blue chain. */
1. Let CH(R ∪ B) = u0u1 . . . umvn . . . v1v0 with the maximal red chain (u0, u1, . . . , um) and the maximal blue chain
(v0, v1, . . . , vn). Ifm = n = 0, then return.
2. If n ≥ 1, compute CH({u0} ∪ B) and the crescent P between CH(R ∪ B) and CH({u0} ∪ B). Let S be the set of red points in
P . Let R1 and B1 be the sets of red and blue points on and inside CH({u0} ∪ B) respectively.
Call Crescent(P, S, u0, um).
Call RBT-one(R1, B1).
3. If n = 0, compute CH(R ∪ {v0}) and the crescent P between CH(R ∪ B) and CH(R ∪ {v0}). Let S be the set of blue points
in P . Let R1 and B1 be the sets of red and blue points on and inside CH(R ∪ {v0}) respectively.
Call Crescent(P, S, v0, vn).
Call RBT-one(R1, B1).
Algorithm RBT-quad(R, B)
/* Find ST(R) and ST(B)with one crossing point if CH(R ∪ B) = u0v0u1v′0, where u0, u1 ∈ R and v0, v′0 ∈ B. */
1. Let CH(R ∪ B) = u0v0u1v′0, where u0, u1 ∈ R and v0, v′0 ∈ B. Let B1 and B2 be sets of blue points inside triangles u0u1v0
and u0u1v′0 respectively.
2. Compute the crescent P1 between triangle u0u1v0 and CH(B1 ∪ {u0, v0}).
Compute the crescent P2 between triangle u0u1v′0 and CH(B2 ∪ {u0, v′0}).
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Fig. 6. ST(R) is a star and ST(B) is a chain.
3. Find the vertex vn on P1 which is adjacent to u0, and find the vertex v′n on P2 which is adjacent to u0. Connect vn with v′n.
4. For each red point inside P1 and P2, if it is inside triangle u0vnv′n, then link it with u0, otherwise, link it to u1.
5. Let R1 and R2 be sets of red points in CH(B1 ∪ {u0, v0}) and CH(B2 ∪ {u0, v′0}) respectively.
Call RBT-one(R1 ∪ {u0}, B1 ∪ {v0}).
Call RBT-one(R2 ∪ {u0}, B2 ∪ {v′0}).
Algorithm Crescent(P, S, p1, pm)
/* Given a crescent P with outer chain (p1, . . . , pm) and a set of points S inside P , find a ST(S ∪ {p1, . . . , pm}) whose edges
are on the outer chain or inside P . */
1. For i = 1, . . . ,m− 1, link pi with pi+1, where (p1, . . . , pm) is the outer chain of the crescent P .
2. Compute the triangulation T of P .
3. For each point v ∈ S, find the triangle in T which contains v, and link vwith a vertex of the triangle which is on the outer
chain of P .
Theorem 8. Algorithm RBT(R, B) can be implemented with O((|R| + |B|) log(|R| + |B|)) running time.
Proof. In Crescent(P, S, p1, pm), it takesO(|P|) time in Steps 1 and 2, and it takesO(|S| log |P|) in Step 3. Thus, the running
time of Crescent is O(|P| + |S| log |P|).
For RBT-one(R, B), we first use the following procedure to compute the crescent P between CH(R∪ B) and CH({u0} ∪ B)
in Step 2.
i. Set u = u0 initially.
ii. Find the vertex u′ that is next to u in counterclockwise order on the convex hull. If u′ = vn, then stop.
iii. If u′ is red, then delete u′ and update the convex hull; otherwise set u = u′ and go to Step ii.
Since the data structure described in [2] can support insertions and deletions in O(log n) amortized time, we know that
Steps ii and iii take O(k log(|R| + |B|)) time, where k is the number of red points deleted in Step iii. Similarly, it take
O(k′ log(|R| + |B|)) time to compute the crescent P between CH(R ∪ B) and CH(R ∪ {v0}) in Step 3, where k′ is the number
of deleted blue points. (The difference is that we delete blue points in clockwise order starting from v0). Hence, the running
time of RBT-one is O((|R| + |B|) log(|R| + |B|)).
We now consider RBT-quad(R, B). Step 2 takes O(k′ + k log(|R| + |B|)) time, where k and k′ are the numbers of
red and blue points in P1 and P2 respectively. Step 3 takes O(log(|R| + |B|)) time. Step 4 takes O(k) time. Step 5 takes
O((|R| + |B|) log(|R| + |B|)) time. Thus, the running time of RBT-quad is O((|R| + |B|) log(|R| + |B|)).
It is easy to see that the running time of RBT-mono is O((|R| + |B|) log(|R| + |B|)). Therefore, the total running time of
RBT(R, B) is O((|R| + |B|) log(|R| + |B|)). 
5. Red/blue paths
In this section, we consider the red/blue path problem, a variation of the red/blue tree problem. Given a red point set
R and a blue point set B in the plane, the red/blue path problem is to find a geometric spanning path of R and a geometric
spanning path of B such that the number of crossing points between two paths is a minimum.
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Fig. 7. The solid edges form G′ and the dashed edges form G¯′ (The circles are drawn not to scale).
Fig. 6 illustrates the difference between the red/blue tree problem and the red/blue path problem. Start with a triangle
u0v0vn−1. Replace the edge v0vn−1 by a chain (v0, u1, v1, u2, v2, . . . , un−1, vn−1) such that all its internal vertices are inside
the triangle u0v0vn−1 and the polygon v0u1v1u2v2 . . . , un−1vn−1 is convex. Suppose that all ui (0 ≤ i ≤ n − 1) are red and
all vi (0 ≤ i ≤ n− 1) are blue. It is easy to see that cr(R, B) = 0 by setting ST(R) as the star with center u0 and setting ST(B)
as the chain (v0, v1, v2, . . . , vn−1). But for the red/blue path problem, we cannot find a red path and a blue path without
crossing. In fact, it is NP-complete to decide whether there is a red path spanning R and a blue path spanning B without
crossing. Briefly, we call this problem the RB-path problem.
Theorem 9. The RB-path problem is NP-complete.
Proof. It is easy to see that the RB-path problem belongs to NP. We will show it is NP-hard by a reduction from the planar
Hamilton path problem that is NP-complete [7]. Given a planar graph G, the planar Hamilton path problem is to determine
whether G contains a Hamilton path. From [4–6], there is a planar straight line embedding of G, denoted as G′, such that no
three vertices are collinear. Let δ be theminimum distance between a vertex and an edge in G′. Let the vertex set of G′ be the
blue point set B in the RB-path problem. For each vertex v in G′, let circ(v) be a circle with center v and radius γ satisfying
γ < δ/2. Let G¯′ be the complement graph of G′. For every intersection point between an edge of G¯′ and a circle around a
vertex of G′, we mark it red. Let R1 be the set of all these intersection points. For every vertex v of G′, the edges of G′ incident
with v divide circ(v) into deg(v) arcs, where deg(v) is the degree of v on G′. For each arc not containing any red point, we
mark the mid-point of the arc red, and let R2 be the set of all such midpoints. For every vertex v of G′, if v is not inside the
convex hull of red points on circ(v), then we can choose at most three points on circ(v) to mark them red such that v is
inside the convex hull of red points on circ(v). Let R3 be the set of these additional red points. Finally, let R = R1 ∪ R2 ∪ R3
be the set of all the red points (see Fig. 7). So we have constructed an instance of the RB-path problem in polynomial time.
We now show that G′ (or G) has a Hamilton path if and only if there is a red path spanning R and a blue path spanning
B without crossing. First, suppose that G′ has a Hamilton path H . Then this path H spans B. So we only need to find the red
path. For each vertex v of G′, we first construct the convex hull of all the red points on circ(v), denoted by conv(v). For any
edge uv onH , let u′u′′ be an edge on conv(u)which intersects uv, and v′v′′ be an edge on conv(v)which intersects uv. Delete
edges u′u′′ and v′v′′, and add edges u′v′ and u′′v′′ (suppose that they do not intersect). After running this operation on every
edge of H , we have a cycle spanning R and surrounding H . Note that this cycle has no self-intersection because γ < δ/2.
Arbitrarily deleting an edge from this cycle, we obtain a spanning path of R that does not intersect H .
Conversely, if there is a red path spanning R and a blue path spanning B without crossing, then it follows from the
construction of R1 and B that every edge on the blue path must be an edge of G′. Thus, this blue path is a Hamilton path
of G′. 
6. Conclusions
Let R be a set of red points and B be a set of blue points such that R ∩ B = ∅ and no three points in R ∪ B are collinear.
We have designed an algorithm with the optimal running time O((|R| + |B|) log(|R| + |B|)) for constructing a geometric
spanning tree of R and a geometric spanning tree of Bwith the minimum number of crossing points. If collinearity of points
is allowed, we have shown that the problem of determining whether there exists a geometric spanning path of R and a
geometric spanning path of Bwithout crossing is NP-complete.
Note that the method used to compute crescents can be extended to compute the convex layers of R and B (refer to [3]).
Suppose that CH(R∪B) contains only red points. Let R0 = CH(R∪B), and then, for i = 0, 1, 2, . . . ,we can recursively define
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Bi to be the convex hull of all the blue points inside Ri, and Ri+1 to be the convex hull of all the red points inside Bi. Suppose
that Bh, h ≥ 0, is the last nonempty hull. Similar to the procedure for computing crescents in the proof of Theorem 8, we
can design an O((|R| + |B|) log(|R| + |B|)) time algorithm for computing all Ri and Bi, 0 ≤ i ≤ h.
An interesting extension of the red/blue tree problem is the degree constrained red/blue tree problem: Given two degree
bounds kr and kb, find a geometric spanning tree of Rwith maximum degree at most kr and a geometric spanning tree of B
with maximum degree at most kb such that the number of crossing points is minimum. Fig. 6 can be used to illustrate the
difference between the red/blue tree problem and the degree constrained red/blue tree problem. We can also define other
variations of the red/blue tree problem. By using a reduction similar to the one used in Theorem 9, we can prove most of
them are NP-complete.
Note that in the proof of Theorem 9, we use the collinearity as a tool to construct the reduction. We conjecture that the
RB-path problem is still NP-complete if all the points are in general position.
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