Single-molecule equations for the Michaelis-Menten ͓Biochem. Z. 49, 333 ͑1913͔͒ mechanism of enzyme action are analyzed within the Wilemski-Fixman ͓J. Chem. Phys. 58, 4009 ͑1973͒; 60, 866 ͑1974͔͒ approximation after the effects of dynamic disorder-modeled by the anomalous diffusion of a particle in a harmonic well-are incorporated into the catalytic step of the reaction. The solution of the Michaelis-Menten equations is used to calculate the distribution of waiting times between successive catalytic turnovers in the enzyme ␤-galactosidase. The calculated distribution is found to agree qualitatively with experimental results on this enzyme obtained at four different substrate concentrations. The calculations are also consistent with measurements of correlations in the fluctuations of the fluorescent light emitted during the course of catalysis, and with measurements of the concentration dependence of the randomness parameter.
I. INTRODUCTION
The Michaelis-Menten mechanism 1 is one of the defining paradigms of biological reactivity, and it is known to accurately describe the kinetic behavior of a large number of enzymes at both the ensemble and single-molecule levels. However, there are important differences in the manner of application of this mechanism to these two levels of description. For instance, the rate equations that characterize singlemolecule reactions are expressed in terms of probabilities rather than concentrations, while the rate constants in such equations are, in general, not constants at all, but depend on the conformation of the enzyme, 2 a circumstance that leads to a distinctive feature of single-molecule kinetics known as dynamic disorder. 3 There is no simple way to characterize the conformations of an enzyme completely, but if a single coarse-grained variable x is assumed to describe the effects of dynamic disorder on catalytic activity, the overall enzymatic velocity v is now governed by competition between the rate of change of x and the rates of the elementary steps in the MichaelisMenten mechanism. This situation is described by the following equations: [4] [5] [6] ‫ץ‬P E ͑x,t͒ ‫ץ‬t = ͑D E − k 1 ͑x͓͒S͔͒P E ͑x,t͒ + k −1 ͑x͒P ES ͑x,t͒, ͑1a͒
‫ץ‬P ES ͑x,t͒ ‫ץ‬t = ͑D ES − k −1 ͑x͒ − k 2 ͑x͒͒P ES ͑x,t͒ + k 1 ͑x͒ ϫ͓S͔P E ͑x,t͒, ͑1b͒
where P E ͑x , t͒ and P ES ͑x , t͒ are, respectively, the probability densities that at the time t and at the reaction coordinate x, the enzyme is present as the free species E or as the complex ES; D E and D ES are differential operators ͑to be specified later͒ that govern the evolution of x; and k 1 ͑x͒, k −1 ͑x͒, and k 2 ͑x͒ are conformation-dependent rate constants. Equations ͑1a͒ and ͑1b͒ are one-dimensional transcriptions of equations originally used by Xue et al. 5 and Min et al. 6 to identify, in three dimensions, a number of general conditions under which single-molecule enzyme kinetics, in the presence of dynamic disorder, could reproduce the structure of the ensemble Michaelis-Menten equation, which relates v to the substrate concentration ͓S͔. One such condition ͑among others͒ was found to correspond to the situation in which fluctuations in the conformation of the enzyme in either its E or ES forms were much slower than all other processes. 6 Additionally, Xue et al. 5 derived an analytic expression-in Laplace space-for the distribution of waiting times between successive catalytic turnovers using solutions of the reaction-diffusion equations obtained within a decoupling approximation. 7 However, the calculated distribution has not been tested against experimental data. Furthermore, their approach contains no obvious provisions for treating the reaction coordinate x beyond the level of simple Brownian motion, a potentially serious shortcoming, since experimental and theoretical evidence now suggest that the motion of x is anomalous. [8] [9] [10] [11] A more general treatment of dynamic disorder in single-molecule kinetics must account for this fact.
In this paper, we suggest how this might be accomplished within the framework of the approach described in Refs. 5 and 6 and the model of conformational fluctuations based on fractional Gaussian noise 12 ͑fGn͒ introduced by Kou and Xie. 9 The fGn model has been shown elsewhere 13 to provide a satisfactory description of anomalous particle dynamics. Although the model is formulated in terms of a generalized Langevin equation 14 
II. MODEL OF DISTANCE FLUCTUATIONS IN PROTEINS
Since single molecules of the enzyme E are dynamic entities whose conformations fluctuate over a wide range of time scales, 17 the reaction coordinate x is a stochastic variable. The time evolution of such a variable can be modeled by the dynamics of a particle moving in a potential under the action of thermal noise. In this case, x obeys the equation
where m is the mass of the particle, is its friction coefficient, U͑x͒ is the external potential, ͑t͒ is the noise term referred to above, and K͑t͒ is a memory function, which is related to the noise through a fluctuation-dissipation theorem, i.e.,
, a GLE, is exact, in the sense that it can be obtained without approximation from the Liouville equation using projection operators. 18 The motion of the particle is expected to be bounded, since steric and other constraints in real enzymes physically limit the size of the atomic displacements about their equilibrium geometry. So U͑x͒ corresponds to a potential well, and from the data on the enzyme oxidoreductase 10 and the antibody antifluorescein, 11 the potential can be taken to be harmonic, i.e., U͑x͒ = m 2 ͑x − x 0 ͒ 2 / 2, where x 0 is the minimum of the well, and is an angular frequency, related to the curvature of the well. The motion of the particle is also expected to be anomalous ͑meaning its mean square displacement at long times varies as t ␣ , with ␣ Ͻ 1͒, since in the real system, the actual free energy landscape is highly rugged. As shown in Ref. 9 , this anomalous motion can be modeled by choosing ͑t͒ to correspond to fGn. With this choice, the memory function in Eq. ͑4͒ is given by
where H, the Hurst index, is a real number lying between 1 / 2 and 1 that is a measure of the temporal correlations in the noise.
12
Equations ͑3͒-͑5͒ are the defining equations of the model of conformational fluctuations considered here. These fluctuations are likely to be quickly damped, given the nature of the environment, so it is fairly safe to assume that x evolves under conditions of high friction. In this regime, the inertial term in Eq. ͑3͒ can be dropped, simplifying the equation to
This equation in turn can be transformed to an equivalent equation in the probability density P͑x , t͒ that the particle is at x at time t. As shown elsewhere, 19 this equation is given by ‫ץ‬P͑x,t͒ ‫ץ‬t
Here ͑t͒ is defined as
where ͑t͒ is the inverse Laplace transform of the function ͑s͒, which is given by
with K ͑s͒ the Laplace transform of the memory kernel K͑t͒. The dot on ͑t͒ denotes differentiation with respect to time, and the Laplace transform ĝ ͑s͒ of a function g͑t͒ is defined as ĝ ͑s͒ = ͐ 0 ϱ dt exp͑−st͒g͑t͒. When K͑t͒ is the power law defined by Eq. ͑5͒, ͑t͒ can be determined in closed form; it is given by
where E ␣ is the Mittag-Leffler function 20 ͓defined, in general, by the series expansion E ␣ ͑x͒ = ͚ k=0 ϱ x k / ⌫͑␣k +1͒, with ⌫͑z͒ the gamma function͔, and the decay constant is defined as
.
͑11͒
Equation ͑7͒ now provides the definitions of the operators D E and D ES that appear in Eqs. ͑1a͒ and ͑1b͒; these operators are given by
, with m j , j , j , and x j referring to the values of the mass, frequency, friction coefficient, and well minimum of species j, which can be E or ES.
III. THE WILEMSKI-FIXMAN APPROXIMATION
Assuming that at time t = 0, the enzyme exists in equilibrium in one of the conformational substrates of E, such that P E ͑x ,0͒ = P E eq ͑x͒ and P ES ͑x ,0͒ = 0, where P E eq ͑x͒ is the equilibrium distribution of x in the state E, one can formally write the solutions of Eqs. ͑1a͒ and ͑1b͒ as
where k 3 ͑x͒ϵk −1 ͑x͒ + k 2 ͑x͒, and the Green's functions
͑14͒
which satisfy lim t→ϱ G j ͑x , t − tЈ ͉ xЈ͒ = P j eq ͑x͒, j E , ES. The solution of Eq. ͑14͒ will be provided later. Equations ͑13a͒ and ͑13b͒ determine P E ͑x , t͒ and P ES ͑x , t͒ only implicitly; to obtain explicit expressions for these functions that are analytically tractable and that nevertheless yield useful and nontrivial approximations, we now treat the equations using a self-consistent closure scheme developed by Wilemski and Fixman 16 to analyze diffusion-limited reactions. As a first step in the application of this approximation, we introduce the following functions, defined by
Next, we approximate the probability densities P E ͑x , t͒ and P ES ͑x , t͒ by the relations P E ͑x,t͒ Ϸ P E eq ͑x͒ u͑t͒ ū ͑16a͒
and
Finally, we multiply Eq. ͑13a͒ by k 1 ͑x͒ and Eq. ͑13b͒ by k 3 ͑x͒, and then integrate the resulting equations over x, producing
where
Equations ͑16͒ and ͑17͒ are the defining equations of the Wilemski-Fixman approach to reaction-diffusion problems. The utility of the approximation and the domain of its applicability have been critically assessed in several references; 21 while the approximation seems to be especially effective when relaxation to the equilibrium state is relatively fast, it is by no means ineffective under other conditions. Because it resumes a subset of the terms in the infinite expansion obtained by iteration of the two equations, it goes beyond a trivial lowest order perturbation theory.
Using Laplace transforms, Eqs. ͑17a͒ and ͑17b͒ can be converted to the algebraic equations
which can be solved for ŵ ͑s͒ to produce Since the Green's functions G j ͑x , t − tЈ ͉ xЈ͒ in Eqs. ͑17a͒-͑17d͒ reduce to the equilibrium distributions P j eq ͑x͒ in the limit t → ϱ ͓as indicated after Eq. ͑14͔͒, the functions Ĉ ij ab ͑s͒ diverge as 1 / s in the limit s → 0, so it is convenient at this stage to introduce a set of new functions Ĥ ij ab ͑s͒ that remain finite in this limit; these functions are defined as
Substituting Eqs. ͑20a͒-͑20d͒ into Eq. ͑19͒ and using the result, along with Eq. ͑16b͒, in the Laplace transform of Eq. ͑2͒, one finally obtains for f͑s͒, the Laplace transform of the waiting time distribution, the expression
By virtue of the definition given in Eq. ͑21͒, the parameters ū and w are actually the same as the parameters k 1E and k 3ES , respectively.
IV. THE REACTION VELOCITY AND THE RANDOMNESS PARAMETER
Given the above expression for f͑s͒, it is convenient to introduce a normalized waiting time distribution, f N ͑s͒, defined as
͑23͒
From this distribution function, one may calculate a mean waiting time, ͗t͘, using the relation
where the prime in the last equation above denotes a derivative with respect to the Laplace variable s. In terms of the functions P ͑s͒ and Q ͑s͒ introduced in Eq. ͑22a͒, Eq. ͑24a͒ is equivalent to
from which it is readily shown that the enzymatic velocity v, identified as 1 / ͗t͘, has the Michaelis-Menten form
It will be immediately evident from these last two equations that ṽ max and K M reduce exactly to their ensemble definitions when conformational fluctuations are absent and the contributions from the functions Ĥ ij ab ͑0͒ are neglected. Knowing the waiting time distribution, one can also calculate a randomness parameter r, defined as
which is just the ratio of the variance of the waiting time to the square of its mean. Thus, if the waiting time distribution were Poissonian, r would be 1. Deviations of r from unity are therefore a measure of the degree to which the underlying statistics of a random process depart from Poisson behavior.
In single-molecule enzyme kinetics that follow the Michaelis-Menten mechanism, r varies with ͓S͔, and is typically less than or equal to 1. 22 Values of r that are less than 1 generally indicate the presence of an intermediate in the reaction pathway at certain values of ͓S͔. This is no longer the case when the reaction is characterized by dynamic disorder. Under such conditions, r is frequently greater than 1.
2͑c͒ In general, then, as a function of ͓S͔, r is a useful marker for the occurrence of dynamic disorder in the reaction.
The calculation of r requires an expression for the second moment of the waiting time distribution, which is obtained from the following definition:
with f N ͑s͒ given by Eq. ͑23͒ and f͑s͒ by Eq. ͑22a͒, ͗t 2 ͘ can therefore be calculated from
͑28͒
The final expression one obtains from this equation in terms of the molecular parameters of the model is extremely lengthy, and not particularly transparent, so in the interests of concision, it is not reproduced here ͑the algebra leading to it is, in any case, very elementary͒; but we do present results for r in the next section, where they are compared with experimental estimates of this quantity.
V. COMPARISON WITH EXPERIMENT

A. The waiting time distribution
Single-molecule experiments on the enzyme ␤-galactosidase recently carried out by English et al. 23 have measured the histogram of waiting times between successive catalytic turnover events. An important test of the model of enzyme kinetics being considered here would be provided by a comparison of these data with theoretical predictions. Unfortunately, the theoretical counterpart of the waiting time histogram, viz., f N ͑s͒, is only known in terms of the Laplace variable s rather than the time t. Moreover, it does not appear to be possible to determine the Laplace inverse of f N ͑s͒ analytically, although it can, presumably, be determined numerically. Given the general difficulties of carrying out such numerical inversions, however, we shall consider an alternative approach to the comparison of the experimental and theoretical waiting time distributions. This approach exploits the fact that the experimental waiting time data can be fitted very well to the following function:
͑29͒
where A and B are defined, respectively, as 
and ⌫͑x , y͒ is the incomplete gamma function. ͑s͒ can be viewed as an equivalent representation of the experimental waiting time data, so rather than attempt a direct comparison of the experimental and theoretical results in real time, we can compare f N ͑s͒ with ͑s͒. ͓As is easily shown, ͑0͒ =1, so ͑s͒ is already normalized.͔ Although f N ͑s͒ ͓as defined by Eqs. ͑22͒ and ͑23͔͒ is not known in analytic form either, it can be evaluated numerically by numerically evaluating the Laplace transforms of the functions H 11 EE ͑t͒, H 1−1 ES ͑t͒, H 33 SS ͑t͒, and H 31 SE ͑t͒ ͓which are defined in terms of the C functions in Eqs. ͑20a͒-͑20d͔͒; in general, the numerical evaluation of a direct Laplace transform is easier to carry out than its inverse.
The above calculation requires explicit expressions for the conformation-dependent rate constants k 1 ͑x͒, k −1 ͑x͒, and k 2 ͑x͒, as well as the Green's functions G E ͑x , t ͉ xЈ͒ and G ES ͑x , t ͉ xЈ͒, and their long time equilibrium limit P E eq ͑x͒ and P ES eq ͑x͒. A priori, little can be said about the dependence of the rate constants on x; in line with earlier theoretical models, 5,24 therefore, we shall simply assume that it is exponential. We shall also assume ͑on the basis of data from the ␤-galactosidase experiment͒ that only k 2 exhibits dynamic disorder. The assumption is not particularly restrictive, but it simplifies the algebra. Accordingly, k 2 ͑x͒ is written as
where ␣ and ␤ are unknown parameters that will eventually adjust for best fit. Because k 1 and k −1 are independent of x, the parameters k 1E and k −1ES ͓defined in Eq. ͑21͔͒ are the same as k 1 and k −1 themselves, and may be assigned their empirically determined values, which have been estimated in 19 that if the reaction coordinate x ͑on which the catalytic rate constant depends͒ is assumed to evolve in a harmonic well ͑with a minimum located at x =0͒ under the action of fractional Gaussian noise according to the model described in Sec. II, then G E and its long time limit are given by
where ͑t͒ is the Mittag-Leffler function defined in Eq. ͑10͒. The corresponding expressions for G ES are of exactly the same form, except that the values of the parameters m, , and , and the location of the minimum of the harmonic potential are now, in general, different. It turns out, however, that the final results for the various calculated quantities are not very sensitive to these differences, and so, for convenience, and to keep the calculations as simple as possible, we shall assume that the parameters are, in fact, the same. This means that G ES ͑x , t ͉ xЈ͒ = G E ͑x , t ͉ xЈ͒ and that P ES eq ͑x͒ = P E eq ͑x͒.
With these results, the average k 2ES ͓from Eqs. ͑20c͒ and ͑33͔͒ is found to be
while the functions C 11 EE ͑t͒, C 1−1 ES ͑t͒, C 31 SE ͑t͒, and C 33 SS ͑t͒ and Eqs. ͑17c͒-͑17f͒ are found to be
The Laplace transforms of Eqs. ͑35a͒-͑35c͒ are, of course, trivial; their substitution into Eqs. ͑20a͒-͑20c͒ immediately establishes that Ĥ 11 EE ͑s͒, Ĥ 1−1 ES ͑s͒, and Ĥ 31 SE ͑s͒ are identically 0 for all s. The Laplace transform of C 33 SS ͑t͒-and the function Ĥ 33 SS ͑s͒ defined in terms of it-can only be obtained numerically. ͑The value of Ĥ 33 SS ͑s͒ at s = 0 is just the integral
The functions Ĥ 11 EE ͑s͒, Ĥ 1−1 ES ͑s͒, Ĥ 31 SE ͑s͒, and Ĥ 33 SS ͑s͒ are now substituted into Eq. ͑23͒ ͓using Eq. ͑22͔͒ along with the given values of k 1 and k −1 , at different chosen values of ͓S͔ and at a fixed value of H =3/4. ͑The choice H =3/4 is motivated by prior results, 11,17͑b͒,19,25 where this value was found to rationalize single-molecule experimental observations.͒ The following parameters: ␣, ␤, m 2 / k B T, and ͓see Eq. ͑11͔͒, are then adjusted so that, on the one hand, f N ͑s͒ ͓Eq. ͑23͔͒ agrees well with ͑s͒ at a given experimental value of ͓S͔ ͑chosen to be 100 M͒, and, on the other, that simultaneously the Michaelis constant calculated ͑numerically͒ from Eq. ͑25c͒ agrees well with the experimental value of 380± 40 M found for ␤-galactosidase. In this way, the best fit values of ␣, ␤, m 2 / k B T, , and K M were found to be 715 s −1 , 3.6 Å −1 , 300 Å −2 , 0.5 s, and 396 M, respectively Figure 1 compares the s dependence of ͑s͒ with the s dependence of f N ͑s͒ calculated in this way at ͓S͔ values of 100, 50, 20, and 10 M. The full lines denote ͑s͒ and the dashed lines denote f N ͑s͒, with the highest curve corresponding to 100 M and the lowest curve to 10 M. The theoretical curves at 50, 20, and 10 M were drawn using the parameter values determined for the theoretical curve at 100 M without further adjustment.
B. The randomness parameter
The best-fit values of the parameters ␣, ␤, m 2 / k B T, and determined in Sec. V A are now used in the expression for the randomness parameter r defined in Eq. ͑26͒ ͓the functions P ͑s͒ and Q ͑s͒ being given by Eqs. ͑22a͒ and ͑22b͔͒ at different values of ͓S͔, again without further adjustment. These values were chosen for best fit to the 100 M curve of ͑s͒ / ͑0͒ while simultaneously ensuring that the value of the Michaelis constant calculated using Eq. ͑25c͒ was close to the ensemble experimental value of K M = 380± 40 M. With the above choice of parameters, K M was found to be 396 M, which is within the error limits of the experimental value. The above parameter values were used unchanged in constructing the curves of f͑s͒ / f͑0͒ vs s at the remaining three substate concentrations.
C. The intensity correlation function
One other quantity that has been measured in the experiments described in Ref. 23 on the enzyme ␤-galactosidase is the normalized time correlation function, S͑t͒, of fluctuations in the emitted fluorescence light intensity. This function, in Laplace space, can be calculated theoretically from the waiting time distribution f N ͑s͒ using the following general relation ͓whose derivation is discussed in Ref. 26͔:
where t 0 is an arbitrary parameter with units of time. A comparison of Ŝ ͑s͒ evaluated at the best-fit values of the parameters ␣, ␤, m 2 / k B T, and found in Sec. V A with results from the corresponding experimental curve would provide a further test of the single-molecule reaction-diffusion formalism. Unfortunately, there appears to be no simple way to convert the real time experimental data into Laplace form.
To get around this difficulty, we can again exploit the fact that an empirical function-a stretched exponential in this case-was found to yield a very good fit to the experimental intensity correlation curve. 23 This empirical function ͓which we shall denote S KWW ͑t͒, the subscript standing for Kohlrausch-Watts-Williams͔ can be regarded as an equivalent analytic representation of the data. The Laplace transform of the stretched exponential, Ŝ KWW ͑s͒, is known; it is given by a Fox function. 27 So if S KWW ͑t͒ is of the form
then Ŝ KWW ͑s͒ becomes
where H 11 11 is the Fox ͑or H͒ function. For our purposes, it is sufficient to know that the function satisfies the identity 
Equations ͑38a͒ and ͑38b͒ allow Ŝ KWW ͑s͒ to be estimated numerically for arbitrary values of its argument. If Ŝ KWW ͑s͒ is now substituted for Ŝ ͑s͒ in Eq. ͑36͒, a Laplace-transformed waiting time distribution, f KWW ͑s͒, can be calculated from the relation
once t 0 is specified. In principle, the function f KWW ͑s͒ should now coincide ͑at least over some domain of s͒ with the curve ͑s͒ obtained in Sec. V A ͓Eq. ͑30a͔͒. To ensure that they do, t 0 can be adjusted for best fit. If f KWW ͑s͒ determined in this way does, in fact, reproduce the behavior of ͑s͒, it can be argued that f N ͑s͒, which we have already shown ͑cf. Fig. 1͒ is in good qualitative agreement with ͑s͒, is also consistent with the experimental intensity correlation curve. Figure 3 shows the s dependence of the functions ͑s͒ 
VI. DISCUSSION
The nature of the agreement between the "experimental" and theoretical results shown in Figs. 1-3 -which is close but not perfect-suggests that a model of single enzyme kinetics based on the subdiffusive dynamics of a onedimensional reaction coordinate provides a plausible description of several experimentally measurable quantities, including the waiting time distribution, the time correlation function of signal intensity fluctuations, and the randomness parameter. The present results are a generalization of earlier efforts based on the Kramers barrier crossing model to understand nonexponentialities in experimental waiting time distributions. They extend the earlier work by incorporating details of the reaction pathway, making it possible to treat the effects of added substrate explicitly. As before, the theoretical results are found to agree with the experimental observations only when the reaction coordinate in the model exhibits temporal correlations originating in a fractional Gaussian noise process. Again, best fits to the data are obtained when these correlations are characterized by a Hurst exponent H that is close to or equal to the special value of 3 / 4.
The fact that the above fits are achieved after the adjustment of no less than four parameters ͑␣, ␤, m 2 / k B T, and ͒ may suggest that the theory is not sufficiently well defined to be truly predictive, but it must be recalled that after determining these parameters by fitting the theoretical waiting distribution at a single substrate concentration to the corresponding experimental curve ͑so as to simultaneously produce a reasonable Michaelis constant͒, no further adjustments to the parameters are made in all subsequent comparisons between experiment and theory. Nine such comparisons have been made ͑three involving the waiting time distribution, and six the randomness parameter͒, and all are in satisfactory agreement, so the model does appear to be fairly robust, and the actual values of ␣, ␤, m 2 / k B T, and fairly reliable.
For all the quantities calculated, the greatest deviations between theory and experiment seem to occur for the lowest substrate concentrations. The reasons for this trend are not obvious, but they may have to do with the fact that it is at the highest concentrations that experimentally there are the greatest deviations from simple Poisson behavior; the theoretical model, by its nature, is designed to probe just such non-Poisson behavior. At the same time, the deviations may simply be a reflection of the various approximations-in particular, the Wilemski-Fixman approximation-that have gone into solving the coupled equations in the MichaelisMenten mechanism.
