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Abst rac t - -The  disadvantages of numerical inversion of the Laplace transform via the conventional 
fast Fourier transform (FFT) are identified and an improved method is presented to remedy them. 
The improved method is based on introducing a n~w integration step length A~ = ~r/mT for 
trapezoidal-rule approximation of the Bromwich integral, in wlffd~ a new parameter m, is intro- 
duced for controlling the ~r~:y  of the numerical integration. Naturally, tiffs method leads to 
multiple sets of complex FFT computations. A new in~ersion formula is derived ruch that N equally- 
spaced samples of the inverse LapLace trsJmforrn function can be obtained by [m/2]+ 1 sets of N-point 
complex FFT computations or by m sets of real fast Hartley transform (FHT) computations. 
1. INTRODUCTION 
The Laplace transf3rm has been recognized as a powerful tool for the analysis of both linear 
lumped- and distributed-parameter systems. In particular, it is widely used in studies of transient 
and steady-state responses in engineering problems The Laplace transform of a function f(t) 
can be written as 
/5 f (s)  = e - " / ( t )d t  (1) 
where s is a complex variable. 
When an analytical inverse Laplace transform of F(s) becomes difficult to be carried out due 
to difficulties ill finding the poles and residues of F(s), numerical methods have to be adopted 
in order to obtain approximate solution of the f(t). Many techniques have been developed for 
numerical inversion of the Laplace transform as shown in books [1,2] and survey papers [3,4,5]. 
The better kvown methods for numerical inversion of the Laplace transform are based upon 
the numerical integratio,~ of the Bromwich integral [6-9], the orthogonal series expansion of the 
original function [10-13], or the rational approximation of the original exponeatial function [14- 
17]. 
With the adveut of fast computers and the development of efficient computational gorithms, 
there has been renewed iuterest [18-22] in detcrmining the function f(t) from its Laplace transform 
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Grants NAG-9-380 and NAG-9-385. 
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F(s) by numerical integration of the Bromwich integral [5] : 
1 /a+,,o¢ 
F(s)e"ds (2a) 
eat  f ~o = ~ F(a + jw)ed~'dw (2b) 
~o 
/o _ 1 [Re{F(a+j'~)}cos~t - Im{F(a +jw)}sin~t]dw (2c) 
where j = ~ and a is a real constant greater than the abscissa of absolute convergence of F(s). 
In (2c), Re{F(a + jw)} and Im{F(a + jw)} denote the real and imaginary parts of F(a + jw), 
respectively. Dang and Gibilabro [23] proposed a method for approximating f(t) by first using 
the curve fitting of the functions Re{F(a+j~)} and Im{F(a+jw)} with a set of polynomiaLs and 
then evaluating the integration (2c) analytically over a finite frequency interval (0,w,n,=). Kim 
and Chang [24] proposed the use of orthogonal polynomials to remedy the numerical instability 
inherent in the method of using curve fitting by polynomial regression analysis. Dubner and 
Abate [18] employed the finite cosine transform 
f°(t) = T F(a) + Z Re F a + 3---~ cos \ - -~ j 
k=l  
(3) 
to approximately invert the transform function F(s). This expansion is simple and easy to pro- 
gram for digital computation. However, the main drawback is that the series usually converges 
slowly and the representation (3) is restricted to the interval t E (0, T). To overcome these draw- 
backs, Silverberg [19] and Crump [20] used the following complex Fourier series for approximating 
f(t): 
/ , ( t )=~-~ F a + 3T  exp 3--~-t (4) 
k=-oo  
Itsu and Dranoff [21] have given a theoretical justification for using the complete Fourier series 
in order to avoid distorting the original function into an even or odd function, and as a result, 
decreasing the working interval of the inverted function from (0, 2T) to (0, T). 
It is noted that the complex Fourier series in (4) is obtained by applying the trapezoidal 
rule with w~ = kx/T and A~ = r /T  to approximate the integral (2b). Letting t = iAT and 
NAT = 2T, (4) can then be put into the following form [21]: 
f°(iAT) - exp(aiAT) N-I .2=. 2T Z A(k)exp(3-.~-,k), i = 0, 1 ..... g - 1 (5a) 
k=0 
where 
;7 
ACk) = Z F(a + J'T Ck ÷ aN)) (5b) 
With N being selected as power of two, tile values of f( iAT) in (4) are usually computed by 
the efficient FFT algorithm [25,26]. llowever, tile use of (5) for the FFT computation of the 
numerical inversion of F(s) suffers from the disadvantage of creating a compromise between 
the approximation accuracy and the computational effort. Since tile integration interval used 
to derive (4) is restricted to Aw = r/T, a larger T has to be chosen ill order to achieve the 
desired integration accuracy when the transform function F(a + jw) is oscillatory. In order 
to use a large T without sacrificing tile accuracy of evaluating the f(t), a large increment in 
N becomes necessary. As a result, the computation burden is remarkably increased. Another 
serious disadvantage associated with the inversion formula (5) is that it tends to produce an 
aliasing error. For the time t near the end point at 2T(= NAT), the periodic integrand exp(jwt) 
Improved  FFT-based  numer ica l  invers ion  15 
has a period as large as lr/T, and hence, the integration step length Aw = ~ becomes obviously 
too large to evaluate the integral (2b) accurately. 
The purpose of this paper is to propose an improved FFT-based algorithm for tackling the above 
mentioned problems aasociated with the inversion formula (5) and to show the computational 
speed of evaluating the inversion formula (5) by using the FHT algorithm at least twice as fast 
than that of the FFT algorithm. The proposed inversion algorithm is also based on using the 
trapezoidal rule for numerical integration of the integral (2b) with a smaller integration step size 
A,w = n/mT, where m is a positive integer. Since the integration accuracy can be controlled 
via the newly introduced parameter m, the working interval (0, 2T) of the inverted function and 
the number of time-domain samples N can be properly and independently selected. In addition, 
the aliasing error due to the use of the fixed integration interval can be substantially reduced by 
incrementing the value of m. 
2. AN IMPROVED FFT-BASED INVERSION FORMULA 
Applying the trapezoidal rule of integration with w = kr/mT, and A~ = rr/mT to the integral 
in (2b), we obtain the following complex Fourier series for approximating f(t): 
( . - ) ( . - )  fo(t) = 2m T F ¢r + j~T  exp )~2Tt (6) 
k=-c~ 
Tiffs infinite series can be divided into two parts: 
-, ( . - ) ( , , )  
fa(t)= 2m T F ¢r+jr~a T exp . l~Tt +e°'((t) (7) 
k=-M 
where ¢(t) is tile truncation error. In numerical computations, we choose an approriate positive 
integer M such that e°te(t) is negligible as compared with the magnitude of tile function f(t). 
Letting t = iAT, AT = 2T/N, M = mnN/2 + [(m - 1)/2], and selecting N to be a positive 
power of two, then (7) can be rewritten as: 
• m2 N - I 
/ ,( iAT) -- ~ UV or) Z W,, /"~(k)W 't 
r=- rn  t ~, k=.0 ) 
w-  
Z1711 ~ I ~ I 
r=-m~ k k - -0  ] 
(8a)  
(8b) 
where [.] denotes the integer part of the argument, tile star "*" denotes complex conjugate, 
I ra1 for m odd m2 = (10)  ml + 1 for m even 
2,-r 
IV - exp( j~-)  (11) 
and 
"' ( 
p=O 
+IT  k+- -+m -n)  , k = 0, x, ..., N - I (12)  
n, k=0and r#m/2  
nt = (13) 
n -  1, otherwise 
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According to (8b), the values of ]'(/AT) for i = 0, I, ..., N - 1 can be obtained by m sets of 
N-point FFT  computations. After selecting appropriate values of a, T, m, n, and N, F,(k) can 
be computed from F(s) by using (12). Let 
N- I  
].,(0 = 
k--0 
i = 0,1  . . . . .  N-  1 (14) 
and let the N-point sequences {F;(O),F~.(1),...,F~.(N - 1)} and {].,(0),]',(1),...,].,(N - 1)} be 
denoted by {F;(k)}N and {h(i)}tv, respectively. Then, the sequence {h(i)}lv becomes the 
output of the FFT  subroutine with the sequence {F;(k)}N being the input data set, i.e., 
{V;(k)}u {h( i )}N (15) 
Moreover, the inverse function f(t) at t = iAT  is then given by 
exp(aiAt) 
f , ( iAT)  = ( -1 ) "  
2roT 
Y~3 
f~(,)W-,  i 0, 1,...N 1 (16) 
Since the inverse formula (8b) is designed such that a certain relationship exists between 
F~(k) and F_,(k), it need not to perform m sets of N-point FFT computations in its actual 
computations. To see how the computation effort can be reduced, the property of F*(a + jw) = 
F*(a - jw) should be first noted. Then, from (12) we have the following properties of F,(k): 
I real 
Fo(k) = F~(N-  k) 
F~(k) = F ] , (N -  k) 
F,(k) = F°(N - k -  1) 
for k = 0, N/2 (17a) 
for k= 1,'2 .... ,N /2 -  1 
for r = 1,2,.. . ,ml (17b) 
for k =0,1  ..... N/2-  1, r=m/2  andre= even (17¢) 
Using the above properties, we can show from (14) that tile transformed sequences {L(i)}N has 
the following properties: 
fo(i) = real 
L(0  = l_',(i) 
Im{/ : ( i )W~} =0 
for i=0 ,1  ..... N -  1 (18a) 
for i = 0, I ..... N - 1 (18b) 
for i=  1 .... ,N -  1, r=m/2  and re=even (18c) 
Thus, it is necessary to perform only rn2 + I sets of N-point FFT computations in order to obtain 
the inverse function f(t) at t = iAT  for i = 0, 1 .... , N - 1. Suppose that the computed sequences 
are {f,(i)}N for r = 0, 1 .... ,m2. Then, f ( iAT)  can be evaluated by: 
fo( iAT) -- ( -  1) i'~ exp(o' iAT)/ ( i )  
2mT 
(19) 
where 
loci) + 2 E (Re{L( i )} cos(2~ir/mN) - Im{f,( i )} sin(2rir/mN)) for m = odd 
r z |  
](i) = fo(i) + 2~'~(Re{~( i )}cos(2 . i r /mN) -  Im{L( i )}s in(2 . i r /mN))  
+Re{fm:(i)}/cosQti/N) for m = even 
(20) 
It is noted that the inverse formula (8b) involves five parameters, i.e., o, T, N, m, and n. 
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3. COMPUTATION OF  THE NEW INVERSION FORMULA VIA THE FHT 
The new inversion formula (8b) provides not only an improvement in the accuracy of numerical 
integration, but also a faster FHT computation algorithm. To achieve the later purpc, e, we first 
note that the discrete Hartley transform pairs are given by [27,28] 
N- I  
1 
g(k) = -~ ~ h(i)cas(2rki/g) (21a) 
i=o 
and 
N=l  
h(i) = ~ H(k)casC2,rl~ilN) (21b) 
k=0 
where cas(2rki/N) = cos(2~tki/N) + sin(2~rki/N). Again, note the similarities to the discrete 
Fourier transform pairs: 
1 N-1  
F(k) = ~ ~ f(i)exp(j27tki/N) (22a) 
i=0 
and 
N-1  
f(i) = ~ F(k)exp(- j2xk i lN)  (22b) 
k=0 
As it stands in (21) and (22), the computational aspect of the discrete ltartley transform is 
similar to that of the discrete Fourier transform. In other words, one has to perform N ~ arith- 
metic operations to compute the discrete Hartley transform of an N-point data set. llowever, 
Brancewell [27,28] has shown that it is possible to employ a FFT-like methodology in the case 
of the discrete Hartley transform. This means that the FHT computation technique [29] takes 
N log N arithmetic operations in order to compute the discrete Hartley transform of an N-point 
data set. 
It has been shown that if real f(i) = h(i) for i = 0, 1 ..... N - 1, then H(k) and F(k) are related 
by [30]: 
Re{F(k)} = ½ (H(k) + I I (Y  - k)) (23) 
and 
I ra{f  (k)} = ½ (lI(k) - H(N - k)) (24) 
llence, we can use (22) along with the Fl IT technique to arrive at the results of (24) through 
setting H(k) as 
H(k) = Re{F(k)} - Im{F(k)}, 
H(N - k) = Re{F(k)} + Im{F(k)}, 
k : O, 1 ..... N/2 - 1 (25a) 
k : O, 1 .... , N/2 - 1 (2Sb) 
Since the Hartley frequency functions H(k) for i = 0, 1 ..... N -  1 and the basis functions 
cas(2xki/N) for i = 0, 1 .... , N - 1 are real, one needs only real arithmetic operations to compute 
h(i). As compared with the existing complex arithmetic operations (four real arithmetic oper- 
ations for a complex multiplication or division, and two for complex addition or subtraction), 
it is obvious that the FHT algorithm is faster and uses fewer resources than the existing FFT 
algorithm. 
Before showing that the new FFT-ba.sed inversion formula (8) can be evaluated via the multiple 
sets of N-point F l IT  computations, we first let 
/%~-- 1 
h,(i) = ~ H,(i)cas(2rrki/N) (26) 
k=0 
and denote tile above transform by 
{H.(k)}N r,.r {h.(0}N (27) 
Then, we derive the expressions of the FHT computation based upon the new FFT-bMed inversion 
formula (8b). The significant relationship between the discrete Hartley transform pairs and the 
Fourier transform pairs is described as follows. 
THEOREM 1. Let the discrete Hartley and Fourier transform pairs be given in (21) and (22), 
respectively. I f  H(k )  are related to F (k )  by 
H(k)  = Re{F(k )}  - Im{F(k )} ,  k = O, 1 .... , N - t (28) 
then 
H , (k )  = 
h(i) = Re( l ( i )}  + lm{f (N  - i)}, k=0,1  ..... N -  1 (29) 
Let H,(k)  be definedas 
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Re{fo(k ) )  - lm{f0(k ) )  for r - 0, 
k = o, 1,..., N /2  - 1 
Re{Fo(N - k)} + Im{Fo(N - k)} for r = 0, 
k = N/2,  N /2+ 1, . . . ,N  - 1 
Re{F~(k)} - lm{Fr (k )}  for r = 1,2,..,m~, and 
k=l ,2  ..... N -1  
Re{F_ , (N  - k)} + Im{F_ , (N  - k)) for r = -1 , -2  .... -mr ,  and 
k = 0 ,1 , . . . ,N -  I 
Re{Fr (k )}  - Im{Fr (k )}  for r = m/2, m = even, and 
k = O, I ..... Y /2  - 1 
Re{F~(N - k -  1)} + Im{F~(N - k - 1)} for r = m/2 ,m = even, and 
k = N/2,  N /2+I , . . . ,N -  1 
(30) 
Furthermore, let the sequence {h, ( i )}N be the output of the F l IT  subroutine with {Hr(k)}N 
being the input data set, i.e., 
N-1  
h, ( i )  = ~_. H.Ck)cosC2.kilN), 
k=O 
i=0 ,1  ..... N -  1 (31) 
{H~(k)}N FIqT {h,(i)}~,., r = -mr  ..... -1 ,0 ,  1 ..... ms, (32) 
Then, utilizing the properties of F,(k) in (17), we can show that each pair of H,(k)  and Fr(k) 
satisfies the relation (28). As a result of Theorem 1, the elements h,( i )  and L ( i )  are related by 
h. ( i )  = R~{h( i )}  + Z , .{L (N  - i)} for ; = o, t . . . . .  x - 1 and  
r = -ml ,  . . . , -1 ,0 ,  1, . . . , -m2 (33) 
Since f~(i) =/_~( i ) ,  we have 
ho(i) = /o ( i )  for i = 0, 1 ,2  . . . .  , N - 1 (34a)  
h_.( i)  = Re{f_ . ( i )}  + Im{f_ r (N  - i)} 
= m{L( i ) )  - Im{/ , (X  - i )}  
Hence, combining (33) and (34), we have 
fo r r= 1,2,..., ml (34b) 
Re{f , ( i )}  = ~ [h,(i) + h_,(i)] (35a) 
Improved FFT-based numerical inversion 
Table 1. Fkmctions used for FH r ~vno~.  
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El (,; = 1 
F2(,) = 
F3(,) : 
F , ( , )  = 
Fs(e) = e- '¢ ;  
h( t )  = e - °~ '  , in ( t )  
f3(t) = , , - '  
h ( t )  = sin(t) 
and 
1 [h~(Y - i) - h_ , (g  - i)] (355) lm{]',(i)} = 
for i = 0,1, . . . ,N - 1 and r = 0,1 ..... ml.  Moreover, as shown in Appendix A, the following 
relation holds: 
W"r f~( t )  = h~( i )cos (~- )+ h~y(N - i )s in(~-) for m even (36) 
Finally, with the substitutions of (34a), (35a), (35b), and (36) into (20), we have the following 
FHT expressions for obtaining the values of inverse function f(t) at t = iAT: 
,~i exp(aiAT) ho( i )+Z (h,(i)+h_,(i))cos (2x i r~ ] ' . ( /AT) = ( -1)  ~ ~=t 
\ raN]  
- (h . (N- i ) -h_ , (N - i ) ) s in \ - - - -77]  fo rm= odd (37a) 
( (") (-,) exp(aiAT) ho( i )+h~( i )c~ ~ -h~(Y- / ) s in  ~ fo(iAT) = ( - I )  "/ 2roT 
m, ( (2x i r ) _ (hr (N_ i )  + Z (h,(i) + h_,(i))cOS \ m.V j 
r= l  
- h_,(N - i))sin raN] for m = even (37b) 
It is noted that the inversion formula (37) requires performing m sets of N-point real Fl IT 
computations while the inversion formula (20) requires performing m2 + 1 sets of N-point complex 
FFT  computations. Obviously, the Fl IT inversion formula (37) offers a significant improvement 
in the reduction of computational time over the FFT inversion formula (20). 
4. I LLUSTRATION EXAMPLES 
In order to demonstrate how the numerical accuracy can be improved by the proposed inversion 
algorithm, five Laplace transform functions elected from [5] and listed in Table 1 were inversed 
by the Fl IT computations. In actual computations, the period (2T) is taken as 16 and divided 
into 64 (N) equidistance times, with AT = 0.25 units. For each function, the following two 
measures for the accuracy of the numerical solution were calculated: 
L = (f(0.25i) - fa(0.25i))2/64 (38) 
Le (,_~0(f(02o,)A(O.25,))2/(,=~o~-°2s'))' = "" - (39) 
As indicated by Davies and Martin [5], L will give a fair indication of the success of the method 
for a large t, and L~ for a relatively small t. 
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Computational results of L and L, for each function are presented in Table 2-6, along with 
the ~ parameter used. It can be seen from the values of L and L+ in these tables that the FFT- 
based inversion algorithm is particularly suitable for inverting those transform functions which 
are continuous and/or which have a large negative value a for which F(s )  - .  s ° as  s - .  oo .  It is 
also observed that the numerical accuracy can be significantly improved by using the proposed 
inversion algorithm. 
Table 2. The vMues of the measures L and Le for FI(*) = ~ sad ~, = -0.05. 
I 2 3 4 
L = .44590D-03 .49163D-03 .49500D-03 .49329D-03 
L,  =.29648D-03 .25332D-05 .I 6627D-0'I .10665D-04 
L = .30855D-03 .84633D-04 .84985D-04 .84788D-04 
L,  =.50220D-04 .31688D-06 .20692D-05 .13255D-05 
L = .230(X)D-03 .27612D-04 .27757D-04 .27889D-04 
L,  =.16747D-04 .94013D-07 .61157D-06 39224D-06 
L = .25028D-03 .12198D-04 .12209D-04 .12188D-04 
L, =.8344,1D-05 .42330D-07 .25921D-06 .16445D-06 
L = .23856D-03 .63270D-05 .63827D-05 .63708D-05 
L, =.55940D-06 .21494D-07 .13181D-06 Jg4314D-07 
L = .24412D-03 .37653D-05 .37412D-05 .37352D-05 
L,  =.47707D-05 .16124D-(Y7 .79107D-07 .47749D-07 
L = .24037D-03 .23296D-05 .23700D-05 .23649D-05 
L, =.44100D-05 .92885D-08 .48018D-07 .30528D-07 
L = .242591)-03 .16311D-05 .16005D-05 .15965D-05 
L, =.4316~D-05 .I0377D-07 .33608D-07 .18963D-07 
Table 3. The values of the measures L and Le for F2(s) = ' and o = 0.05. 
ft  
I 
2 
3 
4 
5 
6 
7 
8 
l 2 3 4 
L = .74037D-02 .61647D-0~ .58688D-03 .60383D-03 
L,  =.18549D-02 .2492515-03 .24789D-03 .18(~5D-03 
L = .72764D-02 .20120D-03 .91758D-04 .92917D-04 
L, =.13962D-02 .24346D-04 .41904D-05 .30473D-05 
L = .73138D-02 .14782D-03 .49566D-04 .53988D-04 
L,  =.13794D-02 .36570D-04 .28310D-04 .20625D-04 
L = .73053D-02 .14726D-03 .12218D-04 .13331D-04 
L,  =.13764D-02 .24276D-04 .65629D-06 .38485D-O6 
L = .73107D-02 .141.14D-03 .1701r~D-04 .18792D-04 
L, =.13765D-02 .26006D-04 .I0281D-04 .74696D-05 
L = .73085D-02 .14269D-03 .36080D-05 .40975D-05 
L, =.13758D-02 .24264D-04 .54188D-06 .I 2153D-06 
L = .73101D-02 .I,II00D-03 .89883D-05 .95697D-05 
L, =.13760D-02 .24657D-04 .52832D-05 .38213D-05 
L = .73094D-02 .14162D-03 .24154D-05 .17634D-05 
L, =.13757D-02 .24270D-04 .59861D-06 .58828D-07 
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Table 4. The values of the meuures L and L ,  for F~(s) = ~ r  and o = -0.5. 
wit 
1 
2 
3 
4 
5 
6 
7 
8 
1 2 3 4 
L := .11028D-02 .33829D-03 .,"~4J78D-03 .347~D-03 
L, =.25680D-05 .90231D-06 .15716D-05 .12691D-05 
L = .13014D-02 .74272D-04 .73827D-04 .73812D-04 
L¢ =.78887D-06 .65552D-08 .29628D-07 .I 3367D-07 
L = .12358D-02 .20263D-04 .19636D-04 .19787D-04 
L, =.77999[2)-06 .I0941D-06 .17933D-06 .I 4865D-06 
L = .12536D-02 .I1241D-04 .I0691D-04 .I0644D-04 
L, =.T?$80D.-06 .48736D-09 .18412D-08 .16855D-08 
L = .12438D-02 .61722D-05 .48061D-05 .55451D-05 
L¢ =.76295D-06 .40005D-07 .66428D-07 .54066D-07 
L = .12482D-02 .38963D-05 .32857D-05 .32622D-05 
L, =.77453D-06 .14212D-09 .I0844D-08 .49612D.09 
L = .12452D-02 .32144D-05 .22372D-05 .26997D-05 
L, = .76643D-06 .20531D-07 .33302D-07 .27722D-07 
L = .12468[)-02 .20639D-05 .10829D-05 .13920D-05 
L,, =.77414D-06 .31977D-09 .10288D-07 .19780D-09 
21 
Table 5. The values of the meuures  L and L. for F4(*) -- ~ and a = 0.2. 
wl 1 2 3 4 
L -- .28937D-01 .13117D-02 .59415D-03 .58071D-03 
L, --.29136D-01 .11037D-02 .17307D-03 .15254D-03 
L = .28861D-01 .12801D-02 .94422D-04 .99226D-04 
Le =.26730D-01 .11029D-02 .48804D-04 .18927D-04 
L -- .28887D-01 .12443D-02 .64456D-04 .31751D-04 
Le =.26486D-01 .11022D-02 .45295D-04 .58501D-05 
L = .28881D-01 .12521D-02 .47994D-04 .14887D-O4 
L, =.~549D-01 . I I022D-02 .44991D-04 .27430D-05 
L = .28885D-01 .12472D-02 .52518D-04 .72319D-05 
L, =.2~519D-01 .I I022D-02 .45070D-04 .I 9998D-05 
L = .288&3D-01 .12493D-02 .49521D-04 .53076D-05 
L, =.26536D-01 .I I021D-02 .45015D-04 .16854D-05 
L = .28884D-01 .12478D-02 .51283D-04 .30~S3D-O5 
L, --.265~D-01 .I I023D-02 .44974D-04 .16521D-05 
L = .28883D-01 .12486D-02 .50176D-04 .3099~D-05 
L, =.26533D-01 .II021D.02 .44919D-04 .15527D 05 
5. CONCLUSIONS 
The conventional FFT-based method of numerical inversion of Laplace transforms ultilizes 
the time duration Tm,,x = 2T to control the accuracy of trapezoidal-rule approximation of the 
Bromwich integral. Consequently, it often requires a large-data set of complex FFT computations 
in order to adequately resolve tile time functiou and may produce inaccurate inversion functions 
for t > Tm,~,/2. Ill this paper, an improved method has been presented which overcomes these 
disadvantages. The proposed method adopts a step length of Aw = r /mT for tile trapezoidal- 
rule approximation i which eul adjustable parameter m can be used to control the accuracy 
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of integration. A new inversion formula has been devised such that N equally-spaced inversion- 
function samples can be obtained by [m/2] + I sets of N-point complex FFT  computations or by m 
sets of N-data real FHT  computations. As compared with the conventional FFT-based numerical 
inversion method, the proposed method provides a greater flexibility in adapting parameters in 
order to control the accuracy of numerical integration, the aliasing error, and the computational 
cost. The new inversion formula is ".~Iditionally more suitable for computations in a multiprocessor 
environment. 
Table 6. The valu~ of the meMures L and L. for Fs(,)  = e -4V;  and ~, = 0.2. 
¢n I 2 3 4 
L = .44590D-03 .44590D-03 .49,500D-03 .49329D-03 
L¢ =.29646D-03 .29646D-03 .16627D-04 .10665D-O4 
L = .30855D-O3 .30855D-03 .84985D-04 .84788D-O4 
Le =.50220D-04 .50220D-04 .206921)-05 .13255D-05 
L = .23(XX)D-03 .23(XX)D-03 .27757D-04 .27699D-04 
L. =.16747D-04 .16747D-04 .61157D-06 .39224D-06 
L = .25028D-03 .25028D-03 .122(~D-04 .12186D-O4 
L, =.83444D-05 .834,1.1D-05 .25921D-06 .16445D-06 
L = .23858D-03 .23856D-03 .63827D-05 .63708D-05 
Le =.55940D-05 .55940D-05 .13181D-06 .84314D-07 
L = .24412D-03 .24412D-03 .37412D-05 .37352D-05 
Le =.47707D-05 .47707D-05 .79107D-07 .47749D-07 
L = .24037D-03 .24037D-03 .23700D-05 .23649D-05 
L~ =.44103D-05 .44103D-05 .48018D-07 .30528D-07 
L = .24259D-03 .24259D-03 .16005D-05 .15965D-05 
Le =.43169D-05 .43169D-05 .33608D-07 .18963D-07 
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APPENDIX  A A PROOF OF (36) 
In this al)pendix, we shall give a proof of (36). For m = even and m2 = m/2, 
[(-') (-)] w'if~,3(, ) = co4 ~ +/sin ~ [Re{l=~(i))- jt,,q/=~(i))l 
= [~o, (~)m{/~( , ) )+s in  (-~),~(1.~(,))] 
- ,  [cos (~, ' ) , .{ f .~( , ) ) -  sin (~)ae{/ .~( , ) ) ]  
From (18c) and (All ,  we have 
cos (~,')tmil,.,( i))=,in (-~)P~{I..=(0) 
This Mlows Im ~.t',nz(i)) to be repr in ted  in tertm of ne{fm~(i)} "~ 
(*,) Im{l=~(i)}=tan ~ Re{/m,(i)} 
llence, from (AI) ~ud (A3), we obtain 
( . i )  Re(f=,(i) + .in (N) tan  (N) /~{/m, ( i ) )  
= Re{f,~,(i)} [co4, (N)  +s in ,  (N)  ] 
co,,( T4 ) 
_ m{/. ,~(i))  
co~(~) 
Nov,', we derive ~at expression for representing l'¢e(f, nz(i)) in tel-ms of hmz(i ). From (33), we have 
hm~( i )  = Re{f,,~z(i)} + Im{]m=(N - i ) )  
and 
h..,(N - i) = m(l.,.(.~" - i)} + I~{1,.,(i)) 
Tile above two ~lUations imply that 
h,n~(i) + hma(N - i) = [Re{lm3(i)) + lm{fm~(N - i)}] + iRe{fro= (N - i)} + lm{t,.~=(i))] 
(All 
(A2) 
(A3) 
(A4) 
(AS) 
(A6) 
(^7) 
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Substituting (A3) mad 
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hm,  (i) - hm, (N  - i) *, l/~{,fm,(i)} - l-*{/m~ (N  - i))1 - [P~{.fm3 (N  - i)} - Irn{j'm, (i))l 
into (A7) and (A8), we have 
I ra{f , .3 (N - i)} = tan /~{. fm~(N - i)) 
=-tsn (N) ne{/..,(N - ,)) 
[1 + tan (N)]Re{/m3(i)}+ [ l - tan  (~,~N)]Re{]m3(N-i)}=hm3(i)+hm,,(N-i) 
[ l - t sn (~) ]Re{. fm3( i )} - [ l+tan(~) ]  Re{/m~(N - s)) = hm,(1)  - hm3( Iv  - i) 
Solving the above two equations gives 
[h.2(i ) + hm,(N - i)] [1 + t(m (~) ]  + [hm,(i)-  hm,(N - i ) ]  [1 - ~ (~) ]  
= 
h..,(0 + ~,.,(N - 0 t~(W)  
= h~,,(0~o.' (N) + h-,,(N - 0'in (N) ¢°' (N) 
Also, substituting (A12) into (A4), we obtain 
~o,( 9 ) 
=hm~(Ocos ~ +h, .3 (N- / ) s in  
Tile proof is now completed. 
(AS) 
(X0) 
(A:0) 
(A~:) 
(An) 
(A~3) 
