Abstract -This paper proposes a high performance reversible watermarking (RW) scheme based on a novel compensation strategy. RW embeds data into a host image by modifying its pixel values slightly. It is found that certain modified pixels can be compensated to their original values during the proposed embedding procedure. The compensation effect in the RW scheme can improve the marked image quality significantly. By incorporating the pixel selection method, a higher quality image is obtained, which is verified by extensive experiments.
Introduction
Reversible watermarking (RW) hides data into a host image by modifying pixel values, and the distortion caused by embedding can be eliminated in the extracting process. As a result the embedded data can be extracted and the original host image recovered perfectly.
Difference expansion (DE) in [1] and histogram Shifting (HS) in [2] are two pivotal methods due to their large data embedding capacity and high quality of the marked image. Many improvements have been proposed based on DE and HS, such as prediction error expansion (PEE) [3] , invariability and adjustment on pixel pairs [4] , better location map construction [5] , double-layered embedding and sorting [6] , adaptive embedding [7] , histogram modification of pixel differences [8, 9] , interpolation error histogram shifting [10] and the recently proposed two dimensional histogram shifting methods [11, 12] . The above mentioned RW schemes are categorized as RW scheme without compensation because of the modification to host image can only be recovered after extracting data from the marked image.
In this paper, we propose a novel RW scheme with compensation which can recover parts of marked image back to original host image during the embedding procedure. In embedding procedure, each pixel is utilized for embedding data 0, 1 or 2 times, where the number of embedding is determined by the difference value between two pixels. The superiority of our scheme is that the distortion to the host image is reduced by embedding twice to certain pixels, and in the meantime, the embedding capacity is increased. However, a very large distortion could be caused by embedding to one pixel twice in most RW schemes without compensation. To further improve the marked image quality, a pixel selection scheme is incorporated into data embedding procedure. The pixels in smooth regions of the host image are used with priority, which reduces the distortion significantly. In the experiment section, the performance comparison of our proposed method with other pixel difference modification based methods demonstrates the huge effect of the novel compensation strategy. The further comparison of our method with three other state-of-the-arts methods shows that the proposed method is very effective for most test images.
The rest of this paper is organized as follows. The proposed scheme is described in section 2. Extensive experiments compare the proposed scheme with other five schemes in section 3. The conclusion is in the last section.
The Proposed Method
The data embedding procedure is introduced following the data extracting procedure, then we show how the overhead information is constructed which guarantees the success of blind extraction.
Embedding procedure
Assume the host image I is an eight-bit grayscale image with gray-level range [0, 255] . Let (x, y) be a pair of pixels. The half difference (denoted by d h ) between (x, y) is computed as
The ⎣⎦ . is the floor operation which rounds down the value to the next lowest integer value. To embed a data bit b belonging to {0, 1}, (x, y) should be transformed into (x', y') according to the values of d h and b. The embedding rules are in Table 1 . When d h is equal to 0, a bit b can be embedded. Otherwise d h is increased by 1 or unchanged. Notice that for all cases, x stays unchanged or increased by 1 and y stays unchanged or decreased by 1. Assume (x, y, z) are three consecutive pixels, first we try to embed data into (x, y), so y becomes to y' which may be y or y -1. Then we try to embed data into (y', z), so y' becomes to y'' which may have the value y' or y' +1. The possible value changes of y are summarized into Table 2 . When y is decreased by 1 and y' is increased by 1, y'' is recovered to the original value of y. It shows that after two embedding, the value of y is recovered.
Notice that when d h is negative, we skip it without embedding data. The reason is that negative d h has different modification direction for (x, y), where x may be decreased and y may be increased. Assume there is a positive d h followed by a negative d h , then the middle pixel may be modified in one direction by two times, which will lead to large distortion. From another perspective, the proposed difference modification methods can be described with histogram shifting as in [9] . In the proposed method, only the peak 0 is used for embedding data. Any histogram bin that is bigger than 0 is shifted to right by 1. On the other hand, any negative histogram bin remains unmodified. However, the difference used in our method is quite different with [9] . The peak 0 in our method is composed of 0 and 1 in [9] . Therefore, our histogram peak is much higher than that of [9] . The negative histogram bin is not modified in our method, whereas most of the negative histogram bin in [9] will be modified, which causes large distortion. Another advantage of our proposed method is that the consecutive non-positive histogram bin can have compensation effect. In the experiment section, extensive experiments are conducted to show the superiority of the proposed method.
In each embedding for (x, y), the embedding procedure has the tendency to increase the value of x and decrease the value of y. When y is used for the second embedding in (x, y, z), its value has been modified to y'. In order to approximate the original d h between (y, z), Eq. (1) is modified to
The first pixel in a pair is added by 1 when calculating d h to eliminate the value decrease caused by the previous embedding.
As shown in Table 1 , only d h with value 0 can be used for embedding. The d h which is bigger than 0 is increased by 1 and no data is embedded. For natural images, the smooth region tends to generate d h with smaller value than the rough region. Thus we incorporate a technique called pixel selection into our scheme to further improve the performance, which only selects the relatively smooth regions in the host image to use. A smoothness value for (x, y) is calculated by using its neighbor pixels. The locations of the neighboring pixels is shown in Fig. 1 . The smoothness value is computed as 
In the embedding procedure, only those pixel pairs with smoothness value smaller than a threshold T will be utilized. The largest possible value for T is 255 × 5=1,275, so 11 bits are needed to record T. The value of T needs to be selected as in [7] to be the smallest value under which the embedding capacity is large enough for the to-beembedded data.
The complete embedding procedure is as follows:
1. Assume the size of host image I is W × H, scan I into a vector S in raster-scan order (column-wise or rowwise). An embedding example is given in Fig. 2 . In the embedding process, there are three different kinds of 
Extracting procedure
The extracting procedure is the reverse of embedding procedure. For each pixel pair (x', y'), calculate d h '. Then the embedded data b can be extracted and (x', y') is transformed back to the original value (x, y). The extraction rules are shown in Table 3 .
Table 3. Extracting rules
The complete extraction procedure is as follows:
1. Extract the first pixel's LSB and determine the scan order. Scan the marked image I into vector S by the same manner as in the embedding procedure. 2. Extract complete overhead information from the first N pixels' LSB values. 3. The extraction starts from the last used pixel pair and iterate to the first pixel pair by the reverse of embedding order. Calculate the d h ' and smoothness value for each pixel pair. If the smoothness value is smaller than T, extract data according to Table 3 . The first N pixels' LSB values are then recovered using the extracted data.
Transform S back to image I.
An extracting example is given in Fig. 2 . Remark that the extracting order is the reverse of the embedding order.
Overhead information
The modification of pixels in the host image may cause overflow and underflow problems, where the pixel values are out of the gray-scale range [0, 255] . A location map is needed to record the pixels' locations where overflow and underflow may occur. Scan the host image, record the locations of pixels with value 0 or 255 because the embedding procedure can only modify pixel values at most by 1. Each position needs log 2 (W × H) bits. For most natural images, there are not so many pixels with value 0 or 255, so the location map size is very small. Some other information is also needed for blind extraction such as the last used pixel pair location (log 2 (W × H) bits), threshold for smoothness value T (11 bits), scan order (1 bit). The scan order bit is located as the first bit in the overhead information. Least significant bit (LSB) replacement is utilized where the first N pixels' LSBs are replaced with overhead information and those N LSBs are embedded together with the payload data.
Experiment
The performance of reversible data hiding method is usually evaluated by the embedding capacity (EC) and the quality of the marked image. For measuring embedding capacity, bits per pixel (bpp) is the most popular metric which counts how many bits can be embedded into one pixel. Another popular metric to measure the embedding capacity is the number of embedded bits. For measuring marked image quality, the peak signal-to-noise ratio (PSNR) value is commonly used which is determined by the mean square error between the cover image and the marked image. In the following experiment, both bpp and the number of embedded bits are utilized.
The first experiment in this paper is carried out using images of SIPI image database [13] . Six test images with size 512 ×512 are used as shown in Fig. 3 .
To show the compensation effect of the proposed method, the distributions of p m , p u and p r are calculated. The gain of our compensation method depends on the number of p r and the more p r , the better of the marked image quality. The distribution of p m , p u , and p r for Lena is shown in Fig. 4 . The pixel distributions of all test images are summarized in Table 4 . About 20 to 30 percent of pixels are p r that are successfully compensated to their original values. Together with p u , around 50 percent of pixels stays unmodified after embedding data which can produce a peak signal-to-noise ratio (PSNR) value for marked image around 10 × log 10 (255 × 255/0.5) = 51.14dB. We then compare our method with [4] and [9] as shown in Table 5 . Both methods in [4] and [9] embed data by using pixel difference modification, which is similar with the proposed method. The superiority of the proposed method compared with [4] and [9] is thus mainly due to the compensation effect. The embedding capacity in Table 5 is the largest number of bits that can be embedded under the biggest modification of 1 to the pixel values of host image. The PSNR value is guaranteed to be above 48.13 dB [2] . The proposed method 1 and 2 are implemented using Eqs.
(1) and (2), respectively. As can be seen in Table 5 , the proposed method 2 has larger embedding capacity than the proposed method 1 for all test images. Our method can embed much more bits than [4] and with higher marked image quality. For example, the proposed method 1 can embed 48,731 bits into Lena with PSNR 50.83 dB, their method can only embed 38,562 bits with PSNR 48.82 dB. Li et al. [9] can actually embed more number of bits than our method but their marked image quality is much lower than ours. The embedding capacity difference is less than 2,000 bits between proposed method 2 and [9] , but the proposed method 2 has the PSNR values 2 to 3 dB higher than [9] in most images. From the performance comparisons between the proposed method and [4, 9] , it clearly validates the effectiveness of our compensation method.
The incorporation of pixel selection can further improve the proposed methods to have comparable performance with the state-of-the-arts reversible watermarking methods. To demonstrate the superiority of the proposed scheme, we compare it with the methods in [6, 7] , and [10] as shown in Figs. 5 -Fig. 10 . It can be seen that our scheme has comparable performance with other three methods for all test images and has the best performance for most test images. For the test image Boat, our scheme clearly outperforms the other three methods. Notice that the methods in [6, 7] and [10] all use complicated predictors to predict pixel value, then, the data is embedded into prediction errors. For example, interpolation is used in [6] , rhombus pattern prediction is used in [7] and gradient adaptive prediction is used in [10] . The prediction errors are usually smaller than pixel difference which helps prediction errors based methods perform better than pixel difference based methods. However, the above experiment shows that our proposed pixel difference based method performs better than prediction error based methods by using a clever compensation embedding method. The compensation effect in our proposed method greatly improves the performance.
The second experiment evaluates the proposed method on two larger image data set. The first one is the Kodak image data set [14] which contains 24 color images. The second one is the BossBase image data set [15] that contains 10,000 gray-scale images. The BossBase image data set is originally used as a large scale standard data set for evaluating steganalysis methods. Fig. 11 shows the performance comparison of the proposed method with [4] and [9] with embedding 10,000 bits into each image. It can be seen that the proposed method outperforms [4] and [9] with big margin for most of the images.
To compare the performance on the BossBase data set, we calculate the difference of PSNR for each image with embedding 10,000 bits and draw an occurrence histogram. The occurrence histogram shows the distribution of the PSNR difference. A better method should have more positive PSNR difference than negative PSNR difference. Figs. 12 and Fig. 13 shows the histogram of PSNR difference between the proposed method and [4, 9] , respectively. It can be seen that most of the PSNR difference between our method and the other two methods are positive. For example, Fig. 14 shows that the most occurred PSNR difference between the proposed method and [9] is 5 dB, which occupies more than 16% of the PSNR difference distribution. 
Conclusion
In this paper, a novel reversible watermarking method using compensation is proposed. This method can recover some parts of image during the embedding procedure by compensation, where the second embedding does not introduce distortion but reduce the overall distortion. The obtained marked image has very high image quality.
