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FUNCTIONALLY FITTED
RUNGE-KUTTA-NYSTRO¨M METHODS
N. S. HOANG AND R. B. SIDJE
Abstract. We have shown previously that functionally fitted Runge-Kutta
(FRK) methods can be studied using a convenient collocation framework.
Here, we extend that framework to functionally fitted Runge-Kutta-Nystro¨m
(FRKN) methods, shedding further light on the fact that these methods can
integrate a second-order differential equation exactly if its solution is a combi-
nation of certain basis functions, and that superconvergence can be obtained
when the collocation points satisfy some orthogonality conditions. An analysis
of their stability is also conducted.
1. Introduction
Consider the special second-order differential equation
y′′(t) = f(t, y(t)), y(t0) = y0, y′(t0) = y′0,
y : R→ R, f : R× R→ R, t ∈ [t0, t0 + T ],
(1.1)
where, for simplicity of notation, we keep (1.1) in scalar form although our results
apply to a system of ODEs as well. We assume that the problem satisfies the
necessary conditions to have a unique solution. Letting z(t) := y′(t), it is well
known that this problem can be converted to a first-order IVP
(1.2)
(
y(t)
z(t)
)′
=
(
z(t)
f(t, y(t))
)
,
(
y(t0)
z(t0)
)
=
(
y0
y′0
)
,
so that it can be studied entirely through this commonly called indirect approach.
What is however preferable is to address (1.1) directly without doubling the di-
mension of the problem and/or introducing the term y′(t) that is not present in
the initial problem. This is the popular approach taken by direct Runge-Kutta-
Nystro¨m (RKN) methods.
In [5, 6], we developed a collocation framework for functionally fitted Runge-
Kutta (FRK) methods that can be applied to the indirect approach (1.2). We
briefly alluded in [6, Remark 4.2] to a P-stability result adapted from this first-order
formulation. But the prominence of direct RKN methods motivates recasting our
framework to this popular and well-regarded setting. Consequently in this paper
we target the special second-order IVP (1.1) as RKN methods do, and we develop
functionally fitted Runge-Kutta-Nystro¨m (FRKN) methods in a way that mirrors
what we did for FRK methods. Although there are similarities with our previous
work, this study fills a gap in the literature by providing a unifying umbrella for
both FRK and FRKN methods. In a sense, similarities with [5, 6] validate our
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unified framework, but there are nevertheless differences in the details to make the
most of the special form (1.1). The overlap is kept to a minimum by not repeating
proofs that do not add a distinctive value to our presentation and that can be drawn
from our earlier work, with hints given to the interested reader on how to recover
them.
Among the many studies that have already been devoted to (1.1) other than
general purpose methods, we can cite exponentially fitted methods [2, 3, 4, 8], and
especially the work of Ozawa [7] who studied functionally fitted methods using
Taylor series. Our paper builds on that work but uses collocation techniques. The
organization of the paper is as follows. Section 2 formally defines functionally fitted
Runge-Kutta-Nystro¨m methods for general basis functions. Section 3 summarizes
properties that arise from basis functions that are separable. Section 4 derives their
order of accuracy using our collocation framework. Section 5 presents new results
regarding their stability. Section 6 is a walk-through example. Section 7 provides
some concluding remark.
2. Functionally fitted RKN methods
Recall that a conventional s-stage RKN method is often defined by its Butcher-
tableau as
c A
bT
dT
, A = [aij ] ∈ R
s×s, b = (b1, . . . , bs)T , d = (d1, . . . , ds)T .
For an explicit RKN method, the matrix A is strictly lower triangular and c1 = 0.
Let e = (1, . . . , 1)T of length s, denote yn and y
′
n the approximations to y(t) and
y′(t) at tn, then the next iterates yn+1 and y′n+1 are computed using
yn+1 = yn + hy
′
n + h
2bT f(etn + ch,Yn) ∈ R,(2.1)
y′n+1 = y
′
n + hd
T f(etn + ch,Yn) ∈ R,(2.2)
Yn = eyn + chy
′
n + h
2Af(etn + ch,Yn) ∈ R
s,(2.3)
where Yn = (Yn,1, . . . , Yn,s)
T is the vector of intermediate stage values and f(etn+
ch,Yn) = (f(tn + c1h, Yn,1), . . . , f(tn + csh, Yn,s))
T .
Now, assume we are given distinct parameters (ci)
s
i=1, usually in [0, 1], and
a set of linearly independent basis functions {uk(t)}
s
k=1 that should not include
{1, t}. We will augment the set with {1, t} to characterize FRKN methods later
because any problem for which the solution is a linear combination of {1, t} is always
integrated exactly by FRKN (and RKN) methods, regardless of basis functions.
In general, basis functions are typically chosen to exploit any information on the
solution that general purpose methods do not. The linear independence is to avoid
undue redundancy in the set by not including a function that is merely a linear
combination of the others. Functionally fitted (or generalized collocation) RKN
methods are defined to solve (1.1) exactly if its solution is a linear combination of
the chosen functions (Ozawa [7]).
Definition 2.1 (Functionally fitted RKN method). An s-stage RKN method is an
FRKN (or a generalized collocation RKN) method with respect to the basis functions
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{uk(t)}
s
k=1 if the following relations are satisfied for all k = 1, . . . , s:
uk(t+ h) = uk(t) + hu
′
k(t) + h
2b(t, h)Tu′′k(et+ ch),
u′k(t+ h) = u
′
k(t) + hd(t, h)
Tu′′k(et+ ch),
uk(et+ ch) = euk(t) + hcu
′
k(t) + h
2A(t, h)u′′k(et+ ch).
(2.4)
The underlying coefficients A(t, h), b(t, h) and d(t, h) are often determined by
solving the linear system of algebraic equations arising from (2.4). When the basis
functions are the monomials, classical algebraic collocation RKN methods [9] are
recovered. It is clear that a solution to (2.4) may or may not exist depending on
the choice of {uk(t)}
s
k=1. To guarantee the existence of a solution we require that
the basis functions satisfy the collocation condition defined below.
Definition 2.2 (Collocation condition for FRKN methods). A set of sufficiently
smooth functions {u1(t), . . . , us(t)} is said to satisfy the collocation condition for
FRKN methods if the following matrices
E(t, h) =
(
u1(et+ ch)− u1(et)− chu
′
1(t), . . . , us(et+ ch)− us(et)− chu
′
s(t)
)
,
F (t, h) =
(
u′′1(et+ ch), u
′′
2(et+ ch), . . . , u
′′
s (et+ ch)
)
,
are both nonsingular almost everywhere with respect to h on [0, T ] for any given t.
Remark 2.3. Note that the last equation in (2.4) can be rewritten as
E(t, h) = h2A(t, h)F (t, h).
Hence the existence of the matrix A(t, h) is guaranteed if F (t, h) is nonsingular, as
required in Definition 2.2. We shall see later that by also requiring E(t, h) to be
nonsingular we ensure the existence of the so-called collocation solution. Requiring
both E(t, h) and F (t, h) nonsingular makes A(t, h) nonsingular as well, leading to
FRKN methods that are implicit. By allowing A(t, h) to be strictly lower trian-
gulary (thus singular), Franco and Go`mez [4] obtained explicit exponentially fitted
RKN methods.
Remark 2.4. In [7], Ozawa used Taylor series expansions to prove that when given
any set of functions {ϕk(t)}
s
k=1, if the Wronskian W (ϕ1, ϕ2, . . . , ϕs)(t) 6= 0, then
the matrix Φ(t, h) =
(
ϕ1(et+ ch), ϕ2(et+ ch), . . . , ϕs(et+ ch)
)
is nonsingular for
small h > 0. We can therefore conclude that F (t, h) is nonsingular for h sufficiently
small ifW (u′′1 , u
′′
2 , . . . , u
′′
s )(t) 6= 0, ∀t ∈ [t0, t0+T ]. Moreover, using the same Taylor
series approach, we can see that
E(t, h) =
(
(ch)2
2!
,
(ch)3
3!
, . . . ,
(ch)s+1
(s+ 1)!
)
W (u′′1 , u
′′
2 , . . . , u
′′
s )(t) +O(h
s+2),
so that W (u′′1 , u
′′
2 , . . . , u
′′
s )(t) 6= 0, ∀t ∈ [t0, t0+T ] is a sufficient (but not necessary)
condition for both detE(t, h) 6= 0 and detF (t, h) 6= 0 when h is sufficiently small.
Thus, our condition is less restrictive than the one in [7]. Indeed it is easily verified
that the set {sin(ωt), sin(2ωt)} does not satisfy Ozawa’s condition but satisfy our
collocation condition.
The following is a direct result of the collocation condition in Definition 2.2.
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Theorem 2.5. The coefficients of a FRKN method based on a set of functions
that satisfy the collocation condition are uniquely determined almost everywhere
with respect to h on the interval of integration.
As we did with FRK methods in [5, 6], our overarching contribution is to study
the order of accuracy of FRKN methods without using order conditions. We do so
by establishing the existence of a fundamental function that we call the collocation
solution. We also use this function later to analyze the stability.
Choose (ci)
s
i=1 and consider a FRKN method (c, A(t, h), b(t, h), d(t, h)) based
on a set of given basis functions {uk}
s
k=1. Let
H : = Span{1, t, u1(t), . . . , us(t)}
=
{
v(t)
∣∣∣∣v(t) = α0 + a0t+
s∑
i=1
aiui(t); α0, a0, . . . , as ∈ R
}
.
We call u(t) the collocation solution if it is an element of H that satisfies equation
(1.1) at the collocation points (hci)
s
i=1, that is,
(2.5) u(t0) = y0, u
′(t0) = y′0, u
′′(t0 + cih) = f(t0 + cih, u(t0 + cih)),
for i = 1, . . . , s. As it is well known, the collocation method consists in taking the
numerical solution after one step as
(2.6) y1 = u(t0 + h), y
′
1 = u
′(t0 + h).
Since u(t) is only defined implicitly, we must first guarantee its existence in our
context as well.
Lemma 2.6. Suppose that we are given s+ 2 values y0, y
′
0, y1, . . . , ys and the pair
(t0, h) is such that E(t0, h) is nonsingular, then there exists an interpolation func-
tion ϕ ∈H such that ϕ(t0) = y0, ϕ
′(t0) = y′0, and ϕ(t0 + cih) = yi, i = 1, . . . , s.
Proof. Any function ϕ ∈H can be represented in the form
ϕ(t) = α0 + a0t+
s∑
i=1
aiui(t).
Letting ti := t0+ cih, i = 1, . . . , s, the interpolation criteria can be stated therefore
as
(2.7)


1 t0 u1(t0) u2(t0) · · · us(t0)
0 1 u′1(t0) u
′
2(t0) · · · u
′
s(t0)
1 t1 u1(t1) u2(t1) · · · us(t1)
...
...
...
. . .
...
1 ts u1(ts) u2(ts) · · · us(ts)




α0
a0
a1
...
as


=


y0
y′0
y1
...
ys


.
For this equation to have a unique solution the matrix in the left-hand side must
be nonsingular. Subtracting its first row from the third to the last row, we see that
its determinant is
(2.8)
∣∣∣∣∣∣∣∣∣∣∣
1 u′1(t0) u
′
2(t0) · · · u
′
s(t0)
c1h u1(t1)− u1(t0) u2(t1)− u2(t0) · · · us(t1)− us(t0)
c2h u1(t2)− u1(t0) u2(t2)− u2(t0) · · · us(t2)− us(t0)
...
...
...
. . .
...
csh u1(ts)− u1(t0) u2(ts)− u2(t0) · · · us(ts)− us(t0)
∣∣∣∣∣∣∣∣∣∣∣
.
FRNK METHODS 5
Multiplying the first row in the determinant in (2.8) by cih and subtracting it from
the (i+ 1)-th row for i = 1, . . . , s, one concludes that this determinant is∣∣∣∣∣∣∣∣∣
u1(t1)− u1(t0)− c1hu
′
1(t0) · · · us(t1)− us(t0)− c1hu
′
s(t0)
u1(t2)− u1(t0)− c2hu
′
1(t0) · · · us(t2)− us(t0)− c2hu
′
s(t0)
...
. . .
...
u1(ts)− u1(t0)− cshu
′
1(t0) · · · us(ts)− us(t0)− cshu
′
s(t0)
∣∣∣∣∣∣∣∣∣
= detE(t0, h).
Therefore, the solution to (2.7) is uniquely determined since E(t0, h) is assumed
nonsingular under the collocation condition. 
Theorem 2.7. The collocation method defined by (2.5) and (2.6) is equivalent to
the s-stage FRKN method with coefficients (c, A(t, h), b(t, h), d(t, h)).
Proof. Consider the equations we have to solve in an s-stage FRKN method
(2.9) Yi = y0 + hciy
′
0 + h
2
s∑
j=1
aijf(t0 + cjh, Yj), i = 1, . . . , s.
Let (Y 1, . . . , Y s)
T be the unique solution to the system of equations (2.9). (Using
fixed-point iterations one can show that this solution does indeed exist for a suf-
ficiently small h > 0.) Lemma 2.6 ensures that there is an interpolation function
ϕ(t) ∈ H such that ϕ′(t0) = y′0, ϕ(t0) = y0, and ϕ(t0 + cih) = Yi, i = 1, . . . , s.
Hence ϕ(t) satisfies
(2.10) ϕ(et0 + ch) = eϕ(t0) + chϕ
′(t0) + h2A(t0, h)f(et0 + ch, ϕ(et0 + ch)).
Since ϕ(t) ∈H = Span{1, t, u1(t), . . . , us(t)}, we can write
ϕ(t) = α0 + a0t+
s∑
k=1
akuk(t), ϕ
′(t) = a0 +
s∑
k=1
aku
′
k(t), ϕ
′′(t) =
s∑
k=1
aku
′′
k(t),
and since the definition of a FRKN method (2.4) means that
uk(et0 + ch) = euk(t0) + chu
′
k(t0) + h
2A(t0, h)u
′′
k(et0 + ch), k = 1, . . . , s,
we can obtain
ϕ(et0 + ch) = eϕ(t0) + chϕ
′(t0) + h2A(t0, h)ϕ′′(et0 + ch).(2.11)
Since A(t0, h) is nonsingular, equations (2.10) and (2.11) imply that
ϕ′′(t0 + cih) = f(t0 + cih, ϕ(t0 + cih)), i = 1, . . . , s.
Therefore, if we choose u(t) = ϕ(t), then u(t) satisfies equality (2.5), which proves
the theorem. 
Remark 2.8. It follows from the proof of Theorem 2.7 that the existence of a
solution to the system (2.9) implies the existence of the collocation solution u(t).
In other words, the collocation solution u(t) exists and is unique for a given h > 0
whenever the associated FRKN method is applicable. For a sufficiently small h > 0,
we pointed out in the proof of Theorem 2.7 that the solution to the system (2.9)
exists and is unique, and so we can conclude that the collocation solution exists
and is unique as well. Moreover, as an element of H , it is a linear combination of
the given basis functions {uk(t)}
s
k=1 augmented with {1, t}.
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3. Separable basis
It is clear from our discussion so far that the analysis of FRKN methods is
complicated by the fact that they have variable coefficients that depend on t, h and
the basis functions in a non-trivial manner. In [5] and [6], we introduced the class
of separable methods to overcome the difficult for FRK methods. Here we extend
this notion to FRKN methods.
Definition 3.1 (Separable basis). A set of linearly independent functions {uk}
s
k=1
is said to be a separable basis for FRKN methods if u(t) := (1, t, u1(t), . . . , us(t))
T
satisfies
(3.1) u(t+ h) = F(h)u(t) = F(t)u(h), ∀t, h ∈ R,
where F : R→ R(s+2)×(s+2) is a suitable matrix function.
FRKN methods corresponding to separable bases are called separable methods.
The following results characterize these methods further. Theorem 3.2 gives an
indication as to what type of basis functions can be separable. Theorem 3.3 pro-
vides an effective procedure for identifying and constructing separable methods.
Theorems 3.4 and 3.6 show that coefficients based on separable functions are time-
independent (in the sense that they only depend on the current stepsize) and that
no other class of basis functions can lead to time-independent coefficients. Theo-
rem 3.5 indicates that separable methods always satisfy the collocation condition.
Omitted proofs are similar to that found in the indicated references.
Theorem 3.2. [6, Theorem 3.2] If u(t) = (1, t, u1(t), . . . , us(t))
T is separable ac-
cording to (3.1), then there exists a constant and nonderogatory matrix S = F ′(0)
such that F(t) = eSt. Hence from (3.1), u(t) = F(t)u(0) = eStu0.
Theorem 3.3. [6, Theorem 3.3] Given a set of linearly independent functions
{uk(t)}
s
k=1, let H
′ = Span{u′1(t), . . . , u
′
s(t)}. Then u(t) = (1, t, u1(t), . . . , us(t))
T
is separable if and only if H ′ ⊂H.
Theorem 3.4. [6, Theorem 3.4] The coefficients of an s-stage FRKN method are
time-independent if and only if its associated basis is separable.
Theorem 3.5. [6, Theorem 3.5] A separable basis satisfies the collocation condition
at any t.
Theorem 3.6. [6, Theorem 3.1] If {uk}
s
k=1 is separable, then the coefficients of
the corresponding s-stage FRKN method exist almost everywhere with respect to h
and are independent of t. These coefficients are (c,A(0, h), b(0, h),d(0, h)).
Proof. We give the proof of this theorem to emphasize results that we use later.
Since {uk}
s
k=1 is separable, it follows from Theorem 3.5 that the collocation con-
dition is satisfied almost everywhere with respect to h for any given t. This and
Theorem 2.5 imply that the coefficients of the corresponding s-stage FRKN method
exist almost everywhere with respect to h for any given t.
To prove that these coefficients are independent of t, we show that the following
equations hold for all t and 1 ≤ k ≤ s:
uk(t+ h) = uk(t) + hu
′
k(t) + h
2b(0, h)Tu′′k(et+ ch),
u′k(t+ h) = u
′
k(t) + hd(0, h)
Tu′′k(et+ ch),
uk(et+ ch) = euk(t) + hcu
′
k(t) + h
2A(0, h)u′′k(et+ ch).
(3.2)
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We only prove the second equality since the other equalities can be obtained
similarly. Proving the second equality in (3.2) is equivalent to proving
(3.3) u′(t+ h) = u′(t) + h
[
u′′(t+ c1h) u′′(t+ c2h) · · · u′′(t+ csh)
]
d(0, h).
Consider first the case t = 0, equation (3.3) becomes
(3.4) u′(h) = u′(0) + h
[
u′′(c1h) u′′(c2h) · · · u′′(csh)
]
d(0, h).
This equation holds by Definition 2.1. Consider now the case t 6= 0, since u(t) =
eStu0 as shown in Theorem 3.2, one gets
(3.5) u′(t+ h) = eStu′(h), u′′(t+ cih) = eStu′′(cih), i = 1, ..., s.
Equation (3.3) follows from (3.4) and (3.5). 
Remark 3.7. Theorem 3.2 states that for any separable system of functions
{ui(t)}
s
i=1, the vector function u(t) = (1, t, u1(t), . . . , us(t))
T is of the form u(t) =
eStu0 with a nonderogatory, singular matrix S and a suitable u0, and this char-
acterizes completely what a separable system of basis functions is. As explained
in [6], the constrain that S is singular amounts to having the constant function
1 in u(t), and the constrain that it is nonderogatory amounts to having func-
tions that are linearly independent. Also note from Theorem 3.3 that if u(t) =
(1, t, u1(t), . . . , us(t))
T is separable, then Span{u′′1(t), . . . , u
′′
s (t)} ⊂H .
Remark 3.8. As Theorem 3.6 claims the coefficients of an s-stage FRKN method
depend only on h when {uk}
s
k=1 satisfy (3.1), i.e, the set {uk}
s
k=1 is a separable
basis. Examples of separable bases include:
(1) {uk(x)}
s
k=1 = {x
2, . . . , xs+1}.
(2) {uk(x)}
2n
k=1 = {sin(ω1x), cos(ω1x), . . . , sin(ωnx), cos(ωnx)}.
(3) {uk(x)}
2m+n−1
k=1 = {sin(ωx), cos(ωx), . . . , sin(mωx), cos(mωx)}∪{x
2, . . . , xn}.
(4) {uk(x)}
2(n+1)
k=1 = {sin(ωx), cos(ωx), . . . , x
n sin(ωx), xn cos(ωx)}.
(5) {uk(x)}
n+2m+1
k=1 = {x
2, . . . , xn, exp(±wx), x exp(±wx), . . . , xm exp(±wx)}.
Therefore, algebraic polynomials, exponentials, sine-cosine and hyperbolic sine-
cosine functions, and various combinations are in this class. Combining functions of
different type is also called mixed collocation as done by Coleman and Duxbury [1]
who used the particular set of basis functions {sin(ωx), cos(ωx)}∪{1, x, . . . , xs−1}.
When the set {uk}
s
k=1 is a separable basis, the coefficients of the corresponding
FRKN method are independent of t and we will simply set
(3.6) A(h) := A(0, h), b(h) := b(0, h), d(h) := d(0, h).
It is also worth noting that the coefficients in (3.6) can be frozen or generated with
a value of h different from the actual step size, yielding general purpose methods.
But our analysis here focuses only on functionally fitted methods.
4. Order of Accuracy
4.1. Order. For the order of accuracy we use the following definition:
Definition 4.1. Let y(t) be the exact solution of (1.1) with y(tn) = yn, y
′(tn) =
y′n. Let yn+1, y
′
n+1, and Yn be the approximate values of y(tn+1), y
′(tn+1), and
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y(etn + ch) obtained by an s-stage FRKN method. Assume that
y(tn+1)− yn+1 = O(h
p1+1),(4.1)
y′(tn+1)− y′n+1 = O(h
p2+1),(4.2)
Yn − y(etn + ch) = O(h
p3+1).(4.3)
Then the (global) order of accuracy p and the (global) stage order r of the FRKN
method are respectively defined by p = min{p1, p2} and r = min{p1, p2, p3}.
Remark 4.2. Definition 4.1 is slightly different from the definition used in [9] for
the order of accuracy of RKN methods. In [9], equations (4.1) and (4.2) are also
used but equation (4.3) is replaced by
(4.4) y(etn + ch)− eyn − chy
′
n − h
2Af(etn + ch, y(etn + ch)) = O(h
p3+1).
Compared to the definition in [9], Definition 4.1 is more direct because it directly
uses the accuracy of stage values Yn, whereas the order of accuracy of stage values
Yn in [9] can only be achieved implicitly from equation (4.4). In either case, the
local stage order is p3 + 1.
The order of accuracy of FRKN methods was also defined by Ozawa in [7], where
he used r = p3 as his definition of stage order, c.f. [7, Eq. (12)], instead of r =
min{p1, p2, p3}, and so his definition of stage order did not include equation (4.2).
With his definition, Ozawa proved in [7, Theorem 2] that the (global) stage order
of an s-stage FRKN method is s+1 and the (global) step order is s for any (ci)
s
i=1.
But his definition has the drawback of not conforming with the definition of the
stage order of Runge-Kutta methods.
Remark 4.3. Suppose that f(t) ∈ Cm+n[0, T ] and that f(cih) = 0, i = 1, . . . , n.
Then the function ζ(t) := f(t)(t−c1h)···(t−cnh) has (cih)
n
i=1 as removable singularities.
Thus, ζ(t) can be extended to be an element of Cm[0, T ] as shown in [5, Remark 3.1].
Theorem 4.4. The order of an s-stage FRKN method is p = s and the stage order
is r = s.
Proof. Let us revisit Ozawa’s result [7, Theorem 2] using our collocation framework.
Assume without loss of generality that t0 = 0. Let u(t) be the collocation solution
corresponding to an s-stage FRKN method (c,A, b,d). Thus, u(t) satisfies (2.5)
and the error function u′′(t)− f(t, u(t)) is zero at t = cih, i = 1, . . . , s. Let
(4.5) g(t) :=
u′′(t)− f(t, u(t))∏s
i=1(t− cih)
, t 6= cih, i = 1, . . . , s.
This function can be extended over the interval [0, T ] provided that f is sufficiently
smooth as mentioned in Remark 4.3. We can equivalently write equation (4.5) as
(4.6) u′′(t)− f(t, u(t)) = g(t)
s∏
i=1
(t− cih).
Let
(4.7) R(t) := u(t)− y(t),
where y(t) is the solution to problem (1.1), i.e.,
y′′(t) = f(t, y(t)), y(0) = y0, y′(0) = y′0.
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This and equation (4.6) imply
R′′(t) = u′′(t)− y′′(t) = [f(t, u(t))− f(t, y(t))] + g(t)
s∏
i=1
(t− cih).(4.8)
Define
L(t) =


f(t,u(t))−f(t,y(t))
u(t)−y(t) if u(t) 6= y(t),
∂f
∂y
(t, y(t)) if u(t) = y(t).
(4.9)
With f(t, y) assumed Lipschitz continuous in y there exists a constant L > 0 such
that
|L(t)| ≤ L, t ∈ [0, h].
From (4.9) one gets
f(t, u(t))− f(t, y(t)) = L(t)[u(t)− y(t)] = L(t)R(t).
This and (4.8) imply
R′′(t) = L(t)R(t) + g(t)
s∏
i=1
(t− cih), R(0) = R
′(0) = 0.
This equation can be written as
(4.10)
(
R(t)
R′(t)
)′
=
(
0 1
L(t) 0
)(
R(t)
R′(t)
)
+
(
0
g(t)
∏s
i=1(t− cih)
)
,
(
R(0)
R′(0)
)
= 0.
From the theory of ordinary differential equations, the solution to equation (4.10)
is
(4.11)
(
R(t)
R′(t)
)
=X(t)
∫ t
0
X−1(ξ)
(
0
g(ξ)
∏s
i=1(ξ − cih)
)
dξ, t ≥ 0,
where X(t) is the fundamental matrix solution to the homogeneous problem cor-
responding to equation (4.10), i.e., X(t) solves the problem
X ′(t) =
(
0 1
L(t) 0
)
X(t), X(0) =
(
1 0
0 1
)
.
Let
(4.12) X(t) =
(
a11(t) a12(t)
a21(t) a22(t)
)
, X−1(t) =
(
b11(t) b12(t)
b21(t) b22(t)
)
.
From (4.11) and (4.12) one gets
R′(t) =
∫ t
0
[a21(t)b12(ξ) + a22(t)b22(ξ)]g(ξ)
s∏
i=1
(ξ − cih) dξ.
Therefore,
(4.13) R′(th) = hs+1
∫ t
0
[a21(th)b12(ξh) + a22(th)b22(ξh)]g(ξh)
s∏
i=1
(ξ − ci) dξ.
Recall (4.7) and the collocation method (2.6), equation (4.13) implies that
(4.14) y′1 − y
′(h) = R′(h) = O(hs+1),
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From the Fundamental Theorem of Calculus and equation (4.13) one gets
R(ωh) = R(0) +
∫ ω
0
R′(th)h dt
(4.15)
= hs+2
∫ ω
0
∫ t
0
[a21(th)b12(ξh) + a22(th)b22(ξh)]g(ξh)
s∏
i=1
(ξ − ci) dξdt.
Letting ω = ci and ω = 1 in equation (4.15) one obtains the following relations
Yi − y(cih) = u(cih)− y(cih) = R(cih) = O(h
s+2), i = 1, ..., s,(4.16)
y1 − y(h) = u(h)− y(h) = R(h) = O(h
s+2).(4.17)
It follows from Definition 4.1 and equations (4.14), (4.17), and (4.16) that both
the accuracy order and stage order are equal to s. Theorem 4.4 is proved. 
Remark 4.5. It follows from equations (4.14), (4.17), and (4.16) that FRKN meth-
ods yield yn+1 and Yn with a local accuracy order of s + 2 and yield y
′
n+1 with a
local accuracy order of s+ 1. This raises the question whether the global accuracy
order can be improved to s + 1 instead of s if one can obtain y′n+1 with a local
accuracy order of s + 2. The answer is yes. Indeed, in our numerical experiments
we have been able to increase the global accuracy order to s+ 1 for any (ci)
s
i=1 by
computing y′n+1 at a local accuracy order of s + 2. This can be done by replacing
equation (2.2) by the equation
(4.18) y′n+1 = y
′
n + hd˜0f(tn, yn) + hd˜
T f(etn + ch,Yn),
where the coefficients d˜0 and d˜
T are computed so that the local accuracy order of
formula (4.18) is s + 2. We will see below that an alternative way to obtain this
outcome is to choose (ci)
s
i=1 to satisfy the orthogonality condition in Theorem 4.7
with q = 1.
Remark 4.6. Taking a Taylor expansion of f(t, u(t)) with respect to u(t) at y(t),
we obtain
L(t) =
n∑
k=1
1
k!
∂kf
∂yk
(
t, y(t)
)[
u(t)− y(t)
]k−1
+O
(
[u(t)− y(t)]n
)
.
This implies that L(t) is quite smooth if f(t, y) is sufficiently smooth. This leads
to the existence of a Taylor expansion of aij(t) and bij(t), the entries of X(t) and
X−1(t). If f(t, y) is sufficiently smooth, then so is the function g defined in (4.5).
Thus, one has the following Taylor expansions
βij(t) := bij(t)g(t) =β
(0)
ij + β
(1)
ij t+ · · ·+ β
(s)
ij t
s +O(ts+1), i, j = 1, 2.(4.19)
4.2. Superconvergence.
Theorem 4.7. An s-stage FRKN method is of order s + q if the collocation pa-
rameters (ci)
s
i=1 satisfy∫ 1
0
ξj
s∏
i=1
(ξ − ci)dξ = 0, j = 0, ..., q − 1.(4.20)
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Proof. Let us give an alternative proof for Ozawa’s result [7, Theorem 3] using our
collocation framework. From (4.13) and (4.19) one gets
R′(h) = hs+1a21(h)
∫ 1
0
b12(ξh)g(ξh)
s∏
i=1
(ξ − ci) dξ
+ hs+1a22(h)
∫ 1
0
b22(ξh)g(ξh)
s∏
i=1
(ξ − ci) dξ
= hs+1a21(h)
s−1∑
i=0
hiβ
(i)
12
∫ 1
0
ξi
s∏
i=1
(ξ − ci)dξ
+ hs+1a22(h)
s−1∑
i=0
hiβ
(i)
22
∫ 1
0
ξi
s∏
i=1
(ξ − ci)dξ +O(h
2s+1).
(4.21)
It follows from (4.20) and (4.21) that
(4.22) y′1 − y
′(h) = R′(h) = O(hs+q+1).
From (4.15) and Fubini’s Theorem we have
R(h) = hs+2
∫ 1
0
∫ t
0
[
a11(th)β12(ξh) + a12(th)β22(ξh)
] s∏
i=1
(ξ − ci)dξdt
= hs+2
∫ 1
0
∫ 1
ξ
[
a11(th)β12(ξh) + a12(th)β22(ξh)
] s∏
i=1
(ξ − ci) dtdξ
= hs+2
∫ 1
0
β12(ξh)
s∏
i=1
(ξ − ci)
∫ 1
ξ
a11(th) dt dξ
+ hs+2
∫ 1
0
β22(ξh)
s∏
i=1
(ξ − ci)
∫ 1
ξ
a12(th) dt dξ.
(4.23)
We have
h
∫ 1
ξ
a1i(th) dt = αi(h)− αi(ξh), αi(t) =
∫ t
0
a1i(ξ) dξ, i = 1, 2.
This and equation (4.23) imply
R(h) = hs+1
∫ 1
0
[α1(h)− α1(ξh)]β12(ξh)
s∏
i=1
(ξ − ci) dtdξ
+ hs+1
∫ 1
0
[α2(h)− α2(ξh)]β22(ξh)
s∏
i=1
(ξ − ci) dtdξ.
(4.24)
Let
(4.25) αi(t)βi2(t) = γ
(0)
i + γ
(1)
i t+ · · ·+ γ
(s)
i t
s +O(ts+1), i = 1, 2.
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Using equation (4.24) and the Taylor expansions in (4.19) and (4.25), one gets
R(h) = hs+1
s−1∑
i=0
hi[α1(h)β
(i)
12 − γ
(i)
1 ]
∫ 1
0
ξi
s∏
i=1
(ξ − ci)dξ(4.26)
+ hs+1
s−1∑
i=0
hi[α2(h)β
(i)
22 − γ
(i)
2 ]
∫ 1
0
ξi
s∏
i=1
(ξ − ci)dξ +O(h
2s+1).
This and relation (4.20) imply
(4.27) y1 − y(h) = R(h) = O(h
s+q+1),
which proves Theorem 4.7. 
In particular, all s-stage FRKN methods based on Gauss points attain the max-
imum order of accuracy of 2s given that Gauss points satisfy the orthogonality
condition (4.20) with q = s.
Remark 4.8. One can verify that the relation
(4.28) αi(h)β
(k)
i2 − γ
(k)
i = O(h), i = 1, 2,
holds for k = 0. Thus, from equation (4.26) we still have R(h) = O(hs+2) for any
set of collocation parameters (ci)
s
i=1. From (4.14) and (4.17) one may ask whether
the local order of accuracy of yn+1 is still one unit higher than the local order of
accuracy of y′n+1 under the orthogonality condition (4.20). The answer is negative
because equation (4.28) does not hold for k ≥ 1, in general.
Equation (4.27) can also be obtained in a much shorter way as it is done for
(4.22) by using the following equation
R(t) =
∫ t
0
[a11(t)b12(ξ) + a12(t)b22(ξ)]g(ξ)
s∏
i=1
(ξ − cih) dξ,
which follows from (4.11) and (4.12). However, we chose the current approach in
order to show that the local accuracy of yn+1 cannot exceed the one of y
′
n+1 under
the orthogonality condition (4.20).
5. Linear stability
In [7], Ozawa only studied the order of accuracy of FRKN methods. Here we
present new results related to their stability that have not been reported so far in
the literature. We apply an s-stage FRKN method to the test problem
(5.1) y′′ = λy, y′(0) = y′0, y(0) = y0,
to get
(5.2)
(
yn+1
hy′n+1
)
= M(z, h)
(
yn
hy′n
)
, z := λh2, n = 0, 1, . . . ,
where the matrix M(z, h) is called the stability matrix of the corresponding FRKN
method.
Let us recall the following definitions (van der Houwen, Sommeijer and Cong [9]).
Definition 5.1. For a given h, the collection of points on the negative real z-axis
is called
• the stability region if in this region Rh(z) = ρ(M(z, h)) < 1,
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• the periodicity region if in this region Rh(z) = 1 and [traceM(z, h)]
2 −
4 detM(z, h) < 0.
Theorem 5.2. For a separable s-stage FRKN method characterized by the set of
basis functions u(t) = (1, t, u1(t), . . . , us(t))
T = eStu0, the stability matrix is
M(z, h) =
(
1 + zbT (h)[I − zA(h)]−1e 1 + zbT (h)[I − zA(h)]−1c
zdT (h)[I − zA(h)]−1e 1 + zdT (h)[I − zA]−1c
)
=
(
eT1W
−1eShu0 h−1eT2W
−1eShu0
heT1W
−1SeShu0 eT2W
−1SeShu0
)
,
(5.3)
where e1 and e2 denote the first and second columns of the identity matrix of
dimension s+ 2, and
W =
[
u0 Su0 [(hS)
2 − zI]eSc1hu0 · · · [(hS)
2 − zI]eScshu0
]
(5.4)
Proof. Applying an s-stage FRKN method to the test equation (5.1) one gets the
first equality in (5.3) (see, e.g., [9]), and this gives the stability matrix in terms
of the coefficients of the FRKN method. To derive the second formula that gives
the stability matrix in terms of the matrix S that characterizes the basis functions,
let u(t) be the collocation solution to (5.1). Since it is a linear combination of the
component functions of u(t), there exists µ ∈ Rs+2 such that
(5.5) u(t) = µTu(t) = µT eStu0.
This implies
(5.6) P (t) := u′′ − λu = µT (S2 − λI)eStu0.
Now P (t) satisfies the collocation conditions P (cih) = 0, i = 1, ..., s. These iden-
tities together with equation (5.6) and the initial conditions u(0) = y0, u
′(0) = y′0
imply
µTu0 = y0, µ
TSu0 = y
′
0,(5.7)
h2P (cih) = µ
T [(hS)2 − zI]eShciu0 = 0, i = 1, . . . , s, z := h
2λ.(5.8)
Equations (5.7) and (5.8) can be written together in matrix form as
µTW =
(
y0 y
′
0 0 · · · 0
)
,
where W is defined as indicated in (5.4). Consequently, we get
µT =
(
y0 y
′
0 0 · · · 0
)
W−1 = y0eT1W
−1 + y′0e
T
2W
−1.
This and equation (5.5) imply
u(t) = y0e
T
1W
−1eStu0 + y′0e
T
2W
−1eStu0.
Thus,
u′(t) = y0eT1W
−1SeStu0 + y′0e
T
2W
−1SeStu0.
Therefore,(
y1
hy′1
)
=
(
u(h)
hu′(h)
)
=
(
eT1W
−1eShu0 h−1eT2W
−1eShu0
heT1W
−1SeShu0 eT2W
−1SeShu0
)(
y0
hy′0
)
,
which implies the second inequality in (5.3). 
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6. An example
Consider the usual two-body gravitational problem with eccentricity 0 ≤ e < 1,
y′′1 = −
y1
(y1 + y2)
3
2
, y1(0) = 1− e, y
′
1(0) = 0,
y′′2 = −
y2
(y1 + y2)
3
2
, y2(0) = 0, y
′
2(0) =
√
1 + e
1− e
.
(6.1)
The solution to this problem is known to be
(6.2) y1(t) = cos(u)− e, y2(t) =
√
1− e2 sin(u),
where u is the solution of Keppler’s equation u = t + e sin(u). We will use [0, 20]
as the integration domain of equation (6.1) in the numerical experiments.
6.1. Derivation of a 2-stage FRKN method. We develop a 2-stage FRKN
method to solve equation (6.1) using the basis of functions {cos(ωt), sin(ωt)} and
Gauss points (c1, c2) =
(
1
2 −
√
3
6 ,
1
2 +
√
3
6
)
. The obtained method is denoted by
FRKN2G and the corresponding classical collocation 2-stage method is denoted
by RKN2G. The suffix G is an indicator that both methods use Gauss points.
From (2.4) at t = 0, the coefficients satisfy the system
sin(cν) = cν − ν2A(ν) sin(cν), ν = hω,
cos(cν) = e− ν2A(ν) cos(cν),
sin ν = ν − ν2bT (ν) sin(cν),
cos ν = 1− ν2bT (ν) cos(cν),
sin ν = νdT (ν) cos(cν),
cos ν = 1− νdT (ν) sin(cν).
These equations can be written as follows(
cν − sin(cν) e− cos(cν)
)
= ν2A(ν)
(
sin(cν) cos(cν)
)
,(6.4a) (
ν − sin ν 1− cos ν
)
= ν2bT (ν)
(
sin(cν) cos(cν)
)
,(6.4b) (
1− cos ν sin ν
)
= νdT (ν)
(
sin(cν) cos(cν)
)
.(6.4c)
Solving these equations, one obtains the coefficients A(ν), bT (ν),dT (ν) that are
presented in the following Butcher tableau
c1
c1ν cos(c2ν)− sin(c2ν)− sin((c1 − c2)ν)
ν2 sin((c1 − c2)ν)
sin(c1ν)− c1ν cos(c1ν)
ν2 sin((c1 − c2)ν)
c1
c2ν cos(c2ν)− sin(c2ν)
ν2 sin((c1 − c2)ν)
sin(c1ν)− c2ν cos(c1ν) + sin((c2 − c1)ν)
ν2 sin((c1 − c2)ν)
ν cos(c2ν)− sin(c2ν)− sin((1− c2)ν)
ν2 sin((1 − c2)ν)
sin(c1ν)− ν cos(c1ν) + sin((1 − c1)ν)
ν2 sin((c1 − 1)ν)
cos(c2ν) − cos((1− c2)ν)
ν sin((c1 − c2)ν)
cos((1− c1)ν) − cos(c1ν)
ν sin((c1 − c2)ν)
We computed the coefficients more reliably by numerically solving the linear
systems in equation (6.4) using Gaussian elimination with pivoting than using the
closed-form representation in the tableau above (other authors have successfully
used Taylor expansions as well). The trigonometric basis provides a reference of
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interest for our study. It was used in Ozawa [7], and it is often seen in the literature
as recently as in D’Ambrosio, Ferro, and Paternoster [2] who used it to construct
a slightly different two-step method. Since the coefficients in the Butcher tableau
above are functions of ν = ωh, the stability matrix M(z, h) in equation (5.3) also
depends on ν. Using equation (5.3) we compute the spectral radius of the matrix
M(z, h) which we denote by ρ(z), z = λh2, for various values of ν = ωh.
Figure 1 plots the spectral radius of the stability matrixM(z, h) of the FRKN2G
method for various values of ν = ωh.
−15
−10
−5
0 0
1
2
3
4
50
1
2
3
ν = ω h
z = λ h2
ρ(z
)
Figure 1. Spectral radius ρ(z) of the stability matrix Mν(z) of the
FRKN2G method.
Figure 2 plots the stability region of the FRKN2G method in the z and ν = ωh
plane. From Figure 2 we can see that the stability region of FRKN2G increases as
ν = ωh increases from 0 to pi, and contains the interval [−9, 0] for all ν ∈ [0, pi]. The
stability region decreases as ν increases from pi to 5.4. When ν is in the interval
[5.5, 2pi], FRKN2G is unstable for any small z, or equivalently, for any small stepsize
h. This suggests not to use FRKN2G with ν ∈ [5.5, 2pi]. Moreover, when using
FRKN2G one should restrict ν to be in the interval [0, pi] to have large stability
regions. It is known that the coefficients of FRKN methods converge to those of
the corresponding classical RKN methods. Thus, the limit of the stability region
of FRKN2G as ν tends to zero is the same as the stability region of RKN2G. From
Figure 2 one can see that the stability region of FRKN2G is slightly larger than
that of RKN2G when ν ∈ [0, pi].
6.2. Numerical experiments. In this section we implement the 2-stage FRKN2G
method derived in section 6.1, and then compare it with the RKN2G method.
In the first experiment we solve equation (6.1) by FRKN2G and RKN2G for
e = 0.5. Table 1 shows the numerical results obtained by the two methods. It is
clear from equation (6.2) that if e is large, then the solution of equation (6.1) is not
well approximated by a linear combination of cos t and sin t. Thus, for large values
16 N. S. HOANG AND R. B. SIDJE
−12 −10 −8 −6 −4 −2 0
0
1
2
3
4
5
6
Stability region of FRKN2G
hω
h2λ
Figure 2. Plots of stability region (shaded) of the FRKN2G
method for various value of ν = ωh.
of e, we do not expect FRKN2G to be better than RKN2G. From Table 1 one can
see that RKN2G is slightly better than FRKN2G. However, the difference between
the two methods is insignificant.
Table 1. Errors △yi = log10 max
t0≤tn≤tN
|yi(tn)− yi,comput(tn)| over
N integration steps for the two components i = 1, 2 when e = 0.5.
FRKN2G RKN2G
h △y1 △y2 △y1 △y2
1/2 -0.1555 -0.0703 -0.0643 -0.0009
1/22 -1.4358 -1.2576 -1.4889 -1.3038
1/23 -3.0069 -2.7745 -3.1459 -2.8956
1/24 -4.1495 -3.9321 -4.2650 -4.0354
1/25 -5.3323 -5.1172 -5.4399 -5.2148
1/26 -6.5308 -6.3167 -6.6365 -6.4128
1/27 -7.7340 -7.5201 -7.8388 -7.6154
1/28 -8.9457 -8.7315 -9.0424 -8.8192
Table 2 presents the numerical result when e = 0.01. It follows from Table 2 that
FRKN2G is much better than the classical RKN2G method. This follows from the
fact that when e is small the solution to equation (6.1) can be well approximated by
a linear combination of sin t and cos t. Indeed, in this experiment, RKN2G requires
a stepsize half of the one used by FRKN2G to yield results of the same accuracy.
Consequently, in this experiment, RKN2G takes twice as long as FRKN2G for the
same accuracy.
We performed further experiments not reported here with smaller values of e
and observed that the smaller e is, the better FRKN2G compared to RKN2G.
We also carried out experiments with a different 2-stage FRKN method con-
structed with coefficients found from equation (6.4) using (c1, c2) = (0.2, 1). This
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Table 2. Errors △yi = log10 max
t0≤tn≤tN
|yi(tn)− yi,comput(tn)| over
N integration steps for the two components i = 1, 2 when e = 0.01.
FRKN2G RKN2G
h △y1 △y2 △y1 △y2
1/2 -4.0500 -3.7300 -2.3942 -2.4200
1/22 -5.1726 -4.8342 -3.5973 -3.5971
1/23 -6.3231 -6.0228 -4.8289 -4.8213
1/24 -7.5164 -7.2231 -6.0429 -6.0354
1/25 -8.7176 -8.4263 -7.2502 -7.2426
1/26 -9.9273 -9.6343 -8.4551 -8.4475
1/27 -11.5489 -11.1156 -9.6596 -9.6519
method is denoted by FRKN2 without the suffix G that was used earlier to indicate
Gauss points. The corresponding 2-stage classical RKN method using (c1, c2) =
(0.2, 1) is also simply denoted by RKN2. To improve the accuracy for computing
y′n+1 we derived a further method using the formula
(6.5) y′n+1 = y
′
n + hd˜0(ν)f(tn, yn) + hd˜
T (ν)f(etn + ch,Yn),
where the coefficients d˜0(ν) and d˜
T (ν) are computed so that the formula (6.5) has
a local accuracy order of s + 2 = 4. The resulting method with y′n+1 computed
by (6.5) is denoted by FRKN2x. Concomitantly, we use RKN2x to denote the
corresponding classical method with y′n+1 computed by a similar equation to (6.5).
Table 3 presents the numerical results for FRKN2, FRKN2x, RKN2, and RKN2x,
for the two-body problem with e = 0.5. It follows from the table that the accuracy
orders for FRKN2 and RKN2 are both p = 2 while the accuracy orders for FRKN2x
and RKN2x are both p = 3. This confirms our observation earlier that it is because
of the accuracy order of y′n+1 that the accuracy of the method cannot exceed s for
arbitrary c = (ci)
s
i=1. From this table one can see that the FRKN2 and FRKN2x
methods are comparable to the corresponding classical RKN2 and RKN2x methods.
Table 3. Errors △yi = log10 max
t0≤tn≤tN
|yi(tn)− yi,comput(tn)| over
N integration steps for the two components i = 1, 2 when e = 0.5.
FRKN2 FRKN2x RKN2 RKN2x
h △y1 △y2 △y1 △y2 △y1 △y2 △y1 △y2
1/24 -0.6175 -0.4361 -1.3312 -1.1528 -0.5945 -0.4147 -1.3046 -1.1290
1/25 -1.2154 -1.0278 -2.2383 -2.0605 -1.1917 -1.0048 -2.2152 -2.0402
1/26 -1.8149 -1.6267 -3.1432 -2.9656 -1.7909 -1.6034 -3.1217 -2.9470
1/27 -2.4154 -2.2272 -4.0471 -3.8696 -2.3912 -2.2037 -4.0265 -3.8519
1/28 -3.0166 -2.8284 -4.9506 -4.7732 -2.9924 -2.8049 -4.9305 -4.7559
1/29 -3.6182 -3.4300 -5.8540 -5.6765 -3.5939 -3.4064 -5.8340 -5.6595
1/210 -4.2201 -4.0318 -6.7573 -6.5799 -4.1957 -4.0083 -6.7373 -6.5628
1/211 -4.8220 -4.6338 -7.6647 -7.4872 -4.7977 -4.6102 -7.6405 -7.4660
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Table 4 presents the numerical results for the four methods FRKN2, FRKN2x,
RKN2, and RKN2x when e = 0.01. Again, it follows from Table 4 that FRKN2x
and RKN2x have an accuracy order p = 3 while the FRKN2 and RKN2 have an
accuracy order p = 2. One can see from Table 4 that the FRKN2 and FRKN2x
methods are much better than the RKN2 and RKN2x methods because, as we have
discussed earlier, when e is small, the exact solution to the two-body problem can
be well approximated by the basis {cos(t), sin(t)} used to construct FRKN2 and
FRKN2x.
Table 4. Errors △yi = log10 max
t0≤tn≤tN
|yi(tn)− yi,comput(tn)| over
N integration steps for the two components i = 1, 2 when e = 0.01.
FRKN2 FRKN2x RKN2 RKN2x
h △y1 △y2 △y1 △y2 △y1 △y2 △y1 △y2
1/23 -2.7401 -2.6147 -3.8219 -3.9469 -1.7383 -1.7175 -1.7393 -1.7567
1/24 -3.3446 -3.2180 -4.7298 -4.8702 -2.3078 -2.2835 -2.6401 -2.6591
1/25 -3.9454 -3.8201 -5.6354 -5.7843 -2.8940 -2.8680 -3.5427 -3.5620
1/26 -4.5469 -4.4222 -6.5398 -6.6932 -3.4884 -3.4614 -4.4457 -4.4649
1/27 -5.1486 -5.0242 -7.4437 -7.5993 -4.0866 -4.0592 -5.3487 -5.3679
1/28 -5.7505 -5.6263 -8.3477 -8.5049 -4.6868 -4.6592 -6.2517 -6.2710
1/29 -6.3525 -6.2283 -9.2636 -9.4296 -5.2879 -5.2602 -7.1548 -7.1741
1/210 -6.9547 -6.8305 -10.4191 -10.8514 -5.8895 -5.8617 -8.0579 -8.0772
7. Conclusion.
We studied functionally fitted Runge-Kutta-Nystro¨m methods using the colloca-
tion framework that we previously introduced for functionally fitted Runge-Kutta
methods. This study, therefore, fills a gap in the literature by unifying the frame-
work for both families of methods. We recovered earlier results of Ozawa [7] regard-
ing the order of accuracy and the superconvergence, and established new stability
results. Numerical experiments showed that FRKN methods tuned for a particular
problem could indeed perform better than general purpose methods.
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