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Hilbert’s metric on a cone K is a measure of distance between the rays of K. 
Hilbert’s metric has many applications, but they all depend on the equivalence 
between closeness of two rays in the Hilbert metric and closeness of the two unit 
vectors along these rays (in the usual sense). A necessary and sufficient condition 
on K for this equivalence to hold is given. 
1. INTROOUCTI~N 
The Perron-Frobenius theorem is a central tool in the study of linear 
models of equilibrium as well as in growth theory (see, e.g., [3, 51). The 
geometric formulation of this theorem is that if A is a positive m x m matrix, 
then there exists a positive m-vector x,, such that 
A”x converges in direction to x,,, for all x > 0, (1.1) 
where convergence in direction means convergence of the vectors normalized 
to length 1. A variation on the Perron-Frobenius theorem, sometimes called 
the weak ergodic theorem for populations, says that if A,, A,,... is a 
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sequence of positive m x m matrices, all of whose entries lie between two 
positive numbers, then 
For all x, y > 0, y become close in direction 
asn-tco, (1.2) 
where “close in direction” means that the normalized vectors are close. 
Perhaps the most natural way to understand the Perron-Frobenius 
theorem, as well as many of its generalizations, is to observe (see [ 1,2]) that 
if A is a positive linear transformation, then A is a contraction with respect 
to a certain projective metric d known as Hilbert’s metric (a projective 
metric is a metric on directions, i.e., d(Jx,py) = d(x, y) for A, ,U > 0). 
Application of the Banach contraction mapping theorem then guarantees that 
there exists an x0 such that 
d(A “x, XJ -+ 0 for all x > 0. (1.1’) 
Furthermore, a simple calculation shows that, for a sequence of matrices 
A,,A,,... with entries lying between two positive numbers, 
d ( (fiAi)x> (fiAi)Y)<k”d(x,Y)+o (1.2’) 
where k < 1 (see [4] for the details). It is then easy to verify that (1.1’) and 
(1.2’) indeed imply (1.1) and (1.2). 
The problem we deal with here is this: There are far-reaching 
generalizations of the Perron-Frobenius theorem, in which Rm is replaced by 
a normed vector space X, Ry is replaced by a “nonnegative cone” K c X, 
and the nonnegative matrix A is replaced by a linear transformation A 
mapping K into itself. It turns out that, again, it is possible to define a 
Hilbert metric, d,, on K such that every “positive” linear transformation is a 
contraction with respect to d, (see [4]). Can we again deduce (1.1’) and 
(1.2’), and hence (1.1) and (1.2)? 
For the above deduction to be valid, the metric space (K, d,J has to be 
complete, and closeness of x and y in d, must imply closeness of x/l]x]] and 
y/l] y ]I in norm. In this paper we show that a necessary and sufficient 
condition for these properties of d, is that the cone K be normal, i.e., that 
inf(]]x+y]]: x, yE K, ]]x]] = ]]y(] = 1} > 0. Note that normality is the 
infinite-dimensional generalization of pointedness, i.e., K n -K = (0). It is 
satisfied, for instance, when K is the nonnegative cone of a Banach lattice. 
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2. DEFINITIONS AND STATEMENT OF THE RESULT 
Let K be a closed, pointed (convex) cone in a normed vector space X. 
Given two nonzero vectors x and y in K, the Hilbert distance between x and 
y is defined by 
d(x, y) = d,(x, y) = &@f(x, Y)/m(x, y)), (2.1) 
where 
M(x, y) = inf{J > 0: Ay - x E K), 
m(x, y) = sup{1 > 0: x - ny E K}. 
Obviously, 
d(x, y) = d(x’> Y’), (2.2) 
where x’ denotes x/~jxll. It is easy to verify (see, e.g., [4]) that d is a metric 
on K’ = (x E K: (Jx(/ = l}. 
THEOREM 2.3. Let K be a closed pointed cone in a normed vector space 
X and let d = dK be Hilbert’s metric on K. The statement “d(x,, , y,) -+ 0 
implies /lx; - y; II + 0” is true if and only if K is normal. Furthermore, if K is 
normal and ifX is a Banach space, then the metric space (K’, d) is complete. 
3. PROOFS 
Let K be a cone in a real vector space X. Denote x 2 y for x - y E K and 
x>y for x-yEK\{O}. 
LEMMA 3.1. Let K be a normal cone. Then there exists a real number 6 
such that 0 5 x 2 y + IJxIJ < 6 )I yJJ. 
ProojI Assume, w.l.o.g., /[XII = 1 and x # y. We have )I y II= 
IIX + (Y - XII = lb + a? IL where z=(y-x)‘>O and a=)/~-xl/. It 
follows that 
and 
llYll~lIlxll-~llZIII=Il-~l~ (3.2) 
II~II~Il~~+~~+~~-~l)~ll~l~-I~-~II~ (3.3) 
where /3= inf{l(x +yJI: x, y E K’} > 0. From (3.2) and (3.3), 11 yjl >/3/2 = 
(,8/a) IIxII, so we may choose 6 = 2/p. Q.E.D. 
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LEMMA 3.4. Let K be a normal cone and let d be Hilbert’s metric on K. 
Then there exists a real number y such that \Jx, y > 0, (1 x’ - y’ II< yd(x, y). 
Proof. Since d(x, y) = d(x’, y’), it suffices to consider the case ljxlj = 
(I yll = 1. Since sup{(llx -yll/d(x, y)): llxll = (I YII = 1, d(x, Y) > 1) < 2, we 
may further restrict attention to the case 0 < d(x, y) < 1. 
Let m and M be positive numbers such that 
mysx5My. (3.5) 
Then 0 2(x/m) -y 2 ((M/m) - l)y and it follows from Lemma 3.1 that 
Il~-~lI=II~-~~/~~+~~l~~-yll~II~-~~l~~l+ll~~/~~-yIII 
< 2 Il(xlm> -Y II < 2WWm) - 1). 
Taking the infimum of the right-hand side over all m and M satisfying (3.5) 
and recalling definition (2.1) of d(x, y), we obtain IIx - yl( < 
2b(exp(d(x, y)) - 1). It follows that 
su~{llx-yll/d(x,y): llxll =IIYII = LO <d(x,y) < l} 
<26 sup (e”- l)/d=26(e- l)< co. 
O<d< 1 
Q.E.D. 
LEMMA 3.6. Let x and y be two vectors in a normed space such that 
IIxII=llyll= 1 and IIx+yll=e>O. Then I~[(x+Y)‘+Y]‘-(x+y)‘IIZ 
(1 - &)/2. 
Proof. Let y = Il(x + y)’ + y 11. Obviously, 0 < y Q 2. 
Let z = (l/y) ((x + y)/s + y) - (x + y)/s. We have to show that 
llz (I > (1 - ~)/2. Clearly, z = ((l/Y&> - (l/&))X + ((l/F) - (l/E) + WY))Y, 
hence llzll > Il(l/~e) - (l/e)1 - U/F) - (l/c) + (l/~)lI. 
Case (9. ((l/Ye) - (l/E)) and ((l/ye) - (l/e) + (l/y)) have the same 
sign. In this case, )I z II > l/y > 4 > (1 - s)/2. 
Case (ii). ((l/y&) - (l/s)) and ((l/ye) - (l/c) + (l/y)) have opposite 
signs. In this case, 
l--E l--E 
-a----. 
YY Y 2 
Q.E.D. 
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Proof of Theorem 2.3. By Lemma 3.4, if K is normal then d(x,, y,) + 0 
implies I/.X,: - vl, 1) -+ 0. 
If K is not normal, there exist sequences x,, y, in K such that j/x,, // = 
IIu,,ll= 1 and IIx~+Y~II=~~--+O. 
Clearly, 0 < yn < x, + y, and therefore (x,, f Y,)/E, < (x, + I?~)/&, -i- .vn < 
(1 -l- EJ (x,, + JJJE,,, which means that 
4(x, t y,)’ t Yn, (x, t v,>‘> G WI t d + 0. (3.7) 
On the other hand, by Lemma 3.6, we have 
lll(x,+V”)‘t~,l’-(x,t~,)‘II~(~--E,)/2~~ (3.8) 
for sufficiently large n. Setting g, = (x, +JJ,,)’ + y, and h, = (x, + y,)‘, we 
can rewrite (3.7) and (3.8) as d(g,, h,) --) 0 and 11 g; - hiI) 2 $. 
It remains to show that if K is normal and if X is a Banach space, then 
(K’, d) is complete. Let X, E K’ be a Cauchy sequence in d. By Lemma 3.4, 
X, is also a Cauchy sequence in norm. Since X is a Banach space and K’ is 
closed, there exists an x0 E K’ such that x, -+ x,. 
Since x, is a Cauchy sequence in d, for any E > 0 there exists an N = N(E) 
such that for all n, k > N, 
m n,kXk 2 x,, 6 M,,.kXk, with M,,Jmn,k ,< 1 + E. (3.9) 
Rearranging we obtain 0 =< (x,/m,,+) - -vk 5 ((M,,Jm,,,) - 1)~~. and it 
follows from Lemma 3.1 that I( l/m,,,) - 11 < Il(x,/m,,k) - xk /I< 8~; hence 
(if E is small so that 1 - BE > 0), l/(1 t 6&) < m,,,, ,< l/(1 - k). 
Applying this to (3.9), we obtain (I/( 1 t &))x, < x, < (( 1 + E)/( 1 - &))x, . 
Letting n-+ co and using the fact that K is closed (i.e., inequalities hold in 
the limit), we have (l/(1 + &))xk <x0 < (( 1 -t E)/( 1 - 6s))~~. Since this 
holds for all k > N(E), it implies that d(xk, x,) -+ 0. Q.E.D. 
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