ABSTRACT Today's energy resources are closer to consumers due to sustainable energy and advanced technology. To that end, ensuring a precise prediction of energy consumption at the buildings' level is vital and significant to manage the consumed energy efficiently using a robust predictive model. Growing concern about reducing the energy consumption of buildings makes it necessary to predict the future energy consumption precisely using an optimizable predictive model. Most of the previously proposed methods for energy consumption prediction are conventional prediction methods that are normally designed based on the developer's knowledge about the hyper-parameters. However, the time lag inputs and the network's hyper-parameters of learning methods need to be adjusted to have a more accurate prediction. This paper proposes a novel hybrid prediction approach based on the evolutionary deep learning (DL) method that is combining genetic algorithm with long short-term memory and optimizing its objective function with time window lags and the network's hidden neurons. The performance of the presented optimization predictive model is investigated using public building datasets of residential and commercial buildings for very short-term prediction, and the results indicate that the evolutionary DL models have better performance than conventional and regular prediction models.
I. INTRODUCTION
The microgrid is a recent power scenario that proposes closer power generation to consumers using renewable resources e.g., rooftop PV panels at buildings and local energy storages. By utilizing the renewable energy at the consumer level such as buildings, the consumption will be cheaper and cleaner; however, there will be some energy consumed in buildings from the local grid which needs to be adjusted and predicted efficiently to reduce the consumption cost and environmental impacts. Nowadays, energy consumption in buildings accounts for a large proportion of the primary energy worldwide and plays a vital role in carbon emission. Therefore, precision prediction of energy consumption at building level has become a crucial topic and it is necessary to develop a reliable optimization predictive model, to reduce energy costs and improve environmental buildings.
Generally, it is challenging to predict a building's energy consumption precisely due to the many influential factors correlated with energy usages, such as weather conditions, geographical location, building structure, occupancy, etc. The energy consumption prediction problems have been investigated widely during the last two decades, where many researchers have contributed to this topic in some way. There are two major techniques of energy consumption prediction that have been applied on buildings, such as physical methods in [1] - [3] and statistical methods e.g., Auto-Regressive Integrated Moving Average (ARIMA) in [4] - [6] . The artificial intelligence and machine learning (ML) have been conducted to solve the problem of energy prediction in buildings such as Artificial Neural Network (ANN) in [1] and [7] - [11] , Support Vector Machine (SVM) in [12] - [15] , Decision Tree in [16] - [18] and k-nearest neighbor in (kNN) [19] and [20] . The ANN and its developments were the most applied method for energy consumption prediction in buildings with different techniques, such as input variable selection, network hyper-parameters tuning and training algorithm improvement. The ANN approach based on input variable selection, as in [21] and [22] , utilized to analyze and select all potential relevant input variables.
Recently, deep learning (DL) approaches, which are advanced ML method by adding multi-hidden layers to the standard ML neural network, have received a wide attention across a range of disciplines, e.g., image recognition [23] , natural language processing [24] , and time series prediction [25] . The DL methods enhanced the prediction and the classification accuracies in various problems such as stock market forecasting [26] , [27] , solar irradiance forecasting [28] , [29] wind speed prediction [30] , [31] . Moreover, the DL approaches have been utilized for energy consumption prediction using Convolutional Neural Network (CNN), Recurrent Neural Network (RNN) and Long Short-Term Memory (LSTM). In [32] , the CNN method is utilized for hourly energy load prediction in the smart grid using bagging forecasting models. Authors compared their proposed model to several conventional methods. The results showed the effectiveness of the CNN in comparison with conventional prediction models. In addition, the CNN method is applied to an individual residential building in [33] . The results showed that the CNN outperformed the other compared methods in the paper. Another method applied to energy consumption prediction in a household is the RNN in [34] . Authors proposed pooling-based deep RNN to batches a group of load's profiles into a pool of inputs. The results showed that their proposed method outperformed the compared methods including ARIMA and Support Vector Regression. In [35] , an overview study for different types of the RNN including LSTM applied for time series prediction. Authors compared the various architectures of the RNN and their performances in short-term prediction. Gan et al. [36] applied the LSTM for short-term prediction in a residential load. The results showed that the LSTM outperformed traditional methods. Another technique for LSTM used for a residential load prediction is the LSTM-based sequence to sequence in [37] . Authors claimed that the results of the LSTM and LSTM-based sequence to sequence are comparable results with other DL methods used for energy consumption prediction in the literature. An extensive review of the DL methods applied to solve energy prediction problem can be found in [38] .
In the last decade, many intelligent evolutionary computations based on optimization methods have been applied to the problem of energy consumption in buildings, e.g., Genetic Algorithm (GA), Particle Swarm Optimization (PSO) and Evolution Strategies (ES). These methods are types of metaheuristic optimization techniques that are nature inspired in mathematical optimization processes. In terms of forecasting chaotic time series, the PSO method improved the results of the ANN predictive model in [39] - [41] . For the problem of energy consumption prediction, PSO-ANN, and GA-ANN hybrid prediction methods applied with principal component analysis to select relevant input energy variables in [40] . The hybrid approaches resulted in better performance than regular ANN, where they had the same accuracy level. In addition, the GA was employed to improve Adaptive Network-based Fuzzy Inference Systems using two building datasets of Great building Energy Predictor Shootout and a library building in [42] . The optimization population-based research found the better performance of hybrid predictive models than regular ones. For the problem of time series, the ES was used to improve the ANN training models and converges faster to optimal solution [43] .
Commonly, many hyper-parameters of the DL network, such as the number of hidden layers, the number of hidden neurons, activation function, etc., are influential factors in the energy prediction model. If the selected hyper-parameters of the predictive DL model are unsuccessful, the model performs poorly and will lead to local optimum results. In addition, the predictive window size or time lags of the input variables play another big role in terms of finding optimum prediction value. Selecting the right hyper-parameters and the fine window size is an optimization process that improves the accuracy of the prediction model. In [44] , a literature review shows that the evolutionary computation concepts are used to improve ML algorithm prediction, such as ANN and Fuzzy logic. Thus, there is a need to be employed to the DL algorithms, such as for the LSTM since it has proven better prediction performance in the literature.
The modeling technique presented in this paper is based on evolutionary DL method which utilizes the GA optimization method to improve the accuracy prediction levels of the LSTM method for the energy consumption in buildings. The proposed approach is compared with the results of conventional predictive models in the literature, e.g, ARIMA, Decision Tree, kNN, multilayer perceptron (MLP), which is a type of ANN with a potential of the deep neural network, and LSTM with different deep architectures. The optimization investigation is modeled by searching for the fine window size and the right number of hidden neurons. The GA-LSTM model is trained and tested with two different building datasets for residential and commercial buildings for very short-term prediction.
The motivation of this work is to develop an optimization predictive DL model using GA, and the research objective is to find a global or near-global optimum prediction error in the problem of building's energy consumption prediction by searching in a population base of the LSTM hyper-parameters and window size. This work contributed to the solution of precision energy prediction at the building level by using the GA-LSTM model to optimize the objective function.
The contents of the paper are organized as follows: problem formulation is firstly presented in Section II. In Section III, we elaborate the method of LSTM network and GA optimization method. Then, we reformulate the optimization problem in the case study to find the optimal predictive GA-LSTM model in Section IV. The prediction results are evaluated and compared with regular DL predictive models and conventional models in Section V. Finally, some conclusions and future work are presented in Section VI.
II. PROBLEM FORMULATION
The energy consumption in a building is a time series problem that has a sequence of observations at time-space as x i = {x 1 , x 2 , . . .} where each observation in x i ∈ R corresponding to a particular time step i. The predicted time series is defined VOLUME 7, 2019 as y i ∈ R, which is the energy consumption prediction. The DL model is trained and tested as a supervised learning problem for future time step predictions, where a predictor function h predicts a next step energy consumption value yield as y i+1 . In general, the utilized sliding window method for multiple steps prediction (τ ) is defined as:
where w is the window size. If the window size w = 1, the prediction function will be y i+1 = h(x i ).
The optimization technique used with objective function or the loss function is expressed as:
where m represents the total number of data points in the time series, x i+τ and y i+τ are the real and the predicted energy consumption of future steps, respectively, and x i−w+τ and x i−w+τ are constraints of window size. The objective of the optimizer is to minimize the energy consumption prediction error with a sliding window and a number of hidden neurons in the DL network architecture. The solutions space is defined as R for the minimization fitness function. The task of the optimization problem is to find a solution x * ∈ R such that:
where h * is a global optimum fitness and x * is the minimum location in the solutions space.
III. METHODS

A. LONG SHORT-TERM MEMORY
An extension of MLP with feedback connections is defined as a recurrent neural network (RNN) [45] . The RNN network is a sequential data neural network processor because it has internal memory to update the state of each neuron in the network with previous inputs as in Fig. 1 . The RNN is usually trained with the back-propagation algorithm, but it fails with vanishing gradient descent for long-term of training. The LSTM, which is one type of RNN, is designed to provide a longer-term memory where internal self-loops are used for storing information to overcome the vanishing of the gradient descent in the RNN [45] . There are five crucial elements in the computational graph of the LSTM: 1) input gate, 2) forget gate, 3) output gate, 4) cell and 5) state output, as shown in the Fig. 2 . The gate operations, such as reading, writing, and erasing, are performed to change cell memory states. The following equations show the mathematical representation of the LSTM model:
where σ denotes the sigmoid activation function, x i is the input vector, i t is the input of the input gate where the subscript means input, f t is the input of the forget gate where the subscript means forget, o t is the input of the output gate where the subscript means output, U is the update signal, C t is the state value at the time t of computation and h t is the output of the LSTM cell. W (.) and b (.) are the weight matrices and bias vectors, respectively. The weights correspond to the current state values of a particular variable are denoted as W (.),n and previous state signal as W (.),m . The memory state can be modified by the decision of the input gate using a sigmoid function with an on/off state. If the value of the input gate is minimal and close to zero, there will be no change in the state cell memory C t .
B. GENETIC ALGORITHM
The GA is a common nonlinear optimization algorithm which solves constrained and unconstrained optimization problems and provides an optimal or near-optimal solution through searching in a complex space. It is, found by Holland in 1975, an adaptive global optimization search based on natural selection of Darwinian analogy and genetic biology [46] and utilizes crossover and mutation probabilities to guide the search of an optimum solution (individual) in the fitness function. The GA is based on a population search where a set of candidate solutions (individuals) of the fitness function are obtained after a series of iterative computations. One of the advantages of the GA is less sensitive to initialization due to the nature of mutation and crossover probabilities, however, it is not the best method for online implementation due to its slow convergence in a complex space [46] . The individuals are composed of chromosomes, which are candidate solutions, based on the Darwinian principle of survival of the fitness value. The fitness function determines the living ability and living quality of each individual as depending on the evolutionary process of the GA.
There are three major operators of the evolutionary process in the GA, which are the crossover operator, the mutation operator, and the selection operator. These operators directly affect the fitness value searching process, and find the most optimum solution. Another strategy in the GA that pledges the convergence of the fitness value to the optimum is elitism selection which means copying the best individual in the generation to next generation [46] . Nevertheless, the chromosome length and crossover method, such as one-point crossover, two-point crossover, etc., are important techniques to find the optimum value in the efficient process.
The operation of crossover, which is the most important operation in the GA algorithm, is a random exchange of two chromosomes that are genotyped in a binary gene's base using one of the crossover methods as Fig. 3 . The mutation operation is the random alteration in one gene or more from 1 to 0 or vice versa. The selection operation is the process of selecting the highest fitness value among the population's individuals by using a selection method, e.g., the roulette wheel and tournament selection. Moreover, The population size and number of generation are important factors that influence computation complexity. If the population size, which implies the number of the solution in each generation, is too large, the GA algorithm will cost large computation quantity and the probability of plunged local optimum is low. If the population size is small, the algorithm complexity will be reduced and the likelihood of falling in a local optimum is high.
The convergence of the evolutionary process in the GA algorithm is found with iterative steps, where the termination criterion is pre-defined with the maximum number of iteration. Fig. 4 shows an illustration of the GA iteration process and the basic process of the GA steps is as follows: 
IV. DATASETS AND DESIGN MODELING A. DATASETS 1) RESIDENTIAL BUILDING
The public dataset of a single residential building is named as individual household electric power consumption in [47] . The dataset consists of historical energy consumption in kW from December 2006 to November 2010 with one-minute resolution. The model in this paper used only the active power consumption of the household from the dataset. The total number of samples in the dataset is more than 2 million timesteps. Fig. 5 (a) shows the variation of power consumption with different seasons and days and Fig. 5 (b) shows a heat map illustration of the averaged daily power consumption for one month. It is worth noting from the heat map that the residential building has a large volatility of consumption for each day during one month.
2) COMMERCIAL BUILDING
The energy dataset of a single commercial building, which is a primary or secondary school in Denver, Colorado, USA, is randomly chosen from a list of publicly published commercial buildings datasets in [48] with the name 213.csv. The data contains energy consumption values in kW/h of one year in 2012 with five minutes resolution where the data size is 105408 time-steps. Fig. 6 (a) shows the line graph of daily averaged energy consumption and Fig. 6 (b) shows the heat map of averaged daily energy consumption for one month. From the heat map, the commercial building has a consistent high consumption during the working hours. However, the consumption is the lowest in the weekend days.
B. DESIGN MODELING
The proposed model in this research is utilized to optimize the prediction error of the LSTM as in Fig. 7 . The hybrid VOLUME 7, 2019 model of the GA-LSTM is designed with a couple of hidden layers and an optimizable number of hidden neurons besides an optimizable window size. The optimization model schemes of GA-LSTM is shown in Fig. 8 . The first step of the model is preprocessing the input dataset through normalization method as:
where x i is the original value of the input dataset, x i is the normalized value scaled to the range [0, 1], max is the maximum value of the features, and min is the minimum value of the features. Normalizing the dataset features avoids the problem of dominating the large number ranges and helps the algorithm to perform accurately. The second step is to select the appropriate time lags or window size of the dataset observations and convert the data to a supervised learning form. Then, splitting the data into two main datasets of a training dataset and a testing dataset with the first 70% of the dataset and the last 30% of the dataset, respectively. To evaluate the performance of our proposed model properly, the training data is only utilized separately for the training process in the LSTM and the testing data is used for evaluating the predictive model. For instance, we utilized the first 33 months of residential building data with the one-minute resolution for training the proposed model and 14 months of data for the testing process. Similarly, we used 73785 time-steps of commercial building data for training and the rest is used for testing.
The fourth step is training the model with an initial window size and a number of hidden neurons in the first hidden layer. Then, testing the model by testing set with the selected window size and the number of hidden neurons is performed to calculate the prediction accuracy of the loss function using mean squared error, and the optimizer is stochastic gradient descent (SGD). The total number of epochs of all learning models is 300 epochs when one epoch is a complete pass through the training dataset. An illustration of the LSTM hyper-parameters hybrid with GA are demonstrated in Table 1 . The window size, and the number of hidden neurons are used to construct a fitness function as in equation (2). The ending condition must be satisfied when the operation ends, otherwise, it will proceed and find a better solution in the next generation. When the condition is satisfied in the first LSTM model with one hidden layer, the model may need to be improved by adding a second hidden layer to the next LSTM model. The best window size and the number of hidden neurons in the first LSTM with one hidden layer will be held and added to the second LSTM model with two hidden layers. The GA process is done in the second LSTM model by only optimizing the number of hidden neurons in the second hidden layer at the second LSTM model. The evolution base operation, e.g., GA as in Fig. 8 , is a system to search for better solutions by using evolutionary concepts, including crossover, mutation and selection. Generating new chromosomes of window size and number hidden layers by integrating new behavior of the model to strengthen searching dynamics and improve the prediction accuracy. One of the important features of chromosomes in the GA is genotyping which is the binary coding of the features, and the phenotype refers to decoding parameters to variable values in order to be fed back to the model. The chosen parameters in our experiment, e.g., crossover probability P cx , mutation probability P M , number of generations M , size of population in each generation N , and the length of the chromosome l are represented in Table 2 . 
C. MODELING TOOLS
The used platforms in our modeling are Intel Core i5 2.7 GHz CPU and an external NVIDIA graphics driver with GTX1080 using mocOS High Sierra operating system. The development environment of our system is Python 2.7 where the DL models were implemented with the Keras deep learning framework [49] , the GA model was achieved with DEAP framework [50] , and ML models were performed with scikit-learn framework [51] .
V. RESULTS AND DISCUSSIONS
Finding the optimal or near optimal number of time lags and the number of hidden neurons in each layer in the LSTM network is a non-deterministic polynomial (NP) problem which is not easy to solve. The GA algorithm is a promising metaheuristic method which tends to solve such NP problems for good optimal solutions sometimes near to global optimum as found in these studies for time series lags [52] , [53] . Therefore, the number of time lags and the number of neurons are a potent combination of dependencies that affect the prediction process such as model overfitting problem and computation complexity. The selected range of window size or time lags in this experiment is (1-64) time lags and the range of number of hidden neurons in each layer is (1-1024) neurons. The results found in this section are solutions to the NP problem in each LSTM model.
For the prediction models, several different evaluation criteria are utilized to evaluate the prediction performance results in the literature. The first criterion is directly using the 30% testing dataset to examine the performance of the prediction model. The second criterion of model performance evaluation is the metrics calculation where the conventional methods are the root-mean-squared error (RMSE), the percentage of coefficient of variance and the mean absolute error (MAE) defined as follows:
where m represents the total number of data points in the time series, x i is the real measured time series in the original scale of the dataset, y i is the predicted output of the time series, andȳ is the average of the actual values of energy consumption. The model is benchmarked with conventional prediction methods such as ARIMA, Decision Tree regression, and kNN. In addition, the model is compared with a hybrid prediction model, which is GA-ANN, used for tuning the neural network parameters. To evaluate the proposed approach with traditional DL models, the model is compared with MLP and LSTM which were designed with 10 hidden neurons in the first, 5 neurons in the second and two in the third hidden layer.
The last criterion to examine the performance of the proposed model is cross-validation which splits the dataset sets into k-fold subsets to estimate the general performance of the prediction model and gives an insight on how the model generalizes the independent variables throughout the datasets. The method repeats the process of splitting the dataset into training and testing portions for k-times where the size of the testing data remains fixed but moving through the original dataset and the remainder used as training dataset every fold as in Fig. 9 . Applying this method to the proposed model produces a robust averaged estimation of the prediction when each observation in the dataset is used for training and testing at each fold. We utilized 10-fold cross-validation in our experiment for the best parameters of the proposed model in each case study of the residential and commercial buildings using time series cross-validator [51] . Table 3 illustrates how the performance of the proposed GA-LSTM model compares with those conventional prediction models for the first case study in residential building power consumption. In the table, there are different architectures of regular DL models e.g., MLP-1 with one hidden layer and MLP-2 with two hidden layers. The obtained results show that the proposed model outperformed other models in metrics evaluations. From the table, we find that the two models MLP and LSTM performed in a similar way to the opposite of the proposed method, which overtook them significantly. It is noted that the prediction accuracies get worse when the networks get deeper because of the dependencies of the of the network hyper-parameters. In addition, the statistical model ARIMA and the kNN produced the worst prediction errors in comparison with other learning methods, however, the Decision Tree regression performed better than other conventional models and obtained prediction error close to the DL models. The conventional hybrid model GA-ANN performed better than all conventional methods and traditional DL methods for predicting residential energy consumption, however, the proposed approach outperformed the conventional hybrid model. Table 4 shows the optimal parameters of GA-LSTM-1, GA-LSTM-2 and GA-LSTM-3 and the percentage of reduction in comparison with the LSTM models. We can see the window size is the same for all hidden layers because it is used as an input for the next hidden layer. It is worth noticing that the best percentage of reduction with the regular LSTM-1 model is 17.319 % in terms of RMSE value. In addition, the deeper networks performed good percentages of reduction in terms RMSE values. Table 5 shows the 10-k fold results of the proposed model GA-LSTM-1 that achieved the best prediction from Table 3 . The prediction error results in each fold are different because the training dataset (D tr ) size and testing dataset (D ts ) size are shuffled during the process of cross-validation and the final prediction error is averaged over the 10 folds. This validation process of the model increases the confidence of the prediction efficiency because the tested data is different and unseen during the training operation. Table 3 . From the graph, we can note that the proposed model is superior to the other two DL models benchmarked in this study i.e., MLP and LSTM. The GA-LSTM-1 was the best prediction line graph followed the original data line graph. It is worth noting that the GA-ANN is a skillful model that follows the proposed approach. We can see that the GA-LSTM outperform the models used to predict consumed energy.
A. PREDICTING RESIDENTIAL BUILDING POWER CONSUMPTION
B. PREDICTING COMMERCIAL BUILDING ENERGY CONSUMPTION
The second case study is predicting commercial building energy consumption as in Table 6 which shows how the effectiveness of the proposed GA-LSTM model in comparison with those conventional prediction models. The results from the table show that the proposed method outperformed other methods in prediction accuracies, however, both MLP and LSTM results are close to each other. It is noticeable that the prediction accuracies failed with the deeper network in the conventional methods due to dependencies of the network hyper-parameters. As noted from the first case study and the second case study, the statistical model ARIMA and the kNN were the worst prediction errors in comparison with other learning methods and the Decision Tree regression obtained prediction error close to the DL models. Similarly, the conventional hybrid model GA-ANN obtained better predictions than conventional models and DL models for predicting commercial energy consumption, however, the proposed approach is a superior model to all compared methods. The optimal parameters of GA-LSTM are given in Table 7 where the window size is fixed for all hidden layers because it is used as an input to the next hidden layer in the proposed method. From the table, the percentage of reduction comparison is illustrated and the best percentage is 10.669 % in comparison with LSTM-1. The other two deeper networks performed close to each other in their percentages of reduction.
The 10-k fold results of the best prediction GA-LSTM-1 from Table 6 are shown in Table 8 . From the table, the shuffle operation of the 10-fold cross-validation produced different prediction errors due to the different size of training and testing in each fold. when the tested data is different in each fold and unseen during the training process, the validation technique promotes the certainty of the prediction efficiency of the proposed model. The prediction performance in Fig. 11 shows a comparison between the proposed GA-LSTM and conventional methods of the commercial building for each prediction model. It is noticed from the graph that the proposed model performed better than the other models in this study and followed the original dataset for very short term prediction. The proposed GA-LSTM proofed its strength over the other compared methods.
C. OPTIMIZATION RESULTS DISCUSSIONS
Hybridizing LSTM with GA produced more accurate prediction as seen from the tables and figures above. As the NP problem, it was not easy to find the best window size and number of hidden neurons in each layer because of the suitable combination of these parameters in each layer is a huge probabilistic task. Fig. 12 (a) and (b) shows scatter plots of the best or survive offsprings in each generation at GA optimization problem of residential energy prediction, and comparisons between the number of hidden neurons and window size versus the CV score in percent. Fig. 12 (a) illustrates the performance of the GA-LSTM model while searching the best individual of hidden neurons which is 139 with 17.5% prediction accuracy. It is noticeable from the figure that the model converged with the number of neurons more than 100 and less than 150 neurons, however, the larger number failed to produce precise predictions. Similarly, Fig. 12 (b) presents the searching process of the proposed model to find best window size which is 23-time lags. From the figure, we can see that between 20 to 40 time lags the model performed the best results in comparison with smaller and larger time lags. Therefore, the GA-LSTM model converged to optimum results in the range of (100-150) neurons and the window size in the range of (20-40) time lags.
The scatter plots of the second case study in the commercial building are given in Fig. 13 (a) and (b) . The scatter plot of the number of neurons versus the CV in Fig 13 (a) has a wider distribution than previous scatter plot of neurons in the residential building. There are a couple of local optimum individuals in the figure where the best offspring was 459 neurons with 8.3% prediction. Fig. 13 (b) shows the convergence results between 40 and 50-time lags where the smaller time lags are the worst prediction accuracy in the experiment. The best individual is 42 with CV 8.3%. Thus, the proposed model GA-LSTM led to optimum parameters of the number of hidden neurons and the window size in the commercial energy prediction.
VI. CONCLUSION
Recently, the energy prediction in buildings has been a vital problem of energy conservation and cost-effectiveness due to the increase of energy consumption globally. There were many attempts to predict the energy consumption efficiently using physical models and statistical models. One of those attempts was the DL methods that obtained a promising prediction result with deeper neural network architectures. This paper proposed an evolutionary-based development to the DL prediction models in order to improve prediction accuracy and network architecture.
The proposed approach combines the GA with the LSTM method by evolving the window size prediction and number of hidden neurons and examining a couple of hidden layers. The implementation of the prediction system was applied to two public datasets of residential and commercial buildings. The proposed model presented better performance than the compared conventional prediction methods such as ARIMA, Decision Tree, kNN, GA-ANN, MLP and LSTM. The best percentage of reduction in comparison with the regular LSTM for the residential building case study is 17.319 % and for the commercial building case study is 10.669 %.
The reasoning behind the evolutionary learning concept is that for DL algorithms, it is faster and efficient to find the optimized window size and the optimized number of hidden neurons than to find them based the developer's knowledge and experimental trials. Although the evolutionary DL concept is more demanding regarding computational requirements, it notably outperformed the best conventional prediction models.
Since the proposed approach is an optimization-based technique for energy consumption prediction using the GA and the LSTM, the computational complexity of this technique depends on several operators, that affect computing time, including time input lags in the LSTM, number of hidden neurons and layers in the LSTM, number of generations in the GA, population size in the GA, etc.. These factors can create an NP computational time problem in the approach. For instance, if the first individual in the first generation has 14 input lags and 200 number of hidden neurons and the second individual has 14 input lags and 250 number of hidden neurons, the computation time of the second individual is higher than the first. To that end, considering a parallel computational technique, such as MapReduce, can reduce the time consumption of the proposed model using one of the computational frameworks, e.g., Apache Hadoop and Apache Spark. In addition, applying the parallel computation technique to the proposed model can provide a real-time prediction paradigm, e.g., real-time power forecasting, that can train the historical inputs variables offline and update and test the recent input variables online.
In real-world applications, the energy consumption load in buildings has a relationship with several underlying factors, such as temperature, humidity, work time, holidays, occupants, etc.. These factors can provide more information about the energy consumption variability and uncertainty. Thus, the proposed approach is modeled to handle multiple input parameters and big data non-linear prediction. If these factors considered, the proposed model can result in better prediction accuracies. In future work, there will be a study of the effectiveness of using other DL methods such as GRU and CNN which are not implemented in this study due to the high computational complexity.
