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  Περίληψη 
Οι χρηµατοοικονοµικές χρονικές σειρές παρουσιάζουν συχνά παρόµοιες δοµές 
αστάθειας. Η επιλογή τέτοιων σειρών ώστε να παρουσιάζουν παρόµοια συµπεριφορά 
µπορεί να είναι αρκετά σηµαντική για την ανάλυση των µηχανισµών µεταφοράς της 
αστάθειας και στην πρόβλεψη των χρονοσειρών, χρησιµοποιώντας ως εργαλείο 
σειρές µε παρόµοια δοµή. Στο πρώτο κεφάλαιο αναπτύσσονται τα απαραίτητα 
θεωρητικά εργαλεία όπως τα µοντέλα ARMA και GARCH καθώς και το µέτρο της 
απόστασης µεταξύ δύο µοντέλων GARCH. Στο δεύτερο κεφάλαιο βρίσκεται η 
παρουσίαση των δεδοµένων και της µεθοδολογίας που ακολουθήσαµε για να 
δηµιουργήσουµε τις συστάδες καθώς και τα αποτελέσµατα αυτής της ανάλυσης. Για 
την επεξεργασία των δεδοµένων χρησιµοποιήσαµε το ελεύθερο λογισµικό της R. Στο 
τρίτο κεφάλαιο παρουσιάζονται τα συµπεράσµατα και µια σύγκριση των 
αποτελεσµάτων µε εργασία όπου επίσης έγινε ταξινόµηση χρηµατοοικονοµικών 
χρονικών σειρών αλλά µε άλλο µέτρο απόστασης. Τέλος στο παράρτηµα 
παρουσιάζονται κάποιες βασικές εντολές της γλώσσας R που χρησιµοποιήθηκαν και 
οι συναρτήσεις που ορίσαµε. 
 
Abstract 
Financial time series often present similar volatility structures. Selecting such series 
so that they have similar behavior can prove to be an important tool of analysis of the 
transmission mechanisms of volatility and to help forecast the time series, using the 
series with more similar structure. In the first chapter we develop the necessary tools 
such ARMA and GARCH models as well as the metrics needed to define the distance 
between two GARCH models. In the second chapter we present the data and the 
process we followed in order to exact the results and to create the clusters. For data 
processing we used the open – source programming language R. In the third chapter 
we show the conclusions reached and we compare our results with those of a similar 
paper. In the appendix some basic R commands and functions are shown along with 
the functions we defined. 
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Κεφάλαιο 1  Εισαγωγή – Στοιχεία Θεωρίας 
 
1.1 Εισαγωγή 
 
Οι χρηµατοοικονοµικές χρονοσειρές είναι αλληλένδετες και αλληλοεξαρτώµενες  και 
υπόκεινται σε  παρόµοιες δοµές αστάθειας (volatility) εξαιτίας της δυνατής σχέσης 
και επίδρασης ανάµεσα στις αγορές. Γενικά περίοδοι ηρεµίας και αναταραχής ή 
ύφεσης µεταδίδονται από µια αγορά σε µια άλλη, αλλά κάποιες αγορές απορροφούν 
καλύτερα τέτοια φαινόµενα. Η κατάταξη τέτοιων σειρών σε οµογενείς συστάδες µε 
παρόµοιες δοµές αστάθειας  είναι ένας πρακτικός στόχος για τους οικονοµικούς 
αναλυτές καθώς κινήσεις σε δεδοµένες χρονοσειρές θα µπορούσαν να 
χρησιµοποιηθούν ως βάση για την πρόβλεψη της κίνησης παρόµοιων χρονοσειρών. 
Το θέµα της ταξινόµησης χρονοσειρών έχει ερευνηθεί αρκετά και υπάρχει πλήθος 
αναφορών στη διεθνή βιβλιογραφία,  κυρίως στους τοµείς της εξόρυξης δεδοµένων  
στις χρονοσειρές (time series data mining) [1] Agrawal, στην επιστήµη των 
υπολογιστών και τις χρηµατοοικονοµικές χρονοσειρές. Ο Liao [6] δίνει µια εκτενή 
αναφορά όσον αφορά την συσταδοποίηση των χρονοσειρών και ξεχωρίζει τρεις 
κατηγορίες:  
1. Προσέγγιση ακατέργαστων δεδοµένων 
2. Προσέγγιση σύµφωνα µε χαρακτηριστικά των σειρών 
3. Και µέθοδοι βασισµένες σε µοντέλα, όπου οι σειρές θεωρούνται όµοιες όταν 
τα µοντέλα που τις χαρακτηρίζουν είναι όµοια 
 
Εδώ θα ασχοληθούµε µε την τρίτη κατηγορία. Στην βιβλιογραφία χρησιµοποιείται 
συχνά η µέθοδος να συγκρίνονται δύο µοντέλα AR για να καταλήξουµε στην 
οµοιότητα δύο σειρών. Προσπαθούµε να προσδιορίσουµε τη δοµή του µέσου της 
ανέλιξης υποθέτοντας ότι είναι η γεννήτρια των δεδοµένων και συνήθως θεωρούµε 
την διακύµανση σταθερή. Αυτή είναι µια σωστή προσέγγιση όταν κάνουµε 
ταξινόµηση βασισµένοι σε µοντέλα ARMA και δεδοµένης της οµοσκεδαστικής 
διακύµανσης [12]Piccolo , στην οποία  όµως περίπτωση η διακύµανση είναι 
συνάρτηση των παραµέτρων του µοντέλου και έτσι συµπεριλαµβάνεται έµµεσα στην 
ταξινόµηση. Στην περίπτωση όµως ετεροσκεδαστικών χρονοσειρών στις οποίες η
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(δεσµευµένη) διακύµανση ακολουθεί µια στοχαστική ανέλιξη (συνήθως GARCH 
,[3]) η σύγκριση της συµπεριφοράς της διακύµανσης παίζει σηµαντικό ρόλο.  
Αυτό είναι αρκετά σηµαντικό όταν ερευνούµε χρηµατοοικονοµικές σειρές, όπου ο 
επενδυτής έχει µεγάλο εύρος επενδυτικού χαρτοφυλακίου (εκατοντάδες µετοχές), και 
θέλει να έχει οµάδες σειρών µε παρόµοια χαρακτηριστικά (όµοια διακύµανση, όµοια 
συµπεριφορά κτλ). Επιπλέον η αστάθεια της απόδοσης, θεωρείται γενικά σαν ένας 
«µετρητής» του ρίσκου της συγκεκριµένης απόδοσης, µε άλλα λόγια η ταξινόµηση 
των αποδόσεων διαφόρων επενδύσεων σε συστάδες είναι ισοδύναµο µε την 
ταξινόµηση των επενδύσεων σε συστάδες παρόµοιου ρίσκου. Επιπλέον κινήσεις σε 
µια χρονική σειρά µπορούν να βοηθήσουν να προβλέψουµε την κίνηση σε µια 
παρόµοια χρονική σειρά. Οι χρηµατοοικονοµικές σειρές υπόκεινται σε 
αλληλοµετακινήσεις και σε παρόµοιες δοµές αστάθειας, εξαιτίας της αµοιβαίας 
εξάρτησης ανάµεσα στις αγορές και την αυξανόµενη ενοποίηση των αγορών σε 
παγκόσµιο επίπεδο. Γενικά περίοδοι ταραχής µεταδίδονται από την µια αγορά στην 
άλλη. Η ταξινόµηση των χρηµατοοικονοµικών σειρών σε οµογενείς συστάδες  µε 
παρόµοιες δοµές αστάθειας είναι ένας σηµαντικός στόχος για τους οικονοµικούς 
αναλυτές. 
Σε αυτή τη εργασία θα χρησιµοποιήσουµε ένα µέτρο απόστασης που αρχικά είχε 
εισαχθεί στην εργασία του Piccolo [12] για µοντέλα AR και στην συνέχεια 
επεκτάθηκε και στα µοντέλα GARCH ( Generalized AutoRegressive Conditional 
Heteroskedasticity) από τον Otrando [9]. Η απόσταση αυτή συγκρίνει τις στοχαστικές 
ιδιότητες των ζευγαριών σειρών, τις διαφορές δηλαδή µεταξύ δύο ανελίξεων που 
παράγουν τέτοια δεδοµένα. Στην πράξη αυτό που γίνεται είναι ότι η εκτίµηση 
µοντέλων GARCH δίνει τη στατιστική δοµή των χρονοσειρών , έτσι ώστε η σύγκριση 
των µοντέλων που δηµιουργούν τις διαδικασίες παραγωγής δεδοµένων είναι 
ισοδύναµη µε την σύγκριση των δοµών αστάθειας κάθε χρονοσειράς. Η επέκταση 
αυτή στα µοντέλα GARCH είναι σχετικά απλή δεδοµένου της οµοιότητας των δοµών 
µεταξύ των ARMA και των GARCH µοντέλων. Στην πράξη αναπαριστούµε τα 
κατάλοιπα (residuals) ενός GARCH µοντέλου σε µορφή ARMA και 
χρησιµοποιώντας  την έκφραση της απόστασης για ARMA µοντέλα [12] µπορούµε 
να καταλήξουµε στην έκφραση της απόστασης µεταξύ δυο GARCH µοντέλων. Αυτή 
η αναπαράσταση µας δίνει µια διατύπωση της απόστασης σαν συνάρτηση των 
παραµέτρων GARCH. Έχοντας αυτή την απόσταση δηµιουργούµε έναν πίνακα µε τις 
αποστάσεις των χρονοσειρών µεταξύ τους και πάνω σε αυτό τον πίνακα εφαρµόζουµε 
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έναν αλγόριθµο δηµιουργίας συστάδων (clustering) για να πετύχουµε την 
ταξινόµηση, και  θα χρησιµοποιήσουµε µη- ιεραρχικές µεθόδους και πιο 
συγκεκριµένα την µέθοδο K-means clustering. Η ανάλυση θα γίνει µέσω του 
προγράµµατος ελεύθερου λογισµικού της R και η διαδικασία που θα ακολουθηθεί θα 
ταξινοµήσει τις αποδόσεις των σειρών σε συστάδες όµοιου ρίσκου. 
Στη συνέχεια του κεφαλαίου θα αναφέρουµε τα απαραίτητα θεωρητικά εργαλεία 
ώστε να µπορέσουµε να εκφράσουµε την απόσταση, καθώς και πως καταλήγουµε 
στην διατύπωση αυτής, µε ιδιαίτερη έµφαση στο µοντέλο GARCH(1,1) που θα είναι 
και το βασικό µας µοντέλο. Στη συνέχεια αναφέρουµε και την µέθοδο K-means που 
θα χρησιµοποιήσουµε για την συσταδοποίηση (clustering) των σειρών. Στο κεφάλαιο 
δύο γίνεται  η παρουσίαση της µεθοδολογίας που ακολουθήθηκε για την ταξινόµηση  
οκτώ χρονικών σειρών  αποδόσεων µετοχών του Χ.Α.Α. της περιόδου 1998 – 2002 
καθώς και σύγκριση αποτελεσµάτων µε αντίστοιχα άλλης µεθόδου υπολογισµού του 
µέτρου της απόστασης. Στο παράρτηµα παρουσιάζονται  εντολές της R που 
χρησιµοποιήσαµε κατά την ανάλυση των δεδοµένων  καθώς και ο κώδικας των 
συναρτήσεων που ορίσαµε.  
 
1.2 Αποδόσεις 
 
Στα οικονοµικά ο βαθµός απόδοσης (Rate of Return), ή αλλιώς απόδοση επενδύσεων 
(Return on Investment – ROI), ή βαθµός κέρδους ή απλά απόδοση είναι ο λόγος του 
πλούτου που κερδίζεται ή χάνεται (είτε πραγµατοποιήσιµος είτε όχι ) σε µια 
επένδυση ως προς το ποσό που επενδύθηκε αρχικά. Ο πλούτος που κερδήθηκε ή 
χάθηκε λέγεται τόκος, είτε κέρδος/ απώλεια , είτε καθαρό κέρδος/ απώλεια και ο 
πλούτος που επενδύθηκε ονοµάζεται κεφάλαιο, περιουσιακό στοιχείο ή το αρχικό 
κόστος της επένδυσης. Η απόδοση εκφράζεται συνήθως ως ποσοστό παρά ως 
κλάσµα. Υπάρχουν πολλοί τρόποι υπολογισµού της απόδοσης, αλλά αυτός που θα 
χρησιµοποιήσουµε είναι η λογαριθµική απόδοση (logarithmic or continuously 
compounded return) η οποία δίνεται από τον τύπο :  
1
1
ln ln lntt t t
t
p
r p p
p −−
 
= = − 
 
         (1) 
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όπου tp  η τιµή της σειράς τη χρονική στιγµή t. Η λογαριθµική απόδοση διευκολύνει 
µαθηµατικούς υπολογισµούς και κατά προσέγγιση αντιστοιχεί στο ρυθµό µεταβολής, 
δηλαδή  
                       
1
1 1
ln t t tt
t t
p p p
r
p p
−
− −
  −
= ≈ 
 
. Βλέπε Tsay ([14]) 
 
1.3 Γραµµικά µοντέλα ARMA 
 
Αντίθετα µε την υπόθεση του τυχαίου περιπάτου, το γεγονός ότι εµπειρικά 
παρατηρούµε σηµαντική αυτοσυσχέτιση στις αποδόσεις για µία χρονική υστέρηση  
µας οδηγεί να θεωρήσουµε ότι η τιµή των αποδόσεων τη στιγµή t εξαρτάται από την 
τιµή τη στιγµή t-1 [14] Tsay.  Το απλό αυτοπαλινδροµούµενο µοντέλο τάξεως p, (AR 
– Autoregressive) δίνεται από τον τύπο : 
1
p
t i t i t
i
y yµ ϕ ε−
=
= + +∑       (2) 
όπου µ η προσδοκώµενη τιµή του yt , εt είναι λευκός θόρυβος µηδενικού µέσου και 
διακύµανσης σα
2
 και φi οι συντελεστές αυτοπαλινδρόµησης. 
 
 Το µοντέλο AR είναι της ίδιας µορφής µε το µοντέλο της απλής γραµµικής 
παλινδρόµησης. Το µοντέλο της (2) είναι το AR(p). Για να έχει το AR(p) την 
επιθυµητή ιδιότητα της στασιµότητας πρέπει να ισχύει ο περιορισµός  
1
1
p
i
i
ϕ
=
<∑ . 
 
   Το µοντέλο κινητού µέσου MA(q) τάξεως q είναι: 
1
q
t i t i t
i
y µ θ ε ε−
=
= + +∑      (3) 
οι θi οι συντελεστές του µοντέλου, µ η προσδοκώµενη τιµή του yt και εt-i λευκός 
θόρυβος.  
 
Η σύνθεση των δύο προηγούµενων δίνει το µεικτό µοντέλο ARMA(p,q) 
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1
1 1
p q
t i t i t i t
i i
y yµ ϕ θ ε ε− −
= =
= + + +∑ ∑     (4) 
To ARMA(p,q) περιλαµβάνει τους p αυτοπαλινδροµούµενους συντελεστές, και τους 
q συντελεστές κινητού µέσου και βοηθούν σε µια πιο λιτή µοντελοποίηση µιας 
σειράς δεδοµένων. Γενικά τα εt είναι λευκός θόρυβος δευτέρου βαθµού.  
 
1.4 Μοντέλα GARCH 
1.4.1 Εισαγωγή – Μοντέλα ARCH 
 
Η ασταθής συµπεριφορά των αγορών αναφέρεται γενικά στην βιβλιογραφία ως 
αστάθεια (volatility). Η αστάθεια έχει καταστεί µια πολύ σηµαντική έννοια στην 
οικονοµική θεωρία και στις εφαρµογές αυτής, όπως η διαχείριση κινδύνων (Risk 
management), διαχείριση χαρτοφυλακίου, παράγωγες επενδύσεις κ.α. Με 
στατιστικούς όρους η αστάθεια µετράται µε την διακύµανση ή την τυπική απόκλιση. 
Τα µοντέλα GARCH εισήχθησαν πρώτη φορά από τον Engle [3] και επεκτάθηκαν 
από τον Bollerslev [2] και τον Nelson [8] και µπορούµε µε αυτά να 
µοντελοποιήσουµε αστάθεια µεταβλητή µε τον χρόνο και να παρατηρήσουµε πολλά 
από τα χαρακτηριστικά που συναντώνται σε οικονοµικές χρονοσειρές. Υπάρχουν 
διάφορες παραλλαγές των µοντέλων GARCH, όπως τα EGARCH που εισάγουν και 
επιδράσεις της µόχλευσης (leverage), TGARCH παρόµοιο µε το EGARCH αλλά µε 
άλλη µορφή, το PGARCH κ.α. [15] Zivot.  
Αν πάρουµε τη γραφική παράσταση µιας τυπικής οικονοµικής σειράς αποδόσεων, 
εικ.1 για παράδειγµα εδώ των αποδόσεων της µετοχής της ΕΤΕ, θα παρατηρήσουµε 
από τη συνάρτηση αυτοσυσχετίσεων ότι ενώ στην ίδια τη σειρά δεν έχουµε ισχυρή 
συσχέτιση εικ.2 , στο τετράγωνο των αποδόσεων υπάρχει συσχέτιση και από την 
στιγµή που οι τετραγωνισµένες αποδόσεις µετρούν την δευτεροβάθµια ροπή της 
αρχικής χρονοσειράς αυτό µας δείχνει ότι η διακύµανση εξαρτάται από τις 
προηγούµενες τιµές της ή µε άλλα λόγια ότι οι αρχική σειρά έχει µεταβλητή ως προς 
το χρόνο δεσµευµένη ετεροσκεδαστικότητα ή συσταδοποίηση αστάθειας (volatility 
clustering).  
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Εικόνα 1  Χρονοσειρά αποδόσεων της ΕΤΕ 
 
Εικόνα 2  Συναρτήσεις αυτοσυσχετίσεων για αποδόσεις και τετράγωνα των αποδόσεων 
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Η γραµµική συσχέτιση στα τετράγωνα των αποδόσεων µπορεί να µοντελοποιηθεί 
χρησιµοποιώντας ένα µοντέλο AR για τα τετράγωνα των καταλοίπων. Καθώς όµως οι  
αποδόσεις είναι µια χρονική σειρά µηδενικού µέσου γραµµικά ασυσχέτιστη αλλά µε 
τα τετράγωνα τους να συσχετίζονται, τότε µπορούµε να εφαρµόσουµε σε αυτά ένα 
µοντέλο GARCH. Το GARCH είναι ένα µοντέλο για τα τετράγωνα µιας µηδενικού 
µέσου σειράς, δηλαδή για την υπό συνθήκη δεσµευµένη διακύµανση (conditional 
variance). Αυτή η διακύµανση για µια χρηµατοοικονοµική σειρά παριστά αστάθεια ή 
κίνδυνο. 
 
Έχουµε λοιπόν:   yt = et       (5) 
 
όπου εt είναι λευκός θόρυβος δευτέρου βαθµού.  
 
Για να µπορέσουµε να µοντελοποιήσουµε για µεταβλητή ως προς το χρόνο 
δεσµευµένη ετεροσκεδαστικότητα (time – varying conditional heteroskedasticity) 
υποθέτουµε ότι 1( )t t tVar hε− =  µε Vart-1(·) να είναι η διακύµανση δεσµευµένη στην 
πληροφορία την χρονική στιγµή t-1 και τελικά έχουµε:  
2 2
1 1 ...t t p t ph a aγ ε ε− −= + + +     (6) 
 
Αφού το εt έχει µέσο µηδέν, ( )21 1( )t t t tVar E hε ε− −= =  και  µπορούµε να γράψουµε την 
(6) ως   
   
2 2 2
0 1 1 ...t t p t p tuε α α ε α ε− −= + + + +      (7) 
µε ( )2 21t t t tu Eε ε−= −  ή ut =εt2 – ht να είναι λευκός θόρυβος µηδενικού µέσου.  
 
Η (7) αναπαριστά µια AR(p) διαδικασία ως προς το 2tε   και το µοντέλο των (5) και 
(6) είναι γνωστό ως ARCH (autoregressive conditional heteroskedasticity) και 
αναφέρεται ως ARCH(p) µοντέλο.  
Μια διαφορετική διατύπωση αυτού του µοντέλου είναι  
( )2 21t t t t
t t
t t t
u E
y c
z
ε ε
ε
ε σ
−= −
= +
=
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όπου zt είναι µια ανεξάρτητη και όµοια κατανεµηµένη τυχαία µεταβλητή   µε 
ορισµένη κατανοµή.  
 
Στο βασικό µοντέλο ARCH η zt θεωρούµε ότι ακολουθεί την τυποποιηµένη κανονική 
κατανοµή. Η παραπάνω διατύπωση είναι χρήσιµη για να εξάγουµε τις ιδιότητες του 
µοντέλου καθώς και για τον προσδιορισµό της συνάρτησης πιθανοφάνειας που 
χρησιµοποιείται για την συµπερασµατολογία.  
 
 
1.4.2 Έλεγχος για φαινόµενα ARCH 
 
Πριν τον προσδιορισµό ενός πλήρους µοντέλου ARCH για οικονοµικές χρονοσειρές 
ελέγχουµε για ARCH επιπτώσεις στα κατάλοιπα. Αν δεν υπάρχουν ARCH επιπτώσεις 
στα κατάλοιπα τότε το µοντέλο µας είναι άκυρο και δεν εκφράζει ορθά την 
οικονοµική σειρά. Επειδή ένα µοντέλο ARCH µπορεί να γραφεί ως AR ως προς τα 
τετράγωνα των καταλοίπων στην (7) ,ένας έλεγχος πολλαπλασιαστή Lagrange (LM) 
µπορεί να κατασκευαστεί στην βοηθητική παλινδρόµηση (7). Αν η µηδενική υπόθεση 
είναι ότι δεν υπάρχουν επιπτώσεις  ARCH H0:α1=α2=…=αp=0  η στατιστική ελέγχου 
είναι  
2 2 ( )LM T R pχ= i ∼  
όπου Τ είναι το µέγεθος του δείγµατος και ο συντελεστής προσδιορισµού R2 
υπολογίζεται από την βοηθητική παλινδρόµηση (7) χρησιµοποιώντας τα εκτιµώµενα 
κατάλοιπα.  
 
 
1.4.3 Μοντέλα GARCH 
 
Αν το τεστ LM είναι στατιστικά σηµαντικό µπορούµε να υπολογίσουµε το µοντέλο 
ARCH και να εκτιµήσουµε την χρονικά µεταβαλλόµενη αστάθεια ht από τις 
προηγούµενες χρονικές στιγµές. Ωστόσο στην πράξη αποδεικνύεται ότι χρειάζεται 
ένας µεγάλος αριθµός υστερήσεων p και συνεπώς ένας µεγάλος αριθµός παραµέτρων 
για να έχουµε ένα ικανοποιητικό µοντέλο. Ένα αποδοτικότερο µοντέλο προτάθηκε 
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από τον Bollerslev [2] και αντικαθιστά το µοντέλο στην (6) µε την παρακάτω 
διατύπωση:  
2
1 1
p q
t i t i j t j
i j
h a b hγ ε − −
= =
= + +∑ ∑     (8) 
όπου οι συντελεστές αi (i=0,…,p) και bj (j=1,…,q) είναι θετικοί έτσι ώστε η 
διακύµανση ht να είναι πάντα θετική. 
 
 Το µοντέλο της (8) µαζί µε την (5)  είναι το γενικευµένο ARCH , ή GARCH(p,q) 
µοντέλο. Όταν q=0 το GARCH µοντέλο γίνεται το ARCH(p). 
Στο µοντέλο GARCH(p,q) η δεσµευµένη διακύµανση του εt , ht ,εξαρτάται από τα 
τετράγωνα των καταλοίπων των p προηγούµενων περιόδων καθώς και από την 
δεσµευµένη διακύµανση των q προηγούµενων περιόδων. Συνήθως αρκεί ένα 
GARCH(1,1) µε µόνο τρείς παραµέτρους για να έχουµε ένα καλό µοντέλο για την 
χρονική σειρά που µελετούµε. [14] 
 
Ιδιότητες των µοντέλων  GARCH  
 
∆εδοµένης της ARMA αναπαράστασης του GARCH µοντέλου από τις (9) και (10) 
πολλές ιδιότητες των µοντέλων αυτών µπορούν να εξαχθούν από αυτές των 
αντίστοιχων  ARMA διαδικασιών για το 2tε . Για παράδειγµα για να είναι στάσιµο το 
µοντέλο GARCH(1,1) πρέπει να ισχύει 1 1 1α β+ < όπως στην (10). ∆εδοµένης της 
στασιµότητας του GARCH(1,1), η διακύµανση του εt µπορεί να δειχθεί ότι είναι ίση 
µε  
                                              
2
0 1 1( ) ( ) / (1 )t tVar E a bε ε γ= = − −   
καθώς από την (10) έχουµε: 
                                             
2 2
0 1 1 1( ) ( ) ( )t tE a b Eε γ ε −= + +  
όποτε εξαιτίας της στασιµότητας 
                                            
2 2
0 1 1( ) ( ) ( )t tE a b Eε γ ε= + + . 
 
Για την γενική περίπτωση του GARCH(p,q) τα τετράγωνα των καταλοίπων 
ακολουθούν ένα ARMA(max(p,q),q).  
Η στασιµότητα της συνδιακύµανσης επιβάλλει  
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1 1
1
p q
i i
i j
a b
= =
+ <∑ ∑    και η διακύµανση της εt είναι :   0
1 1
( )
1
t p q
i i
i j
Var
a b
γ
ε
= =
=
 
− + 
 
∑ ∑
. 
 
1.4.4 Μοντέλα GARCH και παρατηρήσεις 
 
Στην πράξη οι ερευνητές έχουν ανακαλύψει πολλά αποτελέσµατα όσον αφορά την 
αστάθεια των οικονοµικών χρονικών σειρών. Πολλά από αυτά αναφέρονται από τον 
Bollerslev [2] και Engle [3]. Χρησιµοποιώντας την ARMA αναπαράσταση των 
GARCH µοντέλων, αποδεικνύεται ότι τα GARCH µοντέλα µπορούν να εξηγήσουν 
πολλά από αυτά τα αποτελέσµατα. Κάποια από αυτά είναι η συσταδοποίηση 
αστάθειας και οι παχιές ουρές.  
 
Συσταδοποίηση αστάθειας (volatility clustering) 
 
Θεωρούµε το µοντέλο GARCH(1,1) από την (9). Συνήθως ο συντελεστής b1  
κυµαίνεται γύρω από το 0.9 για πολλές εβδοµαδιαίες και ηµερήσιες οικονοµικές 
χρονικές σειρές. ∆εδοµένης αυτής της τιµής του b1 συµπεραίνουµε ότι µεγάλες τιµές 
του 2 1tσ −  θα ακολουθούνται από µεγάλες τιµές 
2
tσ   και µικρές τιµές 
2
1tσ −  θα 
ακολουθούνται από µικρές τιµές του 2tσ . Το ίδιο µπορεί να εξαχθεί και από την 
ARMA αναπαράσταση (10), όπου µεγάλες/µικρές αλλαγές στο 2 1tε − ακολουθούνται 
από µεγάλες/µικρές αλλαγές στο 2tε .  
 
Παχιές ουρές 
 
Είναι γνωστό ότι η κατανοµή πολλών χρονοσειρών υψηλής συχνότητας, έχει 
συνήθως πιο παχιές ουρές από την κανονική κατανοµή. Αυτό σηµαίνει ότι µεγάλες 
αλλαγές είναι πιο πιθανό να συµβούν απ’ ότι στην κανονική κατανοµή. Ο Bollerslev 
[2] δίνει την συνθήκη που πρέπει να ισχύει για την ύπαρξη τεταρτοβάθµιας ροπής 
ενός µοντέλου GARCH(1,1). Θεωρώντας ότι υπάρχει η τετάρτου βαθµού ροπή ο 
Bollerslev [2] αποδεικνύει ότι η κύρτωση ενός GARCH(1,1) είναι µεγαλύτερη από 
τρία την κύρτωση της κανονικής κατανοµής. Αυτό το αποτέλεσµα µπορεί να 
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αποδειχθεί και για την γενική περίπτωση του GARCH(p,q) [13]Terasvirta 99. Έτσι 
ένα µοντέλο GARCH µπορεί να µοντελοποιήσει επαρκώς τις παχιές ουρές που 
συνήθως παρατηρούνται σε οικονοµικές χρονοσειρές.  
 
 
1.4.5 ARMA αναπαράσταση, ορισµός της απόστασης και ιδιότητες 
 
Η εξίσωση (8) για την περίπτωση GARCH(1,1) και θεωρώντας δύο χρονοσειρές  
y1,t =ε1,t και y2,t = ε2,t γίνεται ως εξής:  
2
1, 1 1 1, 1 1 1, 1
2
2, 2 2 2, 1 2 2, 1
t t t
t t t
h h
h h
γ α ε β
γ α ε β
− −
− −
= + +
= + +
     (9) 
όπου υπενθυµίζουµε ότι ht είναι η διακύµανση δεσµευµένη στην πληροφορία την 
χρονική στιγµή t-1. 
Οι περιορισµοί που ισχύουν είναι : γi >0,0<αi<1, 0<βi<1, 0<αi + βi<1(i=1,2).  
 
Ξαναγράφοντας την (9) µπορούµε να συµπεράνουµε ότι τα τετράγωνα των 
καταλοίπων ακολουθούν ένα ARMA(1,1). 
2 2 2 2
, , 1 , 1 , 1 , ,( ) ( ) ( ), 1,2i t i i i i t i i t i t i t i ta h h iε γ β ε β ε ε− − −= + + − − + − =              (10) 
όπου 2
, ,i t i thε −  είναι σφάλµατα µηδενικού µέσου. 
 
 Αντικαθιστώντας στην (7) τα σφάλµατα µε την ARMA(1,1) αναπαράσταση τους, 
έχουµε την AR(∞) έκφραση: 
2 1 2 2
, , , ,
1
( )
1
ji
i t i i i t j i t i t
ji
a hγε β ε ε
β
∞
−
−
=
= + + −
− ∑              (11) 
 
Σε αυτή τη µορφή τα δύο µοντέλα GARCH(1,1) µπορούν να συγκριθούν µε το µέτρο 
της απόστασης που πρότεινε ο Piccolo [12]. Στην [12] η  γενική µορφή του µέτρου 
είναι:     
( )
1/2
2
1, 2,
0
j j
j
π π
∞
=
 
− 
 
∑                 (12) 
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όπου οι σταθερές 1, jπ ,και 2, jπ  είναι οι αυτοπαλινδροµούµενοι συντελεστές των δύο 
AR(∞) διαδικασιών.  
 
Χρησιµοποιώντας την (11) µπορούµε να πάρουµε ένα αντίστοιχο µέτρο απόστασης 
για µοντέλα GARCH(1,1) το οποίο θα έχει την µορφή:  
( )
1/2
2
1 1 2 2
0
j j
j
d α β α β
∞
=
 
= − 
 
∑ .  
 
Αναπτύσσοντας την ταυτότητα στις αγκύλες παίρνουµε:  
( )
1/2 1/22 2
2 2 2 1 2 1 2
1 2 2 1 2 1 2 2 2
0 0 0 1 2 1 2
22
1 1 1
jj j
j j j
d α α α αα β α β α α β β
β β β β
∞ ∞ ∞
= = =
   
= + − = + −   − − −  
∑ ∑ ∑ (13) 
 
από [9] Otrando. 
 
Σηµειώνεται ότι στις προηγούµενες αναπτύξεις η σταθερά 
1
i
i
γ
β−
 δεν λήφθηκε υπ 
όψιν  στους υπολογισµούς. Στην πράξη δεν επηρεάζει την δυναµική της αστάθειας 
των 2 σειρών όπως εκφράζονται από τους αυτοπαλινδροµούµενους συντελεστές.  
Μπορεί επίσης να επεκταθεί η έννοια της απόστασης και για την γενική περίπτωση 
των GARCH(p,q) µοντέλων. Σε αυτή την εργασία θα χρησιµοποιήσουµε την απλή 
µορφή πού δίνεται από την (13) και αντιστοιχεί στο GARCH(1,1).  
 
 
1.5 Συσταδοποίηση – Αλγόριθµοι 
 
Η συσταδοποίηση είναι µια µέθοδος ανάθεσης των στοιχείων ενός συνόλου σε 
υποσύνολα (συστάδες) ωστέ οι συστάδες που θα δηµιουργηθούν να είναι παρόµοιες 
ως προς κάποιο κριτήριο. Συνήθως δεν υπάρχει καµιά πρότερη γνώση σχετικά µε το 
πόσες οµάδες (συστάδες – clusters) θα δηµιουργηθούν ή ποια θα είναι η δοµή των 
συστάδων αλλά όλα αποφασίζονται στην πορεία από αποφάσεις που παίρνονται κατά 
την εκτέλεση του αλγορίθµου βάσει κάποιων παραµέτρων. Ουσιαστικά ο κύριος 
στόχος την ανάλυσης συστάδων (cluster analysis) είναι να αναδείξει τις οµάδες που 
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ανήκει καλύτερα κάποιο αντικείµενο ή µεταβλητή. Αρχικά θα πρέπει να αναπτυχθεί 
µια κλίµακα µε την οποία να µετράται η οµοιότητα ή σχέση µεταξύ των 
αντικειµένων. Ως τέτοια κλίµακα συνήθως µπορούν να χρησιµοποιηθούν διάφορα 
µέτρα από τα οποία µερικά αναφέρονται παρακάτω ως τα πιο συνηθισµένα. 
 
1.5.1 Αποστάσεις 
 
Ευκλείδεια απόσταση 
 
Αν έχουµε δύο παρατηρήσεις p- διαστάσεων 1 2[ , ,..., ]px x x=x  και 1 2[ , ,..., ]py y y=y  
Τότε η ευκλείδεια απόσταση είναι :  
( ) ( ) ( ) ( ) ( )22 21 1 2 2( , ) ... p pd x y x y x y ′= − + − + + − = − −x y x y x y  
 
Στατιστική απόσταση 
 
Η στατιστική απόσταση µεταξύ 2 παρατηρήσεων όπως παραπάνω είναι της µορφής : 
( ) ( )( , )d ′= − −x y x y A x y  
όπου A=S-1 µε το S να είναι ο πίνακας της δειγµατικής διακύµανσης και 
συνδιακύµανσης. 
 
Απόσταση Minkowski  
Η απόσταση Minkowski δίνεται από το τύπο: 
1/
1
( , )
mp
m
i i
i
d x y
=
 
= − 
 
∑x y  
 
Για m=1 η απόσταση είναι η απόσταση Manhattan., για m=2 έχουµε την ευκλείδεια 
απόσταση. Γενικά για διάφορες τιµές τις m αλλάζει το βάρος που δίνεται σε 
µεγαλύτερες και µικρότερες διαφορές. 
 
Μέτρο Canberra και συντελεστής Czekanowski  
 
Και τα δύο µέτρα αυτά ορίζονται για θετικές µεταβλητές 
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Canberra      
1
( , ) ( )
p
i i
i i i
x y
d
x y=
−
=
+∑x y  
Czekanowski  1
1
2 min( , )
( , ) 1
( )
p
i i
i
p
i i
i
x y
d
x y
=
=
= −
+
∑
∑
x y  
 
1.5.2 Αλγόριθµοι 
 
Υπάρχουν δύο βασικές οµάδες αλγορίθµων : οι ιεραρχικές µέθοδοι και οι µη – 
ιεραρχικές. [4] Johnson 
 
Ιεραρχικές µέθοδοι 
 
Οι ιεραρχικές µέθοδοι προχωρούν είτε µε µια σειρά διαδοχικών συγχωνεύσεων είτε 
µε σειρά διαδοχικών διαιρέσεων των αρχικών µεταβλητών ή αντικειµένων. 
Οι συναθροιστικές ιεραρχικές µέθοδοι  ξεκινούν µε τα ίδια τα αντικείµενα να 
αποτελούν µία συστάδα το καθένα. Τα πιο όµοια αντικείµενα οµαδοποιούνται αρχικά 
και στη συνέχεια αυτές οι αρχικές συστάδες οµαδοποιούνται και αυτές µέχρι να 
καταλήξουµε να έχουµε µια µόνο συστάδα.  
Οι διαιρετικές ιεραρχικές µέθοδοι ακολουθούν την ακριβώς αντίθετη διαδικασία. 
Ξεκινάει έχοντας µόνο µια συστάδα που περιέχει όλα τα αντικείµενα (µεταβλητές) 
και στη συνέχεια διαιρεί την αρχική οµάδα και κάθε αντικείµενο τοποθετείται στην 
συστάδα µε την οποία απέχει όσο το δυνατόν περισσότερο από τα αντικείµενα της 
άλλης συστάδας. Η διαδικασία συνεχίζει µέχρι να καταλήξουµε να έχουµε τόσες 
συστάδες όσα και αντικείµενα. 
Για τις συναθροιστικές ιεραρχικές µεθόδους τα βήµατα που ακολουθεί ο αλγόριθµος 
για να τοποθετήσει σε συστάδες N αντικείµενα (µεταβλητές ή στοιχεία) είναι:  
1. Ξεκινάµε µε N συστάδες η καθεµία να περιέχει από ένα στοιχείο και ένα 
συµµετρικό πίνακα αποστάσεων D={dik} 
2. Ψάχνουµε τον πίνακα D για το κοντινότερο (πιο όµοιο) ζευγάρι αποστάσεων, 
έστω η απόσταση µεταξύ των δύο συστάδων U και V να είναι duv. 
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3. Συγχωνεύουµε τις δύο συστάδες, ονοµάζουµε την καινούρια συστάδα (UV)  και 
ενηµερώνουµε τον πίνακα αποστάσεων διαγράφοντας τις γραµµές και στήλες 
που περιέχουν τις U και V και προσθέτοντας µια γραµµή και µια στήλη για 
την καινούρια συστάδα (UV) και υπολογίζοντας τις αποστάσεις µεταξύ των 
υπολοίπων συστάδων και της (UV). 
4. Επαναλαµβάνουµε τα βήµατα 2 και 3 N-1  φορές συνολικά. 
 
∆υο σηµαντικές παραλλαγές του παραπάνω αλγορίθµου είναι οι µέθοδοι linkage.  
 
Για τον  single – linkage  αλγόριθµο οι συστάδες δηµιουργούνται από την κάθε 
οντότητα συγχωνεύοντας τους «κοντινότερους γείτονες» όπου ο όρος «κοντινότερος 
γείτονας» υποδηλώνει την µικρότερη απόσταση ή µεγαλύτερη οµοιότητα. Αρχικά 
εντοπίζουµε στον πίνακα των αποστάσεων την µικρότερη απόσταση στον πίνακα D 
και συγχωνεύουµε τις συστάδες σύµφωνα µε το βήµα 2 παραπάνω. Στο βήµα 3 οι 
αποστάσεις µεταξύ της συστάδας (UV) και κάποιας άλλης συστάδας w, είναι  
υπολογίζεται από :    d(UV)W = min{dUW ,dVW }  
To αποτέλεσµα του αλγορίθµου µπορεί να αναπαρασταθεί µε ένα δενδρόγραµµα. 
 
Για τον complete – linkage αλγόριθµο οι συστάδες δηµιουργούνται µε παρόµοιο 
τρόπο µε τον single – linkage µε την µόνη διαφορά ότι σε κάθε βήµα η απόσταση 
µεταξύ των συστάδων προσδιορίζεται από την απόσταση των δύο στοιχείων ένα από 
κάθε συστάδα που είναι πιο µακρινά. Η διαφορά βρίσκεται στο βήµα 3 όπου οι 
αποστάσεις υπολογίζονται από τον τύπο : d(UV)W = max{dUW ,dVW } 
 
Και στις δυο παραπάνω ιεραρχικές µεθόδους δεν µας προσφέρει ιδιαίτερα να 
αφήσουµε τον αλγόριθµο να τρέξει ως το τέλος και να έχουµε στην πρώτη περίπτωση 
µια τελική συστάδα και στην άλλη τόσες συστάδες όσες και αντικείµενα. Αυτό που 
γίνεται  είναι να σταµατούµε σε ένα συγκεκριµένο βάθος ανάλογα µε αυτό που µας 
ενδιαφέρει και στο πόσες συστάδες αναµένουµε  να έχουµε.  
Όπως και µε τις περισσότερες µεθόδους, πηγές σφαλµάτων και µεταβολών δεν 
λαµβάνονται υπ όψιν στις ιεραρχικές µεθόδους. Αυτό σηµαίνει ότι µια µέθοδος 
συσταδοποίησης θα είναι ευαίσθητη σε «σηµεία θορύβου». Στις ιεραρχικές µεθόδους 
συσταδοποίησης δεν υπάρχει πρόβλεψη για ανακατανοµή των αντικειµένων που 
µπορεί να είχαν τοποθετηθεί λανθασµένα σε αρχικά στάδια του αλγορίθµου. Συνεπώς 
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η τελική διάταξη των συστάδων πρέπει να ελέγχεται για να δούµε αν είναι λογική. 
Γενικά για ένα δεδοµένο πρόβληµα καλό είναι να δοκιµάζονται πολλές µέθοδοι 
συσταδοποίησης και µέσα σε µια συγκεκριµένη µέθοδο διαφορετικές αποστάσεις που 
θα χρησιµοποιεί ο αλγόριθµος. Αν τα αποτελέσµατα από αυτές τις περιπτώσεις 
ταυτίζονται µπορούµε πιο εύκολα να καταλήξουµε στο συµπέρασµα ότι η 
οµαδοποίηση είναι ορθή.  
Η ευστάθεια µιας λύσης προερχόµενης από ιεραρχική µέθοδο µπορεί να ελεγχθεί 
εφαρµόζοντας µικρές διαταραχές στα δεδοµένα και παρατηρώντας πως αντιδρά σε 
αυτές. Αν οι οµάδες είναι σωστά διαχωρισµένες, τότε τα αποτελέσµατα πριν και µετά 
τις διαταραχές, θα πρέπει να είναι τα ίδια. 
Αν στα πρώτα βήµατα εκτέλεσης του αλγορίθµου έχουµε ίσες τιµές στον πίνακα των 
αποστάσεων , µπορεί να έχουµε πολλαπλές λύσεις. Τα δενδρογράµµατα δηλαδή που 
αντιστοιχούν σε διαφορετική αντιµετώπιση των ίσων αποστάσεων µπορεί να είναι 
διαφορετικά, ιδιαίτερα στα χαµηλότερα επίπεδα. Αυτό δεν είναι ένα πρόβληµα που 
προκύπτει απ’ την µέθοδο αλλά απλά υπάρχουν  πολλαπλές λύσεις για δεδοµένη 
οµάδα δεδοµένων. Οι πολλαπλές λύσεις δεν είναι απαραίτητα σηµάδι ότι δεν έγινε 
σωστή ανάλυση των δεδοµένων, αλλά ο χρήστης πρέπει να γνωρίζει την ύπαρξή τους 
ώστε τα δενδρογράµµατα να µπορούν να ερµηνευτούν ορθά και συγκρινόµενα µε 
διαφορετικά δενδρογράµµατα να διατηρούν την ισχύ τους επί αυτών. 
 
Μη – ιεραρχικές µέθοδοι 
 
Οι µη – ιεραρχικές µέθοδοι δηµιουργίας συστάδων είναι σχεδιασµένες ώστε να 
οµαδοποιούν αντικείµενα σε µια συλλογή K συστάδων. Ο αριθµός συστάδων K, 
µπορεί είτε να είναι ορισµένος εκ των προτέρων είτε να προσδιορίζεται σαν µέρος 
του αλγορίθµου. Επειδή δεν χρειάζεται να προσδιοριστεί πίνακας αποστάσεων 
µεταξύ των αντικειµένων που θέλουµε να οργανώσουµε σε συστάδες, και τα βασικά 
δεδοµένα δεν χρειάζεται να αποθηκευτούν στον υπολογιστή κατά το τρέξιµο του 
αλγορίθµου, οι µη ιεραρχικές µέθοδοι µπορούν να εφαρµοστούν σε πολύ µεγαλύτερο 
όγκο δεδοµένων από ότι οι ιεραρχικές. 
Οι µη ιεραρχικές µέθοδοι ξεκινούν είτε από µια αρχική διαίρεση των αντικειµένων σε 
οµάδες ή από ένα αρχικό σύνολο κοµβικών σηµείων (seed points)  τα οποία θα 
σχηµατίσουν τον πυρήνα των συστάδων. Καλές επιλογές για τις αρχικές συνθήκες θα 
πρέπει να είναι αµερόληπτες έτσι µια καλή επιλογή µπορεί να είναι µια τυχαία 
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επιλογή αρχικών κοµβικών σηµείων ή ένας τυχαίος διαχωρισµός σε αρχικές οµάδες. 
Παρακάτω ακολουθεί η πιο γνωστή µη ιεραρχική µέθοδος η K-means. 
 
K - Means µέθοδος 
 
Ο McQueen [7] προτείνει τον όρο K-means για να περιγράψει έναν αλγόριθµο ο 
οποίος αναθέτει κάθε αντικείµενο, στην συστάδα που έχει τον κοντινότερο σε αυτό 
µέσο. Η διαδικασία που ακολουθείται για την πιο απλή µορφή αποτελείται από τα 
παρακάτω βήµατα:  
1. Χωρίζουµε τα αντικείµενα σε Κ αρχικές συστάδες και υπολογίζουµε τον 
µέσο(κέντρο) της συστάδας 
2. Ανατρέχουµε όλα τα αντικείµενα, αναθέτοντας καθένα από αυτά στη 
συστάδα µε της οποίας το µέσο είναι πιο κοντά. Ο υπολογισµός αυτής της 
απόστασης µεταξύ κάθε αντικειµένου και του κέντρου της συστάδας είναι 
συνήθως η Ευκλείδεια απόσταση όπως ορίστηκε παραπάνω. Αφού γίνουν 
οι νέες αναθέσεις των αντικειµένων σε συστάδες σύµφωνα µε αυτό τον 
κανόνα, υπολογίζουµε εκ νέου το κέντρο κάθε συστάδας. 
3. Επαναλαµβάνουµε τη διαδικασία έως ότου να µην µπορούν να γίνουν 
περαιτέρω ανακατατάξεις. 
 
Αντί να ξεκινάµε µε µία διαίρεση όλων των αντικειµένων σε K αρχικές συστάδες θα 
µπορούσαµε να ορίσουµε K αρχικά κοµβικά σηµεία και να προχωρήσουµε από εκεί 
στο δεύτερο βήµα.  
Η τελική ανάθεση των αντικειµένων σε συστάδες θα εξαρτάται σε κάποιο βαθµό  από 
τον αρχικό διαχωρισµό των οµάδων ή την επιλογή των σηµείων. Στην πράξη οι 
περισσότερες αλλαγές στην ανάθεση των αντικειµένων συµβαίνουν κατά το πρώτο 
βήµα ανακατανοµής.  
Λόγοι για να µην έχουµε σταθερό αριθµό συστάδων K κατά την εκτέλεση του 
αλγορίθµου 
• Αν δύο ή περισσότερα κοµβικά σηµεία βρίσκονται σε µία συστάδα οι 
παραγόµενες συστάδες θα είναι ανεπαρκώς διαφοροποιηµένες 
• Η ύπαρξη µιας ακραίας τιµής (outlier) µπορεί να δώσει τουλάχιστον µια 
συστάδα µε πολύ διασκορπισµένα αντικείµενα. 
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• Ακόµη και αν ο πληθυσµός αποτελείται από K οµάδες, η δειγµατοληπτική 
µέθοδος µπορεί να είναι τέτοια που  δεδοµένα από την πιο σπάνια οµάδα να 
µην εµφανίζονται στο δείγµα. Το να εξαναγκάζουµε  τα δεδοµένα σε K  
οµάδες µπορεί να οδηγήσει στη δηµιουργία συστάδων που δεν έχουν νόηµα. 
 
Αυτό που συνιστάται αν ο αλγόριθµος απαιτεί να οριστεί ο αριθµός των συστάδων 
είναι να τρέχουµε τον αλγόριθµο για αρκετές τιµές του K ώστε να καταλήξουµε σε 
ένα ασφαλές συµπέρασµα όσον αφορά την τελική σύνθεση των συστάδων.  
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Κεφάλαιο 2 Μοντελοποίηση δεδομένων – Ομαδοποίηση 
 
2.1 Εισαγωγή – παρουσίαση χρονοσειρών 
 
Σε αυτή την εργασία οι χρονοσειρές που θα αναλύσουµε είναι τιµές µετοχών του 
Χ.Α.Α. οι οποίες αφορούν την πενταετία από 2/1/1998 έως 31/12/2002 καλύπτοντας 
έτσι την περίοδο εξαιρετικής ανόδου και πτώσης του Χ.Α.Α. µε κορυφή το 1999. 
Στόχος µας είναι να οµαδοποιήσουµε σε συστάδες τις µετοχές βάσει του µέτρου της 
απόστασης που αναφέρθηκε παραπάνω, ώστε να καταλήξουµε να έχουµε οµάδες που 
να περιλαµβάνουν τις µετοχές που είναι αξιόπιστες, τις µετοχές υψηλού ρίσκου και 
µετοχές που ανήκουν σε ενδιάµεσες κατηγορίες κάνοντας έτσι µια αξιολόγηση των 
µετοχών. 
Οι µετοχές που θα εξετάσουµε είναι ο Γενικός ∆είκτης του Χ.Α.Α. η µετοχή της 
Εθνικής Τράπεζας, της Alpha Bank, της ΓΕΝΑΚ (Εθνική Ακινήτων), της 
Βιοχάλκο, της Ηρακλής, της ΡΟΚΚΑ κατασκευαστικής και της Εµπορικής 
τράπεζας.  
Η διαδικασία που θα ακολουθηθεί για να φτάσουµε να εφαρµόσουµε τον αλγόριθµο 
συσταδοποίησης θα έχει ως εξής: Αφού υπολογίσουµε αρχικά τις αποδόσεις των 
µετοχών από τις αρχικές τιµές, θα αφαιρέσουµε τον µέσο ώστε να γίνουν στάσιµες οι 
σειρές. Εφαρµόζουµε στη συνέχεια ένα AR(1) στις προσαρµοσµένες αποδόσεις. Από 
το µοντέλο αυτό παίρνουµε τα κατάλοιπα και ελέγχουµε τον µέσο ο οποίος 
θεωρητικά είναι µηδενικός, στην πράξη αποδεικνύεται να είναι της τάξης 10-8 µε 10-7.  
Η διαδικασία για να καταλήξουµε να έχουµε τις αποδόσεις λευκασµένες (whitened) 
και διορθωµένες για µέσο µηδέν καλείται προλεύκανση. Σε αυτά τα κατάλοιπα 
εφαρµόζουµε ένα GARCH(1,1) από όπου υπολογίζουµε τους συντελεστές a1  και b1  
του µοντέλου της (9) και εφαρµόζουµε για αυτούς την σχέση (13) για να πάρουµε τον 
πίνακα των αποστάσεων. Πάνω στον πίνακα των αποστάσεων εφαρµόζουµε την 
µέθοδο K-means, για αριθµό K των συστάδων ίσο µε τρείς και  τέσσερις, µε δύο 
διαφορετικές υλοποιήσεις του αλγορίθµου µε τις συναρτήσεις kmeans και pam της 
R (παράρτηµα) για τις µη – ιεραρχικές µεθόδους και µε την συνάρτηση hclust της R 
για τις ιεραρχικές µεθόδους. 
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2.2 Γραφικές παραστάσεις χρονοσειρών 
 
Στην παρακάτω εικόνα  υπάρχουν οι γραφικές παραστάσεις των αρχικών δεδοµένων 
συναρτήσει του χρόνου για τις σειρές που µελετούµε. 
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Εικόνα 3  Time series plots 
 
Παρακάτω ακολουθούν οι συναρτήσεις αυτοσυσχετίσεων για τις αποδόσεις και για τα 
τετράγωνα των αποδόσεων.  
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Εικόνα 4  Συναρτήσεις αυτοσυσχετίσεων για αποδόσεις και τετράγωνα των αποδόσεων 
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2.3 Μεθοδολογία 
2.3.1 Υπολογισµός παραµέτρων GARCH  - Αποστάσεων 
 
Όπως παρατηρούµε από τις συναρτήσεις αυτοσυσχετίσεων, και έχουµε αναφέρει 
παραπάνω, στα τετράγωνα των αποδόσεων (διορθωµένες για µέσο) όλων των σειρών 
έχουµε ισχυρή συσχέτιση ως προς τις προηγούµενες σειρές κάτι που µας οδηγεί να 
συµπεράνουµε ότι έχουµε µεταβλητή ως προς το χρόνο δεσµευµένη 
ετεροσκεδαστικότητα.  
Εφαρµόζοντας ένα AR(1) µε την συνάρτηση R, στις διορθωµένες αποδόσεις, έχουµε 
αφαιρέσει τον µέσο, παίρνουµε τους παρακάτω συντελεστές φi από την εξίσωση (9) 
για  τις σειρές που εξετάζουµε:  
 
Πίνακας 1 – Συντελεστές µοντέλου AR(1) 
Σειρές Τιµή 
Γενικός δείκτης 0.156 
Εθνική Τράπεζα 0.191 
Alpha Bank 0.134 
ΓΕΝΑΚ 0.278 
Βιοχαλκο 0.105 
Ηρακλής 0.134 
ΡΟΚΚΑ 0.179 
Εµπορική Τράπεζα 0.208 
 
 
Από το τρέξιµο του AR(1) παραπάνω αποθηκεύουµε τα κατάλοιπα αφαιρούµε τις 
πρώτες τιµές που είναι µηδενικές. και προσαρµόζουµε ένα GARCH(1,1) µε την 
εντολή garch() της R για κάθε σειρά δεδοµένων. 
Έχουµε τα παρακάτω αποτελέσµατα από την εντολή summary() : 
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Πίνακας 2 – Αποτελέσµατα µοντέλων GARCH 
 
 
Χρονικές 
σειρές 
coefficients 
Jarque - Bera 
(Residuals) 
Box - Ljung Test 
(Sqr Residuals) 
  a0 a1 b1 X-squared p-value X-squared p-value 
GIASE   3.00E-05 1.88E-01 7.45E-01 163.1867 < 2.2e-16 0.3334 0.5637 
  t-value 4.839 8.461 25.451         
  Pr (>|t|) 1.31E-06 < 2e-16   < 2e-16          
ETE 
  
8.34E-05 1.74E-01 6.87E-01 79.5044 < 2.2e-16 0.0778 0.7803 
  t-value 4.905 6.644 15.535         
  Pr (>|t|) 9.32E-07 3.06E-11 < 2e-16          
ALPHA   7.63E-05 1.67E-01 7.02E-01 155.3369 < 2.2e-16 0.3639 0.5463 
  t-value 4.336 6.788 15.687         
  Pr (>|t|) 1.45E-05 1.14E-11 < 2e-16          
GENAK   1.04E-05 2.04E-01 8.26E-01 725.6033 < 2.2e-16 3.6795 0.05509 
  t-value 13.33 19.29 123.96         
  Pr (>|t|) <2e-16  <2e-16 <2e-16         
BIOXALKO   1.39E-04 2.24E-01 6.19E-01 41.8692 8.10E-10 0.4847 0.4863 
  t-value 5.067 5.768 10.984         
  Pr (>|t|) 4.04E-07 8.05E-09 < 2e-16          
Hraklis   3.97E-05 1.71E-01 7.80E-01 91.8239 < 2.2e-16 0.9517 0.3293 
  t-value 5.464 8.13 36.02         
  Pr (>|t|) 4.66E-08 4.44E-16 < 2e-16          
Rokka   6.86E-05 1.70E-01 7.82E-01 4.5673 0.1019 0.2016 0.6535 
  t-value 4.22 6.903 29.361         
  Pr (>|t|) 2.44E-05 5.09E-12 < 2e-16          
Emporiki   5.24E-05 1.62E-01 7.73E-01 187.1168 < 2.2e-16 0.0365 0.8484 
  t-value 7.249 8.247 33.871         
  Pr (>|t|) 4.18E-13 2.22E-16 < 2e-16          
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Έχοντας τις τιµές των a1 και b1 µπορούµε να χρησιµοποιήσουµε τη σχέση (13) για να 
δηµιουργήσουµε τον πίνακα των αποστάσεων. Για τη δηµιουργία του πίνακα 
κατασκευάσαµε µια συνάρτηση στην R που έχει σαν είσοδο δύο διανύσµατα που 
περιέχουν τις τιµές των συντελεστών a και b του µοντέλου GARCH(1,1) και η οποία 
µας επιστρέφει έναν πίνακα των αποστάσεων τάξεως mxm όπου m το πλήθος των 
σειρών που θέλουµε να οµαδοποιήσουµε. Ο κώδικας της συνάρτησης υπολογισµού 
της απόστασης φαίνεται στο παράρτηµα.  
 
Από την συνάρτηση distestimate() (παράρτηµα) που αποτελεί την εφαρµογή της 
σχέσης (13) παίρνουµε τον παρακάτω πίνακα αποστάσεων:  
 
Πίνακας 3 – Αποστάσεις των σειρών 
 
 Giase ete alpha genak bioxk irak rokka emp 
giase 0 0.053215 0.053509 0.104844 0.066409 0.025299 0.026824 0.032787 
ete 0.053215 0 0.008363 0.156149 0.055542 0.06215 0.062877 0.048509 
alpha 0.053509 0.008363 0 0.154863 0.063558 0.059053 0.059614 0.043732 
genak 0.104844 0.156149 0.154863 0 0.158998 0.097619 0.097466 0.115972 
bioxk 0.066409 0.055542 0.063558 0.158998 0 0.088779 0.090115 0.086022 
irak 0.025299 0.06215 0.059053 0.097619 0.088779 0 0.001534 0.0189 
rokka 0.026824 0.062877 0.059614 0.097466 0.090115 0.001534 0 0.018737 
emp 0.032787 0.048509 0.043732 0.115972 0.086022 0.0189 0.018737 0 
 
 
2.3.2 Υπολογισµός συστάδων 
 
 Εφαρµόζοντας στον παραπάνω πίνακα την συνάρτηση kmeans() της R για clustering  
µε την µη – ιεραρχική µέθοδο kmeans παίρνουµε τα παρακάτω αποτελέσµατα από 
την R. 
 Giase Ete alpha genak bioxk irak rokka emp 
1 0.05336161 0.004181292 0.004181292 0.1555058 0.05955017 0.06060160 0.06124541 0.04612043 
2 0.06640879 0.055542241 0.063558100 0.1589979 0.00000000 0.08877868 0.09011539 0.08602208 
3 0.02122748 0.056687641 0.053976879 0.1039754 0.08283124 0.01143314 0.01177367 0.01760574 
4 0.10484433 0.156148545 0.154862980 0.0000000 0.15899792 0.09761939 0.09746574 0.11597207 
 
Clustering vector: 
giase   ete alpha genak bioxk  irak rokka   emp  
    3       1      1       4         2        3       3        3 
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Βλέπουµε ότι το clustering vector για αριθµό συστάδων ίσο µε τέσσερα µας δίνει τις 
εξής συστάδες: 
1. Εθνική τράπεζα,alpha bank 
2. Βιοχάλκο 
3. Ηρακλής, Ροκκα, Γενικός δείκτης, Εµπορική τράπεζα 
4. Γενακ 
 
Για αριθµό συστάδων ίσο µε 3 µε την kmeans παίρνουµε την συσταδοποίηση: 
1. Εθνική τράπεζα,alpha bank, Βιοχάλκο 
2. Ηρακλής, Ροκκα, Γενικός δείκτης, Εµπορική τράπεζα 
3. Γενακ 
 
Η διαφορά όπως βλέπουµε ανάµεσα στα δύο τρεξίµατα είναι η προσθήκη της 
Βιοχάλκο στην συστάδα της Εθνικής και της alpha.  Μπορούµε να υποθέσουµε 
αρχικά ότι η Εθνική µε την Alpha αποτελούν έναν ισχυρό κόµβο καθώς και η 
Εµπορική µε τον γενικό δείκτη, την Ροκκα και τον Ηρακλή έναν άλλο. Η Γενακ 
αποτελεί µόνη της συστάδα και στα δύο τρεξίµατα κάτι που φανερώνει και την 
ιδιαιτερότητα στην συµπεριφορά της µετοχής.  
Μια άλλη συνάρτηση που κάνει k-means clustering  στην R είναι και pam(). Εξαιτίας 
της δυνατότητας της pam() δίνει και γραφικές παραστάσεις καθώς και περισσότερες 
δυνατότητες επεξεργασίας θα µας δώσει µια καλύτερη εποπτεία των αποτελεσµάτων 
που πήραµε από την k-means. H pam() κάνει την συσταδοποίηση ελαχιστοποιώντας  
το άθροισµα των διαφορών  (dissimilarity matrix) και όχι µε το άθροισµα των 
τετραγώνων  των ευκλείδειων αποστάσεων όπως η kmeans. Το ποιο χρήσιµο 
χαρακτηριστικό της είναι όµως οι γραφικές της δυνατότητες. Παρακάτω βλέπουµε τα 
αποτελέσµατα της pam() για αριθµό συστάδων τρία: 
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Εικόνα 5   Clustering graph µε την Pam() για K=3 
 
 
Εικόνα 6  Συστάδες και πλάτη µε την Pam() για Κ=3 
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Στην εικόνα 6 βλέπουµε ένα είδος ραβδογράµµατος όπου οι ράβδοι είναι 
οµαδοποιηµένες ανά συστάδα και σε κάθε συστάδα η κάθε µετοχή που µελετούµε 
παίρνει µια τιµή s(i) (πλάτος) από 0 έως 1.  Τιµές s(i) κοντά στη µονάδα σηµαίνει ότι 
είναι πολύ καλά οµαδοποιηµένες , τιµές κοντά στο 0 ότι η παρατήρηση βρίσκεται 
µεταξύ δύο συστάδων και αρνητικές τιµές ότι η παρατήρηση είναι τοποθετηµένη σε 
λάθος συστάδα. 
Παρατηρούµε ότι η πρώτη συστάδα µε µέσο όρο 0.7 αποτελεί µια καλή εκτίµηση της 
συστάδας, ενώ για  την δεύτερη συστάδα έχουµε ένα µέσο όρο 0.43 που δεν είναι 
αρκετά ικανοποιητικός κάτι που µας οδηγεί να υποθέσουµε ότι κάποια µετοχή δεν 
ανήκει σε αυτή την συστάδα.  
 
Για αριθµό συστάδων ίσο µε τέσσερα βλέπουµε τα παρακάτω: 
 
 
 
Εικόνα 7  Clustering graph µε την Pam() για K=4 
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Εικόνα 8  Συστάδες και πλάτη µε την Pam() για Κ=4 
 
Για αριθµό συστάδων ίσο µε τέσσερα ο αλγόριθµος µας δίνει ελαφρώς καλύτερα 
αποτελέσµατα, καθώς έχουµε για την πρώτη συστάδα πλάτος s(i) 0.66 από 0.70 που 
είχαµε για Κ=3, και έχουµε για την δεύτερη συστάδα. 0.86 πλάτος από 0.43 για Κ=3, 
αλλά µε την προσθήκη της Βιοχάλκο στη συστάδα σε αυτή την περίπτωση. 
 
Θα εξετάσουµε τα αποτελέσµατα που πήραµε για τρέξιµο µε την συνάρτηση hclust() 
της R για υπολογισµό των συστάδων µε ιεραρχικούς  αλγορίθµους.  Εξετάσαµε τα 
δεδοµένα για δυο περιπτώσεις του αλγορίθµου για single – linkage και complete – 
linkage. Για να χρησιµοποιήσουµε την συνάρτηση hclust πρέπει πρώτα να 
µετατρέψουµε τον πίνακα των αποστάσεων σε  αντικείµενο της µορφής dist µε τη 
συνάρτηση dist της R. H συνάρτηση dist υπολογίζει τις αποστάσεις µεταξύ των 
γραµµών ενός πίνακα δεδοµένων.  
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Single – linkage 
 
 
Εικόνα 9  Clustering graph µε τον Single-linkage αλγόριθµο 
 
Complete Linkage 
 
Εικόνα 10  Clustering graph µε τον Complete-linkage αλγόριθµο 
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Για τον single – linkage αλγόριθµο έχουµε: 
 
Στο πρώτο βήµα του αλγορίθµου η Ηρακλής πηγαίνει µε την Ροκκα, στο 2ο η ΕΤΕ µε 
την άλφα, στο 3ο και στο 4ο βήµα µπαίνουν η Εµπορική και ο γενικός δείκτης στην 
συστάδα του Ηρακλή και τέλος προστίθεται η Βιοχάλκο και η Γενάκ στο σύνολο των 
αντικειµένων και όχι σε κάποια συγκεκριµένη συστάδα. Παρατηρούµε εδώ δηλαδή 
ότι αν σταµατήσουµε τον αλγόριθµο σε ένα βάθος 4 και πάρουµε τα αποτελέσµατα 
έχουµε την ίδια διαρρύθµιση των συστάδων όπως και µε την kmeans και pam για 
αριθµό συστάδων ίσο µε  4. Η Βιοχάλκο όµως, ακόµα και βάθος 5 να επιλέγαµε, δεν 
θα πήγαινε στη συστάδα της Εθνικής µε της Alpha αλλά θα άνηκε στη συνολική 
συστάδα µε όλες τις παρατηρήσεις.  
 
Για τον complete - linkage αλγόριθµο έχουµε: 
 
Παρατηρούµε ότι ακολουθούνται ακριβώς τα ίδια βήµατα µε παραπάνω µε την 
διαφορά ότι στο 5ο βήµα η Βιοχάλκο πηγαίνει στη συστάδα της Εθνικής µε την 
Alpha. Για αυτή την περίπτωση τα αποτελέσµατα ταυτίζονται µε αυτά που πήραµε 
από τους αλγόριθµους µε την K-means για αριθµό συστάδων 3 και 4.  
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Κεφάλαιο 3 
 Συμπεράσματα – Σύγκριση αποτελεσμάτων 
 
Αναλύσαµε παραπάνω την  µεθοδολογία που ακολουθήσαµε  ώστε να φτάσουµε σε 
ένα συµπέρασµα όσον αφορά την τελική δοµή των συστάδων. Ορίστηκε ένα µέτρο 
απόστασης (13) και βάσει αυτού του µέτρου και µέσω των µοντέλων GARCH(1,1) 
πήραµε έναν πίνακα αποστάσεων των µετοχών που µελετήσαµε. Εφαρµόσαµε σε 
αυτόν τον πίνακα τέσσερις διαφορετικούς αλγορίθµους , δύο από hierarchical 
clustering µε τους single – linkage και complete – linkage αλγόριθµους και δύο από 
non- hierarchical µε δυο παραλλαγές του k-means αλγορίθµου για συστάδες µεγέθους 
3 και 4. Μπορούµε να πούµε όσον αφορά τις τελικές συστάδες και την σύνθεσή τους, 
ότι υπάρχουν δυο ισχυρές οµάδες η µία που περιέχει την Εθνική και την Alpha και 
άλλη µια που περιέχει την Ηρακλής, Ρόκκα, Εµπορική και Γενικό ∆είκτη. Η Γενακ σε 
όλες τις εκτελέσεις του αλγορίθµου αποτελεί µια συστάδα µόνη της και η Βιοχάλκο 
ανάλογα µε το πόσες συστάδες θέλουµε να σχηµατίσουµε είναι είτε µόνη της µια 
συστάδα ή ανήκει στην συστάδα της Εθνικής µε την Alpha για τους περισσότερους 
αλγόριθµους. Συνολικά έχουµε τον παρακάτω πίνακα: 
 
Πίνακας 4 – Περίληψη αποτελεσµάτων αλγορίθµων 
Αριθµός 
cluster 
K-means Pam Single-Linkage Complete-linkage 
 3 4 3 4 3* 4 3 4 
1 ΕΤΕ,alpha, 
βιοχάλκο 
ΕΤΕ,alpha ΕΤΕ,alpha, 
βιοχάλκο 
ΕΤΕ,alpha - ΕΤΕ,alpha ΕΤΕ,alpha, 
βιοχάλκο 
ΕΤΕ,alpha 
2 Γεν.δείκτης, 
ηρακ,ροκκα 
εµπορική 
Γεν.δείκτης, 
ηρακ,ροκκα 
εµπορική 
Γεν.δείκτης, 
ηρακ,ροκκα 
εµπορική 
Γεν.δείκτης, 
ηρακ,ροκκα 
εµπορική 
- Γεν.δείκτης, 
ηρακ,ροκκα 
εµπορική 
Γεν.δείκτης, 
ηρακ,ροκκα 
εµπορική 
Γεν.δείκτης, 
ηρακ,ροκκα 
εµπορική 
3 Γενακ Βιοχάλκο Γενακ Βιοχάλκο - Βιοχάλκο Γενακ Βιοχάλκο 
4 - Γενακ - Γενακ - Γενακ - Γενακ 
*Με τον single – linkage δεν µπορούµε να εξάγουµε 3 συστάδες. Αν θέλουµε να έχουµε 
πιο λίγες συστάδες µπορούµε να επιλέξουµε 2 όπου η µια είναι η γενακ και η δεύτερη 
όλες οι υπόλοιπες σειρές.  
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Η διαδικασία που ακολουθήθηκε παραπάνω είχε ως στόχο να οµαδοποιηθούν 
χρονικές σειρές ανάλογα µε τις δοµές αστάθειας που παρουσιάζουν και έτσι ώστε 
τελικά να έχουµε όσο το δυνατό πιο οµογενείς συστάδες.  
Συγκρίναµε τα αποτελέσµατα µε εργασία [10] Παπαναστασίου, όπου έγινε επίσης 
ταξινόµηση και συσταδοποίηση για χρονικές σειρές που παρουσιάζουν δοµές 
αστάθειας. Σε αυτή χρησιµοποιήθηκε ένα µέτρο, [5] Kakizawa,  το Kullback – 
Leibler µέτρο, το οποίο στη θεωρία πιθανοτήτων και τη θεωρία πληροφοριών είναι 
ένα µη-συµµετρικό µέτρο της διαφοράς µεταξύ δύο κατανοµών P και Q. Αυτό το 
µέτρο εφαρµόστηκε για µοντέλα GARCH και παρατηρήσαµε ότι: 
Για τις σειρές Γενακ, Γενικός δείκτης, Ηρακλής, Βιοχάλκο, ΕΤΕ , alpha και Ροκκα οι 
συστάδες που µας έδωσε ο αλγόριθµος k-means µε την συνάρτηση pam ήταν 
• Γενικός δείκτης , ηρακλής και βιοχάλκο 
• ΕΤΕ, alpha και Ροκκα 
• Γενακ  
Η γραφική παράσταση φαίνεται παρακάτω:  
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 Παρατηρούµε ότι οι συστάδες έχουν σχεδόν τα ίδια κέντρα, η πρώτη τον γενικό 
δείκτη και η δεύτερη την ΕΤΕ , και οι αλλαγές είναι η προσθήκη της Βιοχάλκο από 
την συστάδα της ΕΤΕ σε αυτή του Γενικού δείκτη και η προσθήκη της Ροκκα από τον 
γενικό δείκτη στην οµάδα της ΕΤΕ. Τα κέντρα αποτελούν τις ισχυρότερες µετοχές 
από τις συστάδες που δηµιουργούνται και µπορούµε να τις κατατάξουµε σε συστάδες 
ρίσκου, ανάγοντας την συστάδα της ΕΤΕ σε χαµηλού ρίσκου, την συστάδα του Γεν. 
∆είκτη σε µέσου ρίσκου και την οµάδα της ΓΕΝΑΚ σε υψηλού ρίσκου. 
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Παράρτηµα – Γλώσσα R 
 
Η γλώσσα R είναι µια γλώσσα προγραµµατισµού βασισµένη στο λογισµικό S-Plus, 
που αναπτύχθηκε µε κύριο στόχο να γίνει ένα εργαλείο στατιστικής ανάλυσης και 
επεξεργασίας δεδοµένων. Είναι µια γλώσσα ελεύθερου λογισµικού µε πολλά πακέτα 
διαθέσιµα στους χρήστες για την εκτέλεση πολλών στατιστικών (στατιστικά τέστ, 
γραµµική και µη – γραµµική ανάλυση, ανάλυση χρονοσειρών, ταξινόµηση και 
συσταδοποίηση) και γραφικών τεχνικών. Στη βιβλιογραφία υπάρχουν πολλά 
αξιόλογα εγχειρίδια εκµάθησης της γλώσσας. [11] Paradis. Μπορεί να βρεθεί στην 
σελίδα www.cran.r-project.org 
Η R εκτελείται µέσω command line αν και έχουν αναπτυχθεί και gui. Στο command 
line µπορούµε να γράφουµε τις εντολές, πιο αποδοτικό όµως είναι να γράφουµε όλες 
µαζί τις εντολές σε ένα script, και να τις εκτελούµε.  Επίσης υπάρχει η δυνατότητα να 
γράψουµε τις δικιές µας συναρτήσεις δίνοντας µας µεγαλύτερη ευελιξία και 
περισσότερες δυνατότητες. 
Κάποιες βασικές εντολές που χρησιµοποιήσαµε είναι: 
Για την εισαγωγή αρχείων άλλης µορφής (.xls,.csv,doc) είναι η εντολή read.csv() ή 
read(), ή read.table(). Όλες είναι πλήρως παραµετροποιηµένες και η πλήρης 
σύνταξη τους µπορεί να βρεθεί µε το  help της R, γράφοντας help(read.csv) ή 
οποιαδήποτε εντολή θέλουµε να µάθουµε την σύνταξή της. Για να χρησιµοποιήσουµε 
κάποια εντολή ή συνάρτηση που δεν βρίσκεται στο βασικό πακέτο της R πρέπει 
πρώτα να την φορτώσουµε στο workspace µε την εντολή library() βάζοντας το 
όνοµα του πακέτου στις παρενθέσεις. Με την συνάρτηση objects() βλέπουµε ποια 
αντικείµενα υπάρχουν αποθηκευµένα στην µνήµη. Με την rm() διαγράφουµε κάποιο 
αντικείµενο. Με την names(object_name) παίρνουµε ονοµαστικά τα στοιχεία ενός 
αντικειµένου. Με την summary(object_name) παίρνουµε µια περίληψη του τι 
περιέχει ένα αντικείµενο, συνήθως στατιστικά για το ελάχιστο, µέγιστο και τα 
τεταρτηµόρια αν είναι πίνακας ή διάνυσµα ή αν το αντικείµενο έχει προέλθει από 
στατιστική ανάλυση, garch() π.χ., περισσότερες λεπτοµέρειες σχετικά µε την 
εκτέλεση της µεθόδου (στατιστικά τεστ, p- values, τυπικές αποκλίσεις. 
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Για τη δηµιουργία λίστας αναφέρονται ενδεικτικά δύο τρόποι: 
Με την εντολη a<-c(1,2,3,4) όπου δηµιουργείται µια λίστα µε 4 στοιχεία. 
Ή µε την εντολή a<-list(A=x,B=y)  όπου δίνουµε ονόµατα στα στοιχεία της λίστας 
για να µας διευκολύνουν στην αναζήτηση καθώς και να είναι πιο ξεκάθαρο τι 
ακριβώς αντιπροσωπεύει κάθε στοιχείο. Κάθε λίστα µπορεί να έχει ως στοιχεία άλλες 
λίστες, διανύσµατα ή πίνακες. 
Για την δηµιουργία πίνακα χρησιµοποιήσαµε την εντολή matrix(). 
 
Η R περιέχει δοµές ελέγχου και επαναλήψεων όπως: 
if (condition) {expression1} else {expression2} : Αν ικανοποιηθεί η συνθήκη 
εκτελείται η σχέση 1 αλλιώς η σχέση 2.  
for (x in expression1) {expression2} : Επαναλαµβάνει την σχέση 2 όσο ισχύει η 
σχέση 1.  Η σχέση 1 είναι της µορφής 1:n συνήθως δίνοντας έτσι ένα διάστηµα που 
θα τρέξει το loop. Αντίστοιχα ορίζονται και οι δοµές µε while, switch, repeat. 
Χρήσιµες είναι και οι εντολές apply και sapply για αποδοτικότερη διαχείριση 
διανυσµάτων και πινάκων, οι οποίες εφαρµόζουν σε όλα τα στοιχεία ενός  πίνακα µια 
συνάρτηση. 
Χρησιµοποιούµενες συναρτήσεις 
Μια από τις συναρτήσεις που χρησιµοποιήσαµε αρχικά ήταν η as.POSIXct()  που 
παίρνει ως δεδοµένο ένα αρχείο τύπου factor που στην περίπτωσή µας ήταν η σειρά 
του χρόνου των αρχικών δεδοµένων, και την µετατρέπει σε µορφής date. Αυτό το 
κάναµε για να µπορούµε να παίρνουµε την γραφική παράσταση κάποιας χρονοσειράς 
έχοντας και την χρονική κλίµακα στον άξονα των x.  
Μια συνάρτηση που δηµιουργήσαµε ήταν η arestimate() για να υπολογίσουµε τους 
συντελεστές που προέκυψαν από το AR(1) καθώς και τα Residuals.  
arestimate<-function(X){ 
   a<-ar(X,aic=FALSE,order.max=1) 
   coef<-a$ar 
   al<-list(Coefficient=coef,Residuals=na.omit(a$resid)) 
} 
 Αυτό που επιστρέφεται στο τέλος είναι µια λίστα που έχει για στοιχεία τον 
συντελεστή του AR και τα κατάλοιπα. 
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 Η εντολή ar() υπολογίζει ένα ar µοντέλο προσφέροντας την κατάλληλη 
παραµετροποίηση. Επίσης οι acf() και pacf() υπολογίζουν τις συναρτήσεις 
αυτοσυσχετίσεων και τις µερικές συναρτήσεις αυτοσυσχετίσεων αντίστοιχα 
εκτυπώνοντας και το αντίστοιχο γράφηµα.  
Για να τρέξουµε ένα garch(p,q) σε µια σειρά x δίνουµε την εντολή  garch(x, order = 
c(1, 1) .   
 
Για clustering χρησιµοποιήσαµε τις συναρτήσεις :  
• kmeans(): που εφαρµόζεται πάνω σε ένα πίνακα, και ορίζουµε επίσης και τον 
αριθµό των συστάδων. 
• pam(): Επίσης συνάρτηση µε τον αλγόριθµο kmeans(), µε παρόµοια σύνταξη 
αλλά περισσότερες δυνατότητες, όπως γραφική αναπαράσταση των 
συστάδων. 
• hclust(): Συνάρτηση που υπολογίζει το clustering vector βάσει αλγορίθµου 
hierarchical clustering , single-linkage ή complete – linkage. Προσφέρει 
επίσης δυνατότητες γραφικής αναπαράστασης. Για να µπορέσουµε να 
πάρουµε το γράφηµα εφαρµόζουµε αρχικά την συνάρτηση dist() στον πίνακα 
των αποστάσεων, έπειτα την συνάρτηση  
hclust(d,method=”single or complete”) όπου d είναι το αποτέλεσµα της 
dist() και τέλος για να πάρουµε το γράφηµα την συνάρτηση plclust(h) όπου h 
το αποτέλεσµα από την hclust(). 
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