Mathematical models of the human physiology allow both the identification of hidden patient parameters and the prediction of patient reactions towards changes in the therapy regime. The knowledge of hidden patient parameters allows a doctor to further evaluate a patient's stage of illness, while the prediction of patient reactions allows optimization of therapy settings to reach a desired therapy goal.
Introduction
The application of mechanical ventilation has become a routinely used and well established procedure in intensive care medicine. It often is a life-saving intervention, providing oxygenation and carbon dioxide removal in critically ill patients. The clinician's primary goals are to find appropriate settings to ensure both sufficient oxygenation and carbon dioxide removal. A ventilator basically provides two options to reach the previously described goal which are the fraction of oxygen in the inspired air (FiO 2 ) and the amount of air per minute given to the patient (minute ventilation, MV). However, above a certain level of minute ventilation, the effect on arterial oxygen partial pressure (PaO 2 ) becomes minimal. Therefore, if MV is already set to ensure a sufficient level of carbon dioxide removal, a further increase in PaO 2 can only be achieved by increasing FiO 2 . Adjusting FiO 2 to reach a desired PaO 2 usually follows a trial-and-error procedure, i.e. the clinician is not aware of the exact value of FiO 2 to achieve the desired oxygenation in a patient. As hypoxia but also hyperoxia should be avoided in a patient [1] [2] [3] [4] , FiO 2 changes are usually applied in small steps accompanied by frequent blood gas analysis. An average of two to three of those steps is necessary to reach the desired PaO 2 . Providing the clinician with the right FiO 2 setting would thus lead to normoxia in the patient in a shorter amount of time as well as eliminate most of the necessary blood samples drawn from the patient. Additionally, it would decrease the time a clinician needs to attend to a patient to adjust ventilator settings.
Mathematical models can aid in providing such information by mimicking a patient's physiology and thus predicting the clinical outcome of certain therapy settings. Moreover, they provide a deeper understanding of a patient's current stage of illness by revealing otherwise hidden patient parameters. We have previously presented a simple model of gas exchange that allows predicting a patient's reaction in oxygenation to changes in FiO 2 [5] .
Robust model calibration is an integral part of exploiting a mathematical model for prediction. The quality of model calibration is mainly influenced by the number of measurements available at the bedside as well as the signal quality of those measurements. Inaccurate model calibration may lead to incorrect predictions and thus result in a false impression of a patient's disease stage. Generally, the complexity of model calibration increases with the number of model parameters that need to be identified. Therefore, the employed models should always be kept as simple as possible. The previously presented model of human gas exchange contains only one parameter that needs to be identified, which is the pulmonary shunt, i.e. the amount of blood that is not oxygenated. This parameter is usually hidden from the clinician, thus besides the model's ability to predict a patient's reaction to changes in FiO 2 it also allows the clinician to get a more detailed impression on how well the patient's lung is ventilated. Calibration of this model is based on just one blood gas analysis. Noisy measurements therefore have a major influence on the predictive outcome and the accuracy of the computed shunt. It is thus essential to know at which level of FiO 2 or PaO 2 in the patient, respectively, model calibration should be conducted to ensure a minimal influence of measurement noise. We have employed both artificial and real patient data to determine the optimal calibration point for a one-parameter shunt model of human gas exchange.
Materials and Methods

Mathematical model
The presented model is derived from the model presented by Riley [6] . In contrast to Riley's two-compartment model, it comprises only one compartment, i.e. a compartment that is well perfused and ventilated and a shunt that is perfused but not ventilated [5] . The size of the latter is defined by the shunt parameter, i.e. the fraction of total blood stream that does not participate in gas exchange. Air enters the model through the ventilated compartment, where oxygen dissociates into the blood and carbon dioxide is eliminated from the blood. Arterial blood is mixed from the oxygenated end-capillary blood and the shunted deoxygenated venous blood. The model does not account for inspiration/expiration phases, i.e. alveolar gas flow and alveolar volume are taken as constant. Figure 1 shows a schematic overview of the model. Symbols are defined as follows: P -partial gas pressure, C -gas concentration in blood, V -air volume, V -air flow. Indices are: I -inspired, A -alveolar, eend-capillary, v -venous and a -arterial. The model assumes constant conditions for blood flow and air flow as well as equilibrium between alveolar and end-capillary gas partial pressures. Moreover, respiratory quotient (RQ), defining the CO 2 production to O 2 consumption ratio and arterial-venous oxygen difference are assumed constant and set to represent a normal human (RQ = 0.8, a/v̄-Diff = 5 [ml/dl]).
Model calibration
The model is calibrated using one blood gas analysis drawn from arterial blood providing PaO 2 , arterial carbon dioxide partial pressure (PaCO 2 ), Haemoglobin concentration (Hb), pH and body temperature. Thus, alveolar oxygen partial pressure (PAO 2 ) is calculated using the alveolar gas equation [7] as shown in eq. 1:
P atm is the atmospheric pressure, P H2O is water vapor pressure. With the above mentioned assumptions, endcapillary oxygen concentration can be calculated as shown in eq. 2 [8] .
Here, k 1 and k 2 are constants (k = 1.312 
CvO 2 is then defined as [7] :
The model is finally calibrated by calculating shunt fraction f s as [10] :
Model prediction
Assuming, that shunt fraction is not altered when FiO 2 is modified, PaO 2 can be predicted for any FiO 2 that is applied at the patient. Calculation of PaO 2 is done by using eq. (1) and (2) to compute PAO 2 and CeO 2 and combining eq. (4) and (5) to calculate CaO 2 :
PaO 2 can be derived by inversing (3). Eq. (3) is not invertible directly due its implementation of the oxygen dissociation functions. Thus, PaO 2 is computed iteratively employing the Nelder-Mead Simplex method [11] . Figure 1 . Schematic representation of the simple gas exchange model. Blood flow is distributed among the shunt and the alveolar compartment; the alveolar compartment is perfused and ventilated, the shunt is perfused but not ventilated.
Artificial and real patient data
Artificial patient data was created using a twocompartment model which is related to but more complex than the one-compartment model described above. It comprises two alveolar compartments that are perfused and ventilated differently, thus allowing simulation of different ratios of V /Q-mismatch [12, 13] . The model includes a fixed distribution of blood flow, i.e. one compartment receives 10% of the non-shunted blood while the other receives 90%. The alveolar distribution parameter f A is used to model different ventilation to perfusion ratios. Figure 2 shows a schematic representation of the model. 16 artificial patients have been created, each differing in shunt and V /Q-mismatch, thus representing different stages of pulmonary distress. Table 1 Each data set included 1000 measurements for calibration and 17 measurements for evaluation. An additional 1000 measurements for calibration were modified with 10% uniformly distributed noise to account for measurement noise that would be present in a real setting. Real patient data was based on anonymous blood gas analysis results taken from a patient data management system. Only patients with three or more blood gas results were used for evaluation. Both healthy and critically ill patients were included in the study. The recorded levels of FiO 2 were applied on a therapeutical basis, i.e. not in the context of a clinical trial. All patients had been supplied with a level of minute ventilation that ensured an acceptable level of carbon dioxide in the blood. In total, 5 patients were used for evaluation.
Evaluation
The one-compartment model was calibrated to each of the 2000 calibration measurements in all 16 artificial patients. For each calibration, the resulting predictive performance was evaluated by comparing the predicted PaO 2 with the correct PaO 2 at all 17 data points. The same approach was used to evaluate the real patients. Here, calibration was conducted at each of the measured FiO 2 levels and predicted PaO 2 levels were compared to the remaining measurements. Figure 3 shows the mean deviation between predicted and artificial PaO 2 when calibration is done with exact measurements. Figure 3a shows the deviation with respect to the PaO 2 used for calibration, Figure 3b shows Figure 4 shows the standard deviation of the difference between predicted and correct PaO 2 when calibrating with noisy data. The presented values were computed in 10% FiO 2 clusters, i.e. one value for all calibrations between 21%-30% FiO 2 , one for 30%-40%, etc. The model was able to reproduce all patients with a V /Q-ratio below 4.3 with a standard deviation of less than 2.6%; patients with higher V /Q-ratios resulted in standard deviations above 20%. The best overall performance, i.e. considering all tested patients was found when calibration was done between 60% and 70% FiO 2 or 100mmHg PaO 2 . Figure 5 shows the mean deviation between predicted and measured PaO 2 applying the recorded real patient data. Here, the best overall performance was found when calibrating the model at 60% FiO 2 or a PaO 2 level between 150mmHg and 200mmHg. In all patients, the model was able to reproduce the recorded data with a mean deviation below 10% when the calibration point was chosen right.
Results
Discussion
The use of mathematical models as a predictive tool offers a great potential in providing individually optimized therapy settings and thus improving medical treatment. Model calibration is a corner stone in ensuring correct predictions, being especially challenging in noisy environments or if only a small number of measurements is available. The presented study used both artificial and real patient data to evaluate the influence of the calibration point on the predictive performance of a model and to define the optimal calibration point for a wide range of patients. Results show that the simple model is able to reproduce all artificial data sets with a mean deviation below 10% if the measured data is without noise. Here, the optimal calibration point is at about 60% FiO 2 or 100mmHg PaO 2 , respectively. The one-compartment model is certainly not able to reproduce the artificial data without any deviation, as the model used for creating the artificial data was of higher complexity. That model shows a different behaviour in areas of low FiO 2 where the effect of V /Qmismatch is more prominent. Thus calibrating the onecompartment model at low FiO 2 leads to a false estimation of shunt, resulting in higher deviations between predicted and correct PaO 2 . Figure 6 shows artificial data for patients 4 and 16, i.e. a healthy and a severely ill patient. In both patients calibration was done at lowest (21%) and highest FiO 2 (100%). Results show, that calibrating at low FiO 2 results in computing a higher shunt, i.e. the model predicts a smaller increase of PaO 2 compared to the correct data. In severely ill patients, this effect is more prominent, as the effect of V /Q-mismatch at low FiO 2 is even greater. Similar findings could be derived in noisy data, i.e. calibrating the model at 60%-70% FiO 2 or 100mmHg PaO 2 leads to the best results. Still, some patients could not be reproduced satisfyingly. All those patients (8, 11, 14 , and 16) comprised a high V /Q-mismatch, a characteristic the one-compartment model can simply not reproduce. Such might be addressed in models of higher complexity, which leads to our proposal of using multiple model versions of different complexity allowing adaption of model simulation to the actual disease state of the patient [14] . However, the model was able to reproduce all real patient data sets with a mean deviation below 10%; again with best results at 60% FiO 2 . Here, the corresponding PaO 2 range was 150mmHg to 200mmHg. Those PaO 2 levels might not be achievable in patients with severe lung conditions; still, the determined FiO 2 range should serve as a sufficient guide to use the optimal calibration point. Summarizing, the presented model is able to reproduce most patients and is able to predict PaO 2 with sufficient accuracy if calibration is done at 60%-70% FiO 2 or 150-200mmHg PaO 2 .
Conclusion
The presented study proved that most patient reactions to changes in FiO 2 can be predicted with a simple onecompartment model. Moreover, it showed that the calibration point has a great influence on the predictive performance of such a model. A combination of artificial and real patient data provides a valuable tool in determining the optimal calibration point. 
