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ABSTRACT 
Cluster analysis is a technique for finding hidden clusters in data and is 
important to data mining. In this thesis, a new clustering method based on 
the inter-point distance is proposed. This method used the 25th percentile 
of the distribution of the inter-point distances of data as a robust estimate 
of the cluster centers. This method will perform binary splitting of the data 
iteratively. At each iteration, two cluster centers are found and the data are 
divided into two clusters based on the distance to these two cluster centers. 
Finally, cluster validity technique based on the F-test for equality of variance 
is used to chcck if the merging of neighboring clusters is neccssary. Simulated 
dataset is used to illustrate this method and simulation study is carried out 
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1.1 Basic concept of clustering 
A considerable amount of research has been carried out on clustering meth-
ods, which represent a statistical technique use to separate data into groups 
by their properties. There is no precise definition of what constitutes a clus-
ter because of various user needs. Thus, the result is always customized to 
the situation required by a particular application. Therefore, there is no 
absolute solution for a clustering result. A good clustering result is a result 
that suits the users' needs. Naturally, we are interested in finding groups 
with homogeneous properties. Thus, in this thesis, we concentrate only on 
determining groups with common properties. 
Clustering methods can be generally divided into center-based and density-
based methods, both of which are based on distance measures. The most 
commonly used distance measures are Euclidean distance and Mahalanobis 
distance. 
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Euclidcan distance is the length of the line segment between two points, 
which is defined as 
E D — ( X丨 - X j ) ' ( X i - X j ) ’ (1.1) 
where Xj and xj represent the vector of two points of dataset X. It measures 
the minimum distance between any two points. 
Mahalanobis distance does not measure the direct distance between two 
points, but rather the distance between a point and the sample mean of the 
dataset, with a scaling component; that is, 
\ / ( x i - X ) S - i ( x i - X y , (1.2) 
for each point Xi. Scaling component S一 i is the inverse of the sample covari-
ance matrix, and X is the sample mean of dataset X. 
Applications of clustering can be found in marketing, biology, insurance, 
city-planning, and other fields. 
1.2 Main problems 
Conventionally, the number of clusters in most clustering methods are speci-
fied in advance by the prior knowledge of users. Cluster analysis performance 
is then commonly determined by how much prior knowledge the user has ob-
tained or how accurate that information is. Recently, a number of studies 
have attempted to determine the number of clusters through cross valida-
tion, penalized likelihood estimation, permutation tests, consensus cluster-
ing, finding the knee of an error curve (see Salvador k Chan, 2004), and the 
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Gap statistic (see Hastle, Tibshirani and Walther, 2002), all of which arc 
discussed in Section 1.3. 
In addition to the limitation of pre-setting the correct number of clus-
ters based on prior knowledge, outliers, which are always present and may 
contaminate the dataset, also greatly affect the results of clustering analysis. 
The literature includes only a few discussions of outliers detection, such as 
the fast algorithm suggested by Roussccuw and Van Dricssen (1999), which 
uses the minimum covariance determinant estimator to identify the outliers 
of the data. Few papers have addressed the ways to tackle the problem. 
1.3 Review 
As a recap, seven commonly used clustering algorithms are briefly introduced 
here, with a discussion of their constraints. 
Cross validation mainly makes use of in the regression technique. It 
partitions the dataset into n subsets and performs modeling on each of them. 
It then calculates the mean squared error (MSE) of every model. The mean 
MSE is defined as 
n 
Y l i ^ r b i X u - b2X2i - . . . - (1.3) 
i=l 
where n is the data size, Yi is the response variable, a is the intercept of 
the regression line, b is the regression coefficient and X^'s is the independent 
variables in regression. The model with the least MSE is then chosen. This 
method attempts to fit the data as accurately as possible and to cluster the 
dataset with the best model. 
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The penalized likelihood estimation is another model selection technique 
that makes use of regression. It attempts to find the best model, i.e. that 
suits the data most accurately. The original maximum likelihood estimation 
problem is 
1 “ 
maximize{- Y^ log(Xi\0)) subject to 0 e B. (1.4) 
n i=l 
A penalty term is added to the likelihood ratio to penalize the complexity 
of the model. The model that maximizes the penalized likelihood function is 
then sclcctcd. 
Permutation tests attempt to prevent the crcation of a picccwise linear 
approximation that over-fits the data, where piecewise linear approximation 
is a set of consecutive line segments that approximate a time series. Each 
segment can be thought of as a cluster. Permutation tests can also be used 
to test whether two or more samples belong to the same population. The 
permutation test procedure is simple: 
1. Rcsample the same sized of data from the original data. 
2. Rccord the statistic of interest. 
3. Repeat steps 1 and 2 for all permutations of data. 
4. Compare the statistic of interest of the original data with that of the 
resampled data to see how often it is as extreme as that observed. 
Consensus clustering is a method that dusters many samples of a datasct 
by any clustering algorithm. These samples are obtained by using the resam-
pling technique. The method then determines the number of clusters from 
the various sample clusters with the most stability. 
Finding the knee of an error curve is a well-known method for determining 
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the number of clusters. The knee is the turning point of a curve where there 
is a large change in slope. The knee is decided by the user and thus may vary 
with different users. Many other methods can be used to evaluate each point 
of the error curvc. The point that minimizes or maximizes certain functions 
is used as the number of clusters. 
The gap statistic estimates the number of clusters by using the output of 
any clustering algorithm. It first clusters the observed data, and then eval-
uates the within-clustcr dispersion measure, Wk. Suppose we have clustered 
the data into k clusters, Ci, C2, . . . , C^. Then, Wk is defined as 
州知=E 去 E 4'， (1.5) 
r= l 乙 i , i ' e C r 
where dw is the Euclidean distance between observations i and and rir is 
the number of data in cluster CV. This statistic compares the within cluster 
dispersion to the cxpectcd cluster dispersion from the null distribution, say, 
for example, uniform distribution. 
However, in applying any of these methods, users may encounter a num-
ber of problems. Cross validation and penalized likelihood estimations, for 
example, require the clustering algorithm to run many times. Therefore, 
they are computationally expensive. Permutation tests and consensus clus-
tering make use of the resampling technique. Thus, they also require that the 
clustering algorithm be run many times so as to obtain a sufficient amount 
of information for the statistic of interest. The gap statistic needs to simu-
late the null uniform distribution many times, which is also computationally 
expensive. The problem with finding the knee of the error curve is that 
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the result of the clustering numbers varies with different functions. A critical 
problem with this method is that the dataset contains outliers which destroy 
the trend of the error curvc. 
Outliers in the dataset is a critical problem for many clustering methods. 
Most of those methods treat outliers as clusters, which seriously affects the 
clustering result. Therefore, the way to detect and handle outliers has become 
an issue of great concern. As noted in the previous section, Rousseeuw 
and Van Dricsscn (1999) have suggested a fast algorithm for "the minimum 
covariancc determinant estimator to identify outliers in the data. However, 
as it needs to repeatedly draw a random starting subset of the dataset, it is 
inefficient to use. 
One of the most commonly used methods, is k-means clustering (Mac-
Queen, 1967), an algorithm used to classify a dataset based on attributes 
into a k number of groups. Originally, the number k in k-means clustering 
needed to be input by the user. Calinski and Harabasz (1974) proposed a 
statistic for choosing a suitable k. This statistic which is based on variance 
is dcscriptcd in Chapter 2. As variance is sensitive to outliers, one of the 
disadvantages of this statistic is that it is seriously affected by outliers. In 
addition, to compute this statistic, we need to repeat the k-means clustering 
method many times by setting different numbers of clusters. We then have 
to find the number of clusters with the maximum value of the statistic, and 
set it as k. 
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1.4 Newly proposed method 
The main objective of this thesis is to deal with the above mentioned clus-
tering methods difficulties, by introducing a new distance-based clustering 
method. This method attempts to overcome the various problems discussed 
in the previous sections. 
Based on interpoint distance, we attempt to obtain two points that can 
represent the centers of any two potential data dusters in each iteration. The 
idea is to split the data into two subsets in each iteration. Each subset then 
undergoes the same splitting procedure until a certain stopping condition 
is satisfied. Lastly, a merging procedure is carried out for all subsets that 
satisfy that stopping condition. 
By performing binary splitting and merging procedures, the proposed 
method is able to identify the number of clusters. The binary splitting pro-
cedure allows the method to indicate whether the data should be clustered. 
In addition, by making use of robust statistics throughout the procedures, 
the method is less sensitive to outliers. We assume no model for the distri-
bution of the dataset nor is any resampling method used, and thus it is not 
necessary to repeat the clustering method numerous times. 
1.5 Summary 
The remainder of the thesis is organized as follows. Chapter 2 presents a 
brief review of k-mcans clustering. The algorithm of k-means clustering and 
the s^tistic proposed by Calinski and Harabasz (1974), which is used to 
determine the number of clusters in this clustering method, is reviewed. In 
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Chapter 3, we introduce a new clustering method based on the interpoint 
distance between data points. An illustrative example of three groups of 
data, simulated from a multivariate normal distribution is then presented to 
demonstrate the procedures of the proposed method. In Chapter 4, a sim-
ulation study is carried out to investigate and compare the performance of 
the new method with that of k-means clustering. The main objective of 
this chapter is to demonstrate how the proposed method can overcome the 
problems inherent in most clustering techniques. Throughout this thesis, Eu-
cidcan distance is used as the distance measure between two data points. The 
same distance measures is used for the new method and k-means clustering to 
enable fair comparison. We will generate data from uniform distribution data 
and multivariate normal distributed data, to conduct our simulation studies. 





2.1 Algorithm of k-means clustering 
The k-means clustering, is one of the most commonly used clustering tools. 
The main idea of k-meaiis clustering is to find k centroids, one for each 
cluster, of a given data set. Then the data can be partitioned exclusively 
into k clusters according to these k centroids. The following notations will 
be used in this thesis: 
• X = (xij), an n X p matrix with clement i-th. row representing the i-th 
data point and ; - th column representing the j dimension element of 
the i-th data point 
• fi = {fii), an /c X 1 vector with element 叫 representing the mean vector 
of the i-th cluster classified by k-means clustering after convergence 
The procedure of k-means aims to minimize the total intra-cluster vari-
ance, assuming that variance is an appropriate measure of cluster scatter. 
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The mathematical formulation of k-means clustering is to minimize the fol-
lowing objective function: 
k rij 
v = E ^ 2 ( T i j i j y ( T i j i j � (2.1) 
j=li=l 
where fii is the mean vector of cluster Si. 
In k-means clustering, wc consider a data set of size n with p dimensions. 
Note that the number of dusters, k, is fixed and specified by the user. The 
most commonly used k-mcans algorithm is the Lloyd's algorithm. Initially, 
it choosGS k ccntroids hcuristically or randomly, ？？^。),/?^。)’ …’爪i�)’ where 
m = mf)are k x 1 vectors of mean corresponding to the i-th group by 
k-means clustering in the t-th iteration. 
The next step is to calculate the distance of each point to each centroid by 
the use of the Euclidean distance as the distance measure. Then assign the 
point to the nearest centroid. This can be mathematically formulated as 
follows: 
二 te. ： \xj 一 m f ) | < - m!:)!} for all i* = 1,2,…，/c. (2.2) 
When all points have been assigned, recalculate the positions of the K 
ccntroids. The positions of the K ccntroids are the means of all the data 
points contain in the groups specified in tho previous iteration. That is 
爪 E 工i (2.3) 
I 供⑴ 
where |Sf) | is the number of data points in Sf) . 
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The procedure is repeated iteratively until convergence occurs. 
S 二 (5i, S'2, represents k groups of the data points after convergence 
of k-mcans clustering with element Si representing the i-th partitions. In 
other words, when the assignments no longer change, convergence occur 
and the iteration procedure stops. 
The above procedure can be summarized as follow steps: 
1. Chooses k centroids heuristically or randomly. 
2. Calculate the distance of each point to each centroid, and assign the 
data point to the nearest ccntroid. 
3. Recalculate the positions of the k centroids. 
4. Step 2 and 3 is repeated until convergence occurs, that is, no further 
rc-assignment in step 2 is needed. 
The running time of this Llody's algorithm is fast. However, the number of 
k, has to be specified by the user, an inappropriate choice of k may cause 
poor result. 
2.2 Selecting k in k-means clustering 
A statistic(proposed by Calinski and Harabasz (1974)) was developed to help 
us to choose a suitable k, which is defined as: 
(n-k) tr(SSB) 
={k - 1) tr(SSW) (2.4) 
where n is the total sample size, 
tr(SSW)= Ej=i trace[(Xij - xl)(xij —瓦)'j 
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is the trace of within group sum of squares, 
tr(SSB)= EjLi trace[ni(x-i — x){x- - x)'] 
is the trace of between group sum of squares, 
x~i and X is the sample mean vector of group i and whole datasct 
respectively. 
For clustering purpose, we want the within group SS to be as small as possible 
while the between group SS to be as large as possible. In general, tr(SSB) 
will increase with k while tr(SSW) will decrease with k. Therefore, only the 
ratio of tr(SSB) to tr(SSW) would tend to choose a large k and cannot be 
used as a statistic for selecting suitable k. 
The factor gives penalty to a large value of k to prevent too many 
clusters specified. This factor decreases as k increases. We set different k for 
k-means clustering and try to find the k that maximize R defined in (2.4). 
Therefore, wc need to repeat the k-mcans clustering method many times by 
setting different number of clusters to compute this statistic. Then find the 
number of clusters with maximum value of this statistic and set it as k. 
2.3 Disadvantages of k-means clustering 
However, the fraction 钱 is not defined at /c = 1, which gives a restriction in 
clustering dataset with only one cluster. The statistic proposed by Calinski 
and Harabasz would give an incorrect result in the cluster number when the 
dataset has only one cluster, and would wrongly cluster the dataset into 
different clusters. 
Another drawback for k-means clustering is the clustering result depends 
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on the initial centroids. But the initial centroids are chosen randomly, in-
appropriate initial centroids would cause incorrect result. For a fixed k, a 
larger value of the statistic proposed by Calinski and Harabasz indicate a 
better fitting. Therefore, in order to solve the initial centroids problem, we 
can run the k-means clustering many times for fixed k, then use the result 
with the largest value of the statistic proposed by Calinski and Harabasz. 
Besides, as mentioned before, k-means clustering assumes the variance is 
an appropriate measure of cluster scattcr. But the variance is very sensitive 
to outliers, the above assumption may be violated if the data contain outliers 
ending up with incorrcct clustering result. 
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Chapter 3 
Methodology and Algorithm 
3.1 Methodology and Algorithm 
In this chapter, a new distance-based clustering method is proposed. The 
main idea of this method is to use the interpoint distances to help us to 
classify the data points, where Euclidean distance is used as the distance 
measure. These information are readily and easily obtained from the inter-
point distance matrix. The basic idea can be briefly described as follow: 
1. (Stage [1]: Binary splitting) Wc identify two potential cluster cen-
ters. Based on these two centcrs, we partition the data points into 
two groups. 
2. (Stage [2]: Split checking) We check if these two groups actually belong 
to a single cluster. If they belong to a single duster, wc label all the 
points belongs to a single duster and mark this duster as a terminal 
group. Otherwise, we mark these two groups as intermediate groups. 
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3. (Stage [3]: Complete splitting) For each intermediate group in stage 
.2], we repeat the binary splitting procedure in step 1. We repeat 
this binary splitting procedure until all of the intermediate groups are 
labelled as terminal groups, or the number of terminal clusters is greater 
than or equal to the pre-assigned maximum number of clusters. 
4. (Stage [4]: Merging) It is possible that some of the terminal clusters 
in stage [3] actually belonging to a single cluster. We need to test and 
merge some of these clusters if they actually belong to a single cluster. 
Let us describe this method in more details. Let xi,... ^Xp be n inde-
pendent observation vectors of dimension p, i.e. Xi = (xii,xi2, for 
i = 1 , . . . Let D = dij be the nxn symmetric distance matrix, where dij 
denote the distance between data points i and j , i.e., 
/ \ 
0 di2 . . . din 
d2\ 0 … d 2 n 
D = . 
• • • • 
. . • » 
^ dnl dn2 • • • 0 乂 
Note that the distance matrix D is symmetric (dij = dji) with 0 on the 
diagonal. The row, {du, • • • ,din}, represents the distance of other points 
to point i, except da — 0 as the distance of same point is 0. Let Qi be the 
lower quantile of the i认 row of D, i.e., 25% of {dn,...，din} are less than Q^. 
Stage [1]. Binary Splitting 
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First, we describe the binary splitting procedure. This is the core of our 
proposed method. Note that if the point i is near the cluster center, most of 
the interpoint distances from other points to this point i are small. On the 
other hand, if point i lies near the edge of a cluster, many of the interpoint 
distances from other points to this point i are relatively large. Therefore, 
wo find the lower quantilo of each row in tho distance matrix D, Q i , . . . , 
and sort these Qi in ascending order, i.e., Q � $ Q � < < Q(n). Hence 
the smallest row lower quantile, Q(i)’ gives us a reasonable estimate of the 
cluster center. Without loss of generality, we denote the point corresponding 
to this Q � as A, i.e., 25% of {d^i,…’ (^ 如} are less than Q(i). 
The sccond smallest row lower quantile, Q(2)’ may either be near the 
center of another cluster or near point A, Again without loss of generality, 
we denote the point corresponding to Q(2) as B, i.e., 25% of {ds i r • • ,dBn} 
are less than Q(2). 
Obviously we want to find the center of another cluster rather than a 
point near A. A simple way is to check if the distance d^B > M where M 
is the median of all the dij in the lower triangular elements of the distance 
matrix D. 
Oncc the two potential duster ccnters A and B were found, a scattcrplot 
{xi^ Vi) = (dAi,dBi) for i = 1 , . . . ,n is produced. The x-coordinate is the 
distance of point i to A while the y-coordinate is the distance of the same 
point i to B. The line y = x partitioned the points into two clusters: the 
points below the line are closer to point A while the points above the line 
are closcr to point B. 
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Note also that there is always a special rectangular shape exists in this plot 
(see for example figure 3.3). The rectangle is tilted 45° anti-clockwise with 
the corners touch the x-axis and y-axis at (gUs’0) and (O^dAs) respectively. 
The edge of this rectangle is formed because if we consider all the points 
P which are r units from J5, i.e., {P : dpB = r}, there is a minimum and 
maximum of these points to A. In fact, the minimum is dAB — r while the 
maximum is (Iab + 广 The points lie on the y = x line have equal distance 
to A and B. • 
Stage [2]. Split checking 
We then have to check whether these two groups actually belong to a 
single cluster. Wc take a heuristic approach to solve this problem. First note 
that if these points arc actually coming from two clusters, then we should 
expect fewer points can be found near the "middle part" of the rectanglc. On 
the other hand, if these points are actually coming from a single cluster, these 
points are somewhat evenly distributed inside the rectangle. We consider the 
points near the two duster centers A and B by selecting all the points such 
that Xi-\-yi< 2dAB- We "turn" the rectangle 45�anti-clockwise. This can be 
done easily by re-computing the new coordinates y') using the following 
transformations: 
x' = {x-y)/V2 
y' = {x + y)/V2 (3 .1 ) 
Then we re-scalc the x-coordinate into [0,1] interval and select the points 
whose x-coordinate inside the interval [0.3,0.7] as the group in the "middle" 
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part of the rcctanglc, while wc select the points whose x-coordinate outside 
the interval [0.3,0.7] as the group near the ccntcr A or B (see for example 
Figure 3.4). Finally wc perform a F-tcst to test the equality of variance of 
the y-coordinates of these two groups. If the p-value is small (say, less than 
0.05) or there are too few points between the interval [0.3，0.7] (say, less than 
5 per cent of the total points in the rectangle), we believe that these points 
are actually from two clusters and we mark these two groups as intermediate 
groups; otherwise we combine these groups as a single cluster and mark this 
combined groups as a terminal group. 
Stage [3]. Complete splitting 
Next, we describe the complete splitting procedure. We repeat the Binary 
Splitting procedure in stage 1 for each group and the Split checking procedure 
in stage 2 until all groups arc terminal or the pre-assigned maximum of 
number of duster is rcachcd. 
Stage [4]. Merging 
When all terminal groups are found, we use the split checking procedure 
in stage 2 again to test if the nearby groups are in fact a single cluster. We 
find point A of each terminal groups by using the same procedure in stage 
1. Then the distance of the centers are calculated and compared with the 
median of the distance matrix D. If the distance of the centers is less than 
the median of the distance matrix D, those groups need to undergo the F-test 
described in stage 2. This ensures the two terminal groups those undergo 
the F-test are not too far away. If the p-value is small (say, less than 0.05) 
or there are too few points between the interval [0.3，0.7] (say, less than 5 per 
18 
ccnt of the total points in the rectangle), then we keep those two terminal 
groups. Otherwise, we merge the two groups into a single cluster. 
Now the algorithm can be briefly summarize as follow: 
1. Input distance matrix D. 
2. Compute Qi,…，Qn, the lower quantilc of each row in D. 
3. Sort the lower quantiles in ascending order, i.e., Q(i) < • • • < 
Denote the point corresponding to Q � by [i], for z = 1 , . . . , n. 
4. For 二 2，...，n ; 
if d[i]^[h] > median i<j {dij} then exit. 
5. Plot (xi.yi) = {d[iii,dh,i) for i = 1,...，n and the straight line y = x. 
Label the points below the line as cluster 1 and the points above the 
line as duster 2. 
6. Select all points {xi.yi) such that Xi + yi < 2£i[i]圳’ where 圳 is the 
distance between the two duster ccntcrs. 
7. Compute the new coordinates (a:;’y;) as defined in equation (1). Re-
scale x； into [0,1] by using re； = (x； — 一 rrJ^J’ where 工“打 
and x'^a^ is the minimum and maximum of x； respectively. 
8. Select all the points {{x',y') : 0.3 < x' < 0.7} as sample 1 and {{x\y')： 
x' < 0.3 or x' > 0.7} as sample 2. Perform a F-test of the equality 
of variance on the y' between sample 1 and sample 2. If the p-value 
is small (say, less than 0.05) or there are too few points between the 
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interval [0.3,0.7] (say, less than 5 per cent of the total points), then we 
label these two groups as intermediate groups. Otherwise, we combine 
these two groups and label it as terminal group. 
9. For each intermediate group, compute the distance matrix D. Repeat 
steps [2] to [8] until all groups are terminal or the number of clusters 
exceeds the maximum number of clusters. 
10. Check two terminal groups with center distance which is smaller than 
the median of the distance matrix D belong to one cluster by steps [2] 
to [8], except for those tested to be two clusters in the previous stage. 
3.2 Illustrative Example 
It is important in clustering analysis to identify the cluster centers and de-
termine the number of clusters. An artificial example is thus presented here 
to show how the proposed method can accomplish both. We simulate three 
groups of two dimensional normal random vectors. Our data consists of 750 
observations from three groups. Each group has 250 data points generated 
from a bivariate normal distribution with an identity covariance matrix. 
The centers of the three groups are located at (3 x cosO, 3 x smO), (3 x 
cos(27r/3)，3 x sm(27r/3)), and (3 x cos(47r/3),3 x sm(47r/3)). The data 
matrix are simulated as follows: 
( \ ( \ 
Xi l u i + Z iC 
X = X2 = lU2 + Z2C , 
� X 3 j ( IU3 + Z 3 C � 
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where the elements in Zj are 250 x 3 matrix whose elements are generated 
independently from a standard normal distribution, 1 is a 250 x 1 vector, 
Ui are 1 X 2 center vector of the clusters (which are (3 x cosO, 3 x smO), 
(3 X cos(27r/3),3 x sin{2n/3)), and (3 x cos(47r/3),3 x sm(47r/3))), and C 
is the Cholcsky decomposition of 
I \ 
1 0 0 
0 1 0 , 
( 0 0 1 乂 
where C^C — S. Figure 3.1 shows the plot of the simulated data. 
First, we find distance matrix D, and then the 25th percentile of each 
row of distance matix D. Then, wc select the point corresponding to the 
smallest lower quantilc, i.e., (^(i), as the first contor, i.e., point A. Sort the 
lower quantilcs in ascending order, i.e., Q(i) < • • < Denote the 
point corresponding to Q(i) by [z], for i = 1 , . . . ,n. For h = 2 , . . . ,n, if 
dii]^lh] > median i<j {dij}, we stop and set that point as the second center, 
i.e. point B. Figure 3.2 shows the plot of the two centers; the red point is the 
first center and the blue is the second. Next, scatterplot (iCj，队)=[dAi.dBi) 
for i = 1’...，n is produced. The x-coordinate is the distance of point i to 
A and the y-coordinate is the distance of the same point i to B. Figure 
3,3 shows this plot and Figure 3.4 shows the plot after the transformation 
described in Stage 2. A F-test on equal variance is performed and the p-value 
is 0.002166, which means that the data should be split into two groups. 
This procedure is repeated for the two immediate groups separately. In 
this example, there are four terminal groups, which arc shown in Figure 
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Figure 3.1: The 2 dimension 3 groups simulated normal data. 
3.5. The distance of the four centers of these terminal groups are found and 
comparing to the median of the distances in matrix D of Stage 1. Only the 
centers of groups 2 and 4 are close with a distance less than the median of 
the distance in matrix D, Wc then perform the F-test described in Stage 
2 on this two terminal groups, and the p-value is 0.1752, which means they 
should be merged into one group. Finally, three groups of data are found. 
As can be seen from Figure 3.5, the data points in groups 2 and 4 are 
actually belong to a single cluster. They have been split at Stage 2, and 
finally merged in the final stage. 
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Figure 3.2: Two centers (A=rcd，B=blue) found by the procedure in stage 
1. 
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Figure 3.3: Scattcrplot of distance to the two centers. 
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Figure 3.4: Plot of the data points after transformation described in stage 2. 
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Figure 3.5: The 4 terminal groups of the data points (Group 1: red, Group 




4.1 Simulation Plan 
To evaluate the performance of our proposed clustering method, simulation 
was conductcd followed by a comparison of the k-means clustering method. 
By comparing the number of clusters identified, the effects of the two factors 
used in the simulation could be examined, namely, the number of data points 
(n), the level of standard deviation within cach cluster (fjfc), and the effect 
of outliers. Wc test those two factors in the following five different scenarios: 
1. Null (single cluster) data in ten dimensions: the data points are uni-
formly distributed in ten dimensions. 
2. Two clusters in three dimensions: two well separated clusters are gen-
erated from a three dimensional uniform distribution. 
3. Two clusters in two dimensions: two dusters are generated from a two 
dimensional multivariate normal distribution. 
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4. Two clusters in two dimensions: two clusters arc generated from a two 
dimensional multivariate normal distribution with one extreme point. 
5. Three clusters in two dimensions: three clusters are generated from a 
two dimensional multivariate normal distribution. 
A similar experimental design was previously adopted by Trevor Hastie, 
Tibshirani and Walthcr (2000). 
These five scenarios are chosen because we are interested in comparing 
several properties of our proposed method with those of k-means clustering. 
Scenarios 2，3 and 5 arc chosen bccausc we want to test whether the 
binary splitting method works for datascts without outliers. 
Scenario 4 is similar to Scenario 3, but includes one more outlier and thus 
enable a test of whether the clustering methods are sensitive to outliers. In 
fact, it is easy to detect an outlier with statistics. However, if there is more 
than one outlier, then they cannot be easily detected. Classical identification 
methods are based on the sample mean and standard deviation, which are 
also affected by outliers. This is called the masking effect. For simplicity, we 
use a dataset with one outlier here. 
The single cluster data in Scenario 1 are adopted, as most of the clustering 
methods are unable to test whether data should be clustered. The statistics 
used in the classical methods are not well-defined when the dataset has only 
one cluster. These methods duster the dataset into many dusters, which 
causes misleading results. 
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4.2 Simulation Details 
A detailed discussion of each simulation scenario is provided in this scction. 
For the null (single-cluster) data in Scenario 1, only the number of data points 
and the level of the standard deviation within each cluster are considered. As 
noted in the previous section, the statistics used in most clustering methods 
are not well-defined when the data have only one cluster. Thus, we want to 
test whether our method is also applicable to such data. Furthermore, we 
want to tost tho effect of dispersion on tho method. The range of the upper 
and lower bound of uniform distribution represents the level of dispersion 
within clusters. Data are simulated from a ten dimensional independent 
uniform distribution with different ranges, as follows. 
Xij �wni/orm[0，6]’ for z = 1 , . . . , n, j = 1 , . . . , 10, (4.1) 
where b is the upper bound of the uniform distribution. Ten sets of data are 
generated from each combination of different upper bounds, b = 0.5 or 1, 
and different data sizes n = 500 or 1000. 
For Scenario 2, data are simulated from three-dimensional uniform distribu-
tion. The first group of data is simulated similarly to Scenario 1, but with 
the dimension is equal to three instead of ten. That is, 
rcij �wni/orm[0，6]’ for i = 1 , . . . ,n/2, j = 1,2,3. (4.2) 
For the well-separated clusters, the distribution of the second duster is gen-
erated from different uniform distributions, among which the ranges are not 
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overlap. Therefore, the second group of data of scenario 2 are simulated as 
follows. 
Xij � i m i / o r m [ 3 ’ 3 + 6], for i 二 1 + n/2,...，n, j = 1,2,3. (4.3) 
Hence, the points in the two clusters should be geometrically well separated 
from cach other. Ten sets of data arc generated from cach combination of 
different b = 0.5 or 1 and different data sizes n = 200 or 500 respectively. 
In the data generation proccss of Scenarios 3，4 and 5, wc considered 
every data set containing k clusters with equal-sized data points and an equal 
covariance structure. For Scenarios 3, 4 and 5’ the cluster centers are located 
at the edge of a circle with radius r. To form well-separated clusters, the 
cluster centers should be located as far apart as possible, therefore, the angle 
between the centers should be as large as possible, i.e., the angle between the 
cluster centcrs for two dusters is tt, and that between those for three clusters 
is 2 X 7r/3. 
Therefore, the cluster centers for scenario 3 and scenario 4 are: 
ui = {r X cos(0),r x sm(0)), (4.4) 
U2 = (r X cos{n),r x sm(7r)). (4.5) 
And the data points are generated from multivariate normal distribution, 
( \ ( \ 
Xi l u i + Z iC 
X = = 
\ X2 y ( i u 2 + Z2C > 
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where 1 is a n^  x 1 vector, rii = n/2, is a 1 x 2 mean vector of the cluster 
one, 1^ 2 is a 1 X 2 mean vector of the cluster two, Zi and Z2 are rii x p 
matrix whose elements are generated independently from a standard normal 
distribution, C is the Choleski decomposition of the covariance matrix. 
/ \ 
1 a 1 
， 
U iJ 
that is C^C = E. The diagonal element is fixed as one because we are 
interested in whether the effect of the covariance, which affects the shape 
of the cluster, affects the clustering result. The only difference between 
Scenarios 3 and 4 is that an extreme point (100,100) is added to the dataset 
to test the effect of this extreme point on the clustering result. Ten sets of 
data are generated from each combination of r = 3’ cr = -0.5,0,0.5, and 
with different data sizes n = 200 or 500 respectively. 
For scenario 5, the simulations are similar to scenario 3，but the cluster 
ccntcrs are, 
二（r X cos(0)’r X sin(O))， （4.6) 
U2 = {r X cos(2 X 7r/3),r x sin{2 x tt/S)), (4.7) 
U3 = {r X cos{4 X 7r/3),r x sm(4 x tt/S)). (4.8) 
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and the data matrix X is 
( \ ( \ Xi l u i + ZiC 
X 二 X2 一-—- I U 2 + Z2C , 
� X 3 j ( IU3 + Z3C I 
where the elements in Zj are rii x p matrix whose elements are generated 
independently from a standard normal distribution, rii = n/3, and C is the 
Cholcsky decomposition of ‘ 
( \ 
\ a a 
S = u \ u . 
I " 1 J 
Again, ten sets of data are generated from cach combination of r = 3，o"= 
-0.5,0,0.5, and with different data size n = 300 or 750 respectively. 
4.3 Simulation Result 
k-means clustering is used to compare the number of clusters identified 
with our proposed method. We use the statistic proposed by Calinski and 
Harabasz (1974) to find the number of clusters in k-means clustering. Table 
4.1 presents the results of the simulation study for Scenario 1. 
Table 4.1 shows the clustering result for scenario 1. It docs not includc 
the results of k-means clustering, as the statistic proposed by Calinski and 
Harabasz is not defined ior k = 1. Ten sets of data from cach combination of 
different ranges b = 0.5，1 and different data sizes n = 500’ 1000 underwent 
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Factors Estimate of the numbers of clusters k 
Method Data Range b Single Cluster More than 1 
Size n cluster 
New proposed method 500 ^ 9 1 
New proposed method 500 1 10 0 
New proposed method 1000 "0.5 10 — 0 — 
New proposed method 1000 1 10 0 
Table 4.1: Results of simulation study for Scenario 1 (Null model in 10 
dimensions) 
the binary splitting method, and this table shows the number of datasets 
clustered as a single cluster or more than one cluster. Prom these results, 
we can sec that the binary splitting method works well in general. Only one 
dataset with a data size of 500 and range 6 = 0.5 was clustered as more than 
one cluster. 
Table 4.2 presents the results of the simulation study for Scenario 2. Ten 
sets of data from each combination of different ranges b = 0.5，1 and different 
data sizes n = 200,500 underwent both our proposed method and k-means 
clustering. The tabic shows the number of datasct clustered as two duster or 
otherwise. The results for the number of clusters, /c, are correct using both 
methods as the data groups are well-separated. 
Table 4.3 shows the simulation results for the data simulated from Sce-
nario 3. Ten sets of data from each combination of o" = —0.5，0,0.5，and 
with different data sizes n = 200,500 underwent our proposed method and 
k-means clustering. The table shows the number of datasets clustered as 
two clusters or otherwise. It is clear that k-means clustering works better 
than our proposed method with normally distributed data, and can identify 
the true number of clusters in all cases. Our proposed method, in contrast, 
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Factors Estimate of the numbers of clusters k 
Method Data Range b 2 clusters Otherwise 
Size n 
New proposed method 500 0.5 10 0 
k-means clustering 500 ^ 0 
New proposed method 500 1 10 0 
k-means clustering 500 1 0 
New proposed method 1000 0.5 10 0 
k-means clustering 1000 0.5 0 
New proposed method 1000 1 10 0 
k-means clustering 1000 1 0 
Table 4.2: Results of simulation study for Scenario 2 (2 uniform clusters in 
3 dimensions) 
resulted in four simulated datasets being wrongly classified in terms of the 
number of dusters. 
Tabic 4.4 shows the simulation results for the data simulated from Sce-
nario 4 with an outlier. Ten sets of data from each combination of a = 
-0.5,0,0.5, and with different data sizes n = 201,501，underwent our pro-
posed method and k-means clustering. Again, the table shows the number of 
datasets clustered as two clusters or otherwise. It can easily be seen that in 
most cases the binary splitting method can identify the true number of clus-
ters. Only two datasets misclassified in terms of the number of clusters, with 
data size n = 501 and a = 0.5. k-means clustering was unable to identify 
the true number of clusters in all eases. 
Finally, Table 4.5 shows the simulation results for the data simulated 
from Scenario 5. Ten sets of data from each combination of <7 = -0.5,0,0.5, 
and with different data sizes n = 300，750, underwent our proposed method 
and k-means clustering. The table shows the number of datasets clustered 
32 
Factors Estimate of the numbers of dusters k 
Method Data a 2 clusters Otherwise 
Size n 
New proposed method 200 -0.5 ~9 1 
k-means clustering 200 -0.5 10 ~0 
New proposed method 200 0 10 ~0 
k-means clustering 200 0 10 ~0 
New proposed method 200 0.5 ~9 T~ 
k-means clustering 200 0.5 10 ~0" 
New proposed method 500 -0.5 9 1 
k-means clustering 500 -0.5 10 
New proposed method 500 0 10 ~0 
k-means clustering 500 0 10 ~0 
.New proposed method 500 0.5 9 ~1 
k-means clustering 500 0.5 10 ~0 
Table 4.3: Results of simulation study for Scenario 3 (2 groups of normal 
data in 2 dimensions) 
Factors Estimate of the numbers of clusters k 
Method Data f a 2 clusters Otherwise 
Size n 
New proposed method 201 -0.5 ~To 0 “ 
k-means clustering 201 -0.5 ~0 fo ‘ ~ 
New proposed method 201 0 T o 0 “ 
k-means clustering 201 0 ~0 10~~“ 
New proposed method 201 0.5 ~To 0一 
k-means clustering 201 0.5 ~0 lo 
New proposed method 501 -0.5 10 0 
k-mcans clustering 501 -0.5 ~0 10 
New proposed method 501 0 10 0 “ 
k-means clustering 501 0 ~0 lo ‘ 
New proposed method 501 0.5 ~8 2 一 
k-means clustering 501 | 0.5 0 10 
Tabic 4.4: Results of simulation study for Scenario 4 (2 groups of normal 
data in 2 dimensions with one extreme point) 
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Factors Estimate of the numbers of clusters k 
Method Data a 3 clusters Otherwise 
Size n 
New proposed method 300 -0.5 8 2 
k-means clustering 300 -0.5 10 0 
New proposed method 300 0 9 1 
k-mcans clustering 300 0 10 0 
New proposed method 300 ^ 9 1 
k-mcans clustering 300 ^ 10 0 
New proposed method 750 -0.5 9 1 
k-means clustering 750 -0.5 10 0 
New proposed method 750 0 10 • 0 
k-means clustering 750 0 
New proposed method 750 0.5 9 1 
k-means clustering 750 ^ 9 1 
Table 4.5: Results of simulation study for Scenario 5 (3 groups of normal 
data in 2 dimensions) 
as three dusters or otherwise. It can easily be seen that k-mcans clustering 
works better and is able to identify the true number of clusters in most cases. 
4.4 Summary 
To summarize, k-mcans clustering works better than the proposed method in 
datasets without outliers. However, the latter outperforms the former when 
the dataset has outliers. This is because the statistic proposed by Calinski 
and Harabasz in k-means clustering depends on SSW and SSB, which arc 
very sensitive to outliers. The value of SSW would be very large if there are 
outliers in the dataset, and therefore affects the clustering result. In general, 
tr(SSB) will increase with k, whereas tr{SSW) will decrease with it. Factor 
gives a penalty to a large value of k. However, this penalty term is not 
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defined at k — I, which means that the statistic too is undefined at k = 1. 
Furthermore, the proposed method can handle a situation which the dataset 
is in fact a single cluster, in contrast to k-means clustering, which cannot. 
Looking at the simulation results for the datasets without outliers (Sce-
narios 1, 2, 3 and 5), we can see that the proposed method works better for 
larger data sizes. However, the dispersion and shape of the datasets do not 




Conclusion and Further 
research 
In Chapter 1, wc noted some of the main problems that arc encountered 
when in using most clustering tcchniqucs. For almost all of these methods, 
the number of clusters has to be specified in advance. Thus, the cluster 
analysis performance is affected by prior knowledge of the correct number of 
clusters. In Chapter 3, we present a new clustering method that can identify 
potential dusters. By employing the binary splitting of the dataset and a 
merging procedure, this new method finally obtains k clusters. 
Another problem with clustering techniques is the effect of outliers. Most 
clustering methods use sample means and covariance in their procedures, 
both of which are affected by outliers. Our proposed method locates the 
potential clusters by using the lower quantile of the interpoint distances. It 
is thus more robust and less sensitive to outliers. 
The simulation study demonstrates that the proposed method is able 
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to reduce the effect of outliers, and identify the correct number of clus-
ters. It also shows that k-means clustering produces better clustering results 
for datasets without outliers, whereas the proposed method works better 
for datasets that contain outliers. The statistic proposed by Calinski and 
Harabasz can be used to determine the number of clusters in k-means clus-
tering. However, this statistic depends on SSW and SSB, both of which 
arc sensitive to outliers, thus causing incorrect clustering results when the 
dataset contains outliers. ” 
Furthermore, this statistic is not defined when k = 1. This means that 
if the data in fact belong to a single cluster, then the Calinski and Harabasz 
statistic is unable to provide any useful information. However, the F-test for 
the equality of variance in the proposed method provides some hints for this 
single cluster situation. 
As the method proposed here is based on experimental results without 
thcorctical support, there is room for improvement and further research. 
In this thesis, wc use the 25th percentile of the interpoint distance as the 
cluster centcrs. However, the 25th percentile is purely empirical and without 
theoretical support. Thus, other alternatives are possible. For example, the 
median or other percentile could be used instead of the 25th percentile. 
Other alternatives coould also be used for the stopping criterion set in 
the proposed method. For example, after the data are split into two groups 
in Stage 1, we have group 1, which contains the first center A, and group 
2, which does not contain A. Then, we can compute within-cluster variance 
SSWi and SSW2 of the two groups respectively, but replacing the sample 
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mean in SSW by the first center A. That is, 
SSWi = X； trace[{xij - A){xij - A)'], (5.1) 
j=i 
for i=l,2. We then define ratio SSW2/SSW1. If the two groups actually 
belong to a single cluster, then this ratio should be small. 
Furthermore, the stopping criterion of our proposed method is based on 
the F-test for the equality of variance between the data points inside and 
outside the interval [0.3,0.7]. Again, this interval is based purely on empir-
ical findings, rather than on theoretical consideration. Other more rigorous 
methods with theoretical justification could thus be used in future. For ex-
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