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摘　要:在隐喻理解中 , 隐喻字面语义表示是隐喻深层语义表示的前提;确切地说 , 隐喻字面语义表示语言作为隐
喻计算的输入语言直接影响到隐喻的最终释义 , 因此隐喻字面语义表示对隐喻的机器理解有着重要的影响作用。
但在国内学术界 ,还鲜有这方面的研究。鉴于此 , 该文结合汉语隐喻特点 ,从隐喻字面语义表示的角度出发 ,将汉
语隐喻分为无嵌套隐喻和嵌套隐喻两种。并在分析隐喻字面语义(浅层语义信息和隐喻信息)的基础上 , 提出了隐
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的 。如图 2中实线圆表示句中的 8 个词 ,虚线圆则
为 8个句子成分 。从结构上看 ,句子成分 1 , 2 , 3 ,4
表示词语 , 5 ,6 , 7 ,8 表示短语。部分句子成分包含
隐喻角色[ 2] :本体 ,喻体 ,喻底 ,喻词。我们把含有
隐喻角色的句子成分称为隐喻角色成分。图 2中句



































Role Dependency Representation Language , MRDRL)

















图 4　例句 1 隐喻识别结果
图 4为例 1句隐喻识别结果:隐喻角色标注和
词与词之间的依存关系 ,其中每个词前面的数字表
示该词在原句中的位序。图 5 是 MRDRL 描述无







定义 2.3 .1 　无嵌套隐喻语义(Un-Nested
M etapho r Semantic ,简写为 UNMS)
无嵌套隐喻 语义是一 个集合 , UNMS =
{UNMF T ,UNMHT , UNMOT}。每一个无嵌套隐
喻语义项(Un-Nested M etapho r Semantic Te rm ,简
写为 UNMST)由三部分组成 ,用两个冒号“ :”间
隔 ,每一部分又有多个属性时 , 用“ ,”间隔。记做
(∶.., .., ..∶)。
· 无嵌套隐喻首项 UNMFT , UNMFT =
(Class N :〈EOS〉 :Met==i),标识该隐喻的类型
及隐喻嵌套的层数信息 , Class N 表示最外层类别
代号 ,N =1 , 2 , … , 32 , 分别代表 32 类隐喻句
[ 2]
。
〈EOS〉为话语结束符 ,Met为隐喻嵌套变量 , i表示
该话语中含有隐喻的个数 , i =1 ,2 , …,Met==1表
示该隐喻为无嵌套隐喻 ,Met==2表示该隐喻中还
嵌套了另一层隐喻 ,以此类推。
· 无嵌套隐喻中心项 UNMHT , UNMH T =
(HED :WORD , POS , Met Role(x):LOC ),标
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体系的词性标准[ 10] , Met Role(x)为 WORD 的隐
喻角色[ 2] ,其中 x 取值除了本体角色标记 Met t ,喻
体角色标记 Met v ,喻底角色标记 Met g 和喻词角
色标记 Met m 四个值外 , 还有非隐喻角色标记
NU LL 。LOC 表示当 WORD 为受支配词时 , 与它
的中心词(上一个语义项)在句中的位置关系 , 由
Lef t(i)和 Right(i)表示 , i=1 ,2 , …,如 Left(1)表示
WORD靠近其依存中心词左边最近的第一个位置 ,
以此类推……
· 无嵌套隐喻其他项 UNMOT , UNMOT =
(DR :WORD , POS , Met Role(x):LOC),DR=
={A T T , SVB … POB}, 表示依存关系 。特别地 ,
Met Role(x)表示为以 WORD为根的子树所属的
隐喻角色 ,这与 UNMHT 中所定义的 Met Ro le(x)
不同 。其他定义如同 UNMHT 。
用 MRDRL 描述无嵌套隐喻具有以下特点:
· 所有的 UNMST 之间通过依存关系组成一
个隐喻句子结构 ,即 M RDRL 是基于依存文法的 。
具有依存结构所具有的一切特性。
· UNMST 描述了词本身的属性 ,包括词 ,词
性。同时还描述了词 ,短语的隐喻角色成分。从而
从字面上表示了隐喻成分 。
· 基于以上两种特性 , MRDRL 从字面上解
决了隐喻的复杂性:包括隐喻成分的不确定性 ,隐
喻的递进复用等 。能够包含语言学上隐喻的众多
现象 ,而不仅仅拘泥于 A VX B 等形式 。同时
MRDRL 是面向计算机的语言 ,方便计算机处理 。
2.4　嵌套隐喻的字面语义表示
嵌套隐喻比较复杂 ,因此其字面语义的形式化
表示也更为复杂 。由 MRDRL 表示嵌套隐喻字面
语义的实例如图 6所示。
例 2　教师是人类灵魂的工程师 。〈EOS〉





所示 。通过引进新的符号“ ?”来标识 。显然这两者
之间的关系不同于其他行之间的依存关系 ,而是语
义映射关系。
图 6　例句 2 的嵌套隐喻字面语义表示





定义 2.3.2　嵌套隐喻语义(Nested M etapho r
Semantic , 简写为 NMS)也是一个集合 , NMS =
{NMFT ,NMH T ,NMOT}。每一个嵌套隐喻语义
项(Nested Me tapho r Semantic Term , 简 写为
NMST)也由三部分组成 , 如同 UNMST , 见定义
2.3.1。
· 嵌套隐喻首项 NMFT , NMFT ={(Class N:
〈EOS〉 :Met==i), (C lass N:?:Met==i)}。




· 嵌套隐喻中心项 NMHT , NMHT =(HED:
WORD , POS , Met Role[ i](x):LOC)。与 UNMHT
大致相同。唯一区别是引入了隐喻角色数组 Met 
Role[ i](x),区分不同嵌套层上的隐喻角色。
· 嵌套隐喻其他项 NMOT , NMO T =(DR:
WORD , POS , Met Role[ i] (x):LOC)。与 UN-
MO T 基本相似。其中 Met Ro le[ i] (x)为第 i层上
以WORD为根的子树所属的隐喻角色 。WORD=
{词本身 , ?}。当WORD=“ ?”时 ,其语义未知 ,需要




定义 2.3.3　嵌套语义映射:F(OS , TS),其中
OS 是嵌套主隐喻中隐喻角色成分的语义 , TS 是嵌
套次隐喻的语义 , OS 和 TS 具有相同的句子成分 。
则(OS)F(TS)表示 OS 通过 TS 间接释义 ,对应在
嵌套隐喻字面语义表示中体现为(含有 “ ?”的
NMO T)F(含有“ ?”的 NMFT)。
用 MRDRL 描述嵌套隐喻句子时新增以下几
个特点:




































对 ,扩展子树 ,并合一 。
· 记录新的中心词 ,按深度优先策略 ,扩展新
中心词的子树 ,并合一 。

















































表示 ,其中 1 ,2句子是无嵌套隐喻句 , 3 , 4句子是嵌
套隐喻句。
表 1　隐喻字面语义表示实验示例




Cla ss 0{祖国}M et t{像}Met m
{母亲}Met v
[ 2] 像 [ 3]母亲(VOB)
[ 2] 像 [ 1]祖国(SBV)
[ 4] 〈EOS〉 [ 2] 像(HED)
(Cla ss 0:〈EOS〉:Met==1
　(HED:像 , vx , Met Role(Met m):Lef t(1)
　 (SBV:祖国 , n , Met Ro le(Met t):Left(1))





Cla ss 5{眼泪}M et t{像}Met m
{大堤崩溃}Met v
[ 4] 崩溃 [ 3] 大堤(SBV)
[ 2] 像 [ 4]崩溃(VOB)
[ 2] 像 [ 1]眼泪(SBV)
[ 5] 〈EOS〉 [ 2] 像(HED)
(Cla ss 5:〈EOS〉:Met==1
　(HED:像 , vx , Met Role(Met m):Lef t(1)
(SBV:眼泪 , n , Met Role(Met t):Left(1))
(VOB:崩溃 , vg , Met Role(Met v):Right(1)





1 Class 0{她们}Met t{是}Met m
{乐器的翅膀}Met v
2 Class 24{乐器}Met t{翅膀}Met v
[ 4] 的 [ 3]乐器(DE)
[ 5] 翅膀 [ 4] 的(ATT)
[ 2] 是 [ 5]翅膀(VOB)
[ 2] 是 [ 1]她们(SBV)
[ 6] 〈EOS〉 [ 2] 是(HED)
(Cla ss 0:〈EOS〉:Met==2
　(HED:是 , vx , Met Role[ 1] (Met m):Left(1)
(SBV:她们 , n , Met Ro le[ 1] (Met t):Left(1))
　　(VOB:?, n , Met Ro le[ 1](Met v):Right(1)
　　(Cla ss 24:?:Met==1
　　　(HED:翅膀 , n , Met Role[ 2] (Met v):Left(1)
(ATT:的 , ue ,Met Role[ 2] (NULL):Lef t(1)






1 Class 0{坦率}Met t{是}Met m
{批评最灿烂的宝石}Met v
2 Class 28{批评}Met t{宝石}Met v
{最灿烂}Met g
[ 5] 灿烂 最[ 4](ADV)
[ 6] 的 [ 5]灿烂(DE)
[ 7] 宝石 [ 6] 的(ATT)
[ 7] 宝石 [ 3] 批评(AT T)
[ 2] 是 [ 7]宝石(VOB)
[ 2] 是 [ 1]坦率(SBV)
[ 8] 〈EOS〉 [ 2] 是(HED)
(Cla ss 0:〈EOS〉:Met==2
　(HED:是 , vx , Met Role[ 1] (Met m):Left(1)
　　(SBV :坦率 , n , Met Ro le[ 1] (Met t):Left(1))
　　(VOB:?, n , Met Ro le[ 1](Met v):Right(1)
　　 (Class 28:?:Met==1
　　　(HED:宝石 , n , Met Role[ 2] (Met v):Left(1)
　　　　(AT T:批评 , n , Met Role[ 2](Met t):Lef t(1))
　　　　 (ATT:的 , ue ,Met Role[ 2] (NULL):Lef t(2)
　　　　　(DE:灿烂 , n ,Met Ro le[ 2](Met g):Lef t(1)
　　　　　 (ADV:最 , u ,M et Ro le[ 2](NULL):Left(1)))))))))
101














准确率 召回率 F 值
无嵌套隐喻 (250句) 77.77% 70.00% 73.68%
嵌套隐喻　 (250句) 76.40% 65.00% 70.20%
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