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Abstract
Feedback for neuronal system identification
Thiago Bassinello Burghi
In order to estimate reliable models from noisy input-output data, system identifi-
cation techniques usually require that the data be generated by a process with a fading
memory. Non-equilibrium systems such as neuronal and chaotic models lack a fading
memory. Their identification is challenging, in particular in the presence of input noise.
In this thesis, we propose a methodology based on the prediction-error method for the
identification of neuronal systems subject to input-additive noise. We build on the
fundamental observation that while a neuronal model does not have a fading memory,
it can be transformed into a fading memory system by output feedback. Our ideas can
be generalized to any non-equilibrium system sharing this property.
At the core of the methodology is the use of output feedback in experiment design.
We provide a theoretical justification for this design choice, which has been exploited
in neurophysiology since the invention of the voltage-clamp experiment. To investigate
the problem of feedback for identification, we first address the estimation of simple
non-equilibrium systems in Lure form, and show that feedback allows estimating the
nonlinearity in a static experiment. We then address the estimation of conductance-
based models. Assuming that an informed choice can be made on the elements of the
model structure, we show that consistent parameter estimates can be obtained when
noise is only present at the system input. Finally, we approach the problem from a
black-box perspective, and propose identifying the neuronal internal dynamics using a
universal approximator with Generalized Orthogonal Basis Functions.
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Chapter 1
Introduction
One of the most influential nonlinear system identification experiments ever devised
was carried out by the neurophysiologists Hodgkin and Huxley in the late 1940s to
investigate the mechanisms behind the generation of action potentials in neuronal axons.
Their experiments relied on a simple, but powerful idea: to use feedback to turn a
difficult identification problem into a tractable one. As empirically verified by Hodgkin,
Huxley, and the thousands of neurophysiologists who still use their experimental
protocol to this day, neuronal dynamics can be stabilized by output feedback. This
thesis explores the theoretical implications of this property in the context of nonlinear
system identification.
System identification
In some respects, nonlinear system identification is a mature field. Our understanding
of nonlinear identification problems has advanced to a point where identifying a wide
class of mildly nonlinear systems has become routine. The fundamental property shared
by models in that class is a fading memory: systems with a fading memory forget
initial conditions, as well as the distant past of their inputs. Thanks to a solid body
of existing research, one can use an increasing number of methods to identify such
systems using Volterra models, Wiener/Hammerstein models, nonlinear auto-regressive
(NARX) models, and artificial neural networks. Provided the fading memory condition
(or a number of closely related properties) holds, such methods provide theoretical
guarantees that the identification procedure will yield satisfactory results in the face of
noise and model uncertainties.
In contrast, research concerning the identification of systems lacking a fading
memory – severely nonlinear systems, in the terminology of [10] – is still in its infancy.
2 Introduction
It was not until very recently that the system identification community turned their
attention to the identification of severely nonlinear biological systems which, due to
their excitable nature, lack the fading memory property. This work focuses on a prime
example of such a system: the biophysically realistic neuronal model.
Neuronal systems
A neuron is a cell which is capable of actively changing the electric potential across
its membrane in response to external stimuli. Those changes in potential are induced
by the flow of ionic currents through proteins embedded in the membrane, called ion
channels. Depending on the input stimulus and on the properties of their ion channels,
neurons are capable of displaying nonlinear behaviours such as action potentials (also
known as spikes), as well as oscillations that can be periodic, random, or chaotic in
nature.
Neurons are excitable, meaning that they have a resting state, and can discharge
an action potential – or a burst of action potentials – whenever their input exceeds a
certain threshold. Although it is simple to explain excitability and the threshold at an
intuitive level, these concepts are difficult to rigorously define. Part of the reason for
this difficulty lies in the lack of biomolecular first principles that allow us to model
neuronal ion channels [56, 74, 5].
Neuronal models are the fundamental tool for doing research in computational
neuroscience, and the fact that neurons vary in their dynamical properties across brain
regions and across individuals makes it necessary to have system identification tools
that can deliver reliable models based on data that is simple to obtain.
Feedback-invariant properties of neuronal systems
Hodgkin and Huxley’s pioneering work established the paradigm of conductance-based
modeling, which is still used in current computational neuroscience studies. Their
model combined a phenomenological explanation for the inner workings of ion channels
with two key system properties grounded in physical reality. In the language of control
theory, the two key properties are invariant under output feedback: neuronal systems
have a relative degree of one, and their inverse dynamics has a fading memory. In the
language of neurophysiology, those properties correspond, respectively, to the fact that
the membrane acts as a capacitor, relating the temporal change of voltage to the sum
of ion currents, and to the fact that ion currents only depend on the recent past of the
membrane voltage.
3Thesis outline and contributions
The main question posed in this thesis is how to identify systems that possess the
feedback-invariant properties of neuronal systems. In particular, we will focus on using
the prediction error method (PEM).
The unifying thread in this thesis is the use of output feedback as a means to
approach the question above. In the next chapter, we formulate the problem in detail,
discussing the limitations of neuronal system identification, and reviewing the literature
to understand how the problem has been approached by other researchers. While all
the results presented in Chapter 2 are known, the discussion of neuronal state-space
models in Section 2.5.2 is original to this thesis.
We close this introduction with a brief summary of the main contributions of the
thesis, which are divided into three main chapters.
Feedback identification of Lure systems
In Chapter 3, we rely on output feedback to develop a closed-loop identification method
for excitable and chaotic Lure systems. In this method, we first identify the system
nonlinearity in a static identification stage; then, knowledge about the nonlinearity
can be used to turn the problem into that of identifying a mildly nonlinear system.
This contribution has been published jointly with Maarten Schoukens and Rodolphe
Sepulchre in [15].
Feedback identification of conductance-based models
In Chapter 4, we extend the simple idea of Chapter 3 so as to develop a procedure
for consistent identification of conductance-based models under input-additive noise
using the PEM method. This chapter provides a theoretical justification for methods
in which a neuronal model is estimated by including pre-identified ion channel kinetics
in the model structure. In addition, in Chapter 4 we show that output feedback
can be used to estimate approximate eigenvalues of a neuronal system’s linearized
internal dynamics. This can be used to determine a model structure for the nonlinear
identification problem, and to determine the voltage-dependent time constants of a
conductance-based model.
Parts of this contribution have been accepted for publication [16] jointly with Maarten
Schoukens and Rodolphe Sepulchre.
4 Introduction
Identification of neuronal systems
In Chapter 5, we contribute to the question in two ways: first, we explore the remarkable
fact that a noisy input can sometimes induce a fading memory, dispensing with the
need for feedback. We then propose using a black-box model structure containing
Generalized Orthonormal Basis Functions (GOBFs) to identify the neuronal inverse
dynamics. The GOBFs poles can be chosen in a way that facilitates the identification
of the localized behavior of the system in the vicinity of a bifurcation. The methods of
Chapter 4 can be used to approximately identify those poles.
Parts of this contribution have been accepted for publication [17] jointly with Maarten
Schoukens and Rodolphe Sepulchre.
1.1 Notation
In this thesis, we use the notation R+ = [0,∞) and Z+ = {0, 1, 2 . . . }. We use
subscripts to denote the value of a scalar or vector-valued discrete-time signal at a
particular moment of time. The number 0 is treated as a scalar or as a vector, with
the dimension implied by the context in which it is used.
The norms ∥ · ∥p denote the usual p-norms of Rn. We denote by ℓn∞(Z+) the
space of all Rn-valued sequences uk defined on Z+ such that ∥u∥ℓ∞ < ∞, where
∥u∥ℓ∞ = supk≥0 ∥uk∥∞ (we drop n from the notation whenever n = 1). The set R(Z+)
is the set of real-valued sequences defined on Z+. Similarly, L∞(R+) is the set of all
real-valued bounded functions defined on R+. The operator σmax[ · ] denotes the largest
singular value of a matrix.
For a discrete-time variable xk, k ≥ 0, the signal up to time k is denoted by
x[0,k] = (xk, xk−1, . . . , x0).
Chapter 2
Problem formulation and
state-of-the-art
2.1 Problem formulation
The main purpose of this thesis is to address the problem of identifying nonlinear
input-output systems that have the feedback representation shown in Figure 2.1. The
external input is denoted by i(t) (the conventional symbol for electric current), and
the output is denoted by v(t) (the conventional symbol for voltage). The feedback loop
is composed of a linear time-invariant (LTI) passive system in the forward path, and a
nonlinear fading memory system in the feedback path.
In this section, we motivate this problem and highlight some important questions
that we aim to answer in this thesis. In Sections 2.2-2.5, we review and provide detailed
definitions of the main concepts which are discussed here.
LTI
Passive
Nonlinear
Fading memoryifm(t)
+
−
i(t) v(t)
Fig. 2.1 A nonlinear feedback circuit.
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Fig. 2.2 The Hodgkin-Huxley circuit, and its relationship to the feedback structure
of Figure 2.1. The currents iNa and iK are the sodium and potassium ion currents,
respectively. In addition, the model possesses a leak current iL = gL(v − νL). The leak
conductance gL is static, while gNa and gK are voltage-dependent adaptive conductances
which can be modeled by an operator with a fading memory (this point is further
developed in Chapters 2 and 4). The model is detailed in Section 4.3.1.
2.1.1 Neuronal models motivate the feedback structure
The notation we have chosen for the input and the output variables reflects the fact
that we are motivated primarily by the problem of identifying neuronal circuits. In
this context, the input represents an applied external current i(t), and the output
represents a neuronal membrane voltage v(t). The passive element models the neuronal
membrane dynamics, while the element with a fading memory models the total sum of
ionic currents flowing through the membrane. In particular, this feedback architecture
is central to neuronal conductance-based modeling, the framework introduced by
Hodgkin and Huxley in their seminal work [57]. The relationship between the elements
of the feedback structure of Figure 2.1 and the components of the electrical circuit
representing Hodgkin and Huxley’s model is shown in Figure 2.2.
The feedback structure of Figure 2.1 is very general: it encompasses not only
single-compartment neuronal models, such as the Hodgkin-Huxley model, but also
multi-compartment models and neuronal network models. The difference between
these types of models is related to the dimension of the variables i(t) and v(t). In
single-compartment models, i(t) and v(t) are scalar signals, and the system is said
to be single-input-single-output (SISO). In multi-compartment and network models,
i(t) and v(t) are vector-valued signals, and the system is said to be multiple-input-
multiple-output (MIMO). In the MIMO case, inter-compartmental resistive currents
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are included in the passive element of the interconnection, while synaptic currents
contained in the network are included in the fading memory element.
Although there is no conceptual difference between the MIMO and the SISO case,
this thesis will focus on the problem of identifying SISO models with the structure of
Figure 2.1.
2.1.2 Open-loop and closed-loop behaviors
The feedback structure of Figure 2.1 accounts for the rich behavior1 of neuronal
systems. While a fading memory system is characterized by an equilibrium behavior
for constant input signals, it is the feedback interconnection of fading memory elements
that accounts for excitability and the non-equilibrium behavior of a neuronal model.
Non-equilibrium behaviors include relaxation oscillations, bistability, bursting, and
chaos. In contrast, each block of the feedback structure has a much simpler open-loop
behavior. A passive system can only dissipate energy, and passivity implies stability of
a linear system [134, 67]. The fading memory property implies properties typical of
stable linear systems, such as unique steady-states [13] and entrainment by periodic
inputs [121].
The stark difference between the behavior of the closed-loop feedback system and
the open-loop behavior of its constituent components can be illustrated with input
signals that are commonly used in system identification. In Figures 2.3 and 2.4, we
contrast the behavior of the Hodgkin-Huxley model of Figure 2.2 with the behavior of
its fading memory component (the element modeling the sum of ion currents).
The step responses of the element with a fading memory, shown on the left of
Figure 2.3, are reminiscent of the step responses of a linear system. The same is true
of the responses of that element to white noise, shown on the left of Figure 2.4.
In contrast, the step responses of the closed-loop feedback system, shown on the
right of Figure 2.3, are “severely nonlinear”; in particular, the system has a localized
ultra-sensitivity to the input. Doubling the input step amplitude from 2µA/cm2 to
4µA/cm2, for instance, results in an increase in the peak amplitude of the output
signal of almost two orders of magnitude. In neurophysiological terms, the step of
2µA/cm2 results in a small amplitude graded potential, while the step of 4µA/cm2
results in a large amplitude action potential – a spike.
1The word behavior has a precise meaning under the framework of Willems’ behavioral theory
[150]. The (manifest) behavior of an open system (a system with inputs and outputs) is the set of
input-output signal trajectories that are allowed by the system.
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Fig. 2.3 Left: Open-loop behavior of the fading memory element of the Hodgkin-Huxley
model subject to steps of different amplitudes at the input. Right: Behavior of the
Hodgkin-Huxley model subject to steps of different amplitudes at the input.
The localized ultra-sensitivity of neuronal models results in a sensitive dependence
on the realization of a stochastic input, as shown on the right of Figure 2.4. When the
system is subject to a stochastic signal such as white noise, the occurrence of an output
spike (or of a sequence of spikes) is a stochastic event that depends on the realization
of the input. Changing the realization of the input may drastically change the precise
location of spikes along the time axis.
2.1.3 Neuronal behaviors are sensitive to parameter changes
Neuronal models can display high sensitivity to changes in their open-loop behavior
and the way their fading memory element (which models the total ion current) is
parameterized. This is illustrated through Figures 2.5 and 2.6, where we compare the
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Fig. 2.4 Left: Open-loop behavior of the fading memory element of the Hodgkin-Huxley
model subject to white noise of different variances at the input. Right: Behavior of
the Hodgkin-Huxley model subject to white noise of different variances at the input.
open-loop and closed-loop behaviors of two different models with similar parameter
values.
In Figure 2.5, we show that the two open-loop fading memory elements produce
outputs which are “close” when subjected to the same input: computing the normalized
root-mean-square error (NRMSE) between the two outputs, we obtain a value of 0.9041
(close to the maximum value of 1). However, Figure 2.6 shows that the closed-loop
behaviors of the two models are qualitatively and quantitatively different from each
other. Applying the same input current to both models yields two rather different
spiking traces.
This small example shows part of the challenge in the neuronal system identification
problem: similar models may produce different excitable behaviors. Later on, we will
see that similar excitable behaviors can only arise if the fading memory elements are
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Fig. 2.5 Comparison of open-loop behavior of the fading memory element of two slightly
different models. When the fading memory elements are subject to the same voltage
input v (bottom panel), their outputs ifm (blue and red traces in the top two panels)
remain reasonably close to each other (NRMSE = 0.9041).
close locally, and that the problem of estimating good neuronal models can be directly
related to a classical problem of closed-loop identification.
2.1.4 Neurons are noisy
In this thesis, we will often consider the noise setup shown in Figure 2.7: the known
excitation signal i(t) is corrupted by an unmeasured input-additive noise term e(t).
This noise setup is again motivated by neuronal applications. Neurons are noisy
systems, and noise can affect those systems in many ways. Noise in neurons can be
classified as intrinsic or external [46]. In the context of neuronal identification, the
input-additive noise shown in Figure 2.7 could be used to model the combination of
external and intrinsic membrane current noise. The external noise could correspond to
the summation of many filtered synaptic currents, coming from the neuron’s dendrites,
in an experiment performed in vivo. The intrinsic noise could come from unmodeled
stochastic effects in the neuron’s ion channels. The input-additive noise framework
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Fig. 2.6 Comparison of the closed-loop behavior of the systems with the open-loop fading
memory behavior shown in Figure 2.5. Despite having “close” open-loop behaviors,
indicating closeness of model parameter values, the closed-loop behaviors of the models
are substantially different from each other.
is a simple representation of those effects that allows us to analyze the identification
problem.
The input-additive noise models a phenomenon long known to experimentalists:
when the same known excitation i(t) is applied to a neuron in a sequence of experiments,
the neuron’s response changes from one experiment to the other (Figure 2.8). This
is hardly any news for experts in system identification. In fact, the central question
of classical linear system identification theory [77] is how to deal with the fact that
the collected data contains but one of many possible realizations of the noise. This
question is critical to the identification of neuronal systems, as the hypersensitivity
to the input may cause different noise realizations to result in drastically different
outputs.
LTI
Passive
Nonlinear
Fading memory
+
−
i(t)
e(t)
v(t)
Fig. 2.7 A nonlinear feedback circuit with input-additive noise.
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Fig. 2.8 Three different voltage outputs of the Hodgkin-Huxley model subject to
the same realization of Gaussian white noise applied current i(t) but three different
realizations of Gaussian input-additive white noise: e(t;ω = 1), e(t;ω = 2) and
e(t;ω = 3). The applied current has a mean of 5 [µA/cm2] and a standard deviation of
9 [µA/cm2], while the input-additive noise has zero mean and a standard deviation of
2 [µA/cm2]. Voltages are in [mV], and currents are in [µA/cm2].
2.1.5 Simulation and prediction
When noise is considered in the identification problem, it is common to distinguish
the problem of prediction from that of simulation. The problem of prediction involves
finding a model (called a predictor model) that makes use of past values of the input
and the output of a ground-truth system — possibly disturbed by noise — so as to
predict the current (or future) value of the system’s output. The problem of simulation
involves finding a model (called a simulation model) that can reproduce the undisturbed
output of the ground-truth system in case both the model and the system are subject
to the same input [77].
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In view of that distinction, it is useful to clarify what we mean by identifying the
closed-loop feedback system of Figure 2.7 under the input-additive noise assumption.
We will not attempt to solve the problem of prediction. We will rather seek a model
that can reproduce the output v(t) of the system in case both the system and the
model are subject to the same input i(t) and the same realization of the noise e(t). In
other words, we seek a model that can reproduce the deterministic behavior of the
ground-truth system. To find such a model, however, we still have to deal with the
fact that the data is corrupted by the stochastic signal e(t), which is not measured.
2.1.6 Voltage-clamp vs. current clamp
In neurophysiology, an experiment in which a neuron is driven directly by a pre-
established current i(t) is called a “current-clamp” experiment. In contrast, an experi-
ment in which the voltage-gated ion currents (lumped in the fading memory element)
are driven by a pre-established voltage v(t) is called a “voltage-clamp” experiment.
The voltage-clamp experiment in the sense just described is of course idealized. In
practice, the voltage-clamp experiment is made possible by the use of output feedback,
and it is a voltage reference signal that is pre-established by the experimenter. In
Chapter 4, we show that the output feedback in a voltage-clamp experiment can endow
a neuron with a fading memory. This allows us to connect this classical experiment of
neurophysiology to rigorous system identification methods.
2.2 Fading memory
In this section, we briefly introduce topics of nonlinear system theory which will be
used throughout the thesis. We first introduce the fading memory property. It is an
input-output system property, that is, it is a property of the system regarded as an
operator between function spaces. We will see, later on, that fading memory is central
to nonlinear system identification. We then introduce the concept of exponentially
contracting dynamics. This is an internal system property, that is, it is a property
on the system state-space representation. It can be thought of as an analog (albeit
stronger) version of fading memory for state-space systems.
2.2.1 Definitions
The notion of fading memory was proposed by Boyd and Chua in [13]. The authors
originally defined this property for continuous-time and discrete-time systems with
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inputs and outputs defined on R and on Z, respectively. In this section, we introduce
the key concepts in the discrete-time setting, for systems with inputs and outputs
defined on Z+.
A system operator F : ℓn∞(Z+) → R(Z+) is said to be causal if, for any input
u ∈ ℓn∞(Z+), (Fu)k does not depend on un for n > k. It is said to be time-invariant if,
letting vk = uk−n, we have (Fv)k = (Fu)k−n for all k ≥ n, and (Fu)k = 0 for k < n
whenever uk = 0 for k < n.
Definition 1 ([107]). Let U be a subset of ℓn∞(Z+). A discrete-time system operator
F : ℓn∞(Z+)→ R(Z+) is said to have fading memory on U if there exists a decreasing
sequence w : Z+ → (0, 1] with limk→∞wk = 0 such that given an ϵ > 0, there is a δ > 0
such that for every u, u˜ ∈ U and every k ∈ Z+,
max
m∈{0,1,...,k}
∥um − u˜m∥∞wk−m < δ =⇒ |(Fu)k − (Fu˜)k| < ϵ (2.1)
It can be shown that a time-invariant system with fading memory is causal [13, 107].
All systems considered in this thesis are causal and time-invariant, but many of them
do not have a fading memory. Intuitively, a fading memory means that two inputs
which are close in the recent past, m ≤ k, result in outputs which are close at the
present time k; the memory of the system regarding the distant past of those inputs,
m≪ k, fades away.
Boyd and Chua showed that systems with a fading memory can be uniformly
approximated on sets of uniformly bounded inputs by two important classes of black
box models: finite Volterra series and time-delay neural networks. More precisely, their
outputs converge in the uniform norm, as the number of terms in the approximating
structure increases. This fact has important implications for system identification, as
it provides a justification for the use of such nonlinear black-box model structures.
A slightly different notion of fading memory, called approximately-finite memory,
was later proposed by Sandberg [120, 107]. This notion was also introduced for
continuous-time and discrete-time systems, with the latter being defined as follows:
Definition 2 ([107]). Let U be a subset of ℓn∞(Z+). A discrete-time system operator
F : ℓn∞(Z+) → R(Z+) is said to have approximately-finite memory on U , denoted
F ∈ A(U), if for any given ϵ > 0, there is a ∆ ∈ N such that
|(Fu)k − (FWk,∆u)k| < ϵ, k ∈ Z+ (2.2)
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for all u ∈ U , where Wk,∆u is a windowed version of u, given by
(Wk,∆u)κ =
 uκ, k −∆ ≤ κ ≤ k0, otherwise (2.3)
Sandberg showed that systems in A(U) share the approximation properties of
systems with fading memory [120], provided they satisfy a certain continuity condition.
It turns out this continuity condition accounts for the difference between the concepts
of fading memory and approximately-finite memory:
Proposition 1 ([107]). Let U be any closed ball in ℓn∞(Z+) centered at the origin.
Then F : ℓn∞(Z+) → R(Z+) has fading memory on U if and only if F ∈ A(U) and
(F · )k : ℓn∞(Z+)→ R is continuous on U for each k ∈ N.
Dealing with the notion of approximately-finite memory allowed Sandberg to demon-
strate the connection between fading memory and the circle criterion, an important
result in control theory used to check the absolute stability2 of nonlinear Lure systems
— the feedback interconnection of a LTI system with a static nonlinearity. In particular,
a test similar to the circle criterion can be used to check whether a nonlinear Lure
system possesses an approximately-finite memory [122, 22]. Such a test can be useful
for analysis, since, for some nonlinear systems, it is often hard to verify the condition
(2.1) or the condition (2.2) directly.
To illustrate the approximately-finite memory property, consider the input set
U given by all sequences u : Z+ → R such that ∥u∥ℓ∞ ≤ β, for some large radius
β. We show in Figures 2.9 and 2.10 the behaviors of two different SISO causal and
time-invariant systems: one is in A(U), while the other is not.
The system whose behavior is shown in Figure 2.9 is in A(U): we can find a
sufficiently long time window ∆ in order to achieve a small tolerance on the closeness of
the outputs of the system. In Figure 2.10, we show the behavior of a simple oscillator
(a discretized version of the FitzHugh-Nagumo model, introduced in Chapter 3) that is
perturbed by a transient input. The system is not in A(U), as any bounded transient
input will have a permanent impact on the output of the system in the form of a
constant phase difference. The phase difference ensures that there is a lower bound
b on how close the outputs can be, and we cannot find a finite ∆ that satisfies (2.2).
Oscillators, bistable switches and chaotic systems with inputs and outputs are all
examples of systems that, for a sufficiently large radius β, do not have a fading memory
on U .
2For a definition of absolute stability, see e.g. [67, Chapter 7].
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Fig. 2.9 Behavior of a causal and time-invariant system with approximately-finite
memory (and fading memory) on the closed ball U . This particular system is a zero-
order hold discretization of the linear stable system G(s) = (s+ 1)/(s2 + 0.8s+ 4.16).
We will use the concepts introduced above in Chapter 3 in order to tackle the
identification problem of a simplified version of the interconnection of Figure 2.1. We
will also use it in Chapter 5, where we use a model structure that is based on the
approximation properties of fading memory systems.
2.2.2 Exponential contraction
If a fading memory input-output operator can be realized by a state-space model, then
the memory encoded in the initial state variables of the system must fade away as
time progresses. This behavior, which had already been noted by Boyd and Chua
in their original paper [13], is typical of a class of state-space systems which have an
exponentially contracting dynamics [81, 149, 8]. The key property of exponentially
contracting systems is that trajectories which are infinitesimally close to each other
converge to each other exponentially fast. It turns out that if this property holds on
the whole state-space, many global properties are implied.
While we defer a rigorous treatment of this subject and its connections to neuronal
system identification to Chapter 4, we introduce below a fact that illustrates the power
of contraction theory for the global analysis of dynamical systems:
Proposition 2 ([8]). Consider the autonomous system x˙ = f(x), with f a smooth
function. If the system is exponentially contracting on the whole state-space, there
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Fig. 2.10 Behavior of a causal and time-invariant system without fading memory on
the closed ball U . The transient pulse permanently affects the output of the system:
a constant phase difference exists between the original output and the output due
to a windowed input which does not contain the pulse. This particular system is a
forward-Euler discretization of the Fitzhugh-Nagumo model described on page 55.
exists a unique finite equilibrium, and all trajectories converge to this equilibrium
exponentially fast.
In Chapter 4 (Section 4.2.1), we provide an original contribution that rigorously
links the discrete-time versions of the fading memory property and the exponential
contraction property, and show that systems with an exponentially contracting dynamics
have a strong form of fading memory: their memory fades exponentially fast. In
Chapter 4, contraction theory will aid us in tackling the identification problem of the
interconnection of Figure 2.1 using a state-space framework.
2.3 Nonlinear system identification
In this section, we introduce and review some recent advances in nonlinear system
identification, focusing on the parametric prediction error method (PEM) and on the
importance of the fading memory property to system identification.
We argue that the fading memory property is central to three problems in para-
metric system identification: the asymptotic analysis (convergence and consistency) of
estimates obtained in a stochastic setting; the search for a solution that minimizes the
identification criterion function; and the approximation of nonlinear systems by linear
ones – with the purpose of finding initial parameter estimates for nonlinear estimation.
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2.3.1 Prediction-error method
In this section, we briefly present the classical prediction-error method (PEM), and
review some recent advances related to that method in the context of nonlinear system
identification.
The basic framework
In the classical (or “frequentist”) framework of the prediction-error method [76, 77],
we start from the assumption that there exists a ground truth system to be identified.
Suppose the ground truth is a nonlinear stochastic discrete-time system represented by
yk = Fk
(
u[0,k], e[0,k];x0
)
, (2.4)
where uk ∈ Rnu is the system’s input, yk ∈ Rny is the system’s output, the ek ∈ Rny
are random variables such that E[ek | e[0,k−1]] = 0, the Fk(·, ·;x0) form a sequence of
deterministic mappings, and x0 is an initial state (which is treated as a parameter of
the model). Equivalently, we could describe the same system in terms of the so-called
innovations representation
yk = F ∗k
(
y[0,k−1], u[0,k];x0
)
+ ek, (2.5)
where now the F ∗k define the conditional mean E[yk | y[0,k−1], u[0,k]] (assuming it exists).
The F ∗k define an optimal predictor for the system (2.4), with ek being the part of the
output yk that cannot be predicted [76].
In case the noise ek appears additively at the output of the system, then (2.4)
becomes
yk = Fk
(
u[0,k];x0
)
+ ek (2.6)
in which case we have Fk = F ∗k . The model (2.6) is called an output-error model [77].
The general framework of the prediction error method allows the ground truth
system to be in a feedback loop with an adaptive feedback element, given by
uk = Hk
(
y[0,k−1], u[0,k−1], rk
)
, (2.7)
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Fig. 2.11 Standard PEM system identification setup. The signals uk and yk are known,
and used to identify the system F .
whose inputs are given by yk and an external signal rk ∈ Rnw . In this thesis, the
external signal rk is always treated as known. Figure 2.11 shows a block diagram
representation of the resulting feedback system3.
The identification problem is one of predicting yk based on the measured quantities
y[0,k−1] and u[0,k]. To solve this problem, we rely on a parametric predictor model,
which is a system given by
yˆk(θ) = Fˆk
(
y[0,k−1], u[0,k]; θ
)
, (2.8)
where θ ∈ D ⊆ Rnθ denotes a vector of parameters, with nθ the number of parameters.
When dealing with a ground truth system in the output-error form (2.6), the predictor
model is given by
yˆk(θ) = Fˆk
(
u[0,k]; θ
)
, (2.9)
in which case it is common to call the predictor a simulation model.
In the prediction error method, optimal parameter estimates θˆ for the predictor
model are found based on N collected input-output data points, given by the sequences
y[0,N ] and u[0,N ]. The estimates are found based on a criterion function that needs to
be minimized; many such criteria exist, so that the PEM encapsulates many different
kinds of estimation methods.
A simple criterion (corresponding to the maximum likelihood method if the noise
is Gaussian-distributed) that can be used to obtain parameter estimates is the mini-
3In (2.5) and (2.9), we allow the input to affect the output without a delay. This differs from the
text in [76], where a time delay is assumed. However, as remarked by [76], this delay is not essential
for the results. To make clear that algebraic loops are not allowed in the system, we included an
explicit time delay in the subsystem (2.7).
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mization of the mean-square prediction error
εk(θ) = yk − yˆk(θ)
Thus by minimizing
VN(θ) =
1
N
N∑
k=1
∥yk − yˆk(θ)∥2, (2.10)
we obtain the parameter estimates
θˆN = argmin
θ∈D
VN(θ) (2.11)
The asymptotic behavior of the parameter estimates θˆN as the number of data
points N tends to infinity depends on the asymptotic behavior of the function VN(θ).
The asymptotic analysis of parameter estimates is concerned with studying these
behaviors. Usually, the analysis is divided into two parts: convergence and consistency.
Here, we discuss a general criterion for convergence, first stated in [76].
Since the system is stochastic, VN(θ) is a random variable. To guarantee that the
identified model is independent of the specific realization of the noise entering the
system, we need the prediction error εk(θ) to satisfy an ergodicity property: VN(θ)
must converge to its expected value as N →∞. This property is achieved by means of
two fundamental assumptions: one on the ground truth system, and one on the model
structure.
Assumption 1 ([76], [40]). The closed-loop system (2.4) and (2.7) is such that for
each k, s ∈ Z+, k ≥ s, there exist random variables y¯k,s and u¯k,s, independent of r[0,s]
and e[0,s] but not independent of r[0,k] and e[0,k], such that
E
[
∥yk − y¯k,s∥4
]
< Cαk−s (2.12a)
E
[
∥uk − u¯k,s∥4
]
< Cαk−s (2.12b)
for some C > 0 and α < 1, with y¯t,t = u¯t,t = 0.
Assumption 2 ([76]). The mappings Fˆk are differentiable with respect to θ for all
θ ∈ D. Let D be closed and bounded. Assume there exist a C <∞ and α < 1 such
that∥∥∥Fˆk (y[0,k−1], u[0,k]; θ)− Fˆk (y˜[0,k−1], u˜[0,k]; θ) ∥∥∥ ≤ C∑km=0 αk−m (∥um − u˜m∥+ ∥ym − y˜m∥)
(2.13)
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and ∥∥∥Fˆk (0[0,k−1], 0[0,k]; θ) ∥∥∥ ≤ C (2.14)
for all u, u˜, y, y˜, and θ that belongs to an open neighborhood of D. Assume also that
the (d/dθ)Fˆk are subject to (2.13).
When the model (2.8) or (2.9) satisfies Assumption 2, then the mapping θ 7→
{Fˆk(·, ·; θ)}k∈Z+ is called a model structure [77, Section 5.7]. Thus (2.8) and (2.9) are
called model structures when viewed as a function of θ.
The main convergence result of [76] can now be stated as follows.
Lemma 1 ([76]). Consider the feedback system (2.5)-(2.7) subject to Assumption (1),
and the model (2.8) subject to Assumption (2). Consider VN(θ) given by (2.10). Then
sup
θ∈D
|VN(θ)− E [VN(θ)]| → 0 w.p. 1 as N →∞
If the result of Lemma 1 holds, then we have a guarantee that the criterion function
VN(θ) obtained with a specific realization of our measurements will grow independent
of the specific realization of the noise (and of the input, if the input is a stochastic
process) as the number of gathered data increases.
Fading memory and convergence of the cost function
Assumptions 1 and 2, which are instrumental in the convergence result of Lemma 1,
are tightly connected to the fading memory properties discussed in Section 2.2.1.
To explore this idea, suppose for simplicity that the identification setup is the
open-loop identification of a single-output system; in this case, uk = rk and yk are
scalars. Then, the condition (2.12a) of Assumption 1 can be thought of as a form
of stochastic approximately-fading memory property. To see this, we can define an
operator F such that yk = (F [u, e]⊤)k = Fk
(
u[0,k], e[0,k];x0
)
. With uk = rk, it then
follows that Assumption 1 can be rephrased in terms of the inequality
E
[
|(F [r, e]⊤)k − (FWk,k−s[r, e]⊤)k|4
]
< Cαk−s
where Wk,k−s is the window operator defined in (2.3). The window function discards
the elements r[0,s] and e[0,s], which should not affect the variable y¯k,s for the required
independence to hold. In a purely deterministic case (without the expectation operator),
the inequality above defines a strong kind of approximately-finite memory property, in
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which convergence of the two outputs is exponential with respect to the length of the
time-window Wk,k−s.
Note that the same relationships with the approximately-finite memory property
can be established in the closed-loop case (where uk ̸= rk). In that case, we have to
deal with the two system operators that map rk and ek to yk and uk.
It can similarly be shown that Assumption 2 directly implies fading memory of the
predictor model. This will be shown for output-error models in Chapter 4.
Fading memory and parameter optimization
We have just seen that an (exponentially fast) fading memory property ensures that
the effect of noise in the cost function VN (θ) becomes less important as the number of
collected data points increases. However, even in a completely deterministic setting,
a fading memory is important for tractably estimating the parameters of a nonlinear
model structure.
As observed by [2, 1], when the dynamics of the model structure possesses positive
Lyapunov exponents4, solving the optimization problem (2.11) may become intractable
even when no noise is present in the measurements. In particular, instabilities caused
by positive Lyapunov exponents severely hinder the search for optimal parameters θ,
due to the creation of a large quantity of local and possible spurious minima in the
parameter landscape.
The relevance of fading memory in this context comes from the fact that exponen-
tial contraction of the model structure dynamics precludes the existence of positive
Lyapunov exponents. As mentioned in Section 2.2.2, exponential contraction can be
understood as a state-space version of the fading memory property. Thus, a fading
memory facilitates the search for the optimal parameter estimates in (2.11).
Recent work
Despite the fact that assumptions 1 and 2 are only sufficient for the consistent estimation
of nonlinear models with the PEM, these conditions have not been relaxed since the
publication of [76].
For instance, in [98], a block-oriented linear-fractional transformation (LFT) model
structure is used for the identification of nonlinear systems with process noise using the
PEM. This model structure allows the authors to consider a more flexible setup than
the closed-loop setup of Figure 2.11, at the cost of only considering the estimation of
4For a brief exposition to this concept, see Section 5.1.1 in Chapter 5.
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static nonlinearities within the model. The authors rely on an exponential stability
assumption similar to Assumption 2 to ensure convergence and consistency of parameter
estimates in their method.
As remarked by [20], the PEM should be applied with caution when identifying
systems using sampled limit cycle data. This follows from the fact that unforced
systems with limit cycles do not satisfy Assumptions 1 and 2 (remember that, as seen
in Figure 2.10, such systems do not have a fading memory on a space of uniformly
bounded inputs). In [20], the authors study the application of the PEM in a context
where the system Fk in Figure 2.11 is LTI, and the system Hk is a known static
nonlinearity. The authors assume that when rk = ek = 0, the system has a limit cycle,
and their objective is to identify the LTI system when the limit cycle is only perturbed
by noise, i.e., ek is filtered white noise, and rk = 0. In their convergence analysis, the
authors bypass Assumption 1 and Lemma 1 by directly assuming that all signals in
the system are mean-ergodic, i.e., their time averages tend to their expectations. The
question of which classes of limit-cycling systems would satisfy this assumption is not
tackled, and as far as we know this is still an open question.
In [85], the authors remark that there are no generally applicable methods of system
identification (or model reduction) for oscillatory systems. This further illustrates that
the fading memory property (not held in general by nonlinear oscillators) is a standing
assumption in system identification theory.
2.3.2 Nonlinear identification starting from linear models
There are many situations in which it is desirable to obtain a linear approximation of
a nonlinear system, and this led many authors to propose frameworks under which
well-defined linear approximations exist [35, 115, 83, 78].
The approaches pursued by those authors are similar in nature, but differ in
the underlying assumptions on the ground truth nonlinear system that needs to be
approximated. One approach, based on the PEM, dispenses entirely with assumptions
on the ground truth system, assuming only that the input and output signals are
quasistationary [35, 78]; a second approach, based on the Fréchet derivative, deals
with the properties of the ground truth system in a case-by-case basis (in particular,
Wiener systems and finite-memory systems are considered) [83]; and a third approach
assumes that the output of the ground truth system (to inputs of a certain class) can
be approximated arbitrarily well in mean-square sense by the output of a uniformly
bounded Volterra series [115, 125].
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The common thread linking these approaches is that the linear approximations
are only meaningful if the nonlinear system being approximated has properties which
are either similar to, or implied by, the fading memory property. For instance, for a
nonlinear system to map quasistationary inputs to quasistationary outputs (an implicit
assumption in [78]), there seem to be heavy constraints on its memory properties, as
the few existing results on this matter have only been obtained for fading memory
systems such as finite-memory and Wiener and Hammerstein systems [84]. Similarly,
the existence of approximating Volterra series can be directly related to the fading
memory property, as discussed in the previous section.
The Best Linear Approximation (BLA)
The linear approximation framework described in [115, 125] has enjoyed great popularity
for the purposes of nonlinear system identification, as it can be efficiently used to
solve the nonlinear problem using an initial linear approximation of the system. These
authors work with the assumption that the system inputs belong to a certain class
(denoted SE) of asymptotically normally distributed input signals. This class includes
most notably Gaussian coloured noise and sums of sinusoids with uniformly distributed
random phases – a type of signal known as random phase multisines. It is also assumed
that the nonlinear ground truth system belongs to the class of systems which, when
excited by signals in the class SE, can have their outputs approximated arbitrarily
well, in mean-square sense, by the outputs of uniformly bounded Volterra series. The
linear approximation, in this case, is called the Best Linear Approximation (BLA) of
the system. The ground truth BLA, which can be of either parametric (a real-rational
transfer function) or non-parametric (a frequency response) form, can be consistently
identified by exciting the nonlinear system with an input in the class SE, and then
using a linear model structure and a least-squares cost function to identify the system.
The success of the BLA framework for nonlinear system identification has been well
established on two classes of model structure: block-oriented models and polynomial
nonlinear state-space models.
Block-oriented models are those in which the system can be described as an
interconnection between a finite number of LTI systems and a finite number of static
nonlinearities. This type of structure includes classical models such as Wiener and
Hammerstein models [142], which are SISO systems5, but it also includes MIMO
systems given by the parallel interconnection of Wiener and Hammerstein models [128].
5In Wiener models, the LTI block is at the input of the system, and it is cascaded with a static
nonlinearity at the output; in Hammerstein models, the blocks are organized the other way around.
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As reviewed in [129], identifying the BLA of a block-oriented system is a good first step
in the nonlinear identification procedure. The reason is the fact that using signals in
the class SE yield a BLA that is a simple function of the linear blocks of the system6.
An alternative to block-oriented models is the polynomial nonlinear state-space
model structure (PNLSS) – a state-space description where the vector field is given by
polynomial functions. It has been shown that extracting a linear state-space model
from the nonparametric BLA of the nonlinear system (by means of linear subspace
methods) can provide good initial parameter estimates for the nonlinear identification
problem [100]. Using a PNLSS model structure, [26] studied the problem of identifying
the forced Van der Pol oscillator model structure and an identification procedure relying
on the estimation of the BLA as an initial step. Despite the fact that the estimation
of a BLA for forced autonomous oscillators has no theoretical justification, for high
input power the authors were able to find a stable parametric BLA that could be
used to initialize the nonlinear optimization of the nonlinear model. The authors also
provided a heuristic analysis for informative input design, showing that random-phase
multisines have an advantage over other forcing signals since the multisines drive the
ground truth system’ states more uniformly around the phase-space.
2.4 Identification of neuronal systems
To discuss the identification of neuronal systems, it is useful to review the main types
of neuronal models that are currently used in neuroscience. Limiting ourselves to
spiking (as opposed to rate-based) single-compartment models, we can classify7 the
most popular models in the following way:
• Biophysical models: these models are descendants of the squid giant axon model
of Hodgkin and Huxley [57] (see Figure 2.2). Models in this class tend to have
multiple nonlinear components that can be interpreted in neurophysiological
terms. In a deterministic setting, biophysical models are usually defined by a
smooth state-space model. The two main paradigms of biophysical models are
conductance-based models [63, 37, 66] and Markov models [66, 56, 19, 74].
• Generalized linear integrate-and-fire (GLIF) models: these models are descendants
of the one-dimensional integrate-and-fire model introduced by Lapicque [70] (see
6If the ground truth system is a Wiener system, for instance, then its BLA is equal to the linear
element of the system, modulo a real-valued gain [142].
7Our classification is based on [63, 47, 14, 5].
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also [3]). In this model class, the subthreshold membrane voltage dynamics is
modeled using linear time-invariant filters, and a discontinuous mechanism is
used both for the generation of spikes and for resetting initial conditions after
spiking. In a deterministic setting, spiking occurs when the voltage reaches a hard
threshold; in a stochastic setting, spiking is more likely to happen as the threshold
is approached. Two modern paradigms in this model class are Linear-Nonlinear
Poisson models [25, 101] and Generalized Linear Models (GLMs) [114, 46].
• Simple nonlinear models: these models are descendants both of the FitzHugh-
Nagumo model [38], originally developed to analyze neuronal dynamics in the
phase plane, and of the Lapicque integrate-and-fire model. In this model class, a
small number of simple nonlinearities are used to model the membrane voltage
dynamics, and the number of state variables is kept at two or three at most.
While the initiation of spikes is entirely based on equilibrium bifurcations in
the nonlinear dynamics, some models in this class use a reset mechanism to
implement spike downstroke (see., e.g., [46, Chapter 5], [62, 148]).
Recent research on the estimation of neuronal models from experimental data has
tended to focus on the two first classes of models above. Simple models are limited in
their ability to quantitatively reproduce real neuronal data, and are thus mostly used
for qualitative numerical simulations and mathematical analysis.
In the next two sections, we describe biophysical and GLIF models in more detail,
and review recent research on the estimation of such models from input-output data.
We then finish the section by discussing the complementary roles that these modeling
frameworks play in our efforts to better understand the brain.
2.4.1 Biophysical models
Biophysical models can be thought of as generalizations of the Hodgkin-Huxley model
(see Figure 2.2). These models are in general given by the voltage dynamics
cv˙ = −gL(v − νL)−
nc∑
j=1
ij + i (2.15)
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and the ion current dynamics8
x˙(j) = f (j)(v, x(j)) (2.16a)
ij = g¯j pj(x(j)) qj(v) (2.16b)
for j = 1, . . . , nc, with nc the number of ion current types (e.g., sodium, potassium,
calcium, etc.).
In the equation above, the scalar term g¯jqj(v(t)) models the maximum electrical
current that can flow through a population of ion channels on a given area of neuronal
membrane — that is, the current that would flow if all ion channels in the population
were open. Thus g¯j, called the maximum conductance, has units of conductance per
square area, while qj(v(t)) has units of voltage. The term p(x(j)(t)) ∈ (0, 1) represents
the proportion of open channels in the population [66], or, equivalently, the probability
that a single ion channel is open at time t [74]. The state variables in the vectors x(j)
are known as gating variables or kinetic states. Understanding the phenomenological
nature of gating variables is key to understanding the problem of identifying biophysical
neuronal models, and thus we briefly describe where they come from.
The model (2.15)- (2.16) defines one compartment of a neuronal model [68]. In
single-compartment models, the spatial properties of a neuron are ignored, and the
volume encapsulated by the neuronal membrane is collapsed to a single point. In this
case, there is only one membrane voltage associated to the neuron, and it evolves
according to (2.15)-(2.16). In multi-compartment models, the topology of a neuron is
not ignored, and multiple instances of (2.15)-(2.16) are used to model the evolution of
the neuronal membrane in different parts of the neuron. In this thesis, we mostly deal
with single-compartment models.
Kinetic ion channel modeling
Ion channels are proteins embedded in the neuronal membrane that can fold into
different conformational states. One or more of these conformations allow ions to flow
through the ion channel, inward or outward with respect to the neuronal cytoplasm.
In other words, the channel is conducting when the protein is folded in a specific way.
Equation (2.16a), together with the mappings p(x(j)), define an ion channel’s gating
dynamics. In the tradition initiated by Hodgkin and Huxley, to describe the gating
8This formulation does not take into account Calcium-activated currents. Those will be discussed
in an example of Chapter 5.
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dynamics of ion channels, the different conformational states of an ion channel protein
are modeled as a finite number of states in a kinetic model.
In kinetic models, the transitions between states are described by voltage-dependent
transition probabilities, also called transition rates. Transition rates are usually assumed
to depend only on the voltage and on the current state of the channel, so such models
fall into the category of Markov models [56, 19, 74]. In this framework, each element
x
(j)
i of the vector x(j) in (2.16) represents the probability that the jth channel is in the
ith conformational state. The probabilities, which must verify ∑i x(j)i (0) = 1, evolve
according the the so-called Master Equation,
x˙(j) = A(j)(v)x(j) (2.17)
where the elements of A(j)(v) contain the voltage-dependent transition rates, and where
A
(j)
i,i (v) = −
∑
k ̸=iA
(j)
k,i(v) for all i, j and v.
By making simplifying assumptions on the topology of the kinetic model (i.e., on
how the conformational states are interconnected) and on the transition rates (e.g.,
some of them might be identical), a kinetic model can be greatly reduced in terms of
number of states. Hodgkin-Huxley-type models have a simplified type of kinetics where
x˙
(j)
i = α
(j)
i (v)(1− x(j)i )− β(j)i (v)x(j)i (2.18)
and p(x(j)) =
(
x
(j)
1
)a (
x
(j)
2
)b
or p(x(j)) =
(
x
(j)
1
)a
, with a and b positive integer exponents.
The terms α(j)i (v) and β
(j)
i (v) above are the transition rates of two-state independent
kinetic subunits. In Hodgkin-Huxley-type models, a further assumption is made that
current conduction in a single channel is ohmic, in which case
qj(v) = v − νj (2.19)
with νj the so-called Nernst potential of the jth ion channel.
In the neuroscience community, models with the simplified Hodgkin-Huxley type ki-
netics (2.18) are known as conductance-based models, while models with conformational
states coupled through (2.17) are known as Markov models. Note that despite this
nomenclature, any given conductance-based model has an equivalent Markov model
[56, Chapter 18], while Markov models can still be said to be conductance-based: in
both types of models, the conductance is given by njp(x(j)) in (2.16b).
This kinetic modeling paradigm is phenomenological, since one can hardly prove
that a postulated model for a given channel provides a mechanistic description of
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how the protein changes its conformation. At the same time, because the behavior of
proteins is ultimately explained by chemical reactions occurring at very small scales,
and because chemical reactions are well-described by kinetic models, one could argue
that at the limit of infinitely many conformational states, a kinetic model could come
close to providing that mechanistic description. Following this point of view, kinetic
models are a finite-dimensional approximation of the actual dynamics of an ion channel.
The view of kinetic models as approximations of a continuum of state transitions means
that, as measurement technology improves and the bandwidth of ion current signals
that we are able to process increases, the complexity of kinetic model structures that
is required to accurately estimate the system also needs to increase [56].
It is valid to question at this point if our initial claim that ion channel system
operators have a fading memory (say, on a set of uniformly bounded inputs) holds true
for conductance-based and Markov models of ion channels. The fact that it is true for
conductance-based will be shown9 in Chapter 4.
Noise in biophysical neuronal models
Neurons are biological systems, and as such they are inherently noisy. This can be
observed experimentally: when the same stimulus is presented to a given neuron
repeatedly, the measured voltage signal, including locations of spikes along the time
axis, changes in each repetition of the experiment [32, 92, 46]. This occurs because,
independently of how noise is affecting the system, the noise realization changes in
every experiment, and thus the output changes as well.
Noise can be taken into account in biophysical models through the introduction of
noise terms in the nonlinear state-space equations. The authors in [49] have reviewed
the most common ways of adding process noise to conductance-based and Markov
models. There are three common noise setups:
• Input-additive noise: in this case, a noise term e(t) is added to the applied current
i(t). This can be used both to model unmeasured, external noise (e.g., the inputs
of nearby neurons in an experiment in vivo), or an unmeasured lumped internal
current noise.
• Conductance noise: in this case, noise represents uncertainty over the proportion
of open ion channels of a certain type in the membrane. It can be modeled by
9In fact, conductance-based models have an exponentially contracting dynamics, as shown in
Example 3 in Chapter 4. This implies that they have a fading memory on any set of uniformly
bounded inputs (see Corollary 1 in Chapter 4).
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modifying (2.16b) as follows:
ij = g¯j [pj(x(j)) + e(t)] (v − νj)
where e(t) is the noise term.
• Gating kinetics noise: in this case, a noise term is added to the dynamics of the
gating variables (or transition probabilities). For instance, in a conductance-based
model, we have
τ
(j)
i (v) x˙
(j)
i = −x(j)i + x(j)∞,i(v) + e(j)i (t)
where e(j)i (t) is the noise affecting the ith gating variable of the jth ion channel.
In addition, as illustrated in [74], in Markov models, ion channel noise can be
taken into account by considering that the membrane contains a finite number of ion
channels, and that each individual ion channel independently transitions between its
conformational states according to the transition rates in (2.17).
In Chapter 4, we will explicitly deal with the issue of input-additive white noise in
the estimation of neuronal models.
Problems in biophysical model estimation
The literature on the estimation of deterministic biophysical models is focused on
solving two related problems:
1. Estimation of full neuronal models: in this case, the objective is to identify a
(single-compartment or multi-compartment) neuron using the model (2.15)-(2.16)
and data composed of applied current and voltage traces, i(t) and v(t). See, e.g.,
[71, 60, 33, 32, 45]. This problem is usually referred to as “automatic parameter
extraction” in the neuroscience community.
2. Estimation of models for ion channels: in this case, the objective is to identify a
particular ion channel using a kinetic model and data composed of macroscopic
ion current and voltage traces, ij(t) and v(t). See, e.g., [19, 93]. This corresponds
to estimating (2.16) for a single index j. Obtaining this type of data is much more
laborious than obtaining data for the first problem, since, to obtain macroscopic
current data for a single channel type, it is necessary to block other channel types
pharmacologically.
A strategy ubiquitously explored in the literature to solve the first problem above
is to make use of ion channel models that have been previously obtained by solving the
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second problem. In fact it was this very strategy that allowed Hodgkin and Huxley to
postulate the conductance-based model. This strategy works well for neuronal systems
because of their modularity: given a set of ion channel kinetics that have already been
estimated10, a subset of those models can be used to construct a “grey-box” model
structure used to identify the full neuronal system. This results in a model structure
with not many parameters: commonly, only the maximal conductances g¯j are left to
be optimized. In this thesis, we will mostly be concerned with the first problem above.
Methods for estimating biophysical neuronal models
There are two main challenges in the estimation of full biophysical neuronal models.
First, there is the fact that neither the neuron being identified (the true system) nor
the full model (2.15)-(2.16) have a fading memory on spaces of commonly used inputs.
This is a simple consequence of the fact that neurons may display limit-cycles and
chaotic behavior; see Figure 2.10 for a simple illustration. Second, it is difficult to
apply classical estimation frameworks (such as the PEM) directly to the problem, and
as a consequence analyzing the properties of parameter estimates (such as convergence
and consistency) may become intractable.
A popular11 parameter estimation method is that of [32]. In this method, the
authors rely on a multi-objective optimization technique where different cost functions
are constructed based on various features of the neuronal behavior such as spiking
rate, spike width, spike overshoot, and spike latency. These features are obtained from
data generated by applying steps of applied current to a real neuron. The resulting
optimization problem is solved with a genetic algorithm. Note that this approach is
radically different from the PEM approach reviewed in Section 2.3.1. By working with
spiking features, which are averaged over multiple realizations of the identification
experiment, the authors avoid using a voltage-based prediction error cost function.
A different estimation method, much closer in spirit to the PEM, is that of [60]. In
this method, the authors make two important assumptions: first, that we can estimate
the capacitive current cv˙ from the data, and second, that the model structure contains
previously identified ion channel kinetics (see previous section). They then make the
important observation that it is possible to estimate the maximal conductances g¯j of
(2.16) by working with the voltage v as an input, and the internal current i− cv˙ as an
output. The resulting estimation problem becomes a simple least-squares problem with
10There exist online databases dedicated to collecting ion channel kinetic models, for instance
ModelDB [90].
11For instance, this method was chosen to derive models for the Allen Brain Atlas project [50].
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a linear-in-the-parameters model structure. As we shall see later, in control theoretic
terms, this approach is tractable because it works with a model structure given by the
inverse dynamics of a neuronal system — which has a fading memory.
In the method developed in [2, 1], the issue of a lack of fading memory is dealt with
through the use of a stabilizing feedback term in the model structure. This strategy is
used to ensure that the cost function becomes smooth with respect to the parameters.
In the limit of infinite gain in the feedback term, this strategy is equivalent to that of
estimating the mapping from voltage to current, as in [60]. In [143, 97], the authors
estimate both the state trajectories and the unknown parameters of neuronal models
based on voltage-current (input-output) traces. To do this, they formulate a nonlinear
optimization problem with a regularized least-squares objective function where the
constraints are given by the discrete-time dynamics. They treat each state variable,
at each sample time, as a free variable of the optimization problem. This generates a
very large parameter space and a set of many thousand equality constraints (the size
of which grows according to the number of measurement samples). To solve such a
large problem, they rely on sequential quadratic programming methods [9].
2.4.2 Generalized linear integrate-and-fire (GLIF) models
While in biophysical neuronal models spikes are smooth trajectories of a nonlinear
system, in GLIF models spikes are instantaneous events triggered by the output of a
linear system. The underlying assumption in GLIF modeling is that information in
the brain is mostly conveyed by spike timings, and that, since spikes are very brief
stereotypical events, we can approximate spikes by impulse functions located at points
in time.
In a deterministic GLIF model, such impulses are triggered whenever the membrane
voltage reaches a sharp firing threshold, while in a stochastic (noisy) GLIF model, the
impulses are the outcomes of a point process. Because the triggering mechanism does
not require a nonlinear subthreshold dynamics to work, the subthreshold voltage in a
GLIF model evolves according to a linear system.
Given the relevance of GLIFs in the neuroscience literature, we review this class
of models in more detail below. This is also done in the hope that the sophisticated
estimation methods developed for GLIFs can bring insight into the problem of estimating
biophysical neuronal models.
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Spike response model (SRM)
In a deterministic setting, most GLIF models can be represented in terms of the Spike
Response Model (SRM) [92, 46]. We briefly describe this model in discrete-time form.
The output of a SRM is a sequence of discrete-time impulses12
sk =
∑
ks∈S
δk−ks , k ≥ 0, (2.20)
representing a spike train, with the set S containing all spike times. In the SRM, the
subthreshold voltage vk is represented separately from the spike train sk. Given a
sharp threshold ϑ ∈ R, a spike time ks is defined by
ks ∈ S ⇐⇒ vks ≥ ϑ, (2.21)
that is, a spike occurs when the voltage vk crosses the threshold ϑ.
The subthreshold membrane voltage dynamics in the SRM is given by
vk =
k∑
n=0
gk−n(θ)un +
k−1∑
n=0
hk−n(θ)sn + vrest
=
k∑
n=0
gn(θ)uk−n +
k∑
n=1
hn(θ)sk−n + vrest, k ≥ 0,
(2.22)
where uk is an external input signal (uk = 0,∀ k < 0), sk is the spike train defined
by (2.20)-(2.21), vrest is the resting potential, and hk and gk are impulse responses
of causal (hk, gk = 0,∀ k < 0) and stable linear time-invariant discrete-time systems,
parameterized by a vector θ. The constraint h0 = 0 ensures that the closed-loop model
(2.20)-(2.22) is well-posed.
At this point it is useful to introduce some notation that will also be used elsewhere
in this thesis. Let the Z-transform of hk (defined in some region of convergence
|z| ≥ α > 0) be given by
H(z) =
∞∑
k=0
hkz
−k,
and let q denote the forward-shift operator, i.e., qvk = vk+1 and q−1vk = vk−1. Using
this notation, we can rewrite (2.22) as
vk = G(q ; θ)uk +H(q ; θ)sk + vrest (2.23)
12The discrete-time impulse signal δk satisfies δk = 1 if k = 0, and δk = 0 if k ̸= 0.
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where G(q ; θ) and H(q ; θ) are to be understood as formal power series in q−1.
In the SRM framework, the linear filter G(q ; θ) can be used to model the dynamics
of the dendritic tree of a neuron, where the integration of pre-synaptic inputs occurs
[104, 92, 46]. More generally, this filter can be used to model the integration of
external stimuli over a much longer neural pathway. In this case, the filter G(q ; θ)
can incorporate information about the receptive field of the neuron being modeled
[25, 114, 73]. The filter H(q ; θ) can be thought to model internal ionic currents that
underlie the rapid decrease in voltage (hyperpolarization) and the refractoriness that
occurs following a spike. More practically, the filter H(q ; θ) provides a mechanism for
setting vks+1 to a value well below the threshold ϑ when a spike occurs at k = ks. It is
this last feature which makes the SRM a generalization of simpler integrate-and-fire
models.
Noise in GLIF models: the Generalized Linear Model (GLM)
The SRM given by (2.20)-(2.23) defines a deterministic nonlinear system. To model
the stochasticity of neuronal behavior, localized noise terms (such as those discussed
in the context of biophysical models in Section 2.4.1) could be added directly to the
SRM equations. In that case, because the subthreshold dynamics is linear, under
certain noise assumptions, it can be possible to derive an analytical expression for
the likelihood of a random spike train sk. This in turn allows for efficient maximum
likelihood estimation of model parameters [106].
Stochasticity in GLIFs can alternatively be taken into account by directly defining
the likelihood of a spike train given the input to the model. This idea leads to
Generalized Linear Models (GLM) of neuronal spiking. Similarly to the deterministic
SRM, the output of a GLM is also a train of spikes sk, given by (2.20). However, in a
GLM, the set of spike timings, S, is determined by the realization of a stochastic point
process. In the literature, it is common to approach modeling from a continuous-time
perspective, and define the GLM by means of an inhomogeneous Poisson process [46,
104, 72]. For estimation purposes, the model is discretized using a simple discretization
scheme.
We will briefly describe the GLM approach in a fully discrete-time context. In this
case, given a sampling period ∆t, we assume that ∆t is small enough so that at most
one spike can be found between sampling times. A spike occurs at the kth time bin if
it occurs in the interval [ k∆t, (k + 1)∆t ), in which case sk = 1. The probability that
sk = 1 is defined to be
p(sk = 1) = ρk∆t,
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where
ρk = f(vk − ϑ) = f(G(q ; θ)uk +H(q ; θ)sk + vrest − ϑ) (2.24)
is an instantaneous firing rate. The function f(·) and the threshold ϑ shape the
probability of firing in terms of the instantaneous value of the subthreshold voltage vk.
The voltage in turn depends on the model’s input and spiking history according to the
linear filtering model encountered previously in the SRM.
Since (for sufficiently small ∆t) the only alternative to sk = 1 is sk = 0 (no spike at
k), a spike is a Bernoulli trial. The conditional probability mass function (PMF) of sk,
given all past spikes and given the external input, is given by
p(sk | s[0,k−1], u[0,k]) = (ρk∆t)sk(1− ρk∆t)1−sk (2.25)
In the discrete-time setting above, it is important that f(·) be defined so that
ρk∆t ∈ [0, 1], since the latter is a probability value. In practice, f(·) is often defined as
f(vk − ϑ) = 1τ eβ(vk−ϑ) (2.26)
so as to model an exponential increase in the likelihood of firing as the voltage
approaches (and crosses) the firing threshold ϑ [46]. However, the unboundedness of
f(·) might lead to an ill-defined probability. To solve this issue, the fact that ρk∆t is
the first-order Taylor approximation of 1− e−ρk∆t (at zero) can be used: 1− e−ρk∆t lies
inside [0, 1], when f is given by the exponential above. The conditional PMF (2.25)
can thus be redefined as
p(sk | s[0,k−1], u[0,k]) = (1− e−ρk∆t)sk(e−ρk∆t)1−sk (2.27)
where now the instantaneous probability 1− e−ρk∆t is well-defined for any non-negative
f(·). The joint PMF of the spike train s[0,k], conditioned on the external input, can be
computed using the product rule of conditional probabilities. It is given by
p(s[0,k] |u[0,k]) = p(s0 |u0)
k∏
n=0
p(sn | s[0,n−1], u[0,n]) (2.28)
where the conditional probabilities on the right-hand side are given by either (2.25) or
(2.27).
36 Problem formulation and state-of-the-art
Estimation of GLM parameters
Given an observed spike train s◦[0,k] and a known input sequence u◦[0,k], the parameters of
the GLM can be estimated by treating (2.28) as a likelihood function, and performing
maximum likelihood (ML) estimation. The ML estimate is found by solving
max
θ,ϑ
p(s◦[0,k] |u◦[0,k]), (2.29)
where, without loss of generality, we have assumed that vrest is fixed to some reasonable
resting potential value.
The discrete-time ML estimation method outlined above has the advantage that
only spike timings are necessary to estimate θ and ϑ. The voltage vk is an auxiliary
variable of the GLM model, and vk must not necessarily match the actual membrane
voltage of the neuron that has generated the observed spikes [105]. Intra-cellular
recordings, necessary for measuring the subthreshold membrane voltage, can thus be
avoided.
Many refinements of this basic maximum likelihood procedure have been proposed
in the literature. For instance, intra-cellular recordings of the membrane voltage
can also be used so as to include more information in the estimation procedure. As
suggested by [105], given intra-cellular observations v◦k of the subthreshold voltage, in
addition to the observations s◦[0,k] and u◦[0,k], the parameters θ and vrest can be estimated
separately from ϑ by first solving the least-squares (LS) problem
max
θ,vrest
k∑
n=0
∥G(q ; θ)u◦n +H(q ; θ)s◦n + vrest − v◦n∥2, (2.30)
which is equivalent to ML estimation when vk is corrupted by Gaussian white noise.
In this case, the GLM variable vk is not merely an auxiliary one; it should match the
actual subthreshold voltage of the neuron as close as possible. The threshold ϑ is then
estimated by solving (2.29) while keeping θ and vrest fixed to the LS estimates found
after solving (2.30). A similar multi-step estimation strategy was used in [92], where,
as an increment to the basic GLM model described in the previous sections, a linear
moving threshold model was used to allow the (now time-varying) firing threshold ϑk
to depend on the spiking history s[0,k].
Another important refinement of the ML procedure involves approaching the
estimation problem from a Bayesian perspective, and treating the parameters as
random variables themselves. When the parameters are random, the joint PMF (2.28)
should be understood to be conditioned on the parameters, p(s[0,k] |u[0,k], θ, ϑ). Using
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Bayes’ rule, the posterior distribution of the parameters is given by
p(θ, ϑ | s[0,k], u[0,k]) ∝ p(s[0,k] |u[0,k], θ, ϑ)p(θ, ϑ) (2.31)
where p(θ, ϑ) is a prior distribution modeling our (subjective) belief about how the
parameters are distributed, before we see any data. Point estimates can be obtained
by maximizing the posterior evaluated at an observed spike train and external input;
this yields the maximum a posteriori (MAP) estimate. One of the main advantages of
the MAP estimate over the ML estimate is that overfitting (fitting the model to noise
due to overparametrization) can be mitigated thanks to the regularizing effect of the
prior in the MAP cost function [101].
Finally, for the estimation of population models, the basic GLM model can be
refined by coupling it with Gauss-Markov (state-space) models which are used to model
correlated unobserved common input to neurons in the population [103].
Optimal input design
The methods outlined in the previous subsection are offline estimation methods: they
assume that all the measurements have been obtained in experiments that precede
parameter estimation. A feature of offline methods is that once the external input u[0,k]
has been selected to excite the system, it is not changed during the experiment where
the data (e.g., the spike train s[0,k]) is gathered. Even when the external input is drawn
from a pre-established joint probability distribution, in the end it is a single realization
that is used in the data-gathering experiment. This is implicit in the notation that we
have used so far in this section, where all probability mass functions are conditioned
on the external input.
As an alternative to the offline procedure, the response of the system during the
experiment could be used in order to continuously guide the selection of the excitation
input at future times. The idea is to avoid wasting resources on an experiment that,
due to a poor choice of excitation, is not informative about the system, something that
may lead to poor or biased parameter estimates. This idea underlies optimal input
design methods, the core principles of which we now briefly explain.
Given the measured signals s◦[0,k], u◦[0,k], we would like to find a principled way
of choosing the next excitation sample uk+1 (which is treated as a free variable in
the formulation below) given the measurements. One criterion that provides such a
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principled choice is to maximize the decrease in entropy13
H(θ, ϑ ; s◦[0,k], u◦[0,k])− H(θ, ϑ | sk+1 ; uk+1, s◦[0,k], u◦[0,k]) (2.32)
that occurs once new data is incorporated into the posterior distribution of the
parameters (2.31). Since entropy is a measure of uncertainty in the distribution of a
random variable, this criterion can be shown to be a sensible one [82].
The difference in entropy (2.32) can also be interpreted as the average information
about (θ, ϑ) that is gained by learning about the next output sk+1, and vice versa.
For this reason, (2.32) is also called the mutual information between (θ, ϑ) and sk+1
[102, 113]. Since only the second term in (2.32) depends on uk+1, the criterion of
maximum mutual information leads to
u∗k+1 = argminuk+1 H(θ, ϑ | sk+1 ; uk+1, s
◦
[0,k], u
◦
[0,k])
To solve the optimization problem above on-line, i.e., in time for the system
to receive the selected input sample u∗k+1, it is necessary to update the posterior
distribution (which is used in the computation of the conditional entropy) efficiently
and quickly. In [72], it is shown that the posterior can be efficiently updated by
performing sequential Gaussian approximations of the distributions involved in the
problem; crucial to these developments is the fact that the exponential rate-shaping
function (2.26) leads to a concave log-likelihood function.
2.4.3 Why estimate?
Now that we have reviewed two important modeling paradigms of neuronal behavior, it
is important to discuss how estimating a neuronal model can help in answering relevant
questions in neuroscience. To underscore the importance of both biophysical and GLIF
models, we discuss two research areas where one type of model is more effectively used
than the other.
Control of neuronal circuits
An important question in neuroscience relates to how rhythmic behaviors in animals
are generated and regulated by the nervous system. It is now widely agreed that
13For real-valued random variablesX, Y and Z, we write H(X|Y ;Z) = −EX,Y
[
log2 fX|Y,Z(X|Y,Z)
]
for the conditional entropy of X given Y evaluated at Z, where fX|Y,Z(x|y, z) is the conditional
density of X given Y and Z.
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such behaviors originate in so-called Central Pattern Generators (CPGs), circuits of
synaptically coupled neurons which are capable of autonomously producing various
spiking rhythms. While researchers have been able to map complete CPGs in some
species of crustaceans [86], there is growing evidence of the existence of CPGs in the
mammalian [53] and human [24] spinal cord.
To study the physiological mechanisms which allow CPGs to produce different types
of rhythms, the dynamic clamp technique [117] can be used in order to introduce virtual
biophysical elements in an otherwise biological system composed of CPG neurons. In
the dynamic clamp experiment, voltages from all biological neurons of a given CPG are
measured, and fed to biophysical models, implemented in a computer. These models
are used to compute electrical currents, which are then injected back into the biological
neurons. The dynamic clamp experiment is an example of a feedback control loop,
where the biophysical models play the role of a digital controller. The models in the
computer can be used to probe the behavior of the closed-loop system in a controlled
fashion, allowing researchers to study CPGs in detail.
Using dynamic clamp, two isolated biological neurons can be turned into a CPG by
connecting them with biophysical synaptic models; in addition, virtual ionic currents
can be added to each of the biological neurons so as to study the role that intrinsic
currents play in circuit behavior [135, 51]. Furthermore, virtual neurons can be also
included in the system using full-neuron biophysical models, effectively creating hybrid
biological-digital CPGs [52].
In order to implement the virtual components of a hybrid CPG in a dynamic clamp
experiment, it is necessary to use models whose dynamics faithfully reproduce the
dynamics of their biological counterparts. In this context, being able to estimate
neuronal models is of utmost importance: estimation helps researchers to find nominal
models to use in their studies. Nominal models can be used as a starting point in
studies where circuit behavior is probed by modification of model parameters. These
observations also apply to fully computational studies, where the behavior of a specific
CPG is probed entirely in the computer [27, 28].
To study CPGs using dynamic clamp and neuronal models, it is not sufficient
that the models reproduce spike timings accurately. It is the dynamics resulting from
coupling the nonlinearities of biophysical models to the nonlinear behavior of biological
neurons which allow the different rhythms of CPGs to be robustly observed and studied.
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Prediction of spike times
The problem of predicting when a neuron spikes, given certain external signals, is often
called the encoding problem [104]. In all generality, external signals may represent
signals of a completely different nature than that of the electrophysiological inputs
(such as synaptic or applied currents) which are causally linked to neuronal activity.
External signals can represent sensory stimuli, such as light intensity and contrast
(which are visual stimuli), as well as observed motor behavior, such as hand position
and velocity. In this general case, external signals are treated as extrinsic covariates of
neural activity [144].
The prediction of spike timings from external signals is an important problem,
since the neural code (the “language” in which the brain processes information) is
believed to be at least partly based on the precise times when spiking occurs — this
is the essence of temporal coding, for which difference schemes have been postulated
[46, Section 7.6.2]. A practical application of spike time prediction can be found in the
emerging field of bran-machine interfaces (see [95] for a review).
Proponents of GLIF modeling have argued that, when it comes to spike time
prediction using single-compartment models, the problem of neuronal encoding has
been addressed most successfully with GLIFs such as the GLM and Linear-nonlinear
Poisson models [47, 14]. An important advantage of GLMs is that they can be estimated
efficiently without the need for intra-cellular recordings, allowing, for instance, the
estimation of whole populations of neurons from extra-cellular electrode array data
[114]. In addition, the filter at the input of a GLM (the term G(q, θ) in (2.24)) can
be generally casted as a spatiotemporal filter, allowing for general stimuli to be taken
into account. This spatiotemporal filtering, a built-in feature of GLMs, can be used
to model receptive fields, which are those patterns of stimuli that most excite a given
neuron [25]. As a result, the GLM and its variants are state-of-the-art models of choice
when it comes to spike prediction from general external signals.
When external signals are more narrowly given by electrophysiological inputs, and
when intra-cellular recordings are available, both GLMs [92] and biophysical models
[91] have been shown to have high predictive power. Models of nonlinear integration
of inputs in the dendritic tree, which could in principle be coupled both with GLMs
and with biophysical models, have also been shown to predict well the evolution of the
subthreshold voltage [145].
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2.5 Closed-loop system identification
In this thesis, we will approach the problem of identifying the interconnection of Figure
2.1 from the standpoint of closed-loop identification. In particular, in Chapters 4 and
5, we will work towards identifying the fading memory element within the loop. This
is done, however, with the understanding that it is the closed-loop behavior that we
would like to predict with the identified model.
When the fading memory element in the feedback system 2.1 is a linear time-
invariant system, the identification problem becomes the classical closed-loop identifi-
cation problem of control theory [40, 146, 131, 136, 48].
We start this section by reviewing the linear theory, as it provides significant insight
into the nonlinear problem. We then review the main features of the nonlinear problem,
using a state-space realization of the feedback structure 2.1. To conclude, we show how
the linear and the nonlinear closed-loop identification problems are related.
2.5.1 Linear systems
Classical system identification theory provides insights on two related problems: how
to best identify a physical system (a plant) inserted in an existing control loop,
and, conversely, how to guarantee that a physical control loop will achieve a given
performance when it is designed based on an identified plant.
Identifying a system in a control loop
The problem of identifying systems operating in closed-loop was originally motivated by
control engineering applications in which it is not possible (or practical) to disconnect
the plant (the system to be identified) from the control loop in which it operates. In
the linear setting of Figure 2.12, there are three main approaches to tackle the problem
[40, 77]:
• A direct approach, in which u(t) and y(t), assumed to be known, are used to
identify the plant.
• An indirect approach, in which the closed-loop system is identified from the
known reference r(t) and output y(t); the plant can then be retrieved from
knowledge of K(s).
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• A joint input-output approach, in which the closed-loop is treated as a MIMO
system with inputs r(t) and e(t) and outputs u(t) and y(t). The controller does
not need to be known.
The direct approach is simple to implement, and if a model structure is used that
contains the ground truth system, consistent estimates can be obtained under standard
persistency of excitation assumptions [40, 77].
In the nonlinear context of this thesis, the main issue with the indirect and the
joint input-output approach is the requirement of an exponentially stable predictor
in the sense of Assumption 2. As we have already pointed out, this is not satisfied
in general by systems with the feedback structure of Figure 2.1, as they may lack a
fading memory.
In chapters 4 and 5, we will make extensive use of the direct approach in order to
identify neuronal systems from this closed-loop identification point-of-view. In Chapter
5, however, we will face a situation where the ground truth system does not belong to
the model structure. The next section shows that the linear framework can also shed
light on that issue.
Identification for closed-loop applications
In linear control theory, it is often the case that the plant is identified with the intention
of using the identified model for control design [131]. Control design is thus seen as a
motivation for identification.
In a situation where consistency of parameter estimates cannot be guaranteed — for
instance, because the model structure is of a lower order than the ground truth system
— this problem of “identification for control” poses significant challenges. Because in
that situation bias is inevitable, one needs to carefully consider in which sense the
identified model should be “close” to the ground truth system. Systems which are
close in one particular sense will not necessarily have similar closed-loop behaviors.
To illustrate this point, figure 2.13 shows a very simple example, taken from [7], of
two simple linear systems that have open-loop frequency responses which are relatively
“close” in the Nyquist diagram. Knowing that none of the systems has any unstable
poles, we can tell by the Nyquist diagrams that the two systems would behave very
differently in case the loop were closed with negative unity feedback: the system with
the red Nyquist plot becomes unstable, whereas the system with the blue Nyquist plot
remains stable. Conversely, it is also easy to find LTI systems that are very different in
open loop (e.g., because one is stable and the other unstable), but have a very similar
closed-loop behavior.
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Fig. 2.12 Linear control system.
Because of those issues, several authors [147, 131, 136] have pointed out that,
for predictable closed-loop operation with a controller whose design is based on an
identified plant, it is crucial that the plant be accurately identified close to the crossover
frequency. A crossover frequency of a transfer function G(s) is any frequency ωc such
that
|G(jωc)| = 1
Of particular importance is the accurate identification of the plant behavior where
G(jω) is close to the critical point −1 + j0.
In [131, Section 2.4], we can find a comprehensive analysis of the pitfalls of approx-
imate identification for closed-loop applications. The analysis, which illustrates well
the importance of identifying a plant close to the critical −1 + j0 point, is based on a
naive identification scheme, in which an 8th-order plant G(s) is identified by a 5th-order
model Gˆ(s) by means of the frequency-domain cost function
Gˆ = argmin
Gˆ
∑
ωi∈Ω
|G(jωi)−G(jωi)|2,
with Ω a set of logarithmically uniformly distributed frequencies.
The above cost, which puts equal weight on all bandwidths of the available data,
does not necessarily yield a model Gˆ which is good for control design. Designing a
controller based on an identified model which is very similar to the plant around the
crossover frequency is often a condition for the real closed-loop system to maintain
robust stability and performance properties of the closed-loop system with the identified
plant.
44 Problem formulation and state-of-the-art
-20 0 20 40 60 80 100 120
-60
-40
-20
0
20
40
60
Nyquist Diagram
Real Axis
Im
ag
in
ar
y 
Ax
is
-4 -3 -2 -1 0 1
-4
-3
-2
-1
0
1
2
3
Nyquist Diagram
Real Axis
Im
ag
in
ar
y 
Ax
is
Fig. 2.13 Two linear systems with “close” open-loop responses, but very different
closed-loop responses.
2.5.2 Neuronal systems
Nonlinear systems, including the majority of neuronal systems, are commonly described
in terms of state-space models. In this section, we consider a state-space realization
of the feedback structure of Figure 2.1. The state-space framework will allow us to
discuss concepts of bifurcation theory, which are useful to understand the input-output
properties of neuronal models.
The role played by the critical point −1 + 0j in the classical theory of closed-loop
identification, reviewed in the previous section, is tightly connected to the role played
by bifurcations in neuronal state-space models. The critical point of linear control
theory represents — when crossed by the Nyquist diagram — a bifurcation in a closed-
loop system. The linear theory suggests that, when identifying an element within a
closed-loop system using the direct method (in an “open-loop” fashion), it is important
to validate the identified model well in the dynamical range that leads to a closed-loop
bifurcation.
We start this section by reviewing the main types of bifurcations that occur in
neuronal systems. We then show that the idea of identifying a linear system close to the
critical point can be related to the idea of identifying the linearization of the neuronal
model close the a bifurcation point. Finally, we relate these bifurcations to excitability
classes which summarize the possible qualitative behaviors of neuronal systems. It is
ultimately the excitability class of a neuronal system that must be validated by an
identified model.
To simplify the discussion, in this section we deal with continuous-time systems.
2.5 Closed-loop system identification 45
State-space realization
Throughout this thesis, whenever we consider a state-space realization of the feedback
structure of Figure 2.1, we assume that the system has a global normal form [61]. In
this case, the system is given by the realization
v˙ = Qxp − hfm(v, xfm) + b i
x˙p = Rv + Sxp
x˙fm = ffm(v, xfm)
where R, S and Q are matrices of appropriate dimensions, b is a scalar, and ffm and
hfm are nonlinear mappings. The passivity assumption implies that the dynamics of
the linear block can be divided into the dynamics of the output v(t), which is affected
directly by the input i(t), and the dynamics of the internal states xp, which are not
directly affected by the input. In other words, the passive block has a relative degree
of one [18, 134].
We will work with a more concise form of the model above, given by
cv˙ = −iint + i (2.33)
with
x˙ = f(v, x) (2.34a)
iint = h(v, x) (2.34b)
where c = 1/b is a scalar, and h and f are nonlinear mappings which we assume to
be smooth. We refer to (2.34) as the internal system, and to (2.34a) as the internal
dynamics. The properties we discuss in this section do not depend on the particular
model structure of the system (2.34).
The I-V curve
As briefly mentioned in Section 2.2.2, the operator-theoretic fading memory property
is related to the state-space notion of exponential contraction. For that reason, when
dealing with the state-space realization above, we will more conveniently assume that
the internal dynamics (2.34a) is exponentially contracting, uniformly in the variable v.
In particular, the contraction assumption implies that the internal system (2.34)
has a static input-output characteristic, also called an I-V (current-voltage) curve. This
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is a mapping i∞ : V → R associating to every veq ∈ V the unique steady-state output
of (2.34) subject to the constant input v(t) = veq. Indeed, Proposition 2 ensures that
for any constant veq ∈ V ,
x˙ = f(veq, x) (2.35)
has a unique equilibrium point, which we call xeq. Thus, for every veq ∈ V , the equation
0 = f(veq, xeq)
has a unique solution xeq. We can use these solutions to define a mapping x∞ : V → X
such that xeq = x∞(veq) and f(veq, x∞(veq)) = 0. The static input-output characteristic
is defined by
i∞(v) = h(v, x∞(v)) (2.36)
Despite its static character, the derivative di∞/dv of the I-V curve is of particular
importance to the dynamic behavior of the system, as we shall see in the next section.
A closed-form expression for di∞/dv can be obtained based on the assumption that the
internal dynamics (2.34a) is exponentially contracting. In that case, it follows from
Proposition 2 that the equilibrium x∞(veq) is globally exponentially stable, and so
∂f/∂x(veq, x∞(veq)) has eigenvalues with negative real parts. This implies ∂f/∂x is
invertible at x∞(veq), and thus the implicit function theorem ensures that, close to
x∞(veq), we have
dx∞
dveq
(veq) = −
[
∂f
∂x
(veq, x∞(veq))
]−1
∂f
∂v
(veq, x∞(veq)), (2.37)
which allows finding an expression for di∞/dv.
Equilibrium bifurcations
The set of equilibria of (2.33)-(2.34) for constant input is given by those veq that satisfy
the relation
i∞(veq) = ieq (2.38)
Equilibrium point bifurcations of (2.33)-(2.34) occur when eigenvalues of the Jaco-
bian matrix
J(veq) =

−∂h
∂v
(veq, x∞(veq)) −∂h
∂x
(veq, x∞(veq))
∂f
∂v
(veq, x∞(veq))
∂f
∂x
(veq, x∞(veq))
 , (2.39)
2.5 Closed-loop system identification 47
cross the imaginary axis. The relation (2.38) provides the skeleton of a bifurcation
diagram for the system (2.33)-(2.34), with i taken as a bifurcation parameter. The fact
that i∞ is a well-defined mapping limits the kinds of equilibrium bifurcations that can
happen in the system. Two bifurcations which occur in excitable systems are shown in
Figure 2.14.
Saddle-node bifurcations occur when a saddle point and a node14 are either annihi-
lated or created as ieq is slowly changed. A necessary condition for this to happen is that
a single real eigenvalue of (2.39) becomes zero, and the other eigenvalues have nonzero
real parts. Since (as noted in the last section) ∂f/∂x is invertible at (veq, x∞(veq)),
then this condition is equivalent to
det [J(veq)] = det
[
∂f
∂x
]
det
[
−∂h
∂v
+ ∂h
∂x
∂f
∂x
−1 ∂f
∂v
]
= 0,
or (since the matrix inside the second determinant is a scalar) simply
− ∂h
∂v
+ ∂h
∂x
∂f
∂x
−1 ∂f
∂v
= 0. (2.40)
According to (2.36) and (2.37), (2.40) is equivalent to
di∞
dv
(veq) = 0, (2.41)
and, thus, saddle-node bifurcations may happen at stationary points of the I-V curve.
For a non-degenerate bifurcation, it is further required that
d2i∞
dv2
(veq) ̸= 0,
so that those bifurcations always occur on extrema (minima or maxima) of the I-V
curve. This is illustrated in Figure 2.14 (a).
Hopf bifurcations occur when an equilibrium point acquires or loses stability,
absorbing or creating a limit cycle in the process. A necessary condition for this type
of bifurcation to happen is that a pair of complex-conjugate eigenvalues of (2.39) cross
the imaginary axis. Hopf bifurcations cannot in general be inferred from the shape of
i∞(v), as illustrated in Figure 2.14 (b).
14A saddle point is an equilibrium at which the eigenvalues of (2.39) are real and nonzero, and at
least two of the eigenvalues have different signs. A node is an equilibrium at which the eigenvalues of
(2.39) are real and nonzero, and all the eigenvalues have the same sign.
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Fig. 2.14 Relationship between the I-V curve i∞ and equilibrium bifurcations of the
system. Solid lines and full circles represent stable equilibria, while dashed lines and
empty circles represent unstable equilibria.
The local conductance
The function di∞/dv is the local static conductance of the system (2.33)-(2.34), and
it provides valuable information about the existence of Saddle-Node bifurcations. To
obtain similar information about Hopf bifurcations, we need a dynamic version of the
local conductance. This is obtained through the family of transfer functions
Gint(s; veq) =
∂h
∂x
[
sI − ∂f
∂x
]−1
∂f
∂v
+ ∂h
∂v
,
where the partial derivatives are evaluated at (veq, x∞(veq)). The Gint(s; veq) are the
transfer functions of the internal system (2.34), when it is linearized around each of
the equilibrium voltages veq:
∆Iint(s) = Gint(s; veq)∆V (s)
The family of transfer functions Gint(s; veq) represent the local conductance of the
system. The DC value of Gint is the static conductance encountered previously,
Gint(0, veq) =
di∞
dv
(veq)
A family of linear systems representing the local behavior of (2.33)-(2.34) around
veq is given by
∆V (s) = Z(s)∆Iapp(s)
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with
Z(s) = 1
cs+Gint(s, veq)
(2.42)
Since the roots of the denominator of the transfer function Z(s) are the poles of the
jacobian (2.39), it follows that a necessary condition for a Hopf bifurcation to occur at
a certain certain veq is given by
cjωh +Gint(jωh; veq) = 0
for some ωh ̸= 0. Thus, we can say that whenever a Saddle-Node or a Hopf bifurcation
occurs at v = veq, we have
Re[Gint(jω; veq)] = 0
for some ω ≥ 0. This generalizes the necessary condition (2.41), which was only valid
for Saddle-Node bifurcations.
An analogy with the critical point
It is interesting to consider Gint(jω, v) as a mapping from Ω× V to C, where Ω = jR+.
Then it follows that local bifurcations can only occur when (jωh, vh) belongs to the set
∂G = {(jω, v) ∈ Ω× V | Re[Gint(jω, v)] = 0}
The set ∂G separates regions in the the Ω × V space associated with negative
conductance, Re[Gint(jω, v)] < 0, and positive conductance, Re[Gint(jω, v)] > 0. The
coexistence of these regions at different frequency-voltage ranges is a hallmark of
excitable systems [30]. Knowledge of ∂G is invaluable in an identification setting
because it tells us the relevant range of frequencies and voltages that should be excited
in order to capture the local properties of the system.
From the discussion in the previous section, it follows that successfully identifying
the linearized behavior close to the set ∂G is sufficient to accurately identify the
linearized system Gint(jω; v)/(cjω) close to the critical point −1 + j0.
Failing to identify this localized feature of the model may have detrimental con-
sequences for the identification of the closed-loop model. To illustrate this point, we
analyze ∂G for the two different models whose open-loop and closed-loop behaviors
were previously contrasted in Figures 2.5 and 2.6. The sets ∂G of each of the models
are illustrated in Figure 2.15. It can be seen that the localized regions of excitability
of the two models differ significantly: in one model, the region of negative conductance
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Fig. 2.15 The set ∂G (dashed) of each of the two models whose behavior was previously-
contrasted in Figures 2.5 and 2.6. The set ∂G divides regions of negative conductance,
Re[Gint(jω, v)] < 0 (grey) from regions of positive conductance, Re[Gint(jω, v)] > 0
(white). Black dots denote Hopf bifurcations, while Saddle-node bifurcations happen
where ∂G intersects the line ω = 0 (not shown).
(linked to excitability) extends into the low frequencies; in the other model, that region
is bounded at higher frequencies. This shows that even though the two models are
“close” in an open-loop sense (Figure 2.5), a mismatch in their linearized internal system
(Figure 2.15) results in different closed-loop behaviors (Figure 2.6).
In Chapter 5, we will see various examples of models that identify the localized
regions of excitability of their ground truth counterparts.
Limit cycle bifurcations
We have thus far focused on introducing local, equilibrium bifurcations in neuronal
systems. Such bifurcations are relevant for our discussion since they are involved in
the definition of excitability classes, introduced later in this section. Equally important
to the behavior of neuronal systems are are global, limit cycle bifurcations. These
bifurcations involve the creation or annihilation of limit cycles in the state-space.
Among the most important limit cycle bifurcations are saddle-homoclinic bifurcations
— in which a limit cycle is created from a trajectory that begins and ends in a saddle
point — and fold-limit cycle bifurcations — in which a stable and an unstable limit
cycle are created or annihilated analogously to saddle-node bifurcations. Discussing
these bifurcations in detail is out of the scope of this work.
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2.5.3 Excitability and frequency-current (F-I) curves
When a neuron that is initially at rest is subject to a an upward (or excitatory) applied
current step, two behaviors may be observed: steady-state periodic spiking (Figure 2.3,
top panel) and quiescence (Figure 2.3, middle panels). In case the neuron responds to
the applied current step with steady-state periodic oscillations, we can associate the
amplitude of the step to the oscillation frequency, fs > 0. Taking into account that
steady-state quiescence corresponds to a steady-state oscillation with frequency fs = 0,
we can thus construct a relation fs(i) between spiking frequency and applied current
amplitude. This relation — which is not necessarily a mapping, as we will see — is
called the frequency-current (F-I ) curve.
Hodgkin and Huxley originally classified neuronal behavior using three excitability
classes that reflected qualitative aspects of the F-I curve. Class I excitability referred
to the ability of a neuron to periodically spike with an arbitrary low frequency; this
behavior results in a continuous F-I curve, as shown in Figure 2.16 (left). Class II
excitability referred to the inability of a neuron to fire with arbitrarily low frequencies,
in which case there is a lower bound on the frequency of spiking. This behavior results
in a discontinuous F-I curve, as shown in Figure 2.16 (center, black curve). When a
Class II excitable neuron that is initially spiking is subject to downward (or inhibitory)
applied current steps, it may be observed that the applied current value at which the
neuron ceases to spike is lower than the value at which it starts to spike when subject
to upward current steps. In that case, the F-I curve possesses hysteresis (Figure 2.16,
center, red curve).
From the dynamical systems point of view [63, 37], Hodgkin and Huxley’s clas-
sification of excitability can be reinterpreted in terms of equilibrium bifurcations in
neuronal models, with the applied current taken as the bifurcation parameter. Class I
excitability can be associated with saddle-node on invariant circle (SNIC) bifurcations,
whereas Class II excitability can be associated with Hopf bifurcations and saddle-node
bifurcations not involved in the creation of a limit cycle (sometimes called off invariant
circle).
Until very recently, this classification of excitability15 (whether interpreted in terms
of the F-I curve shape or in terms of equilibrium bifurcations) was left unquestioned
in the literature. In a series of recent papers [29, 41, 31, 42] however, some authors
observed that the simple picture of excitability painted by Hodgkin and Huxley was in
15In addition to Class I and Class II, a third class of excitability was also originally considered
by Hodgkin and Huxley to describe the behavior of neurons that could not fire periodically at all,
eliciting instead a single or a few spikes in response to a stepped applied current.
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Fig. 2.16 Excitability classes and their associated F-I curves: Class I (left), Class
II (center), Class II∗ (right) [31]. Class II neurons may have a hysteretic F-I curve,
indicating rest-spike bistability; according to [42], rest-spike bistability in Class II
neurons is a fragile phenomenon. This distinguishes Class II from Class II∗ neurons,
where rest-spike bistability is robust. Class II∗ excitability has also been called Class
IV excitability [41].
fact incomplete. For a better understanding of excitability, according to those authors,
it was necessary to better understand the robustness properties of rest-spike bistability
— the behavior represented by a hysteretic F-I curve.
Drion and collaborators observed that there is a fundamental difference between
neuronal models with fragile and robust rest-spike bistability. According to the authors,
this warranted a revision of Hodgkin and Huxley’s classification scheme, with Class
II excitability being broken into two distinct classes. In [31], the name Class II was
retained for models with a fragile or nonexistent rest-spike bistability, while the name
Class II∗ was used to describe models with robust hysteresis in the F-I curve. In
rest-spike bistable Class II neuronal models, relatively small changes in the ratio of
the timescales involved in the model may destroy the bistable behavior; in Class II∗
models, that behavior is robust to model uncertainties [42]. This picture of excitability
is summarized in Figure 2.16.
In terms of neuronal physiology, this new classification of excitability is grounded in
the idea that robust rest-spike bistability can only exist in the presence of ion currents
that create a slow positive feedback mechanism in the membrane dynamics. In terms of
dynamical systems theory, robust rest-spike bistability is distinguished from its fragile
counterpart due to fundamentally different bifurcation mechanisms in the state-space.
Chapter 3
Feedback identification of Lure
systems
In this chapter, we consider the system identification of simple feedback structures
whose behaviors include nonlinear phenomena such as excitability, limit cycles and
chaos. We show that output feedback is sufficient to solve the identification problem
in a two-step procedure. First, the nonlinear static characteristic of the system is
extracted, and second, using a feedback linearizing law, a mildly nonlinear system with
an approximately-finite memory is identified. In an ideal setting, the second step boils
down to the identification of a LTI system. To illustrate the method in a realistic
setting, we present numerical simulations of the identification of two classical systems
that fit the assumed model structure.
3.1 Introduction
As mentioned in Section 2.3.2, recent block-oriented nonlinear system identification
approaches exploit the idea of estimating a best linear approximation (BLA) of the
nonlinear system as a first step in the direction of solving the nonlinear identification
problem. A common underlying assumption in the estimation of the BLA is that the
system class has a variant of the fading memory property. The present chapter seeks
to extend these methods to input-output nonlinear behaviors that can be transformed
by output feedback into operators with a fading memory. More specifically, we observe
that the interconnection structure in Figure 2.1 possesses that property, and is general
enough to include nonlinear behaviors that are hard to identify with state-of-the art
methods.
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Fig. 3.1 Nonlinear Lure feedback circuit.
As a first step, we focus on the elementary situation where the fading memory
component is static, and the passive element is LTI. The feedback structure then
becomes the classical structure of a Lure system, shown in Figure 3.1. This simplified
structure already includes famous models such as the excitable circuit of Fitzugh and
Nagumo [94] and the chaotic circuit of Chua [89]. We show that the identification of
such nonlinear circuits becomes straightforward if we introduce output feedback in
experiment design. Not surprisingly, the static element can be identified separately
from the LTI element. This allows the use of a feedback linearizing law to transform
the identification problem into that of identifying a mildly nonlinear system with an
approximately-finite memory [121].
Although elementary, we believe that this methodology is general and appealing for
the identification of nonlinear systems that do not have the fading memory property.
This methodology is also in line with the idea that smart experiment design is important
to obtain good models of nonlinear systems.
The chapter is organized in the following way. In Section 3.2, we define the model
class which we are interested in identifying, and give two examples of systems that fit
in that class. In Section 3.3, we recall the concept of approximately-finite memory, and
show that output feedback can be used to endow systems in the defined model class
with that property. In Section 3.4, we develop the main contribution of the chapter,
based on a two-step identification procedure for identifying systems in the model class.
In Section 3.5 we present numerical simulations concerning the identification of the
examples from Section 3.2 in a realistic setting. Some concluding remarks are presented
in Section 3.6.
3.2 Model class
The model and input classes of interest are defined below.
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Definition 3 (Model class). We will work with the class of systems given by the
negative feedback interconnection between a causal LTI component G and a nonlinear
static map h, as in Figure 3.1. The map h : R→ R is a continuous function such that,
without loss of generality, h(0) = 0. In addition, there are two real constants ρ1 and ρ2
such that
ρ1 ≤ h(v2)− h(v1)
v2 − v1 ≤ ρ2 (3.1)
for all v2 ̸= v1. The LTI component G belongs to the set of real-rational, strictly proper
transfer functions G(s) = N(s)/D(s) such that all poles of G(s) are in Re[s] < 0,
Re[G(jω)] ≥ 0 for all ω ∈ R, and G(0) > 0.
The above implies that G(s) is positive-real [67, Definition 6.4], and that degD(s)−
degN(s) = 1. We denote ∥g∥1 = ∫∞0 |g(t)|dt, where g(t) is the impulse response of
G(s).
Definition 4 (Input class). For an arbitrary ξ > 0, the input class U ⊂ L∞(R+) is
the set of functions u from R+ = [0,∞) to R such that supt≥0 |u(t)| < ξ.
3.2.1 Some examples
In this section, we provide two simple examples of circuits that belong to the model
class defined above.
Example 1. The Fitzhugh-Nagumo (FHN) circuit [94], shown in Figure 3.2, was
proposed as a simple model of realistic neurons, and became a paradigm of excitability.
The model has the state-space representation
1
20 v˙ = −x− h(v) + i
x˙ = −34x+ v
(3.2)
where h is given by the nonlinear characteristic1
h(v) = −v + v3/3 (3.3)
Note that ρ1 = −1, and the nonlinear resistance is locally active (shown on the
right of Figure 3.3). It can be verified that the system (3.2)-(3.3) belongs to the model
1Note that if i ∈ U we can always choose a bounded positively invariant state-space X for this
system. Then, h(v) satisfies (3.1) in X. Such a set X can be found, for instance, using the Lyapunov
function V (v, x) = v2/2 + 10x2 and the standard arguments in [67, Section 4.8].
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Fig. 3.2 The FHN circuit.
class of Definition 3, with
G(s) = 20s+ 15
s2 + 0.75s+ 20 . (3.4)
The Nyquist plot of G(s) is shown on the left of Figure 3.3.
For i = 0, the system behaves as an autonomous relaxation oscillator, as shown in the
center of Figure 3.3. For i = −1.5, the output v(t) converges to a constant equilibrium,
and the system is excitable: the output can display high-amplitude excursions away
from equilibrium, called spikes, when the input i is increased momentarily past a
certain excitability threshold [133].
Example 2. The Chua circuit [89] is constructed with two capacitors c1 > 0 and
c2 > 0, an inductor ℓ > 0, a resistor r > 0 and a Chua diode; it is shown in Figure 3.4.
The Chua diode is a nonlinear resistive element with a piecewise-linear monotonically
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Fig. 3.3 Left: Nyquist plot of the LTI element of the FHN circuit. Center: Autonomous
periodic oscillations in the FHN circuit. Right: The nonlinear element of the FHN
circuit.
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Fig. 3.4 The Chua circuit.
decreasing characteristic given by
h(v) =

−0.1(v + 1) + 4, v ≤ −1
−4v, −1 < v < 1
−0.1(v − 1)− 4 v ≥ 1
(3.5)
(shown on the right of Figure 3.5).
The passive element of the Chua circuit is given by
G(s) = ℓc2s
2 + ℓrs+ 1
ℓc1c2s3 + ℓr(c1 + c2)s2 + c1s+ r
,
and it has the Nyquist plot shown on the left of Figure 3.5.
In [89], it is shown that the autonomous Chua circuit presents chaotic behavior
when the parameters are given by c1 = 0.1, c2 = 2, ℓ = 1/7 and r = 0.7. A typical
output of the system in this chaotic regime is shown in the center of Figure 3.5.
By forcing the Chua circuit with an external current, the circuit belongs to the
model class of Definition 3. Note that in this case ρ1 = −4 and ρ2 = −0.1.
3.3 Approximately-finite memory through output
feedback
In this section, we discuss how the feedback law
i = k(r − v) (3.6)
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Fig. 3.5 Left: Nyquist plot of the LTI element of the Chua circuit. Center: Autonomous
chaotic oscillations in the Chua circuit. Right: The nonlinear element of the Chua
circuit.
is used to endow a system from the model class of Definition 3 with the approximately-
finite memory property [122].
3.3.1 Approximately-finite memory
Consider the model class of Definition 3 and the input class of Definition 4. Let G
denote the (convolution) operator defined by G(s) and H denote the operator defined
by (Hv)(t) = h(v(t)). It can be shown2, based on the stability of G(s) and the Lipschitz
property of h, that the map (I +GH)−1 is well defined on L∞(R+). Thus,
v = (I +GH)−1(Gi+ g0)
where g0 ∈ L∞(R+) is a term taking into account the exponentially decaying initial
conditions of the linear system.
Let Gcℓ denote the restriction of (I +GH)−1G to U (under zero initial conditions,
this is the map from the input i to the output v). We are interested in the following
property.
Definition 5 ([122]). Let F : U → L∞(R+) be a causal time-invariant operator. We
say F has approximately-finite memory on U , denoted F ∈ A(U), if for any given
ϵ > 0, there is a ∆ > 0 such that
|(Fu)(t)− (FWt,ηu)(t)| < ϵ, t ≥ 0 (3.7)
2See e.g. [122, Section 2.3], where (I +GH)−1 is denoted by V .
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for all η ≥ ∆ and all u ∈ U , where Wt,η is the window operator
(Wt,ηu)(τ) =
 u(τ), t− η ≤ τ ≤ t0, otherwise (3.8)
The inequality (3.7) shows that the recent past of the input of a system in A(U)
dominates the behavior of its output. An important result linking Definition 5 to the
circle criterion is [122]. In our context, we have the following statement.
Proposition 3. Assume that one of the following two conditions are satisfied:
(i) 0 ≤ ρ1 < ρ2, all poles of G(s) are in Re[s] < 0, and Re[G(jω)] ≥ 0 for all
ω ∈ R.
(ii) ρ1 < 0 < ρ2, all poles of G(s) are in Re[s] < 0, and the locus of G(jω) for
−∞ < ω <∞ is contained within the circle of radius (ρ−12 − ρ−11 )/2 centered on the
real axis of the complex plane at −(ρ−12 + ρ−11 )/2 + j0.
Then Gcℓ has approximately-finite memory on U .
Proof. Let U ′ be defined similarly to U , but with ξ′ = ∥g∥1ξ. Under our assumptions,
[122, Theorem 1] ensures that the map GH(I + GH)−1 ∈ A(U ′) (for simplicity, we
denote operators and their restrictions by the same symbols). But since GH(I +
GH)−1 = I − (I +GH)−1, it follows from direct application of the inequality (3.7) that
(I +GH)−1 is also in A(U ′). Thus, Gcℓ is the cascade interconnection of (I +GH)−1 ∈
A(U ′) with G ∈ A(U). Since Gu ∈ U ′ for all u ∈ U , Gcℓ can be shown to be in A(U)
using the cascade interconnection result3 [121, Theorem 3].
3.3.2 Linear output feedback
If h(v) possesses regions of negative conductance, i.e., ρ1 < 0, and G(s) fails to satisfy
the circle condition (ii) of Proposition 3, the interconnection of Definition 3 might
fail to belong to A(U) for any U . In fact, we can argue that is the case for the two
examples of Section 3.2.1. The Fitzhugh-Nagumo model, for instance, does not satisfy
(3.7) for the input ip(t) = (µ(t− t1)− µ(t− t2))ξ/2, with µ the Heaviside function and
t2 > t1 > 0. With zero initial conditions, this input can be used to drive the state of
(3.2)-(3.3) away from an unstable equilibrium at the origin and towards a stable limit
cycle. As a consequence, for any constant η, (3.7) cannot hold for arbitrarily large
t > 0 and small ϵ. A similar argument can be used for the Chua circuit, where the
limit cycle is replaced with a chaotic attractor.
3This result requires (I +GH)−1 to be uniformly continuous on L∞(R+), which can be shown by
means of [119, Corollary 3a].
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The feedback law (3.6) can be used to endow the closed-loop operator with the
approximately-finite memory property. To see this, note that the closed-loop feed-
back system with input kr and output v can be described by the negative feedback
interconnection of G(s) with the static nonlinearity
hk(v) = h(v) + kv (3.9)
so that now we have
ρ1 + k ≤ hk(v1)− hk(v2)
v1 − v2 ≤ ρ2 + k
for all v1 ̸= v2.
Now, it is possible to make ρ1 + k ≥ 0 by choosing k > 0 large enough. Let Hk
denote the operator defined by (Hkv)(t) = hk(v(t)), and consider the new closed-loop
operator Gcℓ,k = (I +GHk)−1Gk. Now (i) of Proposition 3 is satisfied, and we have
Gcℓ,k ∈ A(U).
3.4 A feedback identification method
In this section, we show that it is possible to decouple the problem of identifying a
nonlinear system belonging to the model class of Definition 3 into a nonlinear static
identification stage and a dynamic mildly nonlinear identification stage. We work with
the following simplifying assumption.
Assumption 3 (Simplified setup). The model class is described by Definition 3. In
addition, h is given by
h(v) = a1v +
J∗∑
j=2
ajϕj(v) (3.10)
where aj ∈ R and J∗ ∈ N ∪ {∞}. We assume the ϕj are known linearly independent
functions which are Lipschitz continuous on every bounded subset of R. The feedback
law i = k(r − v), with k + ρ1 > 0, is implemented with an ideal analog circuit. The
signal r is known, and the signals im = i+ ei and vm = v + ev are observed, where ei
and ev are mutually independent Gaussian coloured zero-mean noise terms with finite
variances. Figure 3.6 with the block K = k(r − v) gives a representation of this setup.
3.4.1 Static identification stage
We start by introducing the following concept.
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G(s)
h(·)
+
−
K
+
+
+
+
r(t) i(t)
v(t)
vm(t)im(t)
ei(t) ev(t)
Fig. 3.6 Simplified output noise setup. K = k(r − v) in the static identification stage,
and K = κ(r, v) from (3.18) the dynamic stage.
Definition 6. We define the inverse static input-output characteristic by
i∞(v) =
1
G(0)v + h(v) (3.11)
where G(0) > 0 by assumption.
The characteristic i∞(v) gives the (unique) constant input required to establish
an equilibrium at each constant v. Notice that under Assumption 3, estimating i∞
effectively amounts to estimating the nonlinear terms of h in (3.10).
To estimate i∞, we need to stabilize the system at different steady-states v¯. We
ensure this by means of the output feedback (3.6). The equilibrium of the system must
satisfy
− 1
G(0)v + kr = h(v) + kv, (3.12)
By assumption, the right-hand side of (3.12) is monotonically increasing. Since h is
continuous, it follows that (3.12) has a single solution v¯ for every r¯. The fact that
the system settles to the unique v¯ when subject to a constant r¯ is guaranteed by the
approximately-finite memory property [121, Theorem 2]. This can be alternatively be
shown using the circle criterion [67, Theorem 7.2].
We can now discuss how to estimate i∞. A simple procedure begins by choosing
a sufficiently large k > 0 and a grid of M constant values for r¯. Assume this grid
is contained in the vector V¯r. For each m = 1, . . . ,M , we apply the input V¯r[m] to
the closed-loop system and wait for the system to settle to a corresponding output
equilibrium V¯ [m]. This yields (as t → ∞) an M -dimensional vector of true output
steady-state values V¯ . In practice, the noise assumptions allow us to obtain consistent
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estimates vˆ for v¯ and ıˆ for i∞(v¯) by averaging the measurements,
vˆN =
1
N
N∑
n=1
vm(nts), ıˆN =
1
N
N∑
n=1
im(nts) (3.13)
where ts is the measurement sampling period and N is the number of samples. This
yields estimate vectors VˆN and IˆN .
Considering Assumption 3, a natural estimator for i∞ is
ıˆ∞(v) = w1v +
J∑
j=2
wjϕj(v) (3.14)
where wj are the estimator parameters, and J ∈ N is such that J ≤ M . In order to
estimate these parameters, we construct a matrix ΦN,J ∈ RM×J whose mth row is given
by (
VˆN [m], ϕ2(VˆN [m]), . . . , ϕJ(VˆN [m])
)
(3.15)
Assume that ΦN,J has full rank. This can be accomplished by choosing a suf-
ficiently wide and fine grid for the elements of V¯r. Then, a parameter estimate
Wˆ = (wˆ1, . . . , wˆJ)T is obtained by solving
min
W
M∑
m=1
(
IˆN [m]− ıˆ∞(VˆN [m])
)2
(3.16)
which yields
WˆN,J = (ΦTN,JΦN,J)−1ΦTN,J IˆN (3.17)
We thus have that, as N →∞ and J → J∗, as long as ΦN,J has full column rank
for all J , ıˆ∞(v) converges to i∞(v), and each wˆj converges to aj for j = 2, 3, . . . , J∗
(we drop the subscripts N and J of wˆj for clarity).
3.4.2 Dynamic identification stage
The main idea in the dynamic identification stage is to use the input
i = κ(v, r) ≜ k(r − v) +
J∑
j=2
wˆjϕj(v) (3.18)
so as to linearize the system by feedback.
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Assumption 4. The feedback law (3.18) is implemented with an ideal analog circuit.
The setup of the problem is represented by Figure 3.6, with K = κ(v, r) given by
(3.18).
From the analysis in the previous section, as N →∞ and J → J∗, the identification
problem becomes one of identifying a linear system with input r, output v, and output-
additive Gaussian coloured noise. The ground truth model, at those limits, is given
by Gk(s) = kGa(s)/(1 + kGa(s)), with Ga(s) = G(s)/(1 + a1G(s)). The system Ga(s)
lumps together the term a1v and the transfer function G(s), which are indistinguishable
from each other from the input-output perspective. The resulting linear identification
problem is a well-known one for which consistency guarantees can be obtained with a
variety of methods [77].
In practice, obviously, N and J will be finite, and the nonlinearity will not be
perfectly canceled by feedback. In that case, identifying the closed-loop system from r
to v amounts to identifying a mildly nonlinear system that has an approximately-finite
memory and is subject to output-additive noise. The Best Linear Approximation (BLA)
framework [125] ensures in this setting that, by using linear identification methods
which are based on minimizing a squared sum of output residuals, we can obtain
(asymptotically) an optimal approximation of the nonlinear system. Optimality, in
this case, is defined with respect to the assumed input class [129]. Furthermore, due
to the fact that operators with approximately-finite memory map periodic inputs to
asymptotically periodic outputs [121, Theorem 9], by choosing periodic exciting signals,
we can mitigate noise effects in the output by averaging the signal vm over different
periods.
Given a best linear estimate Gˆk(s), to recover the estimate of the original nonlinear
system with input i and output v, we first compute
Gˆa(s) =
1
k
Gˆk(s)
1− Gˆk(s)
, (3.19)
which is necessary to account for the k(r − v) term in (3.18). The identified nonlinear
system is then given by interconnecting, in negative feedback, the transfer function
Gˆa(s) and the nonlinearity hˆ(v) =
∑J
j=2 wˆjϕj(v).
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G(s)
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r(nts) i(t)
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ev(nts)
Fig. 3.7 Realistic identification setup. K = k(r − v) in the static static identification
stage, and K = κ(r, v) from (3.18) in the dynamic stage. The block ZOH is a standard
zero-order hold.
3.5 Simulations with a realistic setup
In a more realistic identification setting, the user-defined feedback loop around the
physical system is implemented in discrete-time, and output measurement noise is fed
back into the system dynamics.
In this section, using numerical simulations, we naively apply the procedure de-
scribed in Section 3.4 to identify the two systems from section 3.2.1, assuming the
realistic setup of Figure 3.7. We assume that ev and ei are given by white Gaussian
noise with the same variance, denoted by σ. With this, we aim to provide a proof of
concept that the method still performs well in a realistic scenario.
We briefly describe the simulation procedure. Given a vector V¯r, each of the M
experiments of the static identification stage was simulated by numerically integrating
the dynamics of the scheme shown in Figure 3.7, with K given by k(r − v), with the
input r(t) = V¯r[m], t ≥ 0, and with zero initial conditions4. Numerical integration was
carried out for 100 seconds, which was sufficient to see (3.13) converge.
To generate data for the dynamic identification stage, we performed R simulations4
corresponding to R realizations of two periods of the random-phase multisine inputs
given by
r(nts) =
Nf∑
ℓ=−Nf
uℓ sin(2πN ℓn+ θℓ), n = 0, 1, 2, . . .
where the θℓ are random variables uniformly distributed over [0, 2π[, N = T/ts is
the number of samples per signal period T , and Nf = fmaxT < N/2 is the harmonic
number corresponding to the largest frequency in the signal, fmax. The coefficients uℓ
4The simulations were performed in Matlab’s SimulinkTM using the numerical integration routine
ode15s with a maximum step set to 10−4 seconds and relative/absolute tolerances set to 10−6.
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Table 3.1 Parameters used in the generation of data.
ts k fmax R T σ SNR
FHN 10−3 s 1.5 100 Hz 5 500 s 0.01 40 dB
Chua 10−3 s 5 100 Hz 5 500 s 0.01 40 dB
are chosen such that u0 = 0 and uℓ = u¯, with u¯ a constant used to set the input RMS
level. Simulations were carried out by numerically integrating the dynamics of the
scheme shown in Figure 3.7, with zero initial conditions, and with K given by κ(r, v)
in (3.18).
Using the generated data, a continuous-time transfer function Gˆk(s) was estimated
using the off-the-shelf Matlab System Identification Toolbox5 routine tfest6. The
number of poles and zeros of the identified transfer were constrained to be the same as
those of the ground truth ones. The identified linear model is recovered as in (3.19).
The results to be discussed next were obtained with data generated using the
parameters in Table 3.1. The signal-to-noise ratio (SNR) value refers to ratio of the
average power of the output of the noiseless system in the dynamic identification stage,
and the noise variance σ2.
3.5.1 Fitzhugh-Nagumo circuit
Using the basis functions ϕj(v) = vj, j = 2, 3, Figure 3.8 shows that assuming a
realistic setting results in a small error (i∞ − ıˆ∞)(v). The error remains roughly the
same when the noise variance is increased by a factor of 10.
Figure 3.9 shows validation of the identified model in closed-loop. For validation
purposes, the mean of the input i(t) was set to −1.5, which puts the FHN system in
the excitable regime, and results in a characteristic spiking behavior. It can be seen
that the error is kept low for most of the time, except at moments when the model
“misses” a spike. These misses occur due to the ultrasensitivity of excitable systems
with respect to their inputs.
3.5.2 Chua’s circuit
To capture the nonlinear components of a piecewise-linear nonlinearity such as (3.5),
we use the basis functions ϕ2(v) = max{0, v−1} and ϕ3(v) = max{0,−(v+1)}. Figure
5Toolbox version 9.9, Matlab version R2018b.
6The function tfest was used with standard settings. The routine initializes parameters through
the Instrument Variable (IV) method, and updates the parameters by minimizing a weighted prediction
error norm using a nonlinear least-squares search method.
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Fig. 3.8 Estimation of i∞ for the FHN circuit. Top: ground truth i∞ (line), estimates
(vˆ, ıˆ) with σ = 0.01 (crosses) and σ = 0.1 (circles). Bottom: error i∞− ıˆ∞ with σ = 0.01
(solid) and σ = 0.1 (dashed).
Fig. 3.9 Validation of the identified FHN circuit. Top: Ground truth model output
v(t) (gray) and identified model output vˆ(t) (red). Middle: Output error v(t)− vˆ(t).
NRMSE ≈ 0.84 for the interval shown. The NRMSE increases to about 0.97 when
only data from t ≥ 30 is taken into account: most of the error comes from the “missed
spike” around 27 s.
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Fig. 3.10 Estimation of i∞ for the Chua circuit. Top: ground truth i∞ (line), estimates
(vˆ, ıˆ) with σ = 0.01 (crosses) and σ = 0.1 (circles). Bottom: error i∞− ıˆ∞ with σ = 0.01
(solid) and σ = 0.1 (dashed).
3.10 shows the resulting nonlinearity estimation error. Again, a tenfold increase in
measurement noise does not severely affect the error.
To compare the complete identified model with the ground truth model, we first
realize the linear dynamics of each system (lumped with the linear component of h) in
the modal canonical state-space form. Starting from a nonzero initial condition, the
resulting trajectories are shown in Figure 3.11. It can be seen that the “double-scroll”
attractors are qualitatively very similar.
Notice that, in this example, for illustration purposes, we have chosen basis functions
which can be used to exactly describe the true nonlinearity. Had we used instead
ϕ2(v ; θ) = max{0, v − θ}, with θ ̸= 1, for instance, the error in identifying the
nonlinearity would have been higher. In practice, nonlinearly parameterized basis
functions such as ϕ2(v ; θ) can be used in the static nonlinearity estimation problem, at
the cost of increased complexity in the optimization problem that needs to be solved.
3.5.3 Discussion
It can be argued that the choice of the feedback gain k is key to the success of
the identification procedure developed in Section 3.4 when it is applied to the more
realistic case dealt with in this section. In principle, k does not need to exceed |ρ1|
by a very large margin, and indeed we chose it to be only slightly larger than |ρ1|
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Fig. 3.11 Attractors of the ground truth Chua circuit (left) and of the identified Chua
circuit (right). The trajectories in the states (x, y, z) are obtained with a modal
canonical state-space realization of the original Ga(s) = G(s)/(1− 4G(s)) and of the
estimated Gˆa(s).
in both simulations above. Choosing a suitable k in this case can be viewed as part
of experiment design. While our choices were good enough to avoid issues with the
measurement noise that is fed back into the system, it is clear that difficulties might
arise for systems with a large |ρ1|. If that is the case, and if it is possible, analog
feedback should be used.
3.6 Conclusion
In this chapter, we have observed that feedback can simplify the identification of a
nonlinear system. We have illustrated this idea with the elementary situation where
the original system is the feedback interconnection of a passive LTI system and a
static nonlinearity. In this case, the use of output feedback as part of experiment
design provides a straighforward solution to the problem. This procedure is sufficient
to identify nonlinear behaviors such as excitability (Fitzugh-Nagumo) or chaos (Chua).
In the next chapters, we aim to generalize the method to neuronal conductance-
based models [57], in which case the fading memory element is dynamic rather than
static.
Chapter 4
Feedback identification of
conductance-based models
In this chapter, we apply the classical prediction error method (PEM) of Section 2.3.1
to the estimation of nonlinear models of neuronal systems subject to input-additive
noise. While the nonlinear system exhibits excitability, bifurcations, and limit-cycle
oscillations, we prove consistency of the parameter estimation procedure under output
feedback. Hence, this chapter provides a rigorous framework for the application of
conventional nonlinear system identification methods to stochastic neuronal systems.
The main result exploits the elementary property that conductance-based models
of neurons have an exponentially contracting inverse dynamics. This property is
implied by the voltage-clamp experiment, which has been the fundamental modeling
experiment of neurons ever since the pioneering work of Hodgkin and Huxley. We also
provide an application of the method concerning model structure selection based on
the identification of linear approximations of the system’s inverse dynamics.
4.1 Introduction
The estimation of models for biophysical neuronal systems is a topic that has attracted
considerable interest in the scientific community over the past decades [97, 45, 60, 71,
93]. However, the asymptotic properties of published estimation methods are rarely
discussed. This is understandable for models that exhibit highly nonlinear dynamics
including excitable behaviors and limit cycle oscillations.
The goal of this chapter is to show that rigorous convergence results can be
established in the most classical framework of the prediction error method (PEM)
[76, 77]. In nonlinear system identification, the convergence and consistency analysis
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of the PEM is made tractable by two well-known assumptions: (i) the true system
includes output-additive noise but no input-additive noise [129, 80], and (ii) the signals
are generated by a system with some form of input-output stability — for instance,
a fading memory [13], input-output exponential stability [76, 98], or mean-square
convergence of the output to that of a Volterra series [100, 129].
Neuronal systems fail to satisfy both of these two assumptions. First, neuronal
systems are primarily subject to input-additive noise. This noise models the stochastic
fluctuations of currents traversing the neuronal membrane. For a review of the modeling
of noise in neuronal systems, see [49, 46]. Furthermore, the non-equilibrium nature of
neuronal behaviors excludes any reasonable exponentialy stability or fading memory
assumption.
Previous works have studied the application of the PEM under these unfavorable
conditions. Under an assumption of exponential stability, but allowing for process noise,
[98] developed a framework to identify block-oriented (also called structured) nonlinear
systems with known LTI elements. In [20], the authors justify with dynamical systems
theory the application of the PEM to identify the linear element of a Lure-type system
with a limit cycle; the authors have to make an ergodicity assumption in order to prove
consistency of the parameters estimates. As an alternative to the PEM, [85] developed
a method based on transverse contraction analysis to identify oscillatory systems under
the assumption that all states of the model are available; no noise considerations are
made.
The main observation underlying the present chapter is that while the fundamental
assumptions of the PEM are not verified for conductance-based neuronal models,
they hold for their inverse. In other words, conductance-based models satisfy the
required assumptions of PEM under high-gain output feedback. This means that
neuronal systems can be identified with classical techniques by relying on the direct
approach of closed-loop system identification [40]. Using contraction theory [81], we
rigorously justify the use of the direct approach to consistently estimate neuronal model
parameters.
We show that the closed-loop approach to the neuronal system identification
problem is fully consistent with the classical voltage-clamp experiment of Hodgkin and
Huxley [57]. Voltage-clamp has remained to date the key experimental methodology to
derive a state-space model of a neuron. We show that there is flexibility in designing a
contracting output feedback law beyond the high-gain implementation of voltage-clamp.
As in previous work dealing with Lure systems [15], we advocate that feedback design
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is an integral element of neuronal system identification, which makes this an attractive
application of closed-loop system identification theory.
The chapter is organized as follows: in Section 4.2, we review a number of classical
tools of nonlinear system identification and analysis. In Section 4.3, we introduce
the general class of conductance-based models and show that they have a contracting
inverse. In Section 4.4, we detail the identification of the inverse dynamics of neuronal
systems with the PEM and discuss the plausibility of the required assumptions. In
Section 4.6, we show how the approach can be used to inform us about which model
structure to use.
4.2 Preliminaries
In this chapter, we will use the convergence result of Section 2.3.1, which deals with
the identification of nonlinear systems under closed-loop with the prediction error
method. We will mostly deal with output error model structures. In this section, we
introduce the definition of discrete-time contracting dynamics [81], which will be used
extensively in the remainder of the chapter. As briefly discussed in Section 2.2.2, this
can be thought of as an stronger version of the fading memory property for state-space
systems.
Notation
In this chapter, we use the notation described in Section 1.1. In addition, we will
use the following notation: For arbitrary β > 0, the class of nu-valued sequences
u : Z+ → Rnu such that supk∈Z+ ∥uk∥∞ < β is denoted by Unuβ (if nu = 1, we drop the
superscript). We will also use the notation Unuβ to denote the set of nu-valued functions
u : R+ → Rnu such that supt∈R+ ∥u(t)∥∞ < β. We rely on context to make clear when
Unuβ refers to a class of sequences or functions.
4.2.1 Contracting discrete-time dynamics
Neuronal systems are most commonly represented by state-space models, and so we will
rely on the state-space formalism of contraction theory [81] to analyze the identification
problem. We present both the discrete-time and continuous-time definitions in sequence,
as they are both relevant to us.
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First, consider the discrete-time system
xk+1 = f(xk, uk) (4.1a)
yk = h(xk, uk) (4.1b)
where f and h are continuously differentiable functions, u : Z+ → Rnu is the input
signal, y : Z+ → Rny is the output signal, and x : Z+ → Rnx is the state vector. We
denote by xk = ϕk,s(u, xs) the solution of (4.1a) that starts at time s and is evaluated
at time k ≥ s, when (4.1a) is subject to the input sequence u = u[0,∞] and initial
condition xs.
Definition 7 ([81]). The discrete-time dynamics (4.1a) is said to be exponentially
contracting in a positively invariant set X ⊆ Rnx , uniformly on U ⊆ Rnu , if there exist
a symmetric matrix sequence Pk(xk) ≥ ϵI > 0 and a constant α < 1 such that
∂f
∂x
⊤
Pk+1
∂f
∂x
≤ α2Pk (4.2)
for all k ∈ Z+, xk ∈ X, and uk ∈ U .
Note that when P = I, the above definition implies that f(·, u) is a contraction
mapping. The definition of exponential contraction generalizes this fact by allowing
for a positive-definite and state-and-time-dependent contraction metric Pk. It turns
out that this generalization is useful for the analysis of interconnected systems.
For brevity, when we say that a dynamics is exponentially contracting in a set, we
implicitly require that the set be positively invariant.
The result below will be instrumental in connecting the contraction property to
the PEM conditions of the previous section. For simplicity, we work with a constant
contraction metric.
Lemma 2. Consider the discrete-time system (4.1). Let
yk = Fk(u[0,k];x0) = h(ϕk,0(u, x0), uk) (4.3)
For some β > 0, assume (4.1a) is exponentially contracting in a convex, closed and
bounded set X, uniformly on U = [−β, β]nu, with a constant metric P > 0. Then there
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are C1, C2 > 0 such that∥∥∥Fk (u[0,k];x0)− Fk (u˜[0,k]; x˜0) ∥∥∥
≤ C1
k∑
m=0
αk−m∥um − u˜m∥+ C2 αk∥x0 − x˜0∥
(4.4)
for all k ≥ 0, u, u˜ ∈ Unuβ , and x0, x˜0 ∈ X.
Proof. See the Appendix 4.A.1.
The property (4.4) has been called exponential stability in the context of nonlinear
system identification by [76, 98]. This property is in fact a stronger version of the
fading memory property, introduced in Section 2.2.1. To show how the concepts of
contracting dynamics and fading memory are related, we have the following result.
Corollary 1. Consider the discrete-time exponentially contracting system given by
(4.1), where the input u belongs to Uβ and the state-space X ⊂ Rnx is convex, closed
and bounded. Define the operator Fx0 by (Fx0u)k = Fk(u[0,k];x0), as in (4.3). Then Fx0
has a fading memory on Uβ.
Proof. This follows immediately from Lemma 2: choosing wk = α
k
2 ensures that
whenever
max
m∈{0,1,...,k}
|um − u˜m|α
k−m
2 < δ
we have (after a change of variables in the sum)
|(Fx0u)k − (Fx0u˜)k| ≤ C1δ
k∑
m=0
α
k
2 <
C1δ
1−√α
so that given ϵ > 0, we can choose δ = ϵ(1−√α)/C1 to satisfy (2.1).
Remark 1. For a given system, it can be easier to check the contraction property,
which is based on a matrix inequality, than the fading memory property, which is based
on the continuity-like condition (2.1). Furthermore, there exists a well-established
theory for checking the contraction property of interconnected systems [81, 137] and,
in some cases, it is possible to efficiently search for contraction metrics using LMI
solvers [8]. Thus, Corollary 1 provides a useful sufficient condition to check the fading
memory property of a given system.
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4.2.2 Contracting continuous-time dynamics
Consider the continuous-time nonlinear system
x˙(t) = f(x(t), u(t)) (4.5)
where f is a continuously differentiable function, u : R+ → Rnu is an input signal and
x : R+ → Rnx is the state vector.
Definition 8. The continuous-time dynamics (4.5) is said to be exponentially con-
tracting in a positively invariant set X ⊆ Rnx , uniformly on U ∈ Rnu , if there exists a
continuously differentiable symmetric matrix P (x(t), t) ≥ ϵI > 0 and a constant λ > 0
such that
∂f
∂x
⊤
P + P ∂f
∂x
+ P˙ ≤ −2λP (4.6)
for all t ∈ R+, x(t) ∈ X, and u(t) ∈ U .
Alternatively, by writing P = Θ⊤Θ, (4.6) can be written as 12
(
F + F⊤
)
≤ −λI,
with
F =
(
Θ˙ + Θ∂f
∂x
)
Θ−1,
4.3 Conductance-based models under feedback
4.3.1 Conductance-based models
Conductance-based models are biophysical neuronal models that admit the circuit
representation shown in Figure 4.1. While the framework of the present chapter holds
for multiple-input-multiple-output models, we focus on the single-input single-output
c
−
+
v(t)
· · ·
· · ·
g¯0
ν0
i0(t)
g1(t)
ν1
i1(t)
gnb(t)
νnb
inb(t)
i(t) + e(t)
Fig. 4.1 Schematic representation of a neuronal system.
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case. These models were briefly mentioned in Section 2.4.1. Here, we describe them in
more detail.
In a conductance-based model, the neuronal membrane is modeled by an ideal
capacitor of capacitance c > 0. The voltage across the membrane, which is the output
of the model, is given by v(t). The neuron possesses nb ∈ N different types of ion
channels embedded in its membrane. The ion channels allow ionic currents to flow
across the membrane according to Kirchhoff’s law,
c v˙(t) = −
nb∑
j=0
ij(t) + i(t) + e(t) (4.7)
where each current ij(t), j = 1, . . . , nb, models an ionic current. The ionic currents not
explicitly included in the model are lumped in a leak current i0(t). In addition, the
membrane voltage is affected by an external input current i(t) and an additive noise
current e(t). The noise current aggregates the effects of ion channel fluctuations [49]
and background neuronal activity [46, Chapter 8].
All currents in a conductance-based model obey Ohm’s law. The leak current
i0(t) = g¯0(v(t)− ν0) (4.8)
is characterized by a constant conductance g¯0 > 0 and a constant reversal potential
ν0 ∈ R. In contrast, the conductances of the ionic currents are voltage-dependent.
This dependence is the key source of nonlinearity of conductance-based models. Owing
to the original proposal of Hodgkin and Huxley, each ionic current has a nonlinear
state-space model of the form
m˙j =
1
τm,j(v)
(−mj +m∞,j(v)) , (4.9a)
h˙j =
1
τh,j(v)
(−hj + h∞,j(v)) , (4.9b)
ij(t) = g¯jmαjj (t)h
βj
j (t)(v(t)− νj) (4.9c)
with j = 1, . . . , nb. The constants g¯j > 0 are called the maximal conductances, and
νj ∈ R are called reversal potentials. The variables mj and hj are called gating
variables, and take values in the closed interval [0, 1]. Their dynamics are defined by
the continuously differentiable functions
τm,j, τh,j : R→ [τmin, τmax] ⊂ R+
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and
m∞,j, h∞,j : R→ [0, 1]
where τmin > 0. The gating variables modulate the current conductance with a voltage-
dependent first-order lag dynamics. The exponents αj and βj belong to Z+, and
whenever αj∗ = 0 or βj∗ = 0, we ignore (4.9a) or (4.9b) for j = j∗, respectively. These
exponents, along with the gating variable dynamics (4.9a)-(4.9b), constitute the kinetic
model of the jth ion channel [66, 56].
A compact representation of the entire model (4.7)-(4.9) has the state-space struc-
ture
cv˙ = −h(v, x) + i+ e (4.10a)
x˙ = A(v)x+ b(v) (4.10b)
where the vector x ∈ X = [0, 1]nx collects all the gating variables mj and hj for which
αj > 0 and βj > 0, respectively, and
h(v, x) = g¯0(v − ν0) +
nb∑
j=1
g¯j m
αj
j h
βj
j (v − νj) (4.11)
denotes the total membrane internal current. Note that the matrix A(v) is diagonal,
and b(v) is a vector-valued function of v. The model (4.10) is in the standard normal
form of nonlinear minimum phase systems [18]: Kirchoff’s equation (4.10a) is the
input-output equation of a relative degree one model, and the gating dynamics (4.10b)
are the system’s internal dynamics.
Example 3. The Hodgkin-Huxley (HH) model [57] is the prototypical conductance-
based model. It is given by (4.7), with c = 1 µF/cm2, and it has two ionic currents
(nb = 2): a sodium current iNa, and a potassium current iK. It also includes a leak
current iL. The currents are given by
i0 = iL = 0.3 (v + 54.4)
i1 = iNa = 120m3NahNa(v − 55)
i2 = iK = 36m4K(v + 77)
(4.12)
The three internal variables are the sodium activation m1 = mNa, sodium inactivation
h1 = hNa, and potassium activation m2 = mK (there is no potassium inactivation
in the model, i.e., β2 = 0). The vector x collecting these variables is given by
x = (m1, h1,m2)⊤ = (mNa, hNa,mK)⊤. The different voltage dependent time-constants
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Fig. 4.2 Left: Time constant functions τm,j and τh,j of the Hodgkin-Huxley model.
Right: Nonlinear activation functions m∞,j and h∞,j of the Hodgkin-Huxley model.
τ(v) and activation functions m∞(v) and h∞(v) are illustrated in Figure 4.2 and are
detailed in Appendix 4.B.
Each gating variable remains in the interval [0, 1], and, in the absence of external
inputs, the voltage remains in the interval [ν2, ν1] = [νK, νNa] = [−77, 55]. This is
illustrated in Figure 4.3, where a spiking limit cycle oscillation occurs in response to a
small constant input.
The internal dynamics (4.10b) of the Hodgkin-Huxley model in Example 3 are
exponentially contracting in [0, 1]3, uniformly on V = R (Definition 8). This is verified
with the constant metric P = pI, for any p > 0, and any λ such that 0 < λ < 1/τmax:
in that case, we have
−2 p diag
(
1
τm,1(v) ,
1
τh,1(v) ,
1
τm,2(v)
)
≤ − 2
τmax
pI
and we could pick, for instance, λ < 1/8.6 (see Figure 4.2, left). This is in fact a
general property of conductance-based models:
Proposition 4. The conductance-based model (4.10) has a global relative degree of
one, and is globally minimum phase (in the sense of [18]). The internal dynamics are
exponentially contracting in x ∈ [0, 1]nx, uniformly on V = R: there is a Px > 0 and a
λx > 0 such that
PxA(v(t)) + A(v(t))⊤Px ≤ −2λxPx (4.13)
for all v(t) ∈ R.
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Fig. 4.3 Simulated state trajectories of Hodgkin-Huxley model (Example 3) for i(t) =
10 µA/cm2, e(t) = 0 µA/cm2.
4.3.2 Output feedback contraction
A direct consequence of Proposition 4 is that a conductance-based model has a stable
inverse. More precisely, using a static output feedback law, the closed-loop dynamics
can be made exponentially contracting:
Proposition 5. Consider a conductance-based model (4.10) subject to the output
feedback law
i(t) = γ(r(t)− v(t)) (4.14)
where γ > 0 is a constant gain and r(t) is a reference signal. Assume |r(t)|, |e(t)| < β
for all t ≥ 0. Let
Vβ,γ =
[
min
j
{νj,−β(γ+1)γ },maxj {νj,
β(γ+1)
γ
}
]
(4.15)
Then Vβ,γ × [0, 1]nx is a positively invariant set for the closed-loop dynamics (4.10),
(4.14), and there exists a γ > 0 such that the dynamics is exponentially contracting in
Vβ,γ × [0, 1]nx, uniformly on [−β, β]2.
Proof. First, to see that Vβ,γ × [0, 1]nx is a positively invariant set for any β, γ > 0, note
that x ∈ [0, 1]nx implies g¯jmαjj hβjj ≥ 0 in (4.9c). Then, it suffices to check that v˙ ≥ 0
for v = minj{νj,−β(γ + 1)/γ}, and v˙ ≤ 0 for v = maxj{νj, β(γ + 1)/γ}.
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We now follow an argument similar to [149, Section 2.2]. The Jacobian (with
respect to the states) of the closed-loop dynamics (4.10), (4.14) is given by
J =
 −1c (∂h∂v + γ) −1c ∂h∂x
∂A
∂v
x+ ∂b
∂v
A(v)

(we omit dependencies on x and v for clarity). By Proposition 4, the internal dynamics
(4.10b) has a contraction metric Px = Θ⊤xΘx > 0 associated with the rate λx > 0. We
will use the matrix
Θ =
 c 0
0 Θx

to define a contraction metric P = Θ⊤Θ for the closed-loop system. Define F = ΘJΘ−1
(this is the generalized Jacobian of the closed-loop system). Then
F =
 F11 −∂h∂x Θ−1x
1
c
Θx
(
∂A
∂v
x+ ∂b
∂v
)
F22

with
F11 = −1c
(
∂h
∂v
+ γ
)
(4.16)
and
F22 = ΘxA(v)Θ−1x (4.17)
We will use F ≺ 0 to denote 12(F + F⊤) ≤ −ϵI for all t ≥ 0, (v, x) ∈ Vβ,γ × [0, 1]nx ,
and some ϵ > 0. By Definition 8, to demonstrate contraction of the closed-loop system,
we have to show that F ≺ 0. To do that, we will require that F11 ≺ 0 and F22 ≺ 0.
Contraction of the internal dynamics (see (4.13)) automatically implies
1
2
(
F22 + F⊤22
)
≤ −λxI (4.18)
and thus F22 ≺ 0. Furthermore,
∂h
∂v
(v, x) = g0 +
nb∑
j=1
g¯jm
αj
j h
βj
j ≥ g0 > 0 (4.19)
and thus F11 ≺ 0 as well. Since F11 ≺ 0, by Lemma 4 in Appendix 4.D, we have F ≺ 0
if and only if
1
2(F22 + F
⊤
22) < Q⊤F−111 Q (4.20)
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where Q is the row vector given by
Q = 12
(
−∂h
∂x
Θ−1x + 1c
(
∂A
∂v
x+ ∂b
∂v
)⊤
Θ⊤x
)
(4.21)
From (4.16), (4.19), (4.18) and (4.20), F ≺ 0 if and only if
γI > c
[
−12(F22 + F⊤22)
]−1
Q⊤Q− ∂h
∂v
(4.22)
By (4.18) and (4.19), a sufficient condition for (4.22) to hold is
γ >
c
λx
σmax[Q]2 (4.23)
where σmax[Q] is the largest singular value of Q.
Since the continuous functions ∂h/∂x, ∂A/∂v and ∂b/∂v in (4.21) are bounded on
Vβ,γ× [0, 1]nx for any β, γ > 0, it follows that σmax[Q] is also bounded on that set. Since
Vβ,γ2 ⊆ Vβ,γ1 for γ2 ≥ γ1, the maximum of σmax[Q] on Vβ,γ × [0, 1]nx is non-increasing
in γ. Thus, a sufficiently large γ ensures that (4.23) is satisfied.
The expressions (4.22) and (4.23) can be used to estimate a bound on the gain that
is necessary to stabilize the conductance-based model. Depending on the choice of the
contraction metric Px, this bound can of course be conservative, as illustrated by the
following example.
Example 4. For the Hodgkin-Huxley model (Example 3), choose Px = I and λx =
1/8.6 < 1/τmax. Consider the set [−77, 55] ⊆ Vβ,γ. Computing the right-hand side of
(4.22) for v = −77, m1 = h1 = m2 = 1, and Θx = I, leads to the bound 5.1 × 108
mS/cm2 on the gain necessary to ensure exponential contraction of the closed-loop
system. Alternatively, consider the contraction metric Px = 106 × diag(0.21, 3.80, 3.16).
In this case, a random search over the set [−77, 55]× [0, 1]3 gives a less conservative
bound of (4.22) of 2.7× 103 mS/cm2.
Non-ohmic ion currents
The Ohmic expression of the ionic current (4.9c) is not necessary for the output feedback
contraction property of the model. Instead of the Ohmic ionic current (4.9c), we could
have used the more general formulation
ij = g¯jmαjj h
βj
j pj(v)
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with
pj(v) =
dj∑
ℓ=0
ηℓ v
ℓ
where each dj is an arbitrarily large polynomial degree, and ηℓ ∈ R. In most non-Ohmic
ionic current models, pj(v) is a monotonically increasing function (see, e.g., [66, Chapter
3]), and the reversal potential νj ∈ R is the value where p(νj) = 0. In this case,
sign(pj(v)) = sign(v − νj) (4.24)
where by convention sign 0 = 0. Thus Vβ,γ × [0, 1]nx , with Vβ,γ given by (4.15), remains
a positively invariant set under the more general ionic current model above. Since the
vast majority of ionic current models is Ohmic, we keep the formulation (4.9c), noting
that all the results in this chapter can be easily adapted to allow for the non-Ohmic
case above.
4.3.3 The voltage-clamp experiment
The output contraction property of conductance-based models is a consequence of the
very experimental protocol that has been used to identify neuronal systems in the past:
the voltage-clamp experiment, pioneered by Hodgkin and Huxley. The voltage-clamp
experiment is nothing but a high-gain output feedback experimental protocol employed
to stabilize the neuron and to determine its inverse dynamics through step response
experiments. The principle of that experiment is illustrated in Figure 4.4. In the limit
of high-gain feedback, the current drawn from the amplifier to clamp the voltage to the
reference r(t) is by definition the output of the internal dynamics driven by the voltage
v(t) = r(t). Electrophysiologists rely on the stability of that inverse system to model
the internal dynamics through a series of step responses. In that sense, the contraction
property of conductance-based models is an experimental property of neurons rather
than the property of a specific mathematical model of the ionic currents.
Models of specific ion channel types have been accumulated over time by electro-
physiologists. Today, online databases such as ModelDB [90] contain large libraries
of ion channels models. The structure of those models is often used in parametric
identification of new types of neurons (see, e.g., [32, 60]). The identified parameters
include the maximal conductances g¯j and the Nersnt potentials νj . The purpose of the
next sections will be to show that, the classical PEM provides consistent estimates for
these parameters.
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Fig. 4.4 The voltage-clamp experiment: electrodes are used to inject the current i(t)
and measure the voltage v(t) of the neuronal membrane. The amplifiers are ideal
differential amplifiers, and g¯e models the electrode conductance. When γ¯ ≫ 1, this
implements the feedback law (4.14) with γ = γ¯g¯e.
4.3.4 Discretized conductance-based models
The data obtained for identification purposes is in the form of a discrete sequence of
samples. In the next sections, we will consider simple discretizations of (4.10) resulting
from the forward-Euler method:
vk+1 = vk + tsc (−h(vk, xk) + ik + ek) (4.25a)
xk+1 = xk + ts (A(vk)xk + b(vk)) , (4.25b)
where ts > 0 is the sampling period.
In general, the forward-Euler method does not yield an exact discretization of a
nonlinear system. In fact, such an exact discretization might not exist, as discussed in
[126]. Still, some discretization methods can be more accurate than others. For instance,
the authors in [152] have proposed an advanced discretization scheme for nonlinear
systems that improves the order of the local truncation error with respect to simpler
schemes. However, for systems with a relative degree of one, such as conductance-based
models, the scheme proposed by [152] and the forward-Euler method are equivalent.
This reassures us to use forward-Euler discretization in order to study the properties
of the discrete-time identification problem. For that purpose, we will rely on the next
result.
Lemma 3. Assume that the continuous-time dynamics (4.5) is exponentially contract-
ing in a closed and bounded set X, uniformly on [−β, β]nu (with β > 0), with a constant
metric P . Let
xk+1 = xk + tsf(xk, uk) (4.26)
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where ts > 0 is the sampling period. Then there exists a sufficiently small ts such
that the discrete-time dynamics (4.26) is exponentially contracting in X, uniformly on
[−β, β]nu.
Proof. See the Appendix 4.A.2.
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In this section, we discuss the parametric identification of conductance-based models.
In Section 4.4.1, we define the identification setup, and in Section 4.4.2, we treat the
case in which we can consistently identify the system’s maximal conductances and
reversal potentials by solving a linear least-square optimization problem.
4.4.1 Identification setup
The system (4.25) under the feedback law ik = γ(rk − vk) can be written in the form
xk+1 = xk + ts (A(u2,k)xk + b(u2,k)) (4.27a)
yk = 1c (h(u2,k, xk)− u1,k − ek) (4.27b)
and
vk+1 = vk − tsyk (4.28a)
uk =
 u1,k
u2,k
 =
 γ(rk − vk)
vk
 (4.28b)
where x collects the statesmj and hj for which αj, βj > 0, A(·) and b(·) are determined
by (4.9a)-(4.9b), and g(·, ·) is given by (4.11). It can be seen that by backward iteration
of (4.27a) and (4.28a), we can find a Fk and aHk such that yk and uk can be represented
by (2.5) and (2.7), respectively. Thus, the identification setup is represented by Figure
2.11.
Assumption 5. (Input-additive white noise) The input-additive noise ek is a sequence
of independent random variables such that E[ek] = 0. and E[e2k] = σ2e > 0. All
realizations of e belong to Uβ.
Assumption 6. (Known signals) The signals rk and vk are known (vk is measured
without noise), and r is a deterministic signal that belongs to Uβ.
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Assumption 6 indicates the fact that to identify a system with considerable additive
noise at the input, an effort needs to be made to measure the output as precisely as
possible. It implies that we know the signal uk in (4.28b).
Assumption 7. For r, e ∈ Uβ, the closed-loop dynamics (4.27)-(4.28) is exponentially
contracting in Vβ,γ × [0, 1]nx , uniformly on [−β, β]2, where Vβ,γ is given by (4.15).
It follows directly from Proposition 5 and Lemma 3 that there is a large enough value
of γ, and a small enough value of ts (possibly depending on γ) such that Assumption 7
is verified1.
The following result will help us apply the identification framework of Section 4.2.
Proposition 6. Under Assumptions 5-7, the closed-loop system (4.27)-(4.28) satisfies
Assumption 1.
Proof. See the Appendix 4.A.3.
4.4.2 Identification with fixed ion channel kinetics
A given library of ion channel kinetic models can be used in the identification of the
parameters c, g¯j , and νj of a neuronal system (recall that an ion channel kinetic model
is given by the dynamics (4.9a)-(4.9b), as well as the coefficients αj , βj in (4.9c)). This
can be done by postulating a model structure containing nm known ion channel kinetic
models, chosen a priori. For j = 1, . . . , nm, we denote the objects defining the model
structure kinetic models by τˆm,j(·), τˆh,j(·), mˆ∞,j(·), hˆ∞,j(·), αˆj and βˆj. The model
structure states mˆj and hˆj evolve analogously to the discretized form of (4.9a)-(4.9b).
These dynamics can be described in compact form by
xˆk+1 = xˆk + ts
(
Aˆ(u2,k)xˆk + bˆ(u2,k)
)
(4.29)
where xˆ collects the gating variables mˆj and hˆj for which αˆj > 0 and βˆj > 0, respectively.
The unknown parameters of the true system, c, g¯j, and νj, all appear in the right-
hand side of (4.27b), either directly or through the mapping g(·, ·) given by (4.11). To
identify those parameters, we define the model structure output yˆk(θ) by
yˆk(θ) =
nm∑
j=1
(θ(1)j + θ
(2)
j u2,k) mˆ
αˆj
j,k hˆ
βˆj
j,k+
+ θ(1)0 + θ
(2)
0 u2,k + θ(3)u1,k
(4.30)
1Notice that there is a tradeoff in the choice of the values of γ and ts. Increasing the value of γ
(which increases the size of σ¯ in (4.47)) might require decreasing the value of ts so that contraction of
the discrete-time system is preserved.
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where u1,k and u2,k are the elements of the model structure input in (4.28b), and where
the vector of model structure parameters θ ∈ D ⊆ R(2nm+1)×1 has been partitioned
according to
θ = (θ(1)⊤, θ(2)⊤, θ(3))⊤
with θ(1) ∈ Rnm×1, θ(2) ∈ Rnm×1 and θ(3) ∈ R.
We can more compactly write
yˆk(θ) = ψkθ
with the row vector ψk ∈ R1×(2nm+1) given by
ψk =
(
1, mˆαˆ11,k hˆ
βˆ1
1,k , . . . , mˆ
αˆnm
nm,k hˆ
βˆnm
nm,k , u2,k ,
u2,k mˆ
αˆ1
1,k hˆ
βˆ1
1,k, . . . , u2,k mˆ
αˆnm
nm,k hˆ
βˆnm
nm,k, u1,k
)
Gathering ψk in a matrix ΨN ∈ RN×(2nm+1) given by
ΨN =
[
ψ⊤N , ψ
⊤
N−1, . . . , ψ
⊤
1
]⊤
(4.31)
we find that the vector of model structure outputs from time k = N down to time
k = 1 is given by
yˆ⊤[1,N ](θ) = ΨNθ
The above formulation shows that the ion channel kinetic models act as basis
operators mapping the input sequence u[0,N ], given by (4.28b), to the columns of ΨN .
Using that formulation, we will make some assumptions in order to show that we can
obtain consistent estimates of the parameter vector θ using the PEM.
First, we need all the true ion channels to be included in the model structure:
Assumption 8. The model structure contains the true system (4.27): for j =
1, . . . , nb ≤ nm, we have τˆm,j(·) = τm,j(·), τˆh,j(·) = τh,j(·), mˆ∞,j(·) = m∞,j(·),
hˆ∞,j(·) = h∞,j(·), αˆj = αj and βˆj = βj.
86 Feedback identification of conductance-based models
In case Assumption 8 is verified, then the true parameter vector, which we denote
by θ¯ = (θ¯(1)⊤, θ¯(2)⊤, θ¯(3))⊤, is given by
θ¯
(1)
j =
 −g¯jνj/c, j = 0, 1, . . . , nb0, j > nb
θ¯
(2)
j =
 g¯j/c, j = 0, 1, . . . , nb0, j > nb
θ¯(3) = −1/c
(4.32)
We will also need the following standard assumption:
Assumption 9 (Persistency of excitation). There is a N∗ > 0 such that 1
N
Ψ⊤NΨN and
E
[
1
N
Ψ⊤NΨN
]
are positive-definite for all N > N∗.
Assumption 9 is an assumption both on the model structure and on rk, the signal
used to excite the true system. Intuitively, we should not include two identical
ion channel kinetics in the model structure, and the excitation signal rk should be
sufficiently rich.
Finally, we make a last assumption in order to simplify our result:
Assumption 10. The initial states of the true system and of the model structure
satisfy mˆj,0 = mj,0 and hˆj,0 = hj,0 for j = 1, . . . , nb.
In principle, we could also estimate initial conditions. However, given the contracting
nature of the ion channel kinetics considered here, initial conditions are forgotten
exponentially fast. As long as Assumption 8 is verified, we can come arbitrarily close
to verifying Assumption 10 by discarding initial segments of the data.
Under Assumption 6, we are able to compute
yk = −vk+1 − vk
ts
from the measurements, and thus we can form the cost function VN (θ) given by (2.10).
We can now state the following result.
Theorem 1. Let Assumptions 5-10 be satisfied. Let N > N∗, and let
θˆN = (θˆ(1)⊤N , θˆ
(2)⊤
N , θˆ
(3)
N )⊤
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be given by
θˆN = argmin
θ∈D
VN(θ)
= argmin
θ∈D
1
N
∥y⊤[1,N ] −ΨNθ∥22
(4.33)
where yk and ΨN are given by (4.27b) and (4.31), respectively, and D is a compact
parameter domain containing θ¯, the true parameter vector (4.32). Then, we have
θˆN → θ¯ w.p. 1 as N →∞.
Proof. By Assumptions 8 and 10, the true output yk, given by (4.27b) (see also (4.11)),
can be written as
y⊤[1,N ] = ΨN θ¯ − 1ce⊤[1,N ]
and thus we can write
E [VN(θ)] = 1NE
[
∥ΨN(θ¯ − θ)− 1ce⊤[1,N ]∥22
]
By Assumption 5, the time-delay present in the system ensures that vk and xk do not
depend on ek. We then have that
E
[
Ψ⊤Ne⊤[1,N ]
]
= 0
and thus
E [VN(θ)] = 1N (θ¯ − θ)⊤E
[
Ψ⊤NΨN
]
(θ¯ − θ) + 1
c2σ
2
e
Using Assumption 9, we have
argmin
θ∈D
E [VN(θ)] = θ¯ (4.34)
for all N > N∗.
It remains to show that θˆN converges to (4.34) w.p. 1 as N → ∞, which can
be done by means of Lemma 1. Assumption 1 is satisfied due to Proposition 6. By
Assumptions 6 and 7, the input (4.28b) to the model structure belongs to U2β∗ for some
β∗ > 0, since vk remains in the compact set Vβ,γ. Proposition 4 and Lemma 2 then
ensure that the model structure verifies Assumption 2. It follows by Lemma 1 that
VN(θ) converges uniformly to E [VN(θ)] on the compact set D. In view of (4.33) and
(4.34), this ensures the result of the theorem.
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4.5 Examples
In this section, we illustrate the results of Section 4.4.2 by identifying various discrete-
time neuronal models. All discrete-time models are obtained by forward-Euler dis-
cretization of their continuous-time counterparts with ts = 0.005 ms.
Example 5. In this example, we identify the discretized Hodgkin-Huxley (HH) model
of Example 3. We include in the model structure the two ion channel kinetics present
in the true model, and identify the values of c, g¯j , and νj using the parameter vector θ.
From (4.12) and (4.30), we have the following true parameters:
θ¯
(1)
0 θ¯
(2)
0 θ¯
(1)
1 θ¯
(2)
1 θ¯
(1)
2 θ¯
(2)
2 θ¯
(3)
0.3 · 54.4 0.3 120 · −55 120 36 · 77 36 −1
We simulated an identification experiment in which the discretized HH model is
subject to output feedback with γ = 50. The model is excited by the user-defined
input rk = −45 + r˜k, where r˜k is given by white Gaussian noise of standard deviation
σr = 100 that is filtered by the zero-order hold discretization of the system 102/(s+10)2.
The input noise ek was generated with σe = 2.5 and was truncated so that ek = 100
whenever ek ≥ 100. This setup resulted in a signal-to-noise ratio (between yk and ek)
of around 30.8 dB. To eliminate transient effects and satisfy Assumption 10 as close as
possible, we eliminated the initial 0.5 seconds of measurement (corresponding to 105
samples) from all datasets.
Figure 4.5 shows the estimation error θ¯ − θˆN for N = 1 × 105 to N = 9 × 105
(corresponding to experiment times of 0.5 to 4.5 seconds) for 20 different realizations of
the experiment, as well as their average. We can see from the figure that the estimates
steadily converge to the true parameters.
Example 6. In this example, we illustrate how a library of pre-established set of ion
channel kinetic models can be used to identify different neuronal models. We consider
three models, all of which are based on a forward-Euler discretization of the system
given by
v˙(t) = −0.3(v(t) + 17)−
4∑
j=1
ij(t) + i(t) + e(t)
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Fig. 4.5 The log10× log10 plots above show how the errors in the estimated parameters
of Example 5 fall as the number of data points N increases. In grey: errors in each of
the 20 realizations of the identification experiment as computed for N = 1× 105 to
9× 105 (ts = 0.005). In blue: average of the 20 error traces.
with
i1 = 120m31 h1(v − 55)
i2 = 20m42(v + 75)
i3 = g¯3m33 h3(v + 75)
i4 = g¯4m24(v − 120)
where the states mj and hj are given by (4.9a) and (4.9b), respectively with the
functions m∞,j, h∞,j, τm,j and τh,j plotted in Figure 4.6 and described in Appendix
4.C.
The above system, taken from [31], defines a modified version of the Connor-Stevens
neuronal model [23]. The values of the variables g¯3 and g¯4 are the distinguishing factors
between the three models we use in this example. We call them Connor-Stevens (CS)
models A, B, and C, according to the following maximal conductance values:
CS model A B C
g¯3 0 90 0
g¯4 0 0 0.4
Connor Stevens model A is similar to the HH model of the previous example,
while models B and C differ from A due to the addition of ion currents i3 and i4,
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Fig. 4.6 Left: Nonlinear activation functions m∞,j and h∞,j in the Connor-Stevens
model. Right: Time constant functions τm,j and τh,j in the Connor-Stevens model.
respectively (these currents represent an “A-type” potassium current and a calcium
current, respectively). It can be verified through simulations that the addition of i3
or i4 makes the qualitative input-output behavior (from i to v) of models B and C
differ from that of model A. In particular, models B and C can fire periodic spikes with
arbitrarily low frequency, while model A does not have that property (see, for instance,
Figure 2 of [31]). The property of spiking with arbitrarily low frequency has important
neurocomputational consequences. It underlies the classical distinction between Type
I and Type II neuronal excitability first proposed by Hodgkin and Huxley (see [63,
Chapter 7]).
To identify the models A, B and C, we include in a single model structure all four
of the ion channels shared by those models. We simulated an identification experiment
in which the discretized CS models are subject to output feedback with γ = 50. All
models are excited by the user-defined input rk = −45 + r˜k, where r˜k is given by white
Gaussian noise of standard deviation σr = 30 that is filtered by the zero-order hold
discretization of the system 102/(s + 10)2. The input noise ek was generated with
σe = 1 and was truncated so that ek = 100 whenever ek ≥ 100. This setup resulted
in a signal-to-noise ratio (between yk and ek) of around 28 dB, 26 dB and 29 dB for
the CS models A, B and C, respectively (again, we eliminated the first 0.5 seconds of
measurement from all datasets).
Figure 4.7 shows the evolution of the estimates of g¯j obtained by identifying each of
the CS models A, B and C (for brevity, we do not show the evolution of all parameter
estimates). It can be seen that the estimates of g¯3 (or g¯4) for models that do not
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Fig. 4.7 Evolution of the estimates of g¯j, with respect to the number of samples, for
each of the identified Connor-Stevens models A (blue), B (red) and C (green). The
sampling period is ts = 0.005, and the experimental setup is described in Example 6.
contain i3 (or i4) tend towards zero, while the other estimates tend towards their true
values.
4.6 Model structure discrimination
In this section, inspired by the work in [127], we show that the PEM framework can
be used in a pre-processing stage to aid in choosing a model structure for the internal
dynamics of a neuronal model. The idea is simple: by using output feedback, we can
stabilize the system (4.25) around a unique arbitrary equilibrium point. The behavior
of the nonlinear system close to this arbitrary equilibrium is approximately that of the
linearized system. The pattern of movement of the poles and zeros of the linearized
system as we change the system equilibrium can provide valuable information about
the structure of the internal dynamics. We can thus use a linear model structure in
conjunction with small excitation signals to estimate and analyze these linearizations.
4.6.1 Linearized internal dynamics
We start with a simple fact about contracting systems.
Proposition 7. Assume the discrete-time dynamics (4.1a) is contracting, with a
constant metric P , and that X is convex, closed and bounded. Assume that the input
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is given by a constant, uk = u¯ for all k ≥ 0. Then (4.1a) has a unique globally
exponentially stable equilibrium point.
Proof. The mapping f(x, u¯) is a continuous mapping from the convex compact set
X ⊂ Rnx to itself, and thus it has a fixed point. It follows from (4.45), with uk = u˜k = u¯,
that the fixed point is unique and exponentially stable.
We will consider the more general dynamics
vk+1 = vk + tsc (−h(vk, xk) + ik + ek) (4.35a)
xk+1 = xk + tsf(vk, xk), (4.35b)
and assume ts is small enough so that the internal dynamics (4.35b) is exponentially
contracting. By Proposition 7, the equation
0 = f(veq, xeq)
has a unique solution xeq. We can use the solution to define a mapping x∞ : V → X
such that xeq = x∞(veq) and f(veq, x∞(veq)) = 0. This can in turn be used to define a
mapping i∞ : V → Y (the static I-V curve) through
i∞(v) = h(v, x∞(v)) (4.36)
From (4.35a), with ek = 0, this is the steady-state input current i associated with the
equilibrium v.
Let δvk = vk − veq and δyk = yk − i∞(veq), k ≥ 0, and let ∆V (z) = Z[δvk] and
∆Y (z) = Z[δyk], where Z denotes the z-transform. The transfer function Gint(z; veq)
such that ∆Y (z) = Gint(z; veq)∆V (z) is given by
Gint(z; veq) =
∂h
∂x
[
zI −
(
I + ts
∂f
∂x
)]−1
ts
∂f
∂v
+ ∂h
∂v
where all partial derivatives are evaluated at veq and x∞(veq).
By analyzing the pattern of movement of poles and zeros of Gint(z; veq), as we
change veq, it is possible to obtain information about the model structure of the internal
dynamics (4.35b). If the zeros of Gint(z; veq) move, but the poles do not move, we have
an indication that the zero dynamics xk+1 = xk + tsf(xk, 0) is linear. In this case, the
internal system could be modeled by that of a Parallel-Wiener, Parallel-Hammerstein,
or Parallel-Wiener-Hammerstein system [129]. If the zeros and poles of Gint(z; veq)
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move with veq, then the internal system could be modeled by a Hodgkin-Huxley type
conductance-based model, or by polynomial nonlinear state-space models such as those
used in [100], or by a universal approximator such as the one introduced in the next
chapter.
To find out what the zero-pole movement pattern is, we estimate linear approxima-
tions of the system at different setpoints, as detailed in the next section.
4.6.2 Approximation of the linearized dynamics
Consider the closed-loop identification setup given by
xk+1 = xk + tsf (uk, xk) (4.37a)
yk = h (uk, xk)− ek (4.37b)
and
vk+1 = vk + tsc
(
− yk + γ(rk − vk)
)
(4.38a)
uk = vk (4.38b)
where the feedback block (4.38) is known. This is similar to the setup (4.27), except
that now we assume knowledge of c, and the dynamics of the system is more general.
Consider an external input rk = r¯+ r˜k, where r¯ ∈ R is a constant, and assume that
the system dynamics is exponentially contracting. Let v∞(r¯) denote the steady-state
voltage of the system subject to the input rk = r¯. Note that the same arguments of
Section 4.6.1 can be used to show that v∞ is well-defined.
We use a linear model to find a linear approximation for Gint(z; v∞(r¯)). The model
structure is given by
yˆk(θ) = Gˆlin(q; θ)(vk − v∞(r¯)) + i∞(v∞(r¯)) (4.39)
where q denotes the forward shift operator. In this model structure, we assume that
the mappings v∞ and i∞ are known. Although they could both be estimated using
steady-state static data (as in Chapter 3), in practice it may be simpler to take
v∞(r¯) ≈ 1
N
N∑
k=1
vk
i∞(v∞(r¯)) ≈ 1
N
N∑
k=1
yk
(4.40)
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since the time-varying part of rk = r¯ + r˜k is meant to be small in this experiment.
Assumption 11. The transfer function Gˆlin(z; θ) is parameterized according to
Gˆlin(z; θ) =
b0 + b1z−1 + . . .+ bnbz−nb
1 + a1z−1 + . . .+ anaz−na
where the variables bi and ai are collected in the vector θ. The parameter domain D is
given by the set of θ such that the magnitude of the poles of Gˆlin(z; θ) are bounded by
a number smaller than one.
Assumption 12. V¯ (θ) ≜ limN→∞E [VN(θ)] exists.
A sufficient condition for Assumption 12 to hold is that the prediction error
ϵ(k, θ) = (yk − yˆk(θ))2
is quasi-stationary (see [77, Definition 2.1]). For stable linear systems, a quasi-stationary
input produces a quasi-stationary output [77, Theorem 2.2]. Thus, as long as r˜k + ek
is a quasi-stationary signal of small amplitude (so that the behavior of the nonlinear
system is close to linear), the assumption above is not unreasonable2.
Theorem 2. Let Assumptions 5-6 and 11-12 be satisfied. Assume the closed-loop
dynamics (4.37)-(4.38) is exponentially contracting in a convex, closed and bounded
domain of the state-space, uniformly on U = [−β, β]nu. Let θˆN be given by (2.11), and
yˆk(θ) be given by (4.39). Then θˆN → argminθ∈D V¯ (θ).
Proof. By Assumption 11, (4.39) and its derivatives with respect to ai and bi are stable
for all values of θ; thus Assumption 2 is satisfied. To ensure Assumption 1, we can
proceed similarly to the proof of Proposition 6. Convergence of the parameter estimates
is then guaranteed by Lemma 1 and Assumption 12.
Suppose now that we define a sequence of values for r¯. For every value in the
sequence, we solve the estimation problem minθ VN (θ) and obtain a parameter estimate
θˆN (r¯). We can thus attempt to infer the poles of Gint from those of Gˆlin(z; θˆN (r¯)). The
next example illustrates this approach, including the effects that the signal-to-noise
ratio will have on it.
2The error ϵ(k, θ) will be “close” to quasi-stationarity, with “close” meaning that
lim supN→∞E[VN (θ)] is close to lim infN→∞E[VN (θ)]. For a rigorous discussion on these limits
and how they relate to the parameter estimates, see [76].
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Example 7. In this example, we attempt to identify the poles of the linearized inverse
of the Hodgkin-Huxley model. To generate data for this example, we simulated a
discretized Hodgkin-Huxley model under output feedback, with ts = 10−2 and γ = 100.
We performed multiple experiments using the excitation signal rk = r¯ + r˜k, where
r¯ ∈ {−80,−70,−60, . . . , 10} mV
and r˜k is white Gaussian noise of standard deviation σr = 2 mV that is saturated for
|r˜k| ≥ 100 mV. The input noise ek is Gaussian white noise with σe = 1 µA/cm2 that is
saturated in the same way as r˜k. We simulated 2 seconds of experiment (corresponding
to 2× 105 samples), removing the first 0.1 seconds from the datasets.
We choose the orders na = 3 and nb = 3 for the transfer function parametrization
of Assumption 11, so as to match the order of the nonlinear system. To compute the
cost function VN(θ), we used the approximation (4.40). The model structure leads to
a nonlinear least-squares optimization problem minθ VN(θ). To solve it, we use the
Levenberg-Marquardt nonlinear search method3.
In Figure 4.8 we show the time-constant functions of the continuous-time Hodgkin-
Huxley model (Example 3) and the poles of the linear systems that have been estimated
according to the procedure described above. The discrete-time identified poles pDT
have been converted to continuous-time poles pCT by means of the transformation
pCT = (pDT − 1)/ts, and the continuous-time time constants are given by −1/pCT .
It can be seen in Figure 4.8 that, in most experiments, two of the identified poles
match actual poles of the Hodgkin-Huxley model. These identified poles provide
evidence that a model structure with nonlinear internal dynamics is necessary for the
nonlinear identification of the system. In case a classical conductance-based model
structure is chosen, the poles can be used to construct the τ functions of the model by
fitting a continuous function to their values. It is interesting to note that the procedure
fails to identify the third moving pole of the model (related to τ (1,2)). In its place, the
identified model contains a spurious very fast pole. The reason for this failure becomes
clear when we plot the ground truth pole −1/τ (1,2)(v) against one of the three zeros
obtained through exact linearization of Gint. This plot is shown in Figure 4.9. We can
see that there is a near pole-zero cancellation, resulting in the pole (and the zero) not
being identified.
In Figure 4.10, we display the signal-to-noise ratio (SNR) of yk relative to ek for
each experiment, as well as the normalized root mean squared error (NRMSE) for each
3This was implemented using Matlab’s oe routine with the options ‘SearchMethod’ set to ‘lm’
and ‘InitialCondition’ set to ‘zero’.
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Fig. 4.8 Time-constants of the linear systems identified around the mean outputs
1
N
∑N
k=1 vk due to small-variation inputs rk = r¯ + r˜k. The discrete-time time-constants
have been converted to continuous-time (following the forward-Euler rule) for compari-
son with the Hodgkin-Huxley τ functions. Each column of points corresponds to the
poles of one third-order linear system. Two of the ground-truth poles are identified in
most experiments. The failure to identify the last pole can be attributed to a zero-pole
cancellation in the ground truth linearized model (see Figure 4.9).
experiment. The signal-to-noise ratio of the experiments vary significantly, and this
affects the quality of the identified linear models. The variation in signal-to-noise ratio
can be attributed to the fact that the IV curve i∞(r¯) of the ground-truth system varies
significantly over the range of setpoints {−80, . . . , 10}, whereas the noise level of ek is
the same for all experiments. The two first experiments (corresponding to r¯ = −80
and r¯ = −70) fail to properly identify any of the slow time constants (see Figure 4.8)
due to the low signal-to-noise ratio. In that case, more data needs to be collected.
To solve this SNR issue, one solution could be to increase the variance of r˜. However,
as this variance increases, the effect of the system nonlinearity in the obtained data
also increases. Thus, there is a tradeoff between keeping the behavior of the system
close to linear, and maintaining a good SNR.
In Example 7, the failure to identify one of the ground-truth poles of the Hodgkin-
Huxley model (due to a zero-pole cancellation) hints that this model could be amenable
to reduction: for instance, we could use a model structure that omits the state x(1,2)
related to the unidentified pole. This state is related to the inactivation of the sodium
ion channel, which provides a slow negative feedback to the membrane current –
the same role provided by activation of the Potassium current related to the state
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Fig. 4.9 Near pole-zero cancellation in the linearized Hodgkin-Huxley model: the pole
−1/τ (1,2) of Gint is nearly canceled by one of the zeros of Gint.
x(2,1). Going a step further and omitting the state x(1,1) (which has a very small time
constant), we recover the model structure of a classical two-state reduced version of
the Hodgkin-Huxley neuron [66, Section 5.1.3].
4.7 Conclusion
In this chapter, we studied the identification of neuronal systems under the assumption
of current-additive zero-mean white noise and negligible voltage measurement noise.
We showed that by treating a neuronal model as a closed-loop system, we can solve the
identification problem by identifying the inverse dynamics with an output-error model
structure. We have demonstrated that consistent parameter estimates are obtained
when the model structure contains the internal dynamics of the system being identified.
As seen in Section 2.4.1, this is a common strategy adopted in neuroscience, where
kinetic models of ion channels are estimated in separate experiments (see also [90]).
It is worth noting that the results in this chapter may hold for ion channel models
which are more general than (4.9a)-(4.9b); the key requirement is that the ion channels
possess a contracting dynamics, so that (4.13) is satisfied. Thus, this work rigorously
justifies the estimation of conductance-based models using conventional methods of
nonlinear identification.
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Fig. 4.10 Normalized root mean squared error (NRMSE) and Signal-to-noise ratio
(SNR) measured at each identification experiment. Due to the input-additive noise
assumption, the noise remains the same in all experiments, and the signal-to-noise
ratio follows the shape of the Hodgkin-Huxley IV curve i∞(v). All parameters are
described in Example 7.
Appendix
4.A Proofs
4.A.1 Proof of Lemma 2
Let P = Θ⊤Θ (Θ > 0). For k ≥ 0, let the sequences xk and x˜k be defined by the
dynamics (4.1a) subject to the inputs uk and u˜k, respectively. Applying the change of
coordinates zk = Θxk, we obtain the discrete-time dynamics
zk+1 = fΘ(zk, uk) (4.41)
with fΘ given by
fΘ(ζ, υ) = Θf
(
Θ−1ζ, υ
)
, (4.42)
The inequality (4.2) implies that
σmax
[
Θ∂f
∂x
(xk, uk)Θ−1
]
≤ α < 1 (4.43)
for all xk ∈ X and k ∈ Z+. The inequality (4.43) in turn implies that the induced
2-norm of ∂fΘ/∂ζ satisfies ∥∂fΘ/∂ζ∥2 ≤ α whenever
ζ ∈ Z = {ζ ∈ Rnx | ζ = Θξ, ξ ∈ X}
where (by convexity of X) Z is a convex set. Furthermore, since ∂fΘ/∂υ is a continuous
function and Z × [−β, β]nu is closed and bounded, there is some L1 > 0 such that
∥∂fΘ/∂υ∥2 ≤ L1 for all (ζ, υ) ∈ Z × [−β, β]nu .
Now let ζ, ζ˜ ∈ Z and υ, υ˜ ∈ [−β, β]nu . Let also γ1(s) = (1 − s)ζ˜ + sζ and
γ2(s) = (1− s)υ˜ + sυ, with s ∈ [0, 1]. It can be shown, using the mean value theorem
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(see, e.g., the proof of [67, Lemma 3.1]), that there is a s∗ ∈ (0, 1) such that
∥fΘ(ζ, υ)− fΘ(ζ˜ , υ˜)∥2 ≤
∥∥∥∥∥∂fΘ∂ζ (γ1(s∗), γ2(s∗))(ζ − ζ˜)
+ ∂fΘ
∂υ
(γ1(s∗), γ2(s∗))(υ − υ˜)
∥∥∥∥∥
2
By convexity of Z × [−β, β]nu , the above implies
∥fΘ(ζ, υ)− fΘ(ζ˜ , υ˜)∥2 ≤ α∥ζ − ζ˜∥2 + L1∥υ − υ˜∥2 (4.44)
By recursive application of (4.41) and (4.44), we have
∥zk − z˜k∥2 ≤ L1
k∑
m=1
αm−1∥uk−m − u˜k−m∥2 + αk∥z0 − z˜0∥2
for k ≥ 0. Multiplying both sides of the inequality by ∥Θ−1∥2 and substituting
zk = Θxk, we have
∥xk − x˜k∥2 ≤ L1
σmin
k∑
m=1
αm−1∥uk−m − u˜k−m∥2
+ σmax
σmin
αk ∥x0 − x˜0∥2
(4.45)
for k ≥ 0, where σmax and σmin denote the largest and the smallest singular values of
Θ, respectively.
By arguments similar to those used above, there are L2, L3 > 0 such that
∥yk − y˜k∥2 ≤ L2∥xk − x˜k∥2 + L3∥uk − u˜k∥2 (4.46)
The result (4.4) follows directly from (4.46) and (4.45) by setting C1 = max{L1L2σ−1min, L3}
and C2 = L2σmaxσ−1min.
4.A.2 Proof of Lemma 3
Since ∂f/∂x is continuous on the closed and bounded set X × [−β, β]nu , there is a
number σ¯ such that σ¯ ≥ σmax[∂f/∂x] on that set. Let fts(xk, uk) = xk + tsf(xk, uk).
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Using (4.6), we have
∂f⊤ts
∂xk
P
∂fts
∂xk
=
(
1 + ts
∂f⊤
∂xk
)
P
(
1 + ts
∂f
∂xk
)
≤ (1− 2tsλ)P + t2s
∂f⊤
∂xk
P
∂f
∂xk
≤
(
1− 2tsλ+ t2s
λmax[P ]
λmin[P ]
σ¯2
)
P
= α(ts)2P
(4.47)
for all (xk, uk) ∈ X × [−β, β]nu . The second inequality above is obtained using the
fact that A⊤PA ≤ λmax[P ]σ2max[A]I and I ≤ 1/λmin[P ]P . Making ts < 1 small enough
ensures that α(ts)2 < 1, and thus that the dynamics (4.26) is exponentially contracting
on X, uniformly on [−β, β]nu .
4.A.3 Proof of Proposition 6
Consider two different solutions of (4.27)-(4.28). The first is given by
(vk, x⊤k )⊤ = ϕk,0(γr + e, (v0, x⊤0 )⊤)
(v0, x⊤0 )⊤ = 0
(4.48)
for k ≥ 0, and the second is given by
(v¯k,s+1, x¯⊤k,s+1)⊤ = ϕk,s+1(γr + e, (v¯s+1, x¯⊤s+1)⊤)
(v¯s+1, x¯⊤s+1)⊤ = 0
(4.49)
for k ≥ s+ 1.
We will use the solutions above to construct the random variables y¯k,s involved
in Assumption 1. First, for each s ∈ Z+, we set y¯s,s = 0. From (4.27b), we compute
the sequence yk using (4.48), for k ≥ 0, and the sequence y¯k,s+1 using (4.49), for
k ≥ s + 1. We have that y¯k,s is independent of e[0,s], since e[s+1,k] is independent of
e[0,s]; furthermore, rk is deterministic; thus the independence required in Assumption 1
is satisfied. We now need to verify (2.12a) for k ≥ s. For k = s, we have
|ys − y¯s,s| = |ys| = 1c
∣∣∣h(vs, xs)− γ(rs − vs)− es∣∣∣
≤ 1
c
(
|h(vs, xs) + γvs|+ (γ + 1)β
)
≤ C1
(4.50)
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for some C1 > 0 and for each s ∈ Z+. To ensure this bound, we have used (from
Assumptions 5 and 6) the fact that r, e ∈ Uβ, and the fact that h(v, x) + γv is a
continuous function on the compact Vβ,γ × [0, 1]nx .
Now, we make use of Assumption 7. Let αc < 1 be the contraction rate of the
closed-loop dynamics (4.27)-(4.28). Since |γr + e| ≤ (γ + 1)β, we can apply Lemma 2
(with the time origin shifted to s+ 1) to see that there is a C2 > 0 such that
|yk − y¯k,s+1| ≤ C2αk−(s+1)c ∥(vs+1, x⊤s+1)− (v¯s+1, x¯⊤s+1)∥
= α−1c C2 αk−sc ∥(vs+1, x⊤s+1)∥
≤ α−1c C2C3 αk−sc
(4.51)
for each s ∈ Z+ and k ≥ s+1, where the constant C3 > 0 comes from the boundedness
of Vβ,γ × [0, 1]nx . Taking E[ · 4] on both sides of (4.50) and (4.51), we verify (2.12a)
with C = max{C41 , (α−1c C2C3)4} and α = α4c .
The random variables u¯k,s of Assumption 1 can be constructed in a completely
analogous way, and thus we omit this part of the proof.
4.B Hodgkin-Huxley kinetic functions
To define the ion channel kinetics of the Hodgkin-Huxley model, we first set
αm,1(v) = 0.1
−40− v
exp
(−40−v
10
)
− 1 βm,1(v) = 4 exp
(−v−65
18
)
αh,1(v) = 0.07 exp
(−v−65
20
)
βh,1(v) =
1
exp
(−35−v
10
)
+ 1
αm,2(v) = 0.01
−55− v
exp
(−55−v
10
)
− 1 βm,2(v) = 0.125 exp
(−v−65
80
)
Then, the functions τm,j and m∞,j, j = 1, 2, are given by
τm,j(v) =
1
αm,j(v) + βm,j(v)
m∞,j(v) =
αm,j(v)
αm,j(v) + βm,j(v)
(4.52)
The same relationships are used to define τh,1 and h∞,1.
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The ion channel kinetics of the CS models are given by the relationships (4.52), with
αm,1(v) = 0.38
−29.7− v
exp
(−29.7−v
10
)
− 1 βm,1(v) = 15.2 exp
(−54.7−v
18
)
αh,1(v) = 0.266 exp
(−v−48
20
)
βh,1(v) = 3.8
1
exp
(−18−v
10
)
+ 1
αm,2(v) = 0.019
−45.7− v
exp
(−45.7−v
10
)
− 1 βm,2(v) = 0.2375 exp
(−55.7−v
80
)
The remaining functions are given by
τm,3(v) = 0.3632 +
1.158
(1 + exp
(
v+55.96
20.12
)
m∞,3(v) =
0.0761 exp
(
v+94.22
31.84
)
1 + exp
(
v+1.17
28.93
)

1
3
τh,3(v) = 1.24 +
2.678
1 + exp
(
v+50
16.027
)
h∞,3(v) =
1(
1 + exp
(
v+53.3
14.54
))4
and
τm,4(v) = 2.35
m∞,4(v) =
1
1 + exp(−0.15(v + 50))
4.D Supporting material
Lemma 4 ([58], Theorem 7.7.7). Let H ∈ Cp×q be a Hermitian matrix given by
H =
 A B
B∗ C

with A ∈ Cp×p and C ∈ Cq×q. Then H is positive-definite if and only if A is positive-
definite and C −B∗A−1B is positive-definite.
Chapter 5
Identification of neuronal systems
In this chapter, we focus on the general problem stated in the beginning of the thesis:
identifying nonlinear systems given by the feedback interconnection of a passive system
and a system with a fading memory (Figure 2.1). We continue to work with the
input additive noise setup (Figure 2.7). Assuming the existence of a finite-dimensional
realization of the system in global normal form, and assuming that the data is generated
by a forward-Euler discretization of that realization, we thus focus on identifying
vk+1 = vk + tsc (−yk + ik) (5.1)
with
xk+1 = xk + tsf(vk, xk) (5.2a)
yk = h(vk, xk)− ek (5.2b)
where vk ∈ V ⊆ R, xk ∈ X ⊆ Rnx , yk ∈ R. We will assume throughout that the
sampling time ts is small enough to ensure that (5.2) realizes an operator with a fading
memory. Recall that we refer to (5.2) as the internal system, and to (5.2a) as the
internal dynamics. In this chapter, we use the notation of Sections 4.2 and 1.1.
The purpose of the identification problem is to obtain a simulation model for the
system (5.1)-(5.2), that is, to obtain a model that is able to predict the output v given
a realization of the input ik + ek. To do so, we will again rely on the “direct approach”
of closed-loop system identification (see Section 2.5.1): we identify the inverse system
(5.2) using an output-error model structure.
This chapter is aimed at exploring two extensions of the identification method of
Chapter 4. First, we ask whether the output feedback ik = γ(rk − vk) used in the last
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chapter (“voltage-clamp”) can be put aside in favour of exciting the system directly
through the applied current ik (“current-clamp”). Second, we propose an identification
method for neuronal systems which does not assume any prior knowledge of the system
dynamics.
The feedback requirement
Given the drastically different signals that can be generated by different realizations
of the input noise (Figure 2.8), it is important to ensure that the cost function used
for identification be asymptotically independent of the realization of the noise. This
is crucial to identify the same model regardless of the realization of the input noise.
In Chapter 4, we discussed how output feedback can be used to ensure this property:
under the assumption that the input additive noise is white, it allowed us to verify the
basic assumptions of the PEM method.
It is interesting to consider in which cases we may forgo the output feedback strategy
and still verify those assumptions. There are two sources of motivation behind this
question. First, from a practical viewpoint, obtaining measurements with voltage-clamp
(with output feedback) is more challenging than doing so with current-clamp: it is more
difficult to obtain good quality measurements of the voltage while applying feedback
at the same time [43].
Second, from the viewpoint of modeling bias, there is the fact that using output
feedback in the data collection part of an identification experiment results in an
experimental condition that may be rather different from the operating regime of the
system when no output feedback is applied. We know from system identification theory
that, when the ground truth system does not belong to the model structure, in order
to maximize the predictive power of the identified model, it is important that the
experimental condition used for data collection be similar to the conditions under
which the model will be used for prediction [77, 76].
In Section 5.1, we will show that a noise-induced synchronization phenomenon
originally discovered in chaotic systems driven by noisy inputs may allow us to apply
the convergence result of the PEM without resorting to output feedback. We will then
use this phenomenon to justify an identification method based on a black-box model
structure for the internal system (5.2), which we discuss next.
A black-box internal model structure
In Chapter 4, we assumed that the internal dynamics (5.2a) (the ion channel kinetics,
in conductance-based and Markov models) was known a priori. Even though this is
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a common assumption made by neuroscientists who need to find models to explain
neurophysiological data, it is somewhat unrealistic to expect that it holds in a practical
situation. It is known, for instance, that there exists a high variability in kinetic
parameters that are identified based on neurons of the same type but from different
animals of the same species (see [87, 99] and references therein).
To tackle this issue, we completely drop any prior knowledge assumption on the
structure of the ground truth internal dynamics. We propose to identify the system in
a two-step procedure sharing similarities with the procedure presented in Chapter 3.
In the first step, we use feedback in experiment design, as well as a linear model
structure, to identify the eigenvalues of the linearized internal dynamics at the bi-
furcation equilibrium underlying the system’s excitability properties. If the ground
truth system has an exponentially contracting internal dynamics, then (based on the
previous chapter) we can ensure that this step provides converging estimates of those
eigenvalues. In the second step, the identified eigenvalues are used to define a nonlinear
black-box model structure possessing universal approximation properties; this model
structure is then used to identify the inverse of the neuronal system.
As we have seen in Section 2.5.2, the type of bifurcation and the system dynamics in
the proximity of the bifurcation determine much of the excitable behavior of a neuron.
We will show that the two-step nature of the procedure is warranted by the fact that
using those eigenvalues in the model structure allows for precise identification of the
linearized dynamics with relatively few states in the model.
Assuming that the noise-induced synchronization phenomenon occurs for the class
of inputs used in the identification experiment, we are able to ensure convergence of the
associated cost function. Since we do not assume that the neuronal system belongs to
the black-box model structure, we leave the question of asymptotic consistency aside,
and focus on model validation. When the system to be identified does not belong to
the model structure, then the process of identification becomes one of approximation
of the ground truth system. In that case, (asymptotic) bias in the parameter estimates
is unavoidable.
Forgoing the output feedback in the nonlinear identification part of the procedure,
and working with signals that more closely resemble the behavior of neurons in the
brain, allow us to obtain approximations that have good predictive power. We introduce
a novel general-purpose signal aimed at identifying the types of excitability discussed
in Section 2.5.3, and we demonstrate the identification procedure using artificial
data gathered from ground truth models representative of different types of excitable
behavior.
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The remainder of the chapter is organized in the following way: in Section 5.2, we
introduce the model structure used for identifying the neuronal system’s inverse model.
In Section 5.3, we develop our identification method, including a linear identification
stage, a nonlinear identification stage, and input design. In Section 5.4, we demonstrate
that the identification method is capable of delivering neuronal models that can
quantitatively and qualitatively predict the behavior and excitability type of Class I,
Class II, Class II∗ and bursting neurons.
5.1 Noise-induced synchronization
When two identical nonlinear oscillators are driven by the same periodic excitation, it
may happen that their outputs synchronize: they oscillate with the same waveform
and phase. An analogous phenomenon may happen when two identical nonlinear
systems are driven by the same realization of filtered white noise. In this section, we
first introduce Lyapunov exponents, and connect them to the concept of exponential
contraction used in the previous chapters. We then review evidence that has been
gathered in the physics community showing that the maximal Lyapunov exponent of
a driven system can acquire negative values due to noisy excitation. We finish the
section by linking the phenomenon to the identification of neuronal systems, using it
to justify the application of the PEM to non-equilibrium closed-loop systems.
5.1.1 Lyapunov exponents and synchronization
Consider the system
xk+1 = f(xk) + uk (5.3)
where xk ∈ X ⊆ Rnx , f is a continuously differentiable function, and uk is a stochastic
forcing term.
In the deterministic case, where u = 0, Lyapunov exponents provide a measure of
the sensitivity of a trajectory xk to changes in its initial condition x0, and a positive
maximal Lyapunov exponent gives an indication of chaotic behavior [111, 140]. When
u is a nonzero noisy forcing term, the Lyapunov exponents are rather interpreted as a
local measure of synchronization between trajectories affected by the same realization
of the noise [111]. We will briefly discuss this latter interpretation.
Consider two infinitesimally close trajectories of the system, xk and xk + δxk, for
k ≥ 0. If δxk remains sufficiently small, then, to first-order approximation, its evolution
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is governed by
δxk+1 = ∂f∂x(xk)δxk (5.4)
Note that since the trajectory xk = ϕk,0(u, x0) depends on x0 and u (through (5.3)),
the linearized dynamics above also depends on those variables.
Given an initial δx0, the trajectory of (5.4) is given by
δxk =Mk(x0;u)δx0 (5.5)
where
Mk(x0;u) = ∂f∂x(xk−1)
∂f
∂x
(xk−2) . . . ∂f∂x(x0) (5.6)
A Lyapunov exponent at x0 in the direction δx0 for a trajectory of (5.4) is defined
by (see e.g. [21, Definition 2.100] and [6, Definition 3.2.2])
λ(x0, δx0;u) = lim sup
k→∞
1
k
log ∥Mk(x0;u)δx0∥∥δx0∥ (5.7)
Because the Lyapunov exponents above depend on the noise realization u, in the
physics literature they are sometimes called conditional Lyapunov exponents [108, 109].
Assuming that ∂f/∂x(xk) is bounded for all k ≥ 0, then λ(x0, δx0;u) ∈ R∪ {−∞}
for all δx0 ∈ Rnx , and the number of distinct values that λ(x0, δx0;u) can take as a
function of δx0 ≠ 0 is at most equal to nx, the dimension of the state-space [6, pp.
144-145]. The largest of those values is called the maximal Lyapunov exponent, which
we denote λ1(x0;u). Thus
λ1(x0;u) ≥ λ(x0, δx0;u) (5.8)
for all δx0.
In case there exists a β > 0 such that λ1(x0;u) < −β < 0, then it is known that the
system (5.4) is exponentially stable [6]. In other words, there exists a c > 0 such that
∥δxk∥ ≤ c ∥δx0∥e−βk, k ≥ 0 (5.9)
which shows that the two infinitesimally close trajectories initially considered converge
to each other — they synchronize due to the common input.
The constant c > 0 in (5.9) depends on the realization of the input u, but it also
depends in general on the initial condition x0. The behavior of λ(x0, δx0; 0) as a
function of x0 and δx0 is the subject of ergodic theory [34, 111]. In particular, there
exist results which provide conditions for λ(x0, δx0; 0) to be almost everywhere (with
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respect to some measure) independent of x0, and also for (5.7) to hold with the limit
superior replaced by a simple limit.
Rather than delve into this subject, which is out of the scope of this work, we will
work with the assumption that synchronization occurs with a constant c = c(u) that is
independent of initial conditions. In this case, 5.9 becomes exponential contraction,
with the caveat that it holds only for a fixed realization of the input u. This implies
global convergence of trajectories subject to the same input realization:
Lemma 5. Consider the prolonged system (5.3)-(5.4) for a fixed realization of u, and
assume that there exists a β > 0 and a c > 0, dependent on u but independent of x0,
such that (5.9) holds for all x0 ∈ X. Suppose also that the state-space X is convex.
Let xk = ϕk,0(u, x0) and x˜k = ϕk,0(u, x˜0). Then
∥xk − x˜k∥ ≤ c ∥x0 − x˜0∥e−βk, k ≥ 0
for all x0, x˜0 ∈ X.
Proof. See Appendix 5.A.1.
5.1.2 The effect of noise on Lyapunov exponents
An important discovery made over the recent decades is that the presence of a sufficiently
strong noisy input u in (5.3) can make the sign of the maximal Lyapunov exponent λ1
become negative. This may happen in situations where the unforced system (u = 0)
has λ1 ≥ 0, which tipically happens for autonomous systems with limit cycles or chaotic
attractors. This phenomenon was first observed by physicists when studying the effects
of noise in chaotic systems [112, 65, 141], see [12] for a review. It was then found that
the same phenomenon occurred in various kinds of neuronal models [64, 154, 36].
This phenomenon, named noise-induced synchronization, can be observed in a wide
range of excitable and chaotic systems. However, as far as we know, a characterization
of the class of systems (and inputs) for which the phenomenon always takes place is
currently unknown. It has been shown, for instance, that while the Lorenz chaotic
system exhibits noise-induced synchronization when forced by a zero-mean white noise
of sufficiently high variance, the same type of noise never induces synchronization in
the chaotic Rossler system, no matter how large the noise variance is [12].
One explanation for noise-induced synchronization is that noise drives the trajec-
tories of the system to spend more time on regions of contraction, in the state-space,
than in regions of expansion [153]. When the phenomenon occurs in noisy neuronal
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oscillators, some authors have observed that it can be studied heuristically in terms of
phase-response curves [44, 36].
We illustrate the noise-induced synchronization phenomenon using the Hodgkin-
Huxley model in Figures 5.1-5.3. In Figure 5.1, two trajectories, which are initialized
at different initial conditions, were obtained by exciting the system with a constant
current of i = 10 µA/cm2. In this regime, there is a stable limit cycle in the system
dynamics. The trajectories are eventually separated by a constant phase shift, which
depends on the initial conditions. The fact that trajectories in the limit cycle never
converge to each other is explained mathematically by the existence of a zero maximal
Lyapunov exponent1.
In Figure 5.2, we repeat the experiment, starting the trajectories at different initial
conditions, but this time adding a white Gaussian noise signal of zero mean and σ = 10
µA/cm2 to the same constant i = 10 µA/cm2. It can be seen that the two trajectories
eventually converge to each other – they synchronize, due to the common added white
noise at the input.
An important question is whether any realization of the white noise results in
a negative Lyapunov exponent. For oscillators that can be studied using the phase
reduction method, analytical results have been obtained demonstrating that this is
indeed the case [141, 65]. For conductance-based models in the excitable regime (at
rest for zero excitation), no analytical results are available.
We can nonetheless perform numerical experiments to check whether different noise
realizations cause maximal Lyapunov exponents to become negative. In Figure 5.3,
we show how the maximal Lyapunov exponent evolves in time2 for twenty different
trajectories of the Hodgkin-Huxley model, obtained by exciting the system with a
constant i = 7 µA/cm2 perturbed by twenty different realizations of added white
Gaussian noise e of standard deviation σ = 30 µA/cm2. The system is in the excitable
regime, with noise causing the system to produce spikes at random times. In all cases,
the initial condition was set at the equilibrium state corresponding to i = 7 µA/cm2.
It can be seen that in all exponent trajectories, the graph becomes negative, giving an
indication that noise-induced synchronization may hold for all realizations of the noise.
1This is the real part of the marginally stable Floquet exponent [21] of the periodic time-varying
system given by the linearization of the Hodgkin-Huxley model around a trajectory in the limit cycle.
2To compute the exponents numerically, we used a Matlab implementation of the algorithm
described in [151].
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Fig. 5.1 Two different voltage trajectories of the Hodgkin-Huxley model (Figure 2.2)
with i(t) = 10 µA/cm2 and no input additive noise.
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Fig. 5.2 Two different voltage trajectories of the Hodgkin-Huxley model (Figure 2.2)
with i(t) = 10 µA/cm2 an input-additive white Gaussian noise e(t) of σ = 10 µA/cm2.
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Fig. 5.3 Evolution of the maximal Lyapunov exponent computed numerically for twenty
different trajectories of the Hodgkin-Huxley model. The trajectories are obtained by
exciting the system with a constant i = 7 perturbed by twenty different realizations of
input-additive white Gaussian noise e of standard deviation σ = 30 µA/cm2.
5.1.3 Noise-induced synchronization and system identification
There are two ways in which noise-induced synchronization can benefit the identification
of a neuronal system. First, it may guarantee the fundamental assumptions of the
PEM method (Section 2.3.1). Second, it may help identified models to successfully
simulate the behavior of the ground truth system subject to noisy data. We develop
the first point in this section, and come back to the second point later, when we discuss
the validation of identified models.
The next result will be useful to show that the PEM can be applied when global
noise-induced synchronization occurs:
Proposition 8. Consider the system (5.1)-(5.2). Assume that the state-space V ×X
is convex, closed and bounded, and that f and h are continuously differentiable. Assume
also that i is a deterministic signal in Ud, and that ek, k ≥ 0, are zero-mean independent
random variables such that all realizations of e belong to Ud.
Finally, assume that, for all realizations of the noise e, there exists a β > 0
and a c > 0, independent of x0 (but possibly dependent on ik and on the probability
distributions of ek) such that the infinitesimal trajectories (δvk, δx⊤k ) evolving around
the solutions of (5.1)-(5.2) satisfy
∥(δvk, δx⊤k )∥ ≤ c ∥(δv0, δx⊤0 )∥e−βk, k ≥ 0
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for all v0 ∈ V and x0 ∈ X.
Let
uk = vk =
ts
c
(
−
k−1∑
n=0
yn + rk
)
+ v0
rk =
k−1∑
n=0
in
(5.10)
Then Assumption 1 is satisfied for the closed-loop system (5.2), (5.10).
This result can be proven in a completely analogous way to Proposition 6, so we
omit its proof. The main difference is that we use Lemma 5, instead of Lemma 2, to
show that the past of the inputs is forgotten exponentially fast.
Proposition 8 shows that the main convergence result of the PEM (Lemma 1) may
still be used to identify non-equilibrium nonlinear systems, as long as synchronization
is induced by the known excitation signal and the input-additive white noise. It may
be hard to rigorously prove that a given class of inputs will induce synchronization in a
given class of nonlinear systems, in the sense of Lemma 5. Nevertheless, the evidence
reviewed in the previous section shows that there are many systems for which it is
reasonable to expect noise-induced synchronization to hold.
5.2 Model structure
To identify the internal system (5.2), we will not assume prior knowledge of the
structure of the internal dynamics (5.2a). To tackle the problem, we rather rely on
the fading memory property of the internal system. It will motivate us to define a
black-box model structure based on a universal approximator.
The universal approximator we use is given by the cascade interconnection of a
finite-dimensional LTI system G(z) and an artificial neural network static nonlinearity
ψ(·). Figure 5.4 shows how this model structure is inserted in a feedback loop in order
to provide a simulation model for (5.1)-(5.2).
In this section, we define this model structure in detail, and show in what sense
it can approximate the system. In Section 5.2.1, we recall how time-delay networks
can be used to uniformly approximate a system operator with a fading memory. In
Section 5.2.2, we introduce the model structure, which is based on a modification of
the time-delay neural network where the delays are replaced by a set of generalized
orthogonal basis functions (GOBFs). The choice of the poles of the GOBFs, in view of
the closed-loop nature of the identification problem, is discussed in Section 5.3.2.
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Fig. 5.4 Black-box model structure
5.2.1 Time-delay neural network approximators
System operators that have a fading memory can be uniformly approximated by simple
classes of nonlinear systems. A popular class among those is the class of time-delay
neural networks (TDNN), which we now describe.
We start by defining an artificial static neural network. We denote by nℓ ∈ N the
number of layers in the network. For ℓ = 1, . . . , nℓ, let n(ℓ)a be the number of activation
functions in the ℓth hidden layer, and n(0)a and n(nℓ+1)a the number of inputs and outputs
of the network, respectively. Given the weight matrices W (ℓ) ∈ Rn(ℓ+1)a ×n(ℓ)a and the bias
vectors bℓ ∈ Rn(ℓ+1)a , let
y(ℓ) = W (ℓ)u(ℓ) + b(ℓ), ℓ = 0, 1, . . . , nℓ (5.11)
with
u(ℓ)a =
1
1 + exp
(
−y(ℓ−1)a
) , a = 1, . . . , n(ℓ)a , ℓ = 1, . . . , nℓ (5.12)
We define an artificial neural network nonlinearity ψ : u 7→ y by setting u(0) = u and
y = y(nℓ), so that that n(0)a = dim(u) and n(ℓ+1)a = dim(y).
The following result shows that a discrete-time system operator with a fading
memory can be approximated uniformly arbitrarily well by a single-layer time-delay
neural network.
Lemma 6. Consider a causal, time-invariant operator F : ℓ∞(Z+) → R(Z+) with
a fading memory on Ud. For an integer n > 0, let H(n) : ℓ∞(Z+) → R(Z+)(n+1) be
defined by
(H(n)v)k = [vk, vk−1, . . . , vk−n]⊤, (5.13)
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and let ψ be a neural network with nℓ = 1, n(0)a = n+ 1 and n(nℓ+1)a = 1. Then, there
are integers n, n(1)a > 0 and real parameters W (0),W (1), b(0), b(1) such that for any ϵ > 0,
|(Fv)k − ψ((H(n)v)k)| < ϵ, k ∈ Z+
for all v ∈ Ud.
Proof. See [120, Theorem 1] and [107, Proposition 1].
Lemma 6 suggests that the model structure of Figure 5.4 could be realized with
G(z) replaced by the transfer function
H(n)(z) = [1, z−1, . . . , z−n]⊤ (5.14)
and with a single-layer static neural network ψ(·). Although theoretically justified,
this choice comes with two issues related to the size of the model structure, that is, its
number of states and parameters. First, to accurately approximate an operator with
a slowly fading memory (e.g., one realized by an exponentially contracting dynamics
with a small contraction rate α), the system H(n)(z) should have a long (but finite)
memory, implying that n should be large. A large n results both in a large number of
states in the dynamics of the model structure, and in a large number of parameters in
W (0). The second issue relates to the single-layer assumption on the neural network:
it is known that increasing the number of layers in an artificial neural network may
dramatically decrease the number of elements in the network required to achieve a
desired approximation accuracy [138].
A popular approach to overcome the memory limitations of feedforward time-delay
networks is to introduce recurrency in the network. This comes at a price: recurrent
networks are harder to train, may face instability issues, and possess more local minima
than feedforward networks.
5.2.2 Universal approximator with Generalized Orthonormal
Basis Functions
We could alternatively interpret the set of delays {z−n}n∈Z+ , the elements of H(n)(z)
in (5.14), as a set of basis functions in a LTI system space. Depending on the system
to be approximated, there might exist a more efficient set of basis functions to perform
the approximation, that is, a set which requires fewer parameters in the model to
achieve the same approximation margin.
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To improve on the TDNN model structure, we replace the set of time-delays by a far
more general and flexible set of of LTI basis functions: the so-called set of Generalized
Orthonormal Basis Functions (GOBFs) [54, 55]. The aim of this section is to show
that the dynamic neural network obtained with GOBFs retains the approximating
capabilities of TDNNs.
To define the set of GOBFs, we first have to choose a sequence ξ = {ξ0, ξ1, ξ2, . . . }
of (possibly complex) poles such that |ξi| < 1 for all i ∈ Z+. Using this sequence, we
define the causal transfer functions
G0(z) = zd
√
1− |ξ0|2
z − ξ0
Gi(z) = zd
√
1− |ξi|2
z − ξi
i−1∏
j=0
1− ξ¯jz
z − ξj , i = 1, 2, . . .
(5.15)
with d = 0 or d = 1.
Note that when d = 1 and all the poles in {ξi}i∈Z+ are equal to zero, we recover
the set of time-delay basis functions. When d = 0 and all the poles in {ξi}i∈Z+ are the
same, we obtain a set of basis transfer functions called Laguerre filters. The utility of
generalized basis functions comes from the fact that poles are allowed to be distinct,
and thus the choice of poles may be adapted to the system which is being approximated.
The set of GOBFs get their name from the fact that, under a mild condition on the
sequence of poles {ξi}i∈Z+ , they form a fundamental3 orthonormal set in H2(C+), the
space of functions which are analytic on C+ = {z : |z| > 1} and square integrable on
the unit circle [96]. In other words,
∞∑
k=0
(g∗i )k(gj)k = 0, ∀ i ̸= j, i, j > 0
where here the asterisk denotes complex conjugation, and (gi)k are GOBF impulse
responses at time k. This property is relevant in the context of neuronal system
identification. Figure 5.5 illustrates that for GOBFs defined with timescales which
are much larger than those of a hypothetical input spike with voltage trace vs, the
responses gi ∗ vs to the spike are similar to the impulse responses gi. This means that,
for relatively slow GOBFs, a fast input spike behaves approximately as an impulse,
and thus the outputs of different slow GOBFs to the same fast spike will be close to
orthogonal. In the model structure which we will define, orthogonality of the signals at
3A fundamental set in a normed space X is a subset M ⊂ X whose span is dense in X [69].
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the output of the GOBFs ensures that the ANN nonlinearity receives a rich (persistently
exciting) set of inputs to nonlinearly combine.
The set of GOBFs may also form a basis for other system spaces, as the following
result shows:
Lemma 7 ([4]). The set (5.15), with d = 1, is fundamental in ℓ1, the space of discrete-
time LTI systems whose impulse responses are absolutely integrable, if k−α = O(1−|ξk|)
for some 0 < α < 1.
The next result generalizes Lemma 6 so that GOBFs can be used to approximate a
system with a fading memory.
Theorem 3. Consider a causal, time-invariant operator F : ℓ∞(Z+) → R(Z+) with
a fading memory on Ud. Let {ξi}i∈Z+ be a sequence of poles satisfying the condition
stated in Lemma 7. For an integer m > 0, let G(m) : ℓ∞(Z+)→ R(Z+)(m+1) be defined
by
(G(m)v)k = [(G0v)k, (G1v)k, . . . , (Gmv)k]⊤ (5.16)
with the Gi being the operators associated to (5.15) with d = 1. Let ψ be a neural network
with nℓ ≥ 1, n(0)a = m+1 and n(nℓ+1)a = 1. Then, there are integers m,n(1)a , · · · , n(nℓ)a > 0
and real parameters W (ℓ) and b(ℓ), for ℓ = 0, 1, . . . , nℓ, such that for any ϵ > 0,
|(Fv)k − ψ((G(m)v)k)| < ϵ, k ∈ Z+ (5.17)
for all v ∈ Ud.
Proof. Let ϵ0 > 0 be given. By Lemma 6, there is a number n = n(ϵ0) > 0, and
parameters n(1)a > 0 and W
(0)
fir ∈ Rn
(1)
a ×n+1 defining a single-layer artificial neural
network ψ such that
|(Fv)k − ψ((H(n)v)k)| < ϵ0, k ∈ Z+
Now let W (0)obf ∈ Rn
(1)
a ×m+1, and consider the vector of transfer functions
Q(n,m)(z) = W (0)fir H(n)(z)−W (0)obfG(m)(z)
By Lemma 7, for every n and every ϵ1, there exists an m = m(n, ϵ1) > 0, and a
certain W (0)obf such that
∥q(n,m)i ∥ℓ1 =
∞∑
k=0
|(q(n,m)i )k| ≤ ϵ1, i = 1, . . . , n(1)a ,
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Fig. 5.5 Comparison between impulse responses (bottom) and spike responses (middle)
of four GOBFs given by (5.15) with ξ1 = 0.9802, ξ2 = 0.9980, ξ3 = 0.9998 and
ξ4 = 0.9995. The spike (top) used to compute the responses gi ∗ v was normalized so
that the area between t = 0 and t = t1 equals one (the same area of a Dirac impulse).
The impulse responses gi are mutually orthogonal, while the responses gi ∗ vs are not.
However, the responses g3 ∗ vs and g4 ∗ vs are close to g3 and g4, respectively, and thus
are close to being orthogonal to each other. This can be explained by the fact that
the timescales of g3 and g4 are much larger than those contained in the spike. The
sampling time used is ts = 0.01 ms.
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where q(n,m)i is the impulse response of the ith element of Q(n,m)(z).
Since the activation functions (5.12) are globally Lipschitz, there exists a constant
l0 such that,
|ψ((H(n)v)k)− ψ((G(m)v)k)| ≤ l0∥W (0)fir (H(n)v)k −W (0)obf (G(m)v)k∥∞
= l0∥(Q(n,m)v)k∥∞
≤ l0max
i
∥q(n,m)i ∥ℓ1∥v∥ℓ∞ ,
≤ l0 ϵ1β
for all k ∈ Z+. Here, we have used the fact that, for an arbitrary LTI system operator
Q : ℓ∞ → ℓn∞, maxi=1,...,n ∥qi∥ℓ1 is the induced system gain [155], and that the elements
of Ud are uniformly bounded by β.
Now we have that,
|(Fv)k − ψ((G(m)v)k)| ≤ |(Fv)k − ψ((H(n)v)k)|+ |ψ((H(n)v)k)− ψ((G(m)v)k)|
≤ ϵ0 + l0 ϵ1β
for all k ∈ Z+. Given ϵ > 0, we can always find n and m large enough so that we can
set ϵ0 < ϵ/2 and ϵ1 < ϵ/(2l0β), and obtain (5.17).
This proves the result for a single-layer neural network (nℓ = 1), which was obtained
by modifying the input weights W (0) of the time-delay neural network of Lemma 6.
The fact that the result also holds for a multi-layer network follows directly from the
fact that multi-layer networks with continuous activation functions are capable of
arbitrarily accurate approximation (in the uniform norm) to any continuous function
over a compact set [59, Theorem 2.1]. A multi-layer network can thus be used to
approximate the single-layer network ψ above to arbitrary precision, concluding the
proof.
We note that this result provides a proof of the uniform approximation capabilities
of the model structure suggested by [130] to identify systems with a fading memory.
5.2.3 Internal system model structure
Results such as Theorem 3 do not tell us how large the number of parameters defining
the size of the approximating structure (m, nℓ, etc.) need to be in order to achieve
a certain approximating margin ϵ in (5.17). They also do not tell us how to find the
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optimal neural network weight and bias parameters that achieve that margin. However,
Theorem 3 provides a solid justification for selecting a model structure to identify (5.2):
Assumption 13 (Model structure). Given a finite sequence {λ1, λ2, . . . , λnλ}, and an
integer nrep ≥ 1, let ξ0 = 0 and
ξi+jnλ = λi, i = 1, 2, . . . , nλ, j = 0, . . . , nrep − 1 (5.18)
define a sequence of poles. Let
G(z) = [G0(z), G1(z), . . . , Gnλnrep(z)]⊤
where the SISO transfer functions Gi(z) are given by (5.15), with d = 1. Let ψ( · ; θ)
be an ANN static nonlinearity specified by nℓ and na, with the vector of parameters θ
encompassing the elements of the matrices W (ℓ) and the elements of the bias vectors
bℓ. The model structure used to identify the internal system (5.2) is given by
yˆk(θ) = ψ(G(q)vk; θ) (5.19)
where q is the forward shift operator, and the vector θ collects all the neural network
weights and biases.
The model structure above uses a periodic sequence of poles for the GOBFs. This
automatically satisfies the conditions of Lemma 7. This model structure is the element
on the feedback path in Figure 5.4, where nb = nλnrep. Note that the choice of ξ0
implies G0(z) = 1; this choice is made merely to emphasize the direct term in the
definition of G. The internal system model structure is commonly called a parallel
wiener system [128].
5.3 Identification procedure
The identification procedure has three stages: a preliminary stage, in which an equi-
librium bifurcation in the system dynamics is detected; a linear system identification
stage, where we identify the poles of a linear approximation of the internal dynamics
near the detected bifurcation; and a nonlinear system identification stage, where we
estimate the parameters of the nonlinear model structure (5.19). The principle behind
the two last stages is similar to that of Chapter 3: first, we use feedback to obtain
relevant information about the system; then, we use that information to successfully
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identify it. We will discuss these three stages in Sections 5.3.1-5.3.3, and finish with a
discussion on input design (for the nonlinear stage) in Section 5.3.4.
5.3.1 Preliminary stage: Bifurcation detection
Equilibrium bifurcations can be detected experimentally, as the current at which the
system equilibrium loses stability can be reliably measured. A simple procedure to
detect such a bifurcation starts by forcing the system trajectories to a stable equilibrium
state by applying a certain (usually negative) current imin for sufficiently long. We can
then obtain a rough estimate of the bifurcation current by applying a perturbed ramp
current of the form
ik = imin +
imax − imin
Kts
kts + ηk, 0 ≤ k ≤ K, (5.20)
where K is the length of the ramp in number of samples, ts is the sampling period,
imax is the maximum current attained by the ramp, and ηk is a white Gaussian noise
of zero mean and finite variance known to the user.
The perturbation ηk in (5.20) is meant to drive the trajectory away from a bifurcation
as soon as it happens. The perturbation is necessary to reliably detect Hopf bifurcations,
where, without the perturbation, the trajectory can remain in the vicinity of an unstable
equilibrium well after the bifurcation has occurred, causing the impression that the
equilibrium is still stable. Similarly, the perturbation is necessary to reliably detect a
saddle-node bifurcation, where the trajectory can remain in the ghost4 of an annihilated
equilibrium well after the bifurcation has occurred, causing the impression that an
equilibrium still exists.
Notice that, in practice, the effect of the user-determined perturbation ηk will be
the same as the effect of the input-additive noise ek in (5.2b). Thus, in practice, we
can rely on input-additive noise to help us detect the bifurcation, and ηk can be of low
or even zero intensity. Regardless of how the perturbation around the deterministic
ramp is generated, the time at which the system’s behavior noticeably changes can be
used to approximately determine the current i∗ and voltage v∗ at which a bifurcation
occurs. This procedure is best illustrated through an example:
4The ghost of a saddle-node equilibrium is the region of the state-space where, following a saddle-
node bifurcation, the vector field has a very small magnitude – the annihilated equilibrium’s influence
lingers on, hence the name. In such regions, the trajectories move very slowly (see, for instance, [63,
Section 3.3.5] or [140, Section 4.3]).
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Fig. 5.6 Bifurcation detection experiment for the Hodgkin-Huxley system (data gener-
ated using the model described in Example 3 of Chapter 4). Harmonic-type oscillations
of increasing amplitude indicate that a Hopf bifurcation has occurred.
Example 8. Figure 5.6 depicts a bifurcation detection experiment in which the
Hodgkin-Huxley neuron is excited with a deterministic ramp perturbed by a user-
defined white noise of variance 0.1 µA/cm2 and an input-additive white noise ek of
variance 1 µA/cm2 (the data was obtained by means of simulations of the HH model
described in Example 3 of Chapter 4). It can be seen that around k∗ts ≈ 1250 ms, the
membrane voltage starts displaying harmonic-type oscillations of increasing amplitude
centered around v∗ = −60 mV; this hints that there is a Hopf bifurcation at that
voltage. By the time the neuron starts spiking, the bifurcation has already happened.
The bifurcation current can be estimated to be around i∗ ≈ 8.3 µA/cm2 (this is close
to the theoretical value of i∗ = 8.18 µA/cm2).
If necessary, to refine the estimate of the bifurcation current, the same procedure
can be repeated multiple times, each time using a shallower ramp (this can be achieved
by increasing K while keeping imax and imin fixed). Alternatively, constant values of
i close to the rough value of bifurcation current obtained previously can be used to
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probe the stability of the system, in which case the perturbation ϵ(t) does not need to
be used (provided that a long time is allowed for instability to be detected).
5.3.2 Linear identification stage
The purpose of the linear identification stage is to find a good sequence of poles {ξi}i∈Z+
for the set of basis functions (5.15). In this section, we use the notation from Section
4.6.1, in which Gint(z; v) denotes the linearization of the internal system (5.2) around
the equilibrium point x∞(v).
In the discussion that follows, we make use of the following fact:
Proposition 9. Assume that Gint(z; v∗) has a partial fraction decomposition of the
form
Gint(z; v∗) = a∗0 +
nx∑
i=1
a∗i
z − λ∗i
and consider the sequence of GOBFs of Assumption (13). Then there is a coefficient
vector C∗ = [c∗1, . . . , c∗nλnrep+1], such that
|Gint(ejω; v∗)− [a∗0 C∗]G(ejω)| ≤
nx∑
i=1
∣∣∣∣∣ a∗iejω − λ∗i
∣∣∣∣∣
nλnrep+1∏
m=1
∣∣∣∣∣ λ∗i − ξm1− ξ¯mλ∗i
∣∣∣∣∣ (5.21)
for ω ∈ [0, π/ts].
Proof. The coefficients in C∗ are obtained by projecting the strictly proper term of
Gint(z; v∗) onto the subspace ofH2(C+) spanned by {Gi(z)}i=1,2,...,nλnrep+1. This implies
the bound on the right-hand side of (5.21) (see, for instance, [55, Section 2.2]).
The choice of GOBFs poles
It is natural to first think of an optimal choice of GOBF poles for approximating
the ground truth system in an ideal situation where the system dynamics is known.
When the ground truth internal dynamics (5.2a) is linear, for instance, the poles of
Gint(z; v) = Gint(z) are fixed. In view of Proposition 9, the obvious choice is to use
those fixed poles to determine the sequence {λi} of Assumption 13, and set nrep = 1.
Those poles would need to be identified, of course, and we will shortly discuss that
point.
In general, however, Gint(z; v) will have moving poles and zeros (they will depend
on v). In that case, it is not obvious how to choose {λi}. We propose that in this
situation, a parsimonious choice for the sequence of GOBF poles should be based on
124 Identification of neuronal systems
the linearization of the ground truth system at the equilibrium bifurcation determining
the type of excitability of the system (see Section 2.5.3).
To make this idea more precise, suppose that, for an input current i∗, there is an
equilibrium bifurcation5 in the dynamics (5.1)-(5.2) at (v∗, x∞(v∗)). Let {λ∗i }i=1,...,nx
be the poles of Gint(z; v∗), and let
Gˆint(z; v; θ) =
∂ψ(u; θ)
∂u
∣∣∣∣∣
u=G(1)v
G(z), (5.22)
be the linearization of the model structure (5.19) around the equilibrium G(1)v
(note that G(1) is the DC gain of the vector of GOBFs). Then, if we choose
{λi} = {λ∗i }i=1,...,nx , it follows from Proposition 9 that the linearized model struc-
ture Gˆint(z; v∗; θ) will contain the ground truth Gint(z; v∗) even if only one repetition
of the sequence of poles in (5.18) is used.
Identifying the GOBF poles
The poles {λ∗i }i=1,...,nx of Gint(z; v∗) are initially unknown, and have to be estimated.
To do so, we rely on the results presented in Section 4.6: we use output feedback
in order to estimate a linear approximation of the nonlinear internal system at the
bifurcation point x∗ = x∞(v∗).
Following the development of Section 4.6, a general strategy to estimate the poles
of Gint(z; v∗) is to use a reference input rk = r¯ + r˜k, k ≥ 0, such that v∗ = v∞(r¯)
and such that r˜k is a quasi-stationary signal of small amplitude. Theorem 2 shows
that, provided that the relevant assumptions are satisfied, we can obtain an estimate
Gˆlin(z; θˆN) of Gint(z; v∗) that converges as N →∞.
We should not expect Gˆlin(z; θˆN) to be an asymptotically consistent estimate of
Gint(z, v∗), since the system behavior is (mildly) nonlinear, and the model structure is
linear. However, assuming that the order of Gˆlin is correctly chosen, we should expect
some of the poles of Gˆlin(z; θˆN), for N large enough, to approach the corresponding
poles of Gint(z, v∗).
For some N , assume that {λˆi}i=1,...,nˆλ are the poles of the estimated Gˆlin(z; θˆN)
(we omit the subscript N in the λˆi for clarity). Then, we set {λi} = {λˆi}i=1,...,nˆλ so
as to define the sequence of GOBF poles (5.18). Note that, as seen in Example 7, in
5Note that here we talk about equilibrium bifurcations in discrete-time systems. These bifurcations
are different from the bifurcations that occur in continuous-time systems, which were briefly mentioned
in Section 2.5.2. For small sampling times ts, this distinction is of no consequence for the rest of the
discussion.
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practice, some of the poles of Gint(z, v∗) might be hard to identify (due to zero-pole
near cancellations in the ground truth system, or other factors), in which case they are
left out of the sequence of GOBF poles.
To correct for the mismatch between {λˆi} and {λ∗i }, including the possible omission
of ground truth poles, we can increase the number of repetitions nrep. From (5.21), this
has the effect of decreasing the achievable error in the approximation of Gint(ejω; v∗).
We close this section by remarking that this method of choosing basis functions
for a model structure containing a linear dynamics can be applied to other types of
neuronal modeling paradigms. The GOBFs obtained in this way could be used, for
instance, instead of the time-delay basis functions of the Generalized Integrate-and-Fire
model described in Section 2.4.2.
5.3.3 Nonlinear Identification stage
Once the poles of the model structure (5.19) have been selected, we can then estimate
its parameters. Because we do not assume that the ground truth system belongs to the
model structure, we need to identify the system with signals that are representative of
its operating regime (such signals will be discussed in the next section). To use such
signals, we refrain from applying the feedback method of Chapter 4. Instead, we show
that in case noise-induced synchronization occurs during the identification experiment,
we are still able to obtain convergence (ergodicity) of the prediction error.
We again make use of the following assumption:
Assumption 14. The signals ik and vk = uk are known (vk is measured without
noise), and ik is a deterministic signal that belongs to Ud.
Assumption 14 allows us to compute yk from (5.1).
Theorem 4. Let yˆk(θ) be given by (5.19) and yk be given by (5.2). Let
VN(θ) =
1
N
N∑
k=1
(yk − yˆk(θ))2
Under Assumptions 13-14, and under the assumptions stated in Proposition 8,
VN(θ)→ E[VN(θ)]
uniformly in D, w.p. 1 as N →∞.
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Proof. The minimal state-space realization of the model structure (5.19) has an expo-
nentially contracting dynamics, since the GOBFs are LTI and stable. Since the model
structure is only parameterized at the output static nonlinearity, the dynamic part of
its state-space realization is the same as that of the partial derivatives of the model
structure with respect to the elements of θ. Thus, Assumption 2 is satisfied by the
model structure. We can then apply Proposition 8 to show that the ground truth
system satisfies Assumption 1. The result then follows from Lemma 1.
The optimal parameter estimates are obtained as usual through
θˆN = argmin
θ∈D
VN(θ)
Notice that, once the GOBFs are fixed, this reduces to the problem of fitting a
multi-layer artificial neural network nonlinearity. This can be solved numerically,
very efficiently, using the backpropagation algorithm [11]. Although the numerical
solution will depend on how parameters are initialized in the algorithm, good solutions
can usually be found by solving the problem multiple times, using different initial
parameters at each time.
As mentioned earlier, however, we cannot expect to obtain consistent estimates.
Instead, we now focus on input design and validation.
5.3.4 Input design and validation
When identifying a system that does not belong to the model structure, the input used
to perform parameter estimation heavily influences the quality of the identified model;
the parameter estimates θˆN are only optimal with respect to the deterministic input ik
used to excite the system.
Even for simple linear systems, it is well known that a model that is estimated
and successfully validated on one class of signals may not be well validated on another
class of signals (for a simple analytical example, see [77, Example 8.2]). A good type
of training input is thus one that results in a model that generalizes well towards (that
is validated sucessfully on) different classes of input.
Inputs used in the literature
In the context of biophysically realistic neuronal models, [33] studied how well models
trained on either steps, ramps, or constant-mean white noise generalized towards
input types not used for training. It was found that models trained on combined data
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from multiple experiments with ramp and step inputs generalize well towards noisy
input; on the other hand, models trained solely on noisy input do not generalize well
towards ramp and step inputs. The conclusion seems to be that using noisy input in
the identification of neuronal systems might not be the best choice for input design,
and indeed many works in the field of parameter extraction for biophysically realistic
neuronal models limit the type of the excitation to either steps or ramps.
However, there is evidence in the field of system identification that filtered white
noise (and random phase multisines) are good signals to identify nonlinear oscillators
[26]. Since periodic oscillatory behavior is a possible regime of excitable behavior,
this evidence should at least in part apply to those systems as well. Furthermore,
filtered white noise has an advantage as an input signal over ramps and steps in that
it allows arbitrarily long data-gathering experiments to be conducted, whereas when
using ramps and steps, multiple experiments of a limited length need to be conducted.
It is worth mentioning that some authors have used swept-sine signals (also known
as chirp or zap), given by sinusoids with increasing frequencies in time, to characterize
the frequency response of single neurons [118, 110]. One issue with this type of signals,
as shown in [26], is the fact that they may not provide a sufficiently rich excitation for
nonlinear systems possessing limit-cycles.
Input design for identifying excitability
One class of inputs that does not seem to have been explored in depth in the literature is
the combination of user-defined white (or filtered) noise with a deterministic ramp (note
that the user-defined input noise in ik should not be confused with the unmeasured
membrane current noise ek). We have previously described this type of input in
Equation (5.20), in the context of bifurcation detection. We reproduce it here for
convenience:
ik = imin +
imax − imin
Kts
kts + ηk, 0 ≤ k ≤ K,
We argue that the class of inputs above ideal to identify excitability, particularly
when using a very general model structure such as the one introduced earlier. The key
lies in a judicious selection of the value of the variance of the noise ηk.
Keeping the variance of ηk sufficiently low is useful to ensure that the linearized
behavior of the system in the subthreshold voltage range v < v∗ is well captured by the
estimated model (in Figure (5.6), for instance, this is the range where v < −60 mV).
By estimating well the linearized behavior of the ground truth system, the estimated
model will not have spurious bifurcations of the stable equilibrium that defines the
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subthreshold regime of the system. Furthermore, estimating well the linearized behavior
guarantees that the right bifurcation is learned by the estimated model.
In the nonlinear identification stage, the variance of ηk should, however, not be
too small. First, it is important to keep the signal-to-noise ratio as large as possible.
Equally important, the noise should be large enough to allow identification of the limit
cycle attractor underlying spiking behavior. To identify such attractors, it is important
that the the state-space of the original system be explored as much as possible close to
the limit cycle [26], and for that to happen, the input noise level should be sufficiently
high.
Periodizing the ramp
In order to design effective input signals to identify excitable behaviors, we need to
be able to capture the hysteresis of the F-I curve that defines Type II and Type II∗
excitability. For that reason, it is important that we not only apply an increasing ramp,
but also a decreasing ramp that starts from a high current.
We thus propose an input signal in which white or filtered white noise is added to
a deterministic sawtooth wave — a periodic combination of increasing and decreasing
ramp signals. This input is given by
ik =

imin + 2
imax − imin
K
(k − pK) + ηk, pK ≤ k < pK +K/2
imax − 2imax − imin
K
(k − pK −K/2) + ηk, pK +K/2 ≤ k < (p+ 1)K
(5.23)
for p = 1, . . . , P , where K is the period of the wave, in number of samples, assumed
to be such that K/2 is an integer, and P is the number of periods of the wave. The
signal ηk is white or coloured noise.
In addition to allowing for the identification of excitability, a periodized ramp allows
for arbitrarily long experiments (in which case the convergence results presented before
can be applied).
Validation
Despite the fact that our identification strategy focuses on identifying the internal
system (5.2) with an output error nonlinear model structure, the ultimate objective of
the identification procedure is to be able to successfully simulate the excitable behavior
of the closed-loop system (5.1)-(5.2), and not just that of the internal system. This
means that, for validating the identified model, we need to compare the output of
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(5.1)-(5.2) to the output of
vˆk+1 = vˆk + tsc (−yˆ(θ) + ik + ek)
yˆk(θ) = ψ(G(q)vˆk; θ)
(5.24)
with θ = θˆN , using the same deterministic input ik and the same realization of the
noise ek, in case noise is used in the validation stage.
As previously discussed in Section 2.5, the behavior of two closed-loop systems
containing open-loop elements with quantitatively similar input-output behaviors is not
guaranteed to be qualitatively or quantitatively similar unless the open-loop components
share the same localized properties. By designing the identification procedure so as to
capture the local bifurcation underlying excitability, we expect to successfully validate
the closed-loop simulation model (5.24).
At the same time, validation of the closed-loop model can be enhanced by the
noise-induced synchronization phenomenon described in Section 5.1. It has previously
been observed that noise-induced synchronization can happen if the systems driven by
the same noise realization are not identical; this has been referred to as a “structural
stability” property of noise-induced synchronization [64, 65] This means that the
identified model (5.24) and the ground truth system (5.1)-(5.2) may synchronize when
subject to the same realization of noisy input.
5.4 Numerical results
In this section, we apply the identification procedure described in Section 5.3 to
various neuronal models that are representative of different excitability classes. Data
is generated using models from the literature, corrupted by input-additive noise. The
purpose of these numerical examples is to provide a proof of concept of the method, and,
at the same time, provide insights into the problem of neuronal system identification.
5.4.1 Repeating GOBF poles smoothly improve IF curve iden-
tification
In this section, we identify the Hodgkin-Huxley (HH) model. The continuous-time HH
model is detailed in Example 3, and its kinetic functions are given in Appendix 4.B.
To identify the system, we follow the three identification stages described in Section
5.3. When we reach the nonlinear identification stage, we will illustrate the effect of
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increasing the number of GOBFs in the model structure of Assumption 13. To do that,
we will estimate three models, increasing the number of repetitions in the sequence
(5.18) for each model.
We start with the first stage, that of bifurcation detection. In Example 8, we have
shown that a single bifurcation detection experiment yields a bifurcation voltage of
v∗ ≈ −60 mV. We thus use this value in the next stage.
The second stage in the procedure is that of identifying a linear system close to the
detected bifurcation, with the goal of finding GOBF poles. In Example 7 of Chapter
4, we used voltage-clamp to identify several linear models approximating the linear
behavior of the internal system of the HH model around specific voltage setpoints.
The closest setpoint to the bifurcation detected in the first stage is v¯ = −60.08 mV .
We can use the poles of the linear system identified at that setpoint for defining the
GOBFs. The discrete-time linear system identified around v¯ = −60.08 mV has a pole
at λˆ1 = 0.9981 and another one at λˆ2 = 0.9664. For a sampling time of ts = 0.01 ms,
these correspond to the system time constants τ1 = 5.395 and τ2 = 0.2974, respectively,
shown in Figure 4.8 (we ignore the third, fast spurious pole shown in the figure).
The third step in the procedure is that of nonlinear identification. Defining
{λˆi}i=1,2 = {0.9981, 0.9664}, and fixing the neural network size parameters n(1)a =
n(2)a = 5, we investigate the effect of choosing nrep ∈ {1, 2, 4} in the quality of the
identified model. Note that for nrep = 1, the identified model will be a reduced model:
it has three states, one fewer than the HH model.
To generate data for the nonlinear identification step, we simulated a discretized
ground truth Hodgkin-Huxley model with ts = 0.01 subject to the input ik given by
(5.23) with the parameters shown in Table 5.1. Before that excitation is applied, the
system is allowed to relax to the equilibrium corresponding to imin. The data used in
the nonlinear identification stage is shown in Figure 5.7. The input-additive noise used
in the experiment is white Gaussian noise such that σ[ek] = 1 µA/cm2 for all k ≥ 0.
Model imin imax K σ[ηk] σ[ek] ts P
HH −20 50 20× 105 20 1 10−2 2
CS Class I 0 40 20× 105 20 1 10−2 2
CS Class II∗ 68 93 20× 105 20 1 10−2 2
Table 5.1 Parameters of the deterministic input ik in (5.23) and of the unmeasured
noise ek used for simulating the identification experiments in Sections 5.4.1 and 5.4.2.
The terms ηk and ek are white Gaussian noise with the indicated standard deviation
for all k ≥ 0. Current units are in µA/cm2; K is the number of samples; ts is in ms,
and P is the number of periods of the input.
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Fig. 5.7 Data used for training in the nonlinear stage of the identification of the Hodgkin-
Huxley system, as described in Section 5.4.1. Top: membrane voltage. Bottom: applied
current.
Figure 5.8 show that increasing the number of poles in the model structure smoothly
improves identification of the FI curve for the same training data. Figures 5.9 and 5.10
show that the models, that were estimated based on the sawtooth wave, generalize
well towards coloured noise inputs. To finish this section, we show in Figure 5.11 that
the success in the identification of the excitable behavior of the HH model is tied to
the success in the identification of its localized behavior close to a bifurcation (see the
discussion in Section 2.5.2).
5.4.2 Continuous and hysteretic F-I curves
In this section, we identify a modified version of the Connor-Stevens neuron [23, 31].
This neuron possesses three currents: a fast inward inactivating sodium current, a slow
outward potassium current, and a slow outward inactivating A-current. The ground
truth continuous-time model is given by
x˙ =− 120m31h1(v − 55)− 20m42(v + 75)
− g¯Am33h3(v + 75)− 0.3(v + 17) + i+ e
(5.25)
with internal dynamics given by Equations (4.9a)-(4.9b) together with the kinetic
functions detailed in Appendix 4.C. The constant g¯A > 0 is of particular relevance to
this example.
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Fig. 5.8 Frequency-response curves of identified Hodgkin-Huxley systems: nrep = 1
(left), nrep = 2 (middle), nrep = 4 (right). In all cases, n(1)a = 5 and n(2)a = 5.
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Fig. 5.9 Top: voltage of HH neuron (blue, solid) and voltage of identified model (red,
dashed) with nrep = 1, n(1)a = 5, n(2)a = 5.
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Fig. 5.10 Top: voltage of HH neuron (blue, solid) and voltage of identified model (red,
dashed) with nrep = 2, n(1)a = 5, n(2)a = 5.
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Fig. 5.11 The set ∂G (dashed) of the ground truth continuous-time HH model is
superimposed on the regions of local positive conductance (white) and local negative
conductance (grey) of the identified model with nrep = 2 and n(1)a = n(2)a = 5 (see Section
2.5.2 for an introduction to these concepts). Black dots represent Hopf bifurcations
in the HH model; blue circles represent bifurcations in the discrete-time identified
model. The bifurcation leading to spike initiation (v∗ = −60.2) is correctly identified.
The bifurcation leading to spike termination could be better identified by increasing
imax in the excitation signal. Note that imprecisely identifying the spike-terminating
bifurcation does not negatively impact validation of the model for the input current
range of interest (Figure 5.10).
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The sodium and potassium currents are similar to those found in the Hodgkin-
Huxley neuron. In the absence of the A-current (g¯A = 0), the model (5.25) possesses a
Type II excitable behavior (based on a subcritical Hopf bifurcation). The A-current can
change the excitability type of the modified Connor-Stevens neuron. This is because
the inactivating gating variable of the A-current introduces a slow positive feedback
component to the system dynamics.
When the maximal conductance of the A-current is g¯A = 90, the model (5.25)
bifurcates through a saddle-node on invariant circle bifurcation around i∗ = 25.7,
v∗ = −59.7, and displays type I excitability. Increasing the A-current maximal
conductance to g¯A = 250, the system bifurcates through a saddle-node (off invariant
circle) bifurcation around i∗ = 92.9, v∗ = −60.8, and displays robust rest-spike
bistability. This is a characteristic typical of type II∗ excitability [30].
For simplicity, in this example we use the ground truth poles of Gint(z; v∗) in order to
select the GOBF poles of the model structure. In other words, we set {λˆi} = {λ∗i }. The
continuous time constants associated to those poles are listed in Table 5.2. The discrete-
time poles of Gint(z;−59.7) and Gint(z;−60.8) are obtained through the forward-Euler
relation λi = 1− ts/τi.
To identify the Connor-Stevens model in the class I configuration (g¯A = 90), and in
the class II∗ configuration (g¯A = 250), we simulated the respective discretized models
with ts = 0.01, subject to the input ik given by (5.23) and the input parameters
shown in Table 5.1. The data used for training in the nonlinear identification stage is
shown in Figures 5.12 and 5.13. The model structure poles were chosen as the poles of
Gint(z;−59.7) in the class I case, and the poles of Gint(z;−60.8) in the class II∗ case;
in both cases, we used a single repetition nrep = 1 for the sequence of poles, and a
two-layer static neural network with 10 units in each layer (n(1)a = n(2)a = 10).
Model v∗ τ1 τ2 τ3 τ4 τ5 τ6 τ7 τ8 τ9 τ10
CS I −59.7 0.04 1.86 2.96 0.99 2.97 - - - - -
CS II∗ −60.8 0.04 1.79 2.98 1.01 3.01 - - - - -
STG −49.7 0.12 1.78 5.57 8.92 26.75 6.39 52.21 20 13.54 220.5
Table 5.2 Continuous-time ground truth time constants of the internal dynamics of
various models at the respective bifurcation points v∗. The GOBF poles of the discrete-
time model structures are computed according to λi = 1− ts/τi, with ts the sampling
time of the simulation. CS I: Connor-Stevens Class I; CS II∗: Connor-Stevens Class
II∗; STG: Stomagastric ganglion neuron.
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Fig. 5.12 Data used for training in the nonlinear stage of the identification of the
Connor-Stevens class I system, as described in Section 5.4.2. Top: membrane voltage.
Bottom: applied current.
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Fig. 5.13 Data used for training in the nonlinear stage of the identification of the
Connor-Stevens class II∗ system, as described in Section 5.4.2. Top: membrane voltage.
Bottom: applied current.
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Fig. 5.14 Frequency-response curves of identified Connor-steven neurons: Type I
excitable configuration (left) and type II∗ excitable configuration (right). In both cases,
nrep = 1, n(1)a = n(2)a = 10.
To corrupt the data, we set the input-additive unmeasured noise to white Gaussian
noise with σ[ek] = 1 µA/cm2 for all k ≥ 0. To discard transient data, we removed the
first 0.5 seconds of the simulation from the dataset.
Figure 5.14 shows that the identified models are able to qualitatively and quan-
titatively capture the right class of excitability in both cases. The only noticeable
inaccuracy is around the spiking-to-rest part of the hysteric F-I curve of the class II∗
model. To improve the identification of the F − I curve of the class II∗ model, we could
either use more data in the cost function (by adding additional periods to the input
ik), and/or increase the number of GOBFs and neural network layers in the model
structure.
Figures 5.15 and 5.16 show that, with minor inaccuracies, the same identified
models are able to successfully reproduce simulated spiking data. The effect of the
inaccuracy in the identified F-I curve of the class II∗ model can be seen around 800 ms
in Figure 5.16: the identified model stops spiking earlier than the ground-truth model.
5.4.3 Bursting
In this section, we identify a neuron from the crab stomagastric ganglion (STG), a
system responsible for producing rhythmic muscular activity in the crab’s stomach [86].
STG neurons are capable of bursting autonomously, a behavior different from those
considered in the previous examples. In fact, autonomous bursting can be thought of
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Fig. 5.15 Top: voltage of modified Connor-Stevens neuron in type I configuration (blue,
solid) and voltage of identified model (red, dashed) with nrep = 1, n(1)a = n(2)a = 10
(red, dashed). Bottom: input ik to both systems.
as class II∗ excitability which is modulated by an ultra-slow negative feedback current
[42].
The STG model used in this example is given in continuous-time by
v˙ =− 700 gNa(v − 50)− 80 gK(v + 80)− 30 gA(v + 80)− 25 gKCa(v + 80)
− 6 gCaT(v − 80)− 9 gCaS(v − 80)− 0.1 (v + 50) + i+ e
=− iNa − iK − iA − iCaT − iCaS − iKCa − iL + i+ e
(5.26)
where gNa, . . . , gCaS are voltage-dependent adaptive variables.
The STG model has two qualitatively different types of ion currents. The first
type includes the regular voltage-gated currents iNa, iK, iA, iCaT and iCaS, and the
second type accounts for the calcium-activated potassium current iKCa. The regular
voltage-gated currents are modeled using the standard Hodgkin-Huxley formalism, that
is, they are given by
iion = g¯ionmphq(v − νion) (5.27)
where the states m and h evolve according to dynamics of the type
τm(v)m˙ = −m+m∞(v)
τh(v)h˙ = −h+ h∞(v)
(5.28)
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Fig. 5.16 Top: voltage of modified Connor-Stevens neuron in type II∗ configuration
(blue, solid) and voltage of identified model (red, dashed) with nrep = 1, n(1)a = 10,
n(2)a = 10 (red, dashed). Bottom: input ik to both systems.
The dynamics and parameters of the gating variables above are detailed in [75, pp.
2318-2319]. In addition to purely voltage-gated currents, the STG model possesses a
potassium current whose conductance is activated by the concentration of calcium ions
near the channel. The calcium concentration in turn depends on the intensity of the
calcium currents iCaS and iCaT. The iKCa current is given by
τKCa(v)m˙KCa = −mKCa +mKCa,∞(v, z)
τz z˙ = −z − κ(iCaT + iCaS) + b
iKCa = 25m4KCa(v + 80)
mKCa,∞(v, z) =
z
z + 3
1
1 + exp ((v + 28.3)/− 12.6)
(5.29)
where κ = 0.94, τz = 20, and b = 0.05. The state variable z represents calcium
concentration, while mKCa is the gating variable of the calcium-activated current.
In Appendix 5.A.2, we show that the STG neuronal model above has an exponen-
tially contracting internal dynamics on closed and bounded regions of the state-space.
We remark that the arguments used in Appendix 5.A.2 can immediately be extended
to show that this property holds for any conductance-based model possessing any
number of Hodgkin-Huxley type currents (5.27)-(5.28) and calcium-activated currents
of the form (5.29). Thus the framework developed in Chapter 4 and in this chapter
can also be used to identify the STG neuron, and indeed any bursting neuron with
calcium-activated currents.
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Fig. 5.17 Top: voltage of the ground truth STG model (blue, solid) and voltage of the
identified model with nrep = 1, n(1)a = 15, n(2)a = 12 (red, dashed). Bottom: input ik to
both systems.
To construct our model structure, we note that the model above has a bifurcation
for i∗ ≈ −0.26, at v∗ = −49.7. For simplicity, we select the ground truth poles of the
linearized internal system Gint(z;−49.7). Those poles are given by λi = 1− ts/τi, with
the time constants τi shown in Table 5.2.
In this example, we focus on identifying the burst excitability of the STG model by
subjecting it to an input current given by
ik = −0.5 + ηk
where ηk is a Gaussian white-noise signal such that σ[ηk] = 20 µA/cm2. The ground
truth model was simulated with ts = 0.075 and subject to the input above for Nts ≈ 10
seconds. To eliminate transient effects, we discard 1 second of data from the dataset.
In Figure 5.17, we can see that the identified model reproduces the bursts of the
STG model both quantitatively and qualitatively. To improve these validation results,
more data can be added to the experiment, or the model structure order can be
increased.
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5.5 Conclusion
In this chapter, we introduced a phenomenological black-box model structure which
can be tailored to identify the excitable properties of neuronal systems. Using this
model structure, we have shown that it is possible to obtain models that qualitatively
and quantitatively reproduce the behavior of the ground truth systems being identified.
Because the experiment design proposed in this chapter precludes the use of a
stabilizing output feedback, we have justified a rigorous application of the PEM with
the phenomenon of noise-induced synchronization.
In our numerical examples, we obtained models possessing a number of states that
is comparable to (and sometimes smaller than) that of the ground truth systems. The
model structure is flexible, but at the same time it has a very simple parametrization.
Because of the feedforward architecture of the model structure, the nonlinear opti-
mization problem resulting from the application of the PEM method is simple to solve
numerically.
5.5.1 Relation to existing models
In Section 2.4, we have seen that biophysical models and GLIF models are the two
most common types of neuronal models used for estimation. Given the popularity
of these models, and the existence of various methods to estimate them, one could
question the necessity of introducing yet another model class of neuronal systems.
To answer that, we start by observing that the model that has been introduced in
this chapter lies somewhere in between GLIFs and biophysical models in terms of how
close to neurophysiology it is. While the open-loop model structure
yˆk(θ) = ψ(G(q)vk; θ)
contains a bank of linear filters, a feature that is also present in GLIFs, the model
structure is based on the idea that to approximate neuronal behavior, we should
primarily approximate the dynamics of ionic currents — the essence of biophysical
models. The output yˆk can in fact be interpreted in neurophysiological terms as the
sum of all ionic and leak currents in the neuron.
Something that has not been explored in this chapter is the fact that the model
structure above can also be used to approximate individual ionic currents. If individual
ionic current data is available, it is in principle possible to estimate a model yˆk(θ(j))
for each ionic current (indexed by j). Adding the outputs of these models together
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(following Kichoff’s law) yields a model of a neuron’s internal dynamics that has an
extra layer of biophysical interpretability. It follows that the model used in this chapter
can be constrained so as to mimic biophysical models in terms of their architecture.
On the practical side, an advantage of our model over biophysical models is the
fact that, starting from a situation where nothing is known about a neuron, they can
be simpler to estimate. Note that all of the estimation methods mentioned in Section
2.4.1 assume that a parametrization of ion channel kinetics is readily available, and,
apart from [60], require solving potentially large and involved optimization problems.
The method presented here relies on two simple identification steps (a LTI estimation
problem, followed by training an ANN) which can be solved reasonably quick in a
personal computer. Furthermore, the linear identification step can in principle be
skipped, and GOBF poles can be chosen based on intuition about the timescales of
the neuronal behavior.
When compared to GLIFs, an advantage of our model is that it maintains the
smoothness that is required for faithfully reproducing the nonlinear dynamics of
neurons, including all the relevant bifurcations. For instance, a particular example of
nonlinear behavior that has not been observed in GLIFs is a robustly hysteretic F-I
curve such as the one observed on the right of Figure 5.14. A robust hysteresis is linked
to the existence of slow ionic currents that provide positive feedback to the neuronal
membrane, and those in turn have been shown to play a critical role in controlling the
participation of individual neurons in the rhythmic behavior of CPGs [28]. Our models
are thus good candidates for use in dynamic clamp studies (see Section 2.4.3) where
circuit behavior depends critically on the nonlinear dynamics of individual neurons.
In sum, it is fair to conclude that the estimation procedure described in this
chapter yields good, smooth models at low computational cost that can replace
biophysical models whenever a neuron needs to be identified from zero initial knowledge.
Additionally, the model structure above can be used as a simpler-to-train alternative
to detailed Markov models of ion channel kinetics (see Section 2.4.1).
5.5.2 Other kinds of inputs
In order to identify the F-I curves of neuronal systems, we argued for exciting the
system with an applied current given by the combination of a sawtooth wave and
coloured noise. Our work leaves the door open for using other types of excitation, and
ultimately the best choice of excitation may depend on the application envisaged for
the identified model. In the next chapter, we will also discuss, as future work, the idea
of performing optimal input design.
Appendix
5.A Proofs
5.A.1 Proof of Lemma 5
Let
γ(s) = sx0 + (1− s)x˜0
Since γ(s) ∈ X, there is a solution ϕk,0(u, γ(s)) of (5.3) that satisfies
ϕk+1,0(u, γ(s)) = f(ϕk,0(u, γ(s))) + uk
and
∂
∂s
ϕk+1,0(u, γ(s)) =
∂f
∂x
(ϕk,0(u, γ(s)))
∂
∂s
ϕk,0(u, γ(s))
The prolonged system above is in the form (5.3)-(5.4). By assumption, there exists
a β = β(u) > 0 and a c = c(u) > 0 such that∥∥∥∥∥ ∂∂sϕk,0(u, γ(s))
∥∥∥∥∥ ≤ c
∥∥∥∥∥ ∂∂sγ(s)
∥∥∥∥∥ e−βk, k ≥ 0 (5.30)
The flow ϕk,0(u, ·) deforms the initial segment γ(s), s ∈ [0, 1] into a curve in
state-space. Let Lk be the length of that curve,
Lk =
∫ s=1
s=0
∥∥∥∥∥ ∂∂sϕk,0(u, γ(s))
∥∥∥∥∥ ds (5.31)
We can now see from (5.30) and (5.31) that
∥ϕk,0(u, x0)− ϕk,0(u, x˜0)∥ ≤ Lk ≤ c ∥x0 − x˜0∥e−βk
for k ≥ 0.
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5.A.2 Internal dynamics of the STG model
Let x denote the internal states of the system, such that the model is in the form
(2.33)-(2.34). Without loss of generality, assume that the states are ordered such that
x = (. . . ,mCaT, hCaT,mCaS, hCaS,mKCa, z)⊤. Then we have
∂f
∂x
(v, x) =
 J11(v) 0
0 J22(v, x)

with J11(v) a diagonal matrix containing elements of the type −1/τ(v), and J22 given
by
J22 =

−1/τCaT,m(v) 0 0 0 0
... . . . 0 0 0
0 0 −1/τCaS,h(v) 0 0
0 0 0 −1/τKCa(v) 1/τKCa(v)∂mKCa,∞(v, z)/∂z
−κ/τz∂iCaT/∂mCaT · · · −κ/τz∂iCaS∂hCaS 0 −1/τz

We can show exponential contraction of the internal dynamics with a block-diagonal
matrix P = diag(P11, P22), where P11 = p0I for some p0 > 0, and P22 is the block-
diagonal matrix P22 = diag(p1I4, p2, p3) > 0, where I4 denotes a 4× 4 identity matrix.
Computing J⊤22P22 + P22J22, and applying Lemma 4 (see Appendix 4.D) with
A = 2 diag(−p1/τCaT,m(v), . . . ,−p1/τCaS,h(v),−p2/τKCa(v))
and C = −2p3/τz, we can see that by choosing p3 > 0 and p2 > 0 sufficiently small we
can ensure that J⊤22P22 + P22J22 is uniformly negative-definite on closed and bounded
regions of the state-space X (alternatively, we could choose p1 = p23, and then choose
p3 sufficiently large).
Chapter 6
Conclusion
In this thesis, we took steps towards bridging the gap between a classical system
identification method, the prediction error method, and the field of estimation of
neuronal models. The prediction error method (and system identification in general)
relies on a fundamental fading memory assumption. At the same time, neuronal models
and (more generally) non-equilibrium systems lack this property. Our focus has been
to analyze in which ways the difficulties posed by the lack of a fading memory can be
circumvented in order to effectively identify neuronal models.
6.1 Recapitulation
We now provide some take-home messages related to the developments found in the
previous chapters.
Output feedback plays a key role in nonlinear system identification
A key observation in this thesis is that any neuronal model can be endowed with a
fading memory (or with its state-space counterpart, a contracting dynamics) by output
feedback. Although this property has been at the core of electrophysiology since the
invention of the voltage-clamp experiment by Hodgkin and Huxley, we were not aware
of previous work making use of it in the identification of nonlinear systems with the
prediction error method.
More specifically, we have shown the following:
• If the system’s internal dynamics is purely linear and the system has a simple
Lure feedback structure, output feedback allows the nonlinearity to be identified
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consistently (under mild assumptions) separately from the linear dynamic part
(Chapter 3).
• Output feedback guarantees consistency of parameter estimates using the PEM
under an input additive white noise assumption (Chapter 4).
• If the internal dynamics is nonlinear, then output feedback allows some of the
moving poles (with respect to an output setpoint) of the internal dynamics to be
identified. However, in this case consistency is no longer obtained (Chapter 4).
In each of the two cases above, the information gathered with “feedback identifi-
cation” can be used to make the subsequent nonlinear identification step much more
efficient.
In the case of a Lure system, knowledge of the nonlinearity can be used to turn
the identification problem into a linear problem by the use of feedback linearization
(Chapter 3); this knowledge could also be used to identify the system using the indirect
method (see Section 2.5.1).
In the case of conductance-based models, knowledge of the moving poles obtained in
the feedback experiment can be used in many ways. For instance, it helps us determine
the τ(v) functions of the classical Hodgkin-Huxley-type models without resorting to
experimental procedures such as ion-channel blocking. As we have shown in Chapter 5,
it is also appealing to use these previously identified poles in the definition of a universal
approximator model structure that facilitates the identification of the bifurcations
underlying excitability.
Noise-free voltage measurements allow for system identification with addi-
tive input current noise
Unmeasured input current noise is an intrinsic feature of neuronal models and a major
issue in nonlinear system identification. Under the assumption of negligible voltage
measurement noise, we showed that the identification of a neuronal system can be done
using the “direct approach” of classical closed-loop identification theory. When this
approach is applied to neuronal models, it is the inverse system that is identified. The
noise at the input of the closed-loop neuronal system becomes noise at the output of
the inverse system. Furthermore, since the inverse system has a fading memory, the
output error model used in the identification procedure satisfies the assumptions of
the PEM method.
The assumption of negligible measurement noise is of course idealized. However, it
does prove the point that, in face of unknown membrane current noise, a good strategy
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may be to invest in accurate measurements so as to apply the techniques described in
the previous chapters.
A single long experiment is sufficient for system identification
The existence of unmeasured noise at the input leads to different measurements in
different experiments, even when the user-defined input remains the same. A common
strategy used in the neuroscience community is to estimate models based on datasets
that are averaged over multiple experiments (see, e.g, [92] and [46]).
In this work, we provided two distinct approaches that allow for a rigorous asymp-
totic analysis with a single input signal. In Chapter 4, we have shown that if feedback
is used to ensure a fading memory property, then the estimates are asymptotically
independent of the noise realization. In Chapter 5, we have exploited the interesting
property that noise can itself induce a fading memory, even in the absence of feedback.
This is the so-called noise-induced synchronization phenomenon, which provides an
alternative mechanism to guarantee the fundamental assumptions of the PEM method.
The identification of excitability must be localized
When using black-box models for the identification of neuronal ion channels (the
inverse system), a question arises about the type of input that should be used in the
data-gathering experiment. We have argued in this work for the use of inputs that
provide enough data for the estimated model to capture the localized behavior of
neuronal models in the vicinity of bifurcation points. Capturing this local behavior is a
necessary condition for correctly identifying the excitability class of a neuronal system.
To stress that point, we have shown how knowledge of this localized behavior can
be incorporated in the identification procedure. Namely, the poles of the linearized
dynamics of the internal model (i.e., of the ion currents) in the vicinity of a bifurcation
can be used to define an otherwise parsimonious black-box model structure.
6.2 Future research directions
In the next two sections, we briefly discuss two directions for future developments that
are suggested by the research developed in this thesis.
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Optimal experiment design
In Section 2.4.2, we have seen that, because Generalized Linear Models (GLMs) are
defined directly in terms of a likelihood function p(s[0:k] |u[0:k], θ, ϑ), it is possible to
efficiently compute the posterior of model parameters on-line, i.e., while gathering data
for identification. As a consequence, the input used for exciting the system during
the experiment can be adapted on-line so as to maximize the information about the
parameters that is contained in the next output sample.
In Section 5.3.4, when dealing with black-box models, we have opted for using
an offline approach to input design. While this approach did result in satisfactory
estimation results, as shown in the examples at the end of Chapter 5, it does comes
with the downside that many of the parameters of the sawtooth input wave (5.23) have
to be tuned manually before each identification experiment. This means that more
than one experiment might be necessary before an input that results in a good model
can be found; furthermore, to select the input parameters successfully, some minimal
knowledge about the timescales and excitability regimes of the neuron is required.
It would of course be desirable to improve on this subptimal input design strategy.
Given the success of optimal input design algorithms for GLMs, a relevant question
is whether that framework can be adapted for biophysical (conductance-based or
black-box) neuronal models.
The main obstacle faced when trying to design optimal inputs for biophysical
models is the fact that it is not trivial to compute the likelihood p(v[0:k] | i[0:k], θ) of
a closed-loop model structure (e.g., the model structure (5.24)). First, because a
closed-form expression is not available, and second, because it is not immediately
obvious whether a numerical method used to compute it would converge.
One possibility that can be explored in the future is to approach the problem from
the point of view of identification of stochastic state-space models [124]. For instance,
using balanced realizations of GOBFs1, the model structure (5.24), could alternatively
be represented in terms of a state-space system. It may then be possible to apply
existing sequential Monte Carlo methods [124, 123] for estimating the system state, as
well as the probability distributions which are necessary for computing optimal inputs
in real time. The feasability of such an approach, in practice, would also depend on
whether posterior updating and mutual information computation could be done within
a sampling interval of the identification experiment.
1See [55] for details on how such realizations can be constructed.
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Identification of detailed neuronal networks
There are deep connections between the feedback strategy used in Chapters 3 and
4 and the theory of passivity and differential passivity. The assumption that the
internal dynamics is contracting, uniformly in v, implies that the system is strongly
minimum-phase: the zero dynamics, obtained by forcing v = 0 in the internal dynamics,
has a globally exponentially stable equilibrium point [18]. It is known that a strongly-
minimum phase system with a relative degree of one can always be transformed
into a strictly passive system by state feedback [18, 134]. A uniformly exponentially
contracting internal dynamics thus represents an even stronger form of the minimum-
phase property: one which allows making the system strictly passive by output
feedback, which does not require measurement of all states. In fact, the output
feedback transforms the system into a strictly differentially passive system [39]. The
existence of an interconnection theory for such systems leads to interesting questions
regarding the identification of coupled neuronal systems.
We have focused most of our work on identifying single compartment neuronal mod-
els. However, as we have remarked earlier, neuronal networks can be accommodated in
our framework by assuming multivariable signals. An interesting research direction
concerns the use of passivity and differential passivity theory to make further develop-
ments in the identification of such networks. For instance, passivity and dissipativity
theory have been used successfully in the past to study the problem of synchronization
of oscillators [116, 132, 139]. As we have seen in Chapter 5, synchronization helps us
ensure ergodicity of the prediction error, required to obtain convergent and consistent
parameter estimates. Thus, the interconnection theory of passivity theory may provide
us with the right angle to tackle the question of how to use the PEM in order to
identify networks of coupled neuronal systems.
Noise assumption
In this thesis, we mostly worked with an input-additive (membrane current) noise setup,
where the noise was assumed to be white. The noise at the output (the membrane
voltage) was ignored, an assumption which allowed us to estimate the internal current
(from the derivative of v) and prove consistency of parameter estimates.
Possible research directions involve situations in which these noise assumptions are
not satisfied:
• If there is measurement noise in the membrane voltage, then we have to deal
with the fact that the regressors used in the least squares problem of Section
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4.4.2 become noisy. The problem becomes an Errors-in-Variables identification
problem [79]. These problems can be addressed, for instance, using total least
squares methods (see [88] for a review).
• Measurement noise in the membrane voltage is amplified by the differentiation
operation, used to reconstruct the internal current signal. The indirect closed-
loop identification approach (see Section 2.5.1) would offer an alternative that
does not require differentiation of the measured voltage. In that case, an output
feedback can be applied to the model structure to make its dynamics exponentially
contracting (thus ensuring a predictor with an exponentially fast fading memory,
as in Assumption 2). Two complications arise from adopting the indirect approach:
first, the unknown membrane current noise e(t) has to be treated as process noise
(which we avoided with the direct closed-loop approach); second, the optimization
problem becomes drastically nonlinear in the model structure parameters.
• If the input-additive noise is coloured (e.g., if it is filtered Gaussian white noise),
then the consistency result obtained in Chapter 4 does not hold anymore. One
possible extension of the method thus involves the assumption of input-additive
(membrane current) coloured noise.
6.3 Final remarks
This thesis establishes a bridge between two classical fields of research: system iden-
tification and electrophysiology. We hope that its results will foster further interest
from the system identification community to contribute to important questions of
neuroscience.
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