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Abstract
We present a new model for Yang-Mills theory on the fuzzy sphere in which the configuration
space of gauge fields is given by a coadjoint orbit. In the classical limit it reduces to ordinary
Yang-Mills theory on the sphere. We find all classical solutions of the gauge theory and use
nonabelian localization techniques to write the partition function entirely as a sum over local
contributions from critical points of the action, which are evaluated explicitly. The partition
function of ordinary Yang-Mills theory on the sphere is recovered in the classical limit as a sum
over instantons. We also apply abelian localization techniques and the geometry of symmetric
spaces to derive an explicit combinatorial expression for the partition function, and compare the
two approaches. These extend the standard techniques for solving gauge theory on the sphere
to the fuzzy case in a rigorous framework.
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1 Introduction and summary
Gauge theory on the fuzzy sphere has been of interest for many years as the simplest example of a
noncommutative gauge theory with finitely many degrees of freedom which retains all of the classical
symmetries of the corresponding undeformed field theory (see for instance [1–12] and references
therein). It can be formulated as an N ×N matrix model, which provides a natural regularization
preserving all symmetries of quantum gauge theory on the classical sphere which is recovered
in the large N limit. At the classical level one finds non-trivial gauge field configurations such as
monopoles which can be naturally described in terms of the noncommutative topology of projective
modules. Besides Yang-Mills gauge theory which is the focus of this paper, certain other gauge
theories on the fuzzy sphere naturally emerge in string theory upon quantizing the worldvolume
dynamics of spherical D2-branes [14], obtained for instance as expansions about vacua of matrix
models with a Chern-Simons term [15, 16] describing superstrings in pp-wave backgrounds [17].
These models contain additional scalar degrees of freedom and are not considered here.
The formulation of Yang-Mills theory as an N × N matrix model allows a nonperturbative
quantization in terms of a finite-dimensional path integral [9]. This can then be evaluated in terms of
an N -dimensional integral, and the classical result as a sum over two-dimensional instantons [18–20]
is recovered in the commutative limit N →∞. A different approach to evaluate the path integral
was given in [11], which is also restricted to the large N limit. This indicates in particular that the
model is void of the usual perturbative ambiguities which plague noncommutative gauge theories
in higher dimensions, such as UV/IR mixing (see [21,22] for reviews).
In this paper we will formulate a new model for quantum Yang-Mills theory on the fuzzy sphere,
and solve it exactly. The model reduces to pure Yang-Mills theory on the classical sphere whenN →
∞ without any spurious auxilliary scalar fields. The classical theory admits topologically non-trivial
solutions as in previous matrix model formulations [9], including some purely noncommutative ones.
Its main virtue is that the finite-dimensional configuration space of gauge fields can be described as
a compact coadjoint orbit, which is naturally a symplectic manifold with a hamiltonian action of a
nonabelian Lie symmetry group. The Yang-Mills action is the square of the corresponding moment
map, and therefore our model can be solved exactly using nonabelian localization techniques [18,
23–27] to cast the partition function as a sum over local contributions from the classical solutions
of the gauge theory. It can also be solved by abelian localization techniques which exploit the
usual Duistermaat-Heckman theorem (see [28, 29] for extensive treatments) and which provide an
interesting alternative to the semiclassical expansion. Although the model described in this paper is
fundamentally different from the fuzzy gauge theories that naturally emerge in string theory, which
contain a Chern-Simons term in their action, nonabelian localization bears certain remarkable
similarities to the nonabelian localization of Chern-Simons theory on Seifert homology spheres [27].
There are two main motivations behind the present work. Firstly, in the commutative case, two-
dimensional gauge theories are exactly solvable and can be solved explicitly, either at strong coupling
by exploiting the Migdal formula [30, 31] which expresses it in terms of a sum over irreducible
representations of its gauge group, or at weak coupling by using Poisson resummation techniques
to cast it as a sum over two-dimensional instantons [18–20]. One would therefore like to have a
similar picture in the noncommutative case. The instanton expansion can be readily generalized to
provide the exact solution for gauge theory on a two-dimensional noncommutative torus [32, 33].
However, in previous formulations of gauge theory on the fuzzy sphere this is not possible, either
because extra scalar degrees of freedom not normally present in commutative Yang-Mills theory
destroy the topological nature of the gauge theory and hence its exact solvability, or else because
the exact solution does not decompose neatly into isolated contributions from classical solutions.
Our model fills this gap, providing a gauge theory on the fuzzy sphere whose exact solution is on
a unified footing with that of gauge theory on the noncommutative torus, in the same way that all
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two-dimensional gauge theories admit universal solutions. This is even apparent from the strong
coupling expansions of the two noncommutative gauge theories [33, 34], which exhibit the same
degrees of complexity.
However, the precise implementation of the nonabelian localization principle is rather different
in the two cases. In the case of the torus, one starts from a rational noncommutative gauge theory
and exploits Morita equivalence with commutative gauge theory to extract the exact instanton
expansion, and then uses continuity arguments to extend the expansion to generic values of the
noncommutativity parameter. On the fuzzy sphere, Morita equivalence is not available in this
manner, and we will have to evaluate the quantum fluctuation integrals required in the semiclassical
expansion explicitly. This entails a significantly larger amount of analysis and work than in the
case of the torus.
Secondly, our formulation of gauge theory on the fuzzy sphere provides a new finite-dimensional
model which can be solved explicitly by nonabelian localization techniques. In particular, we draw
heavily on techniques developed recently in [27] to analyse higher critical points in ordinary two-
dimensional Yang-Mills theory. In our case, the analysis is intrinsically finite-dimensional and
in accord with rigorous results established in [24, 26]. The techniques we exploit in this paper
involve a beautiful mix of methods from random matrix theory and (both abelian and nonabelian)
localization. In particular, we will throughout compare with some analogous results obtained
directly from random matrix theory in [9]. Our approach thereby extends the toolkit of methods
which can be generally used to treat gauge theories on fuzzy spaces.
The outline of this paper is as follows. In Section 2 we introduce our new symplectic model for
gauge theory on the fuzzy sphere, showing that it reduces to pure Yang-Mills theory on the classical
sphere in the large N limit. We also describe in detail the standard construction of the symplectic
structure on the coadjoint orbit space of gauge fields. In Section 3 we classify all classical solutions
of the gauge theory, finding fuzzy versions of the usual instantons and monopoles as well hosts of
purely noncommutative solutions such as fluxons [35]. We then give a detailed description of the
local geometry of the configuration space near each Yang-Mills critical point. In Section 4 we review
some general aspects of nonabelian localization, and apply it to compute precisely the contributions
to the path integral from the vacuum and also higher unstable critical points, showing in each case
that the standard instanton contributions on the sphere are recovered at N →∞. In Sections 5, 6,
and 7 we give an alternative description of the exact path integral in terms of abelian localization,
which exploits the fact that the configuration space is a hermitian symmetric space to express the
gauge field degrees of freedom in a suitable system of coordinates [36]. These coordinates have
been previously used to evaluate integrals arising in random matrix theory in [37, 38]. Finally, in
Section 8 we compare the abelian and nonabelian localization approaches, indicating how to map
between the Yang-Mills critical points and those of the abelianized localization. This is similar to
the abelianized localization at higher critical points of ordinary Yang-Mills theory studied in [28],
although in the fuzzy case the mapping is not one-to-one and is thus far more intricate.
2 Symplectic model for Yang-Mills theory on the fuzzy sphere
In this section we will introduce our new symplectic model for gauge theory on the fuzzy sphere.
A similar formulation was given for gauge theory on fuzzy CP 2 in [39]. This formulation will be
particularly suitable for the approach that we take later on to computing the path integral using
localization techniques.
3
2.1 The fuzzy sphere
Let N ∈ N, and let ξi, i = 1, 2, 3 be the N ×N hermitian coordinate generators of the fuzzy sphere
S2N
∼= MatN which satisfy the relations
ǫijk ξi ξj = i ξk and ξi ξ
i = 14
(
N2 − 1) 1lN (2.1)
where throughout repeated upper and lower indices are implicitly summed over. The deformation
parameter is 1N and S
2
N becomes the algebra of functions on the classical unit sphere S
2 in the
limit N → ∞. The quantum space S2N preserves the classical invariance under global rotations
as follows. The ξi generate an N -dimensional representation of the global SU(2) isometry group.
Under the adjoint action of SU(2), this representation decomposes covariantly into p-dimensional
irreducible representations (p) of SU(2) as
MatN ∼= (1)⊕ (3) ⊕ · · · ⊕ (2N − 1) , (2.2)
which are interpreted as fuzzy spherical harmonics. This decomposition defines a natural map from
S2N to the space of functions on the commutative sphere. The integral of a function f ∈ S2N over
the fuzzy sphere is given by the trace of f , which coincides with the usual integral on S2
Tr (f) =
N
4π
∫
S2
dΩ f (2.3)
where the above map is understood. Rotational invariance of the integral then corresponds to
invariance of the matrix trace under the adjoint action of SU(2).
Following [9], let us combine the generators ξi into a larger hermitian N ×N matrix
Ξ = 12 1lN ⊗ σ0 + ξi ⊗ σi (2.4)
where N = 2N , σ0 = 1l2, while
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 i
− i 0
)
and σ3 =
(
1 0
0 −1
)
(2.5)
are the Pauli spin matrices obeying
Tr
(
σi
)
= 0 and σi σj = δij 1l2 + i ǫ
ij
k σ
k . (2.6)
One easily finds from (2.1) and (2.6) the identities
Ξ2 = N
2
4 1lN and Tr (Ξ) = N . (2.7)
Since ξi⊗σi is an intertwiner of the Clebsch-Gordan decomposition (N)⊗ (2) = (N −1)⊕ (N +1),
this implies that Ξ has eigenvalues ± N2 with respective multiplicities N± = N ± 1.
2.2 Configuration space of gauge fields
We will now describe the gauge field degrees of freedom in our formulation. To elucidate the
construction in as transparent a way as possible, we begin with the abelian case of U(1) gauge
theory. To introduce u(N) gauge fields Ai on S
2
N , consider the covariant coordinates [40]
Ci = ξi +Ai and C0 =
1
2 1lN +A0 (2.8)
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which transform under the gauge group G = U(N) as Cµ 7→ U−1Cµ U for µ = 0, 1, 2, 3 and
U ∈ U(N). We can again assemble them into a larger N ×N matrix
C = Cµ ⊗ σµ . (2.9)
Generically, these would consist of four independent fields, and we have to somehow reduce them
to two tangential fields on S2N . There are several ways to do this. For example, one can impose the
constraints A0 = 0 and CiC
i = N
2−1
4 1lN as in [9], leading to a constrained hermitian multi-matrix
model describing quantum gauge theory on the fuzzy sphere which recovers Yang-Mills theory on
the classical sphere in the large N limit.
Here we will use a different approach and impose the constraints
C2 = N
2
4 1lN and Tr (C) = N (2.10)
which is equivalent to requiring that C has eigenvalues ± N2 with multiplicities N± = N ± 1. In
terms of the components of (2.9), this amounts to the constraints
Ci C
i +C20 =
N2
4 1lN and i ǫi
jk Cj Ck + {C0, Ci} = 0 . (2.11)
We checked in Section 2.1 above that this is satisfied for Aµ = 0, wherein C = Ξ. We can then
consider the action of the unitary group U(2N) given by
C 7−→ U−1C U (2.12)
which generates a coadjoint orbit of U(2N) and preserves the constraint (2.10). The gauge fields
Aµ are in this way interpreted as fluctuations about the coordinates of the quantum space S
2
N . The
constraint (2.10) ensures that the covariant coordinates (2.9) describe a dynamical fuzzy sphere.
The gauge group G = U(N) and the global isometry group SU(2) of the sphere are subgroups of
the larger symmetry group U(2N). In particular, the generators of the gauge group are given by
elements of the form φ = φ0 ⊗ σ0 ∈ g := u(N) ⊂ u(N ), which defines the gange algebra g.
We thus claim that a possible configuration space of gauge fields is given by the single coadjoint
orbit
O := O(Ξ) = {C = U−1 ΞU ∣∣ U ∈ U(N )} (2.13)
where Ξ ∈ u(2N) is given by (2.4). Explicitly, dividing by the stabilizer of Ξ gives a representation
of the orbit (2.13) as the symmetric space O ∼= U(2N)/U(N+1)×U(N−1) of dimension dim(O) =
2(N2 − 1). A similar construction was given in [39] for the case of CP 2, and applied to S2N in a
different way in [11]. To justify this claim, we must check that the orbit O captures the correct
number of degrees of freedom at least in the commutative limit N →∞, i.e. that the gauge fields
Ai are essentially tangent vector fields on S
2
N .
The tangent space to O(Ξ) at a point C is isomorphic to TCO ∼= u(N )/r, where r = u(N+)×
u(N−) is the stabilizer subalgebra of Ξ. This identification is equivariant with respect to the natural
adjoint action of the Lie group U(N ). Explicitly, tangent vectors to O(Ξ) at C have the form1
Vφ = i [C,φ] (2.14)
for any hermitian element φ ∈ u(N )/r,2 which are just the generators of the unitary group U(N )
acting on O(Ξ) by the adjoint action. These actually describe vector fields on the entire orbit
space O(Ξ). Here and in the following we use the symbol C to denote both elements of O(Ξ),
as well as the matrix of overcomplete coordinate functions on O(Ξ) defined using the embeddings
O(Ξ) →֒ u(N ) →֒ CN 2 .
1To streamline notation, we will not write explicitly the local dependences of fields and operators defined at points
C ∈ O.
2With our conventions, the vector fields (2.14) are real.
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The map J
Following [39], we can make the description of the tangent space to O, spanned by the vectors Vφ,
more explicit as follows. Consider for C ∈ O the map
J : u(N ) −→ su(N ) (2.15)
defined by
J (φ) = 1N Vφ = iN
[
C , φ
]
. (2.16)
Using (2.10) one finds that it satisfies
J 3 = −J (2.17)
and hence amounts to suitable projectors. Moreover, the map J is an antihermitian operator with
respect to the invariant Cartan-Killing inner product Tr (φψ) on u(N ), since
Tr
(
φJ (ψ)) = iN Tr (φ [C,ψ]) = − iN Tr ([C,φ]ψ) = − Tr (J (φ)ψ) . (2.18)
The map J will play an instrumental role in this paper and its geometrical properties will be
studied in more detail in the next section.
Here we simply note the meaning of J in the commutative limit N →∞. In component form
with φ = φµ ⊗ σµ, it acts as3
J (φ) ≈ − iN
[
φµ ⊗ σµ , Cj ⊗ σj
]
≈ − iN
[
φµ , Cj
]⊗ σµ σj + iN φµ Cj ⊗ [σµ , σj] (2.19)
where we have set C0 ≈ 12 1lN in the large N limit as will be justified below. Thus at large N this
reduces to
J (φ) ≈ O( 1N )− ǫijk φi xj ⊗ σk (2.20)
for “almost” commutative functions describing the gauge field fluctuations Aµ. Here ξi ≈ N2 xi
define homogeneous coordinates xi on the sphere. This result means that if we interpret φi as a
three-component vector field on the fuzzy sphere, including radial components, then the operator
J vanishes on the normal component and essentially coincides with the complex structure for
tangential fields on the Ka¨hler manifold S2. In particular, the image of J , i.e. the space of tangent
vectors (2.14) to O(Ξ) or small variations of the gauge field, indeed admits two independent field
degrees of freedom. This implies that the orbit (2.13) describes two tangent vector fields on S2N .
Hence the tangent space to O can be interpreted precisely the space of tangent vector fields on the
fuzzy sphere. This nicely reflects the affine nature of the space of gauge fields.
Nonabelian gauge theory
The generalization to nonabelian U(n) gauge theory is very simple. One now takes
N = 2nN (2.21)
and enlarges the matrix (2.4) to Ξ ⊗ 1ln (which we continue to denote as Ξ for ease of notation).
The configuration space is given by the U(N ) orbit (2.13) with C2 = N24 1lN and
Tr (C) = nN . (2.22)
3Throughout, the notation ≈ will always mean an equality which is valid in the large N commutative limit.
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Then C has eigenvalues ± N2 of respective multiplicities n (N ± 1). The configuration space
O = U(2nN)/U(nN+)× U(nN−) (2.23)
describes u(n) – valued gauge fields on S2N . Its dimension is given by
dim(O) = 2n2 (N2 − 1) . (2.24)
The gauge group is now given by G = U(nN), and acts on the covariant coordinates Ci = ξi ⊗
1ln + Ai, C0 =
1
2 1lnN + A0 as Cµ → U−1CµU . This leads to the expected transformation law for
the u(n) – valued gauge fields Ai. The corresponding gauge algebra is now g := u(nN) ⊂ u(N ),
consisting of elements of the form φ = φ0 ⊗ σ0 ∈ g.
2.3 The Yang-Mills action
Consider the action
S = S(C) := Ng Tr
(
C0 − 12 1lnN
)2
(2.25)
for C ∈ O, which is invariant under the group of gauge transformations G as well as global SU(2)
rotations. We claim that it reduces in the commutative limit N → ∞ to the usual Yang-Mills
action on the sphere S2, and can therefore be taken as a definition of the Yang-Mills action on the
fuzzy sphere S2N . We establish this explicitly below in the abelian case n = 1, the extension to
general n being obvious.
Consider the three-component field strength [9]
Fi := i ǫi
jk Cj Ck + Ci
= i ǫi
jk [ξj , Ak] + i ǫi
jkAj Ak +Ai (2.26)
where Ci = ξi + Ai as in (2.8). To understand its significance, consider the “north pole” of S
2
N
where ξ3 ≈ N2 x3 = N2 1lN (with unit radius), and one can replace the operators
i adξi −→ −εij ∂j := −εij ∂∂xj (2.27)
in the commutative limit for i, j = 1, 2. Hence upon identifying the commutative gauge fields Acli
through
Acli = −εij Aj , (2.28)
the “radial” component F3 of the field strength (2.26) reduces in the commutative limit to the
standard expression
F3 ≈ ∂1Acl2 − ∂2Acl1 + i
[
Acl1 , A
cl
2
]
. (2.29)
The constraint (2.11) now implies
Fi +
{
C0 − 12 1lN , Ci
}
= Fi +
{
A0 , Ci
}
= 0 ,
{ξi, Ai}+A0 +AiAi +A0A0 = 0 . (2.30)
Since only configurations with A0 = O(
1
N ) have finite action (2.25) and ξ3 is of order N , this implies
that A3, F1 and F2 are of order
1
N at the north pole, while A1 and A2 can be finite of order 1. In
particular, only the radial component F3 survives the N →∞ limit, with
F3 = −{A0, C3} ≈ −N A0 . (2.31)
This analysis can be made global by considering the “radial” field strength Fr = x
i Fi, which
reduces to the usual field strength scalar on S2. The action (2.25) thus indeed reduces to the usual
Yang-Mills action in the commutative limit with dimensionless gauge coupling g, giving
S ≈ 1
N g
Tr (Fr)
2 ≈ 1
4π g
∫
S2
dΩ (Fr)
2 . (2.32)
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2.4 Symplectic geometry of the configuration space
The standard Kirillov-Kostant construction makes the orbit space (2.13) into a symplectic man-
ifold [41]. Given two tangent vector fields Vφ, Vψ as above with φ,ψ ∈ u(N ), the symplectic
two-form ω ∈ Ω2(O) is defined locally through its pairing with the bivector Vφ ∧ Vψ as
〈ω, Vφ ∧ Vψ〉 = i Tr
(
C [φ,ψ]
)
. (2.33)
Using trace manipulations it is easy to see that the kernel of this pairing coincides with the stabilizer
algebra r, and hence it is nondegenerate on O(Ξ). We will derive below an explicit form of ω (2.47),
which allows to verify directly the well-known fact that ω is closed,
dω = 0 . (2.34)
Thus ω indeed defines an invariant symplectic structure on O(Ξ).
The tangent vectors Vφ are hamiltonian vector fields, and we claim that their generator is given
by
Hφ = Tr (φC) (2.35)
for φ ∈ u(N ). Indeed, then dHφ = Tr (φ dC), and by using the dual evaluation
〈dC, Vφ〉 = i [C,φ] (2.36)
one has
〈dHφ, Vψ〉 = i Tr
(
φ [C,ψ]
)
= − i Tr (C [φ,ψ])
= −〈ω, Vφ ∧ Vψ〉 = −〈ιVφω, Vψ〉 (2.37)
where ιVφ denotes contraction with the vector field Vφ. Thus
dHφ = −ιVφω (2.38)
as claimed. This means that the hamiltonian function (2.35) defines a periodic flow generated by
the action of a one-parameter subgroup C 7→ e i t φC e− i t φ, t ∈ R. The corresponding equivariant
moment map µ : O(Ξ)→ u(N )∨ is the inclusion map which has the pairings〈
µ(C) , φ
〉
= Hφ , (2.39)
and it defines a representation of the Lie algebra u(N ) through the Poisson algebra corresponding
to ω.
For gauge transformations φ = φ0 ⊗ σ0, the moment map µ reduces to〈
µ(C) , φ
〉
= 2 Tr
(
φ0 C0
)
= Tr
(
φ0 (1lnN + 2A0)
)
. (2.40)
In the commutative limit and for abelian gauge fields n = 1, this becomes
〈
µ(C) , φ
〉 ≈ Tr (φ0)− 2
N
Tr (φ0 Fr) ≈ − 1
2π
∫
S2
dΩ φ0 Fr (2.41)
up to an irrelevant shift, which is just the anticipated moment map for Yang-Mills theory on the
classical sphere [18]. Given the appropriate symplectic structure and moment map on the gauge field
configuration space O, the nonabelian localization principle for two-dimensional Yang-Mills theory
can be applied for the action constructed as the square of the moment map. This is precisely the
Yang-Mills action on S2N given in (2.25). The constant term
1
2 1lnN is just the first Chern number of
a background gauge field configuration and is of no significance for this discussion. This procedure
will be worked out in detail in Section 4.
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More about the symplectic form
For later use, we will now derive some properties of the symplectic form introduced in (2.33).
Consider the i u(N )-valued one-form on O(Ξ) given by
θ := C−1 dC . (2.42)
Given the constraints (2.10) and using dC2 = 0, this can be rewritten as
θ = 4
N2
C dC = 2
N2
[C,dC] . (2.43)
It obeys the constraints
dθ + θ2 = 0 and Tr (θ) = 0 . (2.44)
Thus θ ∈ Ω1(O, i u(N )) is essentially the canonical invariant Maurer-Cartan one-form, with the
additional property
[C, θ] = −2J 2(dC) = 2 dC (2.45)
where we have used the fact that dC is tangent to the orbit space and applied the projection
property (2.17). In particular, along with the fact that C2 is constant, this implies that
C θ + θ C = 0 . (2.46)
Using again the constraint (2.10), the symplectic two-form (2.33) can be written as
ω = − i
2N2
Tr
(
C [dC,dC]
)
= i4 Tr
(
C θ2
)
. (2.47)
To see this, we substitute this expression using (2.18) and (2.17) into
〈ω, Vφ ∧ Vψ〉 = − iN2 Tr
(
C [ [C,φ] , [C,ψ] ]
)
= i Tr
(
C [J (φ),J (ψ)])
= i Tr
(
[C,J (φ)]J (ψ))
= −N Tr (J 3(φ)ψ)
= N Tr
(J (φ)ψ)
= i Tr
(
[C,φ]ψ
)
= i Tr
(
C [φ,ψ]
)
(2.48)
for any φ,ψ ∈ u(N ), which coincides with the definition (2.33). Using (2.45) and (2.46), this
identity gives a simple proof of the closure property (2.34) as
dω = i4 Tr
(
dC θ2
)
= − i8 Tr
(
[θ,C] θ2
)
= 0 . (2.49)
3 The classical configuration space
In this section we will investigate in detail the space of classical solutions of U(n) gauge theory
on the fuzzy sphere S2N defined by the action (2.25). Understanding this space will be crucial
for the exact solution of the quantum gauge theory, which as we will see in the next section is
given exactly by its semiclassical expansion. We will first classify the solutions to the classical
equations of motion, over which the partition function will be summed. Among these solutions we
will find a variety of fluxons and, as in the case of gauge theory on the noncommutative torus, only
a very small subset of all two-dimensional noncommutative instantons on S2N map into the usual
instantons of Yang-Mills theory on S2 in the commutative limit N →∞. We will then thoroughly
describe the local symplectic geometry of the configuration space O near each critical point of
the Yang-Mills action, as symplectic integrals over these neighbourhoods will produce the required
quantum fluctuation determinants in the semiclassical expansion.
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3.1 Classical solutions
The critical points of the Yang-Mills action (2.25) are easy to find. Since the most general variation
of a gauge field C ∈ O is given by δC = [C,φ], by varying (2.25) one finds that the critical points
satisfy
0 = Tr
(
δC0 (C0 − 12 1lnN )
)
= Tr
(
[C,φ]C0
)
= Tr
(
φ [C0, C]
)
(3.1)
for arbitrary φ ∈ u(N )/r. They are therefore given by solutions of the equation [C0, C] = 0,
which agrees with the known saddle-points in the matrix model formulation of [9]. This equation
is equivalent to
[C0, Ci] = 0 (3.2)
which together with (2.11) implies that
[Ci, Cj] = i ǫij
k (2C0) Ck ,
C20 =
N2
4 1lnN − CiCi . (3.3)
For solutions with C0 6= 0, we can use (3.2) to define
Li =
1
2C0
Ci (3.4)
and rewrite (3.3) as
[Li, Lj] = i ǫij
k Lk ,
Li L
i =
(
N2
4C20
− 14
)
1lnN . (3.5)
These equations mean that the critical points of the Yang-Mills action correspond to (isomor-
phism classes of) (nN) × (nN) unitary representations of the isometry group SU(2), i.e. homo-
morphisms πnN : SU(2) → U(nN). Up to isomorphism, for each integer p ≥ 1 there is a unique
irreducible SU(2) representation (p) of dimension p. Therefore, there is a one-to-one correspondence
between classical solutions and ordered partitions (n1, . . . , nk) of the integer nN = n1 + · · · + nk,
with ni the dimension of the i-th irreducible subrepresentation in the representation πnN charac-
terizing the given critical point. Each such classical solution breaks the U(nN) gauge symmetry
locally to the centralizer
∏
i U(ki) of the homomorphism πnN , where ki denotes the multiplicity of
the blocks. They can be seen [9] to give precisely the usual two-dimensional instantons for U(n)
Yang-Mills theory on S2. These solutions also agree with those that can be interpreted as configu-
rations of D0-branes inside D2-branes [14], although the ones which will survive the large N limit
are different.
Therefore, each critical point is labelled (up to gauge equivalence) by the set of dimensions ni of
the irreducible representations, supplemented with a sign si which is defined by si = sgn(C0(ni)) =
± 1 (in that representation) when C0(ni) 6= 0 and si = 0 if C0(ni) = 0. We can thereby label the
critical surfaces, i.e. the connected components of the moduli space of classical solutions in O, as
C(n1,s1),...,(nk,sk) with ni ∈ N and si ∈ {± 1, 0} (3.6)
with the constraints
1 ≤ n1 ≤ n2 ≤ · · · ≤ nk ,
k∑
i=1
ni = nN and
k∑
i=1
si = n , (3.7)
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and si = 0 only if ni = 1. Any non-trivial irreducible representation with ni > 1 and C0 6= 0 gives
a contribution ±N to the trace Tr (C), which must be balanced in order to satisfy the eigenvalue
multiplicity constraint (2.22). This is the role of the condition
∑
i si = n in (3.7). Note that one
can change the sign of any individual irreducible representation.
The meaning of the blocks (ni, si) can be described as follows:
• sa = ± 1 : In this case C0 6= 0, and hence ‖C0‖ > 12 due to (3.5). These solutions come
with two signs. Note that any irreducible representation with small dimension will be highly
suppressed in the large N limit. The most extreme case is a sum of trivial representations,
with na = 1, for which
Ci = 0 and C0(na = 1) = sa
N
2 . (3.8)
• sa = 0 : In this case C0 = 0 and na = 1, which implies that Ci = ci with ci ∈ R and
N2
4 = ci c
i. These solutions are also suppressed at large N but less so than those with Ci = 0
above. They correspond to fluxons [35] whose positions on S2 are determined by the vector
ci.
Note that each such saddle-point (or more generally any gauge field configuration C) defines a
projective module over the fuzzy sphere algebra S2N , obtained by writing C in 2n×2n block-matrix
form. The module then corresponds to a projector Π(n1,s1),...,(nk,sk) ∈ Mat2n(S2N ). Let us describe
some of these critical points explicitly.
Ground state
The vacuum solution has k = n and is given by the critical surface C(N,1),...,(N,1), which implies
that C0 =
1
2 1lnN . It follows that Ci C
i = N
2−1
4 1lN , which is the quadratic Casimir invariant of the
N -dimensional irreducible representation of SU(2). Using a suitable U(nN) gauge transformation,
it can be written as
Ci = ξi ⊗ 1ln (3.9)
and we recover the original coordinates of the fuzzy sphere S2N . This is equivalent to the vanishing
curvature condition F = 0. In the abelian case n = 1, an application of Schur’s lemma shows
that the only matrix which commutes with C is the constant matrix and so the gauge group U(N)
acts freely on the moduli space of vacuum solutions, corresponding simply to a change of basis in
this case. For n > 1 the solution is a direct sum of n identical representations. This commutes
with the action of u(n), and so now the gauge group U(nN) contains a non-trivial stabilizer. The
moduli space of flat connections is therefore isomorphic to the smooth manifold U(nN)/U(n) in the
nonabelian case. Note that any configuration near the vacuum, with small but finite action, is given
by a small deformation of an irreducible SU(2) representation describing S2N , and in particular the
gauge field fluctuations Aµ are “small”. It is in this sense that the quantum gauge theory will
describe a fluctuating theory of noncommutative fuzzy sphere geometries.
Fluxons
At the other extreme, if C0 has several zero eigenvalues, i.e. several fluxons, the situation is much
more complicated. For example, when C0 = 0 and n = 1 we obtain a fuzzy version of the moduli
space of constant curvature connections in genus 0 provided by the critical surface
µ−1(C0 = 0) =
{
Ci ∈ u(N)
∣∣ CiCi = N24 1lN , [Ci, Cj ] = 0} (3.10)
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along with the condition (2.22) on the multiplicities of the eigenvalues of Ci⊗σi. The action of the
U(N) gauge group on (3.10) can be used to simultaneously diagonalize the three matrices Ci. The
Marsden-Weinstein symplectic reduction of the orbit space O(Ξ) is then essentially a symmetric
product orbifold of the classical sphere S2 given by
M0 := µ−1(C0 = 0)// U(N) ∼= SymN
(
S2
)
, (3.11)
where SymN (S2) := (S2)N/SN and the quotient by the Weyl group SN ⊂ U(N) is the residual
gauge symmetry acting by permutations of the real eigenvalues of the hermitian matrices Ci rep-
resenting the positions of the fluxons on S2, which are indistinguishable. The fluxon moduli space
M0 contains orbifold singularities arising from the fixed points of the SN -action on (S2)N , which
occur whenever two or more fluxon locations coincide. This is analogous to the vacuum solution
of two-dimensional U(N) gauge theory on a noncommutative torus wherein the moduli space of
constant curvature connections is the symmetric product orbifold SymN (T 2) [32], and there is a
natural correspondence between two-dimensional noncommutative instantons and fluxons [42]. In
the present case the U(N) action on the fluxon configuration space (3.10) also has additional fixed
points. Note that the restriction of the symplectic two-form (2.47) to the moduli spaceM0 is given
by
ω
∣∣
M0
= − 4 i
N2
N∑
a=1
ǫijk cai dc
a
j ∧ dcak (3.12)
where cai ∈ R are the eigenvalues of Ci with
∑
i (c
a
i )
2 = N
2
4 for each a = 1, . . . , N . With the usual
embedding of the two-sphere S2 →֒ R3, this is just the standard round symplectic two-form on the
Ka¨hler manifold (S2)N . Each fluxon contributes a suppression factor e−
N
4g due to (2.25).
Instantons on S2
The configurations which will dominate the path integral in the large N classical limit are the
low-energy solutions with small actions. These are solutions with n partitions and critical surfaces
C(n1,1),...,(nn,1) with ni ≈ N . They correspond to the usual instantons of U(n) gauge theory on S2
with vanishing U(1) flux, as shown in [9]. These solutions may also contain additional fluxons, which
behave like localized flux tubes which ensure that the total U(1) flux vanishes. Their contributions
are suppressed by factors of at least e−
N
4g , however they do contribute in the double scaling,
quantum plane limit wherein S2N becomes noncommutative R
2 [43, 44].
Monopoles
As shown in [9,13], an irreducible representation with ni = N−mi corresponds to the gauge field of
a monopole with magnetic charge mi ∈ Z. Configurations with non-trivial U(1) monopole number
can therefore be obtained by relaxing the constraint (2.22) and replacing it by
Tr (C) = nN − c1 (3.13)
where c1 =
∑
i mi ∈ Z is the first Chern number. In order to maintain the constraint C2 = N
2
4 1lN ,
the matrix dimension (2.21) must then be replaced with N = 2(nN − c1).
Some of these nontrivial U(1) bundles are realized within the original configuration space (2.23),
in the presence of trivial blocks with na = 1, sa = ± 1. For example, in the abelian case n = 1
the solutions in C(N−2,1),(1,1),(1,−1) are naturally interpreted as monopoles with charge m = 2. The
blocks (1,± 1) have vanishing field strength Fi = 0, and are naturally interpreted as Dirac strings.
They are suppressed by factors of at least e−N
3/g. Replacing the trivial blocks with fluxons leads
to vanishing global U(1) flux as discussed above.
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3.2 The classical action
The values of the Yang-Mills action (2.25) on the classical solutions obtained in Section 3.1 above
will determine the classical contributions to the path integral in the next section. The action
at these critical points can be evaluated as follows. Note that for each p-dimensional irreducible
representation Li of the isometry group SU(2), one has Li L
i = p
2−1
4 1lp and hence from (3.5) it
follows that
N2
p2
1lp = 4C0(p)
2 (3.14)
on that representation, so that C0(p) = ± N2p 1lp. Consider the reduced Yang-Mills action
S′ := Ng Tr
(
C20
)
= S + Ng Tr (C0)− N4g Tr (1lnN ) = S + nN
2
4g (3.15)
which is somewhat easier to manipulate than S. For a dominant solution with critical surface
C(n1,1),...,(nn,1) and ni > 1, the action S′ is given by
S′
(
(n1, 1) , . . . , (nn, 1)
)
=
N
g
n∑
i=1
ni
N2
4n2i
=
N3
4g
n∑
i=1
1
ni
. (3.16)
While possible fluxon blocks with ni = 1 do not contribute at all to S
′, they do contribute N4g to
the original action S (2.25). Their total contributions to S is proportional to the fluxon charge,
i.e. the total number of blocks with ni = 1, and agrees with the usual fluxon action [35] in the
quantum plane limit of S2N [43].
The dominant configurations in the classical limit are therefore those with
ni = N −mi and
n∑
i=1
mi = 0 (3.17)
with small mi ∈ Z, for which
C0(ni) =
N
2(N−mi)
1lni ≈ 12
(
1 + miN
)
1lni . (3.18)
Note that then
Tr (C0) =
n∑
i=1
(N −mi) N
2(N −mi) =
nN
2
(3.19)
as required. It follows that
S
(
(n1, 1) , . . . , (nn, 1)
) ≈ N
g
n∑
i=1
(N −mi)
(mi
2N
)2
+O
(
1
N
) ≈ 1
4g
n∑
i=1
m2i , (3.20)
which is the usual expression [19,20] for the classical action of U(n) Yang-Mills theory on the sphere
S2 with trivial gauge bundle evaluated on the two-dimensional instanton on S2 corresponding to
a configuration of n Dirac monopoles of magnetic charges mi ∈ Z. Non-trivial gauge bundles over
S2 of first Chern class c1 ∈ Z are obtained by modifying the trace constraint as in (3.13).
3.3 Local symplectic geometry of the configuration space
We will now develop the local symplectic geometry of the configuration space of gauge fields near
each Yang-Mills critical point. This is done by analysing in more detail the map (2.16), satisfying
(2.17). We want to find a useful description of the tangent space TCO ∼= im(J ), i.e. of the
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local geometry of the orbit space O. Since J is an anti-hermitian operator with respect to the
Cartan-Killing form on u(N ) (see (2.18)), it follows that the space u(N ) splits into two orthogonal
subspaces as
u(N ) = ker(J )⊕ ker (J 2 + 1lN ) (3.21)
where ker(J ) = r = u(nN+)⊕ u(nN−) is the stabilizer subalgebra, while ker(J 2 + 1lN ) ∼= TCO is
the tangent space to the configuration space at C ∈ O. In particular, J defines a complex structure
on TCO, and (3.21) is just the Cartan decomposition of u(N ) corresponding to the symmetric space
O. This follows immediately by noticing that the involutive automorphism
j : u(N ) −→ u(N ) , φ 7−→ C φC−1 (3.22)
is 1lN on ker(J ) and −1lN on ker(J 2 + 1lN ) upon using the constraints (2.10). Moreover, for any
Vφ, Vψ ∈ TCO, from (2.47) one has
〈ω, Vφ ∧ Vψ〉 = iN2 Tr
(
[C, Vφ]Vψ
)
= 1N Tr
(J (Vφ)Vψ) (3.23)
and 〈
ω , Vφ ∧ J (Vψ)
〉
= 1N Tr (Vφ Vψ) , (3.24)
expressing the fact that the symplectic two-form ω makes the configuration space O into a Ka¨hler
manifold with respect to the complex structure (2.16). All of these properties are just standard
features of hermitian symmetric spaces [36], as will be exploited at length in this paper.
Consider the restriction of the map J to the gauge algebra g = u(nN) ⊂ u(N ) containing
elements of the form g = φ ⊗ σ0. Since J (φ) is the infinitesimal gauge transformation of the
gauge field C generated by φ, it describes the orbits of the gauge group G = U(nN) acting on the
configuration space O, in TCO. Generically this action is free (apart from the trivial u(1)), but not
for certain critical points. For example, for the vacuum solution (3.9) the subalgebra 1lN ⊗ u(n)
commutes with C. The higher critical points in the nonabelian case generically have a smaller
u(1)n centralizer algebra.
More precisely, consider the kernel of J at C restricted to the gauge algebra g,
s := ker(J ) ∩ g , (3.25)
which is the subgroup of the gauge group that stabilizes C. The elements φ ∈ s are orthogonal to
TCO due to (3.21). Hence g decomposes into orthogonal subspaces
g = s⊕ g′ (3.26)
where g′ = s⊥ =: g ⊖ s contains the “proper” gauge transformations, acting freely near C. If
(n1, . . . , nn) is a partition of the integer nN which does not contain trivial representations of SU(2)
(no fluxons), then g′ is the tangent space to the corresponding critical surface C(n1,1),...,(nn,1) ⊂ O,
C(n1,1),...,(nn,1) ∼= U(nN)/S , (3.27)
where S = exp(s).
We claim that the subspaces J (g) and g are linearly independent. For this, assume to the
contrary that J (g) and g are linearly dependent, i.e. J (g) ∈ g for some g ∈ g. This implies that
[Ci, g] = 0, and therefore [C
2
0 , g] = 0 due to (2.11). Restricting attention to critical points C for
which the spectrum of C0 is non-negative (the others being strongly suppressed at large N), this
implies that g commutes with the spectral projectors of C0, and hence also with C0 itself. Together
with [Ci, g] = 0 it follows that J (g) = 0. However, J (g) and g need not be orthogonal subspaces.
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Generically one then has
J 2(g) + J (g) ⊂ TCO . (3.28)
The two subspaces are not orthogonal in general, since for g1, g2 ∈ g one can compute the inner
product
Tr
(J 2(g1)J (g2)) = Tr (g1 J (g2))
= − iN Tr
(
C [g1, g2]
)
= − 1N 〈ω, Vg1 ∧ Vg2〉 = iN Tr
(
g1 [C0, g2]
)
(3.29)
which is non-vanishing in general. For the vacuum solution with C0 =
1
2 1lnN , it follows from this
expression that the subspaces are indeed orthogonal, and hence J 2(g)⊕J (g) ⊂ TCO. In fact, one
has
J 2(g)⊕ J (g) = TCO if C0 = 12 1lnN (3.30)
which provides a useful description of the local geometry near the global minimum. To see (3.30),
note first that in the abelian case n = 1 one has s = u(1), and (3.30) then follows since dim(O) =
2(N2 − 1) = 2dim(g′). In the nonabelian case, for the vacuum state the gauge stabilizer s ∼= u(n)
has dimension n2 and hence dim(J 2(g′)⊕ J (g′)) = 2n2N2 − 2n2 = dim(O).
In general, the subspaces J (g) = J (g⊖ s) and J 2(g) are not linearly independent, and we can
define
E0 := J (g) ∩ J 2(g) (3.31)
which is generically a non-trivial subspace. Define also the subspaces h, h˜ ⊂ g⊖s with the properties
that
J (h) = E0 = J 2(h˜) . (3.32)
Since J 2(h) = −J (h˜) implies that h ⊂ h˜ ⊂ h, we have
h = h˜ and J (E0) = E0 . (3.33)
We can accordingly decompose the gauge algebra g into orthogonal subspaces as
g = g1 ⊕ h⊕ s . (3.34)
Since J : h→ E0 is a bijection, there is a unique map
j : h −→ h with J 2(h) = J (j(h)) (3.35)
for all h ∈ h which satisfies j2 = −1lnN . Similarly, in order to span the entire tangent space at
C ∈ O we generally have to introduce another subspace E1, with J (E1) = E1, which gives the
general decomposition
J (g⊖ h)⊕ J 2(g⊖ h)⊕ E0 ⊕ E1 = TCO . (3.36)
3.4 Explicit decomposition at Yang-Mills critical surfaces
We will now provide an explicit description of the various subspaces appearing in the decomposition
of the tangent space (3.36). Consider the Yang-Mills critical surfaces C(n1,1),...,(nn,1) and suppose
first that n1 6= · · · 6= nn are all distinct integers, corresponding to a completely nondegenerate
solution. The elements φ of the subspace (3.25) satisfy [C,φ] = 0. This implies that φ respects the
block decomposition described by the given partition (n1, . . . , nn), and is therefore proportional to
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1lni on each block. These are thus u(1)
n degrees of freedom. If some ni are degenerate, this space
is enhanced to
s = u(k1)× · · · × u(kl) (3.37)
for a critical surface with C =
⊕
i C(ni) ⊗ 1lki and ni all distinct. For the vacuum this is u(n),
corresponding to the maximally degenerate solution, as in Section 3.3 above.
We wish to work out the map J explicitly. For this, we decompose
φ =


φ11 φ12 . . .
φ21 φ22 . . .
· · · · · · . . .

 (3.38)
where φij ∈ (ni) ⊗ (nj) and as before (p) denotes the p-dimensional irreducible representation
of SU(2). In the degenerate case, there is another factor corresponding to u(kj). The non-
orthogonality of J (g) and J 2(g) in (3.29) is now easily understood as being simply due to the
different u(1) charges between the SU(2) sectors of s. Since [C,C0] = 0 at the Yang-Mills critical
surfaces, one has J ([C0, φ]) = [C0,J (φ)]. Thus the hermitian operator
(ad iC0)ij = iC0(ni)− iC0(nj) = i
N
2
nj − ni
ni nj
=: i cij (3.39)
acting on φij ∈ (ni)⊗ (nj) commutes with J . This implies that we can decompose the subspaces
in (3.36) such as J (h) = J 2(h) = E0 into irreducible representations of the operator ad iC0 , i.e.
into the various u(1) blocks. Restricted to the diagonal blocks C0(ni) is proportional to the unit
matrix 1lni , so that Tr (J (g1)J 2(g2)) = 0 there as for the vacuum.
Global SU(2) symmetry
To proceed further, we need to exploit an additional symmetry that we have neglected so far,
the global rotation group SU(2). Recall from Section 3.1 above that each saddle-point defines a
representation of SU(2) acting on the representation space V ∼= CnN as (3.4), and trivially on
potential fluxon components. In the abelian case n = 1, this induces via the adjoint action the
rotations of functions f 7→ Jif = [Li, f ] in S2N ∼= V ⊗ V , but it is a somewhat different symmetry
for the nonabelian instantons. Let us decompose V into irreducible representations as
V =
n⊕
i=1
(ni) . (3.40)
This representation can be extended to the module V ⊗ C2 for the action of the operators
Ji = Li +
1
2 σ
i (3.41)
which by construction commute with C,
[Ji, C] = 0 , (3.42)
on the critical surfaces. This follows from the fact that Ci ⊗ σi is an intertwiner for the action of
Ji on
V ⊗ C2 =
( n⊕
i=1
(ni + 1)
)
⊕
( n⊕
i=1
(ni − 1)
)
=: V + ⊕ V − (3.43)
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and C has eigenvalues ± N2 on the component subspaces V ±. This enables one to decompose C
further using the projectors Π±i onto the irreducible representations (ni ± 1) with[
C , Π±i
]
= 0 , (3.44)
and the constrained covariant coordinates take the simple form
C =
N
2


n⊕
i=1
Π+i 0
0 −
n⊕
i=1
Π−i

 . (3.45)
In particular, since C0 ⊗ σ0 is two-fold degenerate it follows that
C0 ⊗ σ0 =


n⊕
i=1
C0(ni)Π
+
i 0
0
n⊕
i=1
C0(ni)Π
−
i

 (3.46)
separates the explicit blocks according to (3.39).
The complex structure map J respects this SU(2) symmetry,
[Ji,J ] = 0 , (3.47)
which enables one to decompose the tangent space TCO into irreducible representations of the SU(2)
isometry group. With respect to the block decomposition (3.43), the subspace ker(J ) ⊂ u(N )
consists of block diagonal operators while TCO consists of block off-diagonal operators, and the
action of J on tangent vectors is given explicitly by
J
(
0 X
X† 0
)
=
(
0 iX
− iX† 0
)
. (3.48)
This is the obvious complex structure on TCO compatible with the action of the isometry group.
The decomposition of the tangent space TCO into irreducible representations of SU(2) is now
provided by
T−C O ∼=
( n⊕
i=1
(ni + 1)
)
⊗
( n⊕
j=1
(nj − 1)
)
=
n⊕
i,j=1
(ni + 1)⊗ (nj − 1) , (3.49)
where T±CO := TCO
∣∣
V ±
corresponds to the upper-right respectively lower-left blocks in (3.48), and
the different sectors (i, j) are separated by the eigenvalues of the operator ad iC0 in the irreducible
case. Note in particular that the lowest spin component in the Clebsch-Gordan decomposition of
(ni+1)⊗ (ni− 1) is a spin one field as appropriate for gauge fields. This implies J (g0) = 0, where
g0 is the subspace of SU(2) singlet components of g, and in fact g0 = s by Schur’s lemma.
Global minimum
Consider first the vacuum surface C(N,1),...,(N,1). Compare the SU(2)-invariant decomposition of
the gauge algebra g, given by
g ∼= (N)⊗ (N)⊗ u(n)
=
(
(1) ⊕ (3)⊕ · · · ⊕ (2N − 1)) ⊗ u(n) = ((1) ⊕ (N + 1)⊗ (N − 1)) ⊗ u(n) , (3.50)
with (3.49) in the degenerate case C0 =
1
2 1lnN . It follows that the image of J (g) indeed covers all
modes of TCO, and the complexification is achieved by adding J 2(g). This gives another proof of
the decomposition (3.30). The singlet subspace of (3.50) is g0 = (1)⊗ u(n) ∼= u(n) = s.
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Maximally irreducible saddle points
Now consider a generic, completely non-degenerate critical surface C(n1,1),...,(nn,1), and the corre-
sponding decomposition of TCO = T−CO ⊕ T+C O given by (3.49). The different sectors (i, j) are
distinguished by the eigenvalues of the operator ad iC0 . Hence we can pick some fixed pair ni > nj,
and decompose
(ni+1)⊗ (nj − 1) ∼=
(|ni−nj|+3) i cij ⊕ (|ni−nj|+5) i cij ⊕ · · · ⊕ (ni+nj − 1) i cij ⊂ TCO (3.51)
which has eigenvalue given by (3.39) as indicated by the subscripts. Similarly, one has
(nj +1)⊗ (ni− 1) ∼=
(|ni−nj| − 1) i cji ⊕ (|ni−nj|+1) i cji ⊕ · · · ⊕ (ni+nj − 1) i cji ⊂ TCO (3.52)
(where (0) is omitted) with ad iC0 eigenvalue i cji = − i cij . The corresponding conjugate matrix
decompositions (nj − 1)⊗ (ni+1) and (ni− 1)⊗ (nj +1) are determined by hermiticity. They are
given respectively by (3.51) with eigenvalue i cji = − i cij and by (3.52) with eigenvalue i cij .
We denote the tangent space decomposition (3.49) determined by (3.51) and (3.52) as
TCO :=
n⊕
i,j=1
C|n;ni + 1, nj − 1; i cij , l〉TCO (3.53)
where n denotes the dimension of (n), and we will drop its magnetic quantum number l from
now on. This defines a natural basis for TCO, in which the action of J is given by block-wise
multiplication with
J = σ2 =
(
0 i
− i 0
)
(3.54)
as in (3.48), and the action of ad iC0 by
(
ad iC0
)
ij
= |cij |
(
0 σ2
σ2 0
)
(3.55)
since its sign depends on ni ≷ nj. In particular, by virtue of (3.23) the tangent space TCO is
naturally a symplectic vector space with symplectic form of type (1, 1) with respect to the complex
structure J . This construction thereby defines a local symplectic model for the neighbourhood of
the Yang-Mills critical point C in the Ka¨hler manifold O. In the next section this model space
will be used to evaluate fluctuation integrals over tubular neighbourhoods of the critical surfaces.
In particular, all pertinent one-forms can be explicitly evaluated on TCO by using the explicit
expressions for C and C0 in (3.45) and (3.46).
Let us now look at the SU(2)-invariant decomposition of the gauge algebra g given by
g ∼=
n⊕
i,j=1
(ni)⊗ (nj) (3.56)
=
n⊕
i,j=1
(
(|ni − nj|+ 1)⊕ (|ni − nj|+ 3)⊕ · · · ⊕ (ni + nj − 1)
)
=:
n⊕
i,j=1
C|n;ni, nj ; i cij〉g .
This can be compared with the SU(2)-invariant decomposition of the tangent space TCO in (3.53)
above, whose higher modes match perfectly with those of g except for a doubling due to the complex
structure J . There is, however, some mismatch in the low lying modes. In particular, TCO contains
the extra subspace
E1 :=
⊕
i>j
C|ni − nj − 1;nj + 1, ni − 1;− i cij〉TCO (3.57)
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which is not contained in J (g). On the other hand, the modes in the subspace
E0 :=
⊕
i>j
C|ni − nj + 1;nj + 1, ni − 1;− i cij〉TCO (3.58)
occur only once in TCO, which means that they are already spanned by the image J (g) since J 6= 0
on the non-trivial modes. This implies that E0 = J (E0) = J (h) where
h =
⊕
i 6=j
C
∣∣|ni − nj|+ 1 ; ni, nj ; i cij〉g . (3.59)
The linear independence of the subspaces J (g⊖h) and J 2(g⊖h) follows from the explicit embedding
TCO →֒ u(N ) given below. Therefore J (g ⊖ h) ⊕ J 2(g ⊖ h) spans the entire tangent space TCO
except for the subspace E1, which gives the decomposition (3.36) with the various subspaces now
explicitly identified. We have J (E0) = E0 and J (E1) = E1, with the action of J given by diagonal
eigenvalues ± i on the two components in (3.58) and (3.57). On the remaining space TCO⊖E0⊖E1
the action of J is obtained by exchanging the two components in (3.36).
To complete this analysis, we need to explicitly embed TCO into the space u(N ), which admits
the SU(2)-invariant decomposition
u(N ) ∼= g⊗ ((2)⊗ (2)) = n⊕
i,j=1
(
(ni + 1)⊗ (nj + 1) ⊕ (ni − 1)⊗ (nj − 1)
⊕ (ni + 1)⊗ (nj − 1) ⊕ (ni − 1)⊗ (nj + 1)
)
(3.60)
corresponding to (3.43). Since we know the action of J on the rhs, we can determine the map
J : g −→ TCO →֒ g⊗
(
(2) ⊗ (2)) (3.61)
using
J (|n;ni, nj ; i cij〉g) = n∑
k,l=1
J (|n;nk+1, nl−1; i ckl〉TCO) TCO〈n;nk+1, nl−1; i ckl|n;ni, nj ; i cij〉g+h.c.
(3.62)
The non-vanishing inner products in this expression can be written in terms of Wigner 6j-symbols
for the group SU(2), which are known explicitly. This also enables one to compute the projection
Π0 : TCO −→ g , V0 ⊗ σ0 + Vi ⊗ σi 7−→ V0 (3.63)
as
Π0|n;ni + 1, nj − 1; i cij〉TCO =
n∑
k,l=1
|n;nk, nl; i ckl〉g g〈n;nk, nl; i ckl|n;ni + 1, nj − 1; i cij〉TCO .
(3.64)
In the basis (3.36), one has the useful explicit formula
Π0 J (g) = ad iC0(g) (3.65)
which is of order 1N and can also be used for E0, while Π0 J 2(g) is of order 1N2 and Π0(E1) = {0}.
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General solutions
The case where some of the irreducible representations (ni) have multiplicity ki > 1 is a combination
of the structures above for the vacuum state and for the nondegenerate case. Now the basis (3.53)
acquires additional labelling reflecting the u(ki) degrees of freedom, and it takes the symbolic form
TCO =
l⊕
i,j=1
C
∣∣n ; (ni + 1, ai) , (nj − 1, aj) ; i cij〉TCO . (3.66)
In particular, one can now easily compute the symplectic form on TCO using (3.23). It is essentially
given by the complex structure J .
3.5 Fluctuations around the critical surfaces
We conclude this section with a summary of the salient features of the decompositions in Sections 3.3
and 3.4 above, as pertaining to how they will be exploited in the next section to evaluate fluctuation
integrals over the local neighbourhoods of Yang-Mills critical points. Recall that globally the
critical surface (with no fluxons) through some critical point C is given by the space of gauge
transformations acting on C, as in (3.27). Its tangent space is embedded locally as
TCC(n1,s1),...,(nk,sk) = J (g⊖ s) ⊂ TCO , (3.67)
which can be determined explicitly using (3.62). Recall also that the gauge stabilizer s of C
consists of the SU(2) singlets in g. It is given by s ∼= u(n) for the vacuum, and s ∼= u(1)n for
completely irreducible saddle-points. In particular, s is never trivial, quite unlike the situation in
ordinary two-dimensional Yang-Mills theory [27]. The global symmetry cannot be disentangled in
the noncommutative case, and the nonabelian localization even at the global minimum is akin to
that at higher critical points of two-dimensional Yang-Mills theory or more precisely at the flat
connections of Chern-Simons gauge theory on a Seifert fibration [27]. The non-trivial part of the
localization at higher critical points will therefore be given by fluctuation integrals over the spaces
E0, E1 and s. The only effect of the remaining part J (g ⊖ h) ⊕ J 2(g ⊖ h) will be to induce
normalization terms as for the vacuum critical point. In particular, the subspaces J (g ⊖ s) and
J 2(g⊖ s) locally model the tangent space TCO near the vacuum.
To understand the physical meaning of the subspace E1, note that the gauge field strength
remains constant for variations along φ = X ∈ E1, since δC0
∣∣
E1
= i[C,φ]0 ∈ Π0(E1) = {0}. Let us
compute the second order variation of the Yang-Mills action, given by
Tr
(
C0 δ
2C0
)
= − Tr (C0 [ [C,φ] , φ])
= Tr
(
[C0, φ] [C,φ]
)
= −N Tr (ad iC0(φ)J (φ)) . (3.68)
Restricting to fluctuations φ = X ∈ E1 with respect to the decomposition (3.57) one has
Tr
(
C0 δ
2C0
)∣∣∣
E1
= −N
∑
i>j
Tr
(
ad iC0(X
†
ji)J (Xji)
)
= −2N
∑
i>j
|cij | Tr
(
X†jiXji
)
(3.69)
by using the actions (3.54) and (3.55), cf. (4.85). For the maximally nondegenerate saddle-points,
this fluctuation is thus negative, demonstrating that the two-dimensional instantons on the fuzzy
sphere S2N are generically unstable. On the other hand, since the subspace E0 = J (h) is obtained
through gauge transformations, it produces flat directions for the Yang-Mills action.
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4 Nonabelian localization
This section is the crux of the present paper, wherein we shall derive the semiclassical expansion
of the partition function for Yang-Mills theory on the fuzzy sphere S2N and show that it agrees with
the known instanton expansion of quantum gauge theory on S2 in the classical limit N →∞. We
will begin by describing the nonabelian localization principle, adapted to our specific gauge theory.
We will then explicitly evaluate the contributions from two extreme classes of Yang-Mills critical
points, the vacuum and the maximally irreducible solutions, and show that they give the expected
contributions to the path integral at large N . The intermediate contributions from degenerate
solutions, which we do not treat in detail here, are somewhat more involved but can in principle
be evaluated using our techniques. The contribution from the vacuum to the partition function
could be expressed in terms of the abstract cohomological formula of [18] given by intersection
pairings on the vacuum moduli space, or by using the more explicit residue formula of [23]. The
contributions from some higher unstable critical points to the nonabelian localization formula are
formally described in [24, 26, 27], but the general cases that we need (including reducible saddle
points) are not explicitly treated in full generality. Here we will directly evaluate, following [27], the
explicit quantum fluctuation integrals near the critical points using the local symplectic geometry
of the previous section.
4.1 Equivariant cohomology and the localization principle
The goal of this section is to compute the partition function of quantum Yang-Mills theory on the
fuzzy sphere defined by the action (2.25) on the configuration space (2.13) of gauge fields. After an
irrelevant shift of the covariant coordinates (2.8) which is equivalent to working with the reduced
Yang-Mills action (3.15), it is defined by
Z :=
1
vol(G)
( g
4π N
)dim(G)/2 ∫
O
dC exp
(
− Ng Tr
(
C20
))
=
1
vol(G)
(
g′
2π
)dim(G)/2 ∫
O
exp
(
ω − 12g′ Tr
(
C20
))
(4.1)
where we have used the fact that the symplectic volume form ωd/d!, with d := dimC(O), defines the
natural gauge invariant measure on O provided by the Cartan-Killing riemannian volume form (up
to some irrelevant normalization). This follows from the fact that the natural invariant metric on
O is a Ka¨hler form. We have divided by the volume of the gauge group G = U(nN) with respect
to the invariant Cartan-Killing form and by another normalization factor for later convenience, and
also introduced the rescaled gauge coupling
g′ =
g
2N
. (4.2)
We will now describe, following [18,27], how the technique of nonabelian localization can be applied
to evaluate the symplectic integral (4.1) exactly.
We begin by using a gaussian integration to rewrite (4.1) as
Z =
1
vol(G)
∫
g×O
[ dφ
2π
]
exp
(
ω − i Tr (C0 φ)− g′2 Tr
(
φ2
))
, (4.3)
where the euclidean measure for integration over the gauge algebra φ ∈ g = u(nN) is determined
by the invariant Cartan-Killing form. Since the moment map for the G-action on O is given by
(2.40), by (2.38) we have
d Tr (C0 φ) = −ιVφω . (4.4)
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Introduce the BRST operator
Q = d− i ιVφ , (4.5)
where d is the exterior derivative on Ω(O) and the contraction ιVφ acts trivially on φ. It preserves
the gradation if one assigns charge +2 to the elements φ of g, and it satisfies
Q2 = − i {d, ιVφ} = − iLVφ (4.6)
where LVφ is the Lie derivative along the vector field Vφ. Thus Q2 = 0 exactly on the space
ΩG(O) :=
(
C[[g]]⊗ Ω(O))G (4.7)
consisting of gauge invariant differential forms on O which take values in the ring of symmetric
functions on the Lie algebra g.
By construction one has
Q
(
ω − i Tr (C0 φ)
)
= 0 (4.8)
using (2.34) and (4.4), and
Q Tr
(
φ2
)
= 0 . (4.9)
Therefore, the integrand of the partition function (4.3) defines a G-equivariant cohomology class
in HG(O), and the value of Z depends only on this class. The integral of any Q-exact equivariant
differential form in ΩG(O) over g×O is clearly 0, as is the integral of any ιVφ-exact form even if its
argument is not gauge invariant. Thus Z is unchanged by adding any Q-exact form to the action,
which will fix a gauge for the localization. Hence we can replace it by
Z =
1
vol(G)
∫
g×O
[ dφ
2π
]
exp
(
ω − i Tr (C0 φ)− g′2 Tr
(
φ2
)
+ t Qα
)
, (4.10)
which is independent of t ∈ R for any G-invariant one-form α on O, where
Qα = dα− i 〈α, Vφ〉 . (4.11)
The independence of (4.10) on the particular representative α ∈ Ω(O)G of its equivariant cohomol-
ogy class will play a crucial role in our evaluation of the partition function.
Expanding the integrand of (4.10) by writing exp(t dα) as a polynomial in t and using the fact
that the configuration space O is compact, it follows that for t → ∞ the integral localizes at the
stationary points of 〈α, Vφ〉 in g×O. By writing Vφ = Va φa, where φa is an orthonormal basis of
g∨, we have 〈α, Vφ〉 = 〈α, Va〉 φa and the critical points are thus determined by the equations
〈α, Va〉 = 0 , (4.12)
φa d〈α, Va〉 = 0 . (4.13)
Since (4.13) is invariant under rescaling of φ and the Lie algebra g is contractible, the homotopy
type of the space of solutions in g×O is unchanged by restricting to φ = 0 and the saddle-points
reduce to the zeroes of 〈α, Va〉 in O.
Given the reduced Yang-Mills function (3.15), let us consider explicitly the invariant one-form
α given by [27,32]
α = − i Tr (C0 [C,dC]0) = g′ J (dS′ ) . (4.14)
We claim that the vanishing locus of 〈α, Va〉 in this case coincides with the critical surfaces of the
original Yang-Mills action (2.25) as found in Section 3.1. To see this, we note that the condition
0 = 〈α, Va〉 = Tr
(
C0 [C , [C,φ
a] ]0
)
= − Tr ([C,C0] [C,φa]) (4.15)
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certainly holds whenever [C,C0] = 0. On the other hand, by setting φ = C0 it implies
0 = 〈α, Vφ〉 = − Tr
(
[C,C0]
2
)
(4.16)
which by nondegeneracy of the inner product implies that [C,C0] = 0. Therefore the action in
(4.10) has indeed the same critical points as the Yang-Mills action (2.25).
Let us now explicitly establish, following [32], the localization of the partition function onto the
classical solutions of the gauge theory. Plugging (4.14) and (4.11) into (4.10) and carrying out the
integration over φ ∈ g gives
Z =
1
vol(G)
∫
g×O
[ dφ
2π
]
exp
(
t dα+ ω
)
× exp
(
− i Tr (C0 φ)− g
′
2 Tr
(
φ2
)− i t Tr ([C , [C,C0] ]φ))
=
1
vol(G)
(
g′
2π
)dim(G)/2 ∫
O
exp
(
t dα+ ω
)
(4.17)
× exp
(
− 12g′ Tr
(
C20
)
+ tg′ Tr
(
C0 [C , [C,C0] ]
) − t22g′ Tr ([C , [C,C0] ])2)
where we have used Tr (C [C,−]) = 0. The only configurations which contribute to (4.17) in the
large t limit are therefore solutions of the equation
[C , [C,C0] ] = 0 (4.18)
which implies as in [32] that
0 = Tr
(
C0 [C , [C,C0] ]
)
= − Tr ([C,C0]2) , (4.19)
giving [C,C0] = 0 as desired. Therefore the integral (4.17) receives contributions only from the
solutions of the Yang-Mills equations (3.2), which establishes the claimed localization.
The local geometry in g×O about each critical point, as analysed in detail in the last section,
determines the partition function as a sum of local contributions involving the values of the Yang-
Mills action evaluated on the classical solutions as in Section 3.2. Consider an equivariant tubular
neighbourhood N(n1,s1),...,(nk,sk) of a critical surface C(n1,s1),...,(nk,sk) in g × O. Since the partition
function (4.10) is independent of t, we can consider its large t limit as above, and this limit will
always be implicitly assumed from now on. LetW be a compact subset of O withW∩C = ∅, where
C := ⋃(ni,si) C(n1,s1),...,(nk,sk). Then the integral over W in (4.17) has a gaussian decay in t → ∞.
This means that in expanding exp(t dα+ ω) into a finite sum of terms of the form ωp ∧ (t dα)m,
we can disregard all terms which contain ω since they will be suppressed by factors of 1t and vanish
in the large t limit. The only terms which survive the t → ∞ limit are those with p = 0,m = d,
and the integral therefore vanishes unless ω is replaced by dα, except at the saddle point where
dα = 0. Then one has
Z =
1
vol(G)
∫
g×O
[ dφ
2π
]
exp
(
t
(
dα− i 〈α, Vφ〉
))
exp
(
− i Tr (C0 φ)− g′2 Tr
(
φ2
))
(4.20)
in the vicinity of any critical point in which dα is nondegenerate.
The integral Z(n1,s1),...,(nk,sk) in (4.20) over the neighbourhood N(n1,s1),...,(nk,sk) is determined
by the local behaviour of α and the G-action near C(n1,s1),...,(nk,sk). Then
Z =
∑
(n1,s1),...,(nk,sk)P
i ni=nN ,
P
i si=n
Z(n1,s1),...,(nk,sk) . (4.21)
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As expected [24], the sum over critical surfaces in (4.21) contains the sum over weights 1 ≤ n1 ≤
n2 ≤ · · · ≤ nk of the gauge group G = U(nN). Our explicit computations will confirm the local
behaviour of the partition function given by [24]
Z(n1,s1),...,(nk,sk) =
(
g′
)− dim(G)
e
− 1
2g′
P
i n
2
i H(n1,s1),...,(nk,sk)
(√
g′
)
. (4.22)
The smooth function H(n1,s1),...,(nk,sk) : R → C, which is bounded by a polynomial at infinity, is
determined by the equivariant Euler class of the fixed point locus corresponding to the weight
(n1, . . . , nk) after reducing the integral over g to its Cartan subalgebra, as we do explicitly in the
next section.
4.2 Explicit evaluation of the localization forms
The explicit computation of the local contributions Z(n1,s1),...,(nk,sk) to the Yang-Mills partition
function on S2N will rely on the local behaviour of the invariant one-form α introduced in (4.14)
near the Yang-Mills critical points. We will now pause to derive explicit expressions for the BRST
transformations (4.11) on the subspaces appearing in the tangent space decomposition (3.36). Given
the invariant Maurer-Cartan one-form (2.42) and the projector (3.63), consider the u(nN)-valued
one-form
θ0 := Π0(θ) =
1
2 tr σ(θ) (4.23)
where tr σ denotes the partial trace over the spin matrices σ
µ. It is given explicitly by
θ0 =
4
N2
(
C dC
)
0
= 4N2
(
Ci dC
i + C0 dC0
)
(4.24)
and satisfies
dθ0 = −12 tr σ
(
θ2
)
= −Π0
(
θ2
)
. (4.25)
One has
〈θ, Vφ〉 = 2N2 [C, Vφ] = −2 iN J (Vφ) and 〈θ0, Vφ〉 = −2 iN Π0 J (Vφ) (4.26)
for any tangent vector Vφ = i [C,φ].
Using the identity C dC = −dC C, the localization one-form (4.14) can now be written as
α = − iN22 Tr (C0 θ) = − iN
2
2 Tr (C θ0) . (4.27)
Hence the pairing in (4.11) is given by
〈α, Vφ〉 = −N Tr
(
C0 J (Vφ)
)
= N Tr
(J (C0)Vφ) = −N2 Tr (J 2(C0)φ) . (4.28)
This vanishes on the critical surfaces, where J (C0) = 0. Furthermore, for any g ∈ g one has〈
α , J 2(g)〉 = −N Tr (C0 J 3(g))
= N Tr
(
C0 J (g)
)
= i Tr
(
C0 [C0, g]
)
= 0 (4.29)
while for e0 ∈ E0 one has 〈
α , e0
〉
=
〈
α , J (e0)
〉
=
〈
α , J 2(h)〉 = 0 (4.30)
for some h ∈ h. Both identities (4.29) and (4.30) hold even off-shell. We also note the on-shell
relations〈
α , J (g)〉 = −N Tr (C0 J 2(g)) = 0 and 〈α , e1〉 = −N Tr (C0 J (e1)) = 0 (4.31)
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for e1 ∈ E1.
To evaluate the integral (4.20) using the stationary phase method, we must understand how
it behaves near the Yang-Mills critical points. For this, we will study the local behaviour of the
BRST variation (4.11), beginning with the pairing 〈α, Vφ〉. Let us write a generic gauge field of O
as C = C + ε i [C,Ψ]+ 12 ε
2 i [C , i [C,Ψ] ] +O(ε3), where C is the given critical point, Ψ ∈ su(N )
are the fluctuations around C and ε is a small real parameter. Then
J 2(C0) = 0 + ε
(
J 2( i [C,Ψ]0)+ iN [ i [C,Ψ] , J (C0)]+ iN J ([ i [C,Ψ] , C0]))+O (ε2)
= ε
(
J 2((VΨ)0)+ iN J ([VΨ, C0]))+O (ε2) , (4.32)
which for φ ∈ g gives
〈α, Vφ〉 = −εN2 Tr
(J 2((VΨ)0)φ+ iN [J (VΨ), C0 ], φ)+O (ε2)
= −εN2 Tr ((VΨ)0 J 2(φ) + J (VΨ)[ iN C0 , φ ])+O (ε2)
= −εN2 Tr
(
VΨ
(J 2(φ)0 − J (J (φ)0)))+O (ε2) . (4.33)
using (3.65). This is non-degenerate for φ ∈ g⊖ s⊖ h, i.e. non-vanishing for some VΨ ∈ TCO. To
see this, it is sufficient to show that J (J 2(φ)0 − J (J (φ)0)) 6= 0. Indeed, assuming the contrary
J (J 2(φ)0) = J 2(J (φ)0) would imply that either φ ∈ s, or J (φ)0 ∈ h which is amounts to φ ∈ h⊕s.
On the other hand, this pairing is indeed degenerate for any VΨ ∈ E1.
For φ ∈ s, the second-order contribution to the form (4.33) can be obtained from
Vφ = i [C,φ] = i ε[VΨ, φ] +O
(
ε2
)
(4.34)
and
J (C0) = iN [C,C0] = iN ε
(
[VΨ, C0] + [C, (VΨ)0]
)
+O
(
ε2
)
. (4.35)
It follows that
〈α, Vφ〉 = −ε2 Tr
(
adφ(VΨ)
(
adC0(VΨ) + iN J ((VΨ)0)
))
+O
(
ε3
)
. (4.36)
In particular, for VΨ ∈ E1 this pairing simplifies to
〈α, Vφ〉 = −ε2 Tr
(
adφ(VΨ) adC0(VΨ)
)
+O
(
ε3
)
. (4.37)
We now turn to the exact part dα of (4.11). Using (2.44)–(2.46), one finds
dα = − i N22 Tr
(
dC θ0 − C0 θ2
)
= − i N22 Tr
(
C θ θ0 + C0 dθ
)
. (4.38)
For flat connections with F = 0, the second term in the first equality of (4.38) vanishes and one
has
dα = − i N22 Tr (dC θ0) = − i N
2
2 Tr (C θ θ0) if C0 =
1
2 1lnN . (4.39)
From (2.43) and (2.44) one generally has θ2 = − 4N2 (dC)2, and hence〈
Tr (C0 θ
2) , Vφ ∧ Vψ
〉
= 4
N2
Tr
(
C0 [ [C,φ] , [C,ψ] ]
)
= 4
N2
Tr
(
[C0 , [C,φ] ] [C,ψ]
)
= − 4
N2
Tr
(
adC0(Vφ)Vψ
)
(4.40)
for any pair of tangent vectors Vφ = i [C,φ] and Vψ = i [C,ψ]. Similarly, one has〈
Tr (C θ θ0) , Vφ ∧ Vψ
〉
=
〈
Tr (dC θ0) , Vφ ∧ Vψ
〉
= −2 iN Tr
(
Vφ J (Vψ)0 − Vψ J (Vφ)0
)
(4.41)
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which vanishes if any of the arguments belongs to the subspace E1.
If Vψ = J (h) ∈ E0 for some h ∈ h, then by using the map (3.35) along with (4.41) one computes
the on-shell pairing〈
Tr (C θ θ0) , Vφ ∧ Vψ
〉
= −2 iN Tr
(
Vφ J (j(h))0 − J (h)0 J (Vφ)
)
= − 2N2 Tr
(
adC0(Vφ) j(h) + adC0(h)J (Vφ)
)
= − 2N2 Tr
(
N adC0(J (φ)) j(h) + adC0(h)J (Vφ)
)
= − 2
N2
Tr
(−N adC0(φ)J 2(h) + adC0(h)J (Vφ))
= − 2
N2
Tr
(
N adC0(J (φ))J (h)− adC0(J (h))Vφ
)
= − 2
N2
Tr
(
adC0(Vφ)Vψ − adC0(Vψ)Vφ
)
. (4.42)
This coincides with (4.40), and in particular it vanishes unless the vector field Vφ also belongs to
the subspace E0. In summary, we have the on-shell evaluations
〈dα, Vφ ∧ Vψ〉 = 2 i Tr
(
Vφ adC0(Vψ)
)
if Vψ ∈ E1 (4.43)
and
〈dα, Vφ ∧ Vψ〉 = 0 if Vψ ∈ E0 . (4.44)
4.3 Localization at the vacuum moduli space
We will now compute the localized partition function Z0 := Z(N,1),...,(N,1) at the vacuum critical
surface. We denote this gauge orbit as
O0 := C(N,1),...,(N,1) =
{
g C g−1
∣∣ g ∈ U(nN)} ∼= U(nN)/U(n) . (4.45)
In this case the subspaces E0 and E1 in (3.36) are trivial. Localization implies that we can restrict
ourselves to a G-equivariant tubular neighbourhood N0 = N(N,1),...,(N,1) of the critical surface,
under the action of the gauge group G = U(nN). The neighbourhood N0 has an equivariant
retraction [45, Chap. 27] by a local equivariant symplectomorphism onto the local symplectic model
F0, defined to be an equivariant symplectic vector bundle over O0 with fibre J 2(g⊖ s) which is a
sub-bundle of the tangent bundle TO restricted to O0. This means that the tangent space to F0 at
the vacuum critical point C in (3.9) is given by TCO0 ⊕J 2(g⊖ s) ∼= J (g⊖ s)⊕J 2(g⊖ s) = TCO,
the symplectic two-form on F0 is simply ω, and the hamiltonian G-action on F0 descends from
the moment map µ. In physical terms, the gauge fields are decomposed along the vacuum moduli
space O0 plus infinitesimal non-gauge variations in the subspace J 2(g⊖ s).
Due to the presence of the localization form α in the path integral, we can restrict ourselves
to this model F0 and use it to replace the open neighbourhood N0 [27]. Indeed, because F0 is
an equivariant retraction from N0, the G-equivariant cohomology of N0 is the same as that of F0.
Furthermore, since the fibres of the bundle F0 are contractible, its G-equivariant cohomology is
identified under pullback with the S-equivariant cohomology of its base spaceO0, so that HG(N0) ∼=
HS(O0). Since S acts trivially on O0, one has HS(O0) ∼= C[[s]]S ⊗ H(O0) and the S-equivariant
cohomology classes of O0 coincide with ordinary cohomology classes of O0 valued in the ring of
invariant functions on the stabilizer s. Putting everything together gives an isomorphismHG(N0) ∼=
C[[s]]S ⊗H(O0) which reduces the equivariant integral over g×N0 in (4.20) to an ordinary integral
over s ×O0. This is precisely the nonabelian localization that is formally carried out in [26], and
will turn out to be very much like the localization at the trivial connection of Chern-Simons theory
on a Seifert homology sphere [27]. In the present case, the integral over φ ∈ s will then give the
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interesting non-trivial quantum fluctuation determinants about the classical solution. We will now
carry out this reduction explicitly.
Let g′i be an orthonormal basis of g
′ = g⊖ s, and consider the corresponding basis
Ji = J (g′i) and J˜j = J 2(g′j) (4.46)
of TCO = J (g⊖ s)⊕ J 2(g⊖ s), with the dual basis λi, λ˜j defined by〈
λi , Jj
〉
= δij ,
〈
λ˜i , J˜j
〉
= δij and
〈
λi , J˜j
〉
=
〈
λ˜i , Jj
〉
= 0 . (4.47)
Introduce the functions
fi = 〈α, Ji〉 (4.48)
which vanish on-shell but have non-degenerate derivatives dfi due to (4.33). Then by expanding
φ = φi gi + φ
a sa into components φ
i along g⊖ s and φa along s, we have
〈α, Vφ〉 = N
〈
α , J (φ)〉 = N fi φi . (4.49)
It follows that the localization one-form can be expanded as
α = fi λ
i (4.50)
with
dα = dfi ∧ λi + fi dλi . (4.51)
In particular, one has
(dα)d
d!
=
d∧
i=1
(
dfi ∧ λi
)
+ fj Υ
j (4.52)
where d = dimC(O) = n2 (N2−1) is the (real) dimension of the vacuum orbit O0. The forms fj Υj
vanish on-shell, and are killed by localization in the large t limit. For example, inner products
of the form 〈α,J (s)〉, s ∈ s are non-vanishing off-shell at second order due to (4.36), but these
higher-order terms do not contribute because of the localization in the large t limit. This can be
seen explicitly by rescaling fi =
√
t f ′i .
The corresponding local contribution to the partition function (4.20) for t → ∞ is then given
by
Z0 =
1
vol(G)
∫
g×F0
[ dφ
2π
] td
d!
(dα)d e− i t 〈α,Vφ〉− i Tr (C0 φ)−
g′
2
Tr (φ2)
=
1
vol(G)
∫
g×F0
[ dφ
2π
]
td
d∧
i=1
(
dfi ∧ λi
)
e− iN t fi φ
i− i Tr (C0 φ)−
g′
2
Tr (φ2)
=
1
vol(G)
∫
s
[ dφ
2π
]
e− i Tr (C0 φ)−
g′
2
Tr (φ2) 1
Nd
∫
O0
d∧
i=1
λi . (4.53)
Here the fi integrals over the fibre J 2(g⊖ s) have produced delta-functions setting φi = 0 in g⊖ s.
We can carry out the integral over the moduli space O0 in (4.53) by observing that
1
Nd
∫
O0
d∧
i=1
λi =
∫
G/S
d∧
i=1
ηi =
vol(G)
vol(S)
, (4.54)
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where the pullbacks J ∗(λi) = ηi define left-invariant one-forms on the gauge group G dual to g′i,
with the map N J regarded as the derivative of the diffeomorphism
G/S −→ O0 , g 7−→ g C g−1 . (4.55)
To evaluate the remaining integral over the gauge stabilizer algebra s ∼= u(n) in (4.53), we
note that, for the vacuum critical point with C0 =
1
2 1lnN , the integrand defines a gauge invariant
function f : u(n) → R. We may thus apply to it the Weyl integration formula which reduces its
integral over u(n) to an integral over the Lie algebra u(1)n of the maximal torus U(1)n of U(n). It
is given by ∫
u(n)
[dφ] f(φ) =
vol
(
U(n)
)
n! (2π)n
∫
Rn
[ds] ∆(s)2 f(s) , (4.56)
where we have identified u(1)n ∼= Rn in a basis where the Cartan subalgebra of U(n) is represented
by diagonal n×n matrices s = diag(s1, . . . , sn) by mapping them onto n-vectors s = (s1, . . . , sn) ∈
R
n. Here
∆(s) =
∏
i<j
(si − sj) = det
1≤i,j≤n
(
sj−1i
)
(4.57)
is the Vandermonde determinant, which is the Weyl determinant for U(n) arising as the jacobian
for the diagonalization of hermitian matrices on the left-hand side of (4.56). The factor n! is the
order of the Weyl group Sn of U(n) acting by permutations of the components si of s ∈ Rn, while
(2π)n is the volume of the maximal torus U(1)n with respect to the chosen invariant Haar measure.
An integral identity
We will make use here and in Section 4.4 below of the integral identity∫
Rn
[ds] ∆(s)2 e− i
N
2
P
i si+
i
4
P
i mi si−
g
4
P
i s
2
i
= e
−nN
2
−mN
4g
∫
Rn
[ds] ∆(s)2 e
i
4
P
i mi si−
g
4
P
i s
2
i (4.58)
where m =
∑
i mi. To derive (4.58), we set s =
∑
i si and ti = si − 1n s so that
∑
i ti = 0. Then∫
Rn
[ds] ∆(s)2 e− i
N
2
P
i si+
i
4
P
i mi si−
g
4
P
i s
2
i
=
∫
R
ds e− i
N
2
s+i m
4n
s
∫
Rn
[dt] ∆(t)2 e
i
4
P
i mi ti−
g
4
P
i (ti+
1
n
s)2
=
∫
R
ds e− i
N
2
s+i m
4n
s− g
4n
s2
∫
Rn
[dt] ∆(t)2 e
i
4
P
i mi ti−
g
4
P
i t
2
i
= 2
√
π n
g e
− (2nN−m)
2
16n g
∫
Rn
[dt] ∆(t)2 e
i
4
P
i mi ti−
g
4
P
i t
2
i . (4.59)
On the other hand∫
Rn
[ds] ∆(s)2 e
i
4
P
i mi si−
g
4
P
i s
2
i =
∫
R
ds e i
m
4n
s
∫
Rn
[dt] ∆(t)2 e
i
4
P
i mi ti−
g
4
P
i (ti+
1
n
s)2
=
∫
R
ds e i
m
4n
s− g
4n
s2
∫
Rn
[dt] ∆(t)2 e
i
4
P
i mi ti−
g
4
P
i t
2
i
= 2
√
π n
g e
− m
2
16n g
∫
Rn
[dt] ∆(t)2 e
i
4
P
i mi ti−
g
4
P
i t
2
i .
(4.60)
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Final reduction
From (4.53), (4.54) and (4.56) we obtain
Z0 =
1
vol(S)
∫
s
[ dφ
2π
]
e− i Tr (C0 φ)−
g′
2
Tr (φ2)
=
1
n!
1
(2π)n2
∫
Rn
[ ds
2π
]
∆(s)2 e− i
N
2
P
i si−
g
4
P
i s
2
i (4.61)
where we have substituted (4.2) and used vol(S) = NN
2/2 vol(U(n)) with respect to the Cartan-
Killing metric on s, since S = U(n)⊗ 1lN . Applying the integral identity (4.58) therefore allows us
to finally write the partition function as
Z0 =
1
n!
1
(2π)n2+n
e
−nN
2
4g
∫
Rn
[ds] ∆(s)2 e−
g
4
P
i s
2
i . (4.62)
The exponential prefactor in the above expression is the Boltzmann weight of the action (3.15)
evaluated on the vacuum solution. The remaining quantum fluctuation integral is the standard
expression [19] for the contribution from the global minimum of the Yang-Mills action on S2 to the
U(n) sphere partition function. It arises from the trivial instanton configuration with vanishing
monopole charges mi = 0 in (3.17).
4.4 Localization at maximally irreducible saddle points
We now turn to the opposite extreme and look at the local contribution to the partition function
(4.20) from a generic maximally non-degenerate critical surface. We denote this gauge orbit by
Omax := C(n1,1),...,(nn,1) =
{
g C g−1
∣∣ g ∈ U(nN − c1)} ∼= U(nN − c1)/U(1)n (4.63)
and assume that the integers n1 > n2 > · · · > nn are explicitly specified. Here we allow also c1 6= 0
which describes sectors with non-vanishing U(1) monopole number (3.13). We want to compute
the integral Zmax in (4.20) over a local neighbourhood Nmax of Omax, which is independent of t in
the large t limit.
We first need to find a suitable basis for the tangent space TCO at the irreducible critical point
C. The definition of the basis Ji, J˜i introduced in (4.46) naturally extends to include the non-trivial
subspaces E0, E1 in this case with
Ji = J (g′i) , J˜j = J 2(g′j) , Hi = J (h′i) ∈ J (h) = E0 and Ki ∈ E1 . (4.64)
for g′i and h
′
i an orthonormal basis of g ⊖ h ⊖ s and of h ⊖ s, respectively. The elements Ki are
assumed to form an orthonormal basis of E1, orthogonal to J (g)⊕J 2(g). Recall from Section 3.4
that E0 and E1 are naturally complex vector spaces, whose generators are embedded into the
tangent space decomposition (3.36) as
Ki =


0 0 0 0
0 0 Xi 0
0 X†i 0 0
0 0 0 0

 (4.65)
and similarly for Hi. The complex structure is given by the map J , which amounts to multiplying
Xi by i . We accordingly take the real basis Ki to be ordered as {Ki} = {(K˜i,J (K˜i))}, and
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similarly for Hi. As matrices, all of the generators Hi,Kj are hermitian. The corresponding dual
one-forms βi, γi are defined as usual by〈
βi , Hj
〉
= δij and
〈
γi , Kj
〉
= δij (4.66)
with all other pairings equal to 0.
We need to evaluate the pairing 〈α, Vφ〉. It vanishes on-shell, and identically on J 2(g). Its
evaluation on J (g⊖h⊖ s) has the form 〈α,J (g′i )〉 = fi, and as before this implies (4.49). Together
with (4.30) and (4.31), it follows that the localization one-form α admits an expansion
α = fi λ
i + gi β
i + ki γ
i (4.67)
where fi, gi, ki vanish on-shell. We can evaluate
dα = dfi ∧ λi + fi dλi + dgi ∧ βi + gi dβi + dki ∧ γi + ki dγi (4.68)
using (4.44) and (4.43) to get
〈dα,Hi ∧Hj〉 = 0 and 〈dα,Ki ∧Kj〉 = Aij , (4.69)
where
Aij = 2 i Tr
(
Ki adC0(Kj)
)
(4.70)
is an antisymmetric matrix. Furthermore, dα vanishes when evaluated on mixed terms of the form
Ki ∧ J (g),Ki ∧ J 2(g), Hi ∧ J (g′ ) and Hi ∧ J 2(g′ ) with g ∈ g, g′ ∈ g⊖ h⊖ s. Therefore
dα = dfi ∧ λi + 12 Aij γi ∧ γj +Of (4.71)
where Of denotes contributions which vanish on-shell such as fi dλ
i. One then has
(dα)d−d0
(d − d0)! = pfaff(A)
( 2d1∧
i=1
γi
)
∧
( d−d0−d1∧
j=1
dfj ∧ λj
)
+Of (4.72)
where d0 (resp. d1) is the complex dimension of the vector space E0 (resp. E1), and
pfaff(A) = ǫi1···i2d1 Ai1i2 · · ·Ai2d1−1i2d1 (4.73)
is the pfaffian of the antisymmetric matrix A = (Aij).
Let us now recall the local geometry and define its symplectic model. The G-equivariant
tubular neighbourhood Nmax of Omax has an equivariant retraction [45] by a local equivariant
symplectomorphism onto the local symplectic model Fmax, defined to be an equivariant symplectic
vector bundle over Omax with fibre J 2(g⊖ h⊖ s)⊕E1 which is a sub-bundle of the tangent bundle
TO restricted to Omax. This means that the tangent space to Fmax is given by
TCOmax ⊕ J 2(g⊖ h⊖ s)⊕ E1 ∼= E0 ⊕ J (g⊖ h⊖ s)⊕ J 2(g⊖ h⊖ s)⊕ E1 = TCO , (4.74)
the symplectic form on Fmax is simply ω, and the hamiltonian G-action on Fmax descends from
the moment map µ. In physical terms, the gauge fields are split along the moduli space Omax, plus
infinitesimal non-gauge variations belonging to J 2(g⊖ h⊖ s) and unstable modes in the subspace
E1. Due to the presence of the localization form α in the action, we can restrict ourselves to this
model Fmax replacing Nmax. Identically to the case of Section 4.3 above, the canonical symplectic
integral over g×Nmax will in this way reduce to an integral over s×Omax and the localization now
resembles that at an irreducible flat connection of Chern-Simons theory [27].
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We may now proceed to calculate
Zmax =
1
vol(G)
∫
g×Nmax
[ dφ
2π
]
exp
(
ω + t
(
dα− i 〈α, Vφ〉
)− i Tr (C0 φ)− g′2 Tr (φ2))
=
1
vol(G)
∫
g×Omax×J 2(g⊖h⊖s)×E1
[ dφ
2π
] (t dα)d−d0
(d− d0)! ∧
ωd0
d0!
e− i t 〈α,Vφ〉− i Tr (C0 φ)−
g′
2 Tr (φ
2)
=
1
vol(G)
∫
(g⊖h⊖s)⊕h⊕s
[ dφ
2π
]
pfaff(A)
×
∫
Omax×J 2(g⊖h⊖s)×E1
td−d0
( 2d1∧
i=1
γi
)
∧
( d−d0−d1∧
j=1
dfj ∧ λj
)
∧ ω
d0
d0!
× e− i t (N fi φi+〈α,Vφ′ 〉)− i Tr (C0 φ)− g
′
2
Tr (φ2) (4.75)
with φ′ ∈ h ⊕ s. In the second line we have used the fact that dα vanishes when evaluated on
the subspace E0, and therefore we need d0 powers of ω to yield a non-trivial volume form. Then
(t dα)d−d0 ∧ ωd0 is the only term which survives in the large t limit. We will modify this below by
adding a second localization form α′ in order to write the localization integral in the generic form
(4.20) without the symplectic two-form ω.
We can now evaluate the integrals in (4.75) over fi in the fibre J 2(g⊖ h⊖ s) and φi ∈ g⊖ h⊖ s
as in Section 4.3 above, which localizes for t → ∞ to an integral over the subspace E1 and the
gauge orbit Omax given by
Zmax =
1
vol(G)
∫
h⊕s
[ dφ
2π
] pfaff(A)
Nd−d0−d1
∫
Omax×E1
td1
( 2d1∧
i=1
γi
)
∧
( d−d0−d1∧
j=1
λj
)
∧ ω
d0
d0!
× e− i t 〈α,Vφ〉− i Tr (C0 φ)− g
′
2
Tr (φ2) . (4.76)
The gauge invariant volume form for the integration domain whose tangent space is E0 is given
by the symplectic volume form ωd0/d0!, since dα vanishes on E0, but this will be modified below.
It remains to compute the integral over E1. Upon evaluating 〈α, Vφ〉 at second order on E1, i.e.
away from the critical surface, we will find below that this pairing becomes a quadratic form which
leads to a localization through a gaussian integral. However, to evaluate it explicitly it is easier
to first localize the integral over E0, which presently is a complicated non-gaussian integral which
does not admit a gaussian approximation at t→∞ and is difficult to evaluate in a closed analytic
form. But this can be done by adapting a trick taken from [27], which amounts to adding a further
suitable localization one-form α′, or equivalently a cohomologically trivial form Qα′, to the action
in (4.20). Indeed, we may compute Zmax using any other invariant form α
′ which is homotopic to
α on the open neighbourhood Nmax. The one-form α′ need only be non-vanishing on E0 ⊂ Nmax,
as the other integrals can be directly carried out.
The localization form α′
In order to evaluate the integrals over E0 and h, following [27] we introduce an additional localization
term exp(t Qα′ ) in the partition function with
α′ := − i Tr (θ φ)
∣∣∣
E0
= − 2N J d Tr (C φ)
∣∣∣
E0
. (4.77)
The projection onto E0 is equivalent to projecting φ ∈ g onto h. This one-form is equivariant
on-shell, and it can be extended to the G-equivariant tubular neighbourhood Nmax of the critical
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surface Omax as follows. On the tangent space J (g ⊖ h ⊖ s) ⊕ E0 of TOmax (4.74) there is an
equivariant projection onto the subspace E0. In this way α
′ is properly defined on the local model,
and can hence be extended to Nmax. One could also define α′ = − iχ Tr (θ φ)
∣∣
E0
using a smooth
G-invariant cutoff function χ with support near the given saddle-point and χ = 1 in the tubular
neighbourhood, which is globally well-defined over Nmax as an equivariant differential form. Note
that t1 α + t2 α
′ vanishes only on the original critical points for any t1, t2 ∈ R with t1 6= 0, and
no new ones are introduced. Then our previous computation (4.17) would essentially go through,
since α′ vanishes on J (g ⊖ h ⊖ s) and there are no critical points where dχ 6= 0. It is therefore
just as good a localization form to use as α is. It follows that the modification of the canonical
symplectic integral over Nmax given by
Zmax =
1
vol(G)
∫
g×Nmax
[ dφ
2π
]
exp
(
ω + t1 Qα+ t2 Qα
′ − i Tr (C0 φ)− g′2 Tr
(
φ2
))
(4.78)
is independent of both t1, t2 ∈ R. Then α′ will localize the integral over h ⊂ g as well as the integral
over the unstable modes in E1, without the need to expand 〈α, Vφ〉 to higher order.
Integration over h
The new localization form α′ satisfies
dα′ = i Tr
(
θ2 φ
)∣∣∣
E0
= − i2 Tr
(
θ [φ, θ]
)∣∣∣
E0
(4.79)
and
〈α′, Vhi〉 = − 2N Tr
(J (Vhi)φ) = 2N Tr (Vhi J (φ)) = 2 Tr (Hi J (φ)) , (4.80)
where Hi = J (hi) with hi a basis of h. This produces a gaussian integral localizing h to the gauge
stabilizer algebra s ∼= u(1)n. To evaluate it, we will need the matrix
Mij := Tr (HiHj) (4.81)
which is hermitian since we take Hi and hi to be hermitian. Similarly, one has
〈dα′,Hi ∧Hj〉 = 4 iN2 Tr
(J (Hi) [s,J (Hj)])
= − 4 i
N2
Tr
(
Hi [s,J 2(Hj)]
)
= 4 i
N2
Tr
(
Hi [s,Hj]
)
=: 4 i
N2
A˜ij (4.82)
where we have restricted to φ = s ∈ s using the localization. This implies that
dα′ = 2 i
N2
A˜ij β
i ∧ βj and (dα
′ )d0
d0!
=
(
4 i
N2
)d0 pfaff(A˜ ) 2d0∧
i=1
βi . (4.83)
To evaluate the matrices M = (Mij) and A˜ = (A˜ij) above explicitly, we recall that the basis
Hi := Hkl;i (where k, l are block indices) of E0 takes the block form
Hkl;i =


0 0 0 0
0 0 Ylk;i 0
0 Y †lk;i 0 0
0 0 0 0

 = J (hkl;i) (4.84)
where hkl;i ∈ h is a hermitian block matrix with a similar block decomposition. They are orthogonal
for different k, l, and we will often omit the indices k, l. Note that the complex structure on E0
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defined by the map J is compatible the natural complex structure on h. This basis is particularly
useful for evaluating the pfaffian which appears in (4.83), because ads(Hkl;i) for s ∈ s acts as
multiplication by (sk − sl) in the upper-right blocks of (4.84). It follows that
i adC0(Hkl;i) = clk J (Hkl;i) and i ads(Hkl;i) = (sl − sk)J (Hkl;i) (4.85)
where the eigenvalues clk > 0 are defined in (3.39). These formulas hold only for k > l, and
analogous statements are true for the subspace E1.
We can choose an orthogonal basis Yi such that Gij = 2 Tr
(
Yi Y
†
j
)
is diagonal, as Gij is a
hermitian matrix. Then
Tr
(
HiHj
)
= Tr
(
Yi Y
†
j + Y
†
i Yj
)
= Gij ,
Tr
(
Hi J (Hj)
)
= Tr
(
iYi Y
†
j − iY †i Yj
)
= 0 . (4.86)
This means that the symmetric matrix M = (Mij) in (4.81) has the block decomposition
M =
(
G 0
0 G
)
(4.87)
in the basis (H˜i,J (H˜i)), and similarly the matrix A˜ in (4.82) is given by
A˜ij = Tr
(
Hi ads(Hj)
)
= − i (sl − sk) Tr
(
HiJ (Hj)
)
= − i (sk − sl)
(
0 G
−G 0
)
ij
. (4.88)
We can read off the pfaffian from this expression and use (4.87) to write it as
pfaff
(
A˜
)
= (− i )d0
√
det(M)
∏
k>l
(sk − sl)|nk−nl|+1 . (4.89)
We can now evaluate the localization integral
∫
h
[ dφ
2π
]
td02
(dα′ )d0
d0!
e− i t2 〈α
′,Vφ〉 =
(
4 i
N2
)d0 ∫
h
[ dφ
2π
]
td02 pfaff
(
A˜
)
e−2 i t2 φ
iMij φj
2d0∧
i=1
βi (4.90)
where φ = φi hi = φ
kl;i hkl;i. The oscillatory gaussian integral is defined by analytic continuation
t2 → t2 − i ε for a small positive parameter ε, which we are free to do as the partition function is
formally independent of t2. With this continuation understood and a suitable orientation of the
vector space h, we readily compute
∫
h
[ dφ
2π
]
td02
(dα′ )d0
d0!
e− i t2 〈α
′,Vφ〉 =
(
4 i
N2
)d0 ( 1
2π
)2d0 (− π2 i )d0 pfaff
(
A˜
)
√
det(M)
2d0∧
i=1
βi
=
i d0
(2π N2)d0
∏
k>l
(sk − sl)|nk−nl|+1
2d0∧
i=1
βi . (4.91)
This integral thus produces a measure on s which we will use below to perform the remaining
integral over the stabilizer.
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Integration over E1
Now that the φ-integration in (4.76) is localized onto s, we can proceed to evaluate the integral over
E1. This space has a basis Ki with block decomposition Kkl;i similar to (4.84) for n ≥ k > l ≥ 1 (for
k < l the Kkl;i do not exist), which are non-vanishing if nk > nl+1. We need to evaluate 〈α, Vs〉 for
s ∈ s up to second order in the fluctuations about the critical point in E1, which is non-tangential
to the gauge orbit Omax. For this, we introduce real linear coordinates xi, yi, i = 1, . . . , d1 on E1
such that a generic vector VΨ ∈ E1 is parametrized as
VΨ =
(
xiKi , y
i J (Ki)
)
=


0 0 0 0
0 0 ziXi 0
0 z iX†i 0 0
0 0 0 0

 (4.92)
where we have introduced complex coordinates zi = xi + i yi. Then γi = dxi and γi+d1 = dyi for
i = 1, . . . , d1.
As above, we can choose coordinates such that Gij = 2 Tr
(
XiX
†
j
)
is diagonal. Then (4.37)
gives
〈α, Vs〉 = − Tr
(
ads(VΨ) adC0(VΨ)
)
=
(
xi , yi
)
M˜ij(s)
(
xj
yj
)
(4.93)
to second order, where
M˜ij(s) = Tr
(
Ki ads adC0(Kj)
)
= (sk − sl) ckl Tr (KiKj) = (sk − sl) ckl
(
G 0
0 G
)
ij
(4.94)
is a symmetric matrix and we have used the obvious analog of (4.85) for the basis Ki. Similarly,
the antisymmetric matrix A in (4.70) can be expressed as
Aij = 2 i Tr
(
Kkl;i adC0(Kkl;j)
)
= 2clk Tr
(
Kkl;i J (Kkl;j)
)
= 2ckl
(
0 G
−G 0
)
ij
, (4.95)
and using (4.94) its pfaffian is therefore given by
pfaff(A) = 2d1
√
det
(
M˜(s)
) ∏
k>l
(sk − sl)1−|nk−nl| . (4.96)
The pfaffians pfaff(A˜ ) and pfaff(A) represent the S-equivariant Euler classes in HS(Omax) of equiv-
ariant bundles over Omax with fibres E0 and E1, respectively, in terms of the weights sk for the
(trivial) S-action on Omax. They are the typical representatives of fluctuations in equivariant lo-
calization [29,41], and they also appear in the nonabelian localization formulas of [27] and of [26].
Using the analytic continuation t1 → t1− i ε and a suitable orientation of E1 as before, we can now
evaluate the oscillatory gaussian integral
∫
E1
d1∏
i=1
dxi dyi td11 e
− i t1 〈α,Vs〉 =
(π
i
)d1 1√
det
(
M˜ (s)
) . (4.97)
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Symplectic integral over Fmax
Putting the results (4.76), (4.91), (4.96) and (4.97) together, we may evaluate the large t1, t2 limit
of the symplectic integral (4.78) to obtain
Zmax =
1
vol(G)
∫
g×Fmax
[ dφ
2π
]
exp
(
d(t1 α+ t2 α
′ )− i 〈t1 α+ t2 α′, Vφ〉
)
× e− i Tr (C0 φ)− g
′
2
Tr (φ2)
=
1
vol(G)
(π
i
)d1 i d0
(2π N2)d0
∫
s
[ ds
2π
] ∏
k>l
(sk − sl)|nk−nl|+1 pfaff(A)√
det
(
M˜(s)
)
× 1
Nd−d0−d1
∫
Omax
( d−d0−d1∧
j=1
λj
)
∧
( 2d0∧
i=1
βi
)
e− i Tr (C0 s)−
g′
2
Tr (s2)
=
1
vol(G)
i d0−d1
(2π)d0−d1
n∏
k=1
√
nk
∫
Rn
[ ds
2π
]
∆(s)2 e− i Tr (C0 s)−
g′
2
Tr (s2)
× 1
Nd+d0−d1
∫
Omax
( d−d0−d1∧
j=1
λj
)
∧
( 2d0∧
i=1
βi
)
(4.98)
where we have transformed the integration over φ = s = diag(s1 1ln1 , . . . , sn 1lnn) ∈ s to an integral
over s = (s1, . . . , sn) ∈ Rn. We can carry out the integral over the moduli space Omax by observing
again
1
Nd+d0−d1
∫
Omax
( d−d0−d1∧
j=1
λj
)
∧
( 2d0∧
i=1
βi
)
=
∫
G/S
d+d0−d1∧
j=1
ηj =
vol(G)
vol(S)
, (4.99)
where J ∗(λi) = ηi are left-invariant one-forms on the gauge group G. Note that (4.99) includes
the integral over E0, and dimR(g ⊖ s) = d + d0 − d1. We also have vol(S) =
∏
k 2π
√
nk in our
metric on s, since S =
∏
k U(1) ⊗ 1lnk , and C0(ni) = N2ni 1lni . Using furthermore d0 − d1 = n2 − n
which is an even integer, we may then bring (4.98) into the form
Zmax =
i n
2−n
(2π)n
2+n
∫
Rn
[ds] ∆(s)2 e− i Tr (C0 s)−
g′
2
Tr (s2)
=
i n
2−n
(2π)n2+n
∫
Rn
[ds] ∆(s)2 e−
i
2
N
P
i si−
g
4
P
i
ni
N
s2i (4.100)
=
i n
2−n
(2π)n2+n
Nn/2
n∏
k=1
√
nk
∫
Rn
[ds˜ ]
∏
k>l
(√
N
nk
s˜k −
√
N
nl
s˜l
)2
e
− i
2
P
i
r
N3
ni
s˜i−
g
4
P
i s˜
2
i
where s˜i :=
√
ni/N si. Completing the square of the gaussian function of s˜i in (4.100) identifies
the Boltzmann weight of the action (3.15) on the non-degenerate solution in (3.16). In the large N
limit, we substitute (3.17) with s˜i ≈
(
1+ mi2N
)
si. Neglecting terms of order
1
N then reduces (4.100)
to
Zmax ≈ ± 1
(2π)n
2+n
∫
Rn
[ds] ∆(s)2 e−
i
2
N
P
i si e
i
4
P
i mi si−
g
4
P
i s
2
i , (4.101)
and an application of the integral identity (4.58) leads to our final result
Zmax ≈ ± 1
(2π)n2+n
e
−nN
2
−mN
4g
∫
Rn
[ds] ∆(s)2 e
i
4
P
i mi si−
g
4
P
i s
2
i . (4.102)
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The exponential prefactor in this formula exhibits the shift of the vacuum action, corresponding
to the modification of the trace constraint (2.22) to (3.13), by the Chern class c1 = m =
∑
i mi.
The remaining contributions coincide with the classical result [19] for the contribution to the U(n)
sphere partition function from the Yang-Mills instanton on S2 specified by the configuration of
magnetic monopole charges m1, . . . ,mn ∈ Z. In particular, using the standard manipulation of [19]
one can change integration variables in (4.102) to identify the anticipated Boltzmann weight of the
action (3.20).
5 Abelianization
In the following sections we will describe an alternative technique of evaluating the partition
function of U(n) Yang-Mills theory on the fuzzy sphere S2N , within the framework of our symplectic
model. This method can be regarded as a finite-dimensional version of the technique of abelian-
ization for ordinary Yang-Mills theory in two dimensions [28], which can be used to derive the
strong-coupling expansion of the gauge theory and agrees with the nonabelian localization. The
advantage of this formalism is that it captures all classical contributions to the partition function
in a single go and for any N , in contrast to nonabelian localization which requires analysis of each
type of critical point individually and only yields tractable expressions in the large N classical
limit. Its downfall is that it leads to somewhat cumbersome expressions for the partition function
which arise from a rather different sort of localization. This is analogous to the case of gauge the-
ory on the two-dimensional noncommutative torus whose strong-coupling expansion involves the
addition of infinitely many higher Casimir operators to the usual Migdal formula [34], or its matrix
model regularization which is given by a complicated combinatorial formula [33]. This complexity
makes it difficult to explicitly extract the contributions from fuzzy sphere instantons, and we will
examine this problem more thoroughly in the next section. Here we shall derive in detail our alter-
native abelianized formula for the partition function (4.1), representing yet another new solution
for quantum gauge theory on the fuzzy sphere.
Let us start from the partition function in the form (4.3). The crucial observation is that the
function f : g→ R defined by the symplectic integral
f(φ) :=
1
vol(G)
∫
O(Ξ)
exp
(
ω − i Tr (C0 φ)− g
′
2 Tr
(
φ2
))
(5.1)
is gauge invariant. Analogously to what we did in Section 4.3, we may therefore apply the Weyl
integration formula (4.56) which reduces its integral over the gauge algebra g = u(nN) to an
integral over the Lie algebra u(1)nN of the maximal torus T = U(1)nN of G = U(nN). This
rewriting of the φ-integral in (4.3) is called diagonalization or abelianization, and it can be thought
of as the eigenvalue representation of the gauge theory regarded as a matrix model. In this way we
may bring the partition function into the form
Z =
1
(nN)!
∫
RnN
[ dp
2π
]
e−
g′
4
Tr (p2) ∆(p)2 ZO(p) , (5.2)
where
ZO(p) =
∫
O(Ξ)
exp
(
ω − i2 Tr (pC)
)
(5.3)
is the Fourier transform of the orbit O(Ξ) and we have identified (nN)-vectors with diagonal
matrices p = diag(p1, . . . , pnN )⊗ σ0.
Localization can then be applied to the symplectic integral (5.3) in three different ways, by:
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1. Considering p ∈ u(N ) and observe that ZO(p) can be considered as being invariant under
p → U−1 pU for U ∈ U(N ). One can then evaluate the integral over the orbit space
O(Ξ) directly using the Itzykson-Zuber formula (6.1) for the unitary group U(N ). This
is essentially the calculation that was carried out in [9], which is adapted to the present
formulation in Section 6. It amounts to an abelian localization of the original orbit integral
via the Duistermaat-Heckman theorem.
2. Considering p ∈ u(nN) ⊗ σ0 and apply abelian localization to the maximal torus T of the
gauge group G = U(nN). This will be elaborated in detail in Section 7, taking advantage of
a suitable polar decomposition of the orbit space. This in turn will involve a localization onto
the radial U(N+) × U(N−)-foliation, accompanied by a fluctuation integral over the moduli
space of symplectic leaves.
3. Adding a localization formQα as in Section 4, and applying nonabelian localization techniques
to write the partition function as a sum over local contributions from Yang-Mills critical
points.
Technique 3 here was of course dealt with at length in Section 4, and will be compared in some detail
to the other two approaches below. Comparison with technique 1 first is interesting in its own right
as a comparison between the matrix model approach of [9] to gauge theory on S2N and the results of
the present paper. It is also a useful warm-up to the abelianization approach of technique 2 which
shares some of its qualitative features. We will find that the abelianization technique through the
polar decomposition of the configuration space exploits the radial coordinates in a rather explicit
way to describe the local geometry of Yang-Mills critical surfaces, and it may also find useful
applications in related considerations.
6 Itzykson-Zuber localization on the configuration space
The integral (5.3) can be evaluated immediately using the Itzykson-Zuber formula [46], which
we briefly recall. If X,Y are m×m hermitian matrices with nondegenerate eigenvalues xi, yi ∈ R,
i = 1, . . . ,m, then one has
∫
U(m)
[dU ] exp
(
iN
s Tr
(
X U Y U †
))
= cN (m, s)
det
1≤i,j≤m
(
e
iN
s
xi yj
)
∆(x) ∆(y)
(6.1)
where for m ∈ N and s ∈ C we have defined
cN (m, s) := vol
(
U(m)
)
( iN/s)−m (m−1)/2
m−1∏
k=1
k! . (6.2)
Applied to the present situation for U(N ), this yields
ZO(p) =
1
vol
(
U(N+)
)
vol
(
U(N−)
) ∫
U(N )
[dU ] exp
(
− i2 Tr
(
U−1 ΞU Φ
))
= c′1(N , 2)
det
1≤i,j≤N
(
e−
i
2
Ξi Φj
)
∆(Ξ) ∆(Φ)
(6.3)
where Φ = diag(p1, ..., pnN ) ⊗ σ0 and c′1(N , 2) := c1(N , 2)/vol(U(N+)) vol(U(N−)). This formula
can be understood as an abelian localization with respect to the action of the maximal torus group
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U(1)N on the flag manifold U(N )/U(1)N [29]. The corresponding fixed points are the solutions of
the equation
[C,Φ] = 0 , (6.4)
which are the saddle-points of the Itzykson-Zuber integral, and the expansion of the determinant
in (6.3) into a sum over permutations π ∈ SN gives the sum over critical points in the localization
formula. This is completely analogous to the abelianized localization of Section 7. However, the
expression (6.3) is formal as it stands because both sets of eigenvalues Ξi and Φi are degenerate,
and correspondingly the critical surfaces are in fact nontrivial spaces. Therefore (6.3) has to be
defined using an appropriate limiting procedure which removes the degeneracy.
The partition function (4.3) is then given by
Z =
c′1(N , 2)
(nN)!
∫
RnN
[ dp
2π
]
e−
g′
4
Tr (p2) ∆(p)2
det
1≤i,j≤N
(
e−
i
2
Ξi Φj
)
∆(Ξ) ∆(Φ)
, (6.5)
where the set of eigenvalues Φi of Φ consists of two copies of (p1, . . . , pnN ) and is therefore highly
degenerate. While this explicit formula in terms of an nN -dimensional integral is very appealing,
the ratio of degenerate determinants in (6.5) makes it difficult to evaluate explicitly [9], and its
combinatorial expansion is even more intricate than that of Section 7.3. Thus far only an asymp-
totic analysis (of a slightly modified integral) has been made possible in [9]. The reason for this
complexity is the fact that, without the addition of a suitable localization form Qα to the path
integral (4.3), the localization is onto the solutions of the equation (6.4) in O which are not related
to the critical surfaces of the Yang-Mills action in any simple way. This will be explored in more
detail below.
7 Abelian localization and radial coordinates
We now return to the symplectic orbit integral (5.3), and observe that it fulfills the conditions of
the Duistermaat-Heckman theorem, or equivalently the abelian version of the localization theorem
of Section 4.1. Therefore, we have mapped the original nonabelian localization problem to the
simpler problem of abelian localization. Indeed, 〈µT (C), p〉 = Tr (pC) is just the restriction of the
moment map µ : O(Ξ)→ u(N )∨ to the maximal torus T of the gauge group G. The torus action
on the orbit space O(Ξ) is the restriction of the adjoint G-action given by
C 7−→ P C P−1 (7.1)
for C = Cµ ⊗ σµ = U ΞU−1 ∈ O(Ξ), U ∈ U(N ) and P ∈ T . To compute the corresponding
localization formula we need the fixed points of this T -action. They are given by those C ∈ O(Ξ)
which commute with the T -action generated by the element p ∈ u(1)nN , so that
[C, p] = 0 . (7.2)
This equation will be studied in detail in Section 8. It is solved by those U ∈ U(N ) for
which U−1 P U lies in the stabilizer subgroup U(nN+)×U(nN−) ⊂ U(N ) of the element Ξ (with
N± := N ± 1 as before). The saddle points U are generically also labelled by permutation matrices
Σ ∈ U(N ) representing elements π ∈ SnN . On the configuration space O, the saddle point
equation (7.2) means that C commutes with the characteristic projectors of p, i.e. C has the same
block decomposition as p.
The Fourier transform (5.3) will thus generically localize onto a subspace of U(nN+)×U(nN−)
in O. It may be evaluated with the help of the degenerate version of the Duistermaat-Heckman
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theorem [29], which expresses it in terms of an integral over the critical submanifold U(nN+) ×
U(nN−) with the quantum fluctuation determinants determined by the T -equivariant Euler class
of the normal bundle to the stabilizer [41]. While this can be worked out in principle, it is rather
cumbersome to do in practise. Instead we will proceed in a more direct fashion by exploiting
some further geometrical properties of the configuration space O, which in the next section will
be related to the local symplectic geometry near each Yang-Mills critical point as analysed at
length in Section 3. This explicit calculation will justify the abelianized localization a priori,
with the quantum fluctuation determinants given by integrals over symplectic leaves of a foliation
of the configuration space parametrized by abelian subspaces of the tangent spaces to O. The
symplectic integral (5.3) could also be analysed using Fourier transform techniques along with the
Guillemin-Lerman-Sternberg theorem [47], as in [23–25], but this leads to much more complicated
combinatorial expressions than the ones we derive.
7.1 Polar decomposition of the configuration space
The key step in the evaluation of (5.3) is the introduction of radial coordinates on the orbit space
(see [36–38] for details). Let us go back to the Cartan decomposition (3.21) at a given point C ∈ O.
Let t be a maximal abelian subalgebra in the tangent space TCO ∼= ker(J 2+1lN ). Then the radial
coordinates on the orbit space O are given by
U = V RV −1 = V R j
(
V −1
)
(7.3)
where V ∈ U(nN+)× U(nN−), modulo elements of the centralizer of t, and R ∈ exp(t) up to the
adjoint action of the Weyl group of the restricted root system of the irreducible symmetric space O.
By definition, they satisfy the respective commutation and anticommutation relations
V Ξ = ΞV and RΞ = ΞR−1 . (7.4)
The corresponding covariant coordinate C ∈ O(Ξ) is then given by
C = U ΞU−1
= V RΞR−1 V −1
= 12 V
(
R2 Ξ + ΞR−2
)
V −1 = 12
(
V R2 V −1 Ξ + ΞV R−2 V −1
)
. (7.5)
The jacobian for the change of invariant integration measure on O can be computed by standard
techniques with the result
dC = r(n,N) [dV ]
dim(t)∏
i=1
dri
∏
α>0
∣∣sin(α, logR)∣∣mα (7.6)
where4
r(n,N) =
vol
(
U(N ))
vol
(
U(nN+)
)2
vol
(
U(nN−)
)2 2n
2 (N2−1)/2
2n (N−2nN−3)/2
. (7.7)
The radial coordinates ri ∈ [0, π2 ] are the eigenvalues of U , while V are the angular coordinates
with [dV ] denoting the standard invariant Haar measure. The second product runs over positive
roots of the restricted root lattice on O, and mα is the multiplicity of the root α in the Cartan
decomposition (3.21). The pairing is defined by choosing an orthonormal basis ~ei in weight space
4The normalization constant r(n,N) is determined by the requirement
R
O
dC = vol(O).
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and identifying a root vector α with the dual element α∨ =
∑
i αi ~ei. Then (α, logR) =
∑
i αi ri.
This polar decomposition defines a foliation of the configuration space O by conjugacy classes under
the adjoint action of the stabilizer subgroup. The radial symplectic leaves L(R) of this foliation
are parametrized by the abelian Lie group exp(t).
Let us make this decomposition more explicit using the known data for the symmetric space
(2.23) [37]. The restricted root lattice is given by the root system BCnN− = BnN−∪CnN− which has
positive weights ~ei ± ~ej , 2~ei and ~ei with i, j = 1, . . . , nN−, i < j. The corresponding multiplicities
are m~ei±~ej = 2, m2~ei = 1 and m~ei = 4n. The gauge invariant volume form on O thereby becomes
dC = r(n,N) [dV ]
nN−∏
i=1
dri sin 2ri sin
4n ri
∏
i<j
sin2(ri − rj) sin2(ri + rj) . (7.8)
Using the trigonometric identities
sin(ri − rj) sin(ri + rj) = 12 (cos 2rj − cos 2ri) and sin2 ri = 12 (1− cos 2ri) , (7.9)
and defining λi := cos 2ri ∈ [−1, 1], we may bring the measure to the form
dC =
r(n,N)
2n2 (N2−1)
[dV ] ∆(λ)2
nN−∏
i=1
dλi (1− λi)2n . (7.10)
A convenient choice for the radial coordinates is provided by setting
ρ := diag(r1, . . . , rnN−) (7.11)
and defining
R = diag
(
σ0 ⊗ 1ln , exp( i σ1 ⊗ ρ)
)
= diag
(
σ0 ⊗ 1ln , σ0 ⊗ cos(ρ) + iσ1 ⊗ sin(ρ)
)
. (7.12)
We also choose a basis in which
Ξ = N2 diag
(
1lnN+ , −1lnN−
)
= N2 diag
(
σ0 ⊗ 1ln , σ3 ⊗ 1lnN−
)
(7.13)
and V ∈ U(nN+)× U(nN−) is given by
V = diag(V+, V−) , (7.14)
with V± ∈ U(nN±) and [dV ] = [dV+] [dV−]. The relations (7.4) are then automatically satisfied.
7.2 Evaluation of the abelianized partition function: U(1) gauge theory
We will now explicitly evaluate the Fourier transform (5.3), beginning with the abelian case n = 1.
Using (7.5) and (7.11)–(7.14), it is straightforward to work out the abelian moment map in (5.3)
with the result〈
µT (C) , p
〉
= Tr
(
pU ΞU−1
)
= 12 Tr
(
pΞV (R2 +R−2)V −1
)
= Tr
(
pΞV diag
(
σ0 , cos(2σ1 ⊗ ρ))V −1)
= N2 Tr
(
diag(p1 σ
0, p2, . . . , pN )V+ diag(σ
0, λ1, . . . , λN−)V
−1
+
)
− N2 Tr
(
diag(p2, . . . , pN )V− diag(λ1, . . . , λN−)V
−1
−
)
(7.15)
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where we have used an inconsequential redefinition of the unitary matrix V+ by multiplication with
an appropriate permutation matrix. Upon substitution into (5.3), we see that the two angular
integrals decouple from each other.
The integral over V− ∈ U(N−) is now easily evaluated with the help of (6.1) with the result
cN (N−, 4)
∆(p2, . . . , pN )∆(λ)
∑
π−∈SN−
sgn(π−)
N−∏
i=1
e
iN
4
pi+1 λpi−(i) . (7.16)
The integral over V+ ∈ U(N+) is more delicate since the Itzykson-Zuber formula will involve a
ratio of degenerate determinants. Since both numerator and denominator of (6.1) are completely
antisymmetric functions of the eigenvalues xi and yi independently, the limit where some eigenvalues
coalesce gives a well-defined analytic function in (xi, yi) because all poles are cancelled by zeroes in
the determinant. We will regularize the V+-integral by replacing the first p1 entry in the last line of
(7.15) with an auxilliary momentum variable p0 ∈ R, the second entry of 1 with an auxilliary radial
variable λ0 ∈ [−1, 1], and then afterwards take the limits p0 → p1, λ0 → 1. Defining λN := 1, the
Itzykson-Zuber formula (6.1) applied to the regularized V+-integral yields
cN (N+,−4)
∆(p0, p1, . . . , pN )∆(λ0, λ1, . . . , λN )
∑
π+∈SN+
sgn(π+) e
− iN
4
p0 λpi+(N)
N−∏
i=0
e
− iN
4
pi+1 λpi+(i) . (7.17)
Taking the limit p0 → p1 first using l’Hoˆpital’s rule gives
iN
4 cN (N+,−4)
p1
N∏
i=2
(p1 − pi) ∆(p) ∆(λ0, λ1, . . . , λN )
×
∑
π+∈SN+
sgn(π+)λπ+(N) e
− iN
4
p1 λpi+(N)
N−∏
i=0
e
− iN
4
pi+1 λpi+(i) . (7.18)
Finally, taking the limit λ0 → 1 again using l’Hoˆpital’s rule yields
− iN4 cN (N+,−4)
p1
N∏
i=2
(p1 − pi) ∆(p)
N−∏
i=1
(1− λi)2 ∆(λ)
(7.19)
×
∣∣∣∣∣∣∣∣∣∣
(
1− iN4
)
e−
iN
4
p1 λ1 e
− iN
4
p1 λ1 . . . λN− e
− iN
4
p1 λN− e−
iN
4
p1
− iN4 p1 e−
iN
4
p1 e−
iN
4
p1 λ1 . . . e−
iN
4
p1 λN− e−
iN
4
p1
...
...
...
...
− iN4 pN e−
iN
4
pN e−
iN
4
pN λ1 . . . e−
iN
4
pN λN− e−
iN
4
pN
∣∣∣∣∣∣∣∣∣∣
.
Substituting the above into (5.3) gives us the expression
ZO(p) = − 4 vol(O)
p1 ∆(p)2
N ! (N − 1)!
N−2∏
k=1
(k!)2
(√
8N
)N2−N
N−∏
l=1
∫ 1
−1
dλl
∑
π−∈SN−
sgn(π−)
N−∏
i=1
e
iN
4
pi+1 λpi−(i)
×
∣∣∣∣∣∣∣∣∣∣
(
1− iN4
)
e−
iN
4
p1 λ1 e
− iN
4
p1 λ1 . . . λN− e
− iN
4
p1 λN− e−
iN
4
p1
− iN4 p1 e−
iN
4
p1 e−
iN
4
p1 λ1 . . . e−
iN
4
p1 λN− e−
iN
4
p1
...
...
...
...
− iN4 pN e−
iN
4
pN e−
iN
4
pN λ1 . . . e−
iN
4
pN λN− e−
iN
4
pN
∣∣∣∣∣∣∣∣∣∣
. (7.20)
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We will now write the product of determinants in (7.20) as a single sum over the Weyl group SN of
the original gauge symmetry group U(N). For this, we embed SN− in the Weyl group SN as the
subgroup of permutations π− of {1, . . . , N−, N} with π−(N) = N . We perform a Laplace expansion
of the second determinant in (7.20) into minors along the first row to write∣∣∣∣∣∣∣∣∣∣
(
1− iN4
)
e−
iN
4
p1 λ1 e
− iN
4
p1 λ1 . . . λN− e
− iN
4
p1 λN− e−
iN
4
p1
− iN4 p1 e−
iN
4
p1 e−
iN
4
p1 λ1 . . . e−
iN
4
p1 λN− e−
iN
4
p1
...
...
...
...
− iN4 pN e−
iN
4
pN e−
iN
4
pN λ1 . . . e−
iN
4
pN λN− e−
iN
4
pN
∣∣∣∣∣∣∣∣∣∣
=
∑
π+∈SN
sgn(π+)
[(
1− iN4 p1
)
e−
iN
4
p1
N∏
i=1
e
− iN
4
λi ppi+(i)
− iN
4
N∑
i=1
λi e
− iN
4
λi p1 pπ+(i) e
− iN
4
ppi+(i)
N∏
k=1
k 6=i
e
− iN
4
λk ppi+(k)
]
. (7.21)
When inserted into the expression (7.20), we can use the invariance of the radial integration measure
and domain under permutations of the λi’s to reduce the double sum over the Weyl groups to a
single sum over the relative permutation π := π+ π
−1
− ∈ SN with π(N) = π+(N). The sum over
π+ can be replaced by a sum over π, while the remaining sum over π− simply produces the order
N ! of the Weyl group of U(N).
In this way we may bring the Fourier transform of the orbit into the form
ZO(p) = − 4 vol(O)
p1 ∆(p)2
N∏
k=1
(k!)2
(N − 1)! (√8N)N2−N
×
∑
π∈SN
sgn(π)

(1− iN4 p1) e− iN4 (p1+ppi(N))
N−∏
i=1
∫ 1
−1
dλi e
− iN
4
λi (ppi(i)−pi+1)
− iN
4
N−∑
j=1
pπ(j) e
− iN
4
(ppi(j)+ppi(N))
×
∫ 1
−1
dλj λj e
− iN
4
λj (p1−pj+1)
N−∏
i=1
i 6=j
∫ 1
−1
dλi e
− iN
4
λi (ppi(i)−pi+1)
− iN4 pπ(N) e−
iN
4
(ppi(N)+p1)
N−∏
i=1
∫ 1
−1
dλi e
− iN
4
λi (ppi(i)−pi+1)

 . (7.22)
Finally, the radial integrations can be expressed in terms of the spectral sine-kernel of the unitary
ensemble of random matrix theory and its derivative given by
K(x) :=
sinx
x
=
1
2
∫ 1
−1
dλ e− iλx and K′(x) =
1
x
(
cos x− sinx
x
)
= − i
2
∫ 1
−1
dλ λ e− iλx .
(7.23)
Then the abelianized partition function (5.2) is written as an exact expansion in gaussian momen-
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tum transforms given by
Z = −
8 vol(O)N ! (N − 1)!
N−2∏
k=1
(k!)2
2N2 (2π)N
(√
2N
)N2−N ∑
π∈SN
sgn(π)
∫
RN
[dp]
e−
g
4N
P
i p
2
i
p1
×

(1− iN4 p1) e− iN4 (p1+ppi(N))
N−∏
i=1
K
(
N
4 (pπ(i) − pi+1)
)
+
N
4
N−∑
j=1
pπ(j) e
− iN
4
(ppi(j)+ppi(N)) K′
(
N
4 (p1 − pj+1)
) N−∏
i=1
i 6=j
K
(
N
4 (pπ(i) − pi+1)
)
− iN4 pπ(N) e−
iN
4
(p1+ppi(N))
N−∏
i=1
K
(
N
4 (pπ(i) − pi+1)
) . (7.24)
For low values of N , the momentum integrals in this formula can be computed in terms of
transcendental error functions, which are the typical contributions in nonabelian localization [18]
and reflect the occurence of non-gaussian quantum fluctuation integrals. Note that there is a single
momentum p1 singled out in the formula (7.24). In the U(n) case of Section 7.3 below there
will be n momenta singled out which is where the sum over sets of n integers required by the
nonabelian localization formula in the large N limit will come from. At N → ∞, the spectral
kernels K
(
N
4 (pπ(i) − pi+1)
) ≈ 4πN δ(pπ(i) − pi+1) provide the necessary groupings of variables into
partitions of N arising from the sum over the residual gauge symmetry group SN . The conjugacy
class of a given permutation π ∈ SN is characterized entirely by its cycle decomposition, which
contains nk ≥ 0 cycles of length k for k = 1, . . . , N withN =
∑
k k nk and sgn(π) = (−1)
P
k (k−1)nk .
However, the saddle-point partitions here do not correspond to the cycles themselves, but rather to
the numbers Nn1,...,nN of cycles (n1, . . . , nN ). For instance, the vacuum state now corresponds to the
instanton configuration with N fluxons, i.e. only trivial representations due to the abelianization,
with moduli space (3.11) as described in Section 3.1. The higher critical points consist of an even
number of irreducible representations which are suppressed roughly as e−N
3/2g ni . This indicates
that the radial coordinates on the configuration space O are not so nicely adapted to the local
symplectic geometry of the Yang-Mills critical surfaces. We will return to these issues in the next
section.
7.3 Evaluation of the abelianized partition function: U(n) gauge theory
The nonabelian case n > 1 becomes very complicated due to the increasing complexity of the
combinatorics involved in regulating the Itzykson-Zuber integral (6.1) over V+ ∈ U(nN+). We will
therefore only briefly sketch the essential features, defering the explicit evaluation in favour of a
more formal, regulated combinatorial expansion. Consider the radial coordinates λi, i = 1, . . . , nN−
on O and add 2n new real variables 1 + εi. We assemble them into the ordered set defined by(
λ1, . . . , λnN+
)
:=
(
1 + ε1, . . . , 1 + ε2n, λ1, . . . , λnN−
)
. (7.25)
Similarly, we double the first n entries of the momentum vector p = (p1, . . . , pnN ) and gather them
into the ordered set defined by(
p1, . . . , pnN+
)
:=
(
p1 + κ, . . . , pn + κ, p1, . . . , pn, pn+1, . . . , pnN
)
. (7.26)
At the end we will take the limits εi, κ→ 0.
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The evaluation of the Fourier transform (5.3) now proceeds exactly as in Section 7.2 above. To
organize the combinatorics, we use the identity
lim
εi→0
det
1≤i,j≤nN+
(
e−
iN
4
pi λj
)
∆(ε)
(7.27)
=
vol
(
U(2n)
)
cN (2n,−4)
∑
Q⊂{ pi}
sgn
(Q →֒ { pi}) e− iN4 Pi qi ∆(q) det
1≤i,j≤nN−
(
e−
iN
4
pˆi λj
)
where {pˆ1, . . . , pˆnN−} = { p1, . . . , pnN+} \ Q with Q = {q1, . . . , q2n} a subset of { p1, . . . , pnN+}
which is ordered according to (7.26), and the sign is determined by the parity of the embedding.
The identity (7.27) can be derived by performing a Laplace expansion of the determinant on the
left-hand side into the 2n rows containing the variables 1 + εi, and using the limit formula
lim
εi→0
det
1≤i,j≤2n
(
e−
iN
4
qi εj
)
∆(ε)
=
vol
(
U(2n)
)
cN (2n,−4) ∆(q) (7.28)
which follows from the Itzykson-Zuber formula (6.1). The Vandermonde determinants can also be
factorized as
∆(λ ) = ∆(λ) ∆(ε)
nN−∏
i=1
(1− λi)2n (7.29)
up to higher order terms in εi → 0, along with
∆( p ) ∆(pn+1, . . . , pnN ) = κ
n ∆(p)2 ∆(p1, . . . , pn)
2 (7.30)
in the limit κ→ 0.
In this way the partition function (5.2) can be expanded as
Z = ζn,N lim
κ→0
1
κn
∑
Q⊂{ pi}
sgn
(Q →֒ { pi})
∫
RnN
[dp]
e−
g
4N
P
i p
2
i
∆(p1, . . . , pn)2
e−
iN
4
P
i qi ∆(q)
×
nN−∏
l=1
∫ 1
−1
dλl det
1≤i,j≤nN−
(
e
iN
4
pi+n λj
)
det
1≤i,j≤nN−
(
e−
iN
4
pˆi λj
)
(7.31)
where
ζn,N :=
vol(O)
(nN)! (2π)nN
( iN)2n
2+nN (1−nN+)
2nN− (2−nN+)
nN−−1∏
k=1
(k!)2
2n∏
m=1
(m+ nN− − 1)!
m!
. (7.32)
We now expand the two determinants in (7.31) into a double sum over the Weyl group SnN− , and
use permutation symmetry of the radial integration to rewrite it as a sum over a single relative per-
mutation exactly as in Section 7.2 above. Using (7.23) we arrive finally at the exact combinatorial
expansion
Z = 2nN− (nN−)! ζn,N lim
κ→0
1
κn
∑
Q⊂{ pi}
sgn
(Q →֒ { pi}) ∑
π∈SnN−
sgn(π)
×
∫
RnN
[dp]
e−
g
4N
P
i p
2
i
∆(p1, . . . , pn)2
e−
iN
4
P
i qi ∆(q)
nN−∏
i=1
K
(
N
4 (pˆπ(i) − pi+n)
)
. (7.33)
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The combinatorics of the large N limit of the partition function (7.33) can be described as
follows. The sine-kernels K
(
N
4 (pˆπ(i) − pi+n)
) ≈ 4πN δ(pˆπ(i) − pi+n) define a link from pˆπ(i) to pi+n.
Following these, we obtain a set of open or closed links determined by π ∈ SnN− . The open links
must start at {p1+κ, . . . , pn+κ, p1, . . . , pn} (since those are not contained in the pi+n) and end at
{q1, . . . , q2n} (since those are not contained in the pˆi). The closed links correspond to cycles in the
conjugacy class of the permutation π. In particular, there are no factors e−
iN
4
pi , i = 1, . . . , n or
∆(p1, . . . , pn)
2 for the internal variables, and hence we can explicitly evaluate the internal integrals.
The difficulty lies in evaluating the sum over all possible distinct cycles for the internal variables
in a closed form.
Comparison with the constrained matrix model
In [9], quantum gauge theory on the fuzzy sphere S2N was formulated as a multi-matrix model with
action
Smm =
1
N g Tr
(
C2 − N24 1lN
)2
(7.34)
and the constraint C0 =
1
2 1lN . It was shown that this matrix model also reproduces Yang-Mills
theory on S2 in the large N limit. This differs from the formulation of the present paper essentially
by replacing the pair (action , constraint) given by
(
(C2−N24 1lN )2 , (C0− 12 1lN )
)
with the permuted
pair
(
(C0− 12 1lN )2 , (C2− N
2
4 1lN )
)
. This can be understood by imposing the respective constraints
using gaussian terms in the actions, as then the tangential degrees of freedom are essentially the
same in both cases. The symplectic formulation of the present paper has not only the advantage of
applying the equivariant localization principle to systematically construct the instanton expansion
of gauge theory on the fuzzy sphere, but it also somewhat simplifies the evaluation of the matrix
integral. It also enables one in principle to keep control of the 1N corrections to Yang-Mills theory
on S2, and the approximate delta-functions at N → ∞ responsible for the groupings of variables
are more transparent along the lines explained in Sections 7.2 and 7.3.
8 Yang-Mills critical surfaces in abelianized localization
In this final section we will elucidate the relationship between the nonabelian and abelianized
localization approaches to the exact instanton expansion of Yang-Mills theory on the fuzzy sphere
S2N . As discussed above, the critical surfaces for abelian localization are determined by the saddle-
point equation (6.4), (7.2)
[C,Φ] = 0 (8.1)
for Φ = φ⊗σ0 with φ ∈ u(N), which can be assumed to be diagonal by using a gauge transformation.
Its distinct eigenvalues Φν are arranged into degenerate blocks as
Φ =
k⊕
ν=1
Φν 1lnν ⊗ σ0 (8.2)
with
∑
ν nν = N . Then [C,Φ] = 0 implies that the covariant coordinate
C = U−1 ΞU =
k⊕
ν=1
Cν (8.3)
has the same block decomposition as Φ. Thus it can be diagonalized as
Cν = V
−1
ν Ξν Vν (8.4)
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where Vν is a 2nν × 2nν unitary matrix on the block defined by 1lnν ⊗ σ0 in (8.2), and Ξν has
eigenvalues ± N2 . Then comparing (8.3) and (8.4) implies
( k⊕
ν=1
Vν
)
U−1 ΞU
( k⊕
ν=1
V −1ν
)
=
k⊕
ν=1
Ξν = Σ
−1 ΞΣ (8.5)
for some permutation matrix Σ ∈ U(N ) representing an element π ∈ SN /SN+ ×SN− , since both
Ξ and
⊕
ν Ξν are diagonal N ×N matrices with the same set of degenerate eigenvalues. It follows
that
U
( k⊕
ν=1
V −1ν
)
Σ−1 ∈ U(N+)× U(N−) , (8.6)
and therefore U ∈ U(N ) is equal to Σ (⊕ν Vν) times an element of the stablizer subgroup U(N+)×
U(N−) ⊂ U(N ) of the element Ξ.
We conclude that the gauge equivalence classes of solutions of the saddle point equation [C,Φ] =
0 in the configuration space O are described by the following data:
• A quotient permutation π ∈ SN /SN+ ×SN− ;
• A unitary matrix in the stabilizer group U(N+)× U(N−); and
• A unitary block transformation ⊕ν Vν adapted to the block decomposition (8.2) of Φ.
It is evident that these critical surfaces are much larger than the critical surfaces of the original
Yang-Mills action, and they are not even in any one-to-one correspondence with the Yang-Mills
saddle points. Any such block configuration is degenerate for the action in (4.3), and contains some
Yang-Mills blocks of Section 3.4 (with the irreducible low-energy critical surface C(N,1) and possibly
fluxons or other purely noncommutative solutions). The reason is the absence of any localization
form Qα, without which there is no way to separate the desired Yang-Mills blocks of Section 3.4
from these abelianized critical surfaces.
8.1 Itzykson-Zuber localization on the symplectic leaves
We now consider the foliation of the orbit O(Ξ) ∼= U(2N)/R by conjugacy classes under the
adjoint action of the stabilizer group R = U(N+) × U(N−). The corresponding symplectic leaves
L(λ) are parametrized by the radial coordinates λi ∈ [−1, 1], i = 1, . . . , N−. For a given leaf L(λ),
the integral
∫
R [dV ] e
− i
2
〈µT (C),p〉 is obtained by using the Itzykson-Zuber formula for the unitary
groups U(N+) and U(N−), as we did in Sections 7.2 and 7.3. As in Section 6 above, the Itzykson-
Zuber formula can itself be regarded as a consequence of abelian localization, and the expansions
of the resulting determinants in Section 7.2 is precisely the sum over the saddle-points on each leaf
L(λ).
Let us identify these saddle-points explicitly. Choosing Ξ as in (7.13), the critical points of the
moment map (7.15) with respect to arbitrary variations of (V+, V−) ∈ R are given by the solutions
of the equations [
diag(p2, . . . , pN ) , V− diag(λ1, . . . , λN−)V
−1
−
]
= 0 ,[
diag(p1 σ
0, p2, . . . , pN ) , V+ diag(σ
0, λ1, . . . , λN−)V
−1
+
]
= 0 . (8.7)
As in Section 7.3, we consider for convenience the extended sets of radial coordinates (7.25) and
momentum variables (7.26) for n = 1. Then the first equation in (8.7) means that the matrix
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V− diag(λ1, . . . , λN−)V
−1
− commutes with the spectral projectors of (p2, . . . , pN ), i.e. it has the
same block decomposition, and similarly the second equation in (8.7) implies that the matrix
V+ diag(λ1, . . . , λN+)V
−1
+ commutes with the spectral projectors of p.
Using unitary transformations on each of these blocks, the matrix V− diag(λ1, . . . , λN−)V
−1
−
can then be diagonalized with the same eigenvalues λi. It follows that
( k⊕
ν=1
Uν
)
V− diag(λ1, . . . , λN−)V
−1
−
( k⊕
ν=1
U−1ν
)
= diag(λπ−(1), . . . , λπ−(N−)) = Σ− diag(λ1, . . . , λN−)Σ
−1
− (8.8)
for some Uν ∈ SU(nν), where nν labels the degenerate blocks of (p2, . . . , pN ) with
∑
ν nν = N−
and Σ− ∈ SU(N−) is a permutation matrix corresponding to an element π− ∈ SN− . If λi are
nondegenerate, this implies that
(⊕
ν Uν
)
V− = Σ− and hence
V− =
( k⊕
ν=1
U−1ν
)
Σ− . (8.9)
If some λi are degenerate, it only follows that Σ
−1
−
(⊕
ν Uν
)
V− commutes with the spectral pro-
jectors of λ, so that Σ−1−
(⊕
ν Uν
)
V− =
⊕
ν U˜ν for some U˜ν ∈ SU(nν). It follows that the angular
saddle-point V− ∈ U(N−) is given by
V− =
( k⊕
ν=1
U−1ν
)
Σ−
( k⊕
ν=1
U˜ν
)
. (8.10)
Similar statements hold for the angular saddle-point V+ ∈ U(N+), with the additional feature that
the first two entries of p and λ are degenerate by definition.
In each case, the value of the action (7.15) is given by
〈
µT (C) , p
〉
=
N
4
N+∑
i=1
pi λπ+(i) −
N
4
N−∑
i=1
pi+1 λπ−(i) . (8.11)
Therefore, each saddle-point is characterized by two permutation matrices Σ± corresponding to
π± ∈ SN± , which may or may not generate non-trivial fibers on the homogeneous spaces of the
group
∏
ν U(nν) depending on the degeneracies of p and λ. The integral over these V± orbits
can then be evaluated using the Itzykson-Zuber formula leading to (7.16) and (7.17), which gives
precisely the sum over the saddle points. The regularization required in (7.17) reflects the fact that
the critical surfaces are no longer isolated points, due to the degeneracies of λi and pi.
The main point of this analysis is that these critical surfaces are again not in any one-to-one cor-
respondence with those of the original Yang-Mills action. In fact, the abelian critical surfaces above
contain as subspaces those of the Itzykson-Zuber localization on O(Ξ) discussed in Section 6 above,
which are not only stationary on the symplectic leaves L(λ) but also with respect to variations of
the radial coordinates λi. However, even the critical surfaces for the Itzykson-Zuber localization on
the configuration space O(Ξ) are not simply related to those of the Yang-Mills action. In particular,
the variational problem for the action (8.11) does not determine the λi. A given radial saddle-point
π± can thus correspond to various types of Yang-Mills solutions by appropriately choosing some
λi, as we show explicitly in Section 8.2 below. This arbitrariness in the radial coordinates λi is
lifted by the addition of the localization one-form α of Section 4, which serves to single out the
Yang-Mills saddle points from the new critical points. Nevertheless, it is instructive to work out
the radial coordinates of some Yang-Mills saddle-points to illustrate the powerful workings of the
polar decomposition.
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8.2 Radial coordinates for Yang-Mills critical surfaces
We will now work out the radial coordinates for the solutions of the Yang-Mills equations [C0, Ci] =
0, which will identify precisely the appropriate localization values of λi for each critical surface of
Section 3.1. Given (7.13) we now consider the fuzzy sphere coordinates Σ0 ΞΣ
−1
0 and correspond-
ingly modify the radial coordinates (7.12) to
R = Σ0
(
σ0 0
0 exp( i σ1 ⊗ ρ)
)
Σ−10 , (8.12)
where Σ0 ∈ U(N ) is a permutation matrix representing the cyclic permutation
π(N+) = (1 2 · · · N+) . (8.13)
As we will see, the modification by Σ0, although irrelevant from the point of view of the path
integral, will greatly simplify the explicit parametrization.
Using this parametrization and (7.14), we can write the covariant coordinates (7.5) in the
explicit form
C =
N
2
V Σ0
(
σ0 0
0 σ3 ⊗ cos(2ρ) + σ2 ⊗ sin(2ρ)
)
Σ−10 V
−1
=
N
2

 V+

 1 cos(2ρ)
1

 V −1+ − iV+

 0sin(2ρ)
0

 V −1−
iV−
(
0 , sin(2ρ) , 0
)
V −1+ −V− cos(2ρ)V −1−

 (8.14)
where we have applied the commutation relation i [σ1, σ3] = 2σ2. The role of the cyclic permutation
matrix Σ0 is to move the unit entries of σ
0 symmetrically around the matrix cos(2ρ). We note
for later use that if the unitary matrices V± ∈ U(N±) are block-diagonal, then so is C. We will
now use this parametrization to illustrate the use of the radial coordinates by working out (8.14)
explicitly for various classical gauge field configurations of Section 3.1.
The vacuum solution
The generators of the irreducible N -dimensional representation of the su(2) Lie algebra (2.1) are
given explicitly by
(ξ3)ij = −δij N+1−2i2 and (ξ+)ij = δi+1,j
√
(N − i) i (8.15)
where i, j = 1, . . . , N and ξ± = ξ1 ± i ξ2 with ξ− = ξ†+. The vacuum solution (2.4) in the abelian
case n = 1 thus has the explicit form
C =
(
1
2 1lN + ξ3 ξ+
ξ−
1
2 1lN − ξ3
)
=
(
1
2 diag(−N + 2, . . . , N − 2, N) ξ+
ξ−
1
2 diag(N, . . . ,−N + 4,−N + 2)
)
(8.16)
using the splitting into equal blocks of size N . This should be identified with (8.14), which
splits into blocks of sizes N±. Noting the explicit form of ξ± in (8.15) as raising and lower-
ing operators, it follows that one can consistently take both V+ diag(λ1, . . . , λN− , 1, 1)V
−1
+ and
V− diag(λ1, . . . , λN−)V
−1
− to be diagonal matrices.
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We can then consistently match the eigenvalues as
N (λ1, . . . , λN− , 1, 1) = (−N + 2, . . . , N − 2, N,N) , (8.17)
which gives
λi = −N−2iN for i = 1, . . . , N− (8.18)
and provides the eigenvalues of the radial matrix R for the vacuum critical surface C(N,1). Note
that the eigenvalue N2 from the second diagonal block
1
2 1lN − ξ3 of C in (8.16) is contained in
the matrix N2 V+ diag(λ1, . . . , λN− , 1, 1)V
−1
+ . It follows that V− = Σ− is a permutation matrix in
U(N−), while V+ = Σ+ U2 is a permutation matrix up to a possible conjugation with a unitary
matrix U2 ∈ SU(2) ⊂ U(N+) acting on the two marked indices labelling the unit entries. We can
absorb Σ− by a redefinition of the λi, and hence take
V− = 1lN− (8.19)
without loss of generality. It is also enough to consider the case U2 = 1lN+. Comparing (8.14) with
(8.16), it follows that
V+ = Σ+ (8.20)
is a permutation matrix representing the irreducible cycle (8.13) of length N+. Furthermore, one
has
sin(2ρi) =
√
1− λ2i =
√
4i
N − 4i
2
N2
= 2N
√
i (N − i) = 2N (ξ+)i,i+1 (8.21)
for i = 1, . . . , N−, which is indeed the correct representation of ξ± in (8.15), embedded in the
correct off-diagonal way in (8.14) due to the block decomposition into sizes N±.
Let us point out one interesting feature of the covariant coordinate (8.16). The two diagonal
entries of N2 in the center of the matrix constitute a trivial 2× 2 unit matrix σ0 which completely
decouples from the rest of C. This block can be traced to the σ0 in the upper-left corner of the first
line in (8.14), whose position is determined by the permutation matrix Σ0, or equivalently to the
auxilliary radial coordinates λi = 1+ εi, i = 1, 2. In fact, any explicit entry of ± N2 in C necessarily
decouples from the rest of C, for otherwise C would have eigenvalues of modulus larger than N2 .
This means, in particular, that we can permute these two entries using a suitable permutation
matrix V+ = Σ+ without any effect on C (but it will have an effect on the momenta pi if they
are included). This observation will be useful below. This construction clearly generalizes to give
the blocks C(na) of size 2na of the critical surfaces C(n1,s1),...,(nk,sk) corresponding to irreducible
SU(2) representations of dimensions na < N . The most extreme case na = 1 consists of the
one-dimensional representation with C0(na = 1) =
N
2 and Ci(na = 1) = 0, whereby
C(na = 1) =
N
2 σ
0 (8.22)
and hence only the explicit σ0 block survives.
Nonabelian generalization
For n ≥ 2, the vacuum critical surface C(N,1),...,(N,1) is associated with the solution (3.9) which is a
direct sum of n irreducible SU(2) representations of dimension N . This can clearly be obtained by
repeating the above construction n times. In particular, V+ = (Σ+)
⊕n is a product of n “marked
cycles” as above. Notice, however, that the same saddle point is obtained if one acts with an
additional permutation of the 2n auxilliary radial coordinates λi = 1, i = 1, . . . , 2n (recall that
the explicit entries ± N2 of C are always isolated). In doing this, the decomposition of V+ into
irreducible cycles gets modified. It can nonetheless be made into one irreducible cycle with 2n
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marked points which come in groups of two at equal distance, for example. This demonstrates
that the mapping between the Yang-Mills saddle-points and those of the abelianization approach
in Section 7 is complicated. In particular, it is not injective. Again, this construction generalizes
to blocks of the critical surfaces C(n1,s1),...,(nk,sk) corresponding to irreducible SU(2) representations
of various dimensionalities.
Fluxons
Fix an integer 1 ≤ n ≤ N and consider the block gauge field configuration of size 2n given by
C =
N
2
V
(
σ3 ⊗ cos(2ρ) + σ2 ⊗ sin(2ρ)) V −1
=
N
2
(
V+ cos(2ρ)V
−1
+ − iV+ sin(2ρ)V −1−
iV− sin(2ρ)V
−1
+ −V− cos(2ρ)V −1−
)
, (8.23)
which is almost the same as (8.14) above but without the σ0 block. We choose
λi = −n−2in for i = 1, . . . , n− 1 , (8.24)
along with
V+ = Σ(n) and V− = 1ln−1 (8.25)
where Σ(n) ∈ U(n+1) is a cyclic permutation matrix representing π(n) := (1 2 · · · n). Then we get
explicitly
C =
N
2n
(
diag(−n+ 2, . . . , n− 2) ξ˜+
ξ˜− diag(n − 2, . . . ,−n+ 2)
)
(8.26)
where ξ˜± are cyclic operators (rather than raising/lowering operators as before).
In this case C0 = 0, and hence this solution is part of the orbifold singularities for n coincident
fluxons in the moduli space (3.11) of Section 3.1, rather than an irreducible representation of the
isometry group SU(2). This construction is further used below. In particular, the special case n = 1
gives a single fluxon C(n = 1) = N2 σ
3. Then there exists a unitary transformation U ∈ SU(2) such
that
U C(n = 1)U−1 = N2 U σ
3 U−1 = ci σ
i , (8.27)
which gives the position ci of the fluxon on the sphere S
2.
Multi-block solutions
Let us modify the previous radial solution by setting λ1 = ± 1 and taking λi+1 to be given by
(8.24), while keeping the angular variables (8.25) in U(n + 2) and U(n) the same. Then the block
covariant coordinates (8.23) of size 2(n+ 1) are given explicitly as
C =
N
2n
(
diag(−n+ 2, . . . , n− 2,±n) ξ+
ξ− diag(∓n, n− 2, . . . ,−n+ 2)
)
, (8.28)
which is almost the same as the vacuum configuration (8.16) for an n-dimensional irreducible
representation except that there are two explicit diagonal entries N2 ,−N2 instead of N2 , N2 . In
particular, C0 is no longer constant and hence the gauge fields (8.28) are not solutions of the Yang-
Mills equations of motion. This can be cured by the addition of extra irreducible representations
as follows.
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One can now construct solutions of the Yang-Mills equations with several blocks and arbitrary
parameters, i.e. the generic critical surfaces C(n1,s1),...,(nk,sk), by joining an even number of copies
of (8.28) in a suitable way. Fix another integer m ≥ 1 such that n +m ≤ N , and consider again
the block covariant coordinate (8.23) of size 2(n +m) with
λ1 = 1 , λi = −n−2(i−1)n for i = 2, . . . , n and λj+n−1 = −m−2(j−1)m for j = 1, . . . ,m .
(8.29)
The angular degrees of freedom are given by
V+ = Σ(n+m) and V− = 1ln+m−1 (8.30)
in U(n +m± 1), corresponding to the cyclic permutation π(n+m) decomposed as
π(n+m) = (π(n))1,...,n ◦ (π(m))n+1,...,n+m ◦ (1 n+1) (8.31)
where the subscripts indicate the indices that the permutations act on. The role of the transposition
(1 n+1) is to first interchange the explicit 1 and −1 in (8.29) for the upper block in (8.23), which
then takes the form of two copies of the matrix (8.28) but with the correct explicit diagonal entries
± N2 . Since V+ = Σ(n+m) corresponds to an irreducible cycle, C is a direct sum of two irreducible
representations with opposite sign and hence lives on the critical surface block C(n,1),(m,−1) with
vanishing overall trace. This construction clearly generalizes to an arbitrary number of irreducible
representations of the SU(2) isometry group.
8.3 Action of the gauge group
Finally, let us describe how the gauge symmetry acts on the radially foliated solutions. Recall
that the gauge group G ∼= SU(nN) is embedded in the symmetry group of the orbit space O
as φ = φ0 ⊗ σ0 in the Lie algebra of G ⊂ SU(2nN). This embedding is well adapted to the
modification of the radial coordinates in (8.12) by the permutation matrix Σ0. Indeed, there is an
embedding of the “diagonal” subgroup U(nN−) ⊂ U(nN+)× U(nN−) into G given by taking V−
into diag(1ln, V−)⊗ σ0 as
V− 7−→



 1ln V−
1ln

 0
0 V−

 . (8.32)
This shows explicitly that a large part of the gauge group is part of the stabilizer group R =
U(nN+)× U(nN−) which defines the foliation of the radial coordinates.
Furthermore, there is an additional symmetry SU(n) ⊂ U(nN+) embedded into G by taking
U into diag(U, 1lnN−)⊗ σ0 as
U 7−→



 U 1lnN−
U

 0
0 1lnN−

 . (8.33)
This extra SU(n) symmetry acts on the marked momenta p1, . . . , pn of Section 7.3, and together
with the degenerate Itzykson-Zuber localization it is thus responsible for the emergence of the
nonabelian gauge symmetry in the commutative limit. The remainder SU(nN)/SU(nN−)×SU(n)
of the gauge group mixes the symplectic leaves, so that the radial foliation is not G-equivariant.
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