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Danes živimo v tehnološki dobi, ki v zadnjih 50-ih letih eksponentno raste. S pričetkom 
uporabe tehnologije se začenja tudi drugačen način življenja človeka. Spreminja se naš 
pogled na svet, razvoj tehnologije napreduje, posledično se spreminjajo tudi medsebojni 
odnosi. Še posebej se v današnjem času razvija t.i. umetna inteligenca, katere cilje je 
izdelati stroj, ki posnema človeško razmišljanje, življenje in delovanje. 
V diplomskem delu, ki se deli na dva dela, se bom lotila vprašanja kakšen pomen ima 
umetna inteligenca pri vprašanju človekovega dostojanstva in človeškega življenja. V 
prvem delu diplomske naloge so tako opisani bistveni pojmi povezani z umetno 
inteligenco, njenim razvojem in zgodovino, do uporabe nevronskih mrež, genetskih 
algoritmov in samostojnega učenja inteligentnih strojev. V drugem delu pa sem se 
posvetila predvsem področju trenutnega sodelovanja človeka in umetne inteligence. V 
tem delu prevladuje etični vidik vključevanja UI v življenje.  
Temo umetne inteligence sem izbrala, ker me zanimajo posledice eksponentnega 
razvoja  tehnologije na človeško življenje. Z diplomsko nalogo poskušam pokazati, da 
tehnologija in njen hiter razvoj bistveno vplivata na potek našega življenja. Na podlagi 
tega je vključen teološki pogled na misleče stroje, problem opredelitve umetne 
inteligence, kot »mislečega stroja z zavestjo« in temu sledeč problem opredelitve 




1. Umetna inteligenca 
 
 
1.1 Definicija umetne inteligence  
 
»Čeprav ne obstaja splošno veljavna definicija inteligence, jo lahko grobo opredelimo 
kot sposobnost prilagajanja okolju in reševanju problemov.« (Kononenko in Robnik 
2010, 28). Ker se je razvoj umetne inteligence pričel dokaj pozno (bistveni napredek 
šele od 50-ih let prejšnjega stoletja dalje) je definicija UI še vedno nepopolna, zato 
najdemo veliko različnih definicij.  
Umetno inteligenco prvo opredelimo kot področje računalništva, ki poskuša posnemati 
človeške miselne procese, učne zmogljivosti in shranjevanje znanja. Na začetku razvoja 
umetne inteligence – torej v sredni 50- ih let 20. stoletja – je veljalo prepričanje, da se 
bo v roku nekaj let razvil t. i. misleči stroj, pa sedaj vidimo, da je to lažje reči kot 
uresničiti.  
Definicija umetne inteligence ni enoznačna in se razlikuje glede na področja. Ena izmed 
najbolj razširjenih definicij je, da je umetna inteligenca: »Znanost, o izdelavi strojev, ki 
so sposobni narediti stvari, za katere je po naših merilih potreben um« (Bregant 2010, 
55). Spet drugi teoretiki predlagajo drugačno definicijo in jo razumejo kot »znanost o 
inteligenci na sploh«, katere cilj je pojasniti ali reproducirati različne možnosti duha in 
ugotoviti, ali lahko inteligenca nastane zgolj v sistemih, ki imajo podobno zgradbo kot 
možgani ali pa jo je možno realizirati tudi na drugačen način. (56) 
Strokovnjaki in filozofi se sprašujejo, kaj sploh je umetna inteligenca. Približen odgovor 
bi se imenoval, da je nekaj, kar se obnaša »podobno« človeku in je sposobno reševati 
probleme. Pri definiranju umetne inteligence se zato pogosto pojavlja referenca na 
naravno inteligenco. Tako je opredeljeno, da je nekaj inteligentno, če doseže nekaj, kar 
bi imenovali inteligentno, če bi to nekaj dosegel človek. (Zorman idr. 2003, 23)  
Dolgoročni cilj raziskav umetne inteligence, ki je (zaenkrat) nedosegljiv, je ustvariti 
umetni sistem, ki bi z učenjem dosegel ali presegel človekovo inteligenco. Glavni cilj 
bo dosežen s strojem, ki bo mislil v polnem pomenu te besede. Raziskave umetne 
inteligence se ukvarjajo s sistemi, ki se obnašajo inteligentno in  lahko rešujejo 
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kompleksne probleme. V večini primerov raziskave temeljijo na posnemanju 
človekovega načina reševanja problemov. (Kononenko in Robnik 2010, 29) 
Panoga umetne inteligence se ukvarja s strojnim učenjem, računalniškim zaznavanjem, 
predstavitvijo znanja, razumevanjem naravnega jezika, avtomatskim sklepanjem, 
robotiko in kognitivnim modeliranjem. Pri raziskavah umetne inteligence imajo 
algoritmi učenja vedno pomembnejšo vlogo, saj je potrebno učenje vključevati povsod. 
(29) 
V pojmu umetne inteligence združimo pristope, ki poskušajo zgraditi sistem, ki deluje 
podobno ali celo bolje od človeka. Tak sistem, ki ga nekateri imenujejo umetni človek, 
je sestavljen iz več modulov. Kot navajata Guid in Strnad, se umetna inteligenca 
ukvarja z zelo raznolikimi področji od računalniškega vida, obdelave naravnega jezika 
vse do sklepanja, planiranja, učenja in robotike. (2007, 1–2) 
Umetna inteligenca ima strukturo, ki jo imenujemo inteligentni agenti. Ločimo lahko 
več vrst agentov – človeški agent ima kot senzorje oči, ušesa in druge organe; robotski 
agent ima kamere in senzorje. S pojmom  agent poskušamo povezati na zunaj različne 
teme, ki so predmet obravnave umetne inteligence. (1–2) 
Umetno inteligenco Zorman (2003, 24) razdeli na dve bistveni veji:  
- Močno umetno inteligenco – računalnik s pravilnimi programi lahko resnično 
misli, programi so razlaga človeškega spoznanja 
- Šibka umetna inteligenca – računalnik je uporabno orodje za iskanje spoznanja, 
saj nam omogoča preizkušanje različnih teorij in simulacij.  
 
1.2 Zgodovina umetne inteligence 
 
Vprašanje glede umetne inteligence oziroma stroja, ki bi lahko mislil, se je prvič 
pojavilo že pri Descartesu (1637), ko je trdil, da noben stroj nikoli ne bo sposoben 
simbolne manipulacije, ki bi mu omogočala tvorjenje smiselnih stavkov, na osnovi česa 
bi mu lahko prisali mišljenje. Formalne temelje so umetni inteligenci postavili 
matematiki in filozofi pred nekaj stoletji. Med njimi sta najpomembnejša George Boole 
(1815 – 1864) in Alan Turing (1912 – 1954). (Guid in Strnad 2007, 11)  V 50-ih letih 
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20. stoletja pa je ta misel dobila ponovni zagon. Za prelomnico velja leto 1956, ko se je 
na Darthmouthski konferenci rodila nova disciplina, ki jo imenujemo umetna 
inteligenca.  
Od pojava umetne inteligence v 50-ih letih se je največ pozornosti namenjalo sistemom, 
ki temeljijo na znanju, danes v ospredje stopajo nevronske mreže in sklepi, ki temeljijo 
na primerih, genetski algoritmi in mehka logika. Poleg nevronskih mrež pa razvoj 
umetne inteligence poteka tudi na področju njene uporabe v proizvodnji. Tukaj lahko 
zasledimo večjo zmogljivost osebnih računalnikov, ki so pripomogli k eksponentni rasti 
uporabe umetne inteligence. (Balič idr. 2007, 23) Veliko se na področju proizvodnje 
uporablja tudi inteligente robotske mehanizme, ki jih delimo v štiri skupine: robotski 
manipulatorji, vozila, sistem človek robot in biološko zasnovani roboti. (Bajd in Mihelj 
2014, 24) 
V uporabi se pojavlja več tehnik umetne inteligence. Prvi poskusi so bili pri sistemih, ki 
temeljijo na znanju (knowledge – based systems – KBS). Ti sistemi temeljijo na 
človekovem znanju, zaradi tega je bilo mogoče, da so samodejno ponovili določene 
postopke. (Balič idr. 2007, 24) Najbolj so bili razširjeni v prvih inteligentnih 
oblikovalnih sistemih, predvsem v fazi oblikovanja in nato še pri področju 
elektrotehnike in topologiji računalniških mrež. Druga od tehnik je tehnika nevronskih 
mrež, ki temelji na delovanju človekovih možganov. Ta tehnika se najbolj uporablja pri 
stanju razvrstitve in optimizacije. Tretja tehnika so genetski algoritmi (genetic 
algorithms – GA), katerih namen je, da s pomočjo genetske populacije rešujejo 
probleme. Genetski algoritmi iz več potencialnih rešitev, nastalih med reprodukcijo in 
mutacijo izbirajo najbolj prilagojene kandidate in izločijo tiste, ki so najmanj primerni. 
Na koncu pa imamo še sklepe, ki temeljijo na predhodnih primerih (case – based 
reasoning – CBR). Pri sklepanju inteligentne komponente upoštevajo zgodovino 
prejšnjih problemov in zagotovijo uspešnejše rešitve. (Balič idr. 2007, 24–25) 
Podrobneje bomo razložili tehnike, ki temeljijo na človeku. To so nevronske mreže in 
pa genetski algoritmi. Nevronske mreže temeljijo predvsem na posnemanju človeških 
možganov, genetski algoritmi pa se na podoben način ukvarjajo z geni, kot to delajo 
raziskave pri ljudeh. Obe tehniki se torej naslanjata na človeka in sta izpeljani iz 




1.3 Genetski algoritmi – GA 
 
Genetski algoritmi so metoda evolucijskega računanja. Primerni so za reševanje 
problemov na različnih področjih – strojno učenje, načrtovanje nevronskih mrež, 
modeliranja naravnih imunskih sistemov - zaradi splošnosti pa je njihova uporaba 
neomejena. Poznamo hevristične in iskalne algoritme, ki temeljijo na načelih naravne 
selekcije in genetike. Ti algoritmi nikakor niso naključni, ampak temeljijo na 
pridobljenih informacijah in usmerjajo iskanje boljših rešitev znotraj iskalnega prostora. 
(Balič in drugi 2007, 51) Algoritmi temeljijo na idejah evolucije in naravne selekcije in 
pri »iskanju najbolj ustreznega kandidata« upoštevajo več vidikov, med njimi 
reprodukcijo (kakšna je verjetnost, da bo osebek imel potomce), križanje (osebek je 
skupek drugih dveh osebkov in od vsakega podeduje del genetskega zapisa) in mutacijo 
(spremembe v genih). (Kononenko in Robnik 2010, 107) 
Osnovni princip genetskih algoritmov je simulacija procesov v naravnih sistemih, 
potrebnih za razvoj po načelu »preživetja najboljših« (Balič idr. 2007, 48). Tako kot 
narava poskrbi za konkurenco in omejene vire in, posledično za prevlado primernejših 
posameznikov, tako pri genetskih algoritmih raziskujejo obetavnejše poizkuse. Biologi 
so presenečeni nad dejstvom, da se je življenje tako hitro razvilo do takšne stopnje 
kompleksnosti. Razlog pa je v evoluciji in genetiki. Tako je John Holland, ki je 
predstavil model genetskega algoritma, svojo osnovno zamisel za reševanje problemov 
dobil ravno pri tej moči razvoja genetike in evolucije. (51) 
Genetski algoritmi imajo prednost, saj v nasprotju z nevronskimi mrežami ne odpovejo, 
četudi se spremenijo vhodni podatki ali so prisotne motnje. Imajo pa tudi pomembne 
prednosti pred ostalimi metodami pri kompleksnih problemih. Z genetskimi algoritmi 
lahko simuliramo preživetje primernih posameznikov za reševanje problema s 
postopnim razvijanjem generacij. Posamezno generacijo predstavlja skupek 
»organizmov« - populacija in vsak organizem je točka iskanja v prostoru, tako 
predstavlja možno rešitev. Za tvorjenje naslednje generacije mora organizem iz 
populacije iti skozi proces evolucije. (Balič idr. 2007, 52) 
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Genetski algoritmi nam sicer ne zagotavljajo, da bomo našli nek optimum, vendar pa 
nam to omogoča, da dobimo sprejemljive rešitve hitro, tudi na področjih, kjer so druge 
rešitve neučinkovite. Reševanje problema, ki ga rešujejo genetski algoritmi se začne z 
ustvarjanjem naključne populacije rešitev. Organizem, ki predstavlja rešitev problema 
ima tako večjo vrednost. S selekcijo se zagotovi preživetje bolj uspešnih organizmov in 
njihovo napredovanje v naslednjo generacijo. (Balič idr. 2007, 51) »S spreminjanjem 
vplivamo na enega ali več organizmov in iz njih ustvarimo njihove potomce« (53). 
Potem postopek ponavljamo na novi generaciji tako dolgo, da izpolnimo merilo 
postopka. Cilj genetskega algoritma se tako kaže kot ustvarjanje potomca, ki je boljši od 
staršev, s kombiniranjem prednikovih kromosomov. Predniki – starši – se izbirajo na 
podlagi primernosti, saj tako dobijo največ možnosti za reprodukcijo. (53). 
Čeprav genetski algoritmi govorijo o razvoju računalnikov, v smeri izboljševanja s 
pomočjo izločanja in preživetja najboljših, si lahko tukaj zamislimo etični problem 
razvijanja umetne inteligence v smeri »izboljšanja« človeka. Vidimo lahko, da ne le 
vplivajo na potek našega življenja in na naše okolje, ampak se želi poseči v samega 
človeka, ga spreminjati in »izboljševati«. Genetski algoritmi bi lahko pri ljudeh iskali 
najboljšo možno obliko človeka. Ozirali bi se na to, da bi ohranili dobre osebke, 
raznolikost populacije in da bi se preprečila prezgodnja konvergenca. Če pa pogledamo 
podrobneje vidimo, da genetski algoritem ne more zagotoviti raznolikost, saj izbira 
samo tiste gene, ki so po njegovih algoritmih dobri in jih prenaša v naslednje generacije. 
S tem prenašanjem zagotavlja veliko podobnost med generacijami in izključuje 
raznolikost.  
Kononenko in Robnik (2010, 251) pravita, da se takšno početje imenuje »elitizem, ko se 
določen delež najuspešnejših osebkov (elita) ohrani v populaciji… nevarnost pa je, da 
populacija prekmalu postane preveč podobna enemu ali več najboljšim osebkom.«  
 
1.4 Nevronske mreže 
 
Veda o nevronskih računalnikih se podrobneje uveljavlja v zadnjih desetletjih, vendar 
pa najdemo njene teoretične začetke že v štiridesetih letih. 1943 sta McCulloch in Pits 
postala prva, ki sta postavila matematični model žive celice oz. nevrona, ki se do danes 
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ni bistveno spremenil in predstavlja izhodišče pri raziskavah. Model nevrona je postal 
predmet raziskav in pokazalo se je, da je z njim mogoče reševati zapletene probleme. Z 
njim lahko rešujemo tudi probleme, za katere deterministične rešitve niso obstajale. Na 
podlagi nevronskih mrež so bili v zelo kratkem času razviti učilni algoritmi, številni 
poizkusi tehnoloških implementacij, najpomembneje pa je, da so se pristopi z 
nevronskimi mrežami začeli uveljavljati na aplikativnih problemih. Za nevronske mreže 
je značilno, da upoštevajo nakopičeno znanje, ki so ga pridobile v fazi učenja. (Balič 
idr. 2007, 48) 
Nevronske mreže uporabljajo enak princip delovanja, kot ga imajo in uporabljajo naši 
možgani. Osnovna celica možganov je nevron in med njimi potekajo sinapse, ki so 
povezave med temi nevroni. Nekateri tako možgane vidijo kot izredno zahteven 
računalnik, ki ima sposobnost organizirati nevrone, tako da izvršujejo določene naloge. 
Prednost možganov je, da to nalogo opravijo v desetinki sekunde, računalnik pa za 
preproste probleme potrebuje nekaj dni. (Guid, Strnad 2007, 211–212) Kljub hitrosti 
današnjih računalnikov, ki lahko shranijo velike količine podatkov, pa le ti človeškega 
znanja še ne dosegajo. Ljudje smo sposobni v možganih zelo hitro in z lahkoto rešiti 
določene probleme, ki jih današnji računalniki ne morejo, ali pa bi bila rešitev 
prepočasna. Nevronske mreže so namreč sposobne zgolj reševanja linearnih 
klasifikacijskih problemov, ne morejo pa reševati ne linearnih problemov. (Kononenko 
in Robnik 2010, 42) Računalnik rešuje zgolj probleme, ki so linearno urejeni, to 
pomeni, da začnemo na točki razmišljanja in sledimo določenim povezovalnim 
korakom in zaključimo z točko, ki je rezultat tega razmišljanja. Iz tega vidimo, da se 
mora določeno mišljenje oz. problem nekje končati in se več ne nadaljuje. Velik 
napredek pa bi pomenilo ne linearno razmišljanje računalnika, to pomeni, da bo 
vzpostavljal povezave med ne povezanimi idejami in pojmi. Posledično bi moral 
zaključke iskati v nepovezanih primerov, ki bi izhajali iz različnih sfer.  
Umetna nevronska mreža izkorišča biološke lastnosti nevronske mreže. Nevronske 
mreže imajo več lastnosti, čeprav verjetno ne obstaja ena mreža, ki bi imela vse te 
lastnosti. Med njimi je najpomembnejša biološka podobnost med nevronsko mrežo in 
našimi možgani, s čimer se želi zagotoviti večja učinkovitost. Sledi paralelizem, ki 
omogoča, delovanje mreže v realnem času. Nevronskim mrežam je omogočeno tudi 
večsmerno izvajanje. Vsak nevron je povezan z vsakim – kot pri možganih – in je vsak 
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vhoden in izhoden. Učenje mreže se udejanji s spreminjanjem uteži na sinapsah. (Guid 




2. Učenje, inteligenca in zavest 
 
 
Vidimo lahko, da umetna inteligenca temelji na človeku, pri katerem jemlje vzorce za 
lastno delovanje in posnema človeka pri njegovem učenju ter naravni inteligenci. 
Problem je, ker točne definicije učenja, inteligence in zavesti nimamo niti za človeka, 
pa to že prenašamo na stroje. Postavljajo se zahtevna etična vprašanja o strojih, ki bi te 
lastnosti, kljub ne definiranju, posedovali.  
Pojem učenja lahko definiramo s situacijo, v kateri imamo učenca (sistem), ki mora 
doseči določeno nalogo. Na začetku nalogo izvršuje slabo ali pa je ne zna opraviti. S 
pomočjo posnemanja učitelja in z vajo, pa doseže, da nalogo opravlja bolje. 
(Kononenko in Robnik 2010, 27) »Vaji, posnemanju učitelja in poskušanju z napakami 
pravimo učenje« (27). Učenec se je nekaj naučil, če bo isto nalogo lahko naslednjič 
opravljal enako dobro, ne da bi se mu bilo potrebno ponovno učiti. Tako spremembam, 
ki so rezultat učenja, pravimo pridobivanje znanja. (27) 
»Znanje definiramo kot interpretacijo informacije, ki jo nosijo podatki« (2010, 28). 
Znanje je lahko dano v naprej ali pa je sad učenja. Učenje srečamo pri vseh živih bitjih, 
najbolj izrazito pa je pri človeku. Učenje živih sistemov imenujemo naravno učenje, če 
pa je učenec stroj – računalnik, pravimo učenju strojno učenje. (28) 
Strojno učenje je zahtevano, kadar je tema specifično strokovna ali je primer zapleten in 
bi ga poleg strojev lahko razrešil le ožji krog strokovnjakov. Tam nam strojno učenje 
prinese hitrejše in zanesljivejše rezultate. Ljudje se v svojem življenju veliko učimo, 
ampak naše učenje oziroma izobrazba potrebujeta preveč časa. Če vzamemo primer 
učenja človeka skozi življenje se pokaže, da se šolamo približno 20 let (stopnja 
magisterija). Nato pa svojo teorijo prenesemo v prakso, kjer si lahko naslednjih 20 let 
ali več nabiramo izkušnje, da postanemo strokovnjaki na ozkem področju. Človeško 
učenje v takih primerih traja predolgo. Zato imajo strokovnjaki na področju umetne 
inteligence namen razviti stroj, ki bo sposoben bistveno zmanjšati ta čas učenja v 
določeni stroki. Umetna inteligenca se torej mora učiti, da bi presegla učenje človeka, 
ne samo na podlagi pridobljenih in zapomnjenih informacij, ampak tudi v samem času 
učenja, ki je v tem hitrem tempu življenja ključnega pomena in da bi s tem postala 
bistveni faktor naših življenj. (Kononenko in Robnik 2010, 28 – 29) 
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Vendar ne gre samo za vprašanje hitrosti in količine učenja, ampak tudi za zmožnost 
delovanja v vseh drugih primerih. Na človeka močno vpliva njegov bioritem, njegovo 
fizično in psihično počutje. Stroj, ki bi imel lastnosti človeškega mišljenja, pa teh 
problemov ne bi imel. Vedno bi bil pripravljen na delo, ne bo zahteval dopustov, malic 
in drugih ugodnosti, ki jih človek nujno potrebuje, saj zanj niso potrebne. Tako bi lahko 
v določenih primerih umetna inteligenca človeka popolnoma nadomestila. 
 
2.1 Naravno in strojno učenje 
 
Vsa živa bitja se učimo vsak dan, od prvega dne našega življenja naprej. Med živimi 
bitji pa pri učenju bistveno izstopa človek. Učimo se torej vsak dan, kar pomeni, da se 
naše znanje dnevno spreminja, razširja in dopolnjuje. Naša učljivost je odvisna od 
stopnje razvitosti naših možganov oz. telesa. 
Z raziskovanjem in razlago naravnega učenja se ukvarjata psihologija učenja in 
pedagoška psihologija. Psihologija učenja raziskuje in razlaga principe in zmožnosti 
učenja. Pedagoška psihologija pa se ukvarja z metodami človeškega učenja in 
poučevanja, z namenom, da bi se samo učenje izboljšalo. Eno od osnovnih vprašanj, ki 
si ga zastavlja psihologija učenja je razločevanje med prirojenim in naučenim znanjem. 
(Kononenko in Robnik 2010, 29) 
Vprašanje prirojenega in naučenega znanja zadeva tudi strojno učenje. Vprašati se je 
potrebno: »S kakšnim predznanjem (programom) naj se sistem začne učiti oziroma 
kakšno znanje potrebuje, da se lahko uči« (2010, 27). Prirojene veščine so tako nagoni, 
ki jih imajo večinoma živali, vendar tudi pri človeku ne predstavljajo zanemarljivega 
dela. Otrok pride na svet s prirojenimi nagnjenji in se uči sam od sebe, kar lahko 
povežemo s tem, da učenje človeku predstavlja odločilni faktor za njegov obstoj. Višje, 
kot se nahajamo na razvojni lestvici, tem pomembnejšo vlogo v našem življenju igra 
učenje. (30) 
Osnovni pogoj za uspešno učenje je tudi sposobnost pomnjenja - spomin. Možgani so 
sestavljeni iz velikega števila nevronov, ki so med seboj povezani s sinapsami, preko 
katerih pošiljajo impulze. V aktivnosti nevrona so vključene dejavnosti, za katere 
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obstaja precej nevrofizioloških potrditev, da so osnova za spomin. Te dejavnosti so 
odgovorne za ustvarjanje novih povezav z drugimi nevroni. (31)  
Verjetnost je, da so možnosti človeškega spomina neomejene. Raziskovalci se strinjajo, 
da si lahko človek zapomni vse, kar se mu zgodi. »Problematično je edino »naslavljanje 
spomina«, t. j. priklic zapomnjenih podatkov« (32). Težava se pri spominjanju pojavi 
pri priklicu konkretnega podatka, ki ga človek ne more ali ne zna povezati z drugimi 
znanimi podatki - manjka naslov. »Ker je naslov v možganih asociacija, pravimo, da so 
možgani asociativni pomnilnik in so vsebinsko naslovljivi.« (33). Podobno kot naši 
možgani so tudi nekatere oblike umetnih nevronskih mrež vsebinsko naslovljive. Ena 
od lastnosti spomina je racionalizacija, kar pomeni, da prvo pozabimo podrobnosti 
pojma, slike ali dogodka, osnovne obrise in ideje pa ohranimo. Taka racionalizacija je 
podlaga generalizaciji, ko spomin z isto strukturo in idejo zajame vrsto podobnih 
situacij, ki se razlikujejo v podrobnostih. Na isti način se učijo umetne nevronske 
mreže. (2010, 32–33) 
Pri naravnem učenju poznamo več vrst. Raziskovalci so poskušali definirati vse vrste 
naravnega učenja in hkrati iskati osnovno obliko učenja, iz katere vse izhajajo. Tako so 
najpogostejše klasifikacije učenja razporejene glede na kompleksnost učenja, gradivo, 
ki ga mora učenec znati in končno glede na strategijo, po kateri se uči. Kononenko in 
Robnik (33–35) navajata naslednje vrste naravnega učenja :  
- Vtiskavanje najbolj preprosta oblika učenja, ko se učencu vtisne v spomin 
določeno znanje.  
- Pogojevanje  večina psihologov to stopnjo šteje kot osnovno obliko učenja.  
- Verjetnostno učenje učenec mora izbrati pravilno alternativo, pri tem pa ima 
določeno verjetnost, da le to pravilno izbere.  
- Zapomnjenje  preprosto učenje, ki lahko dela probleme ob velikem številu 
podatkov. 
- Posnemanje problem rešimo tako, da najprej opazujemo dejanja drugega, ki 
rešuje isto ali podobno nalogo. 
Ključna lastnost umetnih inteligentnih sistemov je, da se uči na podlagi predhodnih 
izkušenj. Ljudje se učimo brez predhodnega programiranja v konvencionalnem pogledu, 
kar danes počnejo tudi računalniki. Tako je učenje zajemanje novega znanja, vendar 
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nam kljub razvoju s področja umetne inteligence sam proces učenja še ni natančno 
jasen. (Zorman idr. 2003, 25) Velika prednost, ki jo imamo ljudje pri učenju je, da smo 
prilagodljivi in svoje znanje dinamično spreminjamo in izpopolnjujemo. Zato se 
strokovnjaki trudijo izpopolniti tudi načine strojnega učenja. Potrebno bi bilo, da 
današnji računalniki postanejo manj togi in bolj prilagodljivi novim situacijam in 
problemom. Algoritmi, ki se uporabljajo bi tako morali postati dinamični, ne več 
statični in zmožni dopolnjevanja z učenjem. Vendar pa kljub vsem prednostim, ki jih 
predstavlja strojno učenje, računalniki, v bližnji prihodnosti ne bodo sposobni izriniti 
človeških strokovnjakov. (Kononenko in Robnik 2010, 42) 
Kot že rečeno, je pojem, »učiti se«, za človeka še vedno nezadostno definiran. V 
začetku definiranja tega pojma se je celo prenesel njegov pomen iz uporabe pri strojih 
na človeka. Tako pravi Taube: »Identičnost med človekom in strojem se ne doseže s 
tem, da prenesemo človeška svojstva na stroj, marveč s tem, da prenesemo mehanične 
omejitve na človeka« (1969, 53). Pojem učiti se pri stroju pomeni izboljševati storilnost 
v primerjavi s predhodno storilnostjo. Pri človeku pa najdemo poleg formalnega učenja, 
ki bi ga lahko primerjali z izboljševanjem storilnosti, še refleksno oziroma habitualno 
učenje. Pri tem je rečeno, da je habitualno ravnanje priučeno in ga je mogoče prilagajati, 
pri refleksnem ravnanju pa prilagajanje ni mogoče, saj je to del naše pod zavesti, ki je 
ne moremo nadzorovati. Ugotovljeno je bilo, da se refleks ne spremeni, niti če je 
spremenjena zavestna situacija. (57–58)  
Kasneje pa je bila sprejeta definicija učnega procesa, ki za človeka pravi, da je učenje 
spreminjanje iz zavestne v nezavestno dejavnost, z namenom doseganja cilja. To so 
poimenovali fiziološka in psihološka definicija učenja. Če bi želeli, da se stroj uči po tej 
definiciji, se bi od njega zahtevalo, da ima zavest in sposobnost spreminjanja reakcije iz 
zavestne v nezavestno. (60) 
Ko pa govorimo o strojnem učenju mislimo predvsem na področje, ki se ukvarja z 
metodami, ki izkušnje uporabljajo za izboljšanje zmogljivosti. Tudi strojno učenje ima 
za cilj zgraditi umetno inteligenco, ki nam bo pomagala pri razumevanju procesa 
delovanja možganov in mišljenja. (Zorman idr. 2003, 25) S strojnim učenjem lahko 
sistem še bolj izpopolnimo v smislu razumevanja jezikov, avtomatskem sklepanju in 
igranju iger. (Kononenko in Robnik 2010, 29) 
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Zorman in drugi (25) pravijo, da lahko algoritme strojnega učenja razdelimo na tri veje:  
- Nadzorovano učenje, ko se algoritem poskuša naučiti koncepta glede na dane 
učne vzorce. Obstajajo različne metode za nadzorovano učenje npr. nevronske 
mreže in Bayesove mreže.  
- Nenadzorovano učenje, ko se vsi vzorci uporabljajo za učenje in niso označeni. 
Primeri nenadzorovanega učenja so npr. grupiranje in analiza komponent.  
- Učenje z ojačitvijo, pri tem primeru pa se algoritem uči iz preslikav stanj v 
akcijo.  
Kononenko in Robnik (43) s tabelo predstavita primerjavo računalniških in človeških 
lastnosti pri učenju:  
Človek Računalnik 
Pozabljiv, potrebuje počitek, težko 
posreduje znanje 
Zanesljiv, ponovljiv, lahko deluje 
neprekinjeno, ima prenosljivo znanje 
Ima omejen spomin in je počasen Ima velike podatkovne baze in je hiter 
Poseduje široko znanje, vzporedno 
procesira, se uči iz napak in ima 
dinamično znanje. 
Sposoben je samo ozkega specializiranega 
znanja, večinoma procesira zaporedno, isto 
napako ponavlja večkrat ali vedno, ima 
statično znanje.  
Tabela 1: Razlika med človekom in računalnikom 
2.2 Inteligenca 
 
Inteligenca je opredeljena kot sposobnost prilagajanja okolju in reševanju problemov. 
Danes se raziskovalci strinjajo, da ni inteligence brez učenja, samo učenje pa ni dovolj. 
Da se sistem lahko uči, mora imeti nekatere sposobnosti, vendar tudi samo te 
sposobnosti ne zadostujejo če niso ustrezno povezane med seboj in ne vsebujejo 
algoritmov, ki so potrebni za učenje. Učenje prav tako potrebuje neko začetno znanje – 
predznanje, ki je v živih sistemih podedovano. Z učenjem se sama sposobnost povečuje, 
to pomeni, da se povečuje tudi njegova inteligenca. »O tem, ali strojna oprema, 
predznanje in učenje zadoščajo za (umetno) inteligenco, se mnenja razhajajo.« 
(Kononenko in Robnik 201, 36). Tako so nekateri strokovnjaki, zagovorniki naravne 
inteligence kot edine možne inteligence, na drugi strani pa stojijo zagovorniki t. i. 
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močne teze o umetni inteligenci, ki zagovarjajo možnost, da bi se ustvaril inteligentni 
stroj. (36)  
Od umetne inteligence se tako pričakuje, da ne bo ekstremno dobra samo v enem od 
vidikov t. i. inteligence oziroma učenja, ampak, da bo presegala vse poglede in človeške 
dosežke pri učenju, da bo inteligentna na področjih, ki so značilna za človeka. Cilj 
umetne inteligence je, da bi izboljšali človekove sposobnosti in jih prenesli na misleči 
stroj.   
 
2.3 Zavest in zavedanje 
 
S pojmom zavesti najdemo povezanih veliko stvari. Med drugim je z zavestjo povezano 
tudi zavedanje sebe, možnost, da smo moralni in etičnih, odgovorni in se razlikujemo 
od ostalih. To bi lahko opredelili kot bistvene lastnosti naše zavesti, čeprav usklajenega 
mnenja, kaj zavest sploh je, nimamo. 
Zavest je vrhunska lastnost človeškega bitja, funkcija najzapletenejše znane stvari v 
vesolju, delujočih človeških možganih. Je pojav z mnogimi obrazi, ki nam ni v celoti 
doumljiv. (Trontelj 2014, 19) »Zavest je bila dolgo časa izločena iz možganski raziskav 
zato, ker je znanstveniki niso znali pojasniti.« (Bregant 2014, 45). Danes pa  
raziskovanje zavesti ni več zanemarjeno in na empirični ravni poteka znotraj 
nevroznanosti, na teoretični pa znotraj filozofije, obe ravni pa se trudi pokriti tudi 
psihologija. (45) »O razmerju med zavestjo in telesom govori tisoč filozofskih razprav, 
o razmerju med dušo in telesom tudi nešteto teoloških razprav, vseobsežna definicija pa 
je izmuzljiva« (Trontelj 2014, 19). Mnoge ljudi zanima odgovor na vprašanje, ali zavest 
lahko obstaja brez telesa ali zunaj telesa. Odgovor je pomemben za ljudi, ki verjamejo v 
obstoj posmrtnega življenja ali v hipotetične inteligentne sisteme. (17) Takšno 
razmišljanje je človek dodatno razširil s pojavom umetne inteligence. Vprašati se 
moramo, ali lahko ustvarimo stroje, ki bodo inteligentni, ki se bodo ravnali po logičnih 
pravilih in bodo hkrati sposobni zaživeti neodvisno življenje. Kar pa pomeni, da bo 
vgrajene algoritme zamenjal svobodni razmislek, pri katerem bodo sodelovala čustva in 
spoznanja o  morali in etiki. (19) 
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Najbolj je razširjeno mišljenje, da bo razvoj inteligentnih strojev mogoč, ko bomo do 
potankosti poznali delovanje človeških možganov in imeli natančno opredeljen pojem 
zavesti pri človeku. Nekateri filozofi celo pravijo, da bi lahko umetna inteligenca z 
zavestjo presegla samega človeka. Bila bi prva in edina stvar v vesolju, ki bi imela 
brezhibno razvito moralo.  
Danes se veliko znanstvenikov z različnih področji ukvarja s preučevanjem zavesti. Ti 
znanstveniki poskušajo pokazati zavest iz svojega zornega kota. Tako se razlikujejo 
mnenja psihologov, duhovnikov, filozofov, psihiatrov itd. Vendar ugotavljamo, da 
dejanske definicije in natančnega spoznanja o zavesti nimamo. Zavest in zavedanje 
samega sebe je tudi eden od odločilnih vidikov, zaradi katerega nekateri človeka 
pojmujejo kot osebo. Zavest predstavlja izredno pomemben faktor v določanju 
človeških stanj, kakor tudi pomembno vprašanje pri umetni inteligenci. (Kononenko in 
Robnik 2010, 37)  
Pri ljudeh ločimo več stanj zavesti, eno možnost prikazuje tabela:  




DA Budno stanje Sanjanje 
NE Meditacija Spanje 
Tabela 2: Stopnje zavesti 
»Pri tem je treba poudariti, da meje med budnim stanjem, sanjanjem in spanjem niso 
ostre, da se v spanju lahko človek tudi zaveda samega sebe (t. i. lucidno spanje). Ali 
obstaja spanje brez mentalne vsebine, pa pravzaprav ne vemo, saj če se mentalnih 
vsebin ne spomnimo, pomeni, da jih ni bilo.« (2010, 37).  
Kononenko in Robnik (37) razdelita delovanje zavesti na več nivojev:  
- Čista zavest – brez mentalne vsebine, kar ustreza meditaciji v zgornji tabeli 
- Nad zavest ali spremenjeno stanje zavesti – ustreza sposobnostim, kot so 
jasnovidnost, telepatija itd. 
- Podzavest – ustreza vsem procesom v zavesti, ki se jih ne zavedamo 
- Nezavest – najverjetneje ustreza samo mrtvemu telesu/organizmu  
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Definicije zavesti so tako različne. Vsako stopnjo oziroma nivo zavesti lahko izkuša 
vsak človek. Pojavlja pa se vprašanje v kolikšni meri lahko katero od stopenj zavesti 
doseže tudi umetna inteligenca.  
Najmanj teoretično mogoče je, da bi umetna inteligenca dosegla t. i. fenomenalno 
zavest, ki jo običajno opisujemo z besedno zvezo »kako je biti«. Bregant (2014, 46) 
trdi, da to pomeni, da ima bitje zavest, ko njegove čutne interakcije z okoljem vsebujejo 
tudi izkustva tega, kar zaznava npr. občutke, žejo, bolečino itd. Fenomenalna zavest 
tako vključuje:  
- Zaznavno izkustvo  videti, slišati, okušati … 
- Telesne občutke bolečina, lakota, žeja … 
- Čustva  strah, veselje, ljubezen … 
- Razpoloženje  srečo, potrtost, mirnost … 
Pomembno vprašanje je ali lahko umetna inteligenca doseže fenomenalno zavest ali je 
to nekaj, kar je prihranjeno za človeka ali pa bi z nadaljnjim razvojem lahko dosegli, da 
ima fenomenalno zavest tudi stroj. Ni pa fenomenalna zavest bistvo vsake zavesti. Pod 
bistveno štejemo intencionalno zavest, preko katere mislimo, imamo želje, prepričanja 
itd. V teh primerih pa zavedanje »kako je biti« ni pomembno. (46)  
Fenomenalna stanja (subjektivne lastnosti) našega izkustva vplivajo na naše obnašanje. 
Kričimo, ker nas boli, sopihamo, ker smo utrujeni, jemo, ker smo lačni itd. Za vsak 
opisan učinek obstaja mentalni vzrok. (52) Problem se pojavi, ko želimo pojasniti, od 
kod prihajajo občutki, kar imenujemo težak problem zavesti. Težava je, ker nobeno 
raziskovanje korelacij ne da odgovora na vprašanje, »kako je biti«, še vedno nimamo 
danega odgovora na vprašanje, zakaj čutimo oziroma občutimo. Težak problem zavesti 
se je pojavil v 20. stol. kot posledica hitrega napredka znanosti. Pred tem so tudi 
znanstveniki menili, da obstaja neodvisna zavest, ki je ločena od snovi in zavest je bila 
tista, ki je bila temeljna, ne pa snov, kot se to razlaga danes. (47)  
V primeru, da umetna inteligenca ne pride do stopnje, ko bi dosegla fenomenalno 
zavest, bi to pomenilo, da lahko obstaja stroj, ki deluje identično kot človek, vendar pa o 
tem nima nobene zavesti, ne zaveda se, »kako je biti« v nekem stanju. Dosedanji razvoj 
umetne inteligence še vedno ni pripeljal do te stopnje zavesti, kar pomeni, da roboti, ki 
imajo umetno inteligenco še nimajo možnosti samozavedanja in po tem tudi ne 
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možnosti do pravice, da bi jih pojmovali s pojmom osebe ali da bi jim namenili kakršne 
koli druge pravice, ki pripadajo človeku.  
Temeljni argument proti stroju, ki bi lahko imel zavest, je pojmovanje, da učenje 
umetne inteligence temelji na ponavljanju. Umetna inteligenca se lahko nauči, kako 
prijeti pisalo, kako izgovoriti besedo ali kako pritisniti tipko. Meja pa se postavi, ko se 
pojavi zavedanje, občutenje in razumevanje našega dejanja. To pomeni, da umetna 
inteligenca ne more posnemati naše notranjosti, saj do nje nima dostopa in se preko 
posnemanja ne more naučiti, kaj pomeni zavest ali kako zavest zbuditi. Tudi človek ne 
more dojeti bistva npr. živali. Znanost nam lahko pokaže, kaj vidi pes, kaj okuša, kaj 
vonja, vendar nam nikoli ne more dati izkustva, »kako je biti« pes. Tako tudi umetna 
inteligenca ne more imeti izkustva, »kako je biti« človek. 
Ali je sistem tako biološki, kakor umetni, zavesten ali ne, ve samo ta sistem. To lahko 
ve le, če se samega sebe zaveda. Zunanji opazovalec nima možnosti ali pripomočkov, s 
katerim bi to zavedanje lahko ugotovil. »O zavesti lahko govoriš samo, če si sam 
zavesten in če predpostavljaš, da so tebi podobni sistem zavestni. Zavest je ključno 
povezana s pojmi življenje, inteligenca in svobodna volja« (Kononenko in Robnik 2010, 
40). Sposobnejši kot je biološki organizem, večjo stopnjo zavedanja lahko doseže 
osebek. Lahko pa predpostavimo, da v primeru, če inteligentnemu sistemu odvzamemo 
zavest, dobimo močno inteligenten sistem, ki se ne zaveda, kaj počne. Zavestni sistem 
se lahko sam brez zunanjega vzroka, odloči za akcijo, kar pomeni, da ima svobodno 
voljo. (40)  
Ludwig Wittgenstein je glede ugotavljanja zavesti ponudil še en dokaj logičen 
eksperiment, ki ga imenujemo »hrošč v škatli«. Predstavil je ljudi, ki nam z besedami 
trdijo, da imajo v škatlah hrošče, težava pa je, da vsebina njihovega govora ni 
objektivno preverljiva in ne moremo izvedeti ali so v škatlah res hrošči ali kaj drugega, 
morda celo nič. Enako pa naj bi veljalo za pripisovanje zavesti. (Bregant 2014, 48) 
»Sistem, organizem ali bitje ima zavest, če se obnaša na ustrezen (določen, tipičen) 
način. Npr. če je žejen, potem pije« (48). To lastnost lahko tako ob primernem 
obnašanju predpišemo tudi stroju.   
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3. Možnost umetne inteligence 
 
 
3.1 Umetna inteligenca in vprašanje zavesti 
 
Raziskave umetne inteligence se ukvarjajo z razvojem sistemov, ki se obnašajo 
inteligentno in ki so sposobni reševati kompleksne probleme. Te metode v veliko 
primerih temeljijo na oponašanju človekovega načina reševanja problemov. Kot 
dolgoročni cilj raziskav se pojavlja zanimanje, ali računalniška inteligenca lahko doseže 
ali preseže človeško. Za razumevanje, kakšne možnosti bi lahko imela umetna 
inteligenca, so pomembni različni vidiki: vpliv učenja na inteligenco, hitrost reševanja 
problemov, omejitve Turingovega stroja ter oponašanje inteligentnega obnašanja. 
(Kononenko in Robnik 2010, 38–39) 
Vpliv učenja na inteligenco: z učenjem se sposobnost določenega sistema povečuje, s 
tem se povečuje tudi njegova inteligenca. Človeška inteligenca je dinamična, kar 
pomeni, da se vedno spreminja, v glavnem se povečuje pri tem pa moramo upoštevati, 
da obstajajo različni vidiki inteligence - sposobnosti (39) 
Hitrejši sistem je inteligentnejši, ker je s hitrostjo prilagajanje okolju in reševanje 
problemov boljše, inteligenca je v tem smislu povezana s hitrostjo in časom. Vsi 
inteligenčni testi so časovno omejeni. V tem smislu lahko rečemo, da so hitrejši 
računalniki inteligentnejši od počasnejših. (39) 
Meja inteligence: »če bi bil človek enakovreden Turingovemu stroju (algoritmu), bi 
teorija izračunljivosti postavila zelo močne omejitve glede njegove inteligence. Če pa 
privzamemo, da je človek močnejši stroj od Turingovega, je njegovo delovanje 
formalno neopisljivo. To bi pomenilo, da algoritmično umetne inteligence, ki bi 
popolnoma posnemala človeka, ni mogoče ustvariti.« (39).  
Oponašanje inteligence: tehnologije filma, računalnikov, robotov in navidezne 
resničnosti so tiste, ki nam omogočajo, da se oponaša vse, zato se s tem poustvarja 
občutek resničnosti. (39) 
Če se ne ozremo na zavest, obstaja možnost, da je lahko stroj dovolj inteligenten, da 
ustvari občutek umetne inteligence. Če bi mu dodali še procesorske sposobnosti, 
19 
 
algoritme preiskovanja velikih prostorov ter algoritme strojnega učenja, ki bi mu 
omogočili, da bi izpolnil lastne algoritme in hevristike, bi takemu stroju z vso pravico 
rekli, da je inteligenten, saj bi v marsikateri nalogi prekašal človeka. (38–39) Vendar pa 
takemu stroju manjka ključna stvar, to je zavest.  
Ob predvidevanju, da je zavest prepoznavanje samega sebe in ločevanje sebe od 
okolice, lahko prepoznavanje in ločevanje sebe, predstavimo kot opazljive in merljive 
vidike inteligence. Težje opredeljiv je širši pojem zavesti, ki opredeljuje zavest kot 
subjektivno izkušnjo, ki je zaradi tega nemerljiva in neopisljiva. Zavest je nekaj 
posebnega in se razlikuje od učenja in inteligence, saj je vedno povezana s subjektivno 
izkušnjo in je objektivno zunanji opazovalec ne more preveriti. Tudi preverjanje 
zavedanja nekega sistema je nemogoče. (Kononenko in Robnik 2010, 40) »Ali je nek 
(biološki ali umetni) sistem zavesten ali ne, ve samo ta sistem, pa še to samo, če se 
zaveda. Zunanji opazovalec pa zopet nima mehanizma, da bi to ugotovil.« (40). 
Sistem je lahko bolj ali manj inteligenten. Tako imamo inteligenten sistem brez zavesti 
(robot), obratno pa lahko prikažemo zavestni sistem, ki je manj inteligenten (živali). 
Kononenko in Robnik (40) pravita, da je zavest ključno povezana s pojmi življenje, 
inteligenco in svobodno voljo. Zavest povezujeta z življenjem, ker pa znanost še vedno 
ne zna pojasniti nastanka življenja imamo več teorij. Materializem pravi, da je življenje 
nastalo po naključju ali pa je posledica samoorganizacije in s tem kompleksnosti  
materije. Po drugi teoriji je življenje prišlo iz vesolja (udarci meteorjev). Večina religij 
trdi, da so svet ustvarili njihovi bogovi oziroma Bog (krščanstvo, islam, judovstvo). 
Avtorja se sprašujeta ali več inteligence omogoča večjo zavest, saj sposobnejši kot je 
biološki organizem, več zavedanja lahko ima osebek. Če pa inteligentnemu sistemu 
odvzamemo zavest, dobimo močno inteligenten sistem, ki se ne zaveda, kaj počne. 
Končno pa se dotakneta še svobodne volje, kjer se vprašata ali zavest implicira 
svobodno voljo? Sistem lahko reagira na zunanje dražljaje in so njegovi odzivi smatrani 
kot determinirani in nezavedni. V nasprotnem primeru se lahko zavestni sistem sam, 
brez drugega vzroka, odloči za akcijo, kar pomeni, da ima svobodno voljo. Mnenja o 
tem ali svobodna volja sploh obstaja, so deljena, je pa logično, da če obstaja zavest, 





Robotika zastavlja vrsto etičnih vprašanj. Prvo se pojavlja dvojna raba, ko se naprava, 
ki je koristna, zlorablja za neetičen namen. Primer mobilnega telefona, ki je uporabljen 
pri terorističnem napadu, da z njim sprožijo bombo. To je zgolj eden od primerov, ki 
prikazujejo negativno uporabo pametnih naprav (tudi umetne inteligence). Etično 
nesporna pa je raba npr. vojaških robotov za čiščenje naprav, terena ali človeških 
bivališč, ki so tako ali drugače kontaminirana. (Trontelj 2014, 17) Problem pri uporabi 
umetne inteligence je, da se uporablja v veliko različnih okoljih in primerih, vendar pri 
tem nimamo razčiščenih niti temeljnih etičnih načel. Težave se pojavijo že pri vprašanju 
krivde. Na primer, kadar brezpilotno letalo napade določeno ozemlje, kdo je krivec za 
napad. Je to letalo samo ali je tisti, ki ga upravlja? Je to tisti, ki je dal ukaz za napad ali 
je kriva morda celo proizvodnja, ki je letalo izdelala? Ko o tem povprašamo ljudi se 
vidi, da točnega odgovora. Enotnih odgovorov ni. (17 – 18) 
Roboti postopno vstopajo v industrijo, kmalu bodo našli prostor tudi v domovih kot 
gospodinjske pomočnice, negovalci invalidov, hudo bolnih in umirajočih. »Naslednji 
rod bodo roboti družabniki ali pa celo življenjski sopotniki« (18). To ne bodo več samo 
stroji hkrati jim ne bomo pripisali status bitja, še vedno bodo stvari s statusom 
predmeta, čeprav bodo sposobni samostojnega učenja, sklepanja in sprejemanja 
odločitev. Nato pa se bo morda pojavila naslednja generacija robotov, ki bo sposobna 
samo vzgoje, sočutja, ljubezni, trpljenja in samožrtvovanja. Tedaj je mogoče, da se bo 
pojavil tisti bistveni preskok s predmetov na moralna bitja z zavestjo. (18)  
Mnogim se zdi ta preskok etično nesprejemljiv, saj pomeni, da bi, ne živim bitjem 
pripisovali lastnosti ljudi. Umetna inteligenca teh lastnosti nima ampak so umetno 
ustvarjene. S tem bi se strinjale tudi religije, ki vsaka po svoje predstavi nastanek živega 
bitja. V nobeni izmed religij pa ne najdemo trditve, da bo človek s svojim posegom 
ustvaril bitje, ki bi nam bilo enako po življenju, delovanju in pravicah – če ne gre za 
drugega človeka, ki je spočet. Vse to mišljenje je zgolj sad človeške domišljije, ki 
posega v pretirane ekstreme.  
Ljudje smo se pri raziskovanju umetne inteligence primorani soočiti z novim 
vprašanjem: Ali lahko ustvarimo stroje, ki bodo inteligentno mislili in ravnali po 
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vnaprej določenih logičnih pravilih, hkrati pa bodo zaživeli pogojno samostojno 
življenje in od svojih ustvarjalcev neodvisno, duševno življenje. To pomeni, da bi 
vgrajene algoritme zamenjali z  neodvisnim, svobodnim razmislekom, pri katerem bi 
sodelovala tudi simulirana čustva in samostojna spoznanja o morali in etiki. (Bajd in 
Bratko 2014, 12)  
Ali bomo umetni inteligenci, ki bo kazala znake samozavedanja, čustev in zavesti 
dovolili samostojno bivanje in kaj to pomeni za nas. Postavlja se vprašanje, kakšne 
pravice bi takšnemu sistemu pripadale, kako bi ga opredelili in ali bi mu dovolili, da 
deluje samostojno in v kolikšni meri.  
Ko in če se bo to zgodilo, bomo imeli na Zemlji novo vrsto inteligentnih bitij. Na tej 
poti pa bodo roboti sami z učenjem in izkušnjami ustvarjali znanja in svoje lastno 
duševno in duhovno življenje. Tedaj bo treba na novo premisliti medsebojne odnose, do 
umetne inteligence in do ljudi in tudi odnos ljudi do robotov (umetne inteligence). Prvo 
pravilo »roboetike«, ki bo moralo veljati ustvarjalcem robotov: etika, ki jo bodo dali 
umetni inteligenci, ne sme prihajati v navskrižje s človeško etiko. (Trontelj 2014, 21) 
Ko bomo dosegli to stopnjo, bo potrebno sorazmerno moralnemu statusu robotov, tudi 
njim dati pravice. Tukaj lahko govorimo o pravici umetne inteligence do obstoja in do 
dostojanstva. O pravicah, ki naj bi bile dane takšnim umetnim bitjem, razmišljajo 
predvsem tisti, ki predvidevajo, da bodo ustvarjena človeku podobna bitja. Na tak način 
bi pridobili človeku izredno podobna bitja, ki ne bi imela enakih moralnih in z zakonom 
predpisanih dolžnosti. (Trontelj 2014, 21)  
V tem primeru je potrebno premisliti človekov odnos do takega umetnega bitja. Ali bi 
bilo legitimno storiti umor/usmrtiti takšno bitje in zato ne bi bili kaznovani? Takšno 




4. Umetna inteligenca in človek 
 
 
Med glavnimi cilji umetne inteligence je, da bi lahko opravljala koristna dela tudi v 
naravnih človeških okoljih in bi s tem postala del naše družbe. Vključili bi jo lahko v 
bolnišnicah, šolskih sistemih, domovih za ostarele in doma. V primeru uporabe umetne 
inteligence v človeškem okolju bi jo bilo potrebno prilagoditi vsem novim situacijam, ki 
lahko nastanejo v omenjenem okolju. Potrebno bi bilo, da bi se sistem samodejno 
prilagajal, učil in izpopolnjeval, glede na okolje in zahteve človeških oseb. V tem 
primeru, bi se najbolje vključila umetna inteligenca v obliki humanoidnih robotov, saj 
so ti podobni ljudem in bi se v okolju, ki je prilagojeno človeku, kar najbolje znašli.  
Umetna inteligenca bi naj bila tista, ki bo sposobna ustvariti odnos s človekom ali pa s 
človekom bivati. To bo počela na podlagi posnemanja naših možganov. Vedno bolj gre 
to gibanje v smeri dopolnitve in razširitve in ne samo posnemanja določenih funkcij 
človeških možganov. Taube (1969, 85) navaja, da moramo prvo poznati tista področja 
in funkcije možganov, ki naj bi jih stroj (misleči stroj, umetna inteligenca) posnemal, 
imitiral ali celo presegel. Pri razpravi o povezavi med človekom in umetno inteligenco 
največkrat naletimo na pojem posnemanja, ki naj bi pomenil zgolj neko simuliranje 
določene lastnosti in bistva, ne pa tudi vseh lastnosti človeških možganov. Prvo je 
pomembno, da razlikujemo med posnemanjem strukture in posnemanjem funkcije. Do 
danes še ne moremo ugotoviti strukturne podobnosti med človeškimi možgani in 
umetnimi inteligentnimi stroji, obstaja pa možnost, da bodo umetni stroji v prihodnosti 
podobni živim organizmom. Že sedaj lahko vidimo določeno podobnost med živčnim 
omrežjem pri človeku, ki bi ga lahko primerjali z električnimi impulzi pri umetni 
inteligenci. (Taube 1969, 84–94) 
Bolje znamo razložiti samo funkcijo možganov, ki bi ji lahko rekli mišljenje. 
Mehanična misleča naprava posnema funkcijo možganov. Pojavlja pa se vprašanje, ali 
lahko umetna inteligenca počne tisto, kar počne človek, ko pravi da misli? Možgani 
namreč v istem trenutku, ko mislijo, še zaznavajo, čutijo, ljubijo, sovražijo. Torej mora 
umetna inteligenca prav tako doseči stopnjo, ko ji bodo vsa ta vzporedna dejanja 
omogočena, da bomo lahko naredili konkretno primerjavo med človeškimi in umetnimi 
možgani. (94–96)  
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V primeru vključevanja umetne inteligence v človeško življenje moramo postaviti 
določene meje. Ugotoviti moramo, v kakšni meri smo ljudje sposobni in pripravljeni na 
sobivanje z umetno inteligenco. Danes vidimo široko področje, kjer je umetna 
inteligenca že vključena v okolje. Nekatera od teh področij so medicina, kjer je bil 
izdelan slušni aparat, ki izloča šume iz okolja in omogoča osebi, da sliši bolje. V 
medicini umetna inteligenca pomaga pri postavitvi diagnoz. Drugo področje je 
človekovo osebno področje in sicer naše moderne mobilne naprave. Tukaj imamo 
»osebnega pomočnika«, ki ga podjetje Apple imenuje Siri. Le ta se odziva na glasovne 
ukaze in lahko temu primerno tudi odgovarja. Vključena je tudi v varnostne sisteme 
držav in policije, saj uporabljajo nadzorne sisteme in sisteme, ki prepoznavajo obraze, 
predvsem na mejah med državami po Evropi in Avstraliji, v ZDA pa uporabljajo ta 
sistem za preverjanje viz. Vidimo, da se umetna inteligenca vključuje v naša življenja, 
ne da bi se zavedali. Do sedaj nam je dobro služila, problem bi lahko nastal če bi postala 
moteča za človeka v njegovem okolju ali pa bi zavzela naše mesto. V določeni meri se 
to že kaže z uporabo robotov v proizvodnji, pa z nadomeščanjem zdravnikov pri 
operacijah s kirurškimi roboti. Ta poseg spreminja človeško okolje in človeka, ki pa 
morda na takšne spremembe ni dobro prilagodljiv. 
 
4.1 Umetna inteligenca kot pomoč v medicini  
 
Medicina se kaže kot eno od prvih področij, kjer bi lahko umetna inteligenca bistveno 
pripomogla k izboljšanju postopkov. Če smo prej govorili o dvojni, etični in ne etični 
uporabi umetne inteligence, se nam uporaba le te v medicinske namene mora zdeti 
etična, saj v večini primerov pripomore k hitrejšemu okrevanju in manj invazivnim 
posegom v človeško telo. Vendar pa kljub pozitivnim stranem, ki jih lahko najdemo pri 
uporabi umetne inteligence v medicini, ta še ni v uporabi v bolnišnicah, kot samostojni 
sistem in pri stikih s pacienti, ampak se za enkrat uporablja predvsem v kliničnih 
raziskavah. 
Septembra 1985 se je odvijala prva konferenca na temo umetne inteligence v medicini 
na Univerzi v Paviji v Italiji. Želeli so združiti raziskovalce umetne inteligence, 
računalništva, medicine in biologije. Na konferenci so prišli do jasnega zaključka, da je 
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umetna inteligenca v medicini nekaj, kar bo v prihodnosti nujno potrebno. Sedaj, lahko 
takšnim konferencam, kjer govorijo o napredku umetne inteligence, sledimo na vsaki 
dve leti, predvsem zaradi hitrega razvoja v tej smeri. Med drugimi smo jo gostili tudi v 
Sloveniji na Bledu, leta 2011. (Peek idr. 2015, 61) Od takrat naprej pa lahko 
spremljamo velik napredek in vključitev umetne inteligence v splošne bolnišnice, 
domove za ostarele in druge zdravstvene ustanove, sicer poskusno in brez stika z 
dejanskimi pacienti. Predvsem je prišlo do premika iz t. i. umetne inteligence, ki temelji 
na znanju, na podatkovne metode.  
Z metodami za interpretacijo podatkov, ki jih najdemo pri umetni inteligenci, so se 
raziskovalci lotili uvajanja umetne inteligence v medicino. Razvijajo umetno 
inteligenco, ki predvideva stopnjo trpljenja zaradi določene bolezni, diagnosticira in 
predlaga najboljšo vrsto zdravljenja, vse to temelji na najboljših in najnovejših 
znanstvenih dokazih. Kljub vsem tem dobrim stranem se umetna inteligenca v medicini 
še vedno ni do popolnosti vključila predvsem zaradi pomanjkanja dokazov o tem, da 
dejansko deluje in da je človeku ne škodljiva in je zanesljiva. Še vedno se postavlja 
vprašanje o odgovornosti pri storjeni napaki umetne inteligence in vključno s tem etični 
vidik uporabe umetne inteligence v medicini. (Santoro 2017, 500) 
Umetna inteligenca, se trenutno najbolj uporablja pri začetni fazi zdravljenja. Z njeno 
pomočjo in s strojnim učenjem je postala zelo dober pripomoček pri postavljanju 
diagnoze bolnika.  
Temelj uspešnega zdravljenja je pravilna diagnoza. Ljudje smo navajeni, da diagnozo 
postavi specifični zdravnik glede na simptome pacienta in podatke, ki jih pridobi pri 
pregledu in s pomočjo različnih raziskav. Umetna inteligenca lahko, na osnovi podatkov 
o določenem bolniku in glede na prejšnje diagnoze ali z naknadno ugotovljenimi izidi in 
s pomočjo strojnega učenja izpelje pravila, ki se uporabljajo za diagnosticiranje novih 
bolnikov. Poleg tega nam omogoča, da imajo hitrejši in učinkovitejši dostop do teh 
podatkov tudi študenti medicine ali zdravniki začetniki. (Kononenko in Robnik 2010, 
19) Posledično pripomore k zmanjšanju začetnih napak, ki jih zaradi pomanjkanja 
izkušenj, naredijo začetniki v medicini.  
Umetna inteligenca lahko poleg postavljanja diagnoze oceni tudi, kako pomembni so 
posamezni parametri (simptomi, laboratorijski izvidi) za samo diagnozo ali potek 
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zdravljenja. V medicini jo srečamo tudi pri primerih izobraževanja, urjenja operacij, 
modeliranju in za kirurške posege na daljavo. Podjetja razvijajo različne algoritme 
umetne inteligence, s pomočjo katerih se bistveno zmanjša čas od prihoda pacienta k 
zdravniku in do začetka zdravljenja. Ti algoritmi so sposobni diagnosticirati bolezen in 
določiti vrsto zdravljenja v manj kot 12 urah. Predvidijo lahko, kdo bo tisti, ki ga na 
naslednji pregled ne bo, podrobno pregledajo MRI izvide, diagnosticirajo obolenja 
krvnega obtoka in srčne bolezni in to celo bolje od radiologov. Vendar pa je ta del 
vključevanja umetne inteligence še vedno v začetni fazi. (Krittanawong idr. 2017, 2662) 
Mnogo tehnoloških podjetji kot so npr. IBM, Apple in Google, močno vlagajo v 
napredek umetne inteligence na področju medicine, da bi s tem olajšali delo in 
pripomogli k večji natančnosti. Predvideva se, da umetna inteligenca samih zdravnikov 
ne bo nadomestila, vendar je pomembno, da se zdravniki naučijo uporabljati umetno 
inteligenco kot koristen pripomoček. Metode, ki jih umetna inteligenca uporablja 
(strojno učenje, nevronske mreže, algoritmi, big data…) se kažejo kot izredno obetavne 
in lahko spremenijo način, zdravljenja. (Krittanawong idr. 2017, 2663) 
 
4.2 Obdelovanje velike količine podatkov (»Big data«) 
 
Kot smo že omenili, je umetna inteligenca v veliko pomoč v procesu zdravljenja. Eden 
od velikih pridobitev je prav gotovo možnost zbiranja in obdelovanja velike količine 
podatkov. Izraz »Big data« (veliko podatkov) se nanaša na izredno velike nabore 
podatkov, ki jih ni mogoče analizirati, iskati, razlagati ali shranjevati s tradicionalnimi 
metodami obdelave podatkov. Ti podatki vključujejo podatke iz aplikacij mobilnih 
telefonov, socialnih omrežjih, okoliških in življenjskih dejavnikov in iz standardiziranih 
elektronskih zdravstvenih zapisov. (Peek idr. 2015, 69) 
Big data se uporablja na različnih področjih, kot so meteorologija, finance, 
eksperimentalna fizika, telekomunikacije, vojaški nadzor in poslovna informatika. Tudi 
razvoj biomedicine je sistemu »big data« prinesel možnost za razvoj, zaradi 




Big data podatki so sami po sebi neuporabni in zato vključujejo umetno inteligenco, ki 
pomaga razbrati smiselnost teh podatkov in podaja napovedi ali odločitve v zvezi z 
zdravstvenim stanjem pacienta. Tukaj ima umetna inteligenca potencial, da bo 
spremenila način klinične oskrbe. Analiza teh podatkov s pomočjo umetne inteligence 
nam olajša identifikacijo novih sindromov, koronarnih arterijskih bolezni in pljučnih 
hipertenzij, kar nas pripelje do osebnostnega zdravljenja posameznega pacienta z 
ozirom na dotične probleme, simptome in znake, ki jih kaže. Umetna inteligenca lahko 
predlaga tudi način zdravljenja, odločitve za posege in določa zdravila. Poleg tega pa 
ima potencial za prepoznavanje neznanih dejavnikov tveganja. (Krittanawong idr. 2017, 
2658) 
 
4.3 Uspešnost umetne inteligence 
 
V zadnjih nekaj letih spremljamo napredek na področju uporabe umetne inteligence v 
medicini. Največ uspehov so do sedaj dosegli pri postavljanju uspešnih in pravilnih 
diagnoz in pri postavitvi pravilnega postopka zdravljenja z uporabo umetne inteligence. 
Tako je npr. podjetje Deepmind ustvarilo nevronsko mrežo, ki je bila v začetku 
namenjena igranju iger – predvsem igri Go. Danes pa njihovo nevronsko mrežo 
spremljamo v medicini, pri določanju očesnih bolezni in njihovi diagnostiki. Zadnji 
poizkusi so pokazali, da nevronska mreža ne zaostaja za pravilnimi diagnozami, ki jih 
postavijo zdravniki. Podjetje Deepmind ni edino, ki se ukvarja z umetno inteligenco in 
njenim vključevanjem v medicino. Tako so na Stanfordski univerzi v Kaliforniji izvedli 
test, pri katerem so uporabili nevronsko mrežo za prepoznavanje kožnih bolezni. Naj 
slavnejši pa je gotovo sistem Watson – superračunalnik, ki »študira medicino«. S 
pomočjo Watsona poskušajo izboljšati področje določanja diagnoz in izbire zdravljenja. 
Kot že rečeno lahko začetke Deepmindove nevronske mreže najdemo pri igranju iger, a 
se je umetna inteligenca kmalu začela učiti tudi uporabnejših reči. Pred dvema letoma 
(2016) so jo vključili v sodelovanje z očesno kliniko Moorfields v Londonu. Kot cilj so 
si postavili, da se umetna inteligenca nauči prepoznavati bolezni, ki jih lahko 
diagnosticiramo s fotografij oči. (Huš 2018) »DeepMind lahko iz posnetkov OCT 
prepozna več kot 50 različnih bolezni z natančnostjo 94,5 odstotka.« (Huš 2018). Ti 
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rezultati so, po mnenju vodilnih avtorjev raziskave, celo boljši, kot so rezultati 
vrhunskih očesnih strokovnjakov. Še toliko bolj impresivno pa je, da Deepmind ni imel 
na razpolago drugih informacij, ki jih imajo zdravniki ob postavitvi končne diagnoze, 
ampak je diagnozo postavljal zgolj na podatkih, ki jih je pridobil iz cca. 14.000 
posnetkov. V primerjavi z zdravniki, ki so za postavitev diagnoze opazovali samo 
posnetke, so bili zdravniki za 15 % manj uspešni od umetne inteligence Deepminda. 
Deepmind poleg postavitve diagnoze svoje odločitve tudi utemeljuje, kar je velik 
napredek proti ostalim nevronskim mrežam, pri katerih ne vemo od kod rezultati. 
Podjetje Deepmind pravi, da bo nevronska mreža sedaj začela izvajati klinične teste, 
vendar pa komercialne uporabe ne načrtujejo še nekaj let. (Huš 2018) 
Drugi primer je preučevanje kožnih bolezni, kar je izvedel Sebastian Thurn in njegova 
ekipa na Stanfordski univerzi. S pomočjo umetne inteligence je sistem pogosteje 
pravilno diagnosticiral melanome kot specialisti. Umetni inteligenci so pokazali več kot 
100.000 slik, ki so prikazovale težave s kožo – od raka do ugriza insektov. Nato pa so 
testirali novih 14.000 slik, kjer je bila umetna inteligenca uspešnejša pri diagnosticiranju 
od dermatologov. Prav tako se je bolje izkazala pri diagnosticiranju diabetične 
retinopatije, ki se pojavi pri sladkorni bolezni in škoduje krvnim žilam v očesu, posebej 
pa lahko predvidi tudi možnost osebe za srčni napad na podlagi njenega splošnega 
zdravja. (Sukel 2017) 
Med drugim imajo razvijalci umetne inteligence in določeni psihologi namen, da bi 
umetna inteligenca sodelovala tudi pri psihološki obravnavi pacienta. To pomeni, da bi 
se pacient, ki pride na preglede oziroma pogovor k psihologu, pogovarjal z 
računalnikom, ki bi podatke posredoval zdravniku. To želijo narediti predvsem zato, ker 
naj bi ljudje lažje izražali čustva, če v prostoru ni prisotne druge osebe. Zaenkrat je to 
zaradi ne razvitosti umetne inteligence na tako visokem nivoju še ne mogoče.  
Pri uporabi umetne inteligence v medicini se predvsem pojavlja vprašanje zasebnosti 
pacienta. Če umetni inteligenci zagotovimo dostop do pacientovih podatkov, kako jo 
lahko omejimo, da niso kršene pacientove osebne pravice. Primer kršenja pravic se je že 
zgodil pri Deepmindu, ko so z njimi, za namene raziskav, delili kartoteke pacientov, ki 
v to niso privolili. Vendar pa umetna inteligenca ne more delovati ravno brez te obširne 
in hitre izmenjave podatkov, le ta bi lahko zahtevala v prihodnje bistveno spremembo 
zakonodaje, saj sedanji zakoni ne pokrivajo takšnih scenarijev. Nekateri podporniki zato 
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trdijo, da bi morala biti državljanska dolžnost deliti podatke o lastnem zdravju, če bi to 
pomenilo pomoč drugi osebi. Tako Pedro Dominso, profesor na Univerzi v 
Washingtonu trdi, da »tisti, ki ne delijo svojih podatkov, kasneje ne bi smeli imeti 
dostopa, do izboljšanih oblik zdravljenja, ki so rezultat uporabe podatkov in umetne 
inteligence«. Rešitev tega problema bi morda lahko našli z vključevanjem zdravnikov v 
postopek katerimi rokuje UI, saj je zakonodaja v tem primeru že urejena in odgovornost 
prevzema zdravnik. »Z vključevanjem UI v medicino postavimo pod vprašaj filozofijo 
zaupnih razmerij, ki so sestavni del medicinske prakse. Medicina ima v svojem bistvu 





5. Turingov test 
 
 
Turingov test, je preizkus sposobnosti stroja, da pokaže svojo inteligenco. Kar pomeni, 
da se človek (po navadi preko zapisanega besedila) pogovarja z računalnikom. V 
primeru, da se človek odloči, da je njegov sogovornik človek, je računalnik test prestal. 
V nasprotnem primeru, ko človek sogovornika prepozna kot računalniški stroj pa je test 
negativen oziroma ga stroj ni prestal. 
Izumitelj Turingovega testa (1950) je Alan Turing. Preizkus temelji na igri oponašanja. 
V standardni različici preizkusa nastopajo trije akterji, dva človeka in računalnik. Eden 
izmed ljudi je spraševalec, ki mora ugotoviti, kateri izmed preostalih dveh igralcev, je 
računalnik. Vsi trije so v ločenih sobah, komunikacija poteka preko ekrana in 
tipkovnice. (Bregant 2010,  64) »Spraševalec lahko postavi kakršnakoli vprašanja,– od 
enostavnih in površinskih, do zapletenih in globokih – da  ugotovi, v kateri sobi se 
nahaja stroj. Računalnik lahko stori karkoli, da bi s svojimi odgovori spraševalca 
prevaral in izsilil napačno identifikacijo« (64). Da bi stroj test prestal, mora odgovarjati 
čimbolj podobno kot bi to storil človek. Človek, ki pri testu sodeluje mora odgovarjati 
iskreno, test se večkrat ponovi pri čemer se igralci vedno menjajo. Stroj test opravi, če 
se na koncu spraševalec v več kot polovici primerov računalnik zamenja za človeka. V 
tem primeru moramo tudi stroju predpisati mišljenje. (64) Turing je bil glede razvoja 
umetne inteligence zelo optimističen. Trdil je, da bo razvoj umetne inteligence v 50-ih 
letih tako eksponenten, da bo imel stroj 70 % možnosti, da prestane teste, in da ideji o 
mislečih strojih na koncu 20. stoletja nihče ne bo nasprotoval. Danes lahko vidimo kako 
se je motil. (66) 
Postavlja se vprašanje ali je Turingov test res merilo za to, da lahko nekemu živemu ali 
neživemu organizmu pripišemo mišljenje. Za uporabo Turingovega testa lahko najemo 




5.1 Ugovor iz šimpanzov 
 
Za zavrnitev Turingovega testa, pri ugovoru iz šimpanzov beremo razlago: »Preizkus je 
preozek, saj ga na primer tudi šimpanzi in delfini ne bi opravili, pa jim kljub temu 
pripisujemo določene kognitivne sposobnosti. Enako bi se lahko storilo stroju pa to še 
ne pomeni, da ne misli. Lahko bi bil psihološko premalo kompleksen ali pa bi bili 
njegovi odgovori drugačni, kot jih pričakujemo od človeka. Ker negativen rezultat ne 
pokaže  ničesar, je test neuporaben« (Bregant 2010, 66). 
 
5.2 Ugovor iz čutil 
 
Turingov test se omeji na strojno sposobnost dajanja verbalnih odgovorov, pri tem pa 
zanemari zmožnost povezovanja besede s stvarmi, ki jih označujejo. Tako nebi bilo 
pomembno in potrebno, da računalnik pozna pomen besed, ki jih uporablja, da bi lahko 
opravil preizkus. Na podlagi tega vidimo, da pozitiven test ne bi bil zanesljiv pokazatelj 
tega, da stroj lahko misli. Predlagano je, da bi bilo potrebno za optimalen odgovor 
uporabiti dodatne pripomočke npr. kamero, ki bi pokazala ali stroj dejansko razume 
besedo, ki jo uporabi – v primeru, da bi mu pokazali kozarec, mora odgovoriti, da je to 
kozarec. (66 – 67) 
 
5.3 Ugovor iz črne škatle 
 
»Pozitiven test, ki naj bi dokazoval, da računalnik lahko misli, temelji zgolj na 
njegovem obnašanju, kaj se dogaja znotraj njega, pa ostaja skrivnost.« (67). To je v 
primerjavi z ljudmi pomanjkljivost, saj ko jim na osnovi obnašanja pripisujemo 
mentalna stanja, vemo, kakšna je njihova fizična zgradba in kako delujejo njihovi 
možgani. Delovanje računalnika nam je uganka, saj ima drugačno »telo« kot mi, zaradi 
česar mu nismo pripravljeni predpisati mišljenja zgolj na podlagi enakega obnašanja. 




5.4 Ugovor iz simulacije 
 
Stroj je sposoben simulirati mišljenje, če je opravil preizkus, seveda, to ne pomeni, da 
zna misliti kot človek. Če bi v preizkusu namesto računalnika in človeka, postavili 
moškega in žensko, bi spraševalec lahko napačno žensko označil kot moškega. Vendar 
to še vedno ne bi pomenilo, da je ta ženska dejansko moški, ampak, da ga je sposobna 
oponašati. Pozitiven test je tako kot merilo za pripisovanje mišljenja, neuporaben. (66) 
Ugovor iz simulacije nam pokaže, kaj moramo dejansko razviti, da bomo dobili 
inteligentni misleči stroj. Vprašanje namreč je, ali lahko na podlagi uspešno 
opravljenega Turingovega testa, ugotovimo ali je šlo za simulacijo, ki umetno proizvaja 
inteligenco ali je le posledica ponaredka inteligence, na osnovi česar lahko rečemo, da 
smo dobili inteligentni, misleči stroj. Računalnik dejansko odkrije le neke zunanje 
lastnosti, pri tem pa ne vemo ali to pomeni demonstracijo mišljenja, na podlagi katerega 
bi mu predpisali inteligenco. (68) Tako stroj, ki opravi Turingov test, izpolni vedenjski 
pogoj, vendar to ni dovolj, da bi bilo to pravo mišljenje. Stroj bi test opravil in bi mu 
lahko predpisali mišljenje, če bi poleg vedenjskega pogoja zadostil tudi oblikovalskemu 
kriteriju, to pomeni, da bi presegel tako ugovor simulacije, kakor črne škatle. (69) 
Stroj, ki bi opravil Turingov test, pa vendar ni na koncu svoje poti, priznanja mišljenja. 
S filozofskega vidika je prešel prvo oviro v nizu mnogih. Do danes še ni bilo stroja, ki 
bi test prestal. Mnogi zagovorniki umetne inteligence trdijo, da če stroj test opravi, mu 
moramo priznati umetno inteligenco oziroma mišljenje. Če pa testa ne opravi, ne 




6. Kritika umetne inteligence in teološki pogled 
 
 
S kritiko umetne inteligence se ukvarja vedno več ljudi. Med njimi je veliko filozofov, 
ki nam poskušajo prikazati življenje, kot bi lahko bilo, če bi vključili umetno 
inteligenco. Pojavljajo se t. i. teorije zarote, ker ljudje ne zaupajo tej novi tehnologiji. 
Veliko krat se pojavlja kritika, da bo umetna inteligenca, ki bo imela zavest, videla 
človeško bitje kot grožnjo in bi se zato lahko zarotila proti nam. Iz tega izhaja, da se 
ljudje takšnega napredka bojimo in mu ne dajemo možnosti, da pokaže svojo korist. Pa 
vendar teorije zarote niso edina skrb ljudi, ko govorimo o vključevanju umetne 
inteligence v življenje. Pojavlja se tako strah pred neznanim, v smislu »kaj bo, ko bo«. 
Kako bomo takrat živeli, ali bomo robotom omogočili samostojno sobivanje, ali bodo 
umetni inteligenti sistemi lahko imeli določene pravice. Vsa ta in še mnoga druga 
vprašanja se pojavljajo ob pogovoru o zavestni umetni inteligenci. Določeni ljudje tudi 
močno nasprotujejo sami ideji in konceptu umetne inteligence kot stroja, ki bi imel 
zavest. V tej smeri se je do sedaj največ kritik pojavilo s strani filozofov in teologov 
oziroma religij na sploh.  
 
6.1 Dreyfusova kritika umetne inteligence 
 
Med najbolj znane kritike UI zagotovo spada Hubert Dreyfus (1929-2017), ameriški 
filozof, ki je veliko svojega razmišljanja posvetil prav temi umetne inteligence. Svoje 
mnenje je opisal v dveh knjigah What compusters can't do (1972) in What compuster 
still can't do (1992).  
Pri izdelavi svoje kritike UI se je Dreyfus močno opiral na Martina Heideggerja. Trdil 
je, da možgani ne ustvarjajo notranjih predstav določenih predmetov na svetu, ampak 
naj bi se možgani naučili videti svet neposredno. Iz tega sledi, da je najboljši model 
sveta, kar svet sam. Tudi UI bi lahko uporabljala svet kot neko lastno predstavo. (Savain 
2017) Heidegger je trdil, da je v nasprotju s kognitivističnimi stališči (na katerih temelji 
UI), naše bitje v veliki meri vezano na kontekst. (Wikipedia, s.v. »Hubert Dreyfus 
views on artificial intelligence«) Menil je, da sta človeška inteligenca in strokovno 
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znanje odvisna predvsem od nezavednih instinktov, in da teh nezavednih instinktov ne 
bi bilo mogoče ujeti v formalna pravila. (Wikipedia, s.v. »Hubert Dreyfus«) 
Svoje ideje je Dreyfus prvič predstavil v 60.ih letih, vendar jih je javnost sprejela z 
odporom. Kasneje pa so se raziskovalci, predvsem na področjih robotike, začeli 
ponovno sklicevati na njegova dognanja. V 21. stoletju so uspeli simulirati način, kako 
možgani uporabljajo nezavedne instinkte za zaznavanje, da opazijo nepravilnosti in 
hitro presojajo.  (Wikipedia, s.v. »Hubert Dreyfus«) 
Dreyfusova kritika umetne inteligence se nanaša na štiri glavne predpostavke, ki naj bi 
bile pomembne pri njenem raziskovanju – biološko, psihološko, epistemološko in 
ontološko. Prvo se osredotoči na biološko predpostavko, kjer trdi, da so možgani 
podobni računalniški strojni opremi. (Wikipedia, s.v. »Hubert Dreyfus views on 
artificial intelligence«) Pri tem se sklicuje na delovanje nevronov, ki jih ne moremo 
ponazoriti z računalnikom in s tem zavrača biološko predpostavko.  
Pri psihološki predpostavki trdi, da um deluje po nekih izračunih, ki temeljijo na 
predstavah ali simbolih. (Wikipedia, s.v. »Hubert Dreyfus views on artificial 
intelligence«) To pomeni, da je um mogoče gledati kot napravo, ki deluje po 
informacijah v skladu s formalnimi pravili. Psihološko predpostavko je zavrnil tako, da 
je pokazal, da je večina stvari, ki jih vemo o svetu, sestavljena iz različnih odnosov in 
teženj, zaradi katerih se obračamo k različnim interpretacijam. (Wikipedia, s.v. »Hubert 
Dreyfus«) 
Psihološka predpostavka temelji na dveh drugih to sta: epistemološka - kjer trdi, da se 
lahko vsako aktivnost (z živimi ali ne živimi predmeti) matematično formalizira v obliki 
pravil in zakonov. To pomeni, da se vse znanje lahko formalizira. Ontološka 
predpostavka pa trdi, da je resničnost sestavljena iz medsebojno neodvisnih dejstev.  
Epistemološka predpostavka je pripeljala do tega, da se strokovnjaki na področju 
umetne inteligence ne strinjajo glede pojma inteligence in ali inteligenca pomeni zgolj 
upoštevanje in sledenje pravilom. Zaradi ontološke pa trdijo, da človeško znanje v celoti 
temelj na notranjih predstavah realnosti. Na podlagi teh predpostavk izhaja mnenje, da 
je spoznanje manipulacija notranjih simbolov z notranjimi pravili. To pomeni, da je 
človeško vedenje kontekstno (izhaja, iz konteksta v katerem se dogaja dejanje - 
kontekstualizem). Ustvarjalci UI pogosto menijo, da ni omejitev za formalno in 
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znanstveno znanje in posledično trdijo, da je mogoče vsak pojav opisati s simboli ali 
znanstvenimi teorijami. To bi pomenilo, da bi se vse kar obstaja lahko razumelo kot 
predmet. (Wikipedia, s.v. »Hubert Dreyfus«) Hkrati pa Dreyfus trdi, da svojega vedenja 
nikoli ne bomo mogli razumeti na tak način kot razumemo objekte v fiziki ali kemiji. 
To bi pomenilo, da bi sebe obravnavali kot objekt, katerega vedenje bi lahko predvideli. 
(Wikipedia, s.v. »Hubert Dreyfus views on artificial intelligence«) 
Hubert Dreyfus je, s svojimi zagovori, zavrnil prav vse argumente, ki so jih ustvarjalci 
UI ponudili kot dokaz, da bodo kmalu na svetu misleči stroji, ki bodo vključeni v naša 
življenja. In kljub že več desetletij starim argumentom, to drži še danes.   
Predvsem je njegova kritika UI temeljila na tem, da če bi želeli, da bi stroj posedoval 
značilnosti človeških možganov, kot jih imamo ljudje, bi to zahtevalo, da tudi telesno 
izgleda kot človek. UI, ki bi izgledala kakor človek, bi morala imeti telo, ki je bolj ali 
manj podobno našemu in posledično bi se moralo asimilirat v družbo s podobnimi 
vedenjskimi vzorci, kot jih prikazujemo mi sami. (Wikipedia, s.v. »Hubert Dreyfus 
views on artificial intelligence«) 
 
6.2 Teološki ugovor proti umetni inteligenci  
 
Pierre Gassendi(1592–1655), kanonik v Dignu, se je postavil nasproti misli o mislečem 
stroju in je postavil mejo med naravnimi stvarmi in stroji oziroma umetnimi stvarmi. 
Trdil je, da je samo Bog tisti, ki pozna bistva od njega ustvarjenih bitji, človek pa pozna 
le pojave, po katerih lahko naredi nek umetni izdelek. Tako se je pojavilo mišljenje, da 
je umetnost zgolj imitacija narave in ne bo nikoli dosegla naravne popolnosti in je le 
poskus, da bi posnemali naravo v njenih gibanjih. (Rossi 2004, 198–200) Na drugi 
strani je Francis Bacon (1561–1626) trdil, da ne moremo točno ločiti primarnih in 
sekundarnih stvari (naravnih in umetnih). Trdil je, da se umetne stvari od naravnih ne 
ločijo po obliki ali bistvu, ampak zgolj po neposrednem vzroku. S tem se je strinjal tudi 
Descartes, ki je menil, da ni popolne razlike med stroji, ki jih izdela človek in med 
telesi, ki jih izdela narava sama. Edina razlika, ki jo vidi, je, da so naprave izdelane s 
strani človeka dobro vidne – npr. velike cevi, ki jih uporabljamo ljudje, in »cevi«, ki jih 
uporablja narava. (200) Njegovo razmišljanje je šlo že tako daleč, da je živali označil za 
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biološke stroje. Zavedanje o obstoju racionalne duše pa je tisto, ki potegne mejo med 
stroji in živimi organizmi. Razumna duša po njegovem mišljenju ne more biti ustvarjena 
iz materialne sile, ampak je bila v začetku namensko ustvarjena od Boga. (202) Teologi 
ohranjajo misel, da poznavanje poslednjih vzrokov in bistev človeku ni namenjeno in 
jih lahko pozna le Bog. Iz tega izhaja, da lahko človek zares spozna samo tisto, kar je 
umetno, saj je ostalo pridržano našemu Stvarniku. Prave razloge lahko spoznamo samo 
pri stvareh, ki jih lahko naredimo z lastnimi rokami. (201)  
Stvarjenje sveta je za večino velikih svetovnih religij dejstvo. V Svetem pismu beremo 
o začetku, ko ni bilo ničesar in iz nič Bog ustvari bivajoče (1 Mz 1). Tako 
predpostavljamo in zagovarjamo, da je Bog avtor vsega, je popolnoma absolutno bitje 
in vse, kar je bivajoče, je naravnano na svojega Stvarnika. V primeru, da bi sedaj človek 
ustvaril bitje, ki bi imelo zavest, dušo, um, inteligenco bi pomenilo, da bi ustvaril nekaj 
»novega bivajočega« in pri tem ne bi bilo sodelovanja Boga, zato to ni več absolutno 
bitje. Človek bi s takšnim početjem izrinil Boga in zmanjšal njegov vpliv oziroma 
popolnoma spremenil predstavo o absolutnem Bogu.  
Descartes se je zavedal Stvarnikovega posredovanja pri stvarjenju sveta, hkrati pa je 
poudarjal, da je Bog večkrat posegel na ta svet tudi preko drugotnih vzrokov (preko 
naravnih zakonov). Takšno obliko posredovanja preko drugotnih vzrokov vidi 
Descartes pri stvarjenju voda, svetlobe in rastlin. Človeka in živali pa je moral Stvarnik, 
zaradi kompleksnosti njune narave, ustvariti sam. Descartes je prišel do spoznanja, da 
živali naj ne bi imele duše, kakor jo ima to človek. Zato ločujemo med ustvarjenim 
bitjem z dušo (človekom) in med nekim t. i. »avtomatom« (živali in stroji). 
»Za živali in avtomate Descartes trdi, da niso sposobni smiselne govorne komunikacije, 
kar je po njegovem kriterij ali preizkus, ki ga mora vsak sistem prestati, da bi mu lahko 
pripisali mišljenje« (Bregant 2012, 7). Mišljenje naj bi bilo poglavitna lastnost duše, ki 
se pogosto imenuje misleča stvar. V svojem članku Bregant (2012, 8) citira Descartesa, 
ki pravi, da bi stroj sicer lahko izgovarjal besede, vendar pa je skoraj nemogoče, da bi te 
besede združil v stavke in smiselno odgovarjal na vsak pogovor. Po drugi strani pa trdi, 
da če bi stroj bil kakorkoli podoben živali, ga od nje ne bi mogli ločiti ali ugotoviti, ali 
so npr. njegovi organi povsem enake narave, kakor so organi te živali. Grobo 
razlikovanje med človekom in živaljo je pri Descartesu izhajalo iz tega, da je 
predvideval, da je duši Bog podelil razum, česar pa ni storil živalim. S tem je Descartes 
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ponudil podlago za teološki ugovor proti umetni inteligenci oziroma umetno 
ustvarjenemu razumnemu stroju. Dušo človeku daje Bog, kar pomeni, da je človek ne 
poseduje in je ne more prenašati naprej na svoja ustvarjena dela/predmete. (8)  
Alan Turing je v svojem delu Stroji, ki računajo, in inteligenca (1990, 65), teološki 
argument proti mislečim strojem zapisal tako: 
1. Mišljenje je funkcija človekove nesmrtne duše 
2. Bog je dal nesmrtno dušo vsakemu moškemu in ženski 
3. Ni pa je dal nobeni drugi živali ali strojem 
4. Nobena žival ali stroj ne more misliti 
Vendar je Turing kasneje zavrnil to definicijo, saj trdi, da z ustvarjanjem mislečih 
strojev ne posegamo v delo Boga, ampak zgolj zagotavljamo domove ali telesa za duše, 
katere bi še vedno ustvarjal Bog. (Bregant 2012, 8) Če bi upoštevali to Turingovo 
mišljenje, bi Bogu jemali njegovo absolutnost. Tako je bolje, da trdimo, da bi Bog 
strojem lahko podaril dušo, če bi to želel ali če bi si stroji to zaslužili. Če bi Bog želel, 




7. Pravice, dolžnosti in odgovornosti umetne inteligence 
 
 
Vprašati se moramo, kako bi izgledalo naše življenje, ko bi živeli in sodelovali z 
umetno inteligenco. O samem pojavu »mislečih strojev« ni smiselno debatirati, saj 
trenutni razvoj kaže, da nas kmalu – verjetno že v tem stoletju – čaka doba, v kateri bo 
umetna inteligenca postala del naših življenj. Če predvidevamo, da smo torej ustvarili 
»misleči stroj«, kaj to pomeni za nadaljnje življenje na Zemlji? 
 
7.1 Etična vprašanja  
 
V prihodnosti se bodo pojavili stroji, ki bodo presegli človeka, v njegovi uporabi in 
razumevanju človeških možganov in splošne inteligence. Takšna vrsta super inteligence 
bi lahko bila zelo močna. (Bostrom 2014, VII) Poglejmo si trenutno stanje. Ljudje smo, 
ker smo dobili neko posebno lastnost – možnost mišljenja in uporabe lastnega uma – 
postali superiorna bitja na Zemlji. To pomeni, da je večina živalskih vrst danes odvisna 
od delovanja človeka bolj kot od samega sebe. Podobna zgodba lahko sledi tudi 
človeški vrsti. Če torej ustvarimo umetno inteligenco, ki bi nas tako bistveno presegala, 
da bi nam postala superiorna vrsta, to pomeni, da bi človek postal odvisen od nje.  
Vseeno imamo ljudje določeno prednost. Ta prednost se kaže v tem, da smo mi tisti, ki 
izdelujemo umetno inteligenco. To pomeni, da imamo neštete možnosti, kako jo bomo 
uporabili. Najboljša možnost je, da ustvarimo umetno inteligenco, ki bo varovala 
človeka, moralo in pravice. V praksi, bo nadzorovanje uspešne umetne inteligence 
dejansko zelo težko in kaže, da bomo imeli samo eno možnost, da to storimo pravilno. 
V primeru, da bi nam spodletelo in bi ustvarili UI, ki bi bila nastrojena proti ljudem, bi 
našo napako kasneje zelo težko popravili in bi bila naša usoda zapečatena. (Bostrom 
2014, VII) Problem, ki sem ga predstavila tukaj, je verjetno eden največjih izzivov, ki 
ga bo moral rešiti sodobni človek. To ali bomo pri tem uspešni ali ne, bistveno 
spreminja našo prihodnost.  
Poleg tega obstoj superiorne umetne inteligence pokaže na več etičnih vprašanj. Ta 
vprašanja se nanašajo na to, da ustvarimo super inteligenco, ki ne bo škodila človeku in 
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drugim živim bitjem in ki ne bo vplivala na moralni status živih bitij. (Bostrom 2011, 1) 
V primeru, da bi se umetna inteligenca uporabljala še v druge namene, kot so npr. 
bančništvo in pravo, je pomembno tudi, da le ta ni dovzetna za manipulacijo s strani 
človeka. Najpomembnejše je, da je potrebno upoštevati vsa merila, ki jih je dolžan 
upoštevati človek na določeni funkciji, ki bi jo nato prevzela UI. (2) Ustvariti je torej 
potrebno UI, ki deluje varno na številnih področjih in pri tem upošteva mnoge 
posledice, ki sledijo in jih programerji niso izrecno predvideli. (5) Bostrom to definira 
tako: »Primerno vedenje UI je takrat, ko deluje tako, da posledica njegovega dejanja ne 
vpliva in ne škoduje človeku«. (5) 
 
7.2 Moralni status umetne inteligence  
 
Drugi večji etični problem je moralni status, ki bi ga UI namenili. V primeru, da deluje 
kot človek, misli kot človek, zaznava kot človek in končno kaže tudi znake zavesti, ali 
to pomeni, da je upravičena do tega, da ji nadenemo pojem osebe in posledično tudi vse 
pravice in dolžnosti, ki jih kot oseba ima posamezni človek. 
Ljudje imamo poseben odnos z bitji, ki imajo moralni status. Odnosi niso zgolj stvar 
neke instrumentalne racionalnosti. Zaradi njihovega moralnega statusa jih obravnavamo 
na določen način in preprečujemo, da bi jim naše početje in početje drugih škodilo. To 
pomeni, da je človek moralno odgovoren do drugih bitji z moralnim statusom. (Bostrom 
2011, 6) Frances Kamm v sedmem poglavju svoje knjige Intricate Ethics (Zapletena 
etika) moralni status opredli kot, da X ima moralni status, ker X sam po sebi vsebuje 
moralo in je dopustno ali nedopustno, da stvari naredi zaradi sebe. (2007, 227 – 237) To 
pomeni, da je oseba z moralnim statusom tista, ki odloča sama o sebi. Te odločitve pa 
izvaja ob oziru na lastni moralni status.  
Nežive stvari moralnega statusa nimajo in posledično jim ne predpisujemo pravic in 
dolžnosti, ampak jih uporabljamo kot predmete, ki nam pomagajo pri doseganju cilja 
(npr. kamen za gradnjo). Po drugi strani pa se osebe nikoli ne sme uporabljati kot 
predmet za doseganje cilja, ampak mora biti sama oseba vedno cilj določenega dejanja. 
To je bistvena razlika med bitji, ki imajo moralni status in stvarmi, ki ga nimajo. Med 
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drugim moramo bitju z moralnim statusom zagotoviti varnost, na področju osebnega 
življenja in materialnih stvari. (Bostrom 2011, 6)  
Moralni status je torej tisti, ki nam onemogoča, da npr. delamo poskuse na živalih in da 
brezbrižno ravnamo s človeškim zarodkom. Vprašanje pa je, ali si UI, ki bi spominjala 
na človeka in bi imela določene lastnosti bitja zaslužila moralni status. 
Glede na dosedanji razvoj lahko mirno rečemo, da trenutna UI ni na stopnji, kjer bi se ji 
pod kakršnimi koli pogoji lahko predpisal moralni status. Z računalniki lahko v tem 
trenutku delamo, kot si zaželimo. Njihovo vsebino si lahko prilagajamo in jo poljubno 
izbrišemo. To nam je dovoljeno, ker UI nima moralnega statusa, po katerem, bi morali z 
njo ravnati podobno kot z živim bitjem. (7) 
Ali bitju predpišemo moralni status je odvisno od tega ali poseduje osebnost, ki je 
povezana z mišljenjem, dojemanjem okolice in okolja in samozavedanjem. Druga stvar 
zadeva možnost, da človek občuti bolečino, srečo, jezo. Vidimo lahko, da živali sicer 
imajo možnost zaznavanja občutkov, vendar je samo človek tisti, ki ima samozavedanje 
in mišljenje. Na podlagi tega ljudem prepisujemo višji moralni status, kot živalim. (7) Iz 
takšnega sklepanja lahko vidimo, kakšni so pogoji, da bi moralni status lahko predpisali 
tudi UI. To bo mogoče, če bo sposobna zaznavati bolečino, če bo kazala znake zavesti, 
mišljenja ali samozavedanja. Današnji razvoj kaže na to, da bi UI morda lahko prišla do 
določenega zaznavanja, kar pomeni, da bi se ji lahko prepisal isti moralni status kakor 
živalim. V primeru, da bi kazala tudi znake samozavedanja in mišljenja, to pomeni, da 
bi ji morali predpisati moralni status, kakršnega ima človek. Takšno mišljenje prihaja iz 
načela nediskriminacije, ki govori o tem, da če imata dve bitji iste lastnosti, jima 
pripada isti moralni status. (8)  
Temu lahko ugovarjamo na podlagi tega, da je umetna inteligenca umetno ustvarjena s 
strani človeka in je torej predmet, kateremu moralni status iz te definicije ne pripada. 
Tudi razvoj umetne inteligence trenutno kaže na smer, kjer bi ljudem zgolj pomagala, 
da bi živeli bolje. To pomeni, da bi bili bolj osebni pomočniki ali delavci, kot pa 
življenjski sopotniki. V tem primeru pa jim moralni status ne pomeni bistvene razlike in 
jim ni potreben, saj bi jih obravnavali kot stroje ali pripomočke, katerim moralnega 
statusa niti ne moremo dati.  
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Kot najboljša rešitev se zdi, da določamo isti moralni status bitjem z istimi lastnostmi in 
se tako izognemo diskriminaciji in tako poenostavimo etiko, ki se zbuja za vprašanjem 
UI. (9) Ker pa UI še ni na stopnji tega, se ji posledično moralnega statusa ne pripisuje. 
Vendar pa vseeno etična vprašanja na to temo ne izginejo. Predvsem je problem, ker 
želimo enačiti človeški um z umetno inteligenco, ki poseduje neke nove lastnosti uma. 
Upoštevati moramo te novosti in se vprašati, kaj bi pomenilo, če določimo moralni 
status bitjem s temi novimi lastnostmi. (9) UI bi lahko imela drugačne možganske 
funkcije in lastnosti kot človeška, pa bi vendar kazala podobno vedenje, kot ga kaže 
človek in bi s tem izkazovala svojo osebnost. Obstaja torej možnost, da bi obstaja UI, ki 
bi zaznavala čutne dražljaje (jezo, strah...), vendar o tem ne bi imela zavestne izkušnje. 
(11) 
V primeru razvoja UI, do stopnje, kjer bi imela zavest, mišljenje in čustva, bi ji človek 
bil dolžan dodeliti nek moralni status. Hkrati pa moramo biti pozorni, kakšno možnost 
dajemo UI, nekateri celo menijo, da bi takšno inteligenco bilo nemogoče nadzorovati. 
Bistveno je, da v tej začetni fazi razvoja najdemo dobro stran UI in jo dopolnjujemo v 
tej smeri. Nikoli pa ji ne smemo dopustiti delovanja proti človeku in naravi. Posledično 
to pomeni, da končna verzija UI ne bo imela vseh pravic kot jih ima človek, ampak 
bodo le te omejene. Morali bi ustvariti UI, ki bi bila moralno in etično bolj popolna kot 
človek. 
 
7.3 Pravna ureditev 
 
Svet se v veliki meri sooča z vključevanjem robotov, mislečih strojev in umetne 
inteligence v vsakdanje življenje. Na podlagi tega je ne živim sistemom potrebno 
določiti pravno umestitev v že obstoječi sistem.  
»Ideja dodelitve pravne osebnosti je bila prvič predstavljena v okviru predloga 
Evropskega parlamenta in se je nanašala na dodelitev posebnega pravnega statusa 
robotom – status »elektronske osebe« (Zapušek 2017, 67). Oseba je tista, ki v pravnem 
sistemu predstavlja subjekt obravnav. Preko tega ljudem pripada določena pravna vloga, 
preko katere dobimo pravice in dolžnosti, kar nam omogoča stopanje v pravna razmerja. 
Glede na to vidimo, da je lahko pravni subjekt samo človek saj se zgolj mi lahko 
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zavedamo posledic napačnih odločitev. S tem se človeku ponuja možnost odločanja 
glede lastnih želja in odločitev. (68) Iz tega sledi, da »zakonodajalec ne bi mogel nikoli 
predpisati pravne osebnosti, če za dejanji, ki jih le-ta manifestira v svet, ne bi stali 
človeški posamezniki« (68). To pomeni, da bi bilo predpisovanje pravne osebe na 
robota z umetno inteligenco nesmiselno, saj njihovih dejanj ne moremo predvideti in bi 
s tem uničevali temelje, na katerih je osnovana ideja pravne osebe. (68) 
V primeru, da se robotom podeli pravni status, pride tudi do vprašanja odgovornosti pri 
nastali škodi, ki bi jo povzročil robot. Zaenkrat najbolj realen primer lahko vidimo na 
primeru poškodbe na delovnem mestu, kjer poleg človeka deluje še robot. Delodajalec 
je tisti, ki mora poskrbeti za primerno delovno okolje, kjer sta zagotovljena fizična in 
psihična varnost. Njemu pripada tudi odgovornost, če se v proizvodnjo vključijo roboti, 
ki predstavljajo morebiten riziko, saj njihova vključitev in delovanje niso pravno 
določeni, ker pravo ne predvideva osebe, ki bi bila odgovorna za njihova dejanja. V 
primeru poškodbe s strani robota odgovornost prevzema delodajalec. Trenutno pravo 
predpisuje odgovornost delodajalcu, ker se predvideva, da je stroj med obratovanjem 
upravljal nekdo od zaposlenih. (69) Pravo ureja zgolj robote, ki jih upravlja človek, nič 
pa ne govori o samostojnih robotih, na katere človek nima vpliva. V tem primeru bo 
delodajalec vedno oproščen, saj sam ne bo imel možnosti predvidevanja škode in 
posledično ne bo mogel zagotavljati varnosti na delovnem mestu. Po drugi strani pa 
pravno odgovoren ne more biti niti robot, ker le ta nima statusa pravne osebe in mu ne 
moremo dokazati, da je škodo storil z namenom. (72) 
Trenutna zakonodaja torej ni prilagojena situacijam, ki bi lahko nastale ob množični 
uporabi umetne inteligence. In odsotnost urejene zakonodaje lahko pomeni, da tudi če 
se ti roboti izkažejo kot izredno sposobni, jih morda ne bo mogoče uporabljati v 
dejanskih situacijah. Prvo je torej potrebna ureditev pravne podlage in standardna 
definicija določenih pojmov kot so umetna inteligenca, misleči stroj, super inteligenca 
itd. Šele na podlagi točno znanih definicij bo mogoče napisati pravno podlago, ki bo 






Pri izdelavi diplomske naloge sem se predvsem osredotočala na to, da bi pokazala 
posledice oziroma pomen, ki ga ima umetna inteligenca za človeka. Ugotovila sem, da 
si je umetna inteligenca v zadnjih nekaj desetletjih utrla pot v naša življenja in da človek 
lahko trenutno z njo uspešno sodeluje. Predvsem se kaže to na področjih medicine, 
državne varnosti in računalništva, kjer je umetna inteligenca postala bistvena za 
uspešnejši in hitrejši razvoj teh področji. Na podlagi tega lahko sklepamo, da bo v 
prihodnosti prišlo do večje uporabe in razvoja umetne inteligence in posledično bo 
moral človek upoštevati ta nov tehnološki napredek. Ostaja pa odprto vprašanje, kaj to 
pomeni za naše okolje in življenja. Enoznačnega odgovora na to v literaturi nisem našla 
in tudi si nihče od strokovnjakov na področju umetne inteligence ne želi sklepati za 
dobre ali slabe rezultate.  
Strokovnjaki imajo za cilj, ki ga želijo pri umetni inteligenci uresničiti, da bi izdelali 
misleči stroj, ki bi bil v več pogledih podoben človeku ali pa bi človeka celo presegel. 
Tekom izdelave naloge in prebiranja različne literature, sem ugotovila, da je čas, ko bo 
takšen misleč stroj prisoten med nami še zelo oddaljen. Problem, ki se je izkazal za 
pomemben, je predvsem to, kako bomo opredeli takšno vrsto mislečih strojev, ko bodo 
ti razviti. Tukaj gre predvsem za etične probleme, ki zadevajo človeka in njegov odnos 
do umetne inteligence. Izpostavljen je problem moralnega statusa, ki bi ga naj dali 
umetni inteligenci. Glede na trenutno stanje lahko zaključim, da razvoj umetne 
inteligence že od samega začetka pomeni spremembe v življenju, kot ga poznamo. 
Potrebna je oziroma bo bistvena sprememba na področjih, ki zadevajo človeško 
življenje. To pomeni, prilagajanje človeka na novega »sopotnika«, zaradi katerega bo 
potrebno spremeniti človeško okolje, pravice, pravno zakonodajo in še veliko drugih 











Razvoj tehnologije je v zadnji desetletjih prinesel veliko sprememb. Ena od teh je, da so 
se strokovnjaki pričeli ukvarjati z razvojem umetne inteligence. Vprašanje umetne 
inteligence se je prvič pojavilo v novem veku, ko so se o tem spraševali filozofi, kot je 
npr. Descartes (1637). Bistveni razvoj pa je sledil v moderni dobi in sicer po letu 1950. 
Diplomsko delo se deli na dva dela in izpostavlja problem umetne inteligence v 
povezavi s človeškim dostojanstvom. V prvem delu so opisani pojmi, ki opredeljujejo 
umetno inteligenco, čeprav splošno sprejete definicije do danes še nimamo. Prvi del je 
tako bolj tehnične narave in se dotika same razlage, kaj umetna inteligenca je in kako se 
je do danes razvila. Izražen je tudi problem učenja umetne inteligence, ki temelji 
predvsem na človeškem učenju. V drugem delu diplome, kjer je izpostavljen predvsem 
problem umetne inteligence v človeškem okolju in vprašanje definiranja zavesti ter 
pripisovanja zavesti stroju z umetno inteligenco. Drugi del  govori tudi o človeškem 
sodelovanju z umetno inteligenco, kjer je izpostavljen etični vidik umetne inteligence in 
človeškega odnosa do mislečega stroja. Opisane so tudi kritike, ki so se v času razvoja 
umetne inteligence pojavile v svetu.  
 
Ključne besede 







Technology development has brought many changes in the last few decades. One of 
which being that the experts began to work on the development of artificial intelligence. 
The issue of artificial intelligence first arose in the Modern History when the 
philosophers, like Descartes (1637), started to question this notion. However, the 
essential development occured in Contemporary History, after the year 1950. 
 
This Bachelor's thesis is divided into two parts and it stresses the problem of artificial 
intelligence in connection with human dignity. The first part contains the descriptions of 
concepts, which define artificial development, even though we have yet to find a 
generally accepted definiton. Furthermore, the first part is technically based and it 
includes explanations of the origins of artificial intelligence and its development thus 
far. In addition, the problem of learning artificial intelligence, which is primarily based 
on human learning, is also expressed. In the second part of the Bachelor's thesis, the 
problem of artificial development in human environment and the question of defining 
consciousness and atributing consciousness to a machine with artificial intelligence, is 
mainly stressed. Furthermore, the second part discusses human cooperation with 
artificial intelligence, where it stresses the ethical aspect of artificial intelligence and 
human attitude towards a thinking machine. Criticisms, which appeared in the world 
during the time of artificial intelligence development, are also described. 
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