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1. INTRODUCTION 
One of the most useful inequalities in the theory of differential equation is the following integral 
inequality. 
THEOREM A. Let u and f be real-valued nonnegative continuous functions for t > 0. If 
s t u2(t) Ic2+2 f(s) 4s) ds, 0 
for all t > 0, where c > 0 is a constant, then 
u(t) I c + J ot f(s)ds, 
foralltL0. 
It appears that this inequality was first considered by 0.1. Liang [l] in 1957, while investigating 
the boundedness of solutions of certain second order differential equations. During the past few 
years, the above inequality has been frequently used to obtain global existence, stability, bound- 
edness and other properties of the solutions for wide classes of nonlinear differential equations, 
see [2-81. The remarkable feature of this inequality lies in its successful utilization to the situ- 
ations for which the other available inequalities do not apply directly. In a paper published in 
1979, C.M. Dafermos [9] used the following variant of the above inequality while attempting to 
establish a different connection between stability and the second law of thermodynamics. 
THEOREM B. Assume that the nonnegative functions y(t) E Lm[O, s], g(t) E L1 [0, s] satisfy the 
condition 
y2(o> I M2 Y2(0) + J oc [2w2(t) + Ndt) y(t)] & c EPA4 
where CY, M, N are nonnegative constants. Then 
s y(s) 5 MeQSy(0) + NeaS J g(t) dt. 0 
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Despite the wide use of the above inequalities in the theory of differential equations, it seems 
that the importance of various generalizations and extensions of these inequalities in the study 
of some new classes of differential and integral equations have been overlooked by the various 
investigators. For some recent results on such inequalities and their applications, we refer the 
interested readers to [IO,1 l]. Because of the dominance of such inequalities in various applications 
(see, [l-16]), ‘t 1 is natural to except that some new generalizations and extensions of these in- 
equalities to finite difference inequalities would be equally important in certain new applications. 
Here, we wish to present some new finite difference inequalities which claim their origin to the 
inequalities given in Theorems A and B. The inequalities established here can be used as handy 
tools in the analysis of certain new classes of finite difference and sum-difference equations. We 
also present some immediate applications to convey the importance of our results to the literature. 
2. STATEMENT OF RESULTS 
In what follows, we let Nc = (0, 1,2,. . . }. For any function u(t), t E No, we deiine the operator 
A by Au(t) = u(t+l)-u(t) and f or i > 2, A%(t) = A (Ai-‘u(t)). For all ti > t2, ti, t2 E NO and 
any function u(t) defined on No, we use the usual convention, C”,z=,, U(S) = 0 and nFZt, U(S) = 1. 
The operators Lj are recursively defined by 
Lou(t) = 4% Lj u(t) = -& AL,-1 u(t), j = 1,2 )...) 72, 
3 
with m(t) = 1, where u(t) and rj (t) > 0 are some functions defined on NO. For t E NO and some 
functionsrj(t)>O,j=1,2,...,n-landq(t),weset 
A[t, r, q(sn)] = A [t, ~1,. . ., Tn-1, q(h)] 
t-1 Sn-2-l .9,-l-l 
= c Tl(S1) **. c Tn-1(&l) c Q(%)> 
s1=0 s,_1=0 Sn==O 
where SO = t and also, we set 
A[Sl,?-,q(s,)] =A[Sl,Tl,...,T,-l,q(Sn)l 
81-l s,_z-1 %-l-l 
= Tl(S1) c rz(s2) *. . c Tn-1 (sn-1) c d%)* 
s1=0 s,_1=0 s,=o 
For any real-valued function U(Z, y), z,y E NO, we define the operators A~u(x, y) = 
u(z+ 1,~) - u(z,y),A2u(~,y) = u(z,y+ 1) - u(z,y). We write AT = Ai x 1.. x Ai(n times), 
A$? = A, x ... x A2 (m times) and A~A~u(z, y) = AT [A;t ~(2, y)]. For z, y E NO and some 
function q(z, y) defined for z, y E No, we set 
2-l %7,-1-l s1-1 y-l &-1-l t,-1 
~hY,c7(so,to)l = c c ..* c c c ...c f?(so,to)r 
s,_I=0 sn__2=0 so=0 t,_1=0 L&-2=0 to=0 
where si = x and t 1 = y and also, we set 
s,_1-l sn__2-1 s1-1 y-l &-1-l t1-1 
~[+&-1,Y~q(~0~~0)1 = c c ... c c c ...x 4(S0,tO)s 
s,&_2=0 sn__3=0 so=ot,_l=o tm-_2=0 to=0 
Let the product NO x . .. x No (n times) be denoted by N,“. A point (51,. . . , z,) in Ng 
is denoted by x. For any function w(x) defined on N$, we define the operators Ai W(X) = 
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w (q + 1, 22,. . . ,z,) - w(z), . . . , A, W(Z) = w (a,. . . , x,-l, zn + 1) - w(x). For CC, s E Ng and 
some function q(5), we set 
M[z, q(s)] = M (21,. . ., %r 4 (s17.. * 7 4 
Zl-1 z,-l-l&-l 
= c ... c c Q(S), 
s1=0 3,_1=0 s,=o 
and also, we set 
12-l G-1-lz,-1 
M[e,sz,... ,%dS)l = c ... c c Q(S). 
as=0 a,_I=0 s,=o 
Our main results are established in the following theorems. 
THEOREM 1. Let f(t) 2 0, g(t) > 0, ri(t) > 0, for i = 1,2,. . . , n - 1, be real-valued functions 
defined on NO and c be a nonnegative real constant. 
PART (Al). Let u(t) 2 0 be a real-valued function defined on NO. If 
u2(t) I c2 + 2A [t, T, f(%) a2(s7z) + L?(sn) ‘u(%)] 7 (2.1) 
for t E No, then 
t-1 
‘1L(t) I p(t) n [l + A [Sl, T7 f(%>l] , (2.2) 
s1=0 
for t E NO, where 
for t E No. 
p(t) = c + A[t, r, g(sn)l, (2.3) 
PART (A2) Let u(t) 2 2~0 2 0 be a real-valued function defined on No; uo is a real constant. Let 
W(U) be a continuous nondecreasing real-valued function defined on an interval I = [UO, 00) and 
W(U) > 0 on (~0, co), W(u0) = 0. If 
u2(t) 5 c2 + 244 ~3 f(4 44 Wu(s,)) + g(sn) u(s,)], (2.4) 
fort E NO, then for 0 5 t 5 tl, 
u(t) L fi--’ [f@(t)) + A[& ~7 f(sn>ll , (2.5) 
where p(t) is as defined in (2.3), and 
a(h) = J h ds ho w(s)’ h 2 ho, with ho > ~0, (2.6) 
R-’ is the inverse of 0 and tl E NO be chosen so that 
Q@(t)) + 44 T, f(s,)] E Dam (52-l) , 
foralltENolyinginOIt<tl. 
PART (A3). Let u(t) > 0 be a real-valued function defined on NO and the function L : No x R+ + 
R+ satisfies the condition 
0 5 L(t, w) - L(t, w) 5 lc(t, W)(W - w), (2.7) 
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fortENeandv>wLO,whereR+=[O,cm)andk is a real-valued nonnegative function defined 
for t E No, w L 0. If 
u2(t> I c2 + 254 It, T, f(sn) 4sJ L(sm 44) + g(sn) 441, (2.3) 
for t E NC,, then 
t-1 
u(t) I p(t) + q(t) n [l + +I, ~7 f(sn)k(snr &))I] > 
s1=0 
(2.9) 
for t E NO, where p(t) is as defined in (2.3) and 
q(t) = AIt, T, f(sJ L(sn,~(~n>)l, 
for t E NO. 
(2.10) 
THEOREM 2. Let f(z, Y) 2 0, g(x, Y) > 0 be real-valued functions defined for z, y E No and c be 
a nonnegative real constant. 
PART (Bl). Let u(z, y) 2 0 be a real-valued function defined for z, y E No. If 
U2(T Y) I c2 + 2B [x7 Y7 f (so, to> u2 (so, to> + 9 (so, to> 4so7 to)] 7 
for CC, y E NO, then 
X-l 
(2.11) 
U(X:,Y) IP(ZTY) n [l +wn-1, Y, f(So,to)I] , (2.12) 
for x, y E NO, where 
for 2, y E NO. 
P(G Y) = c + B Lx, Y, g (so, to)], (2.13) 
PART (B2). Let ~(2, y) 2 ug 2 0 be a real-valued function defined for 2, y E NO; uo is a real 
constant. Let W(u) be a continuous nondecreasing real-valued function defined on an interval 
I = [ue, co) and W(U) > 0 on (~0, co), W(w) = 0. If 
~~(2, y) I c2 + 213 [T Y, f (so, to> u (so, to) W (u (so, to>) + g (~0% to) 21 (so, to)], (2.14) 
for 2, y E NO, then for 0 L z I xl, 0 I y < yl, z, ~1, y, yl E No, 
0(x, Y) I a-l P(P(T Y)) + R Lx, Y, f (so, to)11 , (2.15) 
wherep(z, y) is as defined in (2.13), and R, s1-’ are as defined in (A2) and 21, yl E No be chosen 
so that 
Q(P(T Y>> + B b, Y, f (SO, to)1 EDam (0-l) , 
for all 2, y E NO such that 0 I x 5 51, 0 5 y I yl. 
PART (B3). Let ~(5, y) 2 0 be a real-valued function defined for 2, y E No and the function 
L : No2 x R+ --+ R+ satisfies the condition 
0 5 L(T y, v) - L(c Y, WI I 0, Y, w) (v - w), (2.16) 
for x, y E NO and v 2 w 2 0, where k is a real-valued nonnegative function defined for x, y E 
No, w 2 0. If 
u%, Y) I ~2 + 2~ [xc, Y, f (so, to) u (so, to) L (soI to, u (so, toI) + ho, to) u (so, to)], (2.17) 
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for x, y E NO, then 
X-l 
u(2, y) I P(G y)+q(z, y) n [l +B [&z-17 Y1 f(So, to) k(so7 to7 P(So, to,>l] 7 (2.18) 
s,_1=0 
for x, y E NO, where p(x, y) is as defined in (2.13) and 
for 2, y E No. 
4x7 Y) = B ix, Y> f (so, to) L (so, to, P (so, to))1 , (2.19) 
THEOREM 3. Let f(x) > 0, g(x) > 0 be real-valued functions defined for x E Nt and c be a 
nonnegative real constant. 
PART (Cl). Let u(x) > 0 be a real-valued function defined for z E NC. If 
for x E N,“, then 
~~(4 I c2 + 2~4 [x, f(s) u2(s) + g(s) u(s)] , (2.20) 
21-l 
for x E N,“, where 
for x E Ng. 
u(x) <p(z) n [l +a[% 372,...,%, f(s)]], (2.21) 
s1=0 
p(x) = c + Wx, g(s)], (2.22) 
PART (C2). Let u(x) 2 ug 2 0 be a real-valued function defined for x E N$; ug is a real constant. 
Let W(U) be a continuous nondecreasing real-valued function defined on an interval I = [UO, co) 
and W(u) > 0 on (~0, cm), W(WJ) = 0. If 
~~(4 5 c2 + 2114 lx, f(s) 4s) W(u(s)> +g(s) 4~11, (2.23) 
forx~N~,thenforx~,xf~NoandO~x~~xcf,i=l,..., n, 
4x1 I 0-l [f%(x)) + Mb, f(s)11 , (2.24) 
where p(x) is as defined in (2.22), R, iF1 are as defined in (AZ) and x,’ E NO, i = 1,. . . ,n be 
chosen so that 
Q(p(x)) + M[x, f(s)1 E Dam (R-l), 
for all xi E No, i = 1,. . . , n, such that 0 < xi < xc,t. 
PART (C3). Let U(X) L 0 be a real-valued function defined for x E N,” and the function 
L : N,n x R,. + R+ satisfies the condition 
0 I L(x, w) - L(x, WI) 5 k(x, w)(w - w), (2.25) 
for x E Nt and v > w 2 0, where k is a real-valued nonnegative function defined for x E N,“, 
w 20. If 
for x E N$, then 
u2(x) I c2 + 2~4 lx, f(s) 4s) L(s, 4s)) + g(s) u(s)] , (2.26) 
21-l 
4x) I P(X) + dxc) n [l + Aif [Sl,X2,~. . I %r f(s) qs,P(s>)l] , 
s1=0 
(2.27) 
for x E Ng, where p(x) is as defined in (2.22) and 
q(x) = Wx, f(s) L(s,p(s))l, (2.28) 
for x E Non. 
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3. PROOF OF THEOREM 1 
PROOF OF PART (Al). We first assume that c > 0 and define a function z(t) by 
z(r) = c2 + 2A [t, r, f(sn) u2(s,) + s(Sn) +n)] . 
Prom (3.1), it is easy to observe that 
L, z(t) = 2 [f(t) u2(t) + g(t) u(t)] . 
Using the fact that u(t) 5 m in (3.2), we have 
LR z(t) I 2&@i [f(t)&@ + g(t)] * 
Prom (3.3) and using the fact that z(t) I z(t + l), we observe that 
(3.1) 
(3.2) 
(3.3) 
A L$ I 1 5 2 [f(t)&@ + g(t)] . (3.4) 
Now set t = s, in (3.4) and sum over s, = 0, 1,2,. . . , t - 1 to obtain the estimate 
Lnyg’ 5 2sgo [f(h) drn+g(sn)] . (3.5) 
n 
Here, we have used the fact that L,_I z(0) = 0. Again as above, from (3.5), we observe that 
A Lns) [ 1 < 2r,-l(t) 2 [f (sn) dm + 9 (sn)] , 5,=0 
from which we obtain the estimate 
L,-2 z(t) < 2 c 
&-1-l 
&6 - S,_I=O 
T,-1 (sn-1) c [f (4 h-m + 9 (sn)] * 
s,=o 
(3.6) 
Here, we have used the fact that Ln-2 z(0) = 0. Continuing in this way, we obtain 
AZ(t) 
t-1 5,-2-l +-l-l 
&iJ 5 2T1(t) szo r2(s2) . * . .,.go 
Tn-l(%-1) c [f (sn) &m + 9 Cd] * (3.7) 
s,=o 
By using the facts that &@ > 0, AZ(t) 1 0, &@ I Jm for t E NO and (3.7), we 
observe that 
A(&@)= 
AZ(t) 
&R-=)+&F) 
< AZ(t) 
-2&RJ 
t-1 &-2-l 8,-1-l 
5 f-l(t) c r2(s2). . * c Tn-1 (&L-l) c 
s*=o 
[f (4 Am + 9 h,] . 
s,_1=0 s,=o (3.8) 
Now, set t = sr in (3.8) and sum over sr = O,l, 2,. . . , t - 1 to obtain the estimate 
m I p(t) + A [t, r, f (s,) dm] . (3.9) 
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Since p(t) is positive and monotone nondecreasing in t, from (3.9), we obtain that 
m 
- 5 l+A d-m 
p(t) 
t,r,f(sn) - 
P(4 1 . 
Define a function w(t) by 
v(t) = l+A 
GGJ 
t>r,f(sn)p(s . n 1 
From (3.11), it is easy to observe that 
L,v(t) = f(t)%. 
Using the fact that (m) /(p(t)) 5 w(t) in (3.12), we have 
L v(t) 5 f(t) u(t). 
From (3.13), and using the facts that v(t) L w(t + l), we observe that 
Now, set t = s, in (3.14), and sum over s, = 0, 1,2,. . . , t - 1 to obtain the estimate 
L-1 v(t) 
t-1 
v(t) I c f(Sn). s,=o 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
(3.14) 
(3.15) 
Here, we have used the fact that L,._I w(O) = 0. Again, as above, from (3.15), we observe that 
A L-24t) 
[ 1 v(t)
t-1 
I m-l(t) c f (4 7 
s,=o 
from which we obtain the estimate 
La-2 v(t) 
t-1 
v(t) 
cc 
&_I=” s,=v 
Here, we have used the fact that Ln_2 v(0) = 0. Continuing in this way, we obtain 
y$ < q(t) E Q(Sg) . . . 
%__a-1 &_I-1 
c rn-1 (sn-1) c f(%) > 
sz=o s,_l=o s,=o 
i.e., 
Now, set t = s1 in 
Using (3.17) in (3. 
w(t + 1) L w(t) [’ + .a [t, 7-7 f(Sn)]] . (3.16) 
3.16) and substitute sr = O,l, 2,. . . , t - 1 successively to obtain the estimate 
t-1 
v(t) I n [l + A [Sl, T, f (Sn)]] . 
aI=0 
(3.17) 
0), and the fact that u(t) < m, we get the required inequality in (2.2). 
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If c is nonnegative, we carry out the above procedure with c + E in stead of c, where E > 0 is an 
arbitrary small constant, and subsequently pass to the limit as e + 0 to obtain (2.2). The proof 
of (Al) is complete. I 
PROOF OF PART (A2). Assume that c > 0 and define a function z(t) by 
z(t) = c2 + 2A [t, r, f (sn) 2~ (sn) W (u (sn)) + 9 (a,) 21 (sn)] . (3.18) 
From (3.18), and using the fact that u(t) 5 m, it is easy to observe that 
Ln z(t) I km [f(t) w(da) + g(t)] * (3.19) 
Now, by following the same steps as in the proof of Part (Al), below (3.3) up to (3.9), we have 
v’% < p(t) + A [t, r, f (sn) W (dm)] . (3.20) 
For an arbitrary fixed T E No, it follows from (3.20) that 
~Ip(T)+A[t,r,f(s,,)W(~~)], OltlT, t, TE&. (3.21) 
Define 
v(t) = p(T) + A [t> r, f (s,) I+’ (dm)] , 0 5 t 5 T, t, T E No. (3.22) 
From (3.22) and using the fact that m < v(t), we observe that 
-L v(t) 2 f(t) w (v(t)). (3.23) 
From the definition of v(t), we see that v(t) 5 v(t + 1) for t E No. Using this fact in (3.23), we 
observe that 
A [&;;;)] L f(t). (3.24) 
Now, by following the same steps as given in the proof of Part (Al), below (3.14) up to (3.16), 
we have 
-$& < q(t) E Tp,(s2). .syl ?-n-l (sn-l)sngl f(Sn). 
3z=o s,_1=0 s,=o 
From (2.6) and (3.25), we have 
o(v(t + 1)) - n(v(t)) = l;t;+l’ & 
Au(t) 
< W(v(t)) 
t-1 S,L--2-l s,_,-1 
5 n(t) x TZ(S2) ... c Tn-1 (ST%-1) x f(%). 
.sz =o s,_1=0 s,=o (3.26) 
Now, set t = sr in (3.26) and sum over si = 0, 1,2,. . ,T - 1, to obtain the estimate 
R(v(T)) - Q(T)) = A [T, T, f (41. (3.27) 
Since T is arbitrary, the inequality (3.27) holds for t = T, for all t E NO and hence, we have 
v(t) < 0-l [flt(dt)) + A [t, ~7 f (411 . (3.28) 
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Using (3.28) in (3.22), and the fact that u(t) 5 m, we get the required inequality in (2.5). 
The subdomain of Ns for t is obvious. 
The proof of the case when c is nonnegative can be completed as mentioned in the proof of 
Part (Al). This completes the proof of Part (A2). I 
PROOF OF PART (A3). Assume that c is positive and define a function z(t) by 
z(t) = c2 + 2A [t, T, f (s,) u (4 L (sn, u (4) + 9 (4 ~(41. (3.29) 
From (3.29), and using the fact that u(t) 5 m, it is easy to observe that 
L, Z(t) I 2&q [m L (17 m) + 9(t)] * (3.30) 
Now, by following the same steps as in the proof of Part (Al), below (3.3) up to (3.9), we have 
Define 
v(t) = A [t, r, f (sn) L (sm x6))] . 
(3.31) 
(3.32) 
Prom (3.32), and using the fact that &@ I p(t) + v(t) and (2.7), we have 
Ln v(t) = f(t) L (4 vm) 
2 f(t) L(h P(t) + v(t)> 
= f(t) [L(4 p(t) + 4t)) - L@,P(t))l + f(t) L(t?P(t)) 
5 i(t) k(t,P(t)) v(t) + f(t) L(GP(t))* (3.33) 
Prom (3.33), it is easy to obtain that 
v(t) 5 qc(t) + A [t, T, f (sn) k (sn,~(sn)) v (41, (3.34) 
where qe(t) = c+q(t) in which q(t) is as defined by (2.10) and E > 0 is an arbitrary small constant. 
Since qE(t) is positive and monotone nondecreasing for t E No, from (3.34), we observe that 
(3.35) 
The inequality (3.35) implies the estimate 
t-1 
w(t) 5q,(t) n [l +A[317 f, f(an) k(sn, PM)11 ’ 
s1=0 
(3.36) 
The desired inequality in (2.9) now follows by using (3.36) in (3.31) and then letting E ---) 0 in 
the resulting inequality and using the fact that u(t) 5 m. 
The proof of the case when c is nonnegative can be completed as mentioned in the proof of 
Part (Al). This completes the proof of Part (A3). I 
236 B. G. PACHPATTE 
4. PROOF OF THEOREM 2 
PROOF OF PART (Bl). Assume that c > 0, and define a function z(z, y) by 
~(5, Y) = c2 + 223 [x:, Y, f(s, t) u2(s, t) + ds, 4 u(s, t>] .
Prom (4.1), and using the fact that u(z, y) 5 dm, we observe that 
AT [A;z(x, y/)1 I 2&5-3 [fb y>m+ dx, Y)] . 
(4-l) 
(4.2) 
Using the facts that dm I Jm and AT-’ [A? ~(2, y)] 2 0, from (4.2), we observe 
that 
Ay-’ [A; z(x, Y + 111 _ AT-’ [A? 45, ~11 
&z-GV VTzii 
5 2 [m, Y) ai-3 + s(x, Y,] . (4.3) 
Now, keeping x fixed in (4.3), set y = ta and sum over to = 0, 1,2,. . . , y - 1 and using the fact 
that A?-’ [A? z(x, O)] = 0, to obtain the estimate 
AF1 LAY *(? y)] < 2 yg [f(z, t&/m + g(q to)] . 
&cc3 to=0 
(4.4 
Prom (4.4), and using the facts that ~/m 5 Jw and AT-” [Al;” z(x, y)] 2 0, we 
observe that 
Ay-” [A; ~(2, Y)] AT-” [A? z(z, Y)] - 
&E-G-ii dz-ii 
I 2 Vc [f(x, to)&EQ + g(x, to)] . (4.5) 
to=0 
Keeping x fixed in (4.5), set y = tr and sum over tr = O,l, 2,. . . , y - 1 and use the fact that 
ArW2 [A;l z(x, 0)] = 0, to obtain the estimate 
Continuing in this way, we obtain 
A? 4x, YY) < 2 E 
m - t,,_l=o &,,__2=0 to=0 
tw-1-l t1-1 
c . . * c [f(x, to)&EQ + dxcl to)] . (4.6) 
I 2 F ‘2 [f(z, to,~mij +$7(x, to,] . 
t1=0 to=0 
From (4.6), and in view of the facts that dm I dm and A?-‘z(x, Y) 2 0, we 
observe that 
A;l-‘z(z + 1, y) _ 
&G-i-i9 
tTng-l.. . ‘? [f(x, t&/m+g(x, to,] . (4.7) 
to=0 
Now, keeping y fixed in (4.7), set z = se and sum over SO = 0, 1,2,. . . ,x - 1 and use the fact 
that A;-’ ~(0, y) = 0, to obtain the estimate 
e&Y) 5 2 ze yl.. . ‘2 [f (so, to> Jm + g (so, to)] *yg 
> so=0 t,,,_1=0 t,n-2=0 to=0 
Finite Difference Inequalities 237 
Continuing in this way, we obtain 
y&; 52 xe yy.. sl-1 y-l &-l-l t1-1 c c , s,_2=0 sn__3=0 c ..* c [f(SO> tohmG-%+s(so, to)] * so=0 t,_1=0 L-2=0 to=0 
(4.8) 
By using the facts that dm > 0, AIZ(Z, y) 2 0, dm 5 dm for x, Y E No 
and using (4.8), we observe that 
< Aldx, Y) 
- qm-3 
2-l &_-a-l 81-1 V-1 t,_1-I t,-1 
5 c c . ..c c c ..~~[f(so,to)Jz~+~(so~~o)]. 
Sn-_2=0 s+3=0 so=0 t,_1=0 tm__2=0 to=0 
(4.9) 
Now, keeping y fixed in (4.9), set x = s,-1 and sum over s,-1 = 0, 1,2, . . . ,x - 1, to obtain the 
estimate 
,/m < ~(5, Y) + B [x> Y, f (30, to> d%?i-l] . (4.10) 
Since p(z-, y) is positive and monotone nondecreasing in z and y, from (4.10), we observe that 
d%Gi &GzJ 
P(X, Y) 
< 1 + B 2, Y, f (so, to) p(so 
7 
to) 
1 
. 
Define a function w(z, y) by 
w(x, Y) = 1 + B I 2, Y, f (so, to) 
From (4.12), it is easy to observe that 
(4.11) 
(4.12) 
(4.13) 
Using (&E-jJ)l(p(~ y)) I u(r, y) in (4.13), and then the facts that ~(2, y) I ~(2, y + 1) and 
AT-’ [A;l w(z, y)] 2 0, we observe that 
A?-’ [44x, Y + l)l _ *F-’ [A?+, Y)] < f(x y) 
4x, Y + 1) 4x9 Y) - ’ . 
Now, by following the same steps, below (4.3) up to (4.8), we obtain 
*I 4x, Y) < 
WC? Y) - 
i.e., 
w(z + 1, Y) I W(T Y) 
[ 
1 
s-1 S,,-2-l s,-1 y-l L-1-1 tx-1 
c c ... c c c ... c f(SO, toI, 
s,L_2=o SrL__3=0 so=0 t,_l=o t,_z=o to=0 
(4.14) 
X-l S,_2-1 S1-1 Y-l L-1-1 t1-1 
+ s,s~zo Jo’ . . c c c . . c f (so, to) 1 . (4.15) 3 so=0 t,,L_l=o tm_-2=0 to=0 
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Now, keeping y fixed in (4.15), set z = s,-1 and substitute successively sn_l = 0, 1,2,. . . , z - 1 
and use the fact that ~(0, y) = 1, to obtain the estimate 
2-l 
4T Y) I j-J [l + B [STZ-1, Y, f(s0, to)]] . (4.16) 
s,,_1=0 
Using (4.16) in (4.11), and the fact that u(z, y) 5 dm, we get the required inequality 
in (2.12). 
The proof of the case when c is nonnegative can be completed as mentioned in the proof of 
Part (Al) of Theorem 1. This completes the proof of Part (Bl). I 
The proof of the inequalities in (B2) and (B3) are respectively similar to the proof of Parts (A2) 
and (A3) of Theorem 1 and closely resemble the proof of Part (Bl) given above (see also [IS]). 
Here, we omit the details. 
5. PROOF OF THEOREM 3 
PROOF OF PART (Cl). Assume that c is positive and define a function z(z) by 
Z(X) = c2 + 2M [2, f(s) u2(s) + g(s) u(s)] . 
From (5.1), and using the fact that u(z) 5 m, it is easy to observe that 
(5.1) 
An.. . Al z(x) 5 2&j [f(x,m + g(x)] . 
Using the fact that m _< Jz (~1,. . . ,x,-l, xn -I- 1) in (5.2), we observe that 
A,. . . A, z(z) < 2Jz (Q, . . ‘,G-l, 5, + 1) [f(Nm+dx)] . 
(5.2) 
From (5.3), we observe that 
A,_, . . .A,_z(xc, ,..., zn-1, x,+1) A,-,...A,z(xI, . . . . zn-1, x,) 
- z(21,... ,&z-1, x, + 1) Z(El,.. . ,%-1, GJ 
5 2 [mm + SW] 
(5.3) 
(5.4) 
Keeping x1, . . . , X,-I fixed in (5.4), set x, = sn and sum over s, = 0, 1,2,. . . , x, - 1 to obtain 
the estimate 
A,_, . . 
. A1 z(x) < 2 zF1 [f (X1,. . . ,X,-l, sn) 
m 
J 2(X1,... ,&-I, s?J+g(Q,...,%l, %I) 1 . s,, =o 
(5.5) 
Here, we have used the fact that A,_, . . . A1 z (51,. . . ,x,-l, 0) = 0. From (5.5), and using the 
fact that a< Jz(x~,... , ~~-2, x,-l + 1, z,), we observe that 
An-2...A, Z(XI,. . . rxn-2, xn-1 +1, x,) An-2...Alz(x:,,...,xCn-2, x,-l, x,) 
Z(Xl,... ,x7&-2, G-1 + 1, xn) Z(Xl,... ,x,-2, &L-l, %) 
z,,-1 
I 2 c [f (~1,. . rxn-I, s,) dz (XI,. . . , G-I, sn) + g (xl,. . . > x,-l, sn)] . (5.6) 
S,L =o 
Keeping zl, . . , x,_~, x, fixedin (5.6), set x,-l = s,_l andsumovers,_l = 0,1,2 ,..., x,-l--l 
to obtain the estimate 
s,,-1-l z,,-1 
&-2...Al4~) <2 c c 
m s,, - * =o s,, =o 
x 
[ 
f (Xl, ‘. . I X72-2, h-1, sn) Z(Xl,... ,&P-2, h-1, ST%) + 9 (Xl,. . .t x,-2, %L-19 4 I . 
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Here, we have used the fact that A,_2 . . . A, z (XI,. . . ,xn_2, 0, 2,) = 0. Proceeding in this way, 
we obtain the estimate 
AI 4~) < 2 “2’ . . . y [f (Xl, s2,. . . ,sn) mi - s2=o s,=o J Z(XlrSZ,... , s,) + 9 (Xl, s2,. . ., 4 1 . (5.7) 
By using the facts that @ > 0, A, Z(X) 2 0, m 5 J.z (x1 + 1,x2,. . . , xn), we observe 
that 
A,&Gj= 
2 (x1 + 1,X2,. . . ,x,) - z(x) 
Z(xl+Lx2,...,xn)+~ 
< A14x) 
(5.8) 
-m’ 
Using (5.7) in (5.8), we get 
A,mI z~l...z~l [f(z~2,...,s,)J Z(3a,S2 ,...,Sn)+S(zl,sz,...,sn) . 1 (5.9) sz=o s,=o 
Now, keeping x2, . . . , x, fixed in (5.9), set x1 = s1 and sum over s1 = 0,1,2,. . . ,x1 - 1 to obtain 
the estimate 
X&j < P(Z) + M [x7 f(s)&?] . 
Since p(z) is positive and monotone nondecreasing in X, from (5.10), we observe that 
~cl,M[,.ic,,~]. 
Define a function V(X) by 
u(.,=l+M[x,,(s)~]. 
From (5.12), and using the fact that (m)/(p(x)) 5 w(x), it is easy to observe that 
A n... A, V(X) < f(x) u(x). 
Using the fact that V(X) < Y (xl,. . . ,x+1, x, + 1) in (5.13), we observe that 
A,_I.. . A, 2, (x1,. . . ,~a-1,x,+1) A,-,...A,v(xlr...,x71--1,~~) 
V(21,... ,%-1, %fl) - ?I(Q,... ,x,-1, x,) 
i f(x). 
Now, by following the same steps, below (5.4) up to (5.7), we obtain 
3$ <y-.zg f(XlrS 2,..., s,), 
sz=o s,=o 
i.e.. 
[ 
22-l t,-1 
v(xc, +1,x2,... ,x,) Iv(x) If c *.. c f(x1,s2,...,4 . sz=o a,=0 1 
(5.10) 
(5.11) 
(5.12) 
(5.13) 
(5.14) 
(5.15) 
Now, keeping the components x2, . . . , 5, of x fixed in (5.15), set x1 = s1 and substitute s1 = 
0, 1,2,. 1 . ,x1 - 1 successively and use the fact that w (0,x2, . . . ,z,) = 1, to obtain the estimate 
21-I 
u(x) I I-I [1+ M [a, x2,. ‘. 7 x72, ml] . (5.16) 
s1=0 
Using (5.16) in (5.11), and observing the fact that U(X) 5 m z x , we get the desired inequality 
in (2.21). 
The proof of the case when c is nonnegative can be completed as mentioned in the proof of 
Part (Al) of Theorem 1. This completes the proof of Part (Cl). I 
The proof of Parts (C2) and (C3) f o 11 ow, respectively, by the similar arguments as in the proofs 
of Parts (A2) and (A3) of Theorem 1 and closely resemble the proof of Part (Cl) given above 
(see, also [15]). The details are omitted. 
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6. SOME APPLICATIONS 
In this section, we indicate some applications of our results to obtain bounds on the solutions 
of certain finite difference equations for which the inequalities available in the literature do not 
apply directly. For example, consider the following higher order finite difference equation of the 
form 
with the given initial conditions 
A -!- A ~~(0) 
n(O) 11 = 0, (6.2) 
for i = 2,3,... , n. Here, ri(t), . . . , r,_ 1 (t) are real-valued positive functions defined on No, zs is 
a real constant and F, G are real-valued functions defined on NO x R, where R denotes the set 
of real numbers. It is easy to observe that the problem (6.1),(6.2) is equivalent to the following 
sum-difference equation 
z2(t) = 20” +A [t, r, 2 (4 F (s,, z (s,)) + G (s,, z (s,d>l . (6.3) 
If z(t) is a solution of the problem (6.1),(6.2), then it satisfies the equation (6.3). We assume 
that 
lF(t, z)I 5 2f(M, lG(C z)l I 2g(t)lzL (6.4) 
where f(t) and g(t) are real-valued nonnegative functions defined on NO. Using (6.4) in (6.3), we 
have 
lz(t)12 I 1201~ + 2A b, r, f (4 12 (412 + sCsn)1441] . 
Now, an application of Theorem 1 (Al) yields 
(6.5) 
t-1 
(z(t)/ 5 pa(t) n [l + Ably ry f(411 7 
s1=0 
(6.6) 
for t E NO, where 
PO(~) = bol + A 14 ~3 9 (41, (6.7) 
for t E NO. The inequality (6.6) obtains the bound on the solution z(t) of the problem (6.1),(6.2) 
in terms of the known functions. 
As an application of the inequality established in Theorem 2 (Bl), we consider the following 
nonlinear partial finite difference equation of the form 
&A;u2(x, Y) = 42, Y) F(G Y, 4x, Y)> + G(z, Y, 4~ Y>>, (6.8) 
with the given boundary conditions at x = 0 and y = 0, 
A~,u~(E,~) = aj(z), o<j<m-1, (6.9) 
A: ~~(0, Y) = Pi(y), OLi<n-1, (6.10) 
where F and G are real-valued functions defined on NO x R and oj, /?i are real-valued functions 
defined on No and m,n > 2 are integers. Now, by assuming some suitable conditions on the 
functions involved in (6.8)-(6.10), and following the similar arguments as given above with suit- 
able modifications, we can very easily obtain the bound on the solutions of (6.8)-(6.10) in terms 
of the known functions. 
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