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Predicting the survival status of Intensive Care patients at the end of their hospital stay is useful for various clinical and organi-
zational tasks. Current models for predicting mortality use logistic regression models that rely solely on data collected during the ﬁrst
24 h of patient admission. These models do not exploit information contained in daily organ failure scores which nowadays are being
routinely collected in many Intensive Care Units. We propose a novel method for mortality prediction that, in addition to admission-
related data, takes advantage of daily data as well. The method is characterized by the data-driven discovery of temporal patterns,
called episodes, of the organ failure scores and by embedding them in the familiar logistic regression framework for prediction.
Our method results in a set of D logistic regression models, one for each of the ﬁrst D days of Intensive Care Unit stay. A model
for day d 6 D is trained on the patient subpopulation that stayed at least d days in the Intensive Care Unit and predicts the prob-
ability of death at the end of hospital stay for such patients. We implemented our method, with a speciﬁc form of episodes, called
aligned episodes, on a large dataset of Intensive Care Unit patients for the ﬁrst 5 days of stay (D = 5) in the unit. We compared
our models with ones that were developed on the same patient subpopulations but which did not use the episodes. The new models
show improved performance on each of the ﬁve days. They also provide insight in the eﬀect of the various selected episodes on
mortality.
 2007 Elsevier Inc. All rights reserved.
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Reliable clinical predictions of future events are useful
in supporting various clinical and managerial tasks such
as optimizing workload schedules, and assessing quality
of care [1]. In the Intensive Care (IC), where patient sur-
vival forms an important indicator for the eﬀectiveness
of care, prognostic models to predict the probability of
the survival status of patients upon discharge are common-
place. The most common application of prognostic models
is in comparative audit among IC units (ICUs). In this set-
ting a prognostic model for predicting mortality of ICU1532-0464/$ - see front matter  2007 Elsevier Inc. All rights reserved.
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E-mail address: t.toma@amc.uva.nl (T. Toma).patients at their discharge from hospital is developed based
on retrospectively collected data of all participating ICUs.
These data depict the demographics and severity of illness
of the patient during the ﬁrst 24 h of patient admission to
the ICU. The model is then used to predict mortality of
new patients based on prospectively collected data to each
ICU. Discrepancies between the predicted and actual mor-
tality, measured in terms of the Standardized Mortality
Ratio, is used to rank the performance of the various
ICUs. Because the predictions adjust for the severity of
illness of the patients, which is called case-mix adjustment,
discrepancies between the predicted and the actual
mortality is assumed to be attributed to the quality of
delivered care. Regular application of comparative audit-
ing contributes to assessing and improving ICU quality
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pliﬁed Acute Physiology Score (SAPS-II) [2] and the Acute
Physiology And Chronic Health Evaluation (APACHE)
[3] summarize admission data in terms of severity-of-ill-
ness-scores, which take integer values where a higher score
indicates a more severe health condition of the patient.
These scores are then used as covariates in a logistic regres-
sion model (see Appendix) to predict the probability of the
survival status of a patient at discharge from the hospital.
Intensive Care is, however, a dynamic medical environ-
ment where patients’ health status can change rapidly in
either direction. Capturing and analyzing such dynamics
can provide better insight in patients’ health status over
time. Recently a growing number of ICUs have started
collecting, in addition to the static data, Sequential Organ
Failure Assessment (SOFA) [4] scores to assess the inci-
dence of organ dysfunction. A SOFA score is a daily
quantitative assessment of the patient’s organ dysfunction
during ICU stay. The SOFA score is an integer ranging
from 0 to 24, where a greater value corresponds to worse
organ function derangement. Its value is the sum of 6
individual organ system scores, each ranging from 0 to
4. The process of documenting SOFA scores generates
much temporal information which calls upon computer
aided tools to analyze it as it has been demonstrated that
doctors have diﬃculty in interpreting temporal informa-
tion [5]. Although not speciﬁcally developed to assist
mortality prediction, it was natural to investigate the pre-
dictive value of SOFA scores. There are many studies
demonstrating that non-survivors have a signiﬁcantly
higher mean SOFA score than survivors [6]. However,
such observations do not provide a model for predicting
mortality of a given patient on a given day. Almost all
current work on SOFA-based mortality prediction rely
solely on simple pre-speciﬁed summaries, such as the
mean, in the patient’s SOFA score sequence known prior
to the day upon which prediction is to be made. The prog-
nostic merits of SOFA sequences that preserve the tempo-
ral evolution of organ functioning over time, are unclear
and have been hardly investigated.
Prognostic models adjusting for the raw SOFA scores of
patients are not meant to be used in the same way as the
static ones for comparative auditing among ICUs. This is
because a SOFA score is inﬂuenced by treatment. For
example, the SOFA score of a severely ill patient at admis-
sion in a well performing ICU could be the same as that of
a relatively healthier patient that is receiving sub-optimal
therapy. Mortality predictions of both patients will be
the same, blurring the eﬀect of treatment. However,
SOFA-based prognostic models provide insight into the
dynamics of organ failures and their relation to mortality,
and they are useful for other tasks. First, they can be used
to compare performance of the same ICU over time. Sec-
ond, accurate probabilities can help physicians to proac-
tively decide on intensifying interventions for patients
with worsening prognosis. Third, predictions can be used
to help managers to better plan capacity e.g. of nursingservices. The purpose of this work, however, concerns
the development and performance of the temporal predic-
tive models and not their clinical and managerial
application.
The objective of this paper is to propose a method for the
representation, selection and inclusion of SOFA score
patterns, called episodes, in mortality prediction. These
episodes aremeant to be used in addition to the SAPS in order
to be able to investigate their added predictive value. The
application of this method results in a set ofDmodels, called
temporalmodels, {Md},1 6 d 6 D, one for each of the ﬁrstD
days of ICU stay. At day d 6 D of stay, model Md predicts
for the patients that stayed at least d days in the ICU, the
probability of death at the end of their hospital stay.
In a nutshell, our approach is based on the discovery
of frequent qualitative episodes of SOFA scores. This is
done for each day on which prediction of the eventual
vital status is to be made. These non-prespeciﬁed episodes
are easily interpreted as the temporal evolution of
patients’ health status during their stay in the ICU. To
use them in prediction, the frequent episodes are repre-
sented as indicator variables for possible inclusion in a
logistic regression model predicting the probability of
mortality. In this way episode discovery is integrated into
the current solid logistic regression framework for predic-
tion. This also has the advantage of providing a fair com-
parison with the existing static logistic regression
approaches allowing to make a judgement about the
added value of SOFA episodes in prediction. The method
was applied to data from an adult ICU of a teaching hos-
pital. We obtained temporal models for mortality predic-
tion in each of the ﬁrst ﬁve days since admission. For
comparison we also developed similar ﬁve models that
used only the static data obtained on the day of admis-
sion. The resulting temporal models reveal the quantita-
tive and qualitative associations between the selected
episodes and mortality. Model validation shows that the
obtained temporal models provide better predictions than
the static ones on the validation set.
The paper is organized as follows: Section 2 describes the
data and our method in terms of a workﬂow consisting of
four tasks. We present our results in Section 3. Section 4 dis-
cusses our results in the context of related work and con-
cludes the paper.
2. Materials and methods
The proposed method for the development and evalu-
ation of the prognostic models is conveniently described
in engineering terms as consisting of the following tasks:
Data preprocessing; Discovery of frequent episodes from
SOFA scores; Development of prognostic models using
frequent episodes; and Evaluation of the resulting mod-
els. These tasks are interrelated in the workﬂow model
shown in Fig. 1 and are described below. The description
of these tasks is illustrated by a real world application in
the IC.
Table 1
Static data descriptive statistics
Survivors Non-survivors
N 5587 689
Admission type (%)
Medical 16.4 70
Urgent 9.4 15
Planned 74.2 15
Mean age 64 68
±SD (years) ±14.3 ±14.6
Sex
Male/female (%) 66.7/33.3 59/41
Median LOS 0.93 2.18
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Fig. 1. Workﬂow showing the four primary tasks in our approach.
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The application considered in this paper concerns ICU
patient data from the OLVG, a teaching hospital in
Amsterdam. The data was collected between July 1998
and August 2005 and includes all consecutive 6865 ICU
admissions in that period. The data contains demographic
information such as age and sex, and physiological and
laboratory information collected during the ﬁrst 24 h of
admission. From this information one calculates the com-
monly used severity-of-illness-score SAPS-II (hereafter
SAPS in short) for all patients, without applying the SAPS
exclusion criteria, because the SAPS is not the focus in this
study. In addition, contrary to the SAPS exclusion criteria,
in case patients were readmitted to the ICU (which
occurred in 5.4% of the cases) only their last readmissions
were kept due to their relevance to predicting the outcome.
The SAPS scores, and the models derived solely from them
will be referred to as static data and static models, respec-
tively. In addition to the static data, the database includes
daily SOFA scores. For each patient there corresponds a
sequence of SOFA score values, one value for each day
of stay. To exemplify, a patient’s ICU stay of three days
may correspond to the SOFA sequence 13–11–10 which
indicates a slight improvement in organ functioning during
this period. The SOFA scores, and the models derived
from them (including also static data) will be referred to
as temporal data and temporal models, respectively.
There were some artifacts induced by data collection.
Missing SOFA score values, amounting to 79 cases, were
imputed by the mean value of their adjacent SOFA
scores. Cases with at least 2 consecutive values missing,
amounting to 12 cases, were not considered in the analy-
sis. After removing earlier readmissions and correcting
for these artifacts, 6276 of the original 6865 admissions
were retained for further analysis. Table 1 characterizes
the survivor and non-survivor patients. There are 5587
survivors and 689 non-survivors (corresponding to 11%hospital mortality). Hospital mortality refers to deaths
in the hospital during, or after, stay in the ICU. Admis-
sion type describes the reason for admitting the patient:
due to medical reasons, or due to a prior surgery (urgent
or planned) necessitating subsequent ICU stay. Length of
stay (LOS) denotes the total number of days a patient
stayed in the ICU until discharge.
Every patient receives a SOFA score at admission, at
6:00 am of every morning during ICU stay, and at dis-
charge. This means that the number of LOS in days may
not exactly correspond to the number of SOFA scores
assigned in the patient’s record. For apatient that is admitted
just a couple of hours before6:00amwill have a SOFAscore
at admission and another one at 6:00 am. Based on medical
expert knowledge it was decided that only periods of at least
6 h between admission and 6:00 am, and between 6:00 am
and discharge ‘‘deserve’’ a SOFA score. For simplicity of
analysis and presentation we will consider from now on this
adjusted number of SOFA scores as representing the number
of days that a patient has stayed in the ICU, disregarding the
exact number of hours. This means that patients with one
SOFA score are considered as staying one day in the ICU
even if they have stayed only for half a day.
Fig. 2. Episode aligned to prediction day d = 4.
Table 2
Summary statistics of SAPS and SOFA scores in patients staying at least
one day (1 SOFA score) and the patients staying at least 5 days (5 SOFA
scores)
Survivors Non-survivors
Mean SOFA ± SD
LOS P 1 7.3 ± 1.8 10.4 ± 3.2
LOS P 5 8.5 ± 2.6 10 ± 2.9
Mean SAPS ± SD
LOS P 1 31 ± 12 60 ± 20
LOS P 5 49 ± 15 57 ± 17
N
LOS P 1 5587 689
LOS P 5 444 144
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patients staying at least one day (all patients) and for the
subpopulation that stayed at least 5 days (i.e. received at
least ﬁve SOFA scores). Note the higher mean of SAPS
and SOFA scores in non-survivors than survivors. More-
over, for patients staying longer in ICU (at least ﬁve SOFA
values) the mortality is higher than for the sample of all
patients (24 vs. 11%). This provides some evidence to the
theoretical utility of SOFA scores in prediction. These sum-
maries however do not help quantify the association
between SOFA sequences and probability of death nor
whether the SOFA scores have added value beyond the
information already residing in the SAPS.
The next step in preprocessing the data consists of cat-
egorizing the SOFA scores in a few qualitative categories.
This data reduction is necessary for the next task of epi-
sode discovery. Instead of a large number of low frequency
episodes in the raw SOFA score sequences, one obtains
markedly fewer but much more frequent episodes of the
categorized SOFA sequences. It also has the advantage
of making the categorized sequences easily interpretable
by a human analyst. In our application we have chosen
for three categories: LOW (L), MEDIUM (M), and HIGH
(H) based on the 3-quantile grouping of SOFA scores.
Quantiles divide ordered data into equally sized data sub-
sets. In the sequel we will refer to the qualitative SOFA
score as qSOFA. The 3-quantile division of the SOFA
resulted in the following categorization rules:
(1) if SOFA score 2{0, . . ., 6} then it is coded as LOW (L)
(2) if SOFA score 2{7,8} then it is coded as MEDIUM (M)
(3) ifSOFAscore2{9, . . .,24} then it is codedasHIGH(H).
For example the SOFA sequence 12–7–10–8–5 will be
recoded as HMHML in both training and test sets.
2.2. Frequent episodes
We deﬁne an episode as a sequence of consecutive
qSOFA scores. This is in line with the deﬁnition of a serial
episode in [7]. The qualitative SOFA values are vertical
(contemporaneous) data abstractions [8] or State TemporalAbstractions [9] where an interval of values is abstracted in
a new data point in our case a SOFA category.
In this paper we investigate a special type of episodes
called aligned episodes (Fig. 2) in which the last qSOFA
value in the episode belongs to the day at which prediction
is to be made. For example, if the episode ML is said to be
aligned to the fourth day of stay it means that the L
qSOFA score was obtained on the fourth day and the M
on the third day. Such episodes can be used to make pre-
dictions at discharge time (e.g. which is unknown and can
be for example on day 12) using information available
until prediction time (e.g. here in day 4). The choice for
episode alignment is motivated by our hypothesis that
the days closest to prediction time are more relevant to
the outcome than those earlier in the score evolution. This
Markovian-like hypothesis is endorsed by the clinician
involved in this study. We focus on episodes that are fre-
quent in the data. This will greatly reduce the computa-
tional burden and boost the stability of the prognostic
model variable selection process described shortly. For
the development of models that are meant to predict mor-
tality of all patients, and not e.g. for a subgroup of patients
at very high risk, high frequency patterns are likely to be
the most dominant in the model.
Algorithm 1. Frequent aligned episodes discovery
algorithm for day d
• d - integer denoting the day at which prediction is to be
made
• Elm - set of all elementary episodes, in this paper {L, M,
H}
1: PATd set of patients who stayed at least d days in
ICU
2: E {}/* Initialize E. It will include all frequent
aligned episodes */
3: S1 set of all frequent elementary episodes in
PATd when aligned to d
4: j 1
5: while not empty (Sj) do
6: E E [ Sj/* Add to E the frequent episodes of
length j*/
7: SB Extend each element in Sj backwards with
one element from Elm
8: j = j + 1
9: Sj set of all episodes in SB that are frequent in
PATd when aligned to d
10: end while
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JAVA, that searches for frequent aligned episodes for
any given day at which prediction is to be made. An epi-
sode aligned to day d is said to be frequent when its fre-
quency rate in the subset of patients staying at least d
days exceeds a pre-speciﬁed threshold (e.g. 5% of cases)
referred to as minimum support rate. A pseudocode of
the algorithm, which is a specialization of that proposed
in [7], appears in Algorithm 1. To illustrate our algo-
rithm, suppose that we are to ﬁnd the frequent episodes
for the third day of stay (d = 3). We must only consider
the patients that stayed at least 3 days in the ICU because
the outcome is already known for the patients who died
or left the ICU prior to the third day. The search algo-
rithm starts by generating all episodes of length 1—these
will be L, M and H. For each episode it will count how
often it occurred in the patients’ qSOFA sequence on
the third day. It will retain only those episodes occurring
frequently enough. Suppose only L was retained. The
process is repeated, extending the retained episode back-
wards by one element at each step resulting in LL, ML,
and HL. Each of these episodes will be matched against
the patients’ qSOFA scores at the second and third day
of stay. The process is repeated by retaining only the fre-
quent episodes of length 2 and extending them backward
until no more frequent episodes are found. This process is
based on the A-priori property [10] which, in our case,
states that a length-k + 1 episode cannot be frequent if
its length-k sub-episode is infrequent. In our application
we have set the minimum support rate at 5%. The discov-
ered frequent episodes can themselves be of interest to
the clinician as they can enhance the insight in the
patient population. However, they do not include any
association with mortality yet. Below we discuss how to
further put these episodes into use in the task of mortality
prediction.
2.3. Model ﬁtting strategy
For each day at which a prediction is to be made a
separate model will be developed. In this work we will
develop a model for each day of the ﬁrst 5 days of
ICU stay: Md,1 6 d 6 5. For Md two components are
required: the data from the training set corresponding
to the ﬁrst d days of stay (for patients that stayed at least
d days), and the set of frequent episodes that were discov-
ered for that day as described in the previous subsection.
The inclusion of static data (i.e. SAPS) in the models that
use frequent episodes is motivated by the fact that this
allows us to assess the added prognostic value of tempo-
ral information in the context of the static models (SAPS
only).
The model of choice in our method is logistic regres-
sion. This has the advantage of integrating temporal
information in the already existent framework for build-
ing static prognostic models. Besides, the coeﬃcients of
the logistic model have an intuitive meaning (see Appen-
T. Toma et al. / Journal of Biomedix for a short description of the logistic regression
model). In order to show the added value of the epi-
sodes, the temporal models will always include the sever-
ity-of-illness-score SAPS as one of the covariates. To
include the frequent episodes in the model we will code
them as binary indicator variables to be considered as
candidate dummy variables in the logistic regression
model. A dummy variable describes whether the episode
it represents is present (value 1) or not (value 0) in a
patient’s qSOFA sequence aligned to the day when pre-
diction is required. For example, consider a patient with
the ﬁrst ﬁve days qSOFA sequence LMHHM. When
developing the model M5 the value of the dummy vari-
ables of the frequent episodes HM and HHM for this
patient will be 1. However they will be 0 for a patient
with a sequence beginning with MHHMM. For the frequent
episode M the value of the dummy variable will be 1 for
both patients.
Often the size of the set of all possible models created
based on the frequent episodes belonging to any Md,
beyond the ﬁrst day, is quite large. This would compro-
mise the validity of a model created by exhaustive search
because of the increasing likelihood of selecting sub-opti-
mal episodes. For example if for d = 5 a set of 19 frequent
episodes were discovered, the number of all possible mod-
els created with these will be 219 . 5.2 · 105. This problem
would only become more diﬃcult by using all possible
episodes instead of only the frequent ones just for d = 5
a number of 363 potential episodes being available.
Beyond the induced computational burden the bigger
the search space the higher the likelihood to, by chance,
select in the models variables that are not signiﬁcant
(Type I error) generating unstable models due to
overﬁtting.
On the other hand not all frequent episodes are
expected to be important in a model. For eachMd, a model
ﬁtting strategy, not suﬀering of the drawbacks of an
exhaustive search, should be applied for selecting the best
covariates by searching for the most important dummy
variables in the space of all candidate dummy variables
belonging to day d. One can use stepwise approaches for
including or excluding covariates, one by one, and select
the ‘‘best’’ model. The common practice of using signiﬁ-
cance testing based on p-values for model selection is not
appropriate because the obtained p-values are meant to
be used only for a pre-speciﬁed model [11]. The problem
is only exacerbated when there is a large set of candidate
covariates.
In our approach we avoid using signiﬁcance testing for
model selection and propose using an information-theo-
retic measure. In particular we will use Akaike’s Informa-
tion Criterion (AIC) [12] to evaluate the models. The
AIC is deﬁned as 2logL(h) + 2k where L(h) is the maxi-
mized likelihood [13] of the model and k is the number of
free parameters in the model. Hence the AIC trades oﬀ
predictive performance for parsimony by penalizing for
the number of variables included in the model. Parsimony
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set of the covariates resulting in the best model (i.e. with
minimum AIC) it is common to ﬁt a model including all
candidate covariates and then to eliminate the least predic-
tive covariate—the one associated with the highest AIC—
one by one until the AIC cannot be decreased.
Applying this model ﬁtting strategy has however a dis-
advantage, which is present in our case, when there is
strong collinearity between the covariates. Collinearity is
a situation in which at least one of the covariates can
be predicted well from the other covariates [11]. An exam-
ple of an obvious type of collinearity occurs when, for any
given day d, one episode logically entails another, e.g. MH
logically entails H (recall that episodes are aligned and MH
implies that the patient had a qSOFA score of H on day
d). During model selection the covariates compete for a
place in the model. When there are collinear covariates,
stepwise selection may make an arbitrary choice between
them. This might result in biased models by omission of
predictive variables from the model. In addition, the inter-
pretation of the model’s coeﬃcients (see Appendix) will
not be straightforward because it is based on the idea
of studying a change of a covariate in isolation. But if
covariates are collinear it is not possible to change only
one covariate without aﬀecting the other collinear
covariates.
To deal with collinearity we will not include at once
all candidate covariates of episodes of various lengths
in the stepwise method: ﬁrst only dummies of episodesof length 1 are included. Only those that survive the
AIC based backward selection procedure will be included
with dummies of episodes of length 2, etc. It makes sense
to start with the most recent data prior to the day at
which prediction is to be made, and include dummies
of longer episodes incrementally. This ‘‘Markovian-
inspired’’ choice infuses background knowledge in the
process.
In addition, we do not allow for the type of collinearity
in which an episode is logically entailed by any other.
Whenever there is a set of logically entailed covariates
in a model we will search for the best model, in terms
of AIC, having no logically entailed covariates. For exam-
ple, if the model includes, among others, H, LH and MH as
covariates, two models will be assessed: one with H (with-
out LH, MH because they will otherwise logically entail H)
and one with LH and MH (without H). The model with the
lower AIC will be retained. Algorithm 2 shows the
pseudocode for the model ﬁtting strategy. Each episode
in E has an associated element in B which is an indicator
variable. The indicator variable takes the value 1 when
the episode, aligned to the day of prediction, occurs in
a patient’s sequence. The indicator variables are consid-
ered as dummy covariates for possible inclusion in the
logistic regression models. The function binaryToEpisode()
takes a dummy variable and returns the episode it repre-
sents. For predicting mortality at day d, all dummy vari-
ables of frequent episodes of length 1 to d will,
incrementally, be considered.Algorithm 2 Model ﬁtting strategy for day d
• d—day at which hospital mortality prediction is required
• E—set of frequent episodes - length 1 to d
• B—set of indicator variables for episodes in E, used as candidate dummy covariates
• binaryToEpisode: Bﬁ E, returns the episode associated with a dummy candidate covariate
1: Cov {SAPS} /*initialize the covariates set with the SAPS*/
2: for j = 1 to d do
3: Cands Cov [ {b 2 Bjlength(binaryToEpisode(b)) = j} /* add to the covariates dummies associated with epi-
sodes of length j*/
4: fullModel ﬁtLogReg(Cands) /* the full logistic regression model*/
5: Cov variableSelection(fullModel,type = ‘‘back’’, method = ‘‘AIC’’) /*stepwise backward variable selection
using the AIC*/
6: if collinears(Cov)
7: Cov eliminateCollinears(Cov) /* eliminate logical entailment collinearity between covariates if it exists*/
8: end if
9: end for
10: Model ﬁtLogReg(Cov) /* the ﬁnal prognostic model is ﬁtted using the selected covariates*/
Table 3
Discovered frequent episodes for day 5
dical Informatics 40 (2007) 649–660 655We implemented the algorithm in S-Plus statistical envi-Episode Support (%) Mortality rate (%)
L 26 13
M 25 32
H 49 43
LL 18 10
ML 7 17
MM 16 33
MH 5 46
HM 7 29
HH 42 42
LLL 12 13
MMM 11 38
HHM 6 26
HHH 38 43
LLLL 10 14
MMMM 6 36
HHHH 35 45
LLLLL 7 10
MMMMM 5 35
HHHHH 34 45
Table 4
The temporal and static models, described by their logit
Day Temporal
model logit
Static model logit
1 6.3 + 0.1 Æ SAPS
+ 0.1 Æ M + 0.6 Æ H
6.4 + 0.1Æ SAPS
2 4 + 0.06 Æ SAPS
 0.5 Æ L  0.8 Æ HM + 0.3 Æ H
4.4 + 0.06 Æ SAPS
3 3 + 0.04 Æ SAPS  0.7 Æ L
 1.5 Æ HHM + 0.5 Æ HHH
3.5 + 0.05 Æ SAPS
4 3.2 + 0.03 Æ SAPS
+ 1 Æ M + 1.1 Æ H
2.7 + 0.04 Æ SAPS
5 2.7 + 0.02 Æ SAPS
+ 1.1 Æ M + 1.3 Æ H
2.2 + 0.03 Æ SAPSronment where we used the MASS library with its stepAIC
method [14].
2.4. Evaluation
The models are validated on an independent test set. In
our application, the test set consists of all records of 30% of
randomly selected patient. As with the training set, a sepa-
rate test set is created for each day d. An important perfor-
mance aspect of a probabilistic model is its calibration
ability, that is, the prediction of ‘‘faithful’’ probabilities,
which are close to the true (unknown) probabilities of an
event. To take this aspect into account we will apply the
commonly used Brier score deﬁned for two classes as:
1
N
XN
i¼1
ðP ðY i ¼ 1jxiÞ  yiÞ2 ð1Þ
where N denotes the number of patients, and yi denotes the
actual outcome for patient i. The vector xi represents the
covariate values for patient i. The Brier score is a measure
of error. It is a strictly proper scoring rule [15] which means
it is optimal (lowest value) only when the true probability
of the event is provided. In contrast, the area under the
(ROC) curve (the AUC) is not strictly proper scoring rule
meaning that its optimal value (highest AUC value) can
be obtained in cases with probabilities diﬀerent than the
true ones [15,16]. The AUC only considers the ranking of
subjects with or without the event and will not penalize
models that under- or over-predict the probability as long
as the relative order between subject remain the same. As
a simple example, the AUC obtained by a set of predictions
will be equal to that obtained by squaring these predictions.
In this sense the AUC can make models ‘‘look’’ better than
they actually are in terms of providing the true probabilities.
This is not the case when a proper scoring rule, like Brier, is
used. The performance of each of the ﬁve temporal models
is compared to its corresponding static model—the model
based only on SAPS—on the same corresponding test set.
To test whether the diﬀerence between Brier scores of any
static-temporal model pair is statistically signiﬁcant on the
corresponding test set we used the bootstrap method [17]
with 1000 bootstrap samples. This is a non-parametric
method that does not make distributional assumptions
about the parameter under investigation.
3. Results
3.1. Frequent aligned episodes
Mining the data for the ﬁrst ﬁve days resulted in ﬁve sets
of frequent aligned episodes with the following sizes: 3, 8,
15, 14 and 19, respectively. Table 3 exempliﬁes the frequent
episodes discovered for the 5th day (using data of the ﬁrst 5
days of patients staying at least 5 days in the ICU). In addi-
tion, for each episode we show its support (in terms of fre-
T. Toma et al. / Journal of Biomequency rate) in the data and the mortality rate of patients
having the episode (aligned at the ﬁfth day).
3.2. Model development
Table 4 shows the ﬁve obtained static and temporal
models, one for each day. The models are described by
their logit where the dummy variables are denoted by the
episode they represent. For example the logistic regression
temporal model for day 3 is:
pðY ¼ 1jSAPS;L;HHM;HHHÞ
¼ e
3þ0:04SAPS0:7L1:5HHMþ0:5HHH
1þ e3þ0:04SAPS0:7L1:5HHMþ0:5HHH
Using this formula, the probability of death for a patient
with a SAPS score of say, 40, and the episode HHH is
0.29. For a patient with a SAPS of 40 but with the HHM epi-
sode the probability of death is merely 0.052. A patient can
only have one of the episodes L, HHM, or HHH, because they
imply a qSOFA on day 3 of L, M, or H, respectively, and the
patient must have one of these mutually exclusive values.
Table 5
Description of the covariates: SAPS and the frequent episodes
Day Covariate Support
%
Deaths in
episode %
Sample size
#patients
Death
%
Odds
ratio
1 H 23 33 4389 11 1.8
M 48 5.3 1.1
SAPS — — 1.1
2 L 34 9 1236 23 0.6
H 36 41 1.35
HM 8 16 0.45
SAPS — — 1.06
3 L 28 13 791 30 0.5
HHM 6 8 0.22
HHH 35 49 1.65
SAPS — — 1.04
4 M 28 32 578 31 2.72
H 46 41 3
SAPS — — 1.03
5 M 25 32 444 32 3
H 49 43 3.67
SAPS — — 1.02
Table 6
Brier scores: temporal vs. static models
Day Brier Win
Temp Static
1 0.058 0.059 Yes
2 0.128 0.132 Yes*
3 0.161 0.170 Yes
4 0.171 0.180 Yes*
5 0.166 0.182 Yes*
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models (appearing in Table 4) and the training datasets cor-
responding to each of the ﬁrst ﬁve days. The table reports
the data support of an episode, the mortality rate in patients
having it, and the odds ratio (see Appendix) for those
having the episode in comparison to those not having it.3.3. Model evaluation
Table 6 shows the Brier scores obtained on the corre-
sponding independent test sets for each of themodels. It also
reports on whether the models developed using frequent epi-
sodes won from the SAPS model. An asterisk (*) indicates
that the diﬀerence in theBrier scores is statistically signiﬁcant
at the 0.05 level. It is apparent that all temporal models out-
perform the reference models based on SAPS alone.4. Discussion and related work
In this paper we suggested and applied a new method
for exploiting temporal information in Intensive Care
prognosis. The novelty of the method stems from adapt-
ing and integrating an existing technique for mining
frequent temporal episodes within probabilistic predictive
modeling. The integration is achieved by representingfrequent episodes in terms of dummy variables in a logis-
tic regression model that is obtained by using a model
selection strategy based on an information-theoretic mea-
sure and avoidance of logically entailed collinear covari-
ates. Our real life case study demonstrated the added
value of these episodes in survival state predictions of
Intensive Care patients by generating more accurate
models. We did not evaluate the applicability of these
results in terms of the clinical or managerial tasks that
can be supported such as adapting treatment or work-
load scheduling. These form new research topics to be
investigated. The method can be applied in various prob-
abilistic prediction problems in temporal domains. How-
ever, in any application of the method, various choices
are to be made in order to tailor it to the problem at
hand. Below we discuss the results of our method fol-
lowed by a discussion of our approach.
4.1. Discussion of results
Analysis of the selected discovered frequent episodes,
like those shown in Table 3 for day 5, provide insight into
their relation to mortality and into the patient population.
Consider the episode ML. It occurred in 7% of the patients,
meaning that their qSOFA improved from M on the fourth
day to L on the ﬁfth day. Only 17% of these patients even-
tually died. Compare this with the mortality rate of 45%
among patients with H on all ﬁve days.
The longer frequent episodes (length 3 on) seem to
mostly describe constant trends like HHHH. One reason
for the emergence of such episodes is the choice for only
three categories. This results in their relative high frequency
especially in categories covering a large range of values.
For example, a decrease from a SOFA score of 13 to a
value of 12 or 10 on the following day will belong in either
case to the episode HH. Allowing for more categories would
capture smaller changes from one day’s score to another at
the risk of compromising support.
We also note that patients staying a relatively long num-
ber of days in the ICU are associated with higher SOFA
scores. Within these patients, the support of episodes like
HHHH is higher than the other equally long episodes. Intui-
tively the relatively constant trend in mortality ass1ociated
with the logically entailed episodes (e.g. L, LL, LLL, LLLL,
LLLLL) is due to the fact that there is a big overlap between
the respective patient groups and because the last days are
the most associated with mortality. The eﬀect of the shorter
episodes on prediction will be dominant due to the relatively
large number of patients associated with them.
Our predictive models creation approach makes use of a
variable selection strategy based on an information-theo-
retic criterion. The obtained results depicted in Table 4 call
upon some explanatory remarks. A ﬁrst observation is that
only a very small fraction of frequent episodes have been
selected in the models. For example out of the 19 frequent
episodes of day 5 which appear in Table 3 only M and H
have been retained. A second observation is that
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els appearing in Table 4. This observation is partially due
to our decision not to allow for collinear covariates. This
means for example that while the episodes LH and MH
might coexist in a model, the episodes H and MH cannot,
as MH logically entails H.
An advantage of using a logistic regression model is the
interpretability of its coeﬃcients and their associated odds
ratios. The odds ratios presented in Table 5 are in concor-
dance with clinical knowledge. Episodes indicating low
scores or a decrease in SOFA scores correspond to odds
ratios <1 and contributing to a higher probability of sur-
vival. For example, the episode HHM selected in the model
for day 3 occurred in 6% of the patients that stayed at least
3 days (791 patients with a mean mortality of 30%). Only
8% of the patients having this episode died. The odds ratio
of 0.22 (calculated from the model in Table 4 by e1.5)
means that the odds for dying for patients with this episode
is only 0.22 times of that for patients not having this epi-
sode (alternatively, the latter patients have 4.5 times the
odds of dying compared to patients who had the episode).
For episodes indicating high scores, like HHHH, the odds
ratios are >1 reinforcing the belief that they diminish the
survival chances.
Table 6 showed the performance of both model types,
temporal and static, measured by the Brier score. Smaller
values of the Brier score mean better accuracy, which
includes elements of discrimination as well as calibration
(see [15]). Models, in our case the temporal models, cannot
be ‘‘proven’’ correct but one hopes to get incremental evi-
dence for their validity or superiority. In our case the evi-
dence for the validity and superiority of the temporal
models consists of the following. First, the selected covari-
ates in the model, using the AIC criterion, included the epi-
sodes. Second, on an independent test set, the temporal
models performed better than the static ones in every of
the 5 days, although one should not forget that the data
on later days is dependent on data of earlier days. Third,
based on bootstrapping, in 3 out of the 5 days the diﬀerence
between the Brier scores turned out to be statistically signif-
icant (denoted by the asterisk (‘‘*’’)). Recall that a statistical
signiﬁcant test measures the improbability of an obtained
statistic (e.g. diﬀerence between Brier scores) assuming that
the null hypothesis (e.g. that the models performances are
equal) is true. Not rejecting the null-hypothesis should not
be interpreted as accepting it. To summarize, there is ample
evidence that the temporal models learnt on the given train-
ing set are superior to the static ones when tested on the
given test set. This is hence no claim to the superiority of
our method in general. Such claims require a diﬀerent
design as described later on in this section.
4.2. Discussion of approach
Below we discuss the merits and limitations of the
choices made in our approach and illustrate them in the
context of our application in the Intensive Care.4.2.1. Categorization
When dealingwith continuous or integer valued variables
one should decide on the number of categories and the cate-
gorization method. Too many categories would not have
enough support in the data. Too few ones could blur impor-
tant distinction between values. This tradeoﬀ is discussed in
the context of association rules in [18] where incremental
joining of adjacent intervals is suggested. We have chosen
for only three categories in our application and did not con-
sider creating new categories of adjacent basic categories
(e.g. the category encompassing theL andM categories). Fur-
ther work will investigate themerits of usingmore categories
and joining them adaptively as discussed in [18].
We have chosen for equally sized quantiles of SOFA
scores for categorization as suggested in [18]. Quantiliza-
tion forces the proportion of the most frequent values to
reside in diﬀerent categories. This mitigates the domination
in the episodes of categories associated with frequently
occurring values in a narrow interval. For example if
95% of the SOFA scores were in the interval [9,10] then
there will only be one frequent category. However the
resulting categories from quantilization are not necessarily
meaningful nor guaranteed to be the most useful in predic-
tion. Further work consists of investigating clinically
meaningful categories and other ways for categorization.
One such categorization method that takes the outcome
into consideration is based on the entropy of the outcome
that the categories imply as described in [19]. A practical
way to do this is to take a summary measure for the SOFA
scores of each patient (e.g. the maximum) and ﬁt an
entropy-based classiﬁcation tree for the outcome.
4.2.2. Discovery of frequent episodes
Using only frequent episodes for model development
has several advantages. First, they are representative of
the relatively signiﬁcant subpopulations of patients. Sec-
ond, they strongly simplify the model selection process
because the non-frequent episodes, which comprise the
majority of episodes, are unlikely to be selected in the
model. Indeed, the selected episodes in the models in our
applications tend to have relatively high support. However,
future research should investigate the inclusion of evalua-
tion measures pertaining to the task at hand, here predic-
tion, other than frequency, especially if one is seeking
interesting patient subgroups, instead of seeking a global
predictive model. One way to go about this is the extraction
of high conﬁdence Association Rules having mortality as
the sole variable on the right-hand side of each rule.
Our choice for episodes which are sequential temporal
episodes aligned to the day of prediction makes them easy
to interpret and does not burden the modeler with pre-
specifying various types of episodes. However, more
expressive episodes and those motivated by the domain at
hand should be further explored. For example one could
allow for sequential episodes that solely provide the rela-
tive order between the qSOFA scores without constraining
the scores to correspond to consecutive days. An example
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trends can be expressed.
Considering the SOFA sub-scores for six individual
organ systems in the analysis seems a natural extension
to our method. One could use the sub-scores separately
or seek a custom combination thereof by e.g. using a
weighted summation of their values where higher weights
are given to the most predictive score. The predictive capa-
bilities of each organ system score could be assessed with a
univariate analysis. Other clinically intuitive abstraction
are also possible such as the inclusion of the number of
organ failures on the day of prediction or its mean in the
last days prior to prediction.
4.2.3. Model development
Using logistic regression as the formalism of choice for
prediction has the advantage of employing an established
and well understood framework. The coeﬃcients of the
model have a meaningful interpretation. The use of
Akaike’s Information Criterion (AIC) for variable elimi-
nation overcomes several drawbacks of methods depend-
ing on p-values and at the same time penalizes the
models for their complexity in terms of the number of
selected covariates. In the evaluation of these models we
only used the split-sample design and used the Brier score.
This provides evidence that temporal models are superior
to the static models for this test set. This is however no
claim for the general superiority of the temporal models
on other test sets, and indeed not a claim for the general
superiority of the learning algorithm. The algorithmic
evaluation of our method consists of further work that
we are currently undertaking. This evaluation requires a
diﬀerent design in which multiple models, not just one,
are created on more days and evaluated on various test
sets with diﬀerent performance measures. This evaluation
also requires more data than used in this work.
4.2.4. Intensive Care literature
The relatively few related work in the Intensive Care lit-
erature that investigates the SOFA scores in the context of
mortality prediction is focused on showing a positive cor-
relation between the SOFA scores and mortality, e.g. [6].
This is usually done by showing that non-survivors have
signiﬁcantly higher SOFA scores than survivors in diﬀerent
patient subpopulations. Work which does explicitly
include abstractions of SOFA scores would usually employ
simple statistics, as typiﬁed by [20,21], such as the D (diﬀer-
ence between admission score and maximum score during
stay) or maximum score at admission or at the last day of
stay. There is some work that investigates pre-speciﬁed
temporal trends deﬁned as changes over time, such as
‘‘increase’’ or ‘‘decrease’’. Such work is limited to consider-
ing a very short number of days (e.g. ﬁrst 2–4 days)
[22–24]. Our work is diﬀerent in the sense that it uses
data-driven discovery of episodes. Moreover it investigates
the added value of frequent episodes in relation to the
static information.4.2.5. Data Mining literature
Related work in Data Mining focusses on computational
and complexity aspects of algorithms for the discovery of
patterns [25] and using them in various forms of association
rules. Other uses of patterns includes clustering them in a
hierarchy as described in e.g. [26]. Our discovery algorithm
is based on that described in [7] except that episodes are dis-
covered for a speciﬁc day, the day of prediction, and in
addition they are aligned to it. This means that we do not
assume a stationary process generating the time series.
From a data mining perspective the novelty of the proposed
method is showing a new way to use patterns in predictions,
beyond their traditional use in association rules.
Perhaps the most similar works to ours, in their general
aim and application, are those described in [27] and [28]. In
[27] patterns are discovered from multivariate series in
order to predict mortality in the Intensive Care in six con-
secutive periods in the future. That work is diﬀerent in var-
ious ways than ours in terms of the assumption of
stationarity (see [29] for discussion) of the time series, the
non Apriori-like generation of patterns, the assessment of
patterns based on their discriminative ability (in terms of
the area under the ROC curve). Like in [27], our episodes
have various lengths and in this sense non stationarity is
assumed. However we also allow for a second source of
non-stationarity in our work by requiring alignment of
the episodes to the day on which prediction is made, this
means for example that the frequency of episodes relies
on the positioning of the episode in the time-series. More
important diﬀerences reside however in three other ele-
ments. First, the work of Kayaalp et al. does not use a stan-
dard static model, as in our case, in order to assess the
added value of patterns. Second, it uses a patient-speciﬁc
model: only patterns identiﬁed in a patient test case are
ranked and the best ones are used for prediction. The other
discovered patterns in the training set are not used in the
ranking. This is an interesting idea that we did not explore
in our work. Third, the patient-speciﬁc selected patterns
are combined using the Naive Bayes Classiﬁer. To provide
probability estimates, the Naive Bayes approach assumes
the independence of patterns conditioned on the outcome
(e.g. P(ptt1,ptt2jY = 1) = P(ptt1jY = 1) Æ P(ptt2jY = 1)).
It is demonstrated in the machine learning literature that
this assumption is often (mildly) violated but that it usually
results in adequate classiﬁcation models (e.g. to survival or
death). However if one is interested in the exact probabili-
ties of the event, as we aim at in our work, and not just the
predicted events themselves, the conditional independence
assumption can lead to poor probability estimates. Poor
estimates will also go undetected when a non-proper scor-
ing rule, such as the AUC, is used. In our speciﬁc case of
using aligned episodes, the (conditional) independence
assumption would be severely violated due to the presence
of logically entailed episodes: they are clearly very much
dependent on each other. Our use of episodes inside logistic
regression does not only allow for integrating new methods
into the established framework in IC prediction, but also
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covariates.
In [28] four temporal measurements of variables, some
of which are also used for calculating the SOFA scores,
are summarized to obtain what is referred to as adverse
events which correspond to extreme values of the variables
and can span over a relatively long period of time. A num-
ber of 12 new variables are constructed, 8 describing the
daily average number of events and critical events (events
with larger duration or even more extreme values of their
measurement) and 4 describing the daily averages time
span, in minutes, of each of the 4 types of critical events.
The adverse events information is fed into a neural network
(NN) and a logistic regression model for predicting ICU
mortality. This information consists of the logarithmic
transformations of the daily averages of the number of
the events’ occurrences and durations. The SAPS-II model
was included in the analysis and the SAPS-II score was a
covariate in some setups together with the adverse events.
The NN and logistic regression using temporal information
were shown to have better performance in terms of discrim-
ination ability compared to the other models, measured as
the AUC. The approach followed in [28] assumes a much
stricter form of stationarity since the mean value of adverse
events is taken to characterize the process. This approach
hence disregards the measurement time and abstracts away
from the explicit temporal evolution in the data. In con-
trast, capturing this evolution comprised one of the starting
points in our work.
In summary, our aim in this paper was the development
of a method that captures the temporal evolution of organ
functioning and, at the same time, embeds it in the current
logistic regression modeling framework. We expected that
the integration of temporal data will bear fruit as
increasing the predictions’ accuracy. We attain this goal
by proposing, and applying a method for integrating a
data-driven approach for mining of frequent patterns
(called episodes) in the current logistic regression frame-
work for probabilistic predictions. Our results in Intensive
Care mortality prognosis can be regarded as a proof of
concept of the merits of this method. The noticed concor-
dance with the results of similar works (e.g. in [27,28]) is
another reinforcing reason for research on the usage of
temporal data for prediction. Further work consists of inves-
tigating the eﬀects of alternative choices or tuning of settings
for categorization, type andquality of episodes,model ﬁtting
strategy, and performance measures. We are currently
conducting a comparative evaluation study in our IC appli-
cationdomain addressing the questions ofwhen andwhether
the method, not just the speciﬁc models developed in this
paper, is superior to the method that trains models to each
day of prediction but does not use temporal patterns.
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Appendix A. Logistic regression
A logistic regression model [30] is a parametric model
specifying the conditional probability of a binary outcome
variable Y, given the values of the covariates of the model.
In our case, Y = 1 indicates the occurrence of a death
event. The logistic model has the following form:
pðY ¼ 1jxÞ ¼ e
gðxÞ
1þ egðxÞ ð2Þ
where x = (x1, . . .,xm) is the covariate vector. For m covar-
iates (also called predictors, input or independent vari-
ables) the logit function which is deﬁned as logð pðY¼1jxÞ
1pðY¼1jxÞÞ
is equal to g(x) which has the following linear form:
gðxÞ ¼ b0 þ
Xm
i¼1
bi  xi ð3Þ
where bi, i = 1, . . .,m, denote the coeﬃcients of the m
covariates. In the temporal models in this paper, one of
the covariates is the SAPS, the other covariates are dummy
variables denoting frequent episodes. One reason for the
popularity of the model is the interpretation that is given
to each bi in terms of an odds ratio. Suppose the logit func-
tion is b0 + b1 Æ SAPS + b2 Æ Ep where Ep = 1 for patients
having some speciﬁc episode and 0 for patients not having
the episode. The odds of dying for those having the epi-
sode, odds(Ep = 1), is P(Y = 1jEp = 1)/P(Y = 0jEp = 1)
and for those not having the episode, odds(Ep = 0), is
P(Y = 1jEp = 0)/P(Y = 0jEp = 0). The quantity eb2 turns
out to be equal to the odds ratio odds(Ep = 1)/
odds(Ep = 0). If there is no diﬀerence between the odds
for those with the episode and those without it, assuming
all other variables (in this case only SAPS) have the same
values, the odds ratio will be 1. A higher value indicates
higher risk to die for those having the episode, and a lower
value than 1 indicates higher risk for those who do not
have it. The interpretation of eb1 is similar, it indicates
the odds ratio between a group of patients who have a
SAPS of one unit more than the other group, averaged
on those with or without the episode denoted by Ep.References
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